Our motivation is threefold. First, we show that every P-minimal eld is, as expected, p-adically closed. This can be seen as an analogue, starting only with one-dimensional information, of the theorem of Macintyre, McKenna and van den Dries 9] that any p-valued eld whose theory has elimination of quanti ers (in Macintyre's language) is p-adically closed. Second, we attempt to develop a general theory for P-minimal structures. The highlights of this are the results on dimension (both algebraic and topological), and the partial continuity results for de nable functions. Third, it is shown in 4] that the analytic expansions of Q p considered in 2] (though, strictly, in 2] the base structure is Z p , not Q p ) are P-minimal. There may well be other proper P-minimal expansions of Q p , obtained by adding structure to the value group.
The theorem that P-minimal elds are p-adically closed belongs to the same family as the following results: strongly minimal elds are algebraically closed 7] ; o-minimal ordered elds are real closed 13]; weakly o-minimal ordered elds are real closed 10]; C-minimal elds are algebraically closed valued elds 5]. Our proof here is similar to the last two of these results, and uses ideas from 9] (and indeed, these results are similar to the reverse quanti er-elimination results of that paper). In all these other notions of minimality, other than strong minimality, there is a natural topology, and the eld operations preserve this topology. In these other cases, cell decomposition theorems are proved by multiple inductions, based on some kind of Monotonicity Theorem for de nable partial unary functions.
In the present paper we do not obtain a cell decomposition theorem, and do not know if there is such a theorem, at least of tolerably informative form. Also, we do not obtain a good analogue of the Monotonicity Theorem for o-minimal structures (Theorem 5.2 is the best we can do). However, as in the other cases, we do obtain a good notion of topological dimension (see De nition 3.1 and Theorem 3.2). We also show that in any P-minimal structure, algebraic closure has the exchange property, and hence gives a notion of algebraic dimension, which is equal to topological dimension (Theorem 6.3). As a result, de nable bijections preserve topological dimension, a fact we were unable to prove for C-minimal structures. Also, we show (Theorem 5.4) that any de nable function f :F n ?!F is continuous almost everywhere; that is, the set of points of discontinuity has topological dimension less than n.
The organisation of the paper is as follows. In Section 2 we give a precise de nition of P-minimality, and some other preliminaries. In Section 3 we prove that topological dimension is well-behaved, and at the same time prove a useful result about de nable functions from F n to the value group. Section 4 contains a proof that any P-minimal eld is p-adically closed. In fact, the results in Sections 3 and 4 are formulated for a wider class of elds than just P-minimal elds. In Section 5, we investigate de nable functions on a P-minimal eld. Algebraic closure, and the corresponding algebraic notion of dimension, are investigated in Section 6. Finally, Section 7 contains some miscellaneous observations and open questions.
For convenience, we occasionally refer to the C-relation on a valued eld, and refer the reader to 5] for more on this. As mentioned above, a C-relation can be de ned from a valuation, and the process is reversible, that is, a C-relation on a eld which is invariant under a ne transformations must come from a valuation. It follows that we may regard a valued eld (F;v) as a dense set of maximal chains of some tree (T; ) (an upper semilinear order), known as the underlying tree of the eld. (A chain is just a totally ordered set.) The tree (T; ) is interpretable in (F;v) without parameters. The value group, denoted vF, is naturally identi ed with the set of nodes of the tree which lie on the maximal chain corresponding to the zero of the eld, and the value of any element x of F is just the element of the value group at which the chain corresponding to x meets the chain corresponding to 0. Any node of the tree is naturally identi ed with the set of elements of the eld corresponding to chains passing through the node. This set is just a coset (in (F;+)) of some subgroup fx 2 F : v(x) g for some 2 vF, and the level of the node is the element . If x2F and 2vF then C (x) is the clopen neighbourhood of x at level ; that is, C (x):=fy2F :v(x?y)> g:
We often refer to sets of the form C (x) as cones (elsewhere they are often called open discs).
Our base language for valued elds always contains the pure eld language (+;?; ;0;1), together with a binary predicate Div. Given a valued eld (F;v), we interpret Div on F by putting Divxy if and only if v(x) v(y). Observe that the valuation ring, and hence the valuation, are de nable in this language.
The topology on a valued eld is always the usual valuation topology. If X is a topological space and Y X then tcl(Y ) denotes the topological closure of Y in X. Also, int(Y ) denotes the interior of Y , that is, Y ntcl(X nY ). We denote by @Y the boundary of Y . The word`de nable' always means`de nable with parameters'.
Finally, if F is a eld then F := F nf0g, and if n is a positive integer then F n denotes the set of n-tuples from F, not the set of n th powers.
We thank the referee for pointing out and correcting a mistake in the proof of Theorem 5.2.
The de nition of P-minimality
We work here with the notions of p-valued eld and p-adically closed eld taken from 14]. So a p-valued eld is a valued eld F with value group vF, valuation ring O, and residue eld F. The eld (F;v) is p-valued if F is of characteristic p, F is of characteristic 0, and O=pO, regarded as a vector space over GF(p), has nite dimension. This dimension is called the p-rank of (F;v), and is usually denoted by d. The eld (F;v) is henselian if for every algebraic extension L of F, there is a unique extension of v to L. A p-valued eld is said to be p-adically closed if it does not admit any proper algebraic extension to a p-valued eld of the same p-rank. It drops out of the de nition that if (F;v) is p-valued then vF has a convex subgroup isomorphic to (Z;+), and we identify this subgroup with Z. The group vF is said to be a Z-group if it is elementarily equivalent to Zas an ordered group; equivalently if it has a least positive element 1, and vF=h1i is divisible; or, again, if it has a least positive element 1 and, for every positive integer n and every 2vF, exactly one of ?1;:::; ?n is divisible by n. By Theorem 3.1 of 14], a p-valued eld is p-adically closed if and only if it is henselian and its value group is a Z-group. We also remark that any p-valued eld (F;v) has a p-adic closure, and that this p-adic closure is unique if and only if vF is a Z-group.
We work with essentially the Prestel-Roquette variation on Macintyre's language for p-adically closed elds (except that we retain the binary predicate Div). We have the usual valued eld language (+;?; ;0;1;Div), and, for each n>1, a unary predicate P n . The proof of Theorem 2.2 is contained in Section 4 and in some techniques from 5] which stem originally from 9]. By the above remarks, all that is required is to show that (F;v) is henselian. As we discovered in 5], the consequence of Pminimality that we need for this proof is that topological dimension is well-behaved. In the next section we give a general theorem about when topological dimension for a valued eld is well-behaved.
We conclude this section by stating a well-known lemma about the groups P n . Proof. This is an application of the Newton formulation of Hensel's lemma (see Section 2. 
Topological Dimension
Throughout this section, F = (F;+;?; ;0;1;Div;:::) will denote an expansion of a valued eld. We shall suppose in addition that for every K elementarily equivalent to F, the following hold.
(i) Any in nite de nable subset of K has non-empty interior in K.
(ii) Any non-empty de nable subset of the value group vK which is bounded above has a greatest element.
Observe that if (ii) holds then each element 2vK has an immediate predecessor; we denote this by ?1.
It follows immediately from condition (i) that Th(F) is algebraically bounded; that is, if K Th(F), and (x; y) is a formula, there is an integer n such that for each a 2 K l( y) , the set fx 2 K : K (x; a)g is in nite or has size at most n .
Note that the rst condition is strictly stronger than the requirement that for any de nable X K and Y X, if X has non-empty interior in K then either Y or XnY has non-empty interior. For it is shown by Scowcroft in 16] that if Q p is equipped with a de nable cross-section, then the above condition holds, even though the image of the cross-section is an in nite de nable set without interior. Condition (ii) is equivalent to the condition that every non-empty de nable subset of the value group which is bounded below has a least element. These statements are proved by a simultaneous induction on n. We denote by (3:2) n and (3:3) n the corresponding statements for a speci c n. Statement (3:2) 1 follows immediately from assumption (i). We shall prove (3:3) 1 , that (3:2) m and (3:3) m (for m n) imply (3:2) n+1 , and that (3:2) m (m n+1) and (3:3) n imply (3:3) n+1 .
Proof of (3:3) 1 . By replacing F by an elementary extension if necessary, we may assume there are 1 ; 2 2vF such that fx2F : 1 <f(x)< 2 g has non-empty interior. De ne :=Minf 2vF : 1 < ^f ?1 ( 1 ; ) has non-empty interiorg: This is well-de ned, by assumption (ii). Now fx2F : 1 <f(x)< ?1g has empty interior, so by (i) is nite. Hence f ?1 ( ) is in nite, so by (i) has non-empty interior, and hence contains an open set W as required.
Proof of (3:2) n+1 . Assume (3:2) m and (3:3) m for all m n. Let Z be a de nable subset of F n+1 . In the statement of (3:2) n+1 we may clearly assume that r = 2, and then argue by induction on r. Furthermore, we may assume that Z has nonempty interior in F n+1 (for if topdim(Z)=m n, then we may choose a projection : F n+1 ?! F m such that (Z) has non-empty interior in F m , and apply the inductive hypothesis (3:2) m ). So suppose that topdim(Z)=n+1, and let Z 1 , Z 2 be de nable subsets of Z with Z 1 Z 2 =Z. Let 1 denote the projection of F n+1 onto the rst n coordinates, and n+1 the projection onto the last coordinate. Since Z has non-empty interior, by replacing Z by a subset if necessary, we may suppose that Z has the form X Y , where X is a de nable open subset of F n and Y is a de nable open subset of F. For each x 2 X, let Z 1; x := fy 2 Y : ( x;y) 2 Z 1 g and Z 2; x :=fy2Y :( x;y)2Z 2 g. So for each x2X, Z 1; x Z 2; x =Y .
Any de nable subset of F has nite boundary; for if X is a de nable subset of F then the boundary @X of X is de nable and without interior in F, so by condition (i) is nite. Now, for x2X, de ne B( x):=@Z 1; x @Z 2; x . As just commented, B( x) is nite for every x 2 X. By algebraic boundedness, there is a positive integer N such that jB( x)j N for all x2X.
Claim. There is y2Y and a non-empty open subset X 0 of X such that y6 2B( x) for all x2X 0 .
Proof. Since Y is open, there are distinct y 1 ;:::;y N+1 2Y . For each i=1;:::;N+ 1, de ne U i :=f x2X :y i 2B( x)g and V i :=f x2X :y i 6 2B( x)g. Then for each i, U i and V i are de nable and X is their disjoint union. Suppose rst that all of the sets V i have empty interior. Then by (3:2) n , each set U i has non-empty interior, and furthermore, again by (3:2) n , U := T N+1 i=1 U i has non-empty interior. It follows that there is x2U, and for such x, the elements y 1 ;:::;y N+1 are in B( x), contradicting that jB( x)j N. Hence there is i such that V i has non-empty interior. Now put X 0 :=int(V i ) and y:=y i .
We now x y as in the claim, and replace X by X 0 and Z by X 0 Y . De ne W 1 :=f x2X :y2int(Z 1; x )g; and W 2 :=f x2X :y2int(Z 2; x )g: Since, for each x2X, y2(Z 1; x Z 2; x )nB( x), the set X is the disjoint union of W 1 and W 2 . Hence, by (3:2) n at least one of W 1 and W 2 , say W 1 , has non-empty interior.
We replace X by W 1 , so now, for all x 2X, y has a neighbourhood lying entirely in Z 1; x . That is, there is 2vF such that C (y):=fy 0 :v(y ?y 0 )> g lies entirely in Z 1; x . Now, by condition (ii), f 2vF :C (y) Z 1; x g has a least element x , say (possibly with x =?1). We thus have a de nable function f :X ?!vF f?1g given by x 7 ! x . By (3:3) n , there is an open subset X 0 of X on which f takes constant value , say. In particular, for all x 2 X 0 , C (y) Z 1; x . It follows that X 0 C (y) Z 1 . Since X 0 and C (y) are open in F n and F respectively, Z 1 has non-empty interior in F n+1 , as required.
Proof of (3:3) n+1 . Assume (3:2) m (for m n+1) and (3:3) n . As in the proof of (3:2) Claim. There is y 2 Y and non-empty X 0 X with X 0 open in F n , such that y6 2B( x) for all x2X 0 .
Proof of Claim. Since this is exactly like the proof of the claim in (3:2) n+1 , we omit it.
Pick y as in the claim, and replace X by the corresponding X 0 . Then for all x2X there is 2vF such that f( x;z)=f( x;y) for all z2C (y). For any x, if the set of such is unbounded below let x =?1, and otherwise let x be the least such (which is guaranteed by condition (ii) to exist). Thus, we have a de nable map g:X ?!vF f?1g with g( x)= x . It follows by (3:3) n that there is a non-empty open set X 0 X and some 2vF such that x < for all x2X 0 . We now replace X by X 0 . Now, the function x7 !f( x;y) is de nable, so again by (3:3) n there is an open set X 0 X and 2 vF such that for all x 2 X 0 , = f( x;y). It follows that Let e P n denote the natural interpretation of P n in e F, that is, the set of n th powers in e F. We shall write P n and e P n for P n nf0g and e P n nf0g respectively. Then e P n is a subgroup of the multiplicative group of e F, and it is well-known that its index is nite. It follows that P n (which equals e P n \F) has nite index in the multiplicative group of F. Furthermore, by Lemma 2.3, e P n is open in the valuation topology on e F, so P n is open in the valuation topology on F. The next lemma is standard.
Lemma 4.1 ( e F;v) is an immediate extension of (F;v). Proof. As noted in Section 2.2 of 15], the henselization of (F;v) is an immediate extension of (F;v), so is a p-valued eld whose value group, which is vF, is a Zgroup. It follows by the rst paragraph of Section 2 that ( e F;v) is the henselization of (F;v), so is an immediate extension of (F;v). 2
We now de ne a 1-cell of F, mimicking a de nition from 17]. A 1-cell in F is either a singleton or a set of the form fx2F : 1 <v(x?a)< 2^e P n (x?a)g: Here, 1 ; 2 2vF f?1;+1g, a2 e F, n is a positive integer, and is chosen from a xed ( nite) set of coset representatives of e P n in e F . We do not here insist that a; 2F. We do not even insist that 1-cells are de nable in F, though it will follow later from Theorem 2.2 (or indeed from a much more direct argument) that they are. F;v) is henselian, and so p-adically closed, as its value group is a Z-group. 2 
De nable functions
We now investigate de nable partial functions F n ?!F, where F is a P-minimal stucture. As a rst step, we prove the following lemma. f(C (x)) C (f(x)) g: Then as f is not continuous at x, S x 6 = ?. By Lemma 4.4, for each x 2 X, either S x = vF or there is a least element x of S x (and in the former case, we de ne x :=?1). By Theorem 3.3 there is an open subset X 0 of F and some 2vF such that for all x2X 0 , x = . Now f(X 0 ) is in nite: for otherwise f would be constant on some in nite subset of X 0 , and hence on some open subset of X 0 , contradicting that f is not continuous anywhere on X. Hence, as f(X 0 ) is de nable, it contains some cone C =C 0 (y), where 0 > . Now f ?1 (C)\X 0 is a de nable subset of X 0 , so contains a cone C (x), say. Now, f(z)2C (f(x)) for all z2C (x). This contradicts the choice of , and hence proves the lemma. 2
Our next goal is to formulate a P-minimal version of the Monotonicity Theorem for o-minimal structures ( 13] regarded as a C-structure, and an isomorphism is just a bijection preserving the C-relation). We have not been able to formulate a Monotonicity Theorem in terms of local isomorphism (see Problem 7.6) so we introduce the following weaker notion. If k is a positive integer, we say that f is a k-weak isomorphism if f is a homeomorphism between two open sets and, for all distinct x;y;z 2 Dom(f), if v(x?y)>v(x?z)+k then v(f(x)?f(y))>v(f(x)?f(z)). Furthermore, f is a local k-weak isomorphism if, for every x2Dom(f), there is a neighbourhood C of x such that f C is a k-weak isomorphism. We say f is a local weak isomorphism if it is a local k-weak isomorphism for some k2N.
The following theorem gives some evidence that Problem 7.6 has a positive answer.
Theorem 5.2 If f :F ?!F is a de nable partial function then there is a nite set A F and a partition Dom(f)nA into de nable sets U and V , such that f U is a local weak isomorphism and f V is locally constant.
Before proving this we record the following easy lemma.
Lemma 5.3 Let fS i :i2Ig be a uniformly de nable family of subsets of F. Then there is a nite partition I = I 1 ::: I t so that for each k 2 f1;:::;tg there is a positive integer n k such that each set S i (i 2I k ) can be written as a disjoint union of n k 1-cells, with corresponding cells involving the same cosets of groups P n , for the same n.
Proof. This is an immediate consequence of compactness and the fact that any de nable set is a nite union of 1-cells. 2
Proof of Theorem 5.2. The collection of all points at which f is a local isomorphism or locally constant function is de nable, so we may suppose that there is an in nite de nable subset E of Dom(f) such that f is not locally constant or a local isomorphism at any point of E. We shall suppose, by restricting f if necessary, that E = Dom(f). It follows from Lemma 4.3(ii) that for each x 2 F, f ?1 (x) is nite.
Hence, the function g:E!vF given by g(x):=Maxfv(y?x):y6 =x^f(y)=f(x)g is de nable. By an application of Theorem 3.3, there could not be a cone D such that for each x 2 D, f is not injective on any neighbourhood of x. Hence, after throwing away nitely many points from E we may suppose that for each x2E, f is injective in some neighbourhood of x. Also, by Lemma 5.1, by replacing E by a co nite subset we may arrange that f(E) is open, and that f is continuous on E.
For each x2E, let C x be the largest cone containing x and lying in E such that f Cx is injective. Now @f(C x ) is nite. Put U =fx2E:f(x)2@f(C) for some cone C with x2C C x g:
Note that if f(x)2@f(C) and D is a cone with x2D C then f(x)2@f(D), but the converse may be false.
Claim. U is nite. Proof of Claim. It su ces to show that U has empty interior, so suppose not.
De ne h:U !vF by h(x):=Minf 2vF :C (x) C x and f(x)2@f(C (x))g: By Theorem 3.3, we may assume that U is open and h(U)=f g vF. Let x2U.
Since f C (x)\U is injective and @f(C (x)\U) is nite, there is y2C (x)\U such that f(y)2intf(C (x)\U)=intf(C (y)\U) f(C (y)); which is a contradiction.
We now replace E by EnU. Also, for each x2E, fy2C x :(f Cx ) ?1 is not continuous at f(y)g is nite, so the union of these sets has empty interior so is nite, so by removing nitely many further points from E we may suppose that for each x2E, the function f Cx has continuous inverse.
For each x2E, de ne Q x to be fw2C x nfxg:8z2C
By continuity of f ?1 , for every x2E and 2vF, the set C (x)\Q x is non-empty.
The sets Q x are uniformly de nable in x, and each Q x is a nite union of cells. It follows by Lemma 5.3 that, by partitioning E into nitely many sets and then working with these separately (so relabelling one of these sets as E), we may ensure that there are integers n 1 ;:::;n r >1 and 1 ;::: r 2F such that for all x2E, there is x 2vF, such that C x (x) E and Q x \C x (x)= 1 i r fw:v(w?x)> x^Pni i (x?w)g:
By choosing x minimal (for the existence of such an expression) we may ensure that it is uniformly de nable in x. Hence the set E 0 :=fx2E:9 2vF 8y2C (x) ( y < )g is de nable, so by Theorem 3.3, E nE 0 is nite, and we may suppose that E =E 0 .
Let x denote the least in the de nition of E 0 (so x is uniformly de nable in x).
Let k:=Minf3Maxfn i ;v(n i )g+1:1 i rg and let N be some n i which realises k, and a corresponding i . It su ces to show that f C x is a k-weak isomorphism. 
Theorem 5.4 Let n > 0 and f : F n ?! F be a de nable partial function, and let X :=Dom(f) and Y :=f y2X :f is de ned and continuous in a neighbourhood of yg:
Then topdim(X nY )<n.
Proof. The proof is by induction on n. We may assume that F is !-saturated, and that topdim(X) = n. For n = 1, the result follows from Lemma 5.1. We shall assume that the theorem holds for all m < n, and that n 2. If ( a;b) 2 X, we write f a for the de nable function f( a;x):F ?!F and f b for the de nable function f( x;b):F n?1 ?!F. We de ne the following subsets of X (for k2N in the de nition of Z 2;k ). 
Algebraic dimension
In this section we show that in P-minimal elds algebraic closure has the exchange property, and that the corresponding dimension is equal to topological dimension. First, we prove a technical lemma which extends Theorem 3.3 with n = 1. Recall from the Introduction the notion of the underlying tree of a valued eld.
Lemma 6.1 Let F be an !-saturated P-minimal expansion of a p-adically closed eld, let T be the underlying tree of F, and let A F T be a de nable relation whose projection to F is in nite. Then there is t 0 2T such that fx2F :(x;t 0 )2Ag is in nite.
Proof. For each t 2 T let`(t) denote the level of t (which is an element of vF). First, we may suppose that there are 1 ; 2 2 vF with 1 < 2 such that for all (x;t) 2 A, 1 <`(t) < 2 . We may also suppose (by Lemma 4.4) that for any (x;t 1 );(x;t 2 ) 2 A, we have`(t 1 ) =`(t 2 ). Hence, by Theorem 3.3, after replacing A by an in nite subset if necessary, we may suppose that there is 0 2 vF such that Since only nitely many n i and i occur among the D y , by cutting down E we can ensure that n and are independent of y.
If (ii)(a) holds, then it follows immediately from Lemma 2.3 that there is an in nite set E 0 E such that T (D y : y 2 E 0 ) 6 = ?, which is a contradiction. So suppose (ii)(b) holds. Then there is t>t 1 such that there are exactly n nodes of T strictly between t 1 and t, and an in nite E 0 E such that for all y2E 0 the node t lies on c y . Again, by Remark 4.2, there is in nite E 00 E 0 such that T (D y :y2E 00 )6 =?, which is a contradiction. 2 By Theorem 6.2, if X F (where F is P-minimal) then any two algebraically independent subsets of X have the same cardinality, called the rank of X, denoted rkX (or, if X is enumerated by a tuple x, denoted rk( x)). Since Th(F) is algebraically bounded, this gives us, in a standard way, an alternative notion of dimension for de nable sets. If X F n is A-de nable by a formula ( x; a), where a enumerates A, then the algebraic dimension of X, denoted algdim(X) is de ned to be the greatest r2N such that in some elementary extension K of F there is x such that K ( x; a) and rk( x a)?rk( a)=r. This notion of dimension is independent of the choice of A. We now show that it coincides with topological dimension. In the proof of the next result, we use a standard notion of genericity. If F is !-saturated and X is an A-de nable subset of F n for some nite A, then x 2 X is generic over A if rk(fx 1 ;:::;x n g A)?rkA=algdimX. The next theorem is stated under hypotheses more general than P-minimality.
Theorem 6.3 Let F be an expansion of a valued eld (F;v), and suppose that algebraic closure has the exchange property in any model of ThF, and that hypotheses (i) and (ii) at the beginning of Section 3 hold. Then for any positive integer n and de nable X F n , topdim(X)=algdim(X).
Proof. We may suppose that F is !-saturated. Also, since we may add names for parameters used to de ne X without changing either dimensions, we may suppose that X is 0-de nable. It is immediate that topdim(X) algdim(X). For suppose topdim(X)=r, and let :F n ?!F r be a projection such that (X) has interior in Finally, we consider some open problems. First, recall the result of 6] that any ominimal structure is strongly o-minimal, that is, the condition that every de nable set is a nite union of intervals need merely be assumed for one model. This does not hold for strongly minimal structures ((N;<) is minimal but not strongly minimal), or for C-minimal structures (see Example 3.3 of 11]), or for weakly ominimal structures (see Example 2.5 of 10]), but these examples have no algebraic structure, so may not carry across to the P-minimal context. Problem 7.2 Let F be an expansion of a p-valued eld whose value group is a Z-group, and suppose that every de nable subset of F is quanti er-free de nable in the language of p-valued elds (possibly expanded by certain constants as in 14]).
Must F be P-minimal? What if we assume in addition that F is p-adically closed?
There are other possible variations in the de nition of P-minimality, considered in the next question. (i) We drop the assumption that the value group is a Z-group.
(ii) We interpret each predicate P n in F so that it picks out the elements of F which have an n th root in F, not those which have an n th root in some p-adic closure. Problem 7.4 Is there a reasonable cell decomposition theorem for P-minimal structures?
Finally, we consider two questions on de nable partial functions. The rst concerns a possible strengthening of Theorem 5.2. Problem 7.5 Does Remark 5.5 hold without the assumption on Skolem functions? Problem 7.6 Is it true that for every de nable partial function f : F ?! F there are de nable disjoint subsets U;V of Dom(f) such that Dom(f)n(U V ) is nite, f U is a local isomorphism, and f V is locally constant? Problem 7.7 Let F be a P-minimal expansion of Q p , and let f : Z p ?! Z p be a de nable partial function. Is it true that there is a co nite open subset U of Dom(f) such that for all x2U, f is equal in some neighbourhood of x to a function de ned by a power series?
