Fault diagnosis of gearboxes plays an important role in increasing the availability of machinery in condition monitoring. An effort has been made in this work to develop an artificial neural networks (ANN) based fault detection system to increase reliability. Two prominent fault conditions in gears, worn-out and broken teeth, are simulated and five feature parameters are extracted based on vibration signals which are used as input features to the ANN based fault detection system developed in MATLAB, a three layered feed forward network using a back propagation algorithm. This ANN system has been trained with 30 sets of data and tested with 10 sets of data. The learning rate and number of hidden layer neurons are varied individually and the optimal training parameters are found based on the number of epochs. Among the five different learning rates used the 0.15 is deduced to be optimal one and at that learning rate the number of hidden layer neurons of 9 was the optimal one out of the three values considered. Then keeping the training parameters fixed, the number of hidden layers is varied by comparing the performance of the networks and results show the two and three hidden layers have the best detection accuracy.
INTRODUCTION
Gear boxes are widely used in typical industries like steel, power, oil, airplane, helicopter and automobile and they are complex machinery where many rotating elements are in action with one another. Depending on the criticality of the machine, condition monitoring and fault diagnosis becomes important which in other terms is also related to the reliability of condition monitoring. Among the many condition monitoring methods, vibration monitoring plays an important role in increasing maintainability. Fault detection and diagnosis consists of feature extraction and decision making where the first step is the mapping from the signal space to the feature space and the second step is classifying the features into different categories, also called fault detection. The reliability of the diagnosis depends on the expertise in relating the vibration features to the faults, where sometimes signatures are contaminated by noise, contradicting symptoms, and limitations on the ability of human beings when multiple features are applied. An effort has been made to develop an ANN based system (Yegnanarayana, 1998) for gear fault diagnosis and detection that increases the reliability of diagnosis.
An efficient maintenance schedule can be planned if accurate information about the machine condition is known, and to improve the reliability of diagnostics either combining two technologies or data fusion and intelligent systems (Farrar and Duffey, 1999) has been found useful. Vibration based diagnosis is mostly employed because of its ease of measurement and the accuracy of detection of the original signal with phase modulation and amplitude modulation (Wang et al., 2001) . The detection and classification accuracy of an ANN based bearing diagnosis system is 97.4-100 % (Jack and Nandi, 2002) . The key factor for a proper fault classifying system is to select the best suitable input values, which would be the base classifying system (Bartelmus et al., 2003) . The detection accuracy of support vector machines is better than ANN without genetic algorithm (GA). With GA both are comparable . The training parameters play a vital role in deciding the operational efficiency of the neural network, such as the number of neurons in the hidden layer, the learning rate, and the number of epochs (Amarnath et al., 2005) .
PREPARATION OF INPUT VALUES TO ANN
A gearbox with 16/14 helical teeth as gear and pinion is to be studied here. The required vibration signature is collected from the signal generator using an accelerometer of PCB peizotronics make with a sensitivity of 100 mV/g. Different sets of data were collected when the gearbox was operating in two fault conditions viz., worn out case and broken tooth case. A total of 30 sets of data were collected for each operating condition. The signals were sampled at 12 kHz. The accelerometer outputs are inherently amplified as the accelerometer employed is of ICP type. These are fed directly into the USB powered LDS Dactron, Photon II, 4 channel analyzer that acts as the data acquisition system. The response of the system is averaged over 10 measurements with a Hanning window. The vibration signature is preprocessed in order to obtain the required features of mean, root mean square (rms), variance, skewness and kurtosis. These features act as the input parameters to the artificial neural network which is developed using MATLAB neural network toolbox. A three layer feed forward network is employed and trained using the back propagation algorithm.
The training parameters play a vital role in deciding the operational efficiency of the neural network. Training of a neural network involves the selection of some key parameters such as the number of epochs, the number of neurons in the hidden layer, and the learning rate. After training, the network is validated using test data. Among the 30 sets of data collected, 20 are used for training the network and 10 are used as the test data. The learning rate is varied at 0.05, 0.1, 0.15, 0.2 and 0.25 while keeping the number of hidden layer neurons constant at 9 and in turn based on the number of epochs an optimal design is decided as shown in Figure 1 . The detection performance obtained for various cases is given in Table 1 . From the results shown in Table 1 , the learning rate of 0.15 is deduced to be the optimal one considering the number of epochs and also the accuracy of the outputs. In the next step, the learning rate is kept constant at 0.15 and the number of hidden neurons is varied from 5 to 15. Table 2 shows the outputs of the network while varying the number of hidden layer neurons. It can be clearly seen that 9 hidden layer neurons is the most optimal one. In this way, the optimum training parameters have been deduced. Then the network was trained and tested for these values. Figure 2 shows the variation in the mean square error with respect to the number of epochs while reaching the target value of 0.0001 during training of the network. Closeness of the target vectors and outputs obtained for our network are shown in Table 3 . A five dimensional vector consisting of mean, kurtosis, rms, skewness and variance represents each data set. The detection accuracy of the trained neural network is 100% as shown in Table 4 . 
ANN BASED FAULT DETECTION
The vibration signature is collected from the signal generator using a B&K 4332 Accelerometer with a sensitivity of 104 mV/g mounted at the bearing housing of the 16 teeth pinion, meshing frequencies are calculated to be 320 Hz and multiples. Different sets of data are collected when the gearbox is operating healthy at 20%, 40%, 80% tooth worn out conditions and completely the broken tooth condition. A total of 30 sets of data are collected for each operating condition. The signals are truncated to 3 kHz using a low pass filter and sampled at 8 kHz. The accelerometer outputs are conditioned using a B&K 2626 charge amplifier. The frequency response of the system averaged over 10 measurements with a Hanning window was obtained using an Agilent 3570A analyzer. The vibration signature is preprocessed in order to obtain the required features of mean, root mean square (rms), standard deviation, skew ness and kurtosis. These features act as the input parameters to the artificial neural network. The neural network is developed using the MATLAB neural network toolbox. A feed forward network is employed and trained using the back propagation algorithm. Among the 30 sets of data collected, 20 were used for training the network and 10 sets were used as the test data. Keeping the training parameters constant and varying the number of hidden layers of the artificial neural network, the performance of the networks was compared. The training parameters considered for this investigation are as follows: Table 5 . For the experimental investigation, the output pattern pertaining to five different faults for each error case are listed in Table 6 . Based on the output pattern, the network diagnoses the class to which the given particular set of inputs belongs, and thus gives the output stating the corresponding class. If the output pattern generated by the input is of the order [0 1 0 0 0] then the network immediately displays that the given set of inputs belong to the case of 20% wear thus indicating that there is 20% wear on one of the teeth. In this way ANN will be effectively able to identify and at the same time easily communicate the error to the user. Thus it can be deduced that with the selection of the optimum features and parameters and proper training procedures, this neural network can classify gear faults with the desired accuracy.
RESULTS AND DISCUSSION
The training of the network with one hidden layer is shown in Figure 3 The network with three hidden layers shown in Figure 5 needs 17,249 epochs to reach the error goal. A network with four hidden layers is shown in Figure 6 which needed 22,333 epochs. The detection capability of all the networks is analysed. The networks have been tested for all 50 test inputs. The performance of all networks is compared in Table 7 . The variation in the number of epochs with each case is depicted in Figure 7 .
From the results obtained in Table 5 , it is clearly seen that the networks with two or three hidden layers have a better detection accuracy than the other cases. But the amount of memory occupied by a three hidden layer network is much greater than the two hidden layers network. As the accuracy capability of both layers is the same, the two hidden layers network is the optimum, accounting for the amount of memory consumed. 
CONCLUSIONS
An ANN based fault detection is developed using the time domain features extracted from their vibration signal for two prominent operating conditions: worn-out gear case and cracked tooth case. The design parameters of the neural network are carefully selected as they play a vital role in the construction of the model. Among the five different learning rates considered between 0.05 to 0.25, the 0.15 is deduced to be optimal one and at that learning rate 9 hidden layer neurons is the optimal one out of three values of consideration between 5 to 15. Detection accuracy of the investigations shows that the number of hidden layers plays a vital role in determining the optimum neural network. Considering the constraint of memory consumption, ANN consisting of 2 hidden layers is chosen to be the optimum one despite having the same detection accuracy as that of the ANN having three hidden neurons based on the memory consumed. Detection accuracy is 100% as demonstrated in this work using multi layer feed forward network can be effectively used in improving the reliability of the fault detection process through appropriate measurements.
