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Abstract
Spatial structure can arise in spatial point process models via a range of mecha-
nisms, including neighbour-dependent directionally biased movement. This spa-
tial structure is neglected by mean-field models, but can have important effects
on population dynamics. Spatial moment dynamics are one way to obtain a de-
terministic approximation of a dynamic spatial point process that retains some
information about spatial structure. However, the applicability of this approach is
limited by the computational cost of numerically solving spatial moment dynamic
equations at a sufficient resolution. We present an asymptotic expansion for the
equilibrium solution to the spatial moment dynamics equations in the presence
of neighbour-dependent directional bias. We show that the asymptotic expansion
provides a highly efficient scheme for obtaining approximate equilibrium solutions
to the spatial moment dynamics equations when bias is weak. This scheme will be
particularly useful for performing parameter inference on spatial moment models.
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bias, pair correlation function, parameter inference, spatial point process
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1. Introduction
Individual-based models incorporating some type of local interaction between
neighbouring agents are a widely used tool in mathematical modelling. Popu-
lations arising from such models are typically not well mixed, and can exhibit rich
spatial structure [1, 2]. There is a two-way interplay between this spatial structure
and population dynamics, which can critically influence population-level outcomes
[3, 4]. Spatial moment dynamics is one way of obtaining a deterministic approx-
imation to a stochastic point process model, while retaining information about
spatial structure that mean-field approaches neglect [5–7].
Binny et al. [8] introduced a new type of model for interactions among neighbour-
ing agents that was based on neighbour-dependent directionally biased movement.
Agents may be biased to move in a direction either towards or away from neigh-
bouring agents. This rapidly generates population-level spatial structure in the
form of either clustering if neighbouring agents are attracted towards one another;
or separation if neighbouring agents are repelled from one another. This spatial
structure can be captured in a spatial moment dynamics approximation [8, 9]. This
offers analytical insights into the key mechanisms driving macroscopic outcomes
that cannot be obtained from individual-based models [10].
Similar neighbour-dependent mechanisms have been modelled by Middleton et al.
[11], Matsiaka et al. [12], Surendran et al. [13] and Johnston and Painter [14]. All
of these studies resort to computationally expensive solutions of partial integro-
differential equations for the second spatial moment, pair density or comparable
correlation function. This limits the usefulness of these approaches, particularly
in applications, such as parameter inference, which require the forward problem to
be solved a large number of times. Analytical results for lattice-free, many-body
systems of interacting agents are more challenging and are largely restricted to
limiting cases. For example, Newman and Grima [15] derived a correction to the
mean-field diffusion coefficent in a many-body system, using an asymptotic ex-
pansion with the chemotactic coupling between cells as a perturbation parameter.
Bruna and Chapman [16, 17] used matched asymptotic expansions to approximate
the pair correlation function and effective diffusivity of hard spheres in the dilute
limit.
In this paper, we derive an asymptotic expansion for the equilibrium spatial mo-
ment system, using the bias strength as a perturbation parameter. This parameter
plays a similar role to the chemotactic coupling perturbation parameter used by
Newman and Grima [15]. However, we use a different model for cell movement
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based on a neighbour-dependent directional bias mechanism [18]. This model
allows the interactions between neighbouring individuals to be either repulsive
[10, 19], attractive [9], or a combination of repulsion and attraction at differing
spatial scales [18]. We show that the asymptotic expansion offers a highly efficient
fixed-point iteration method of obtaining an approximate equilibrium solution for
the second spatial moment (equivalent to the pair correlation function). The ap-
proximation is valid in the weak bias limit, though additionally requires the average
density to be not too large. Nevertheless, even in situations where the solution
to the full equilibrium spatial moment dynamics is required, the approximation
presented here can still reduce computational overhead by providing an initial
condition that is close to equilibrium.
2. Spatial moment dynamics
We consider the spatial moment dynamics system of Binny et al. [18], which con-
sists of neighbour-dependent directional bias, with no proliferation, mortality or
neighbour-dependence in the rate of movement. Individual agents undergo move-
ment events as independent Poisson processes with constant rate m per unit time.
The direction of movement depends on the individual’s local neighbourhood. A
neighbouring agent at displacement x ∈ R2 from the motile individual induces a
directional bias. The nature of this bias is encoded by a function v(x), referred to
as the bias kernel, satisfying v(x) → 0 as |x| → ∞. We assume, without loss of
generality, that the spatial variable x has been scaled such that gradients in v are
O(1).
2.1. Dynamics of the second spatial moment
Since there is no proliferation or mortality, the total population size and hence the
first spatial moment (average density, denoted Z1) are fixed. The second spatial
moment Z2(x, t) represents the density of pairs of agents that are separated by a
vector x ∈ R2 at time t [20]. The equation for the dynamics of the second moment
is [18]:
∂Z2(x, t)
∂t
= 2m
(
−Z2(x, t) +
∫
Z2(x+ y, t)µ(y, x+ y)dy
)
, (1)
where
µ(y, z) = f(y)
exp (|η(z)| cos (arg(y)− arg (η(z))))
I0 (|η(z)|)
(2)
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is the bivariate probability density function (PDF) for moving by y, conditional
on the presence of another agent at displacement z, and
η(z) = β
(
∇v(z) +
∫
∇v(y)
Z3(z, y)
Z2(z)
dy
)
(3)
is the expected net bias vector, conditional on the presence of another agent at
displacement z. Here, I0 denotes the modified Bessel function of the first kind
and order zero. All integrals are over R2. The factor of 2 in Eq. (1) accounts for
movement of the two individuals in the pair [18], and makes use of the symmetries
Z2(x, t) = Z2(−x, t) and µ(x, y) = µ(−x,−y) .
The bivariate PDF defined by Eq. (2) consists of a function f(y), which depends
only on the distance moved |y|, and a von Mises distribution for the direction of
movement [9]. The concentration and mean direction of the von Mises distribution
are set to the magnitude and direction respectively of the expected bias vector η(z).
Since µ(y, z) is a probability density function with respect to y for any fixed value of
z, it is required that
∫
µ(y, z)dy = 1. This is satisfied provided that
∫
f(y)dy = 1.
The net bias vector in Eq. (3) is the expected value of the bias vector of an agent in
a pair with another agent at displacement z. The first term on the right-hand side
of Eq. (3) is the direct contribution, ∇v(z), from the other agent in the pair and
the second term is the contribution, ∇v(y), from a third agent at displacement y,
weighted by the probability of an agent being located at displacement y, integrated
over y (see [18] for details).
2.2. Moment closure approximation
Eqs. (1)–(3) are not a closed system because they depend on the third moment Z3.
In keeping with previous work, we use a moment closure scheme that approximates
the third moment Z3 in terms of the first and second moments. Various moment
closure schemes have been proposed [21]. We use the well-known Kirkwood [22]
superposition approximation, which is the most analytically tractable, as well as
having comparable accuracy with other closure schemes for the third moment in
a variety of scenarios [23],
Z3(x, y, t) =
Z2(x, t)Z2(y, t)Z2(y − x, t)
Z31
. (4)
Under this moment closure scheme, Eq. (3) becomes
η(z) = β
(
∇v(z) +
1
Z31
∫
∇v(y)Z2(y)Z2(z − y)dy
)
. (5)
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Together with an initial condition for Z2(x, 0) and the boundary condition Z2(x, t)→
Z21 as |x| → ∞, this defines a closed dynamical system for Z2(x, t).
3. Equilibrium solution for the second moment
Writing an equilibrium solution to Eq. (1) as Z2(x) = Z
2
1 (1 + h(x)), we have
0 = −1− h(x) +
∫
(1 + h(x+ y))µ(y, x+ y)dy. (6)
The cosine function in Eq. (2) can be recast as a scalar product of the movement
vector y and the expected bias vector η(z) to give
µ(y, z) = f(y)
exp
(
y.η(z)
|y|
)
I0 (|η(z)|)
. (7)
Noting that
∫
q(x)∇v(x)dx = 0 for any even function q, the expected bias vector
in Eq. (5) can be written in convolution form:
η = β (∇v + Z1 ((1 + h)∇v) ∗ h) . (8)
Eqs. (6)–(8) form a compact system of equations for the equilibrium solution h(x).
3.1. Asymptotic expansion
Now expanding Eq. (7) as a Taylor series in η neglecting terms of order |η|3 and
higher gives:
µ(y, x+ y) = f(y)
(
1 +
y.η(x+ y)
|y|
+
(y.η(x+ y))2
2|y|2
−
|η(x+ y)|2
4
)
. (9)
Substituting this into Eq. (6) gives
0 = −h(x) +
∫
f(y)h(x+ y)dy (10)
+
∫
f(y) (1 + h(x+ y))
(
y.η(x+ y)
|y|
+
(y.η(x+ y))2
2|y|2
−
|η(x+ y)|2
4
)
dy.
We now make use of convolution notation, which will allow terms in the asymp-
totic expansion for h(x) (see below) to be written compactly. For two real-
valued functions on R2, φ1 and φ2, we use the standard notation (φ1 ∗ φ2)(x) =
5
∫
φ1(z)φ2(x− z)dz. Making a change of integration variable z = −y in Eq. (10),
using the fact that f is even, and omitting the x argument for convenience gives
h = (f ∗ h)−
∑
i∈{1,2}
(
fxi
|x|
)
∗ ((1 + h)ηi)) +
1
2
∑
i,j∈{1,2}
(
fxixj
|x|2
)
∗ ((1 + h)ηiηj)
−
1
4
(
f ∗ ((1 + h)|η|2)
)
. (11)
We now write h(x) as an asymptotic expansion in the bias strength parameter β:
h(x) =
∞∑
k=0
βkhk(x). (12)
When there is no directional bias (β = 0), µ(y, z) is equal to f(y) and hence
h(x) = 0 is a solution to Eq. (6). This implies that the leading order term h0(x)
in Eq. (12) is zero. Under the asymptotic expansion for h(x), Eq. (8) for the
expected net bias vector becomes
η = β∇v + β2Z1 (∇v ∗ h1) +O(β
3), (13)
provided the average density Z1 is O(1). Substituting this expression for η into
Eq. (11) and equating terms of order β1 and β2 respectively gives
h1 = (f ∗ h1)−
∑
i∈{1,2}
(
fxi
|x|
)
∗
∂v
∂xi
, (14)
h2 = (f ∗ h2)−
∑
i∈{1,2}
(
fxi
|x|
)
∗
(
h1
∂v
∂xi
+ Z1h1 ∗
∂v
∂xi
)
+
1
2
∑
i,j∈{1,2}
(
fxixj
|x|2
)
∗
(
∂v
∂xi
∂v
∂xj
)
−
1
4
(
f ∗ (|∇v|2)
)
. (15)
In principle, equating terms of order β3 gives a similar equation for h3 (this would
require terms of order |η|3 to be retained in Eq. (9)), and so on. This results in a
hierarchy of equations of the form
hk = (f ∗ hk) + Ck (h1, . . . , hk−1) , (16)
where Ck is some function of the lower-order terms in the asymptotic expansion
up to hk−1. Solutions to these convolution equations are not readily available in
closed form. Nevertheless, they offers an efficient fixed-point iteration method for
calculating terms in the asymptotic expansion for h(x), by first iterating Eq. (14)
until h1 converges, then iterating Eq. (15) until h2 converges, and so on. Although
the number of terms in Eq. (16) increases with k, each iteration only requires
computation of the convolution (f ∗ hk). Hence, the computational requirements
for calculating each term in the asymptotic expansion are similar.
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Kernels
Movement distribution f(x) Ce
−
(x−xm)
2
2σ2m
Interaction kernel 1 (short-range repulsion) v(x) e
− x
2
2σ2
b
Interaction kernel 2 (short-range repulsion,
medium-range attraction)
v(x) e
− x
2
2σ2
b − k2e
−
(x−x
b
)2
2σ2
b
Parameters
Average agent density Z1 1
Bias strength β varied
Characteristic step length xm 1.25
Step length standard deviation σm 0.5
Characteristic repulsive interaction length
scale
σb 1
Characteristic attractive interaction length
scale
xb 3
Strength of attraction relative to repulsion k2 0.5
Size of computational domain xmax 9
Mesh point spacing δx 0.1
Table 1: Model kernels and parameter values. The movement distribution f(x) is trun-
cated at x = xm + 3σm and C is a normalisation constant chosen such that the distri-
bution integrates to 1 over the computational domain.
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Figure 1: Results for interaction kernel 1: (a) interaction kernel v(x) generates repulsion
in the range where dv/dx < 0 (green); (b)-(d) comparison of the full solution h(x) to Eq.
(6) (solid blue) with the asymptotic approximation up to O(β1) (dashed red) and O(β2)
(solid red), for bias strength (a) β = 0.01; (b) β = 0.05; (c) β = 1. Other parameters as
shown in Table 1.
3.2. Accuracy of asymptotic expansion
To test the accuracy of the asymptotic expansion, we compute the first and second
order terms h1 and h2, and compare to a full solution found by performing fixed-
point iteration directly on the equilibrium equation Eq. (6). Note that 1 + h(x)
is equivalent to the pair correlation function at equilibrium. Hence, negative val-
ues of h(x) correspond to a regular spatial structure, whereas positive values of
h(x) correspond to a clustered spatial structure. Parameter values, movement
distribution and interaction kernel are shown in Table 1.
Figure 1 shows the results under short-range repulsion between neighbouring agents
(Fig. 1a, interaction kernel 1 in Table 1). The graphs compare the full solution
h(x) (blue), the first order approximation βh1(x) (dashed red), and the second
order approximation βh1(x) + β
2h2(x) (solid red). Since h(x) is axisymmetric, a
cross-section of h(x) is plotted against |x|. As expected, the spatial structure is
regular (h(x) < 0 for small |x|), meaning that there are fewer pairs of agents close
to one another than there would be under a Poisson point process of the same av-
erage density. For weak bias (β = 0.01), the asymptotic expansion including terms
up to O(β2) provides an excellent approximation to the full solution (Fig. 1a). As
bias strength increases, the spatial structure becomes stronger (larger |h(x)|), and
the accuracy of the asymptotic expansion begins to decrease (Fig. 1b-c), although
it is still a reasonable approximation at β = 0.05.
Figure 2 shows the results under a combination of short-range repulsion and
medium-range attraction (Fig. 2a, interaction kernel 2 in Table 1). This leads
to a regular structure (h(x) < 0) at short spatial scales and clustered structure
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Figure 2: Results for interaction kernel 2: (a) interaction kernel v(x) generates repulsion
in the range where dv/dx < 0 (green) and attraction in the range where dv/dx > 0 (red);
(b)-(d) comparison of the full solution h(x) to Eq. (6) (solid blue) with the asymptotic
approximation up to O(β1) (dashed red) and O(β2) (solid red), for bias strength (a)
β = 0.01; (b) β = 0.05; (c) β = 1. Other parameters as shown in Table 1.
(h(x) > 0) at medium scales, representing individuals that form groups, but are
separated from their immediate neighbours [18]. Again the asymptotic expansion
provides a good approximation to the full solution up to β = 0.05, and starts to
lose accuracy for larger values of β. The average density is set at Z1 = 1 for the
results in Figures 1 and 2. The accuracy of the approximation decreases as the
value of Z1 increases, though is less sensitive to Z1 than it is to β.
The asymptotic expansion is several orders of magnitude more efficient to compute,
taking approximately 1 s to calculate the linear approximation in Fig. 1(a) and a
further 1 – 2 s to calculate the quadratic term, compared to over 5000 s to calculate
the solution of the full equilibrium equation (6). Using the asymptotic expansion
as the initial condition for fixed point iteration of Eq. (6) instead of a naive initial
condition greatly reduces the computation time for the full solution (see Table 2).
This shows that, even if the more accurate solution of the full equilibrium equation
is required, this can be obtained more efficiently by first computing the asymptotic
expansion. All computations were done using a 181×181 numerical grid (see Table
1 for numerical parameters) on an Intel(R) Core(TM) 1.70 GHz CPU with 4 cores
and 16 GB of RAM. Matlab’s trapz function was used to compute the integral in
Eq. (6) and conv2 function was used to compute the convolutions in Eqs. (8),
(14) and (15).
4. Discussion
Individual-based models that include movement with neighbour-dependent direc-
tional bias has been shown to be an effective way to model spatially structured
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Solution type Initial condition Computation time (s)
Kernel 1 Kernel 2
Linear h1(x) = 0 1.0 1.2
Quadratic h2(x) = 0 1.3 1.6
Full h(x) = 0 5445 6557
Full h(x) = βh1(x) + β
2h2(x) 1441 337
Table 2: Comparison of computation times required for different solution types and the
two interaction kernels with β = 0.01: ‘linear’ is the time taken to compute the first term
in the asymptotic expansion; ‘quadratic’ is the additional time taken to compute the first
term in the asymptotic expansion; ‘full’ is the time taken to compute the solution to
the full equilibrium equation (6) either using a naive initial condition (IC) specified by
h(x) = 0, or using the quadratic approximation as the initial condition. All solutions
are calculated via fixed point iteration until the relative change in the solution between
consecutive iterations is less than ǫ = 10−2 in norm.
populations, including cell populations [10], and individuals living in groups [18].
However, performing individual-based stochastic simulations alone is computa-
tionally expensive and offers limited insight into the key mechanisms. Spatial
moment dynamics is one way to obtain a deterministic approximation of the
individual-based stochastic process that retains some information about spatial
structure, which mean-field models neglect [6, 7]. Spatial moment dynamics has
given analytical insights into the the relationship between individual-level mechan-
sisms and population-scale outcomes that individual-based models alone cannot
[3, 4, 18]. However, the effectiveness of spatial moment dynamics as an approx-
imation to individual-based models of movement with neighbour-dependent bias
is constrained by the computational demands of solving for the second moment
[9, 10].
In this paper, we have shown that an asymptotic expansion for the second moment
in terms of the bias strength parameter is a highly efficient method of obtaining
an approximate solution for the second moment at equilibrium. The asymptotic
expansion can be computed via fixed point iteration at least 1000 times faster than
the full equilibrium solution. Although formally valid in the weak bias limit, the
asymptotic expansion provides a reasonable approximation even at moderate lev-
els of bias that generate significant spatial structure. Furthermore, the asymptotic
expansion can be obtained cheaply and used as an initial condition for the full
equilibrium solution, substantially reducing the required convergence time. We
have explicitly computed the first and second order terms in the asymptotic ex-
pansion, but it would be possible in principle to compute higher-order terms to
increase accuracy. Because of the structure of the terms in the asymptotic expan-
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sions, each fixed-point iteration only requires computation of a single convolution,
and so the computational overhead is approximately linear in the number of terms
required. This therefore offers a highly efficient route to increasing accuracy.
We have focused on a simple form the model which consists only of movement
with neighbour-dependent directional bias, but is nevertheless capable of gener-
ating rich spatial structure [18]. More general models include other mechanisms,
such as proliferation, dispersal and mortality [10]. Frequently in such models,
movement events occur far more frequently than proliferation or mortality events
[5]. At a given average density, the population spatial structure is therefore likely
to be in pseudo-steady state as determined by the movement component. We have
examined a translationally invariant form of the model, in which the ensemble
average agent density is independent of spatial location. Equations for spatial mo-
ment dynamics have been derived in the more general, translationally dependent
case [9, 20, 24]. However, due to prohibitive computational costs, most numeri-
cal solutions have been restricted to the translationally invariant case, except in
special cases [24–27]. The technique presented in this paper is only applicable to
equilibrium solutions, whereas for translationally dependent problems the tran-
sient solution is typically of more interest. Nevertheless, the asymptotic expansion
technique may still prove useful as a fast method of generating initial conditions
for a more computationally expensive time-stepping routine.
Computationally efficient methods are particularly important in applications, such
as parameter inference, where the forward problem (computation of the equi-
librium solution for given parameter values) needs to be solved multiple times.
Parameter inference has been performed on a model with neighbour-dependent
directional bias using approximate Bayesian computation (ABC) on data from
cell proliferation assays [19]. This study used ABC rejection sampling on the
individual-based model, which is computationally expensive. Although there are
more efficient ABC algorithms, such as sequential Monte Carlo [28], these still
require the forward problem to be solved many times. Inference procedures such
as these could be made more efficient by using a fast method of obtaining an ap-
proximate solution, which can be used to rapidly reject samples from regions of
parameter space in which the posterior density is extremely low. Fast approximate
methods can also be used as part of a hierarchical Bayesian framework [29].
The fast approximate method presented here also opens up the possibility of per-
forming likelihood-based Bayesian inference [30] directly on the spatial moment
dynamics approximation, which has not yet been attempted. This would require
a likelihood function for observed data on individual locations. This could be ap-
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proximated by using a Palm intensity function [31, 32] to express the likelihood in
terms of the second moment evaluated over all pairs of individuals in the data.
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