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LOCALLY EXTENSIONS OF ∂-CLOSED FORMS ON COMPACT
GENERALIZED HERMITIAN MANIFOLDS
KANG WEI
Abstract. In this paper, we first get a criterion formula for whether a differential form
is holomorphic with respect to the generalized complex structure induced by ǫ. Next,
we get the local extensions of ∂-closed forms on a smooth family of compact general-
ized Hermitian manifolds by using this criterion. Finally, as an application, we use this
extension to get the invariance of the generalized Hodge number of the deformations of
compact generalized Hermitian manifolds with ∂∂-lemma holds.
Keywords: Deformations of complex structures, Hodge theory, Hermitian and Ka¨hlerian
manifolds.
1. Introduction
The generalized complex geometry was introduced by N. Hitchin and developed by
M. Gualtieri, G. R. Cavalcanti and many others in [11, 8, 9]. It is a generalization
of both complex geometry and symplectic geometry. This new geometry provides an
indeed broad platform for the people working in both mathematics and physics. The
concept of H-twisted was introduced by P. Sˇevera and A. Weinstein in [24]. The theory
of deformations of complex structures can be dated back to Riemann, and extensively
studied by K. Kodaira, D. C. Spencer, N. Nirenberg, M. Kuranishi and many other great
mathematicians in [12, 20, 13]. The deformation theory of generalized complex geometry
is first studied by M. Gualtieri, R. Goto, Yi Li and so on by using Kodaira-Spencer-
Kuranishi’s method in [8, 7, 14].
In this paper, we extend the results of local extensions of ∂-closed forms on a smooth
family of compact Hermitian manifolds in [22] to those in generalized case. To be precise,
if X is a compact generalized complex manifold with generalized complex structure J , we
have the +i-eigenvalue subspace L in TX ⊕ T
∗
X with respect to the generalized complex
structure J . We denote L∗ as its duality space with respect to the pair which is defined
in Definition 2.1 below and we can identify L∗ with L since < L,L >= 0. We also know
that ∧•T ∗X has a Clifford’s decomposition
∧•T ∗X = U
−n(X)⊕ U−n+1(X)⊕ ...⊕ Un(X),
where
U−n(X) := {ρ ∈ ∧•T ∗X | L · ρ = 0},
Uk(X) := ∧k+nL∗ · U−n(X) (n = dimCX),
which is defined in Definition 2.5 below.
Let π : X → ∆ ⊂ C1 be a smooth family of generalized complex manifolds where
π−1(0) := X0 = X , t be the local coordinate in the unit disc ∆, Xǫ be compact generalized
Hermitian manifold with generalized complex structure Jǫ induced by the generalized
Beltrami differentials ǫ := ǫ(t). We first introduce an isomorphism:
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E : Uk−n(X) → Uk−n(Xǫ),
σ 7→ E(σ)
where
σ :=
1
k!
σi1···ik l
i1 · · · · · lik · ρ0, l
iα ∈ L∗, ρ0 ∈ U
−n(X),
E(σ) :=
1
k!
σi1···ik(1 + ǫ
∗)(li1) · · · · · (1 + ǫ∗)(lik) · (eǫ · ρ0),
eǫρ0 :=
∑
i≥0
1
i!
ǫi · ρ0.
Then we get a criterion formula for whether a differential form is holomorphic with
respect to the generalized complex structure Jǫ induced by ǫ. That is,
Theorem 1.1. (=Theorem 3.7) Assume that ||ǫ||L∞ < 1. For any σ ∈ U
k−n(X) ⊂
∧•T ∗X(0 ≤ k ≤ 2n),
∂t(E(σ)) = 0⇔ ([∂, ǫ·] + ∂) ◦ (1− ǫǫ
∗)(σ) = 0,
where ∂t is the ∂-operator on Xǫ := Xǫ(t).
Next, under the assumption that X satisfies some kind ∂∂-lemma, we get the following
local extensions of ∂-closed forms on a smooth family π : X → ∆ ⊂ C1 of compact
generalized Hermitian manifolds by using this criterion. The method we used here is
parallel to that in [22] which originally came from [18] and developed in [28, 27, 5, 15,
25, 26, 31, 32, 21, 17].
Theorem 1.2. (=Theorem 4.1) Let (X,G) be a compact Hermitian generalized complex
manifold. Assume that X ∈ Bk−1 ∩ Sk+1. Then for any σ00 ∈ H
k
∂
(X) (−n ≤ k ≤ n), we
can choose
σt = σ00 +
∑
i,j≥1
tit¯jσij ∈ U
k(X),
such that E(σt) ∈ U
k(Xǫ) and ∂t ◦ E(σt) = 0 with |t| small.
Finally, as an application, we use the above local extension formula to get the invariance
of the generalized Hodge number of the deformations of compact generalized Hermitian
manifolds with ∂∂-lemma holds. That is,
Corollary 1.3. (=Corollary 5.3) Let (X,G) be a compact generalized Hermitian manifold
which satisfies ∂∂-lemma, then hk
∂t
(Xt) is independent of t, where −n ≤ k ≤ n, Xt is the
generalized Hermitian manifold with generalized complex structure Jǫ induced by ǫ := ǫ(t).
Acknowledgements: The author would like to thank Professors Kefeng Liu, Sheng
Rao, Doctors Jie Tu.
2. Preliminaries on compact generalized Hermitian manifolds
In this section, we review some basic definitions of compact H-twisted generalized
Hermitian manifolds. We refer the reader to [11, 8, 9, 4, 10] for details. We also give
some propositions which will be used in this paper.
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2.1. Basic knowledges. We first define a pair on smooth manifold X which is a gener-
alization of the pair < ∂
∂zi
, dzj >= δji .
Definition 2.1. Let M2n be a smooth manifold with dimRX = 2n. We define the fol-
lowing pair on TX ⊕ T
∗
X :
< a, b >:= (ξ(Y ) + η(X)),
where a := X + ξ, b := Y + η ∈ TX ⊕ T
∗
X , X, Y ∈ TX , ξ, η ∈ T
∗
X .
Remark 2.2. Comparing with the definition on Page 5 in [8], we omit the coefficient 1
2
for convenience. And since < a, b >=< b, a >, we also denote < a, b > by a(b).
Next, we introduce the generalized complex structures on X .
Definition 2.3. Let X2n be a smooth manifold with dimRX = 2n. If there exists an
endomorphism J on TX ⊕ T
∗
X which satisfies
J2 = −1,
and
< a, b >=< Ja, Jb >, where a, b ∈ TX ⊕ T
∗
X ,
J is called a generalized almost complex structure on X.
Since J2 = −1, we may decompose TX ⊕ T
∗
X into the ±i -eigenvalue subspaces of J :
TX ⊕ T
∗
X = L+ L,
where L be the +i-eigenvalue subspace of TX ⊕ T
∗
X . We define H-twisted Courant
bracket for some H ∈ H3(M,R) as follow: Let a = X + ξ, b = Y + η ∈ TX ⊕ T
∗
X , where
X, Y ∈ TX , ξ, η ∈ T
∗
X .
[a, b]H := [X + ξ, Y + η]H
:= [X, Y ] + LXη − LY ξ −
1
2
d(iXη − iY ξ) + iY iXH,
where [X, Y ] := XY − Y X,LXη := d ◦ iXη+ iX ◦ dη, iX is the contraction by the vector
field X . If J is called a generalized almost complex structure on X and [L, L]H ⊂ L, we
say J is integrable and call it a generalized complex structure on X .
We now introduce Clifford actions on ∧•T ∗X .
Definition 2.4. Let σ ∈ ∧•T ∗X and a := X + ξ ∈ TX ⊕ T
∗
X , where X ∈ TX , ξ ∈ T
∗
X , we
define Clifford actions on ∧•T ∗X :
a · σ := (X + ξ) · σ := iXσ + ξ ∧ σ.
By direct computation, we know that
a · b · σ + b · a · σ = a(b)σ,(2.1)
where a, b ∈ TX ⊕ T
∗
X .
If J is integrable, we have that L(L) = 0 and thus
a · b · σ + b · a · σ = 0.
Then we get an exterior algebra which denote as ∧•L. More generally, we have that
a · b · σ = (−1)pqb · a · σ,
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where a ∈ ∧pL, b ∈ ∧qL. Moreover, since < L;L >= 0, we can identify L with the
duality space L∗ of L with respect to the pair < ·, · > in Definition 2.1. And Courant
bracket can be extended into a Schouten bracket on ∧•L∗ = ∧•L which we still denote
by [·, ·]H as follows:
[a, b]H :=
∑
i,j
[ai, bj ]H · a1 · · · · · aˆi · · · · · ap · b1 · · · · · bˆj · · · · · bq,
where a = a1 · · · · · ap ∈ ∧
pL∗, b = b1 · · · · · bq ∈ ∧
qL∗, aˆi means omit ai.
Using the Clifford actions, we now introduce the following Clifford’s decomposition of
∧•T ∗M .
Definition 2.5. ([4], Page 13) Let (M,J) be a generalized complex manifold where J is
its generalized complex structure. Then we can define
U−n(X) := {ρ ∈ ∧•T ∗X | L · ρ = 0},
Uk(X) := ∧k+nL∗ · U−n(X).
And we know that Uk(X) is the (−k)i-eigenvalue subspace of J and U−n(X) is a
line bundle which we call it the canonical bundle of J . Thus we can get the Clifford’s
decomposition of ∧•T ∗X :
∧•T ∗X = U
−n(X)⊕ U−n+1(X)⊕ ...⊕ Un(X),
where n = dimCX .
We now introduce the twisted de Rham differential dH for some H ∈ H
3(X,R) on
∧•T ∗X as follows:
Definition 2.6.
dH : ∧
•T ∗X → ∧
•T ∗X ,
σ 7→ dσ −H ∧ σ.
We also introduce the twisted Dolbeault operator ∂H and ∂H by
∂H := πk−1 ◦ dH : U
k(X) → Uk−1(X),
∂H := πk+1 ◦ dH : U
k(X) → Uk+1(X),
where πk is the projection onto U
k(X).
We know that J is integrable if and only if dH = ∂H + ∂H(Page 51 in [8]).
We now introduce the complex (∧•L∗, dL) and show its relationship with the complex
(∧•T ∗X , ∂H).
Definition 2.7. We define the Lie derivation dL as follows:
dL : ∧
kL∗ → ∧k+1L∗,
a 7→ dLa
where
dLa(x0, ...xk) :=
∑
i
(−1)ip(xi)a(x0, ..., xˆi, ..., xk)
+
∑
i<j
(−1)i+ja([xi, xj ]H , x0, ..., xˆi, ..., xˆj , ..., xk),
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where a ∈ ∧kL∗, xi ∈ L(0 ≤ i ≤ k), p : L → TX is the projection which is called the
anchor. And we have the following relationship:
∂H(a · ρ) = dL(a) · ρ+ (−1)
ka · ∂Hρ,
where a ∈ ∧kL∗, ρ ∈ ∧•T ∗X ,
Remark 2.8. We now give a discussion about the order of operators dH , ∂H , ∂H . Since
dHσ := dσ −H ∧ σ , we know that dH is an operator of order 1. By the definition of dL
above, we know that dL is an operator of order 1. For any α := a · ρ ∈ U
k(X), where
a ∈ ∧k+nL∗, ρ ∈ U−n(X), we have that ∂Hρ = 0 and thus ∂H(a · ρ) = dL(a) · ρ+ (−1)
ka ·
∂Hρ = dL(a) · ρ+ (−1)
ka · dHρ. So ∂H is an operator of order 1. ∂H := dH − ∂H is also
an operator of order 1.
From now on, we simply denote dH , ∂H , ∂H , [·, ·]H as d, ∂, ∂, [·, ·] respectively.
We list the following lemma which will be used later:
Lemma 2.9 (Lemma 2 in Page 8, [14], or [16]). For any a, b ∈ ∧2L∗, σ ∈ ∧•T ∗X , we have
that
[a, b] · σ = a · d(b · σ) + b · d(a · σ)− a · b · dσ − d(a · b · σ),
where · is denoted as the Clifford action.
2.2. Some elliptic operators. We first introduce a generalized Hermitian metric on
TX ⊕ T
∗
X .
Definition 2.10. ([9], Page 3) Let (X, J) be a generalized complex manifold and G be
an endomorphism on TX ⊕ T
∗
X with G
2 = 1, GJ = JG . We define
(TX ⊕ T
∗
X)⊗ (TX ⊕ T
∗
X) → C
∞(X),
a, b 7→ < Ga, b >
where a, b ∈ TX⊕T
∗
X and < ·, · > is defined in Definition 2.1. Since G
2 = 1, GJ = JG,
< G·, · > is a positive-definite and Hermitian-symmetric metric on TX ⊕ T
∗
X . And we
call (X,G) a generalized Hermitian manifold.
The restriction of this metric < G·, · > to the the sub-bundle TX can be written as a
Hermitian metric g˜ := g − bg−1b, where g is a Hermitian metric and b is a 2-form. And
the volume element induced by this metric is
dVg˜ =
√
det(g − bg−1b)√
det(g)
dVg
=
det(g + b)
det(g)
dVg.
Analogous to the ordinary complex case, we introduce the Hodge ∗-operator and use
it to define an inner product on ∧•T ∗X which we call it Born-Infeld inner products. Since
G2 = 1, we have the decomposition TX ⊕ T
∗
X = C+ ⊕ C−, where C± is ±1-eigenvalue
subspace of G respectively. And we choose an orthonormal real basis {a1, · · · , a2n} of C+
with respect to the metric < G·, · > . We define the Hodge-∗ operator by
∗ = a1 · a2 · · · · · a2n,
which is a product of an oriented orthonormal basis for C+. We have already known that
∗ is a real operator, that is, ∗ = ∗. We now introduce the Born-Infeld inner product (·, ·)
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on ∧•T ∗X :
(α, β) :=
∫
X
α ∧ σ(∗)β¯,(2.2)
||α||2 := (α, α),
where σ(a1 · · · · · a2n) := a2n · · · · · a1.
We now introduce some elliptic operators analogous to the complex case. Let (X,G)
be a compact generalized Hermitian manifold. Denote d∗, ∂∗, ∂
∗
as the adjoint operators
of d, ∂, ∂ with respect to the Born-Infeld inner product (·, ·) respectively, that is, for any
α, β ∈ ∧•T ∗X ,
(∂α, β) = (α, ∂∗β),
(∂α, β) = (α, ∂
∗
β),
(dα, β) = (α, d∗β).
Remark 2.11. Now, we give a discussion about the order of ∂∗, ∂
∗
. We know that
∂∗ = ∗∂∗−1 and ∂
∗
= ∗∂∗−1. Since ∂, ∂ are operators of order 1, we have that ∂∗, ∂
∗
are
also operators of order 1
We also define the Laplacian operators by
△d := dd
∗ + d∗d,
△∂ := ∂∂
∗ + ∂∗∂,
△∂ := ∂∂
∗
+ ∂
∗
∂.
Then one can show that △∂ are a self-adjoint operator with respect to inner product
(·, ·) and
1 = H+G△∂ = H+△∂G.
where H is the projection onto H∗
∂
(X), and G∂ is the Green operator corresponding to
△∂. And △d, △∂ have the similar propositions. If X is a compact generalized Ka¨hler
manifold, that is, J ′ := −GJ is also a generalized complex structure, we have that
△d = 2△∂ = 2△∂.
We now introduce Bott-Chern and Aeppli’s Laplacian operators. We refer the readers
to [23, 1, 2, 3] for details.
Definition 2.12.
∆BC := (∂∂)(∂∂)
∗ + (∂∂)∗(∂∂) + (∂
∗
∂)(∂
∗
∂)∗ + (∂
∗
∂)∗(∂
∗
∂) + ∂
∗
∂ + ∂∗∂,
∆A := (∂∂)(∂∂)
∗ + (∂∂)∗(∂∂) + (∂∂
∗
)(∂∂
∗
)∗ + (∂∂
∗
)∗(∂∂
∗
) + ∂∂
∗
+ ∂∂∗.
Lemma 2.13.
Ker∆BC = Ker∂ ∩Ker∂ ∩Ker(∂∂)
∗,
Ker∆A = Ker∂
∗ ∩Ker∂
∗
∩Ker(∂∂),
I = HBC +∆BCGBC ,
I = HA +∆AGA,
∧•T ∗X = Ker∆BC ⊕ Im(∂∂)⊕ (Im∂
∗ + Im∂
∗
),
∧•T ∗X = Ker∆A ⊕ Im(∂∂)
∗ ⊕ (Im∂ + Im∂).
where HBC ,HA are projections onto H
k
BC(X) := Ker∆BC ∩ U
k(X),HkA(X) := Ker∆A ∩
Uk(X), and GBC , GA are the Green’s operator of ∆BC ,∆A respectively.
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Proof. For the first formula, since
(∆BCσ, σ) = ||(∂∂)
∗σ||2 + ||(∂∂)σ||2 + ||(∂
∗
∂)σ||2 + ||(∂
∗
∂)∗σ||2 + ||∂σ||2 + ||∂σ||2,
we have that Ker∆BC = Ker∂ ∩Ker∂ ∩Ker(∂∂)
∗. The second formula is similar to
the first one.
We now show that ∆∂, ∆BC is strongly elliptic. Set L : {l1, · · · , l2n}, L
∗ : {l1, · · · , l2n}
with lj(li) = δ
j
i be a fixed basis of L and L
∗ respectively, Since [L, L] ⊂ L, we have that
[li, lj ] := c
k
ijlk, where c
k
ij = −c
k
ji. Then
(dLl
p)(li, lj) := p(li)δ
p
j − p(lj)δ
p
i − c
p
ij,
that is,
(dLl
p) =
1
2
(p(li)δ
p
j − p(lj)δ
p
i − c
p
ij)l
i · lj.
Since we only care about the highest-order terms in the computation, we denote ≈ as
the equivalence on the highest-order terms. For example,
(dLf) ≈ lp(df)l
p,
where f is a function.
For any σ ∈ Uk(X), we represent σ as σ := fρ1 locally, where f is a smooth function
and ρ1 :=
1
(k+n)!
li1 · · · · · lik+n · ρ0 ∈ U
k(X), liα ∈ L∗, ρ0 ∈ U
−n(X). Then we have that
∂(fρ1) ≈ dL(f)ρ1 ≈ (lp ◦ d)(f)l
p · ρ1
∂(fρ1) ≈ (l
i ◦ d)(f) · li · ρ1
∂
∗
(fρ1) := ∗∂ ∗
−1 (fρ1)
:= ∗∂(fa2n · · · · · a1 · ρ1)
≈ ∗(lp ◦ d)(f) · lp · a2n · · · · · a1 · ρ1
:= a1 · · · · · a2n · (l
p ◦ d)(f) · lp · a2n · · · · · a1 · ρ1)
≈ (−(lp ◦ d)f < lp, a
k > ak + (l
p ◦ d)(f)· < lp, b
k > bk) · ρ1
= (lp ◦ d)(f) ·Glp · ρ1
The fifth equality holds since the fact that ∗a∗−1 = −a, ∗b∗−1 = b where a ∈ C+, b ∈
C−; and the sixth equivalence since Ga = a,Gb = −b([10]). Thus, we have that
∆∂(fρ1) = −(l
i ◦ d)(lp ◦ d)(f))· < Gli, l
p > ·ρ1 + lower-order terms .
By the fact that L∗ = L, we change the basis of L∗ = L by L : {l1, · · · , l2n} such that
< Gli, lj >= δij since G is a positive-definite Hermitian metric. Then the formula above
can be written as
∆∂(fρ1) = −
2n∑
i=1
(li ◦ d)(li ◦ d)(f)) · ρ1 + lower-order terms .
and thus ∆∂ is strongly elliptic.
Now, we compute the highest-order terms of ∆BC(fρ1). Since JG(L) = GJ(L) =
iG(L), we have that G(L) ⊂ L and thus < GL,L >= 0. Then we have that
lq · lj ·Gl
p ·Gli +Gl
p · lq ·Gli · lj +Gli ·Gl
p · lj · l
q +Gli · lj ·Gl
p · lq
= lq · lj ·Gl
p ·Gli − l
q ·Glp · lj ·Gli+ < Gl
p, lq > Gli · lj− < Gli, lj > Gl
p · lq
+Gli ·Gl
p · lj · l
q +Gli · lj ·Gl
p · lq
= < lq, Gli >< lj, Gl
p >
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Also, since (li ◦ d)(lj ◦ d) = (lj ◦ d)(li ◦ d) , we have that
∆BC(fρ1) ≈ (l
i ◦ d)(lp ◦ d)(l
j ◦ d)(lq ◦ d)(f) · (l
q · lj ·Gl
p ·Gli +Gl
p · lq ·Gli · lj
+Gli ·Gl
p · lj · l
q +Gli · lj ·Gl
p · lq) · ρ1
= (li ◦ d)(lp ◦ d)(l
j ◦ d)(lq ◦ d)(f)· < Gli, l
q >< Glp, lj > ·ρ1.
Also, we also change the basis of L∗ = L by L : {l1, · · · , l2n} such that < Gli, lj >= δij .
Then the formula above can be written as
∆BC(fρ1) =
2n∑
p,q=1
(lq ◦ d)(lq ◦ d)(lp ◦ d)(lp ◦ d)(f) · ρ1 + lower-order terms.
and thus ∆BC is strongly elliptic.
Now, by the fact that ∆BC is a strongly elliptic operator, there exists the Green operator
GBC , and
I = HBC +∆BCGBC .
Thus, we have that
∧•T ∗X = Ker∆BC + Im(∂∂) + Im∂
∗ + Im∂
∗
.
For any x ∈ Ker∆BC , y := ∂∂y1 ∈ Im(∂∂), z := ∂
∗z1 ∈ Im∂
∗, w := ∂
∗
w1 =∈ Im∂
∗
,
we have that
(x, y) := (x, ∂∂y1) = ((∂∂)
∗x, y1) = 0,
(x, z) := (x, ∂∗z1) = (∂x, z1) = 0,
(x, w) := (x, ∂
∗
w1) = (∂x, w1) = 0,
(y, z) := (∂∂y1, ∂
∗z1) = (∂
2∂y1, z1) = 0,
(y, w) := (∂∂y1, ∂
∗
w1) = (−∂∂
2
y1, w1) = 0.
Thus
∧•T ∗X = Ker∆BC ⊕ Im(∂∂)⊕ (Im∂
∗ + Im∂
∗
).
Similarly, we have that ∆A is also strongly elliptic and has the above results.

Remark 2.14. If X is a compact generalized Ka¨hler manifold, we have that
∂
∗
∂ = −∂∂
∗
, ∂∂∗ = −∂∗∂,
∂
∗
∂ = −∂∂
∗
, ∂∂∗ = −∂∗∂.
Then
∆BC = ∆
2
∂
+ ∂
∗
∂ + ∂∗∂.
So, by the fact that ∆∂ is elliptic, ∆BC is also elliptic.
For the Bott-Chern and Aeppli’s Laplacian operators, we have the following lemma
which will be used later.
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Lemma 2.15.
∆BC(∂∂)(∂∂)
∗ = (∂∂)(∂∂)∗∆BC ,
∆A(∂∂)
∗(∂∂) = (∂∂)∗(∂∂)∆A,
∆BC(∂∂) = (∂∂)(∂∂)
∗(∂∂) = (∂∂)∆A,
(∂∂)∗∆BC = (∂∂)
∗(∂∂)(∂∂)∗ = ∆A(∂∂)
∗,
GBC(∂∂)(∂∂)
∗ = (∂∂)(∂∂)∗GBC ,
GA(∂∂)
∗(∂∂) = (∂∂)∗(∂∂)GA,
GBC(∂∂) = (∂∂)GA,
(∂∂)∗GBC = GA(∂∂)
∗.
Proof. By definition of ∆BC , ∆A, we can get the first four formula. For example, we have
that
∆BC(∂∂)(∂∂)
∗ = (∂∂)(∂∂)∗(∂∂)(∂∂)∗ = (∂∂)(∂∂)∗∆BC .
By the first formula, we have that
GBC∆BC(∂∂)(∂∂)
∗GBC = GBC(∂∂)(∂∂)
∗∆BCGBC ,
= (1−HBC)(∂∂)(∂∂)
∗GBC = GBC(∂∂)(∂∂)
∗(I −HBC),
= (∂∂)(∂∂)∗GBC = GBC(∂∂)(∂∂)
∗.
So we prove the fifth formula and the proofs of the rest formulas are similar.

2.3. Deformations. In this subsection, we introduce some propositions about deforma-
tions of compact generalized Hermitian manifolds. Let π : X → ∆ ⊂ C1 be a smooth
family of generalized complex manifolds where π−1(0) := X0 := X is a compact general-
ized Hermitian manifold, t be the local holomorphic coordinate on the unit disc ∆ ⊂ C1,
ǫ(t) be a generalized Beltrami differentials from Kodaira-Spencer-Kuranishi’s theory, and
Mǫ(t) be the generalized Ka¨hler manifold with generalized complex structure induced by
ǫ(t). We have already known that
TX ⊕ T
∗
X = L⊕ L
∗,
where L is the +i-eigenvalue subspace of the generalized complex structure J on X . We
assume that
L : {l1, l2, · · · , l2n}, L
∗ : {l1, l2, · · · , l2n}
are basis of L and L∗ respectively with li(lj) = δ
i
j .
Since the generalized Beltrami differentials ǫ ∈ ∧2L∗, we locally have
ǫ =
1
2
ǫijl
i · lj ,
with li · lj = −li · lj , ǫij = −ǫji. Then
ǫ(lp) =
1
2
ǫijl
i · lj(lp)
=
1
2
ǫipl
i −
1
2
ǫpjl
j
= ǫipl
i ∈ L∗.
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Let (Xǫ, Jǫ) be the generalized complex structure induced by ǫ. We have known that
the +i-eigenvalue subspace in TX⊕T
∗
X corresponding to Jǫ is Lǫ = (1+ ǫ)(L). We assume
the basis
Lǫ : {ξ1, ξ2, · · · , ξ2n}, L
∗
ǫ : {ξ
1, ξ2, · · · , ξ2n}
of Lǫ and L
∗
ǫ respectively with ξ
i(ξj) = δ
i
j . Then we have that
lj(ξi) = ǫjkl
k(ξi).(2.3)
In matrix form , that is,
 l1(ξ1) · · · l2n(ξ1)· · · · · · · · ·
l1(ξ2n) · · · l2n(ξ2n)

 =

 l1(ξ1) · · · l2n(ξ1)· · · · · · · · ·
l1(ξ2n) · · · l
2n(ξ2n)



 ǫ11 · · · ǫ2n,1· · · · · · · · ·
ǫ1,2n · · · ǫ2n,2n,


and we simply denote it as
L(Lǫ) = L
∗(Lǫ)[ǫ],
or equivalently,
L∗(Lǫ)
−1L(Lǫ) = [ǫ].(2.4)
We also define ǫ∗ := 1
2
ǫijli · lj ∈ ∧
2L where ǫij = −ǫji, li · lj = −lj · li such that
L∗ǫ = (1 + ǫ
∗)(L∗). In matrix form, we have that
 l1(ξ1) · · · l2n(ξ1)· · · · · · · · ·
l1(ξ2n) · · · l2n(ξ2n)

 =

 l1(ξ1) · · · l2n(ξ1)· · · · · · · · ·
l1(ξ
2n) · · · l2n(ξ
2n)



 ǫ11 · · · ǫ2n,1· · · · · · · · ·
ǫ1,2n · · · ǫ2n,2n,


and we simply denote it as
L∗(L∗ǫ ) = L(L
∗
ǫ )[ǫ
∗],
or equivalently,
L(L∗ǫ )
−1L∗(L∗ǫ ) = [ǫ
∗].(2.5)
Remark 2.16. If X is a compact complex manifold, we have that L = T ∗1,0X ⊕ T
0,1
X , L
∗ =
T
1,0
X ⊕ T
∗0,1
X . The Beltrami differentials ϕ = ϕ
i
j¯
dzj¯ ∂
∂zi
∈ A0,1(X, T ,0X ) and ϕ(dz
p¯) =
0, ϕ(dzp) = ϕp
j¯
dzj¯ ∈ L∗.
If we choose the basis
T
∗1,0
X : {dz
i}, T ∗1,0Xϕ : {dζ
i},
we have that
∂ζ i
∂zj¯
= ϕkj¯
∂ζ i
∂zk
.
That is, 

∂ζ1
∂z1¯
· · · ∂ζ
1
∂zn¯
· · · · · · · · ·
∂ζn
∂z1¯
· · · ∂ζ
n
∂zn¯

 =


∂ζ1
∂z1
· · · ∂ζ
1
∂zn
· · · · · · · · ·
∂ζn
∂z1
· · · ∂ζ
n
∂zn



 ϕ11¯ · · · ϕn1¯· · · · · · · · ·
ϕn1¯ · · · ϕ
n
n¯


and we simply denote it as (ζ)z¯ = ζz[ϕ], or equivalently, [ϕ] = ζ
−1
z (ζ)z¯.
The following propositions show us the relationship between the +i-eigenvalue subspace
L and Lǫ induced by the generalized complex structure J := J0 and Jǫ respectively.
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Proposition 2.17.(
L(L∗ǫ ) L
∗(L∗ǫ)
L(Lǫ) L
∗(Lǫ)
)−1
=
(
Lǫ(L
∗) L∗ǫ (L
∗)
Lǫ(L) L
∗
ǫ (L)
)
=
(
(1− [ǫ∗][ǫ])−1L(L∗ǫ )
−1 −[ǫ∗](1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
−(1 − [ǫ][ǫ∗])−1[ǫ]L(L∗ǫ )
−1 (1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
)
.
Here [ǫ], [ǫ∗] means the matrix forms of ǫ, ǫ∗ respectively as those in Formula 2.4 and
Formula 2.5.
Proof. Since
ξi = l
k(ξi)lk + lk(ξi)l
k,
we have that
δ
j
i = ξ
j(ξi) = l
k(ξi)ξ
j(lk) + lk(ξi)ξ
j(lk),
0 = ξj(ξi) = l
k(ξi)ξj(lk) + lk(ξi)ξj(l
k).
In matrix form, that is,
I2n×2n = L
∗(Lǫ)L
∗
ǫ(L) + L(Lǫ)L
∗
ǫ (L
∗),
0 = L∗(Lǫ)Lǫ(L) + L(Lǫ)Lǫ(L
∗).
Similarly, since
ξi = lk(ξi)lk + lk(ξ
i)lk,
we have that
0 = ξj(ξi) = lk(ξi)ξj(lk) + lk(ξ
i)ξj(lk),
δij = ξj(ξ
i) = lk(ξi)ξj(lk) + lk(ξ
i)ξj(l
k).
In matrix form, that is,
0 = L∗(L∗ǫ )L
∗
ǫ(L) + L(L
∗
ǫ )L
∗
ǫ (L
∗),
I2n×2n = L
∗(L∗ǫ )Lǫ(L) + L(L
∗
ǫ )Lǫ(L
∗).
Since
li = ξ
k(li)ξk + ξk(li)ξ
k,
we have that
δ
j
i = l
j(li) = ξ
k(li)l
j(ξk) + ξk(li)l
j(ξk),
0 = lj(li) = ξ
k(li)lj(ξk) + ξk(li)lj(ξ
k).
In matrix form, that is,
I2n×2n = L
∗
ǫ (L)L
∗(Lǫ) + Lǫ(L)L
∗(L∗ǫ ),
0 = L∗ǫ (L)L(Lǫ) + Lǫ(L)L(L
∗
ǫ ).
And since
li = ξk(li)ξk + ξk(l
i)ξk,
we have that
δij = lj(l
i) = ξk(li)lj(ξk) + ξk(l
i)lj(ξ
k),
0 = lj(li) = ξk(li)lj(ξk) + ξk(l
i)lj(ξk).
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In matrix form, that is,
I2n×2n = L
∗
ǫ(L
∗)L(Lǫ) + Lǫ(L
∗)L(L∗ǫ ),
0 = L∗ǫ(L
∗)L∗(Lǫ) + Lǫ(L
∗)L∗(L∗ǫ).
Combine the above, we have that
(
L(L∗ǫ ) L
∗(L∗ǫ )
L(Lǫ) L
∗(Lǫ)
)(
Lǫ(L
∗) L∗ǫ (L
∗)
Lǫ(L) L
∗
ǫ (L)
)
= I4n×4n,(
Lǫ(L
∗) L∗ǫ (L
∗)
Lǫ(L) L
∗
ǫ (L)
)(
L(L∗ǫ ) L
∗(L∗ǫ )
L(Lǫ) L
∗(Lǫ)
)
= I4n×4n.
Thus,
(
L(L∗ǫ ) L
∗(L∗ǫ)
L(Lǫ) L
∗(Lǫ)
)−1
=
(
Lǫ(L
∗) L∗ǫ (L
∗)
Lǫ(L) L
∗
ǫ(L)
)
.
Since
(
I2n×2n 0
−L(Lǫ)L(L
∗
ǫ )
−1 I2n×2n)
)(
L(L∗ǫ ) L
∗(L∗ǫ )
L(Lǫ) L
∗(Lǫ)
)
=
(
L(L∗ǫ ) L
∗(L∗ǫ )
0 L∗(Lǫ)− L(Lǫ)L(L
∗
ǫ )
−1L∗(L∗ǫ )
)
,
by using the following lemma:
Lemma 2.18.
(
A C
0 B
)−1
=
(
A−1 −A−1CB−1
0 B−1
)
and Formula 2.4, 2.5, we get that
(
Lǫ(L
∗) L∗ǫ(L
∗)
Lǫ(L) L
∗
ǫ (L)
)
=
(
L(L∗ǫ ) L
∗(L∗ǫ)
0 L∗(Lǫ)− L(Lǫ)L(L
∗
ǫ )
−1L∗(L∗ǫ )
)−1(
I2n×2n 0
−L(Lǫ)L(L
∗
ǫ )
−1 I2n×2n
)
=
(
L(L∗ǫ )
−1 −L(L∗ǫ )
−1L∗(L∗ǫ )(1− [ǫ][ǫ
∗])−1L∗(Lǫ)
−1
0 (1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
)(
I2n×2n 0
−L(Lǫ)L(L
∗
ǫ )
−1 I2n×2n
)
=
(
L(L∗ǫ )
−1 −[ǫ∗](1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
0 (1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
)(
I2n×2n 0
−L(Lǫ)L(L
∗
ǫ )
−1 I2n×2n
)
=
(
(1 + [ǫ∗](1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1L(Lǫ))L(L
∗
ǫ )
−1 −[ǫ∗](1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
−(1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1L(Lǫ)L(L
∗
ǫ )
−1 (1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
)
=
(
(1− [ǫ∗][ǫ])−1L(L∗ǫ )
−1 −[ǫ∗](1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
−(1− [ǫ][ǫ∗])−1[ǫ]L(L∗ǫ )
−1 (1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1
)
.
12
The last equivalence since
1 + [ǫ∗](1− [ǫ][ǫ∗])−1L∗(Lǫ)
−1L(Lǫ)
= 1 + [ǫ∗](1− [ǫ][ǫ∗])−1[ǫ] = (1− [ǫ∗][ǫ])−1
⇔ 1 = (1 + [ǫ∗](1− [ǫ][ǫ∗])−1[ǫ])(1− [ǫ∗][ǫ])
= 1 + [ǫ∗](1− [ǫ][ǫ∗])−1[ǫ]− [ǫ∗][ǫ]− [ǫ∗](1− [ǫ][ǫ∗])−1[ǫ][ǫ∗][ǫ]
⇔ 0 = [ǫ∗](1− [ǫ][ǫ∗])−1[ǫ]− [ǫ∗][ǫ]− [ǫ∗](1− [ǫ][ǫ∗])−1[ǫ][ǫ∗][ǫ]
⇔ 1 = (1− [ǫ][ǫ∗])−1 − (1− [ǫ][ǫ∗])−1[ǫ][ǫ∗]
⇔ 1 = (1− [ǫ][ǫ∗])−1(1− [ǫ][ǫ∗]).

Remark 2.19.
(1− [ǫ][ǫ∗])−1[ǫ] = [ǫ](1− [ǫ∗][ǫ])−1
always holds since it is equivalent to
(1− [ǫ][ǫ∗])[ǫ] = [ǫ](1− [ǫ∗][ǫ]) = [ǫ]− [ǫ][ǫ∗][ǫ].
Example 2.20. If X is a compact complex manifold and we assume that dimCX = 1
for convenience. Then we have the basis
L : {dz,
∂
∂z¯
}, Lǫ : {dζ,
∂
∂ζ¯
};
L : {
∂
∂z
, dz¯}, Lǫ : {
∂
∂ζ
, dζ¯}.
Then
dζ = ζzdz + (ζ)z¯dz¯
=
∂
∂z
(dζ)dz +
∂
∂z¯
(dζ)dz¯,
∂
∂ζ
= zζ
∂
∂z
+ (z¯)ζ
∂
∂z¯
= dz(
∂
∂ζ
)
∂
∂z
+ dz¯(
∂
∂ζ
)
∂
∂z¯
.
Thus
ζz =
∂
∂z
(dζ), (ζ)z¯ =
∂
∂z¯
(dζ),
zζ = dz(
∂
∂ζ
), (z¯)ζ = dz¯(
∂
∂ζ
).
(
L(L∗ǫ ) L
∗(L∗ǫ )
L(Lǫ) L
∗(Lǫ)
)−1
=


zζ 0 0 (z¯)ζ
0 (ζ¯)z¯ (ζ¯)z 0
0 (ζ)z¯ ζz 0
(z)ζ¯ 0 0 (z¯)ζ¯


−1
=


ζz 0 0 (ζ¯)z
0 (z¯)ζ¯ (z¯)ζ 0
0 (z)ζ¯ zζ 0
(ζ)z¯ 0 0 (ζ¯)z¯


=
(
Lǫ(L
∗) L∗ǫ (L
∗)
Lǫ(L) L
∗
ǫ (L)
)
.
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Proposition 2.21.
ξi = l
q(ξi)(1 + ǫ)(lq),
ξi = lq(ξ
i)(1 + ǫ∗)(lq).
Proof. By Formula 2.3, we have that
ξi = lp(ξi)l
p + lq(ξi)lq
= ǫpql
q(ξi)l
p + lq(ξi)lq
= lq(ξi)(ǫpql
p + lq)
= lq(ξi)(1 + ǫ)(lq).
And the second formula is the duality of the first one.

Finally , we list the following lemma which will be used later.
Lemma 2.22 ([29]). Let ǫ ∈ ∧2L∗ be an integrable generalized Beltrami differentials, that
is, dLǫ =
1
2
[ǫ, ǫ]. For any σ ∈ ∧•T ∗X , we have that
e−ǫ · d ◦ eǫ · σ = (d+ [∂, ǫ·]) ◦ σ,
where [∂, ǫ·] := ∂ ◦ ǫ · −ǫ · ∂ ◦ .
2.4. ∂∂-Lemma. In this subsection, we discuss some propositions about ∂∂-lemma on
X .
Definition 2.23 (∂∂-Lemma). We say (X, J) satisfies the ∂∂-Lemma if
Im(∂) ∩Ker(∂) = Im(∂) ∩Ker(∂) = Im(∂∂).
Now we give some weaker definitions:
Definition 2.24. If for any ∂ϕ ∈ Uk(X) with ∂∂ϕ = 0, the equation
∂σ = ∂ϕ
has a solution σ ∈ Uk−1(X) (a ∂ -exact solution σ := ∂σ1 ∈ U
k−1(X)), we denote as
X ∈ Sk (X ∈ Bk); similarly, if for any ϕ ∈ Uk+1(X) with ∂ϕ = 0, the equation
∂σ = ∂ϕ
has a solution σ ∈ Uk−1(X) (a ∂ -exact solution σ := ∂σ1 ∈ U
k−1(X)), we denote as
X ∈ Sk (X ∈ Bk).
Thus, we have the following relationship between the two definitions above:
Lemma 2.25. If X satisfies ∂∂-lemma, we have that X ∈ Bk for any −n ≤ k ≤ n.
Now , we give the following lemmas which will be used in the paper later.
Proposition 2.26. Let (X,G) be a compact generalized Hermitian manifold. If the ∂∂-
equation
∂∂x = y(2.6)
has a solution, then x = (∂∂)∗GBCy is also a solution which has the minimum L
2-norm
with respect to the Born-Infeld inner product definite by Formula 2.2.
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Proof. Let x be a solution of Equation 2.6. We can decomposition x by
x = x1 + x2 + x3,
where x1 ∈ Ker∆A, x2 ∈ Im∂ + Im∂, x3 ∈ Im(∂∂)
∗.
Then
∂∂x1 = 0, ∂∂x2 = 0, ∂∂x = ∂∂x3 = y.
Also, since x3 ∈ Im(∂∂)
∗, we have that
∂∗x3 = ∂
∗
x3 = 0, .
Then
(∂∂)∗y = (∂∂)∗(∂∂)x3 = ∆Ax3,
GA(∂∂)
∗y = GA∆Ax3 = x3. (x3 ∈ Im(∂∂)
∗)
Thus
x3 = GA(∂∂)
∗y
= (∂∂)∗GBCy.
Also, for any solution x, we have that
||x||2 = ||x1||
2 + ||x2||
2 + ||x3||
2 ≥ ||x3||
2 = ||(∂∂)∗GBCy||
2.

Proposition 2.27. Let (X,G) be a compact generalized Hermitian manifold and assume
that X ∈ Bk−1. For any [σ] ∈ Hk
∂
(X). Choose a representation of [σ] and we still denote
it as σ ∈ Hk
∂
(X). Then there exists some βσ ∈ U
k−1(X), such that γσ := σ + ∂βσ is also
a representation of [σ] with dγσ = 0.
Proof. If γσ exists, we can get that there exists some βσ ∈ U
k−1(X) such that
γσ = σ + ∂βσ.
Thus,
0 = ∂γσ (dγσ = 0)
= ∂σ + ∂∂βσ.
That is
∂σ = −∂∂βσ.
So by the assumption that X ∈ Bk−1 and Proposition 2.26 above, we can get a solution
βσ = −(∂∂)
∗GBC∂σ ∈ U
k−1(X) and γσ = σ + ∂βσ is desired. 
3. Criterion for holomorphism
Let π : X → ∆ ⊂ C1 be a smooth family of generalized complex manifolds where the
centre manifold π−1(0) := X0 := X is a compact generalized Hermitian manifold. In this
section , we get a criterion formula for whether a differential form is holomorphic with
respect to the new generalized complex structure (Xǫ, Jǫ) induced by ǫ. The method
we use is parallel to that in [22]. We first define a map between ∧kL∗ · U−n(X) and
∧kL∗ǫ · U
−n(Xǫ).
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Definition 3.1.
E : ∧kL∗ · U−n(X) → ∧kL∗ǫ · U
−n(Xǫ),
σ 7→ E(σ)
where
σ :=
1
k!
σi1···ik l
i1 · · · · · lik · ρ0, l
iα ∈ L∗, ρ0 ∈ U
−n(X),
E(σ) :=
1
k!
σi1···ik(1 + ǫ
∗)(li1) · · · · · (1 + ǫ∗)(lik) · (eǫ · ρ0),
eǫ · ρ0 :=
∑
i≥0
1
i!
ǫi · ρ0, ǫ
i :=
i︷ ︸︸ ︷
ǫ · ǫ · · · · · ǫ· .
About eǫ and E , we have the following two propositions.
Proposition 3.2.
eǫ· : (L⊕ L∗) · ∧•T ∗X → ∧
•T ∗X ,
l · ρ 7→ eǫ · (l · ρ) = (1 + ǫ)(l) · (eǫ · ρ)
eǫ
∗
· : (L⊕ L∗) · ∧•T ∗X → ∧
•T ∗X .
l · ρ 7→ eǫ
∗
· (l · ρ) = (1 + ǫ∗)(l) · (eǫ
∗
· ρ)
Proof. Let ǫ := a · b ∈ ∧2L∗. By Formula 2.1, we have that
ǫ · l · ρ := a · b · l · ρ
= a · (b(l)ρ− l · b · ρ)
= b(l)a · ρ− a(l)b · ρ+ l · a · b · ρ
:= ǫ(l) · ρ+ l · ǫ · ρ.
Also, we have that ǫ(ǫ((L⊕ L∗)) = ǫ(ǫ(L)) ⊂ ǫ(L∗) = 0. So we have that
1
2!
ǫ2 · l · ρ =
1
2!
ǫ · (ǫ(l) · ρ+ l · ǫ · ρ)
=
1
2!
(ǫ(ǫ(l)) · ρ+ ǫ(l) · ǫ · ρ+ ǫ(l) · ǫ · ρ+ l · ǫ2 · ρ)
= ǫ(l) · ǫ · ρ+
1
2!
l · ǫ2 · ρ
By induction on k, if
1
k!
ǫk · l · ρ =
1
(k − 1)!
ǫ(l) · ǫk−1 · ρ+
1
k!
l · ǫk · ρ,
then
1
(k + 1)!
ǫk+1 · l · ρ =
1
k + 1
ǫ · (
1
(k − 1)!
ǫ(l) · ǫk−1 · ρ+
1
k!
l · ǫk · ρ),
=
1
(k − 1)!(k + 1)
ǫ(ǫ(l)) · ǫk−1 · ρ+
1
(k − 1)!(k + 1)
ǫ(l) · ǫk · ρ
+
1
(k + 1)!
l · ǫk+1 · ρ+
1
(k + 1)!
ǫ(l) · ǫk · ρ
=
1
(k + 1)!
l · ǫk+1 · ρ+
1
k!
ǫ(l) · ǫk · ρ.
16
Thus
eǫ · l · ρ = (1 + ǫ)(l) · (eǫ · ρ).
The proof of the second formula is similar to the first one.

Thus, by Proposition 3.2 above and ǫ(L∗) = ǫ∗(L) = 0, we have the following equivalent
definition of E :
E : ∧k(L⊕ L∗) · ∧•T ∗X → ∧
k(Lǫ ⊕ L
∗
ǫ ) · ∧
•T ∗Xǫ,
σ 7→ E(σ)
where
σ :=
1
k!
σi1···ik(l
i1 + li1) · · · · · (l
ik + lik) · ρ1, liα ∈ L, l
iα ∈ L∗, ρ1 ∈ ∧
•T ∗X ,
E(σ) :=
1
k!
σi1···ik(1 + ǫ+ ǫ
∗)(li1 + li1) · · · · · (1 + ǫ+ ǫ
∗)(lik + lik) · e
ǫ+ǫ∗ · ρ1.
Proposition 3.3. eǫ·, E are isomorphism.
Proof.
e−ǫ · eǫ· = (
∞∑
i=0
1
i!
(−ǫ)i) · (
∞∑
j=0
1
j!
(ǫ)j) ·
=
∞∑
p=0
∑
i+j=p
1
i!
1
j!
(−ǫ)i · (ǫ)j ·
= 1 +
∞∑
p=1
p∑
i=0
1
i!
1
(p− i)!
(−1)i(ǫ)p ·
= 1.
The last equivalence since
1
p!
−
1
(p− 1)!
1
1!
+
1
(p− 2)!
1
2!
− · · ·+ (−1)p
1
p!
=
1
p!
(Cpp − C
p−1
p + C
p−2
p − · · ·+ (−1)
pC0p ) = 0.
Assuming that {l1, · · · , l2n} is a basis of L∗ and {ρ0} is a basis of U
−n(X), we have that
{(1 + ǫ∗)l1, · · · , (1 + ǫ∗)l2n} is a basis of L∗ǫ and {e
ǫρ0} is a basis of U
−n(Xǫ). Then for
any σ ∈ Uk(Xǫ), σ can be locally represented as σ =
1
k!
σi1···ik(1+ ǫ
∗)li1 ˙· · · · (1+ ǫ∗)lik ·eǫρ0.
We define E−1 by
E−1 : ∧kL∗ǫ · U
−n(Xǫ) → ∧
kL∗ · U−n(X),
σ 7→ E−1(σ)
where
σ :=
1
k!
σi1···ik(1 + ǫ
∗)li1 ˙· · · · (1 + ǫ∗)lik · eǫρ0,
E−1(σ) :=
1
k!
σi1···ik(1− ǫ
∗)(1 + ǫ∗)li1 ˙· · · · (1− ǫ∗)(1 + ǫ∗)lik · e−ǫ · eǫρ0.
And we have that E−1 ◦ E = 1. Similarly, we have that eǫ · e−ǫ· = E ◦ E−1◦ = 1.

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Now we introduce the following three propositions which will be used in computation
of the criterion formula.
Proposition 3.4.
e−ǫ · E(σ) = (1 + ǫ∗ − ǫǫ∗)(σ),
where for any σ := 1
k!
σi1···ik l
i1 · · · · · lik · ρ0,
(1 + ǫ∗ − ǫǫ∗)σ := (1 + ǫ∗ − ǫǫ∗)(
1
k!
σi1···ik l
i1 · · · · · lik · ρ0)
:=
1
k!
σi1···ik(1 + ǫ
∗ − ǫǫ∗)(li1) · · · · · (1 + ǫ∗ − ǫǫ∗)(lik) · ρ0
=
1
k!
σi1···ik(1 + ǫ
∗ − ǫǫ∗)(li1) · · · · · (1 + ǫ∗ − ǫǫ∗)(lik) · eǫ
∗−ǫǫ∗ · ρ0.
Here we use the fact that ǫ∗ · U−n(X) = 0.
Proof. The proof follows from straightforward computation. For any σ := 1
k!
σi1···ik l
i1 · · · · ·
lik · ρ0, by Proposition 3.2 above, we have that
e−ǫ · E(σ) = e−ǫ · E(
1
k!
σi1···ik l
i1 · · · · · lik · ρ0)
=
1
k!
σi1···ike
−ǫ · (1 + ǫ∗)(li1) · · · · · (1 + ǫ∗)(lik) · (eǫ · ρ0)
=
1
k!
σi1···ik(1− ǫ)((1 + ǫ
∗)(li1)) · · · · · (1− ǫ)((1 + ǫ∗)(lik)) · e−ǫ · (eǫ · ρ0)
=
1
k!
σi1···ik(1− ǫ+ ǫ
∗ − ǫǫ∗)(li1) · · · · · (1− ǫ+ ǫ∗ − ǫǫ∗)(lik) · ρ0
=
1
k!
σi1···ik(1 + ǫ
∗ − ǫǫ∗)(li1) · · · · · (1 + ǫ∗ − ǫǫ∗)(lik) · ρ0.
The last equality holds since ǫ(L∗) = 0. 
Proposition 3.5. Assume that ||ǫ||L∞ < 1, we have that
E−1 ◦ eǫ(σ) = (−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)(σ).
Proof. Since
ǫǫ∗(lk) := ǫ(ǫqklq)
= ǫqkǫpqǫ
p,
we have that
ǫǫ∗

 l1· · ·
l2n

 := [ǫ∗][ǫ]

 l1· · ·
l2n

 .
Similarly,
ǫ∗ǫǫ∗

 l1· · ·
l2n

 := [ǫ∗][ǫ][ǫ∗]

 l1· · ·
l2n

 .
Since
lp = ξi(lp)ξi + ξi(l
p)ξi,
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by the assumption that ||ǫ||L∞ < 1, Proposition 3.2, Proposition 2.17 and Proposition
2.21, we have that

 l1· · ·
l2n

 =

 ξ1(l1) · · · ξ2n(l1)· · · · · · · · ·
ξ1(l2n) · · · ξ2n(l2n)



 ξ1· · ·
ξ2n

+

 ξ1(l1) · · · ξ2n(l1)· · · · · · · · ·
ξ1(l
2n) · · · ξ2n(l
2n)



 ξ1· · ·
ξ2n


=

 ξ1(l1) · · · ξ2n(l1)· · · · · · · · ·
ξ1(l2n) · · · ξ2n(l2n)



 l1(ξ1) · · · l2n(ξ1)· · · · · · · · ·
l1(ξ2n) · · · l
2n(ξ2n)

 (1 + ǫ)

 l1· · ·
l2n


+

 ξ1(l1) · · · ξ2n(l1)· · · · · · · · ·
ξ1(j
2n) · · · ξ2n(l
2n)



 l1(ξ1) · · · l2n(ξ1)· · · · · · · · ·
l1(ξ
2n) · · · l2n(ξ
2n)

 (1 + ǫ∗)

 l1· · ·
l2n


= L∗ǫ(L
∗)L∗(Lǫ)(1 + ǫ)

 l1· · ·
l2n

+ Lǫ(L∗)L(L∗ǫ )(1 + ǫ∗)

 l1· · ·
l2n


= (−[ǫ∗](1− [ǫ][ǫ∗])−1)(1 + ǫ)

 l1· · ·
l2n

 + (1− [ǫ∗][ǫ])−1(1 + ǫ∗)

 l1· · ·
l2n


= (1 + ǫ)(−[ǫ∗](1− [ǫ][ǫ∗])−1)

 l1· · ·
l2n

 + (1 + ǫ∗)(1− [ǫ∗][ǫ])−1

 l1· · ·
l2n


= (1 + ǫ)(−[ǫ∗]
∑
i≥0
([ǫ][ǫ∗])i)

 l1· · ·
l2n

 + (1 + ǫ∗)(∑
i≥0
([ǫ∗][ǫ])i)

 l1· · ·
l2n


= (1 + ǫ)(−
∑
i≥0
(ǫ∗ǫ)iǫ∗)

 l1· · ·
l2n

+ (1 + ǫ∗)(∑
i≥0
(ǫǫ∗)i)

 l1· · ·
l2n


= (1 + ǫ)(−(1 − ǫ∗ǫ)−1ǫ∗)

 l1· · ·
l2n

+ (1 + ǫ∗)(1− ǫǫ∗)−1

 l1· · ·
l2n


= (1 + ǫ+ ǫ∗)(−(1− ǫ∗ǫ)−1ǫ∗ + (1− ǫǫ∗)−1)

 l1· · ·
l2n


= (1 + ǫ+ ǫ∗)(−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)

 l1· · ·
l2n

 .
Thus, for any σ := 1
k!
σi1···ik l
i1 · · · · · lik · ρ0, we have that
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E−1 ◦ eǫ · σ := E−1 ◦ eǫ · (
1
k!
σi1···ik l
i1 · · · · · lik · ρ0)
= E−1 ◦ (
1
k!
σi1···ik l
i1 · · · · · lik · (eǫ · ρ0)) (since ǫ(L
∗) = 0)
=
1
k!
σi1···ikE
−1(li1 · · · · · lik · eǫ · ρ0)
=
1
k!
σi1···ik(−ǫ
∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)(li1) ·
· · · · (−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)(lik) · ρ0

Theorem 3.6. Assume that ||ǫ||L∞ < 1, we have that
d ◦ E = E ◦ (−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)((d+ [∂, ǫ·]) ◦ (1 + ǫ∗ − ǫǫ∗)(σ)).
Proof. By Proposition 3.4 and Proposition 3.5, we have that
d ◦ E(σ) = d ◦ eǫ · e−ǫ · E(σ)
= eǫ · (d+ [∂, ǫ·]) ◦ e−ǫ · E(σ) (since Lemma 2.22)
= E ◦ E−1 ◦ eǫ · (d+ [∂, ǫ·]) ◦ e−ǫ · E(σ)
= E ◦ (−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)(d+ [∂, ǫ·]) ◦ (1 + ǫ∗ − ǫǫ∗)(σ).

Now, we get the criterion formula for whether a differential form is holomorphic with
respect to the generalized complex structure Jǫ induced by ǫ.
Theorem 3.7. Assume that ||ǫ||L∞ < 1, we have that
∂t(E(σ)) = 0⇔ ([∂, ǫ·] + ∂) ◦ (1− ǫǫ
∗)(σ) = 0,
where ∂t is the ∂-operator on Xǫ := Xǫ(t).
Proof. By definition, we have that
∂ : Uk(X)→ Uk−1(X),
∂ + [∂, ǫ·] : Uk(X)→ Uk+1(X),
(1 + ǫ∗ − ǫǫ∗) : Uk(X)→ ⊕p≥0U
k−2p(X),
−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1 : Uk(X)→ ⊕p≥0U
k−2p(X).
Here for any σ := 1
k!
σi1···ik l
i1 · · · · · lik · ρ0,
ǫ∗(σ) :=
1
k!
σi1···ikǫ
∗(li1) · · · · · ǫ∗(lik) · eǫ
∗
· ρ0.
And similar to (1− ǫǫ∗)−1, (1− ǫǫ∗), −ǫ∗(1− ǫǫ∗)−1.
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Then, by Proposition 3.3, Proposition 3.7 above and comparing the type of the differ-
ential form, for any σ ∈ Uk(X), we have that
∂t ◦ E(σ)
:= d ◦ E(σ) |Uk+1(Xǫ(t))
= E ◦ ((−ǫ∗(1− ǫǫ∗)−1 + (1− ǫǫ∗)−1)((d+ [∂, ǫ·]) ◦ (1 + ǫ∗ − ǫǫ∗)(σ)) |Uk+1(X))
= E ◦ ((1− ǫǫ∗)−1)(∂ + [∂, ǫ·]) ◦ (1− ǫǫ∗)(σ).
Since the assumption that ||ǫ||L∞ < 1, we have that E ◦ ((1 − ǫǫ
∗)−1) is invertible and
thus
∂t ◦ E(σ) = 0
⇔ (∂ + [∂, ǫ·]) ◦ (1− ǫǫ∗)(σ) = 0.

4. Locally extensions
In this section , we get the following local extensions of ∂-closed forms on a smooth
family π : X → ∆ ⊂ C1 of compact generalized Hermitian manifolds. The method we
used is parallel to that in [22] which originally came from [28, 27, 5, 15, 25, 26, 31, 32,
21, 17]. This is also an extension of local extensions of canonical forms in [30].
Theorem 4.1. Let (X,G) be a compact Hermitian generalized complex manifold. Assume
that X ∈ Bk−1 ∩ Sk+1. Then for any σ00 ∈ H
k
∂
(X) (−n ≤ k ≤ n), we can choose
σt = σ00 +
∑
i,j≥1
tit¯jσij ∈ U
k(X),
such that E(σt) ∈ U
k(Xǫ(t)) and ∂t ◦ E(σt) = 0, where ∂t is the ∂-operator on Xǫ(t).
Proof. Step 1. We construct σt.
Set σ˜t := (1− ǫǫ
∗)(σt). By Theorem 3.7,
∂t(E(σt)) = 0 ⇔ ([∂, ǫ·] + ∂) ◦ (1− ǫǫ
∗)(σt) = 0
⇔ ([∂, ǫ·] + ∂) ◦ σ˜t = 0.
We resolve the equation as
∂(σ˜t) = 0,
∂(σ˜t) = −∂(ǫ(t) · σ˜t).
Substitute
ǫ(t) :=
∑
i+j≥1
tit¯jǫij ,
σt := σ00 +
∑
p+q≥1
tpt¯qσpq,
σ˜t := σ˜00 +
∑
p+q≥1
tpt¯qσ˜pq
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into the above formula and compare the coefficients of tpt¯q, we get that
∂σ˜pq = 0,(4.1)
∂σ˜pq = −
∑
i+j=p,k+l=q,i+k≥1
∂(ǫik · σ˜jl). (p+ q ≥ 1)(4.2)
Since
σ˜t := (1− ǫǫ
∗)(σt)
:= (1− (
∑
i+j≥1
tit¯jǫij)(
∑
k+l≥1
tkt¯lǫ∗kl))(σ00 +
∑
p+q≥1
tpt¯qσpq)
= σ00 +
∑
p+q≥1
tpt¯qσpq −
∑
i+j≥1,k+l≥1
ti+k t¯j+lǫijǫ
∗
kl(σ00)
−
∑
i+j≥1,k+l≥1,p+q≥1
ti+k+pt¯j+l+qǫijǫ
∗
kl(σpq),
we have that σ˜00 = σ00. By the assumption that X ∈ B
k−1 and Proposition 2.27, we have
that dσ˜00 = 0, and thus ∂σ˜00 = 0.
Now we construct σ˜pq (p+ q ≥ 1) by induction on p+ q. Since
∂∂(ǫ10 · σ˜00) = −∂∂(ǫ10 · σ˜00)
= −∂(dLǫ10 · σ˜00 + ǫ10 · ∂σ˜00)
= 0, (since ǫ10 ∈ H
2
∂
(X) := Ker∆dL ∩ ∧
2L∗)
∂∂(ǫ01 · σ˜00) = 0,
by the assumption that X ∈ Sk+1, we get that the equation
∂σ˜10 = −∂(ǫ10 · σ˜00)
has a solution σ˜110 = −∂
∗
G∂∂(ǫ10 · σ˜00).
To fulfill the equation ∂σ˜10 = 0, we need to find some σ˜
2
10, such that
∂(σ˜110 + ∂σ˜
2
10) = 0.
That is,
∂σ˜110 = −∂∂σ˜
2
10.
So by the assumption that X ∈ Bk−1 and Proposition 2.26, we have a solution σ˜210 =
−(∂∂)∗GBC∂σ˜
1
10, and thus σ˜10 := σ˜
1
10 + ∂σ˜
2
10 satisfies both Formula 4.1 and Formula 4.2.
In details, ∂σ˜10 := ∂σ˜
1
10 + ∂
2
σ˜210 = ∂σ˜
1
10 = −∂(ǫ10 · σ˜00). Similar, we can get σ˜01.
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If we have already got σ˜pq which satisfies both Formula 4.1 and 4.2, where p + q =
1, 2, · · · , N − 1. For p+ q = N, we have that
−∂∂(
∑
i+j=p,k+l=q,i+k≥1
ǫik · σ˜jl)
= ∂∂(
∑
i+j=p,k+l=q,i+k≥1
ǫik · σ˜jl)
= ∂(
∑
i+j=p,k+l=q,i+k≥1
dLǫik · σ˜jl + ǫik · ∂σ˜jl)
= ∂(
∑
r+m+j=p,s+n+l=q,r+s≥1,m+n≥1
1
2
[ǫrs, ǫmn] · σ˜jl
+
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂σ˜jl)
= ∂(
∑
r+m+j=p,s+n+l=q,r+s≥1,m+n≥1
1
2
[ǫrs, ǫmn] · σ˜jl
−
∑
i+r+m=p,k+s+n=q,i+k≥1,r+s≥1
ǫik · ∂ǫrsσ˜mn)
= ∂(
∑
r+m+j=p,s+n+l=q,r+s≥1,m+n≥1
1
2
(−∂(ǫrs · ǫmn · σ˜jl)
−ǫrs · ǫmn · ∂σ˜jl + ǫrs · ∂(ǫmn · σ˜jl) + ǫmn · ∂(ǫrs · σ˜jl))
−
∑
i+r+m=p,k+s+n=q,i+k≥1,r+s≥1
ǫik · ∂ǫrsσ˜mn)
= ∂(
∑
r+m+j=p,s+n+l=q,r+s≥1,m+n≥1
ǫrs · ∂(ǫmn · σ˜jl)
−
∑
i+r+m=p,k+s+n=q,i+k≥1,r+s≥1
ǫik · ∂(ǫrs · σ˜mn)
= 0.
The third equality holds since the integrable condition; the fourth equality holds since
the induction; the fifth equality holds since Lemma 2.9; and the sixth equality holds since
∂2 = 0 and ∂σ˜pq = 0 (p+ q ≤ N − 1).
So
∂σ˜pq = −
∑
i+j=p,k+l=q,i+k≥1
∂(ǫik · σ˜jl). (p+ q = N)
has a solution σ˜1pq = −∂
∗
G∂∂(
∑
i+j=p,k+l=q,i+k≥1 ǫik · σ˜jl). And we can also find σ˜
2
pq =
−(∂∂)∗GBC∂σ˜
1
pq, such that σ˜pq := σ˜
1
pq + ∂σ˜
2
pq satisfies both Formula 4.1 and Formula 4.2
by using the same way as that in finding σ˜210.
Step 2. We give the regularity of σ˜t by using the elliptic estimates which is similar to
that in Section 8 in Appendix in [12], Proposition 3.14 in [22], or, Proposition 3.15 in
[21].
For the power series a(|t|) :=
∑∞
m=1 am|t|
m, b(|t|) :=
∑∞
m=1 bm|t|
m with real positive
coefficients, if am ≤ bm for any m ∈ N , we denote it as a(|t|) ≪ b(|t|). Consider an
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important power series
A(|t|) :=
β
16γ
∞∑
m=1
γm
m2
|t|m :=
∞∑
m=1
Am|t|
m,
where β, γ are positive constant. This power series converges for |t| < 1
γ
and has the
following property:
(A(|t|))2 ≪
β
γ
A(|t|).
First, we prove that ||σ˜t||k+α ≪ A(t), where || · ||k+α is the Ho¨lder norms. By X is
compact, Lemma 6 in [14] and Proposition 7.4 in [12], for any differential form σ , we
have that
||∂σ||k+α ≤ C1||σ||k+1+α,
||∂σ||k+α ≤ C2||σ||k+1+α,
||∂∗σ||k+α ≤ C3||σ||k+1+α,
||∂
∗
σ||k+α ≤ C4||σ||k+1+α,
||G∂σ||k+α ≤ C5||σ||k−2+α,
||GBCσ||k+α ≤ C6||σ||k−4+α,
where Ci (1 ≤ i ≤ 6) are positive constants which is only depend on k, α and is indepen-
dent of the choice of σ.
We have already known that ||ǫ(|t|)||k+α ≪ A(|t|), where ǫ(t) is Beltrami differen-
tials(Section 4 in [6], or Theorem 5 in [14]). If we choose β := 16(||σ˜10||k+α + ||σ˜01||k+α),
we have that (||σ˜10||k+α + ||σ˜01||k+α)|t| ≪ A(|t|). By induction on i = p+ q,
if
∑N−1
i=0 (
∑
p+q=i ||σ˜pq||k+α)|t|
i ≪ A(|t|), we have that there exists positive constants
Ck,α, Kk,α which only depend on k, α such that
(
∑
p+q=N
||σ˜pq||k+α)|t|
N
≤ (
∑
p+q=N
∑
i+k=p,j+l=q,i+j≥1
||∂
∗
G∂∂(ǫij σ˜kl)||k+α + ||∂∂
∗
∂∗GBC∂(ǫij σ˜kl)||k+α)|t|
N
≤ Ck,α(
∑
p+q=N
∑
i+k=p,j+l=q,i+j≥1
||ǫij σ˜kl||k+α)|t|
N
≤ Kk,α
∑
i+r+j+s=N,i+j≥1
||ǫij||k+α||σ˜rs||k+α|t|
N (Lemma 8.1 on Page 455 in [12])
≪ Kk,α(A(|t|))
2 ≤
Kk,αβ
γ
A(|t|).
Hence putting γ = Kk,αβ, we obtain that∑
p+q=N
||σ˜pq||k+α|t|
N ≪ A(|t|).
Then we have that
||σ˜||k+α ≪ A(|t|).
Now, we prove that σ˜t is a real analytic family of forms in t. By the proof above, we
have that
σ˜t = −∂
∗
G∂∂(ǫσ˜t) + ∂∂
∗
∂∗GBC∂(ǫσ˜t) + σ˜00.
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Take ∆∂ on both sides, we have that
∆∂ σ˜t = −∆∂∂
∗
G∂∂(ǫσ˜t) + ∆∂∂∂
∗
∂∗GBC∂(ǫσ˜t) + ∆∂σ˜00
= −∂
∗
∂(ǫσ˜t) + ∂∂
∗
∂∂
∗
∂∗GBC∂(ǫσ˜t) + ∂∂
∗
σ˜00.
Now, for each l ∈ N, we choose a smooth function ηl(t), such that
ηl(t) = {
1, |t| ≤ (1
2
+ 1
2l+1
)r;
0, |t| ≥ (1
2
+ 1
2l
)r.
We also choose a partition {pα} of a covering {Uα}
N
α=1 on X . That is, for any x ∈
X,
∑N
α=1 pα(x) = 1, and supp pα ⊂ Uα. Set
plα(x, t) := pα(x)η
l(t).
We first prove that p3ασ˜t is C
k+1+α. Let △hi be the difference quotient which is defined
on Page 367 in [12]. We have that
∆∂△
h
i p
3
ασ˜t = (∆∂△
h
i p
3
ασ˜t −△
h
i∆∂p
3
ασ˜t) + (△
h
i∆∂p
3
ασ˜t −△
h
i p
3
α∆∂σ˜t) +△
h
i p
3
α∆∂ σ˜t
= △hi p
3
α(−∂
∗
∂(ǫσ˜t) + ∂∂
∗
∂∂
∗
∂∗GBC∂(ǫσ˜t) + ∂∂
∗
σ˜00)
(∆∂△
h
i p
3
ασ˜t −△
h
i∆∂p
3
ασ˜t) + (△
h
i∆∂p
3
ασ˜t −△
h
i p
3
α∆∂σ˜t)
:= F 1.
Since ∆∂ is an operator of diagonal type in the principle part which satisfies the as-
sumption in Theorem 2.3 on Page 417 in [12], we have the estimate
||△hi p
3
ασ˜t||k+α ≤ Ck(||∆∂△
h
i p
3
ασ˜t||k−2+α + ||△
h
i p
3
ασ˜t||0)
= Ck(||F
1||k−2+α + ||△
h
i p
3
ασ˜t||0),
where Ck is a positive constant which only depend on k, α.
Now we make an estimate of F 1.
||F 1||k−2+α ≤ ||△
h
i p
3
α∂
∗
∂(ǫσ˜t)||k−2+α + ||△
h
i p
3
α∂∂
∗
∂∂
∗
∂∗GBC∂(ǫσ˜t)||k−2+α
+||△hi p
3
α∂∂
∗
σ˜00||k−2+α + ||lower-order terms of σ˜t||k−2+α
Applying Lemma 8.1, Lemma 8.2 on Page 455 in [12], we get that there exists some
positive constant Li, L
′
i(1 ≤ i ≤ 4) which only depend on k, α such that
||△hi p
3
α∂
∗
∂(ǫσ˜t)||k−2+α ≤ L1||p
1
αǫ||0||△
h
i p
3
ασ˜t||k+α + L
′
1||p
1
αǫ||k+α||p
3
ασ˜t||k+α,
||△hi p
3
α∂∂
∗
∂∂
∗
∂∗GBC∂(ǫσ˜t)||k−2+α ≤ L2||p
1
αǫ||0||△
h
i p
3
ασ˜t||k+α + L
′
2||p
1
αǫ||k+α||p
3
ασ˜t||k+α,
||△hi p
3
α∂∂
∗
σ˜00||k−2+α ≤ L3||σ˜00||k+1+α,
||lower-order terms of σ˜t||k−2+α ≤ L
′
4||p
1
αǫ||k+α||p
3
ασ˜t||k+α.
Then we have that there exists some positive constant M0,Mk which only depend on
k, α such that
||F 1||k+α ≤ M0A(r)||△
h
i p
3
ασ˜t||k+α +Mk||p
1
αǫ||k+α||p
3
ασ˜t||k+α +Mk||σ˜00||k+1+α
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Thus,
||△hi p
3
ασ˜t||k+α ≤ CkM0A(r)||△
h
i p
3
ασ˜t||k+α + CkMk||p
1
αǫ||k+α||p
3
ασ˜t||k+α + Ck||p
3
ασ˜t||1
+CkMk||σ˜00||k+1+α
We choose a sufficient small r which only depend on k, α so that
M0CkA(r) <
1
2
holds. Then we obtain that
||△hi p
3
ασ˜t||k+α ≤ 2CkMk||p
1
αǫ||k+α||p
3
ασ˜t||k+α + 2Ck||p
3
ασ˜t||1
+2CkMk||σ˜00||k+1+α
Since σ˜t is C
k+α and σ˜00 is C
∞, the right side of the above formula is bounded. So by
Lemma 8.2(iii) on Page 455 in [12], we have that p3ασ˜t is C
k+1+α.
Now, we shall prove that p5ασ˜t is C
k+2+α. Denote Dj as
∂
∂zj
or ∂
∂zj
. We have that
∆∂△
h
iDjp
5
ασ˜t = (∆∂△
h
iDjp
5
ασ˜t −△
h
i∆∂Djp
5
ασ˜t) + (△
h
i∆∂Djp
5
ασ˜t −△
h
iDj∆∂p
5
ασ˜t)
+(△hiDj∆∂p
5
ασ˜t −△
h
iDjp
5
α∆∂σ˜t) +△
h
iDjp
5
α∆∂σ˜t
= △hiDjp
5
α(−∂
∗
∂(ǫσ˜t) + ∂∂
∗
∂∂
∗
∂∗GBC∂(ǫσ˜t) + ∂∂
∗
σ˜00)
+(∆∂△
h
iDjp
5
ασ˜t −△
h
i∆∂Djp
5
ασ˜t) + (△
h
i∆∂Djp
5
ασ˜t −△
h
iDj∆∂p
5
ασ˜t)
+(△hiDj∆∂p
5
ασ˜t −△
h
iDjp
5
α∆∂σ˜t)
= △hi (−∂
∗
∂Djp
5
α(ǫσ˜t) + ∂∂
∗
∂∂
∗
∂∗GBC∂Djp
5
α(ǫσ˜t)) +△
h
iDjp
5
α∂∂
∗
σ˜00
+lower-order terms of σ˜t
:= F 2.
Since ∆∂ is an operator of diagonal type in the principle part which satisfies the as-
sumption in Theorem 2.3 on Page 417 in [12], we have the estimate
||△hiDjp
5
ασ˜t||k+α ≤ Ck(||∆∂△
h
iDjp
5
ασ˜t||k−2+α + ||△
h
iDjp
5
ασ˜t||0)
= Ck(||F
2||k−2+α + ||△
h
iDjp
5
ασ˜t||0),
where Ck is the same positive constant as that above which only depend on k, α.
Now we make an estimate of F 2.
||F 2||k−2+α ≤ ||△
h
i ∂
∗
∂Djp
5
α(ǫσ˜t)||k−2+α + ||△
h
i ∂∂
∗
∂∂
∗
∂∗GBC∂Djp
5
α(ǫσ˜t)||k−2+α
+||△hiDjp
5
α∂∂
∗
σ˜00||k−2+α + ||lower-order terms of σ˜t||k−2+α
Applying Lemma 8.1, Lemma 8.2 on Page 455 in [12], we get that there exists some
positive constant Li, L
′
i(1 ≤ i ≤ 4) which is only depend on k + 1, α such that
||△hiDjp
5
α∂
∗
∂(ǫσ˜t)||k−2+α ≤ L1||p
3
αǫ||0||△
h
iDjp
5
ασ˜t||k+α + L
′
1||p
3
αǫ||k+1+α||p
5
ασ˜t||k+1+α
||△hi ∂∂
∗
∂∂
∗
∂∗GBC∂Djp
5
α(ǫσ˜t)||k−2+α ≤ L2||p
3
αǫ||0||△
h
iDjp
5
ασ˜t||k+1+α + L
′
2||p
3
αǫ||k+1+α||p
5
ασ˜t||k+1+α
||△hiDjp
5
α∂∂
∗
σ˜00||k−2+α ≤ L3||σ˜00||k+2+α
||lower-order terms of σ˜t||k−2+α ≤ L
′
4||p
3
αǫ||k+1+α||p
5
ασ˜t||k+1+α
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Then we have that there exists some positive constant Mk+1 which is only depend on
k + 1, α and the same M0 as that above such that
||F 2||k+α ≤ M0A(r)||△
h
iDjp
5
ασ˜t||k+α +Mk+1||p
3
αǫ||k+1+α||p
5
ασ˜t||k+1+α +Mk+1||σ˜00||k+2+α
Thus,
||△hiDjp
5
ασ˜t||k+α ≤ CkM0A(r)||△
h
iDjp
5
ασ˜t||k+α + CkMk+1||p
3
αǫ||k+1+α||p
5
ασ˜t||k+1+α
+Ck||p
5
ασ˜t||2 + CkMk+1||σ˜00||k+2+α
We choose a sufficient small r so that
M0CkA(r) <
1
2
.
holds. Then we obtain that
||△hiDjp
5
ασ˜t||k+α ≤ 2CkMk+1||p
3
αǫ||k+1+α||p
5
ασ˜t||k+1+α + 2Ck||p
5
ασ˜t||2
+2CkMk+1||σ˜00||k+2+α
Since p3ασ˜t is C
k+1+α and σ˜00 is C
∞, the right side of the above formula is bounded.
So by Lemma 8.2(iii) on Page 455 in [12], we have that p5ασ˜t is C
k+2+α.
Similarly, we can prove that p2l+1α σ˜t is C
k+l+α, for any l ∈ N where r can be chosen
such that it is only depend on k, α and is independent of l. Since p2l+1α = 1 on |t| ≤
r
2
, σ˜t
is C∞ on X with |t| ≤ r
2
. Then σ˜t can be considered as a real analytic family of forms in
t and thus it is smooth on t.

Next, we discuss the locally extensions form in a special case.
Theorem 4.2. Let (X,G) be a compact Hermitian generalized complex manifold. If
Hk+1
∂
(X) = 0, we can also construct σt as that in Theorem 4.1, such that E(σt) ∈
Uk(Xǫ(t)) and ∂t ◦ E(σt) = 0, where ∂t is the ∂-operator on Xǫ(t).
Proof. We also construct σt.
Set σ˜t := (1− ǫǫ
∗)(σt). By Theorem 3.7,
∂t(E(σt)) = 0 ⇔ ([∂, ǫ·] + ∂) ◦ (1− ǫǫ
∗)(σt) = 0
⇔ ([∂, ǫ·] + ∂) ◦ σ˜t = 0.
Substitute
ǫ(t) :=
∑
i+j≥1
tit¯jǫij ,
σt := σ00 +
∑
p+q≥1
tpt¯qσpq,
σ˜t := σ˜00 +
∑
p+q≥1
tpt¯qσ˜pq
into the above formula and compare the coefficients of tpt¯q, we get that
∂σ˜pq = −
∑
i+j=p,k+l=q,i+k≥1
∂(ǫik · σ˜jl) +
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂σ˜jl. (p+ q ≥ 1)(4.3)
By Proposition 2.27, we have that
dσ˜00 = 0.
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Set
η˜pq := −
∑
i+j=p,k+l=q,i+k≥1
∂(ǫik · σ˜jl),
τ˜pq := η˜pq +
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂σ˜jl.
Now we construct σ˜pq (p+ q ≥ 1) by induction on p+ q.
Since
∂τ˜10 = ∂(−∂(ǫ10 · σ˜00) + ǫ10 · ∂σ˜00)
= ∂∂(ǫ10 · σ˜00) + ∂(ǫ10 · ∂σ˜00)
= ∂(dLǫ10 · σ˜00 + ǫ10 · ∂σ˜00) + dLǫ10 · ∂σ˜00 + ǫ10 · ∂∂σ˜00
= 0 (since dσ˜00 = dLǫ10 = 0).
Then by the assumption Hk+1
∂
(X) = 0, we have that τ˜10 ∈ Im∂, that is,
τ˜10 = ∂σ˜10
has a solution σ˜10.
Similarly, we can find σ˜01 in the same way.
If we have already got σ˜pq satisfies Formula 4.3 , where p + q = 1, 2, · · · , N − 1. For
p+ q = N, we have that
∂ηpq :=
∑
i+j=p,k+l=q,i+k≥1
∂∂(ǫik · σ˜jl)
=
∑
i+j=p,k+l=q,i+k≥1
∂(dLǫik · σ˜jl + ǫik · ∂σ˜jl)
=
∑
i+j=p,k+l=q,i+k≥1
∂(
∑
r+m=i,s+n=k
1
2
[ǫrs, ǫmn] · σ˜jl + ǫik · ∂σ˜jl)
=
∑
i+j=p,k+l=q,i+k≥1
∂
∑
r+m=i,s+n=k
1
2
[ǫrs, ǫmn] · σ˜jl
+
∑
i+j=p,k+l=q,i+k≥1
∑
r+m=j,s+n=l
∂(ǫik · (−∂(ǫrs · σ˜mn) + ǫrs · ∂σ˜mn))
=
∑
i+j=p,k+l=q,i+k≥1
∂(
1
2
(−∂(ǫrs · ǫmn · σ˜jl)− ǫrs · ǫmn · ∂σ˜jl + ǫrs · ∂(ǫmn · σ˜jl)
+ǫmn · ∂(ǫrs · σ˜jl)) +
∑
i+j=p,k+l=q,i+k≥1
∑
r+m=j,s+n=l
∂(ǫik · (−∂(ǫrs · σ˜mn) + ǫrs · ∂σ˜mn))
=
∑
i+j=p,k+l=q,i+k≥1
∂(−
1
2
ǫrs · ǫmn · ∂σ˜jl + ǫrs · ∂(ǫmn · σ˜jl)
+
∑
i+j=p,k+l=q,i+k≥1
∑
r+m=j,s+n=l
∂(ǫik · (−∂(ǫrs · σ˜mn) + ǫrs · ∂σ˜mn))
=
1
2
∑
i+r+m=p,k+s+n=q,i+k≥1,r+e≥1
∂(ǫik · ǫrs · ∂σ˜mn).
The third equality holds since the integrable condition; the fourth equality holds since
the induction; the fifth equality holds since Lemma 2.9; and the sixth equality holds since
∂2 = 0.
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Then
∂τ˜pq := ∂η˜pq + ∂
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂σ˜jl
=
1
2
∑
i+r+m=p,k+s+n=q,i+k≥1,r+e≥1
∂(ǫik · ǫrs · ∂σ˜mn) +
∑
i+j=p,k+l=q,i+k≥1
(dLǫik) · ∂σ˜jl
−
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂∂σ˜jl
=
1
2
∑
i+r+m=p,k+s+n=q,i+k≥1,r+e≥1
∂(ǫik · ǫrs · ∂σ˜mn)
+
∑
i+j=p,k+l=q,i+k≥1
(
1
2
∑
r+m=i,s+n=k
[ǫrs, ǫmn]) · ∂σ˜jl
−
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂∂σ˜jl
=
1
2
∑
i+r+m=p,k+s+n=q,i+k≥1,r+e≥1
∂(ǫik · ǫrs · ∂σ˜mn)
+
∑
i+j=p,k+l=q,i+k≥1
(
1
2
∑
r+m=i,s+n=k
(−∂(ǫmn · ǫrs · ∂σ˜jl)− ǫmn · ǫrs · ∂
2σ˜jl
+ǫrs · ∂(ǫmn · ∂σ˜jl) + ǫmn · ∂(ǫrs · ∂σ˜jl))
−
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂(
∑
r+m=j,s+n=l,r+s≥1,m+n≥1
−∂(ǫrs · σ˜mn) + ǫrs · ∂σ˜mn)
=
1
2
∑
i+r+m=p,k+s+n=q,i+k≥1,r+e≥1
∂(ǫik · ǫrs · ∂σ˜mn)
+
∑
i+j=p,k+l=q,i+k≥1
(
1
2
∑
r+m=i,s+n=k
(−∂(ǫmn · ǫrs · ∂σ˜jl)
+ǫrs · ∂(ǫmn · ∂σ˜jl) + ǫmn · ∂(ǫrs · ∂σ˜jl))
−
∑
i+j=p,k+l=q,i+k≥1
ǫik · ∂(
∑
r+m=j,s+n=l,r+s≥1,m+n≥1
ǫrs · ∂σ˜mn)
= 0.
The third equality holds since the integrable condition; the fourth equality holds since
Lemma 2.9 and the induction.
Then by the assumption Hk+1
∂
(X) = 0, we have that τ˜pq ∈ Im∂, that is,
τ˜pq = ∂σ˜pq
has a solution σ˜pq.
We get the regularity of σ˜t by using the same elliptic estimates as that in the above
theorem.

5. Applications
In this section, we use the extension formula in Theorem 4.1 to get the invariance
of the generalized Hodge number of the deformations of compact generalized Hermitian
manifolds with ∂∂-lemma holds. The method we used here is parallel to that in [12, 22].
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Our idea is as follows: Since G∂ is strongly elliptic, by Theorem 7.3 on Page 326 in [12],
we have that hk
∂t
(Xt) := dimCH
k−1
∂t
(Xt) is upper-semicontinuous in t, that is,
hk
∂t
(Xt) ≤ h
k
∂
(X) if |t| sufficient small.
In Theorem 4.1, we have given a map from Hk
∂
(X) to Hk
∂t
(Xt) which is Map 5.1 below.
If it is injective, we have that hk
∂t
(Xt) ≥ h
k
∂
(X) and thus get the result.
Proposition 5.1. Let (X,G) be a compact generalized Hermitian manifold. If we assume
that hk−1
∂t
(Xt) is independent of t, and X ∈ B
k−1 ∩ Sk+1, we have that
Hk
∂
(X) → Hk
∂t
(Xt)(5.1)
σ00 7→ E(σt)
is injective, where σt is constructed in Theorem 4.1.
Proof. Since X ∈ Bk−1 ∩ Sk+1, by Theorem 4.1, we have that σt exists. If there exists
some ηt ∈ U
k−1(Xt) such that E(σt) = ∂tηt, then
E(σt) = ∂tηt
= ∂t(Htηt +∆∂tG∂tηt)
= ∂t∂
∗
t∂tG∂tηt
= ∂tG∂t∂
∗
t∂tηt
= ∂tG∂t∂
∗
t (E(σt)).
Also, by the assumption that hk−1
∂t
(Xt) is independent of t, we have G∂t is smooth on
t (Theorem 7.6 on Page 344 in [12]). So we can let t → 0 on both sides of the formula
above and get that
σ00 = ∂G∂∂
∗
(σ00),
that is, σ00 is also ∂-exact. 
Proposition 5.2. Let (X,G) be a compact generalized Hermitian manifold. If we assume
that X ∈ S−n+1, then h−n
∂t
(Xt) is independent of t, where n = dimCX.
Proof. For any σ00 ∈ H
−n
∂
(X), we have that dσ00 = ∂σ00 = 0. By the assumption that
X ∈ S−n+1 and ∂(σ) = 0 for any σ ∈ U−n(X), we have that Equation 4.3 has the solution
σ˜pq and thus σ˜t exists.
If E(σ˜t) = 0 ∈ H
−n
∂t
(Xt), we have that there exists some ηt ∈ U
−n−1(Xt), such that
E(σ˜t) = ∂tηt. Since U
−n−1(Xt) = 0, we have that E(σ˜t) = 0. By Proposition 3.3, E is an
isomorphism and thus σt = 0. Then we get that σ00 = 0 and Map 5.1 is injective.
And since we have already known that hk
∂t
(Xt) is upper-semicontinuous in t (Theorem
7.3 on Page 326 in [12] and ∆∂ is strongly elliptic), we prove the proposition. 
Thus, we can get the following:
Corollary 5.3. Let (X,G) be a compact generalized Hermitian manifold which satisfies
∂∂-lemma, then hk
∂t
(Xt) is independent of t, where −n ≤ k ≤ n.
Proof. Since X satisfies ∂∂-lemma, by Lemma 2.25, we have that X ∈ Bk for any −n ≤
k ≤ n. We prove hk
∂t
(Xt) is independent of t by induction on t. By Proposition 5.2, we
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know that h−n
∂t
(Xt) is independent of t. By Theorem 4.1, we give a map from H
k
∂
(X)→
Hk
∂t
(Xt). If h
k−1
∂t
(Xt) is independent of t, by Proposition 5.1, we know that this map is
injective. Combine the fact that hk
∂t
(Xt) is upper-semicontinuous in t, we can get the
result that hk
∂t
(Xt) is independent of t.

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