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Abstract 
Cahlon, B., I.E. Schochetman and M. Shillor, Convective cooling and optimal placement of electronic 
components with variable ambient temperature I. The linear model, Journal of Computational and 
Applied Mathematics 47 ( 1993) 35 l-367. 
A mathematical model for the evolution of the component and air temperatures in a board of electronic 
devices is considered. The board consists of a grid with thermally active devices which generate heat 
that is conducted to their neighbors and to the edges of the board, as well as exchanged with a forced 
convective flow of cool air. The model consists of two coupled, discrete systems of equations: one for 
the temperatures of the devices and the other for the associated air temperatures. In our version of the 
model, the cooling term, i.e., the heat exchange between the board and the air, is linear. Existence and 
uniqueness of solutions is proved for our model, as well as convergence to the steady-state solution. The 
model is used, in conjunction with the annealing algorithm, to find the optimal placement of electronic 
devices on a board in such a way as to decrease an objective function of the temperature of the system, 
with applications to the reliability of such boards. 
Keywords: Convective cooling of electronic boards; coupled system of equations; optimal component 
placement; annealing algorithm. 
1. Introduction 
Consider a two-dimensional board (planar grid) containing electrqnic components which ( 1) act 
as sources of heat, (2) interact thermally with their neighbors and (3) exchange heat with an air 
current. In [ 11, we constructed both linear and nonlinear models for such problems with constant 
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ambient temperature. Given initial and boundary temperatures, we showed that in each model the 
discretized, time-varying temperature distribution of the board converges to a unique steady-state 
temperature distribution- provided the time-step is sufficiently small. Moreover, in the linear case, 
we specified the steady-state temperature distribution explicitly in terms of problem data. As an 
application of these results, using the annealing algorithm, we determined the optimal placement of 
the board components in an example. 
One of the underlying assumptions of the models in [ 1 ] is that the ambient temperature is 
constant throughout time and space. Here, we continue our studies in [ 1 ] and construct a more 
general linear model for the process, allowing the ambient temperature (as well as the board 
temperature) to vary in time and space. The resulting mathematical model consists of a two-part, 
time-marching process whose parts are interrelated. This introduces substantial complication in the 
solution approach employed. For this reason, we find it appropriate to consider the linear case only 
at this time, leaving the nonlinear case to a future effort. 
In this context, we extend the results of [ 11. Specifically, under the assumption that there is 
a steady air-flow in the upward direction, we show that the resulting two-part time-marching 
process converges to a unique steady-state distribution consisting of the limiting board and ambient 
temperatures. Once again, (for the linear model) we explicitly determine the limiting temperature 
distribution in terms of problem data. Moreover, using the annealing algorithm, these results can 
be used to determine the optimal placement of the components on the board. We do this for the 
example studied in [ 11. 
The importance of simulating the temperature of electronic boards lies in the fact that the relia- 
bility of many electronic components is temperature dependent (see, e.g., [3,6,9] ). Therefore, there 
is considerable applied interest in obtaining the temperature distribution, and even more interest in 
determining its dependence on the placement of the devices. Consequently, we use our temperature 
model in conjunction with the annealing algorithm to obtain near-optimal configurations of the 
components. Optimality is measured by a number of objective (or cost) functions, such as the 
minimum of the maximum temperature. 
In Section 2, we formulate the general problem and present our model. As indicated above, we 
consider the linear version only. In Section 3, we prove the existence of a unique steady-state 
distribution for the ambient temperature, as well as for the board temperature. We specify each 
distribution in terms of problem data and show that the interconnected time-marching processes 
converge to these distributions. Finally, in Section 4, we use the annealing algorithm together 
with our main results to find the optimal placement of the board components in an example. 
Optimization is interpreted as minimizing the maximum board temperature. 
2. The general problem 
In this section, we construct a model for the determination of the time evolution of the temperature 
field in a thermo-resistive network consisting of a board with coupled electronic components. As 
a result of the electric currents in the system, each electronic element generates heat which is 
conducted to its directly linked neighbors and, in part, is carried away by heat exchange with a 
convective air flow. Heat balance at each element or component relates the temperature increase to 
the heat generation in the element, the heat conductance to other elements and the cooling effect 
of the convective flow. The heat transferred to the air causes changes in its temperature. 
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We use a discretized version of the heat equation to obtain an algebraic system, the solution of 
which represents the temperature of each of the elements, as well as that of the air above them. We 
assume that each component in the system possesses a uniform temperature at a given time instant, 
which seems reasonable when the elements are not too large or when they have metallic casings. 
To be consistent with our previous results in [ 11, where we studied the above problem with 
constant air temperature, we use very similar notation. The obvious modifications include the 
inclusion of the relevant equations, terms, etc., governing the air flow and evolution of the air 
temperature. 
We turn to the mathematical model for the process. Consider a rectangular board in the form of 
a grid such that each grid point or node (i, j) represents an electronic device. Let 
G = {(i,j): i = 0, l,..., I + 1;j = O,l,..., J + 1) (2.1) 
be the representation of the grid. There are IJ internal nodes which represent the components, 
while the nodes on the edges of G represent the interaction of the board with other parts of the 
system. 
Let AX and dy be the grid steps in the x- and y-directions, respectively, i.e., the distances 
between the components on the grid. Time is discretized also with At denoting the time step. If 
T = T(x,y, t) is the temperature at time t at point (x,y) of the device and U = U(x,y, t) is the 
corresponding ambient temperature of the air, we set 
T$ = T(iAx,jAy,mAt) and Uly = lJ(iAx,jAy,mAt), 
for 0 < i d I + 1, 0 < j < J + 1 and m = 0, 1,2,. . . . Let Pij be the rate of heat production of 
the element at the node (i, j), and let iiij and 6ij be the thermal conductances between the node 
(i, j ) and the nodes (i - 1, j ) and (i, j - 1 ), respectively. The rate of cooling of element (i, j) by 
the air flow is assumed to be 
Wij(Uy - Tz)IUr - T$IY-‘, (2.2) 
where the kij are the (positive) heat exchange coefficients between the elements and the air and 
y 2 1 is the cooling exponent (see, e.g., [5,10]). When y = 1, this term is linear and consequently 
the problem is linear. This is the case we consider here. When y > 1, the problem is nonlinear; we 
consider this problem elsewhere. Notice that when an element’s temperature is greater than the air 
temperature, i.e., T$’ > U$, the term in (2.2) is negative and the element is being cooled. When 
its temperature is smaller, i.e., Tiy < Uiy, the term is positive and therefore it is being heated. The 
reverse situation holds for the air, i.e., it is heated and cooled, respectively, under the previous 
circumstances. 
First we consider the component heat balance at a typical interior node (i, j). The rate of 
component temperature increase can be written, at time t = m A t, as 
_ 6’ Tij 
Cij - = itij(Ti?lj at , - Tiy) + Gi+l,j(Tzl,j - cy) + T)ij(T$_, - cy) 
+ hi,j+l CT$+l - T,? ) + Pij + Rij ( U$ - T$ ) , (2.3) 
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where the heat flow between adjacent elements is proportional to their temperature difference and 
Cij is the specific heat of the element. We use a forward finite-difference approximation 
in (2.3). Next we introduce the notation 
aij 
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and set h = d t. The resulting situation at a typical interior node (i, j) is depicted in Fig. 1. 
Since we have an evolution problem, the initial temperature TG has to be specified for each 
interior node (i, j), and the temperature on the boundary of the board Th has to be specified for 
all time. 
We turn to the equations which describe the heat balance in the air frow across the board. Let 
v = (v,(x,y, t), w,(x,y, t)) be the air velocity and U(x,y, t) the air temperature. Then the energy 
balance at node (i, j) is given by 
X K(Ui+l,j + vi-l,j + Ui,j+l + Ui,j-l -4Uij) -r?ij(Uij - Tij), 
where pa is the density of the air, c, its heat capacity and rc its heat conduction coefficient. Using 
forward finite differences to approximate the time derivative and the derivatives in the convective 
terms (using upward differences) leads to 
urn+++ - VI7 + h(V,);(U$ - ui”-*,j) + Iz(V,);(u; - U&r, lJ 
= ha(UiM,l,j + Ui”_I,j + U$+, + UC_1) -4haUt - hqij(Uty - T,y), 
where we set AX = 1, dy = 1, for the sake of simplicity, and h = d t, a = ~/p,c, and qjj = Rjj/paCa. 
The heat balance of the air above node (i, j) is depicted in Fig. 2, where pij = a! + (w, ) ij and 
Uij = (y: + (Wy)ij. 
We have to specify the initial air temperature I!$, at each internal node, as well as the air 
temperatures Us, at the boundary nodes. 
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We assume here that there is in-flow along the bottom and side edges, as well as out-flow along 
the top edge. Consequently, we need to prescribe the air temperature along the left, right and bottom 
edges. We must also prescribe a heat exchange condition along the top edge to model the mixing of 
the out-flowing air with the ambient atmosphere, whose temperature is assumed to be fixed. This 
choice is one of many possibilities. There is no difficulty if we assume there are more (or different) 
out-flow edges. Indeed, our model admits any reasonable choice of boundary conditions. 
It will be convenient to denote the interior of G by Go, i.e., all the nodes (i, j) such that 1 < i < I 
and 1 < j d J, and the boundary of G by G’, i.e., the nodes (i, j) with i = 0, i = I + 1, j = 0 
or j = J + 1. It will also be convenient to write 
and 
cij = aij + ai+i,j + bij + bi,j+l, (i,j) E Go, 
25 = 4a + (v,)! + (v,);, (i,j) E Go. 
The above discussion yields the following problem for the component temperature distribution 
T. Find { q.y}, for (i, j) E Go, and m = 0, 1, . . . such that 
T”+’ 
11 = (l-hcij_hRij)~~ 
+ h[aijTi?l,j + ai+I,jTim,l,j + bijq?_1 + bi,j+lTiy+l] 
+ hRijUz + hPij, (i, j) E Go, 
T; = T& (i,j) E Go, 
T$ = T;, (i, j) E G’. 
(2.5) 
(2.6) 
(2.7) 
We next turn to the analogous problem for U. For the initial air temperature, we have 
U; = U$, (i,j) E Go. 
The prescribed boundary temperatures on the left, bottom and right edges of the board may be 
written as 
for i = 0, j = 0 or i = I + 1, respectively. Finally, the mixing at the upper edge is represented by 
where q is the heat exchange coefficient and U, is the constant temperature of the ambient air 
outside the upper edge. Discretizing and rearranging yields 
where $ is the normalized heat exchange coefficient given by 
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It is likely that in practice 4 is very small, since q should be small as is dy. We could have assumed 
4 = 0, but our choice yields a more general situation. 
The above discussion yields the following problem for the air temperature distribution U. Find 
{ U$}, for (i,j) E Go and m = 0, 1, . . . , such that 
un?+l 
'I = (1 -h7~-hqij)U$ 
+ h[(a + t”U,)$)Url,j + auuim+l,j + ((u + (V,)E)Uilf._l + QU$+l] 
- hqijT;, (i,j) E Go, (2.8) 
us = UG, (i, j) E Go, (2.9) 
u; = u;, (i,j) E G’, j f J + 1, (2.10) 
(2.11) 
Thus, we finally obtain the following problem for our general linear model. Find {qy} and 
{Ut}, for (i,j) E Go and m = O,l,..., such that (2.5)- (2.11) hold. Consequently, our model 
yields a marching process, where the component and air temperatures at time level t = (m + 1 )h 
are computed from the known such temperatures at time level t = mh. This corresponds to the 
“explicit scheme” for the numerical solution of the heat equation. For the sake of simplicity, we 
assume that all the coefficients aij, bij, Pij, Rij, qij, (v,);, (w,);, 4, as well as the boundary 
temperatures T$, U$ are time-independent. This simplification does not constitute an essential 
assumption in what follows. 
There is a tacit assumption in our model that components are closely spaced, i.e., Ax and Ay are 
small. This assumption affects our tinite-difference approximation of the convective terms in the 
equation for the air temperature. If dx and Ay are not small, the finite-difference approximation 
of vX duij/dx + z+, duij/dy breaks down. In real settings, where the distance between components 
is relatively large, one has to modify the model by introducing two separate grids- one for the 
components and a finer one for the heat conduction convection in the air. Such an approach makes 
for a more cumbersome presentation; however, the essentials are the same. 
As was mentioned above, our model describes the spatial and temporal evolution of both the 
component and air temperatures. It is well known that, in the limit as h = At -+ 0, Ax + 0 and 
dy + 0, (2.5) and (2.8) reduce to the coupled system of two heat equations 
and 
where a, b, P, R, TJ,, wY, a and q are the appropriate limit function coefficients. 
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3. Main results 
In this section, we first determine conditions on the problem data which guarantee the existence 
of unique steady-state distributions for T and U-which we specify explicitly. Then, we show that 
the sequence of solutions to (2.5 )- (2.11) converges to this steady-state solution. 
For these purposes, it is convenient to represent the problem in vector form. To this end, let 
K = Z.Z and, fork = l,..., K, let 
k=i+(j-l)Z, (i,j)EG’. (3.1) 
This is an enumeration of the interior nodes by a single index k, instead of (i, j ), yielding a 
one-to-one correspondence. We start at the bottom left and proceed from left to right and bottom 
to top. We shall write k e, (i, j ) to denote this correspondence. For m = 0, 1, . . ., we set 
tp = T,?, rk = Rij, 
k ++ (i, j) E Go. 
Pk = pij, t; = T;, up = u,y , u; = u;, 
(3.2) 
Also, let 
t” = (t;“,..&Q, P = (Pl,...,PK), I- = bl,...,W), 
1* = (t;,..,,tl;), Urn = (ur;‘,...,u,“), U* = (Ui,...,U;C). 
(3.3) 
Let B and Q be the K x K data matrices defined in the Appendix. Also, let it and w be the 
K-dimensional data vectors defined in the Appendix. 
Finally, we require the following additional notation. If x = (xi,. . . ,xK) E lRK, then D(X) 
denotes the diagonal matrix (Dii) such that 
% = 2’ ifi= j, 9 otherwise. 
Let E be the K x K identity matrix and F the 2K x 2K identity matrix, so that 
F- E” 
[ 1 - OE 
Set 
H = E-hB-hD(r) (3.4) 
and 
L = E-hQ-hD(r). (3.5) 
Using (3.1)-(3.5), we may write problem (2.5)-(2.11) as follows. Find {P} and {urn}, m = 
0, 1,. . ., such that 
[:“-::I = [-,5(,) hDLo] [u’“-] +“([:I +[“o])? (3.6) 
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where to = t* and u” = u*. For convenience, we write 
I ’ 
so that 
[:“-::I =M[;] +h[Y+/], m=O,l ,...a (3.7) 
The following is our main result. 
Theorem 3.1. Assume h > 0 is suf$ciently small. If the matrix 
[ 
B + D(r) -D(r) 
D(r) Q + D(r) I 
is nonsingular, then the sequence {[t” u”]~}~=~ constructed in (3.7) converges, as m ---) 00, to the 
unique steady-state solution 
too [I [ Iloo = B+D(r) D(r) Q:&)r,l-’ [” ;“] * (3.8) 
The proof is given below following some intermediate results. The restriction on h is given 
explicitly in ( 3.10 ) . 
Remark 3.2. It is easy to see that (3.8) is a solution to the steady-state problem 
[ 
B + D(r) -D(r) 
D(r) Q + D(r) ] [‘I = [“L”] u 
obtained from (3.7) by formally taking t = t*+’ = tm and u = zP+’ = rP. 
We shall need the following properties of the matrix M = (A&). 
Lemma 3.3. Assume that 
0 <h f max 
(i,j)E@ 
{ (Cij + Rij)-l} 3 
O<h< max 
U,jE@,jZJ 
{(da + (fJx)ij + (vy)ij + Rij)-L) 3 
0 < h f ,yyI 4a + (‘u,)i~ + (‘uY)i~ + R~J - 
. . 
Then, 
(ia) Mkk = 1 -h(cij + Rij), k * (i,j) E Go, 
(3.9) 
(3.10a) 
(3.10b) 
(3.1Oc) 
(3.1 la) 
fib) hfK+k,K+k = 1 -ht4a + (ux)ij + (+)ij + Rij), k ++ t&i) E Go, j f J, (3.11b) 
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(ic) MK+~,K+~ = 1 - h (4a + (vx )LJ + (+)iJ + RiJ - -&), k- (i,J), 1 < i < I, 
(3. I lc) 
(ii) 0 6 M/& < 1, k = 1,2 ,..., 2K, (3.12) 
2K 
(iii) 0 < c]Mkl] 6 1, k = 1,2 ,..., 2K. (3.13) 
I=1 
Proof. This is a straightforward consequence of the construction of the matrix M. 0 
We may rewrite the problem (3.6), (3.7) in the form 
[:“-:l] = Mm+l [:“o] + h(p) [” ;“I ? (3.14) 
for each nonnegative integer m. In order to determine the convergence properties of the marching 
scheme (3.14), we investigate conditions for M to be a convergent matrix, i.e., such that 
Mm+0 and 2 M” + (F-M)-‘, as m + 00, (3.15) 
n=O 
the convergence being componentwise. 
Lemma 3.4. Assume that h satisfies (3.10) and the hypothesis of Theorem 3.1. Then the spectral 
radius r~ (M) of M is strictly less than 1. Consequently, M is a convergent matrix. 
Proof. Recall [7, p.351 that 
c(M) = max{]A]: A is an eigenvalue of M}. 
For each k = l,..., 2K, define the circle 
2, = {ZEC [z-M,,kI < E IMk[l} 
I=l,l#k 
and let 
z= ijz,. 
k=l 
By the Gershgorin Circle Theorem [ 7, p.3441, if A is an eigenvalue of M, then 2 E Z. By Lemma 
3.3, for each k = 1,2,. . . ,2K, we have 0 < Mk,+ < 1 and 
M,k + 5 lMk,I < 1. 
I= 1,lfk 
Hence, each circle Zk lies in the (closed) unit circle, and so Z is there too. Thus, it remains to 
show that 1 is not an eigenvalue of M. 
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We argue by contradiction. Suppose that 1 is an eigenvalue of M. Then there exist t, u E RK, 
i + 0 or u f 0, such that 
Mf = t 
[I [I U u ’ 
that is, 
It follows from the definition of M that 
[B + D(r) -D(r) t 
Q+D(r) I[1 u = ‘- 1 D(r) 
But this implies that 
1. 0 
We are in position 
M is singular -a contradiction. Thus, 1 is not an eigenvalue and so Q (M) < 
now to prove the theorem. 
Proof of Theorem 3.1. For m = 1,2,. . ., 
[:“-::I =Mm+’ $1 + h(p) [” ;“I ’ 
by (3.14). Since M is a convergent matrix, it follows that 
=h(F-M)-’ *;’ , 1 1 
that is, 
to3 [I [ IP = B+D(r) D(r) QiDL()r,]-’ [” ;“I ’ 
Thus, the theorem holds as long as h satisfies (3.10). 0 
Notice that B represents the heat conduction properties of the grid (or board), Q represents the 
thermal properties of the air flow, r the convective properties of the air, v the component boundary 
temperatures, w the air-flow boundary conditions and p the rates of component heat generation. 
Thus, the steady-state solutions reflect the interaction of the system with the environment, the heat 
generating properties of the elements, as well as their placement on the grid. 
Corollary.. Suppose h is sufficiently small as in (3.10). Zf (B + D(r))(Q + D(r)) + D(r)* is 
nonsingular, then the conclusions of Theorem 3.1 hold. 
Proof. Apply [4, p.461 to complete the proof. 0 
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4. Numerical results 
In this section, we present a numerical example of a board with electronic components. Using 
our model together with the annealing algorithm, we are able to improve the placement of the 
components in such a way as to minimize the maximum temperature. Consequently, this leads to 
an increase in board reliability, since it is generally assumed that reliability depends substantially 
on temperature (among other things). The setting considered is the same as in [ 11. However, the 
computations are more involved, since the present model is more sophisticated. 
Our purpose is to determine a configuration of the board, that is, a placement of all the electronic 
components, which has optimal thermal reliability. Since reliability decreases with temperature, our 
aim is to minimize the maximum temperature of the board components. For the sake of simplicity, 
we assume that all the electronic devices are equally sensitive to temperature, i.e., their reliabilities 
have the same dependence on temperature. Our method allows us to omit this assumption without 
introducing any difficulties (other than in the written description of the problem). We shall 
comment on this below. 
An “obvious” deterministic way to proceed is to compute the temperature evolution for each 
time (for a given configuration) using the model we have developed, thus yielding the maximum 
temperature. This is done for each possible configuration. Clearly, such an approach is impractical 
for boards having more than a few components, since the number of possible configurations grows as 
n!. Instead, we apply the annealing algorithm to our optimal placement problem. As is well known, 
this algorithm is stochastic in nature. Our choice was motivated (in part) by our satisfactory 
experience with’ this algorithm in our previous related work [ 1,2]. We next describe the method 
we used. 
The annealing algorithm proceeds as follows. Starting from the current configuration of the 
electronic devices on the board, we compute the evolution of the component and air temperatures 
using (2.5)- (2.11). From this, the maximum temperature is obtained, say Ti. Next we perform 
a permutation of one pair of (different) devices, thus obtaining a candidate for the next current 
configuration. The model is used to compute the maximum of the temperatures again, say Tf. If 
the new maximum is lower than the previous one, i.e., Tf < Ti, the new configuration becomes the 
current one. If not, i.e. T, >/ Ti, it is not rejected (as is the case in a deterministic process or a 
pure descent method), but may be accepted as the new current configuration with probability 
p=exp(-v), 
where s is a constant to be discussed shortly. Since Tf 2 Ti by assumption, the probability p 
satisfies 0 < p d 1. The purpose of introducing the possibility of choosing a configuration with 
Tf 2 Ti is to make it possible for the descent process to move away from a local minimum and 
proceed towards a global one. 
According to the analysis and experiments in [ 11, the annealing process should begin with a 
relatively large s to obtain a reasonably quick descent to a minimum. Then s should be decreased 
gradually. This leads to the rejection of most states with Tf > Ti. The resulting sequence of s values 
is called a cooling schedule. The net result is that, for a larger fraction of configurations, the process 
remains in a neighborhood of a minimum. We do not know of any theoretical results which dictate 
rigorously what cooling schedule should be used (see [ 81). 
We turn to the numerical example. As in [ I], consider a 6 x 6 board of electronic devices (Fig. 3). 
362 B. Cahlon et al. /Convective cooling with variable ambient temperature 
Starting from a given initial configuration (see below), we used the annealing algorithm in con- 
junction with our linear model to obtain configurations with lower overall maximum temperature. 
For this example, we have I = J = 6 and K = 36. The physical constants and parameters for the 
models were taken from [ 10,111; they are listed below. The heat capacity of each component was 
taken as c = 2.62 [cal/(cm3 “c)]. We set 
t; = 25 [“cl, k = l,.. . ,36, Tb = 25 [“cl, at all nodes in G’, 
for the initial component temperatures and the component boundary temperatures, respectively. 
We also set 
U, = 25 rci, u; = 25 [“cl, k = l,.. .,36, 
Ub = 25 [“Cl, at all nodes in G’, 
for the ambient temperature, the initial air temperatures and the boundary air temperatures, 
respectively. For the heat exchange coefficients, we chose 
rk = 0.02 [see-‘1, k = 1,. . . ,36. 
Recall ((2.6) and (3.2)) that these are already divided by the heat capacity. The choice for the 
heat conduction coefficients was as follows: 
h = b2 = b3 = b4 = bs = b6 = &$ [SCC-’ ] 
(these connect the board to the bottom wall with temperature Tb); 
al = a7 = al3 = al9 = ~2~ = u3] = & [set -I ] 
(these connect the board to the left and to the right walls); 
b37 = b3s = b39 = b40 = b41 = b42 = 0 [set-’ ] 
(these connect the board to the top wall and signify that the board is insulated in this direction); 
ak = bk = $j [SW-‘], otherwise. 
As in [ 11, we chose four different types of electronic components with the following values for the 
heat sources: 
23.9 “C 
Q1=- - [ 1 262 set ’ Q2 = g [s], Q3 = g [s], Q4 = g [s]. 
These are devices of 100, 300, 500 and 700 watts of power, respectively [ 10, p.581. 
The initial configuration of the sources is shown in Fig. 3 (in the upper right part of each 
rectangle), with pk given by 
PI = P6 = P7 = P12 = P13 = PIS = P19 = p24 = P25 = P30 = P31 = p36 = Q2, 
Pa=P9=P1o=P11=P14=P17 = p20 = p23 = p26 = p29 = p32 = p35 = Q3, 
PIS = P16 = P21 = P22 = p27 = P28 = P33 = P34 = Q4. 
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Fig. 3. The grid for the example. The node numbers are top left, the initial configuration of the heat sources 
is top right, the final configuration for the older model is bottom left and that for the current model is bottom 
right. 
The remaining parameters were chosen as follows: 
Pa = 0.0012 J5- 
[ 1 cal cm3 ’ c, = 0.24 - [ 1 got ’ PC = 63. IF6 [ secE!o,] 
and 
4 = 1.8, (ux)$i, = 0 [El, (v~)$~) = 3 [z] , (i,j) E Go, m = 0, 1,2 ,... . 
The final configuration, i.e., the distribution of the Q’s after 3000 steps of the annealing algorithm, 
is shown in Fig. 3 as well. This is given in the bottom right parts of the squares. 
The maximum temperature decrease is described in Table 1. Note that in the last 100 annealing 
steps the temperature did not change. 
The maximum temperature was found at node 9 after 3000 annealing steps. Initially the maximum 
was at node 21. 
During the runs, the value of the constant s in (4.1) was reduced (at the annealing steps) in 
accordance with the discussion above. At the beginning it was halved every 30 annealing steps, and 
later every 70 steps. 
Physically, we observe that the higher power devices were moved toward the sides and bottom 
of the board where it is insulated and there is in-flow. On the other hand, the lower power devices 
were moved toward the central portion of the board. 
We conclude that the annealing process converges and gives a configuration with significantly 
lower maximum overall temperature. When the time-step satisfies condition (3. lo), the time 
marching process (3.7) converges to the steady-state solution, as guaranteed by Theorem 3.1. 
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Table 1 
The outcome of the annealing process; the maximum 
temperature near the indicated step 
Annealing step “C 
0 42.72 
10 41.50 
30 40.29 
100 38.90 
500 37.03 
2000 38.01 
2300 37.50 
2600 36.29 
2900 35.98 
3000 35.98 
The annealing algorithm yielded good convergence to an optimum. After 2800 steps, the values 
of the maximum temperature fluctuated slightly but remained approximately equal to the values in 
Table 1. (This led us to stop the process after 3000 steps.) In contrast, relatively large fluctuations 
were observed during the first 100 steps. 
These numerical results are consistent with our theoretical results and suggest using our model 
in conjunction with the annealing algorithm to obtain optimal configurations of heat sources on a 
grid. 
Finally, we ran a number of experiments to assess the importance of the mixing parameter 4. We 
found that its role was insignificant. 
The example was run on Oakland University’s DEC-System 5500 using the Ultrix 4.2 operating 
system. All computation was done in double precision. We used the uniform 
generator, which is built into the Ultrix system. The uniformly distributed 
generated by the Tausworth method. To use it, one has to input an integer 
updated thereafter. 
Appendix 
In this Appendix, we define the matrices B and Q, as well as the vectors v and w, to which we 
(0,l) random number 
number sequence was 
seed initially, which is 
referred in Section 3. First, we construct the K x K matrix B = (Bkl) as in [ 11: 
(i) k ++ (1, l), i.e., k = 1, 
&I = Cl19 Bk2 = -a211 &,I+1 = 42, &/ = 0, otherwise; 
(ii) k c) (i, l), 2 < i < Z - 1, i.e., k = i, 
Bk,i-1 = -ail, Bki = cil, Bk,i+l = -ai+l,l, Bk,I+i = -bi2, 
Bk[ = 0, otherwise; 
(iii) k H (I, l), i.e., k = I, 
&r-l = -a117 &r = Crl, &,zr = 42, & = 0, otherwise; 
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(iv) k ++ (l,j), 2 6 j < J- 1, i.e., k = 1 + (j- l)Z, 
Bk,(j-2)1+1 = -btj, Bk,(j-l)I+l = Clj, Bk,(j-1)I+2 = -azj, 
Bk,jI+1 = -bl,j+l, Bk[ = 0, otherwise; 
(v) k c) (i,j), 2 < i < I - 1, 2 < j < J - 1, i.e., k = i + (j - l)Z, 
-bij, 1 = (j - 2)Z + i, 
-aij, I= (j-l)Z+i-1, 
&cl = Cij, 
1 = (j - 1)Z + i, 
-ai+ l,j3 1 = (j- 1)Z + i + 1, 
-bi,j+l, 1 = jZ + i, 
0, otherwise; 
(vi) k ++ (I, j), 2 < j < J - 1, i.e., k = Z + (j- l)Z = jZ, 
Bk,(j-1)I = -bIj, Bk,jI-1 = -arj, Bk,jI = CIj, Bk,(j+l)I = -bI,j+l, 
Z&l = 0, otherwise; 
(vii) k ct (1, J), i.e., k = 1 + (J - 1 )I, 
Bk,(J-2)I+1 = -hJ, Bk,(J-l)I+l = ClJ, Bk,(J-1)I+2 = -a2J, 
Bkl = 0, otherwise; 
(viii) k * (i,J), 2 6 i < I- 1, i.e., k = i + (J- l)Z, 
Bk,(J-2)I+i = -biJ, Bk,(J-l)I+i-1 = -aiJ, Bk,(J-l)I+i = CiJ, 
Bk,(J-l)I+i+l = -ai+l,J, Bk,l = 0, otherwise; 
(ix) k ++ (I, J), i.e., k = Z + (J - l)Z = JZ = K, 
Bk,(J-1)I = -hJ, Bk,rJ-1 = -aIJ, B k,IJ = CIJ, Bkl = 0, otherwise. 
Notice that (v) refers to the interior nodes, while the remaining items refer to the nodes near the 
boundary of the board. 
Analogously, we also COnStrW the K x K matrix Q = (&I) as follows: 
(i) k H (1, I), i.e., k = 1, 
Qkl = 7113 Qk2 = --a, Qk,I+I = --a, Qkr = 0, otherwise; 
(ii) k tf (i, l), 2 < i < I- 1, i.e., k = i, 
Qk,i-1 = -a -Pi13 Qki = 7il, Qk,i+l = -a, Q/c,r+i = -Q, 
Qkr = 0, otherwise; 
(iii) k c) (I, I), i.e., k = I, 
f&r-l = --(I! - PI~, QkI = 711, Q k,ZI = -a, Qkl = 0, otherwise; 
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(iv) k ++ (l,j), 2 < j < J - 1, i.e., k = 1 + (j - l)Z, 
Qk,(j-2)1+ 1 = --Q - vlj, Qk,(j-l)I+l = zljy Qk,(j-l)I+2 = -ffy 
Q/c,jI+l = -ff~ Qkl = 0, otherwise; 
(v) k ++ (j,j), 2 < j < I- 1, 2 G j < J- 1, i.e., k = i + (j- III, 
-Cl-Uij, I = (j-2)1 + i, 
-ff - Pij, I = (j- l)Z+ i- 1, 
Qkr = 
Tij, 1 = (j- l)Z + i, 
-a, l= (j-l)Z+i+ 1, 
0,“’ 
1 = jZ + i, 
otherwise; 
(vi) k H (I, j), 2 < j 6 J - 1, i.e., k = Z + (j - l)Z = jZ, 
Q/c,(j-I)1 = --(II - vtj, Qk,jI-1 = --Q - PIj, Qtc,jI = TIj, 
Q~,(~+I)I = -Q, Qu = 0, otherwise; 
(vii) k H (1, J), i.e., k = 1 + (J - l)Z, 
Qk,(_qI+l = --(x: - VIJ, Qk,u-uI+l = 71~ - - 4YlT 
Qk,(_uu+z = -% 
& = 0, otherwise; 
(viii) k u (i, J), 2 < i < Z - 1, i.e., k = i + (J - l)Z, 
Qk,(J-2)I+i = --Q: - ViJ, Qk,(./-l)I+i-l = -a - PiJ, 
Qk,(J-l)I+i = TiJ - &, Qk,(J-l)I+i+l = -a~ Qk,/ = 0, otherwise; 
(ix) k t) (I, J), i.e., k = Z + (J - l)Z = JZ = K, 
Qk,(J-1)I = --Q: - VIJ, Qk,IJ-1 = -ff - PIJ, Qk,IJ = TIJ - - $JTl? 
Qkl = 0, otherwise. 
As was the case for the matrix B, (v) refers to the interior nodes, while the remaining items refer 
to the nodes near the boundary of the board. 
In order to state the problem (2.5)-(2.11) in vector form, we also need the boundary data 
vectors u = (VI,..., UK) for T and ut = (WI,..., wK) for U, defined as follows: 
vk = 
’ al&‘1 + hJt’o~ kH (1,1), 
bil Ti, k H (i,l), 2 < i < I- 1, 
w+$-l::,,1 + hT,bo, k tf (1, I), 
aljT$y k ++ (l,j), 2 G j G J- 1, 
0, k +, (i,j), 2 < i < I- 1, 2 < j < J - 1, 
ar+l,jTr4cl,jy kH (Z,j), 2 <j < J- 1, 
a,.rT,b, + bl,J+l T;J+I, k ++ (1, J), 
bi,J+lTk+lv k H (i, J), 2 < i < I- 1, 
I Q+l,J~+l,.r + br,.r+lTfI.r+l, k +-+ (1, J), 
(A.1) 
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t”k = 
(a + PH)U;~ + (a + WU$, k++ (l,l), 
(a: + vi1 wi”,, kH (i,l), 2 < i < I- 1, 
aq+1,1 + (a + VI1 w,“,, k- U,l), 
(a + Plj)~~jj, k +t (l,j), 2 < j < J- 1, 
0, ktt (i,j), 2 G i < I- 1, 2 <j G J- 1, 
k++ (Z,j), 2 ,< j < J-l, 
k H (1, J), 
k t-) (i, J), 2 6 i < I- 1, 
k +-+ (I, J). 
64.2) 
Notice that ?&, wk > 0 for k = 1,. . . , K. 
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