Abstract. It was shown recently that epimorphisms need not be surjective in a variety K of Heyting algebras, but only one counter-example was exhibited in the literature until now. Here, a continuum of such examples is identified, viz. the variety generated by the Rieger-Nishimura lattice, and all of its (locally finite) subvarieties that contain the original counterexample K. It is known that, whenever a variety of Heyting algebras has finite depth, then it has surjective epimorphisms. In contrast, we show that for every integer n 2, the variety of all Heyting algebras of width at most n has a non-surjective epimorphism. Within the so-called Kuznetsov-Gerčiu variety (i.e., the variety generated by finite linear sums of one-generated Heyting algebras), we describe exactly the subvarieties that have surjective epimorphisms. This yields new positive examples, and an alternative proof of epimorphism surjectivity for all varieties of Gödel algebras. The results settle natural questions about Beth-style definability for a range of intermediate logics.
Introduction
A morphism f : A → B in a category is called an epimorphism [1, 13, 31, 36] provided that it is right-cancellative, i.e., for every pair of morphisms g, h : B → C (in the same category),
We regard any variety of algebras as a concrete category whose morphisms are the algebraic homomorphisms between its members. In such categories all surjective morphisms are epimorphisms, but the converse is not true in general.
Accordingly, when all epimorphisms are surjective in a variety K of algebras, we say that K has the epimorphism surjectivity (ES) property. This property need not be inherited by subvarieties of K. For example, the variety L of all lattices has the ES property, whence an embedding f of the three-element chain into the four-element diamond is not an epimorphism in L. Indeed, the diamond can be embedded into the five-element nondistributive modular lattice in two distinct ways that agree when composed with f . Nevertheless, f is a (non-surjective) epimorphism in the smaller variety of distributive lattices. As this example suggests, it is often difficult to establish whether epimorphisms are surjective in a given variety.
The failure of the ES property for distributive lattices can be explained in logical terms by the observation that complements are implicitly but not explicitly definable-i.e., when complements exist in a distributive lattice, they are uniquely determined, but no unary term defines them explicitly. This instantiates a general result: the algebraic counterpart K of an algebraizable logic [11] has the ES property if and only if has the infinite (deductive) Beth (definability) property-i.e., all implicit definitions in can be made explicit [9, 30] . 1 More precisely, recall that every algebraizable logic has a set of formulas ∆(x, y) which behaves globally as an equivalence connective [11, 17, 21, 22, 23] . Consider two disjoint sets X and Z of variables, with X = ∅, and a set Γ of formulas over X ∪ Z. We say that Z is defined implicitly in terms of X by means of Γ in if
Γ ∪ σ[Γ] ∆(z, σ(z))
for every substitution σ such that σ(x) = x for all x ∈ X. On the other hand, Z is said to be defined explicitly in terms of X by means of Γ in when, for every z ∈ Z, there exists a formula ϕ z over X such that
Γ ∆(z, ϕ z ).
Then the infinite Beth property postulates the equivalence of implicit and explicit definability in (for all X, Z, Γ as above). 2 The finite Beth property does the same for the case where Z is a finite set.
It turns out that an algebraizable logic has the finite Beth property if and only if its algebraic counterpart has the weak ES property [9, 30] , 3 which means that the "almost onto" epimorphisms between its members are surjective. Here, a homomorphism f : A → B is said to be almost onto if there is a finite subset C ⊆ B such that f [A] ∪ C generates B.
The foregoing facts motivate the study of epimorphisms in varieties of Heyting algebras, i.e., in the algebraic counterparts of intermediate logics.
A classic result of Maksimova states that only finitely many such varieties possess a certain strong variant of the ES property [24, 42, 43, 44] . These include the respective varieties of all Heyting algebras, all Gödel algebras [18] , and all Boolean algebras. In contrast, a well-known result of Kreisel 1 The terminology comes from Beth's definability theorem for classical predicate logic [4] . The focus on algebraizable logics is not restrictive, because every (pre)variety is categorically equivalent to one that algebraizes some sentential logic [46] , and the ES property persists under any category equivalence between (pre)varieties. 2 Observe that X, Z and Γ may be arbitrarily large sets, and that σ can map X ∪ Z to sets of variables other than X ∪ Z. For logics satisfying suitable (possibly infinitary) versions of compactness, some cardinal bounds can be imposed on X, Z, and on the codomain of σ, as is shown in [47] (see also [1, 31] ). 3 This result has an antecedent, due to Németi, in [28, Thm. 5.6.10] .
states (in effect) that all varieties of Heyting algebras have the weak ES property [37] . Very little is known, however, about the (unqualified) ES property for varieties of Heyting algebras, despite the fact that it is algebraically natural.
On the positive side, it was shown recently that the ES property holds for all varieties of Heyting algebras that have finite depth [8, Thm. 5.3] . This yields a continuum of examples with the ES property. On the other hand, in the same paper [8, Cor. 6.2] it was shown that even a locally finite variety of Heyting algebras need not have the ES property. (The counter-example confirmed Blok and Hoogland's conjecture [9] that the weak ES property really is strictly weaker than the ES property.) This raises the question: how rare are varieties of Heyting algebras without the ES property?
In this work we establish that the ES property fails for the variety of all Heyting algebras of width at most n + 2, where n is any natural number (Corollary 6.6). We also disprove the ES property for the variety generated by the Rieger-Nishimura lattice, and for a continuum of its locally finite subvarieties (Corollary 8.3 and Theorem 8.4). Finally, within the Kuznetsov-Gerčiu variety KG, i.e., the variety generated by finite linear sums of one-generated Heyting algebras, we classify the subvarieties with the ES property (Theorem 9.4). As KG contains all Gödel algebras, this gives a new explanation of the surjectivity of epimorphisms in all varieties of Gödel algebras (which was first shown in [8, Cor. 5.7] ).
Esakia duality
A Heyting algebra is an algebra A = A; ∧, ∨, →, 0, 1 which comprises a bounded lattice A; ∧, ∨, 0, 1 , and a binary operation → such that for every a, b, c ∈ A, a ∧ b c ⇐⇒ a b → c. It follows that Heyting algebras are distributive lattices. Remarkably, a Heyting algebra is uniquely determined by its lattice reduct. The class of all Heyting algebras forms a variety, which we denote by HA.
A fundamental tool for investigating Heyting algebras is Esakia duality [19, 20, 14] , which we proceed to review. Given a poset X; , we call any upward closed subset of X an upset. Similarly, any downward closed subset is called a downset. For any set U ⊆ X, the smallest upset and downset containing U are denoted respectively by ↑U and ↓U. In case U = {x}, we shall write ↑x and ↓x instead of ↑{x} and ↓{x}, respectively. Then an Esakia space X = X; τ, comprises a Stone space X; τ (i.e., a compact Hausdorff space in which every open set is a union of clopen sets) and a poset X; such that (i) ↑x is closed for all x ∈ X, and (ii) ↓U is clopen, for every clopen U ⊆ X. Observe that the topology of finite Esakia spaces is necessarily discrete (because they are Hausdorff), and that finite posets endowed with the discrete topology are Esakia spaces. Moreover, every Esakia space X satisfies the Priestley separation axiom [50, 51] , stating that for every x, y ∈ X such that x y, there exists a clopen upset U such that x ∈ U and y / ∈ U. For Esakia spaces X and Y, an Esakia morphism f : X → Y is a continuous order-preserving map f : X → Y such that for all x ∈ X, if f (x) y ∈ Y, then y = f (z) for some z x.
( The dual equivalence functors are defined as follows. Given a Heyting algebra A, we denote the set of its (non-empty proper) prime filters by PrA. For every a ∈ A, set
and consider also its complement γ A (a) c := {F ∈ PrA : a / ∈ F}. It turns out that the structure A * := PrA; τ, ⊆ is an Esakia space, where τ is the topology on PrA with subbasis {γ A (a) : a ∈ A} ∪ {γ A (a) c : a ∈ A}. Moreover, for every Heyting algebra homomorphism f : A → B, let f * : B * → A * be the Esakia morphism defined by the rule
Conversely, let X be an Esakia space. We denote by CuX the set of clopen upsets of X. Then the structure X * := CuX; ∩, ∪, →, ∅, X , where U → V := X ↓(U V), is a Heyting algebra. Moreover, for every Esakia morphism f : X → Y, let f * : Y * → X * be the homomorphism of Heyting algebras given by the rule
The dual equivalence in Theorem 2.1 is witnessed by the pair of contravariant functors (−) * : HA ←→ ESP : (−) * . (3) Given a variety K of Heyting algebras, we denote by K * the full subcategory of ESP, whose class of objects is the isomorphic closure of {A * : A ∈ K}. It is clear that the functors in (3) restrict to a dual equivalence between K and K * .
Let X be an Esakia space. An Esakia subspace (E-subspace for short) of X is a closed upset of X, equipped with the subspace topology and the restriction of the order. A correct partition on X (sometimes called an Esakia relation or bisimulation equivalence in the literature) is an equivalence relation R on X such that for every x, y, z ∈ X, (i) if x, y ∈ R and x z, then z, w ∈ R for some w y, and (ii) if x, y / ∈ R, then there is a clopen U such that x ∈ U and y / ∈ U, which moreover is a union of equivalence classes of R.
In this case, we denote by X/R the Esakia space consisting of the quotient space of X with respect to R, equipped with the partial order X/R defined as follows: for every x, y ∈ X, x/R X/R y/R ⇐⇒ there are x , y ∈ X such that
x, x , y, y ∈ R and x X y .
The map x → x/R is an Esakia morphism from X to X/R, and the kernel of f is a correct partition on X for every Esakia morphism f : X → Y. If, moreover, f is surjective, then X/ ker f ∼ = Y. An algebra A is finitely subdirectly irreducible, FSI for short, when the identity relation is meet-irreducible in the congruence lattice of A [3, 12] . Lemma 2.2. Let A be a Heyting algebra, and X an Esakia space.
(i) A is FSI if and only if its top element is prime (i.e., if x ∨ y = 1 then x = 1 or y = 1) or, equivalently, the poset underlying A * is rooted (i.e., has a least element).
(ii) A homomorphism h between Heyting algebras is injective iff h * is surjective.
Also, h is surjective iff h * is injective. (iii) There is a dual lattice isomorphism σ from the congruence lattice of A to the lattice of E-subspaces of A * , such that (A/θ) * ∼ = σ(θ) for any congruence θ of A, and for any E-subspace Y of A * , we have
There is a dual lattice isomorphism ρ from the lattice of subalgebras of A to that of correct partitions on A * , such that if B is a subalgebra of A then B * ∼ = A * /ρ(B), and if R is a correct partition on A * then (A * /R) * ∼ = ρ −1 (R). (v) Let R be a correct partition on X. If Y is an E-subspace of X, then R ∩ Y 2 is a correct partition on Y. (vi) Images of Esakia morphisms are E-subspaces, and restrictions of Esakia morphisms to E-subspaces are still Esakia morphisms. (vii) Every chain in X has an infimum and a supremum. Moreover, infima and suprema of chains are preserved by Esakia morphisms.
The statement of (i) is well-known (see for instance [5, Thm. 2.9] ). The correspondences of (ii), (iii) and (iv) were established in [19] (alternatively, examine [8, Lem. 3.4] ). The isomorphism σ in (iii) is the map that sends a congruence θ of A to the E-subspace of A * with universe {F ∈ PrA : F is a union of equivalence classes of θ}.
Moreover, the isomorphism ρ in (iv) is the map that sends a subalgebra A of B (in symbols A B) to the correct partition R A on B * such that
for every F, G ∈ PrB.
In the light of (iii) and (iv), the statement of (v) is just the topological reformulation of the fact that if B A and θ is a congruence of A, then θ ∩ B 2 is a congruence of B. Moreover, the first part of (vi) is a consequence of (1) and of the fact that continuous functions from compact spaces to Hausdorff spaces are closed. The second part of (vi) is immediate. Finally, (vii) is a consequence of Theorem 2.1, together with the observation that unions and intersections of chains of prime filters are still prime filters (and that these unions and intersections are preserved by inverse images of homomorphisms).
Note that, owing to (iii) and (iv), if K is a variety of Heyting algebras then K * is closed under taking E-subspaces and quotients by correct partitions.
Epimorphism surjectivity
Let K be a variety of algebras and B ∈ K. A subalgebra A B is K-epic if for every pair of morphisms g, h : B → C in K, The next result is a topological reformulation of the above result in the special case of Heyting algebras, which is essentially a consequence of the correspondence between subalgebras and correct partitions (see (ii) and (iv) of Lemma 2.2). Also, because of the dual equivalence, the dual of every epimorphism is a monomorphism (i.e., a morphism f such that, for any morphisms g and h, if f • g = f • h then g = h). Lemma 3.2. A variety K of Heyting algebras lacks the ES property if and only if there is an Esakia space X ∈ K * with a correct partition R different from the identity relation such that for every Y ∈ K * and every pair of Esakia morphisms g, h : Y → X, if g(y), h(y) ∈ R for every y ∈ Y, then g = h.
A variety is said to be arithmetical when it is both congruence permutable and congruence distributive [3, 12] . Given a class of algebras K, we denote by K FSI the class of all FSI members of K. We say K is a universal class when K is axiomatized by universal first-order sentences. The next result originates in [13, Thm. 6] . Notice from Lemma 2.2(i) that FSI Heyting algebras form a universal class. Moreover, it is well-known that the variety of Heyting algebras is arithmetical [25] . As a consequence we can instantiate Theorem 3.3 as follows: To illustrate the power of Corollary 3.4, we shall exhibit a new elementary proof of the fact that finitely generated varieties of Heyting algebras (i.e., varieties generated by a finite algebra) have surjective epimorphisms [8, Cor. 5.5] . To this end, we denote by H, S, P u and V the respective class operators for homomorphic images, subalgebras, ultraproducts and varietal generation. Recall Jónsson's lemma, which states that if K is a class of similar algebras and V(K) is congruence distributive, then V(K) FSI ⊆ HSP u (K), see [3, Lem. 5.9] or [33, 34] .
Example 3.5. Suppose, with a view to contradiction, that there is a finitely generated variety K of Heyting algebras without the ES property. By Corollary 3.4, there is an FSI algebra B ∈ K with a proper K-epic subalgebra A. Thus the inclusion map A → B is a non-surjective epimorphism. By Jónsson's lemma and the fact that K is finitely generated, we know that B is finite. Therefore the map A → B is almost onto. Thus K has a nonsurjective almost onto epimorphism, i.e., it lacks the weak ES property. But this contradicts the following result [37] (see also [26, Sec. 12] Hence we conclude that finitely generated varieties of Heyting algebras have the ES property.
Depth and width in Heyting algebras
Let 0 < n ∈ ω. A poset X = X; is said to have depth at most n if it does not contain any chain of n + 1 elements. Similarly, X is said to have width at most n if ↑x does not contain any antichain of n + 1 elements, for every x ∈ X. A Heyting algebra A has depth (resp. width) at most n, when the poset underlying its dual space A * has.
For 0 < n ∈ ω, let D n and W n be, respectively, the classes of Heyting algebras with depth and width at most n. It follows that D 1 is the variety of Boolean algebras, while W 1 is the variety of Gödel algebras (i.e., of subdirect products of totally ordered Heyting algebras). Both of them are known to have a strong variant of the ES property [24, 44, 42, 43] . The following result is well known (see for instance [15] ): Theorem 4.1. Let 0 < n ∈ ω, and let A be a Heyting algebra.
(i) A has depth at most n if and only if it satisfies the equation d n ≈ 1, where
(ii) A has width at most n if and only if it satisfies the equation w n ≈ 1, where
As a consequence, both D n and W n are varieties.
Note that (ii) generalizes the fact that a Heyting algebra is a Gödel algebra if and only if it satisfies (x → y) ∨ (y → x) ≈ 1. Notice also that finite algebras have bounded depth, so the following general result from [8, Thm. 5.3] can be viewed as a generalization of Example 3.5.
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Theorem 4.2. Let 0 < n ∈ ω. Every variety of Heyting algebras, whose members have depth at most n, has surjective epimorphisms.
Kuznetsov showed that there is a continuum of varieties of Heyting algebras all of whose members have depth at most 3 [38, 39] . So, the result above supplies a continuum of varieties with the ES property.
On the other hand, until now, only one ad hoc example of a variety of Heyting algebras without the ES property has been exhibited [8, Cor. 6.2] . This variety is generated by an algebra that we call (D ∞ 2 ) * , which has width at most 2. This prompted the question of whether the variety W 2 (or W n in general) has the ES property or not. We shall settle this question after introducing a "summing" construction, which will be used to build (D ∞ 2 ) * as well as other algebras that have proper epic subalgebras.
Sums of Heyting algebras
Let A and B be Heyting algebras. The sum A + B is the Heyting algebra obtained by pasting B below A, gluing the top element of B to the bottom element of A. To give a more formal definition, it is convenient to assume that the universes of A and B are disjoint. Moreover, let us denote by A and B the lattice orders of A and B respectively. Then A + B is the unique Heyting algebra with universe (A {0 A }) ∪ B whose lattice order is defined as follows:
or (b ∈ B and a ∈ A).
As + is clearly associative, there is no ambiguity in writing A 1 + · · · + A n for the descending chain of finitely many Heyting algebras A 1 , . . . , A n , each glued to the previous one.
To obtain interesting results that are not covered by Theorem 4.2, we will need to consider Heyting algebras with unbounded depth. It is therefore useful to introduce an infinite generalization of this construction. Let {A n : n ∈ ω} be a family of Heyting algebras with disjoint universes, and let ⊥ be a fresh element. The sum ∑ A n is the unique Heyting algebra with universe
and whose lattice order is defined as follows: for every a, b ∈ ∑ A n ,
or (a ∈ A n and b ∈ A m for some n, m ∈ ω such that n > m).
In words, ∑ A n is a tower of algebras, each pasted below the previous, with a new bottom element. When {A n : n ∈ ω} is a family consisting of copies of the same algebra A, we write A ∞ instead of ∑ A n . Sums of Heyting algebras have found various applications in the study of intermediate logics, see for instance [6, 27, 40, 41] , but note that in the usual definition, subsequent algebras are added on top, instead of below. For finitely many summands this difference is immaterial.
For present purposes, it is convenient to describe the dual spaces of sums of Heyting algebras as well. Let X = X; X and Y = Y; Y be two posets (with disjoint universes). Their sum X + Y is the poset with universe X ∪ Y and whose order relation is defined as follows: for every x, y ∈ X ∪ Y, x y ⇐⇒ either (x, y ∈ X and x X y) or (x, y ∈ Y and x Y y)
or (x ∈ X and y ∈ Y).
So, X + Y is the poset obtained by placing Y above X. Then let {X n : n ∈ ω} be a family of posets with disjoint universes, and let be a fresh element. The sum ∑ X n is the poset with universe
and order relation defined as follows: for every x, y ∈ ∑ X n ,
x y ⇐⇒ either y = or (x, y ∈ X n for some n ∈ ω and x X n y)
or (x ∈ X n and y ∈ X m for some n, m ∈ ω such that n < m).
Hence, ∑ X n is obtained by placing each successive poset above the previous and adding a new top element. Now, let X and Y be two Esakia spaces (with disjoint universes). The sum X + Y is the Esakia space, whose underlying poset is X; X + Y; Y , endowed with the topology consisting of the sets U ⊆ X ∪ Y such that U ∩ X and U ∩ Y are open respectively in X and Y.
Similarly, let {X n : n ∈ ω} be a family of Esakia spaces with disjoint universes. The sum ∑ X n is the Esakia space, whose underlying poset is ∑ X n ; X n , equipped with the topology τ = {U : U ∩ X n is open in X n for all n ∈ ω, and if ∈ U, then there is n ∈ ω s.t.
When {X n : n ∈ ω} consists of copies of the same Esakia space X, we write X ∞ instead of ∑ X n .
Lemma 5.1. Let {A, B} ∪ {A n : n ∈ ω} be a family of Heyting algebras. The Esakia spaces (A + B) * and (∑ A n ) * are isomorphic, respectively, to A * + B * and ∑ A n * .
Proof. We sketch the proof only for the case of ∑ A n . Observe that the set of all non-zero elements of ∑ A n forms a prime filter G 0 . Keeping this in mind, we define a map
setting f ( ) := G 0 and for every n ∈ ω and F ∈ Pr A n ,
It is not difficult to see that f is bijective and order-preserving. Therefore it only remains to prove that f is continuous and satisfies (1).
To show the latter, suppose that = F ∈ ∑ A n * and
To prove that f is continuous, first consider some subbasic clopen of the form γ ∑ A n (a) with a ∈ ∑ A n {0}, see (2) if necessary. We have that a ∈ A k for some k ∈ ω and, therefore,
Clearly the sets γ A k (a) and { } ∪ m>k A m * are open in ∑ A n * . Now, similarly, consider a subbasic clopen of the form γ ∑ A n (a) c . Then
which is also clearly open in ∑ A n * . This shows that f is continuous. Therefore, f is a bijective Esakia morphism, and hence an isomorphism.
As an example, we can now construct (D ∞ 2 ) * , which witnesses the failure of the ES property in the variety generated by it. 5 We let D 2 be the Esakia space with two incomparable elements. It follows that D 2 * ∼ = 2 × 2, where 2 is the 2-element Boolean algebra. From Lemma 5.1, it follows that (D ∞ 2 ) * ∼ = (2 × 2) ∞ , i.e., it is ω copies of the 4-element diamond, each pasted below the previous one, with a new bottom element.
Varieties of bounded width
As we mentioned, the variety of Gödel algebras W 1 is known to have the ES property. On the other hand, in this section we show that for every n 2, the variety W n lacks the ES property. To this end, we will rely on the following technical observation: Lemma 6.1. Let 0 < n ∈ ω and let f : Y → X be an Esakia morphism between Esakia spaces of width at most n such that (i) Y has a minimum ⊥, and (ii) for every z ∈ X different from the maximum of X (if any), if f (⊥) < z, then there is an antichain of n elements in ↑ f (⊥), which contains z. Also, let ↑ f (⊥) be the upset ↑ f (⊥) without the maximum of X (if any). Then there is a subposet Z; Y of Y such that the restriction
Proof. Observe that, since f is an Esakia morphism, ↑ f (⊥) coincides with f [Y] without the maximum of X (if any). Consider any element z ∈ ↑ f (⊥) { f (⊥)} and define
Observe that T z = ∅. We claim that T z is a chain in X. To prove this, observe that f (⊥) X z, since f is order-preserving. In particular, this means that f (⊥) < X z. Then we can apply assumption (ii), obtaining that z belongs to an antichain {x 1 , . . . , x n−1 , z} of n elements in ↑ f (⊥). Since f is an Esakia morphism, there are y 1 , . . . , y n−1 ∈ Y such that f (y i ) = x i for i = 1, . . . , n − 1. Together with the fact that f is order-preserving, this implies that the set {y 1 , . . . , y n−1 , a} is an antichain of n elements in Y, for every a ∈ T z . Now, suppose with a view to contradiction that T z is not a chain. Then there are two incomparable elements a, c ∈ T z . Hence {y 1 , . . . , y n−1 , a, c} is an antichain of n + 1 elements in Y. Together with the fact that Y has a minimum element by assumption (i), we conclude that Y does not have width at most n. But this contradicts the assumptions, thus establishing the claim.
By Lemma 2.2(vii), the chain T z has a maximum element, which we denote by max(T z ). Consider the set
Clearly Z ⊆ Y, and it is easy to verify that the restriction
X is a surjective order-preserving map. In order to prove that f is a poset isomorphism, it remains only to show that f is order-reflecting. To this end, consider
, and we are done. So, consider the case where
, which implies that z 3 Y z 2 and, therefore, that
Thus, we conclude that f is order-reflecting, as desired.
For 1 < n ∈ ω, let X n = X n ; be the poset whose universe universe is {a 1 , . . . , a n , b 1 , . . . , b n }, and whose order relation is defined as follows (see the picture below): for every x, y ∈ X n , x y ⇐⇒ either x = y or (x = a 1 and y ∈ {b 2 , . . . , b n }) Also, let X n be the Esakia space obtained by endowing X n with the discrete topology.
Remark 6.2. The reader may wonder whether there is an intelligible way to understand the algebraic duals of the spaces X n . Although we will not rely on this observation, it is possible to show that the lattice reduct C of X n * is the distributive lattice obtained as follows. Let A be the Boolean lattice of 2 n−1 elements, extended with two new extrema. Moreover, let B be the three-element chain. Then C is obtained by computing the coproduct of A and B in the category of bounded distributive lattices and, subsequently, removing the two extrema from it.
An easy proof of this fact can be given by means of Priestley duality [50, 51] for bounded distributive lattices, in which finite coproducts of finite algebras correspond to direct products of posets in the natural sense [2,
The next observation follows immediately from the definitions: Lemma 6.3. For 1 < n ∈ ω, the Esakia space X ∞ n has width at most n. Now, let us introduce a notation for referring to the elements of X ∞ n . Recall that the universe of X ∞ n is a chain of copies of X n of order type ω, plus an new maximum element { }. We denote the elements of the lowest component of X n in X ∞ n as follows: Keeping this in mind, let R n be the equivalence relation on X ∞ n defined as follows:
A pictorial rendering of the relation R n is given below:
2 nd copy of X n 3 rd copy of X n Lemma 6.4. R n is a correct partition on X ∞ n , for 1 < n ∈ ω.
Proof. The fact that R n is an equivalence relation satisfying condition (i) in the definition of correct partitions can be verified by inspecting the figure above.
We turn now to condition (ii). First we claim that every finite set U ⊆ X ∞ n { } is clopen. The fact that U is closed follows from the fact that, in Hausdorff spaces, every singleton is closed. On the other hand, the fact that U is open follows from the definition of X ∞ n , together with the fact that X n is endowed with the discrete topology. This establishes the claim. Now, consider two distinct points x, y ∈ X ∞ n such that x, y / ∈ R n . We need to find a clopen U such that x ∈ U and y / ∈ U, which moreover is a union of equivalence classes of R n . If x = , the equivalence class x/R n is a finite subset of X ∞ n { }. From the claim it follows that x/R n is clopen. Since y / ∈ x/R n , we let U := x/R n and we are done. Then consider the case where x = . We know that y appears in the k-th component of X n in X ∞ n , for some k ∈ ω. Consider the set U := ↑x (k+1)n . Clearly x = ∈ U and y / ∈ U. Moreover, U is a union of equivalence classes of R n . Finally, from the claim it follows that U c is clopen and, therefore, so is U.
We are now ready to prove the main result of this section: Theorem 6.5. Let 1 < n ∈ ω, and let K be a variety of Heyting algebras, whose members have width at most n. If X ∞ n ∈ K * , then K lacks the ES property. Proof. Fix 1 < n ∈ ω, and let K be a variety of Heyting algebras whose members have width at most n, such that X ∞ n ∈ K * . To show that the ES property fails in K, we will employ Lemma 3.2. In particular, by Lemma 6.4, we know that R n is a correct partition of X ∞ n that is clearly different from the identity relation. We suppose, with a view to contradiction, that there exist Y ∈ K * and a pair of different homomorphisms g, h : Y → X ∞ n , such that f (y), g(y) ∈ R n for every y ∈ Y.
We claim that there is an element ⊥ ∈ Y and 0 < k ∈ ω such that { f (⊥), g(⊥)} = {x kn , y kn }. First observe that, since f = g, there is y ∈ Y such that f (y) = g(y) and f (y), g(y) ∈ R n . Then the equivalence class f (y)/R n is not a singleton. This implies that { f (y), g(y)} = {x m , y m } for some positive integer m.
If m is a multiple of n, we are done. Consider the case where m = tn + s for some s, t ∈ ω, where 0 < s < n. Suppose without loss of generality that f (y) = x m . Then we have that
Since f is an Esakia morphism, there is an element x (t+1)n ∈ Y such that y Y x (t+1)n and f (x (t+1)n ) = x (t+1)n . Now, recall that g(y) = y m . In particular, this implies that
Together with the fact that y m X ∞ n x (t+1)n , this implies that g(x (t+1)n ) = x (t+1)n . Now, from the fact that f (x (t+1)n ), g(x (t+1)n ) ∈ R n and f (x (t+1)n ) = x (t+1)n , it follows that g(x (t+1)n ) = y (t+1)n . Hence, setting ⊥ := x (t+1)n and k := t + 1, we have that 0 < k ∈ ω and { f (⊥), g(⊥)} = {x kn , y kn }, establishing the claim. Now, let ⊥ ∈ Y be the element given by the claim. From the definition of an Esakia space we know that the upset ↑⊥ is closed and, therefore, an E-subspace of Y. Moreover, ↑⊥ * ∈ K * , since K is a variety. Finally, by Lemma 2.2(vi), the restrictions of f and g to ↑⊥ are Esakia morphisms. Therefore we can assume without of generality that Y = ↑⊥ (otherwise we replace Y with ↑⊥).
Recall from the claim that { f (⊥), g(⊥)} = {x kn , y kn }. We can assume without loss of generality that f (⊥) = x kn and that g(⊥) = y kn . Then observe that the Esakia spaces Y and X ∞ n , and the Esakia morphism f : Y → X ∞ n satisfy the assumptions of Lemma 6.1. Therefore, Y has a subposet Z; Y such that the restriction
is a poset isomorphism. For the sake of simplicity, we denote the elements of Z exactly as their alter egos in ↑ f (⊥) . Under this convention, we have that Z = {x kn+m : m ∈ ω} ∪ {y kn+m : m ∈ ω} and that f (x i ) = x i and f (y i ) = y i , for every x i , y i ∈ Z. On the other hand, since g is order-preserving and g(⊥) = y kn , we have g(x i ) = g(y i ) = y i , for all x i , y i ∈ Z. Consequently, for all x i , y i ∈ Z,
Now, consider the set
Observe that C is an antichain of n elements in X ∞ n . Since f is a poset isomorphism between Z; Y and ↑ f (⊥) ; X ∞ n , we obtain that C is also an antichain of n elements in Z; Y and, therefore, in Y. Since Y has width at most n and has a minimum element ⊥, every element of Y should be comparable with at least one member of C. Now, observe that
Since g is an Esakia morphism, there exists a ∈ Y such that g(a) = x (k+2)n . Recall that for 1 i n − 1,
Since y (k+1)n+i is incomparable with g(a) = x (k+2)n in X ∞ n and g is orderpreserving, we conclude that a is incomparable with x (k+1)n+i in Y. Hence a is incomparable with every element of C {y (k+1)n } in Y. On the other hand, we know that a must be comparable with at least one element of C. As a consequence, a must be comparable with y (k+1)n in Y. Together with the fact that g is order-preserving, this means that g(a) = x (k+2)n and g(y (k+1)n ) = y (k+1)n are comparable in X ∞ n , which is a contradiction. As a consequence of the above result, we obtain that for 1 < n ∈ ω the variety of all Heyting algebras of width at most n lacks the ES property.
Corollary 6.6. For 1 < n ∈ ω, the members of the interval [V(X ∞ * n ), W n ] of the subvariety lattice of HA lack the ES property. In particular, W n lacks the ES property.
Proof. Immediate from Lemma 6.3 and Theorem 6.5.
At this stage the reader may wonder how many varieties of Heyting algebras lack the ES property. Later on (Theorem 8.4), we will show that there is already a continuum of locally finite varieties without the ES property whose members have width at most 2. Remark 6.7. As we mentioned, the logical counterpart of the ES property is the infinite Beth property. One naturally asks, therefore, what failure of the infinite Beth property is related to the failure of the ES property in Theorem 6.5. To clarify this point, observe that the proof of the theorem shows that the subalgebra of (X ∞ n ) * corresponding to the correct partition R n is proper and K-epic. In the cases where n is either 2 or 3, the algebra (X ∞ n ) * is depicted below, where the encircled elements constitute the proper K-epic subalgebra corresponding to R n .
Let A B one of the two epic situations depicted below. Observe that for 1 k ∈ ω, there is a unique element a k ∈ C k which is incomparable with every element of (A ∩ C k ) {1} (see picture below). We call a k the sibling of (A ∩ C k ). Roughly speaking, Theorem 6.5 shows that siblings are implicitly, but not explicitly, definable in terms of A. Since B is generated by A together with the siblings {a k : k ∈ ω}, this observation implies that all the elements of B are implicitly, but not explicitly, definable in terms of A, witnessing a failure of the infinite Beth property.
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As a matter of fact, the above explanation is not restricted to the case where n = 2, 3. In general, let A be the subalgebra dual to R n on B := (X ∞ n ) * . Whenever 1 k ∈ ω, then C k has a unique element a k that is incomparable with all elements of (A ∩ C k ) {1}. Indeed, a k = ↑y n(k−1) when k > 0, and a k = ↑⊥ otherwise. Here, as before, the a k 's are implicitly, but not explicitly, definable in terms of A and, together with A, they generate the algebra B, witnessing a failure of the infinite Beth property. 6 Formally speaking a failure of the infinite Beth property should be given in terms of two disjoint sets of variables X and Z, and a set of formulas Γ over X ∪ Z. Our informal explanation can be amended, taking X := A, Z := B A, and letting Γ be the inverse image of {1 B } under the natural homomorphism from the term algebra Fm(X ∪ Z) to B. KG := V({A 1 + · · · + A n : 0 < n ∈ ω and A 1 , . . . , A n ∈ H(RN)}). (5) The variety KG was introduced by Kuznetsov and Gerčiu [27, 40] in the study of finite axiomatizability, and of the finite model property in varieties of Heyting algebras (also see [6, 7] ). Remarkably, there is a continuum of subvarieties of KG having the finite model property, and also a continuum lacking the finite model property [6, Thm. 5.39(1), Cor. 5.41].
In the next sections we will provide a characterization of subvarieties of KG with the ES property (Theorem 9.4). The following result is a specialization of [40, Lem. 4]: Lemma 7.1 (A. V. Kuznetsov and V. Ja. Gerčiu). If A ∈ KG is a finite FSI algebra, then A = B 1 + · · · + B n for some B 1 , . . . , B n ∈ H(RN).
A variety is said to be locally finite when its finitely generated members are finite. The following result is essentially [6, Thms. 8.49 and 8.54]. Recall that 2 denotes the two-element Boolean algebra. (i) K is locally finite.
(ii) K excludes an algebra of the form A + 2 where A is a finite FSI member of H(RN). (iii) K excludes the algebra RN + 2.
We will rely also on some observations about the topological duals of the members of KG (Corollary 7.4). Let n ∈ ω. A poset X = X; is said to have incomparability degree at most n if for every x ∈ X, the set ↑x does not contain any point which is incomparable with n + 1 elements. Clearly, posets of incomparability degree at most n also have width at most n + 1, but the converse need not be true in general. A Heyting algebra A has incomparability degree at most n, when the poset underlying its dual space A * has. We denote by ID n the class of all Heyting algebras of incomparability degree at most n. We shall see that ID n is indeed a variety.
Let n ∈ ω. Consider a set of variables Z n = {y 1 , . . . , y n+1 }. We let Z n,1 , . . . , Z n,k n be a fixed enumeration of all possible posets with universe Z n . For each such Z n,k = Z n , k , with k k n , define the formulas ϕ n,k := i,j : y i k y j y i → y j and ψ n,k := n+1 i=1 (y i → (x ∨ j : y i k y j y j )).
In the above display we assume that the disjunction of an empty family is the symbol 0. Moreover, we set
Theorem 7.3. For every n ∈ ω, the class ID n of Heyting algebras with incomparability degree at most n is axiomatized by the set of equations Σ n . As a consequence, ID n is a variety.
Proof. First we show that for every Heyting algebra A / ∈ ID n , we have A Σ n . Note that we need only exhibit the failure of some equation of Σ n in some homomorphic image of A. Since A / ∈ ID n , there is an x ∈ A * such that ↑x contains a point which is incomparable with n + 1 points. Thus, owing to the previous remark, and (i) and (iii) of Lemma 2.2, we may, without loss of generality, suppose that A is FSI, otherwise we identify A with its FSI homomorphic image that corresponds to the subspace ↑x.
Since A / ∈ ID n , there are distinct F, G 1 , . . . , G n+1 ∈ Pr A such that F is incomparable with the various G 1 , . . . , G n+1 . Then for every i n + 1 we can choose an element a i ∈ F G i . We set
Given i n + 1, we can choose b i ∈ G i F. Moreover, for every j n + 1 such that G i G j , we choose b i j ∈ G i G j and set
Finally for every j n + 1, we definê
Observe that for every i n + 1,
From (6, 7) and the fact that G 1 , . . . , G n+1 are different, we obtain that the elementsâ,b 1 , . . . ,b n+1 are different one from the other. Then consider the subposet P of A with universe {b 1 , . . . ,b n+1 }. Clearly there is a k k n such that Z n,k is isomorphic to P under the map y i →b i for every i n + 1. We leave it for the reader to verify that δ A n,k (â,b 1 , . . . ,b n+1 ) = 1. It may be helpful to notice that for every i, j n + 1,
Conversely, we show that for every Heyting algebra A such that A Σ n , we get A / ∈ InD n . There exists k k n such that the equation δ n,k ≈ 1 in Σ n is not valid in A. Then there are a, b 1 , . . . , b n+1 such that
By the prime filter extension theorem, there is a prime filter F of A containing the left-hand side but not the right-hand side of the inequality above. We let θ := σ −1 (↑F), where σ is the isomorphism in Lemma 2.2(iii) and ↑F is considered an E-subspace of A * . More transparently, one can verify that Bearing this in mind, we can construct prime filters
and for every i n + 1,
It is left for the reader to confirm that G 1 , . . . , G n+1 are pair-wise different, and that F is incomparable with every G i for every i n + 1. Therefore B / ∈ ID n as required.
Proof. The generators of KG in (5) are easily seen to belong to ID 2 ∩ W 2 . Since both ID 2 and W 2 are varieties, this implies that KG ⊆ ID 2 ∩ W 2 .
A continuum of failures of the ES property
In this section we show that there is a continuum of locally finite subvarieties of V(RN) lacking the ES property (Theorem 8.4). By Corollary 7.4, there is also such a continuum among varieties with width at most 2.
Recall, from the end of Section 5, that D 2 is the two-element discrete poset, equipped with the discrete topology.
Recall that every algebra embeds into a ultraproduct of its finitely generated subalgebras [12, Thm. 2.14, Ch. V]. Now, observe that the finitely generated subalgebras of (D ∞ 2 ) * coincide with finite sums, where each summand is either the two-element or the four-element Boolean algebra. Keeping this in mind, it is not hard to see that every finitely generated subalgebra of (D ∞ 2 ) * belongs to HS(RN), see Figure 2 on page 27 if necessary. As a consequence, we obtain that (D ∞ 2 ) * ∈ SP u HS(RN) ⊆ V(RN An argument analogous to the one detailed for Lemma 6.4 shows that R is a correct partition on D ∞ 2 . Since K has the ES property, we can apply Lemma 3.2 obtaining that there exist Y ∈ K * and a pair of different Esakia
. Together with the fact that f (⊥), g(⊥) ∈ R, this implies that { f (⊥), g(⊥)} = {x n , y n } for some n ∈ ω. We can assume without loss of generality that f (⊥) = x n and g(⊥) = y n . Moreover, as in the proof of Theorem 6.5, we can assume that Y = ↑⊥. 
is a poset isomorphism. For the sake of simplicity, we denote the elements of Z exactly as their alter egos in ↑ f (⊥) . Under this convention, we have that Z = {x n+m : m ∈ ω} ∪ {y n+m : m ∈ ω} and that f (x i ) = x i and f (y i ) = g(x i ) = g(y i ) = y i for every x i , y i ∈ Z (see the proof of Theorem 6.5, if necessary).
We will now interrogate the structure of Y to produce a sequence of elements z n+2 , z n+3 , · · · ∈ Y Z and describe how they are ordered with respect to the elements of Z. First, observe that g(y n ) = y n
Since g is an Esakia morphism, there is an element z n+2 ∈ Y such that y n Y z n+2 and g(z n+2 ) = x n+2 . Let us describe the structure of the poset Z ∪ {z n+2 }; Y . First observe that z n+2 is incomparable with x n+1 and y n+1 with respect to Y , since g is order-preserving and g(z n+2 ) = x n+2 is incomparable with g(x n+1 ) = g(y n+1 ) = y n+1 in D ∞ 2 . Moreover, z n+2 Y x n+2 . To prove this, observe that x n+2 and y n+1 are incomparable in Y.
Since Y has width at most 2, this implies that z n+2 must be comparable with one of them. Since z n+2 is incomparable with y n+1 , if follows that z n+2 is comparable with x n+2 . Keeping in mind that g(x n+2 ) = y n+2
) and that g is order-preserving, we obtain that x n+2 Y z n+2 . As a consequence, we conclude that z n+2 < Y x n+2 as desired. Summing up, the structure of Z ∪ {z n+2 }; Y is described exactly by the following picture:
Y z n+3 such that g(z n+3 ) = x n+3 . We can replicate the previous argument, used to describe the structure of the poset Z ∪ {z n+2 }; Y , to show that z n+3 is incomparable with x n+2 and y n+2 , and that z n+3 < Y x x+3 . Then, as in the previous argument, y n+1 < Y z n+3 . Iterating this process we construct a series of elements {z n+m : 2 m ∈ ω} ⊆ Y such that g(z i ) = x i . The structure of the poset Z := Z ∪ {z n+m : 2 m ∈ ω}; Y is the one depicted below: We claim that for every a ∈ Y such that x n+2 Y a, either a ∈ Z or b Y a for every b ∈ Z . To prove this, consider a ∈ Y such that x n+2 Y a and a / ∈ Z . It will be enough to show that x n+m Y a for 2 < m ∈ ω. Suppose, with a view to contradiction, that there is a smallest integer m > 2 such that x n+m Y a. Looking at the figure above, it is easy to see that every point in Z {x n , y n } is incomparable with two elements in ↑x n . Since Y has incomparability degree at most 2 by Corollary 7.4, it follows that every element in ↑x n Z is comparable with all the elements of Z {x n , y n }. We will make extensive use of this observation. First recall that x n+m Y a. As a is comparable with x n+m , this implies that a < Y x n+m . Moreover, a is comparable with y n+m−1 . Since y n+m−1 Y x n+m and a < Y x n+m , it follows that a < Y y n+m−1 . Now, a is comparable with z n+m . If z n+m Y a, then z n+m Y y n+m−1 , which is false. Then we obtain that a < Y z n+m . By minimality of m we have x n+m−1 Y a. This yields that x n+m−1 Y z n+m . This contradiction establishes the claim.
From the definition of an Esakia space we know that the upset ↑x n+2 in Y is closed and, therefore, an E-subspace of Y. Moreover, ↑x n+2 ∈ K * , since K is a variety. Consider the equivalence relation S on ↑x n+2 defined as follows: for every a, b ∈ ↑x n+2 ,
We will prove that S is a correct partition on ↑x n+2 . To this end, observe that from the claim it follows that S satisfies condition (i) in the definition of a correct partition. In order to prove condition (ii), consider a, b ∈ ↑x n+2 such that a, b / ∈ S. We can assume without loss of generality that b ∈ Z . If b ∈ {x n+2 , x n+2 } let b = z n+4 , otherwise let b = b. Let c be the minimum element of ↑x n+2 that is incomparable with b . By the Priestley separation axiom, since c Y b , there is a clopen upset U such that c ∈ U and b / ∈ U. Looking at the above picture, it is easy to see that the only upset missing b is ↑c, therefore U = ↑c and U c = ↓b . In particular, we have that b ∈ ↓b = U c . By the claim above, a ∈ ↑c = U. The fact that U and U c are unions of equivalence classes of S follows from the definition of S. This establishes condition (ii) and, therefore, that S is a correct partition on ↑x n+2 .
Then let W be the Esakia space (↑x n+2 )/S. Observe that W ∈ K * , since K is a variety. Moreover, observe that the poset underlying W is isomorphic to Z ∩ ↑x n+2 plus a fresh top element. An argument, similar to the one detailed in the case of S, shows that the relation T is a correct partition on W, except that in this case we let b be such that a b, and let b = c 0 if b ∈ {a 0 , b 0 } and the maximum of the equivalence class b/T otherwise.
Since K has the ES property, we can apply Lemma 3.2 to obtain that there exist V ∈ K * and a pair of different Esakia morphisms f , g : V → W such that f (v), g(v) ∈ T for every v ∈ V. As above, since f = g, there are ⊥ ∈ V and n ∈ ω such that { f (⊥), g(⊥)} = {a n , b n }. We can assume without loss of generality that f (⊥) = a n and g(⊥) = b n , and that V = ↑⊥. Moreover, we can find a subposet Q; V of V such that the restriction
W is a poset isomorphism. We denote the elements of Q exactly as their alter egos in ↑ f (⊥) . Under this convention, we have that
and that for every a i ,
Observe that g(b n ) = b n W a n+2 . Since g is an Esakia morphism, there is v ∈ V such that b n V v and g(v) = a n+2 . So, we have that {g(v), g(a n+2 ), g(b n+2 )} = {a n+2 , b n+2 } and g(c n+1 ) = c n+1 , therefore, the elements g(v), g(a n+2 ), g(b n+2 ) are incomparable with g(c n+1 ) in W. Since g is order-preserving, we obtain that v, a n+2 , b n+2 are incomparable with c n+1 in V . Together with the fact that a n+2 = b n+2 and that V has incomparability degree 2 by Corollary 7.4, we conclude that either v = a n+2 or v = b n+2 . Observe that if v = a n+2 , then a n+2 = g(v) = g(a n+2 ) = b n+2 , which is false. A similar argument rules out the case where v = b n+2 . Hence we have reached a contradiction, as desired. 
The fact that V(RN) lacks the ES property is then an immediate consequence of Lemma 8.2.
As already mentioned, up to now the only known example of a variety of Heyting algebras without the ES property was precisely V((D ∞ 2 ) * ). This example is now subsumed by the above corollary. Proof. Let C be the three-element Heyting algebra. Moreover, define A := 2 × C. For 2 n ∈ ω, let B n be the algebra 2
where C 1 , . . . , C n−2 are copies of the four-element Boolean algebra D 2 * . The algebra B n is depicted below.
Define F := {B n : 2 n ∈ ω}. In [6, Lem. 5.38 (5), Thm. 5.39 (1)] it is shown that V(S) = V(T), for every pair of different subsets S, T ⊆ F.
, for every pair of different subsets S, T ⊆ F. To prove this, consider two different S, T ⊆ F. Since V(S) = V(T), we can assume without loss of generality that B n ∈ V(S) V(T) whenever n 2. Suppose with a view to contradiction that V(S,
2 ) * ). Now, observe that (D ∞ 2 ) * ∈ ID 1 . As a consequence, B n ∈ ID 1 . But this is easily seen to be false. Hence we have reached a contradiction, thus establishing the claim.
From the claim it follows that the set The proof relies on a general method introduced by Jankov for the case of varieties of Heyting algebras [32] , and subsequently extended to all varieties with equationally definable principal congruences by Blok and Pigozzi [10] (see also [34] ).
Observe that the equation Proof. We reason by contraposition. Suppose that a subvariety K of KG is not locally finite. From condition (iii) of Theorem 7.2 it follows that K contains the sum RN + 2. Now, it is easy to see that finitely generated subalgebras of (D ∞ 2 ) * belong to SH(RN + 2). As a consequence, (D ∞ 2 ) * ∈ ISP u SH(RN + 2) ⊆ K. From Lemma 8.2, it follows that K lacks the ES property.
Epimorphism surjectivity in subvarieties of KG
In obtaining a characterization of the subvarieties of KG with the ES property, we shall rely on a series of technical observations. An element a of a Heyting algebra A is said to be a node if it is comparable with every element of A, see for instance [16] .
Lemma 9.1. Let A be a finite Heyting algebra and 0 < n ∈ ω.
(i) Suppose that A is one-generated. If |A| 6n + 1, then
(ii) Suppose that A ∈ KG FSI , and that c n+2 < c n+1 < · · 
Proof. (i): Recall that the class of one-generated Heyting algebras is H(RN).
Hence A is a finite homomorphic image of RN. Bearing this in mind, it is not hard to see that the poset reduct of A is isomorphic to a finite principal downset ↓b of RN. Accordingly, in what follows we shall identify the universes of A and ↓b, thus labelling the elements of A as in Figure 1 on page 17. A figure of ↓b is reproduced below for convenience. Now, we define
The elements of B are encircled in the figure below. Bearing in mind that A = ↓ b and |A| 6n + 1, it is easy to see that B is the universe of a subalgebra of A isomorphic to 2 + D 2 (ii): Since A is a finite FSI member of KG, we can apply Lemma 7.1 obtaining that A = B 1 + · · · + B k for some finite B 1 , . . . , B k ∈ H(RN). We can choose this decomposition of A into a sum in such a way that the unique nodes of A are
Then c n+2 < c n+1 < · · · < c 1 is a segment of the above chain, so
for some m ∈ ω such that m + n k, and c n+2 = 0 if m + n = k and c n+2 = 1 B m+n+1 otherwise.
Then consider m i m + n. We have that B i is a finite one-generated algebra. Moreover, the assumptions on the elements c j , show that B i has at least three elements and its unique nodes are the maximum and minimum elements. Now, the fact that B i is one-generated implies that its underlying poset is isomorphic to a finite principal downset ↓b of RN, and in what follows we shall identify the universes of B i and ↓b.
Since B i has at least three elements and only two nodes, we obtain that, in the notation of Figure 1 on page 27, b = a 3p+q for some p ∈ ω and q ∈ {0, 1, 2}. Then for every k ∈ ω we define the following subsets of RN: W :={w t : t ∈ ω is not divisible by 3} C 3k+2 :={w t ∈ W : t 2 + 3k} ∪ {a 3t+2 : t ∈ ω and t k} ∪ {0, 1} C 3k+1 :=C 3(k−1)+2 ∪ {a 1+3k , a 3k , w 1+3k } C 3k :=C 3(k−1)+2 ∪ {a 3k , w 3k , a 3k−2 , a 3(k−1) }.
We have that C 3p+q is the universe of a subalgebra C i of B i , which is isomorphic to a sum of the form
See below for figures illustrating B i for the three possibilities of q, where the elements of C 3p+q are encircled.
This easily implies that
Bearing in mind that A = B 1 + · · · + B k , this yields that
Putting all this together we get that
Finally, we let D 1 , . . . , D n ∈ {X 2 * , D 2 * } be the first n components of the sum above, so that and, therefore,
But this contradicts the assumption, thus establishing the claim. Now, suppose with a view to a contradiction that K does not have the ES property. Then by Theorem 3.3 there exists an FSI algebra B ∈ K with a proper K-epic subalgebra A. Clearly, B embeds into an ultraproduct C = ∏ i∈I C i /U of its finitely generated subalgebras. Henceforth, we identify B with its image under this embedding (so that both A and B are subalgebras of C). Observe that, since K is locally finite, we know that each C i is finite. Moreover, by Lemma 2.2(i), each C i is FSI. By Lemma 7.1 each C i is a finite sum of finite algebras in H(RN).
Claim (a). If c 1 < · · · < c n+2 is a sequence of nodes in C such that c 1 , . . . , c n+2 are exactly the nodes of C in the interval [c 1 , c n+2 ], then there is at least one j ∈ {1, . . . , n + 1} such that the interval [c j , c j+1 ] is a twoelement set.
Proof of Claim (a). As the statement of Claim (a) can be formulated as a first-order sentence in the language of Heyting algebras, it follows by Łoś' Theorem [12, Sec. V, Thm. 2.9] that Claim (a) will hold in C if it holds in C i for every i ∈ I. Suppose on the contrary that there is an i ∈ I and a sequence of nodes a 1 < · · · < a n+2 of C i as above such that each interval [a j , a j+1 ] has at least three elements. Together with Lemma 9.1(ii), this implies that there are B 1 , . . . , B n ∈ {X 2 * , D 2 * } such that
But this contradicts the assumptions and, therefore, establishes the claim. Hence B j is a one-generated Heyting algebra such that |B| 6(n + 1) + 1. By Lemma 9.1(i) we obtain that
As a consequence, we obtain
But this contradicts the assumptions and, therefore, establishes the claim.
Claim (c).
For every element c of C there exist a largest node of C below c, and a smallest node of C above c.
Proof of Claim (c). As with Claim (a), it suffices to show that each C i satisfies this property. But this is an immediate consequence of the fact that C i is finite, and we are done. Now, we will extend A to a proper subalgebra D B such that the inclusion map D → B is almost onto. This will contradict the fact that K has the weak ES property (see Theorem 3.6). In order to construct the extension D of A, we reason as follows. Since A is a proper subalgebra of B, we can choose an element b ∈ B A. By Claim (c), there exist a largest node c of C such that c b and a smallest node d of C such that b d.
If ↑d is finite, we set A := A. Now assume that ↑d is infinite. We show, by supposing the contrary with a view to contradiction, that there exists a sequence of nodes Observe that the subalgebra D B extends A and is proper, since b / ∈ D. Moreover, D is a K-epic subalgebra of B, since D extends A. Bearing in mind that the interval [c, d] is finite by Claim (b), we obtain that B D is finite. Hence the inclusion map D → B is an almost onto non-surjective Kepimorphism. This implies that K lacks the weak ES property, contradicting Theorem 3.6. Lemma 9.3. Let {Z n : n ∈ ω} be a family of Esakia spaces such that Z n ∈ {X 2 , D 2 } for every n ∈ ω, and let K be a subvariety of ID 2 ∩ W 2 . If ∑ Z n ∈ K * , then K lacks the ES property.
is a poset isomorphism. For the sake of simplicity, we denote the elements of Z exactly as their alter egos in ↑ f (⊥) . It is not hard to see that f (z) = z and g(z) = max(z/R) for every z ∈ Z (see the proof of Theorem 6.5, if necessary).
From the claim it follows that there exists m ∈ ω such that Z m ∪ Z m+1 ⊆ Z, Z m = D 2 and Z m+1 = X 2 . The following picture represents the relevant part of ∑ Z n equipped with the correct partition R:¨s Observe that g(a m ) = a m ∑ Z n c m+1 . Since g is an Esakia morphism, there exists y ∈ Y such that a m Y y and g(y) = c m+1 . Moreover, g(a m+1 ) = a m+1 and g(b m+1 ) = d m+1 . Together with the fact that g(y) = c m+1 , this implies that g(y) is incomparable with g(a m+1 ) and g(b m+1 ) in ∑ Z n . Since g is order-preserving, we conclude that y is incomparable with a m+1 and b m+1 in Y. As Y has width 2, we obtain that a m+1 and b m+1 are comparable is Y, a contradiction.
We are finally ready to present a characterization of the subvarieties of KG with the ES property: Theorem 9.4. Let K ⊆ KG be a variety. The following conditions are equivalent:
(i) K has the ES property.
(ii) K excludes all sums ∑ A n of families {A n : n ∈ ω} of Heyting algebras such that A n ∈ {D 2 * , X 2 * } for every n ∈ ω. (iii) There is a positive integer n such that K excludes all sums of the form A 1 + · · · + A n + 2, where A i ∈ {D 2 * , X 2 * } for every i n.
Proof. Lemmas 9.3 and 9.2 yield directions (i)⇒(ii) and (iii)⇒(i).
(ii)⇒(iii): Consider the expansion of the language of Heyting algebras with fresh constants {a n : n ∈ ω}. Let node(x) be the first-order formula whose meaning is "x is a node". Similarly, let interval(x, y) be the firstorder formula meaning "the interval [x, y] is order-isomorphic to the poset reduct of either D 2 * or X 2 * ". Consider the following set of sentences of the expanded language:
Φ := {node(a n ) : n ∈ ω} ∪ {interval(a n+1 , a n ) : n ∈ ω} ∪ {a 0 ≈ 1}.
Moreover, let ∆ the set of axioms of KG (regarded as first-order sentences).
We will reason by contraposition. Suppose that for every n ∈ ω there are A 1 , . . . , A n ∈ {D 2 * , X 2 * } such that A 1 + · · · + A n + 2 ∈ K. This easily implies that every finite subset of Φ ∪ ∆ has a model. By the Compactness Theorem, it follows that Φ ∪ ∆ has a model A. Clearly, the Heyting algebra reduct A − of A belongs to K. Moreover, A − has a subalgebra isomorphic to a sum ∑ A n , where {A n : n ∈ ω} is a family of Heyting algebras such that A n ∈ {D 2 * , X 2 * } for every n ∈ ω.
As a consequence we obtain an alternative proof of the following result from [8, Cor. 5.7]:
Corollary 9.5. Every variety of Gödel algebras has the ES property.
Proof. Let K be a variety of Gödel algebras. Observe that K excludes every sum of the form A + B + 2 with A, B ∈ {X 2 * , D 2 * }, since these sums are not contained in W 1 . As K ⊆ KG, we can apply Theorem 9.4, obtaining that K has the ES property.
In summary, we have shown, in Theorem 8. 4 , that there is a continuum of locally finite subvarieties of V(RN) ⊆ KG without the ES property. In Theorem 9.4, we classified the subvarieties of KG that have the ES property. In particular, they are all locally finite. Furthermore, notice that if a subvariety K of KG has the ES property, then so do all subvarieties of K.
Brouwerian algebras
Subreducts of Heyting algebras in the signature ∧, ∨, →, 1 are called Brouwerian algebras. It is well-known that the varieties of Brouwerian algebras algebraize the positive logics, i.e., the axiomatic extensions of the ∧, ∨, →, 1 -fragment of intuitionistic logic. As a consequence, a positive logic has the infinite (deductive) Beth (definability) property if and only if the variety of Brouwerian algebras associated with has the ES property.
This prompts the question of whether it is possible to adapt the results on epimorphisms obtained so far to varieties of Brouwerian algebras. In the majority of cases this can be done by changing naturally the notion of sums of algebras and the duality to the case of Brouwerian algberas (for the latter, see for instance [8] ).
One exception is the proof of Theorem 8.4, which does not immediately survive the deletion of 0 from the type. However, it remains true that there is a continuum of locally finite varieties of Brouwerian algebras lacking the ES property. The proof of this fact is an obvious adaptation of that of Theorem 8.4, in which the algebra B n must be replaced (in the notation of the proof) by 2 + A + C 1 + · · · + C n−2 + A.
