Abstract-Low density parity check (LDPC) lattices were the first family of lattices equipped with iterative decoding algorithms. We introduce quasi-cyclic LDPC (QC LDPC) lattices as a special case of LDPC lattices with one binary QC-LDPC code as their underlying code. These lattices are obtained from the Construction A of lattices providing us to encode them efficiently using shift registers. To benefit from an encoder with linear complexity in the lattice dimension, we obtain the generator matrix of these lattices in quasi-cyclic form. We generalize the proposed quasi-cyclic form of the generator matrix for other Construction A lattices, namely the LDA lattices, with a nonbinary QC-LDPC code as their underlying code. We provide a low-complexity decoding algorithm of QC LDPC-lattices based on the sum product algorithm. To design lattice codes, QC LDPClattices are combined with the nested lattice shaping that uses the Voronoi region of a sublattice for shaping. The shaping gain and the shaping loss of our lattice codes with dimensions 40, 50, and 60 using an optimal quantizer, are presented. The guidelines for applying efficient shaping methods, like hypercube shaping, for QC LDPC-lattices are also given. Consequently, we establish a family of lattice codes that perform practically close to the sphere bound.
Practical Encoder and Decoder for Power
Constrained QC LDPC-Lattice Codes
In addition, it can be shown [3] that this error probability is bounded away from zero when VNR < 1. A capacityachieving lattice can raise to a capacity-achieving lattice code by selecting a proper shaping region [5] , [6] .
The search for sphere-bound-achieving and capacityachieving lattices and lattice codes has begun with [7] . Low density parity check (LDPC) lattices are those that have sparse parity check matrices. These lattices were introduced first by Sadeghi et al. [7] . In this class of lattices, a set of nested binary LDPC codes along with Construction D' are used to generate lattices with sparse parity check matrices. In addition to the AWGN channels, LDPC lattices are applied in blockfading (BF) channels [8] and relay channels [2] , [9] . Another class of lattices, so-called low density lattice codes (LDLC) was introduced and investigated in [10] and [11] . Turbo lattices employed Construction D along with turbo codes to achieve capacity gains [12] . Integer low-density lattices based on construction A which are known as LDA lattices [13] and polar lattices [14] , are other families of lattices with practical decoding methods. By applying non-binary LDPC codes and Construction A, an LDA lattice of dimension 10000 have been obtained with an error performance within 0.7dB of Poltyrev's limit [13] , [15] . These lattices are shown to be capacityachieving even without using dithering technique [16] . The recently discovered family of generalized low-density (GLD) lattices is introduced in [17] . Due to the simple lattice structure of integer GLD lattices and their excellent performance in high dimensions (up to 10 6 ) under iterative decoding, their asymptotic goodness with respect to Poltyrev limit on the Gaussian channel is analyzed in [18] . The theoretical explanation of the error floor decay, which appears in the performance curve of GLD lattices, as a function of the lattice dimension is presented in [19] .
Although the addressed high dimensional lattices explained above have low-complexity decoders (linear in the dimension of lattice), the constant coefficients of their decoding complexity are still relatively high. All the above mentioned high-dimensional lattices share many common properties. For example, they all (except turbo lattices) exploit the parity check matrix of the lattice and employ a relevant messagepassing decoding algorithm. However, they are different in some aspects especially when it comes to practical implementations. In fact, having a simple and low complex encoding method is an advantage in the implementation considerations for a family of lattices. In order to design a simple low complex lattice encoder with low-storage requirement, the first prerequisite is obtaining a generator matrix of the lattice in a special form like circular or quasi-cyclic structure with small 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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integer components. The generator matrices of all perviously mentioned lattices have no special form to be exploited. Indeed, in the implementation of the encoding and decoding of these lattices we encounter similar difficulties that appear in the implementation of random LDPC codes, that is, high storage requirements for saving the parity check matrix and the generator matrix and complex encoding circuit. Having non-binary or non-integer generator matrices increases the encoding complexity. Since quasi cyclic codes can be encoded using simple shift registers and with linear complexity in the length of code [20] , we use binary quasi cyclic LDPC codes as underlying codes of our lattices in this paper. Nevertheless, although there exist aforementioned impressive results in finding practical high coding gain lattices, it is necessary to have power constraints in order to use lattices in practice. This entails having lattice codes which are obtained by equipping lattices with practical shaping schemes. Lattice codes are regarded as the Euclidean-space analog of linear binary codes. Low-complexity shaped lattice codes can be good contenders to the available schemes in the applications such as compute-and-forward, physical layer network coding and relay channels. Compute-and-forward, introduced by Nazer and Gastpar in their award winning paper [21] , is one of the recent applications of lattice codes that received significant attention. Using lattice codes for breaking through bottleneck problems, like bandwidth efficiency and data rate, in digital communication systems and information theory is addressed in the literature [22] , [23] . Due to their high data rate constellations, lattice codes have attracted considerable attention in recent years. In the future 5G telecommunication standards, high data rates of multiple gigabytes per second and 50 billion connected devices are expected to be supported by the year 2020 [23] . This results in an avalanche of communication traffic volume. Thus, new coding and modulation schemes should be considered in future 5G networks. We should study the question whether lattice codes can offer a good tradeoff between bandwidth and power efficiency. The positive answer to this question can result in considering lattice codes as possible alternatives for the current telecommunication standards. More motivations about the application of lattice codes in communication networks is provided in [23] . Based on the above motivations, the main contributions of this work are as follows.
(1) We introduce and investigate quasi cyclic (QC) LDPC lattices which are a special case of LDPC lattices [7] . This family of lattices is supported with both a practical decoder and an efficient lattice encoder. Different encoding approaches based on parallel, serial and two-stage shift-register-adder-accumulator (SRAA) circuits can be adapted. Furthermore, the computational complexity of these algorithms with respect to clock-cycles and flip-flops is determined. (2) We establish QC LDPC-lattice codes to be used in power constraint Gaussian channels. In order to obtain finite constellations from these lattices, we employ Voronoi shaping method. We compute the shaping gain of these lattice codes at low dimensions using an optimal quantizer. We use the proposed sub-optimal shaping methods in [9] to construct QC LDPC-lattice codes with an invertible QC sub-matrix in their parity check matrix. This sub-family of QC LDPC-lattices have triangular generator matrix which is a necessary assumption in the proposed shaping methods in [9] . Finally, we conduct simulations providing numerical results to reveal the effectiveness of QC LDPC-lattices in terms of fundamental coding gain and symbol error probability. Simulation results indicate that using QC-LDPC codes as underlying code of LDPC lattices improves the symbol error probability compared to the LDPC lattices which are not quasi cyclic. This paper is organized as follows. In Section II, we provide some preliminaries about lattices. The definition of QC LDPC-lattices is also given in this section. In Section III, the generator matrix of QC LDPC-lattices in different cases is obtained. In Section IV, we propose a practical method for encoding of QC LDPC-lattices. We also present two decoding methods for QC LDPC-lattices based on sum-product decoding algorithm of LDPC codes. In Section V, an optimal quantizer is employed and Voronoi shaping method is applied to QC LDPC-lattices and the shaping gain/loss of these lattices at low dimensions are computed approximately. The guidelines for applying efficient shaping methods based on sub-optimal quantizers, like hypercube shaping, for QC LDPC-lattices are also provided in this section. In Section VI, we present the simulation results of the error decoding performance. Section VII contains the concluding remarks.
Notation: Matrices and vectors are denoted by bold upper and lower case letters. The i th element of a vector a is denoted by a i and the (i, j ) th entry of a matrix A is denoted by A i, j unless otherwise stated. [ ] t denotes the transposition for vectors and matrices.
II. PRELIMINARIES A. Lattices
A discrete, additive subgroup of the m-dimensional real space R m is called a lattice. Every lattice has a basis B = {b 1 , . . . , b n } ⊆ R m , where every x ∈ can be represented as an integer linear combination of the vectors in B. The rank of the lattice is n and its dimension is m. If n = m, the lattice is called a full-rank lattice. In this paper, we consider full-rank lattices. The matrix M with b 1 , . . . , b n as rows, is a generator matrix for the lattice. The matrix G = MM t is the Gram matrix for the lattice. The determinant of the lattice, denoted by det( ), is the determinant of the matrix G and the volume of the lattice is defined as vol( ) = √ det(G). For a lattice point x in ⊂ R n , a Voronoi cell V (x) is the set of those points of R n that are at least as close to x as to any other point in . We call the Voronoi region associated with the origin, the fundamental Voronoi region of , denoted by V or V ( ).
The normalized volume of an n-dimensional lattice is defined as vol( ) 2 n [4] . This volume may be regarded as the volume of per two dimensions. Suppose that the points of a lattice are sent over an unconstrained additive white Gaussian noise (AWGN) [3] channel, with noise variance σ 2 . Let the vector x ∈ be transmitted over the unconstrained AWGN channel, then the received vector r can be written as r = x + e, where e = (e 1 , . . . , e n ) is the error term and its components are independently and identically distributed (i.i.d.) with N (0, σ 2 ). The volume-to-noise ratio (VNR) of lattice is
For a large n, the VNR is the ratio of the normalized volume of to the normalized volume of a noise sphere of squared radius nσ 2 which is defined as generalized signal-to-noise ratio (SNR) in [7] and α 2 in [4] . The probability of correct decoding is
where x is the Euclidean norm of x. A finite set of lattice points belonging to a lattice translate + t bounded by a compact region R ⊆ R n is called a lattice constellation and it is denoted by C( , R ), that is C( , R ) = ( + t) ∩ R . For a region R , the volume vol(R ) and also the average energy per dimension P(R ) of a uniform probability density function over R , are two key geometric properties (see, e.g., [24] and [25] ):
The normalized second moment of R is defined as
The normalized second moment of R is invariant under orthogonal transformations, Cartesian products, and scaling; that is, G(αUR n ) = G(R ), where α > 0 is any scaling factor, U is an orthogonal matrix, and n is a positive integer. For an even integer number M ≥ 1 and d 0 ∈ R we define the baseline region as [24, p. 2396] . The shaping gain γ s (R ) of R , measures the decrease in average energy of R relative to a baseline region H [24] . The shaping gain of R is
For each natural number n, the best n-dimensional shaping region in terms of shaping gain is the n-sphere [24] . An n-sphere (= ⊗) of radius r , for an even n, has the following key geometrical parameters [25] :
The shaping gain of an n-sphere is a function of the dimension n. For example its value for dimension 100 is about 1.37dB. When n approaches infinity, the shaping gain approaches the ultimate shaping gain which is πe/6 (1.53dB).
The shaping loss λ s (R ) of an n-dimensional shaping region R measures the increase in average energy of R relative to an n-dimensional sphere, where n is even. Based on (6)-(8), the shaping loss, which is a number greater than or equal to 1, is [10] :
B. LDPC Lattices
There exist many ways to construct lattices based on codes [25] . Assume that C is a linear code over F p where p is a prime number, i.e. C ⊆ F n p . A lattice based on Construction A [25] can be derived from C as follows
where : F n p → R n is the embedding function. In this work, we are particularly interested in lattices with p = 2. We also consider the natural embedding : F n 2 → R n that sends 0 to 0 and 1 to 1 in each component.
Construction D' converts a set of parity checks defining a family of nested codes C 0 ⊇ C 1 ⊇ · · · ⊇ C a , into congruences for a lattice [25] . The number a + 1 is called the level of the construction. An LDPC lattice ⊂ Z n can be constructed from Construction D' and a number of nested binary LDPC codes. More detail about the structure and decoding of these lattices can be found in [7] . If we consider one code as underlying code of Construction D', which means a = 0, Construction A is obtained [1, Proposition 1] . In this case, Construction A LDPC lattices or 1-level LDPC lattices [1] are obtained. In this paper, we refer to them as LDPC lattices without mentioning the level of the construction. Now, we introduce a new subclass of LDPC lattices for which we present efficient encoding and decoding procedures in the sequel.
Definition 1: Given two positive integers c and t with c ≤ t, consider H qc as the following array of b × b block matrices A i, j over F 2 :
satisfying the following three structural properties: 1) the weight of every A i, j is w which is small compared to b; 2) no two rows (or two columns) of H qc have more than one position in common that contains a nonzero element; and 3) for 1 ≤ i ≤ c and 1 ≤ j ≤ t, A i j is a circulant matrix, that is, each row vector of it is rotated one element to the right relative to the preceding row vector. Then, the null space of H qc gives a QC-LDPC code of length tb, whose Tanner graph has a girth of at least six [20] . Definition 2: A QC LDPC-lattice is a lattice based on Construction A along with one binary QC-LDPC code C as its underlying code. Equivalently, x ∈ Z n is in if and only if H qc x t = 0 (mod 2), where H qc is a quasi cyclic parity check matrix of C .
In the rest of this paper, H qc denotes the parity check matrix of a QC LDPC-lattice or equivalently the parity check matrix of its underlying code. Note that when H qc is the parity check matrix of a lattices, the operations are performed over R, while if H qc denotes the parity check of a code, the operations are performed over the binary field F 2 . Following the notations of [20] , we denote the dimension of the QC LDPC-lattices by tb instead of n.
III. GENERATOR MATRIX OF QC LDPC-LATTICES
In this section, we address the problem of finding the generator matrix of QC LDPC-lattices. The generator matrix is needed not only for encoding, but also for the computation of lattice shaping gain. First, we address the general case, i.e., when the considered lattice is an arbitrary LDPC lattice. Then, we obtain the quasi cyclic generator matrix of QC LDPC-lattices which is divided into two different cases. As mentioned before, the considered LDPC lattices in this paper can be represented as Construction A lattices. There exists a generator matrix of a Construction A lattice using the underlying code C of the form [25] :
where
is the generator matrix of C in the systematic form, k is the rank of C and n is the code length of C . The matrices I k and 0 k , are identity and the all zero square matrices of size k, respectively. Proposition 1: Let H qc be the parity check matrix of a QC-LDPC code C with code length n = tb and dimension k = cb, where c, t and b are positive integers. Let C be the underlying code of a QC LDPC-lattice . Then, there exists a generator matrix for of the form G T, where G is given in (12) and T is a permutation matrix that permutes the columns of H qc so that the last n − k columns of the obtained matrix be independent. Moreover, H qc is the parity check matrix of .
Proof: The proof is trivial. It should be noted that, when the parity check matrix H of the underlying code C is not in quasi cyclic form, we can consider H = H T and G in (12) as the parity check matrix and the generator matrix of a Construction A lattice , respectively. In this case, we disregard the matrix T in Proposition 1 and H serves as the parity check matrix of . When H is in quasi cyclic form, like Proposition 1, we can not ignore T, because H T is no longer quasi cyclic and using H T for decoding increases the complexity. Moreover, using the proposed generator matrix in Proposition 1 for QC LDPC-lattices entails high storage requirements, which increases the encoding computational complexity to O(n 2 ). For large n, this causes high computational encoding costs, which is considered as one of the main practical implementation challenges. In the sequel, we present the generator matrix of QC LDPC-lattices in quasi cyclic form no matter if the parity check matrix H qc of the underlying QC-LDPC code contains a full-rank quasi cyclic sub-matrix or it is rank-deficient. At one hand, if H qc itself is full-rank, the encoding complexity is related to the number of polynomials used to generate H qc , which is much less compared to n 2 . On the other hand, if H qc is rank-deficient, we again represent the generator matrix of the obtained QC LDPC-lattice in a format which includes only circulant matrices. This again significantly reduces the encoding complexity of such lattices. In the following example we explain the difficulties of obtaining both the generator matrix and the parity check matrix of QC-LDPC codes in quasi cyclic form.
Example 1: Consider the LDPC code C as the null space of the following matrix:
The rank of H over F 2 is 3 and the generator matrix of C is a 3 × 6 matrix over F 2 , that we call G, such that GH t ≡ 0 3 (mod 2), where 0 3 is a 3 × 3 zero matrix. In order to find such matrix, we use some row operations (and maybe column permutations) to convert H into the systematic form H sys from which we obtain the generator matrix of C as follows:
It should be noted that H sys is not a useful parity check matrix in high dimensions, because it is no longer a low-density matrix and it also contains too many 4-cycles. Here, we can also check that GH t ≡ 0 3 (mod 2) and H is not the parity check matrix of the code C generated by G. It can be shown that there is a permutation matrix T such that H = HT is the parity check matrix of C . Indeed 
The Tanner graph of H and H are isomorphic and the null space of H generates the LDPC code C which is equivalent to C . We use C as underlying code of our LDPC lattice. When H is a quasi cyclic matrix, the existence of such matrix T that generates a quasi cyclic matrix H is not guaranteed. In addition, the obtained generator matrix is not necessarily in quasi cyclic form. For example, consider the quasi cyclic matrix
as the parity check matrix of C . We obtain the generator matrix of the code as follows:
The parity check matrix of the code C generated by G is H as follows
Thus, both matrices H and G are not quasi cyclic. The reason is that both A 1,1 and A 1,2 are non-invertible quasi cyclic matrices over F 2 . In the following example we have presented a quasi cyclic matrix H qc from which we obtain the quasi cyclic matrices H qc and G qc as the parity check matrix and generator matrix of the underlying code of our QC LDPC-lattice, respectively: 
In above example, the second sub-matrix of H qc is an invertible quasi cyclic matrix over F 2 . In the rest of this section we denote this submatrix by D; we also introduce the sufficient conditions that assure the existence of a quasi cyclic parity check matrix and a quasi cyclic generator matrix at the same time.
A. QC LDPC-Lattices With an Invertible QC Sub-Matrix in H qc
For the sake of implementing the encoding operation with low complexity, we consider QC LDPC-lattices. Li et al. [20] and Zeng et al. [26] proposed an efficient encoder for QC-LDPC codes. Their proposed encoding is simplified by obtaining the generator matrix of QC-LDPC codes in partial quasi-cyclic form, comprising an identity matrix, a parity generator matrix, a zero matrix and a remainder matrix. Let H qc of size cb × tb, with c ≤ t, be the parity check matrix of the underlying QC-LDPC code C . Let H qc have full rank, r = cb, and suppose that there exists a cb×cb quasi cyclic submatrix D in H qc with rank r , i.e., D is an invertible quasi cyclic matrix over F 2 . Then, we obtain the quasi cyclic generator matrix of C in the following systematic form [20] 
where each G i, j , with 1 ≤ i ≤ t − c and 1 ≤ j ≤ c, is a b × b circulant matrix. In this case, the generator matrix of the QC LDPC-lattice that is obtained from QC-LDPC code C with generator matrix G qc in (17), is of the form (12) by replacing G C = I k P with G qc .
B. QC LDPC-Lattices With Rank-Deficient H qc
In most cases, the quasi cyclic matrix H qc is rank-deficient and we can not obtain a quasi cyclic sub-matrix D inside H qc . It should be noted that we can not use the elementary row operations to eliminate the dependent rows of H qc and get a full-rank sub-matrix of H qc , because we want to exploit the quasi cyclic structure of the parity check matrix to simplify the decoding and encoding operations. Indeed, using the elementary row operations give us a full-rank sub-matrix of H qc that is not quasi cyclic and it is useless, which does not fit to our framework.
Let e i be a row vector with a single 1 in the i th position and 0 elsewhere. When H qc is rank deficient, the generator matrix of QC LDPC-lattices can be obtained as follows. Let r and cb, with r < cb, be the rank and the number of the rows of H qc , respectively. Find the positions of r independent columns of H qc and consider them as {i 1 , . . . , i r } ⊂ {1, . . . , n}. Next, we prove in Theorem 1 that by stacking the rows of the generator matrix of underlying code C and the vectors 2e i j , for 1 ≤ j ≤ r , into a matrix, we obtain the generator matrix of QC LDPC-lattices. In the previous case, these positions were the last n − k positions. In the sequel, assume that r < cb or r = cb but H qc does not contain a full-rank quasi cyclic sub-matrix like D with rank r . In this case, we first determine the number l with c ≤ l ≤ t, which is the least number of columns of circulants in H qc such that these l columns of b × b circulants form a c × l subarray D * of H qc with rank r . Indeed, D * is a cb × lb quasi cyclic sub-matrix of H qc with rank r . We define a new c × t array H * qc of b × b circulants by permuting the columns of circulants of H qc such that the last l columns of circulants form the array D * . Then, the generator matrix of code C with this parity check matrix, is a (tb − r ) × tb matrix, and has the following form [20] :
which contains two sub-matrices G and Q. The sub-matrix G is a (t − l) × t array of b × b blocks of the form (17) . The rows of the sub-matrix Q are linearly independent, and also linearly independent of the rows of the sub-matrix G of G * qc . The matrix Q has the following form: 
where Theorem 1: Let C have a generator matrix as given in (14) . Then, the generator matrix of the QC LDPC-lattice = C + 1 A partial circulant matrix has the following form
where each row vector of it is rotated one element to the right relative to its preceding row vector.
2Z n is of the form
where sub-matrix R is defined in (16) , as shown at the top of this page. Proof: We must find a set of independent vectors over Z in and show that they generate every vector in . We put these vectors as the rows of the generator matrix of . The proof is complicated and it is based on induction. It needs some definitions and lemmas which are all presented in Appendices A and B.
We conclude that the generator matrix of the QC LDPClattices can be obtained in each of the aforementioned two cases, i.e., when the generator matrix of underlying code can be expressed in the quasi cyclic systematic form, which is a rare case, or the case that it can only be expressed in the partial quasi-cyclic form. Given the generator matrix of the QC LDPC-lattices in (12) and (18), we have the following corollary.
Corollary 1: If is a QC LDPC-lattice with parity check matrix H * qc and generator matrix of the form (18), then
where r = rank(H * qc ). Remark 1: The results of [20] have been given only for binary QC-LDPC codes, however, we can prove that their methods are valid for obtaining a quasi-cyclic (or a partial quasi-cyclic) generator matrix for non-binary QC-LDPC codes over F p , where p is a prime number. Indeed, their methods are based on solving some partial linear systems of equations over F p and using the following result. For a given b × b quasi-cyclic matrix A and a b × 1 vector x with components in F p , we have Ax (i) = (Ax) (i) , in which the exponent (i ), for i = 1, . . . , b, indicates i downward cyclic shifts of the given vector. Hence, by cyclically shifting a solution vector of Ax = 0, other solutions will be obtained. In order to generalize (14) to the non-binary case, it is enough to solve the equations D * w t i = 0 over F p instead of F 2 . Choosing the q i, j 's similar to (17) is enough for generalizing the proof of Theorem 1 for non-binary Construction A lattices. In this case, the generator matrix of the corresponding lattice with a non-binary QC-LDPC code C as the underlying code, is similar to (18) , where R is obtained by replacing 2 with p in the components of (16) and G * qc is obtained as explained in the above. Thus, by using our method, a quasi-cyclic (or a partial quasi-cyclic) generator matrix has been obtained for LDA lattices with a non-binary quasi-cyclic LDPC code as the underlying code. This generator matrix can be used for implementing an encoder for LDA lattices [16] with linear complexity in the dimension of the lattice.
IV. ENCODING AND DECODING OF QC LDPC-LATTICES
Our main objective in this paper is to find lattices with low encoding-decoding complexity and reasonable error correcting capabilities. First, we study the encoding algorithms and their complexities for QC LDPC-lattices; next we propose the decoding algorithms of QC LDPC-lattices.
A. Encoding of QC LDPC-Lattices
Following the suggested method in [27] and [25, Section 20.5] , the encoding of QC LDPC-lattices can be performed using the following steps. First, convert the components of the codewords of [n, k] binary code C into ±1 (convert 0 to −1 and 1 to 1) [25, Section 20.5], which produces a set (C ) consisting of the vectors of the form
The set of the points in (20) strictly speaking is not a lattice, but the translate of a lattice by the vector (−1, −1, . . . , −1). However, we can show that (C ) is closed under following addition. In fact, for any λ 1 , λ 2 ∈ (C ), we have
Then, the encoding of an integer row vector u ∈ Z n is
where ε is the encoding function and G can be obtained based on Proposition 1 or Theorem 1. From (1) and (12) , the definition of VNR for this lattice is
If G is of the form (18), then from (1) and (19) we have
B. Encoding Complexity
The complexity of an algorithm is a function describing the efficiency of the algorithm in terms of the amount of data the algorithm must process and there are different parameters for the domain and range of this function. Time and space complexity are different aspects for calculating the efficiency of an algorithm. The time complexity of an algorithm quantifies the amount of time taken by an algorithm to run as a function of the input size. On the other hand, the space complexity is a function describing the amount of memory (space) an algorithm takes in terms of the input size. In many cases, we consider the extra memory needed, not counting the memory needed to store the input itself. There is often a time-spacetradeoff involved in a problem, that is, it cannot be solved with few computing time and low memory consumption at the same time. We have to make a compromise and to exchange computing time for memory consumption or vice versa. A good algorithm allows us to make this tradeoff between the number of steps (time complexity) and storage locations (space complexity).
In this subsection, we consider the encoding complexity of QC LDPC-lattices. Using QC-LDPC codes instead of random LDPC codes as underlying codes of Construction A lattices, helps us to reduce the encoding complexity, which is essentially quadratic in the block length, into the practical values that are proportional to the block length. Indeed, using QC LDPC-lattices admits an encoding algorithm which has complexity that is linear in the dimension of the lattice n. This linearity is in both time and space domains. We generalize the encoder circuit of [20] such that it can be used for encoding of QC LDPC-lattices. Then, we discuss the complexity of this circuit. The implemented encoder of [20] offers a wide range of tradeoffs between encoding speed and the space complexity of encoding for QC-LDPC codes. Based on the proposed method in [20] , encoding of QC-LDPC codes can be formed with shift-register-adder-accumulator (SRAA) circuits. The results of [20] show that for high-speed encoding of QC-LDPC codes, the complexity of the two-stage encoding is linearly proportional to the code length n = tb.
For the case of QC LDPC-lattices and encoding of an integer vector u, we partition u into two parts u 1 and u 2 of lengths (tb − r ) and r , respectively. Based on (18), we have
The multiplication u 2 R can be done by concatenating one zero bit after least significant bit of components of u 2 and then adding the j th component of the obtained vector by i th j component of u 1 G * qc , for 1 ≤ j ≤ r , where i j is defined in the proof of Theorem 1 (see Appendix B). The computation of u 1 G * qc can be accomplished by changing each one of the encoder circuits of [20] as follows. Assume that the components of information vector u are restricted to the finite set of integers {−L, −L + 1, . . . , L − 1}, for L ∈ Z. Let w c be the maximum column degree of G * qc . Thus, the required number of bits for computing each component of uG is N b = log 2 (L) + w c . We should replace the XOR gates in encoder circuit of [20] with N b bits full-adders and each AND gate with N b AND gates. Since each N b bits fulladder contains a fixed number of AND-XOR gates, the linear complexity of encoding by [20] implies that the encoding of QC LDPC-lattices can be done with linear complexity in the dimension of the lattice n = tb. Let N a , N x and N o be the numbers of AND, XOR and OR gates, respectively, in each N b bits full-adder. TABLE I gives the speeds and complexities of various encoding circuits of QC LDPC-lattices. Note that the clock rate of the encoding circuits of QC LDPC-lattices is lower than the clock rate of their corresponding binary circuits in [20] . This is a natural penalty for increasing the number of bits per each input symbol.
In order to make a comparison between regular encoding of QC LDPC-lattices and the proposed encoding methods in this paper, we present the encoding complexity by using the proposed generator matrix in Proposition 1. Without loss of generality, let T = I n and the generator matrix of the considered QC LDPC-lattice be of the form given in (12). For encoding an integer vector u, we partition it into two parts 1 and u 2 of lengths k = cb and n −k = (t −c)b, respectively. Based on (12) , the encoded vector is λ = (u 1 , u 1 P + 2u 2 ). Similar to the above, we only consider the complexity of computing λ 2 = u 1 P. Computing λ 2 needs c(t −c)b 2 multiplications and (cb −1)(t −c)b additions. In this method, we need to store P entirely, which needs c(t −c)b 2 flip-flops, because P has no specified structure. However, in the proposed encoders above, we only store c(t −c) circulant generators [20] . Similar to the above, define N b = log 2 (L) + w c , where w c is the maximum column degree of P. The speed and complexity of this encoding method is presented in TABLE I. If all the symbols of λ 2 are generated in parallel at the same time, a circuit that completes encoding in 1 clock cycle can be implemented. In 
C. Decoding of QC LDPC-Lattices
The symbol error rate (SER) of the uncoded layer pZ of the Construction A lattices at VNR = 0dB has the following form [3] , [13] 
where ρ is the code rate, n is the lattice dimension, p is the alphabet size and Q is the Q-function which is the tail probability of the standard normal distribution. Thus, the decoding of Construction A lattices reaches to an error floor which is caused by the uncoded layer. Di Pietro et al. [13] ensure the occurrence of this error floor in low error rates by increasing the value of p ( p = 11). Increasing the value of p and using non-binary LDPC codes as underlying code of Construction A lattices improves the error performance, but the penalty is the increase in the complexity of encoding and decoding. Using high rate (ρ > 0.83) binary LDPC codes as underlying codes of the presented structure in [27] and [25, Section 20.5] helps us to decrease the decoding complexity and avoid this error floor in SERs above 10 −5 for VNR = 1dB. In the rest of this section, we propose two different decoding approaches for (C ) = 2 − (1, . . . , 1) , where is a QC LDPC-lattice. The first one is based on the proposed algorithm in [25, Section 20.5]. As a second method, we propose a new decoder for QC LDPC-lattices based on sumproduct algorithm (SPA) of LDPC codes, that has lower implementation complexity and lower memory requirements compared to the first decoder. These decoding approaches are described in the rest of this section.
1) Combination of SPA and Conway-Sloane's Decoding Method (CS-SPA) :
For decoding of (C ), we plug in the SPA as a soft decoder into the Conway-Sloane decoding algorithm. The following lemma appeared in [25] :
Then, no point of (C ) is closer to x than the closest codeword of C .
To find the closest point of (C ) to a given point x ∈ R n , perform the steps given in [25, Section 20.5, p. 450]. The implementation of the above algorithm for QC LDPClattices is given in the sequel.
Let x = c + 4z be the transmitted lattice vector as in (20) and y be the received vector from AWGN channel
where c ∈ C and C is a QC-LDPC code with ±1 components, z ∈ Z n and n ∼ N (0, σ 2 ). In the first step, we decode z and the next step we find c. Defineẑ, the estimation of z, as followsẑ
Now define a i = y i − 4ẑ i , for 1 ≤ i ≤ n, and S = {1 ≤ i ≤ n | a i > 1}. Put
Sum-product algorithm (SPA) is a soft decision messagepassing algorithm. For the sum-product decoder, the extrinsic information passed between nodes is also given as probabilities rather than hard decisions. Our proposed algorithms are similar to the SPA for LDPC codes in message passing structure [28] , but the input of our decoding algorithms are different from the SPA of LDPC codes. The aim of SPA is computing the a posteriori probability (APP) for each codeword bit and to select the decoded value for each bit as the value with the maximum a posteriori probability (MAP). The SPA iteratively computes an approximation of the MAP value for each code bit. The inputs are the log likelihood ratios (LLR) for the a priori message probabilities from each channel. Thus, we need to define log likelihood ratio for QC LDPC-lattices. Define the i th LLR value as follows
Input the LLR vector γ = (γ 1 , . . . , γ n ) to the SPA decoder of the LDPC codes and considerc as the output of this decoder. Convertc to ±1 notation and call the obtained vectorc . Definê
Then,x =ĉ + 4ẑ is the decoded lattice vector.
2) SPA of QC LDPC-Lattices:
In this subsection, we introduce another decoding method for QC LDPC-lattices to decrease the decoding complexity. An application of the proposed decoding method in this subsection is also considered in a cooperative transmission framework [2] . Let y be as in (27) . In contrast to CS-SPA, first we decode c and next we find z. This modification removes the considered memory for saving S in CS-SPA. In this method, unlike the CS-SPA method that needs some pre-computations to estimate the LLR values, we estimate the LLR values directly from the received vector. Define the i th LLR value as follows
where x is the nearest integer to x. Input the LLR vector γ = (γ 1 , . . . , γ n ) to SPA decoder of LDPC codes and consider c as the output of this decoder. Convertĉ to ±1 notation and call the obtained vectorĉ . Estimateẑ as followŝ
Then,x =ĉ + 4ẑ is the final decoded lattice vector. Decoding error happens whenx = x.
D. Decoding Complexity
In this subsection we compare the decoding complexity of QC LDPC-lattices with the decoding complexity of other well-known lattices that can be decoded with linear complexity in the dimension of lattice. Two families that we have considered are LDA lattices [13] and LDLCs [11] . The decoding algorithm of LDLCs with linear computational complexity first proposed in [11] which has complexity O(n ·d ·t · 1 ·log 2 ( 1 )), where is the resolution and its typical value is 1/256, n is the dimension of lattice, t is the number of iterations and d is the average code degree. Then, in [29] , a new algorithm proposed with lower complexity O(n · d · t · K · M 3 ) compared to the one presented in [11] , where K is the number of replications, n, t and d are similar to above. Proposed typical value for K is 3 and for M is 2 or 6. The decoding complexity of LDA lattices is O(n · d · t · p · log 2 ( p)), where p is the characteristic of the finite field that the underlying code is coming from [13] and [15] . The least proposed value of p is 11. The decoding complexity of the both proposed algorithms in this paper, i.e. SPA and CS-SPA algorithms, are only O(n · d · t), because in each iteration of them, d multiplications per bitnode (in average) is required. Thus, they have significantly lower complexity in comparison to the decoding algorithms of LDA lattices and LDLCs . In Section VI, we see that SPA and CS-SPA have the same performance. If we consider the implementation concerns, SPA is better than CS-SPA, because the implementation of CS-SPA needs to save the indices in S in each coming block of data which increases the memory requirement of CS-SPA in comparison to SPA.
V. SHAPING METHODS OF QC LDPC-LATTICES
In practical channels there exists a power constraint which is needed to be fulfilled. This entails selecting a finite set of lattice points with bounded norms. In theoretical approaches, the coding lattice is intersected with a spherical shaping region to produce an efficient, power-constrained lattice code. However, spherical shaping has high computational complexity both for encoding and decoding. In [30] , several efficient and practical shaping algorithms proposed for LDLCs. In this section, we employ generator matrix of QC LDPC-lattices in conjunction with nested lattice shaping method to obtain QC LDPC-lattice codes. Another way of generating a QC LDPC-lattice code is to employ hypercube shaping algorithm given in [30] .
A. Nested Lattice Shaping Method
Nested lattice shaping has been proposed in [31] , where the shaping domain of a lattice code is chosen as the Voronoi region of a different, coarse lattice, usually chosen as a scaled version of the coding lattice. − (1, . . . , 1) , where Q s is a quantizer for s . The average power of ∩ V M is estimated by means of the continuous approximation [5] . The contribution of and V M to the average power can be separated as
is the normalized second moment of V M . Note that vol(V M ) = M n vol( ) and vol(V M ) 2/n depends only on lattice [10] , [32] . The challenging part of this method is finding the closest point of coarse lattice to a specified point of fine lattice. For shaping applications it is not crucial to find the exact nearest lattice point, as the result will only be a slight penalty in signal power. Kurkoski et al. [10] and Di Pietro et al. [13] have used LDLC decoder as a suboptimal quantizer. The better the quantizer, the better the shaping gain. The process of calculating the nested lattice shaping has been introduced in the sequel, briefly. As mentioned above, the hard and critical part of this process is the operation of quantizer, which is equivalent to solving the well-known Integer Least Squares (ILS) problem. To solve the ILS problem we use MILES [33] , which is an optimal quantizer, to obtain a better estimation of the shaping gain.
As mentioned in [32] , evaluation of the normalized second moment G(B) is difficult, but it can be estimated by Monte Carlo integration. Based on the proposed encoding for 1-level LDPC and QC LDPC-lattices in this paper, coding and shaping lattices are 2 c and 2 s , respectively. Let
Note that, the translation of any region will not change its volume. Thus,
We also generated very high-dimensional QC LDPC-lattices and lattice codes (i.e., dimensions above 100) using both nested and hypercube shaping methods which are proposed in [9] for LDPC lattices.
B. Hypercube Shaping Method for QC LDPC-Lattice Codes
In this subsection, we consider both cases of QC LDPClattices i.e., lattices with full rank H qc and rank deficient H qc . For both of these cases, we propose a hypercube shaping method.
1) Hypercube Shaping Method for Full Rank H qc :
In this case the generator matrix of QC LDPC-lattices is an upper triangular matrix and all proposed shaping methods for LDPC lattices in [9, Sec. V], including hypercube shaping and nestedlattice shaping based on M-algorithm, can be applied without any changes.
2) Hypercube Shaping Method for Rank Deficient H qc : Let the generator matrix of QC LDPC-lattice be of the form (18) . In this case, the generator matrix is not in a triangular form and we can not use the method of previous subsection directly. However, we take an alternative approach as follows. Let D be the Smith normal form (see Appendix A for definitions) of G and D = UG V. Let u 1 , . . . , u n be the columns of U −1 , where n = tb, and G = UG , which is an upper triangular matrix. Put 
and u m = max 1≤i≤n u i . Put b 0 = bU −1 and L = L I n . Let g 1,1 , . . . , g n,n be the main diagonal entries of G , then, we have
, where −0.5 ≤ < 0.5. For 2 ≤ i ≤ n, we have the following inequalities
This interval contains only one integer number which is
Hence, s 0 = sU is the desired solution, because UL = L U and
After applying this method, the lattice vectors are shaped inside the hypercube
This modified version of hypercube shaping algorithm, has two extra multiplication (by U −1 at the beginning and by U at the end) more than the original version, which increases its complexity to O(n 2 ). This is not a desirable property because the decoder's and encoder's computational complexity are only O(n). Finding an efficient shaping scheme for rank deficient QC LDPC-lattices is certainly a topic for further research.
VI. NUMERICAL ANALYSIS OF QC LDPC-LATTICES

A. Error Performance of QC LDPC-Lattices
The simulation results of the decoding performance of QC LDPC-lattices using SPA and CS-SPA are presented in Fig. 1 . The decoding performance is measured for infinite constellations of QC LDPC-lattices. We have used random girth 8 QC-LDPC codes with parameters (n, k, t, c, b) as (30000, 25000, 24, 4, 1250), (14400, 12000, 24, 4, 600), (3780, 3240, 21, 3, 180), (1190, 935, 14, 3, 85) , and (550, 401, 11, 3, 50) as underlying codes of QC LDPC-lattices. These QC-LDPC codes are generated by searching for shift values of each check or variable group that do not violate conditions for girth 8 . More details about these conditions can be found in [34] . The maximum number of iterations in all simulations is 50. The QC LDPC-lattices of sizes n = 1190 and n = 30000, at SER of 10 −5 , can work 2dB and 1.5dB away from the capacity, respectively. We also compared Symbol error performance of QC LDPC-lattices with different dimensions. The SER performance of unprotected layer 2Z n is also plotted, which is a function of the rate k/n of the underlying code of lattice at each fixed VNR.
the SER performance of QC LDPC-lattices with dimensions 3780 and 1190 by using SPA and CS-SPA decoding methods. We observe that both algorithms have almost the same performance. Based on the provided simulations, the performance of an LDPC lattice with dimension 3780 which is based on Mackay LDPC codes [35] , is outperformed by the performance of a QC LDPC-lattice with similar parameters. As mentioned in (26) for VNR = 0dB, the SER of the Construction A lattices is bounded from below by
where p = 2 for QC LDPC-lattices. This lower bound is plotted in Fig. 1 for different values of n and k. We obtain this lower bound as follows: from the definition of VNR in (1), at a fixed VNR and fixed (n, k), a specific noise
2πe · VNR will be obtained. We transmit a random vector z ∈ pZ n and the received vector is z + e, where
in which e i ∼ N (0, 1), for 1 ≤ i ≤ n. Thus, the symbol error probability of pZ n is lower bounded by 2Q p 2σ n,k,VNR . Now, by replacing σ n,k,VNR in this equation, the given lower bound in (40) will be obtained. This implies that at any fixed VNR, the SER of QC LDPC-lattices cannot tend to 0 when the dimension n grows to infinity. Therefore, we deduce that QC LDPC-lattices cannot achieve Poltyrev limit nor, consequently, Shannon capacity, independently from shaping strategies. This drawback exists for any Construction A lattice based on p-ary codes with small values of p. On the one hand, increasing the value of p helps us to obtain capacity acheiving lattices, but on the other hand it increases the encoding and decoding complexity. Thus, we should compromise between implementation complexity and theoretical goodness of Construction A lattices on the AWGN channels. An LDA lattice [13] of dimension 1000 attains a SER of 10 −5 at 1.35dB from capacity. The performance of the LDLC lattice [11] of dimension 1000 at a SER of 10 −5 is at 1.7dB from capacity for M = 2. Hence, the error performance of an LDA lattice and an LDLC of dimension 1000 are 0.65dB and 0.3dB better than the error performance of a QC LDPC-lattice of dimension 1190, respectively. However, the decoding complexity of LDA lattices and LDLCs are at least 38 and 24 times more than the decoding complexity of QC LDPC-lattices. Indeed, to have a fair comparison in terms of complexity, one would use a QC LDPC-lattice of dimension 30000 with an LDA lattice of dimension 780 and an LDLC of dimension 1250 instead. For example, the SER of 10 −5 is obtained at VNR = 1.5dB by an LDLC with M = 6, n = 1000, d = 7, K = 3 and t = 200 [11] . Computing n · d · t · K · M 3 using these parameters estimates 907200000 computational operations in the decoding of this lattice. The SER of 10 −5 at VNR = 1.5dB is obtained by a QC LDPC-lattice with n = 30000, t = 50 and d = 4 that needs only 6000000 operations for decoding. This indicates 151 times faster decoding of QC LDPC-lattices compared to LDLCs in the same error performance. However, LDLCs have an advantage of small block length, hence low delay in their decoder circuit.
Thus, the simulations indicate that the proposed lattice codes come close to matching the performance of LDA lattices and LDLCs, with significant savings in encoding and decoding complexity.
B. Numerical Results of Nested Lattice Shaping
The derived numerical results of nested lattice shaping gain and shaping loss is presented in TABLE II. We have used random QC-LDPC codes with different sizes and rates as underlying codes of QC LDPC-lattices. All of the results of TABLE II are obtained by considering M = 4 or M = 8. In order to obtain the exact shaping gain, we have used the optimal quantizer of [33] . This quantizer searches without restriction to find the exact closest vector. Although the optimal quantizer has high complexity and optimal quantizer shaping gain is not practically valuable, it helps us evaluate the performance of sub-optimal quantizers. For QC LDPC-lattices with an invertible QC sub-matrix in their parity check matrix H qc , we have proposed two sub-optimal quantizers based on hypercube shaping and M-algorithm in [9] . The shaping gains of the lattice codes obtained by employing hypercube shaping and the lattices with dimensions 550, 1190 and 3780 in previous subsection, are −0.243dB, −0.251dB and −0.276dB, respectively. These numerical results are obtained by considering L = 16. The numerical results of shaping gain and shaping loss for hypercube and M-algorithm shaping methods, with L = 4 and M = 5, is presented in TABLE III. Comparing the provided shaping gains in TABLE III and the optimal quantizer's shaping gains in TABLE II leads us to the following conclusion. By using high rate (bigger than 0.8) and high length QC-LDPC codes as underlying codes of LDPC lattices, which is also privileged for obtaining good error performance, the shaping gains obtained by using the method based on M-algorithm will approach the optimal quantizer's shaping gains. The complexity of shaping using the M-algorithm is O(nd M) [30] , where d is the code degree, which is typically 7 for LDLCs and is 3 or 4 for QC LDPC-lattices, and M is the depth of the search which is 150 for LDLCs, as reported in [23, p. 107] , and it is 5 for obtaining the results of [9] . A new low-complexity shaping scheme has been proposed in [36] for LDLCs and their proposed technique can be applied for any coding lattice with a triangular parity check matrix. The parity check matrix of the QC LDPC-lattices is never triangular and in order to apply this method for QC LDPC-lattices, one should modify it to work with the generator matrix instead of the parity check matrix. For QC LDPC-lattices with rank-deficient H qc , the proposed shaping methods in [9] are not desirable, because using them for rank-deficient QC LDPC-lattices needs converting the generator matrix into triangular form which is not a quasi cyclic matrix. Finding an efficient shaping scheme for rank-deficient QC LDPC-lattices that respects the quasi cyclic structure of the generator matrix of these lattices is under investigation by the authors.
VII. CONCLUDING REMARKS
The QC LDPC-lattices have been analyzed. These lattices are equivalent to the Construction A lattices which are a lifting of a binary QC-LDPC code. The generator matrix of these lattices is obtained in such a way that they can be encoded/decoded with very low memory requirement and complexity. Experimental results show that if we consider equal decoding complexity, they have good error performance compared to their competitors such as LDLCs [11] and LDA lattices [13] . Unlike the LDA and LDLC lattices, QC LDPC-lattices have linear encoding complexity that is obtained by exploiting the quasi-cyclic form of the generator matrix. The proposed form of the generator matrix has been generalized for other Construction A lattices, namely the LDA lattices, with a non-binary QC-LDPC code as their underlying code. Using this fact, a new family of LDA lattices can be obtained with practical encoding implementation. Decoding complexity of QC LDPC-lattices is also significantly lower than both LDA lattices and LDLCs, which makes them a good choice for practical implementation. The value of shaping gain of these lattices is measured by employing an optimal quantizer. The guidelines and challenges for applying efficient shaping methods for QC LDPC-lattices are also provided in this paper. After resolving the addressed issues in the shaping of rank-deficient QC LDPC-lattices, one can extract good lattice codes from QC LDPC-lattices which are appropriate for both Rayleigh fading and AWGN channels [37] .
APPENDIX A VIII. BASIC PROPERTIES OF MATRICES OVER Z
Here, we give the necessary definitions and results about the properties of matrices over Z. The set of all m × n matrices with entries from Z will be denoted by Z m×n . The set of invertible matrices in Z n×n is denoted by GL n (Z). Every member of GL n (Z) is called a unimodular matrix over Z m×n . Two matrices A, B ∈ Z m×n are equivalent if there exist matrices U ∈ GL m (Z) and V ∈ GL n (Z) such that If v 1 , . . . , v n are linearly independent over F p , then they are linearly independent over Z.
Proof 
Since Z has no zero divisor, we have
. This is a contradiction because c k = α k and gcd(α k , p) = 1. We know that the rows of G * qc together with the rows of the form 2e i for 1 ≤ i ≤ n, generate every vector in . In any vector space M over field F, any generating subset of M contains a basis of M . If F is not a field, this statement becomes completely false. 2 Now we are ready to give the proof of Theorem 1.
Proof of Theorem 1: It is clear that the rows of G * qc together with the rows of the form 2e i for 1 ≤ i ≤ n, will generate every vector in . Based on Lemma 3, since the rows of G * qc are linearly independent over F 2 , they are also linearly independent over Z. We consider the rows of G * qc as first part of a generating set for . For i = 1, . . . , n, it is clear that 2e i ∈ . Let g 1 , . . . , g tb−r be the rows of G * qc . We find 1 ≤ i 1 , . . . , i r ≤ n such that g 1 , . . . , g tb−r , 2e i 1 , . . . , 2e i r form a basis for . The column and row rank of G * qc are equal (Corollary 2). Hence, G * qc has exactly r dependent columns over Z. We claim that i 1 , . . . , i r are exactly the positions of these dependent columns. We find these positions as follows. Defined 0 = 0, then we have
We prove that these vectors are linearly independent over Z. 
, respectively. If
2 For example consider M = Z and F = Z. Then M has a basis X , in fact there are just two possibilities: X = {1} or X = {−1}. However, X = {2, 3} is a generating set which does not contain a basis.
Thus β 1 = 0 and β 2 g ( j 1 ) + · · · + β tb−r+1 g ( j tb−r ) = 0 that implies β 2 = · · · = β tb−r = 0. Therefore, the column rank of G 1 is tb − r + 1 and consequently the rows of G 1 are linearly independent over Z. By induction and considering G 1 instead of G * qc we can prove the result. Hence, the considered vectors are linearly independent over Z. It is enough to show that these vectors generate every point in lattice . Indeed, we must show that vectors of the form 2e i where i = i 1 , . . . , i r , will be generated by B = g 1 , . . . , g tb−r , 2e i 1 , . . . , 2e i r . Put the members of B as rows of the matrix G and call , the generated lattice by G . First, we show that the volume of lattice = C + 2Z n and are both equal to 2 r . It is clear that is a sublattice of and both and have the same rank n. Thus, if we show that vol( ) = vol( ), then = and we obtain the desired result. Let C sys with generator matrix G sys = [I tb−r P ], be the systematic version of code C . Then, the generator matrix of lattice = C sys + 2Z n has the following form
The codes C sys and C are equivalent, hence we can obtain codewords of C sys by applying a fixed permutation π on codewords of C . Indeed, there is a fixed permutation σ on 
By expanding the determinant of G along the first t − l columns and then expanding it along the last r rows, we obtain det(G ) = 2 r det(Q ), where Q is a submatrix of Q that is obtained by removing the columns i 1 −t +l, . . . , i r −t +l. Q is an (lb−r )×(lb−r ) matrix formed by Q i, j 's, where Q i, j is the left part of Q i, j , for 1 ≤ i, j ≤ l. We show that det(Q ) = 1. First, we state a useful result about the determinant of block matrices [39] . Let M be the following matrix
where A, B, C, and D are k × k, k × (n − k), (n − k) × k, and (n − k) × (n − k) matrices, respectively. Then
The matrix A−BD −1 C is called the Schür complement with respect to D [40] . We prove by induction on l (the number of blocks in each row and column of Q ) that det(Q ) = 1. If l = 1 then
which has determinant 1. Assume that the result is true for l − 1 and Q contains l blocks in each row or column. Q has the following form 
