In this paper we prove that the transition functions of a denumerable Markoff chain are differentiable or equivalently : Given a matrix of real valued functions Pij{t) (i, j=l, 2, • • • ) 0^/< oo satisfying (1) P%j(t) is non-negative and continuous, We will now give the proof 3 of our theorem. We will think of the matrices {P»y(/)} as transformations on sequences in such a way that [Pij(t)} transforms the sequence with 1 in the rath place and 0 elsewhere into the sequence whose &th term is P m k(t). We will use letters like v to denote a sequence, T to denote a particular matrix and T(v) to denote the sequence v transformed by the matrix T.
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Our theorem is that Pij(t) has a finite continuous derivative for all *>0. This result was conjectured by Kolmogoroff in [4] , Doob showed [3] that P%j{t) has a right hand derivative (possibly infinite) at 2 = 0 and Kolmogoroff showed [4] that this derivative is finite if i^j, (if i=j there are examples where it is infinite). Austin [l; 2] showed that that Pij(t) has a finite continuous derivative for />0 if either Pu{t) or Pjj{t) has a finite derivative at 0.
We will now give the proof 3 of our theorem. We will think of the matrices {P»y(/)} as transformations on sequences in such a way that [Pij(t)} transforms the sequence with 1 in the rath place and 0 elsewhere into the sequence whose &th term is P m k(t). We will use letters like v to denote a sequence, T to denote a particular matrix and T(v) to denote the sequence v transformed by the matrix T.
Our first step will be to show that Pn{t) has bounded variation in some interval (say from 0 to to). To do this we will estimate JliJo 1 \Pn(ito/N)-P n ((i+l) to/N)\ for a fixed integer N. The estimate will turn out to be independent of N. To simplify notation we will let T= {P i3 {t 0 /N)} and letfi = Pu(ito/N). We will first define a sequence of vectors (or sequences) V{. v 0 will be the sequence with 1 in the first place and 0 elsewhere. Let us de-denote by v* the sequence whose first term is 0 and which agrees with v everywhere else. Define Vi+i = (T(vi))*. We then have
(1)
T'(v 0 ) = £ƒ_*«.
*=»0
This is easily verified by induction (note that the first coordinate of T 8 (vo)=f 9 by definition). We will define a sequence of positive real numbers /?». /3 0 = 1 -/i and j8* (i^l) is the first coordinate of T(vi). The following formula is also easy to check.
(2)
Ui -ƒ. = -/A + Ê/-A.
(We must interpret ]C?-i as 0). Rewriting (2) we get ƒ.+! -ƒ.=ƒ. Ê A -ƒ A + E (ƒ.-< ~ /.)ft.
To see (4) From (3) and (4) we get We now know that Pu(t) has variation <1 in a certain interval about 0. The following argument shows that the variation of Pij(t) ^4 in the same interval.
^ E 2 h| g 4.
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The remainder of the proof follows a suggestion of K. L. Chung. 4 Functions of bounded variation have a finite derivative almost everywhere and we can therefore pick a h <h such that Pij(t) has a derivative at t\ for all j. For an arbitrary / 2 the existence of a derivative for Pii(h+t 2 ) (i=l • • • oo) follows from the fact that
PkiW a jb-i a and the following lemma: given e there exists an integer K such that
We conclude by proving (7). For a given a<ti/4 we will pick a tó between h and /i/2 and an integer N such that tó /N = a and we will define T and fl» as before, except that we will use tó instead of to.
It is easy to show that given €i (we will pick €i to be <(l/8)e-/i/2 • 1/2) there is a K x such that 2"-*i -PiyW <ft for all t<h. We then have 22JÏ.1 l^1! <2€i(|^1| is the sum of the absolute values of the terms of z>» with index *zKi). The same argument as the one used in (6) shows 4 The original proof did not make use of the theorem that functions of bounded variation have derivatives almost everywhere and was very much longer. Professor Chung's idea also gives P The first term of this last expression is < 8ei*l/N by (9), \P u (ra)-P u «r + l)a\<8/N by (10) and ZT-jP/mft-raX* for each j <K x by (11). Hence the second term is <Z/N*efKi.
This finishes the proof of the lemma.
