In this paper, the eigenvalue embedding problem of the undamped piezoelectric structure system with no-spillover (EEP-PS) is considered. It aims to update the original system to a new undamped piezoelectric structure system, such that some eigenpairs are replaced by newly given or measured ones, while the remaining eigenpairs are kept unchanged. A set of parametric solutions to the EEP-PS are provided and the performance of the proposed algorithms are illustrated by numerical examples.
Introduction
The technology of smart materials and structures especially piezoelectric smart structures has become mature over the last decade. One promising application of piezoelectric structures is the control and suppression of unwanted structural vibrations [1] . Piezoelectric materials such as lead zirconate titanate are extensively used in vibration damping applications [2] . The three-dimensional piezoelectric constitutive law can be written as [3, 4] : where mechanical variable σ and ǫ denote the stress and the strain, respectively; electrical variable D and E denote the electric displacement and the electric field, respectively. Matrices [c] , [e] and [ε] represent material properties: [c] is the elasticity matrix, [e] is the piezoelectric matrix, [ε] is the dielectric matrix. The indirect piezoelectric effect is given by the first equation of (1.1), while the second equation characterizes the direct piezoelectric effect. Variational principles can be used to establish the finite element equations for piezoelectric structures. Modeling of piezoelectric smart structures by the finite element method and its implementation for active vibration control problems has been presented [5, 6] . The global equation of motion governing a undamped structure system with n degrees of freedom can be written as [7] 
with M u , K u ∈ R n u ×n u and K φ ∈ R n φ ×n φ being symmetric, n = n u + n φ ; u denotes structural displacement, φ denotes electric potential; M u and K u are the structural mass and stiffness matrices, respectively, K uφ is the piezoelectric coupling matrix and K φ is the dielectric stiffness matrix; F u denotes the structural load and F φ denotes the electric load. The modality of undamped piezoelectric structure (1.2) is characterized by eigenvalues and eigenvectors of its associated generated eigenvalue problem P(λ)x := (λM + K)x = 0.
(1.4)
We will refer to (1.4) with M, K of the form (1.3) as an undamped piezoelectric structure system. Eigenvalue embedding, also known as model updating in some literature, has recently been an active topic, for example, [8, 9, 10, 11, 12, 13, 14] [15] and the references therein. The main purpose of eigenvalue embedding is to update the original system to a new ne, such that some "troublesome" or "unwanted" eigenvalues and the corresponding eigenvectors are replaces or some desired eigenvalues and eigenvectors are achieved. Among current developments for model updating, the problem of maintaining the remaining or unknown eigenvalues and eigenvectors unchanged is of practical importance, which is known as no-spillover phenomena in literature, see [15, 9] .
In this paper, we consider the eigenvalue embedding problem of the undamped piezoelectric smart system with no-spillover, which is to update the original system to a new undamped piezoelectric smart system, such that some nonzero eigenvalues are replaced with some desired ones, while the remaining eigenvalues and eigenvectors are kept unchanged. The eigenvectors corresponding to the updated eigenvalues of the new system can be different from those corresponding to the eigenvalues to be updated of the original system. But there may be some restrictions on them. For example, in the model updating problems for the second order system, it has been shown in [11, 9] that, under some mild conditions, the newly measured eigenvectors must lie in the same subspace as those spanned by eigenvectors corresponding to the eigenvalues to be updated of the original system. Hence, in this paper, we restrict the eigenvalue embedding problem in that the newly given or measured eigenvectors span the same subspaces as the original eigenvectors. The eigenvalue embedding problem for the undamped piezoelectric smart system with no-spillover (EEP-PS) can be stated as follows.
EEP-PS: Given an undamped piezoelectric system (λM
being closed under complex conjugate, and a set of p nonzero numbers
, closed under complex conjugate, update the original system to a new undamped piezoelectric smart system
of the updated system span the same subspaces as {x i } p i=1 , and the remaining n − p eigenvalues and eigenvectors are kept unchanged. We will provide a set of solutions depending on some parameter matrices to the EEP-PS. Obviously, if n φ ≥ 1, the coefficient matrix M in (1.3) is singular, which implies that the matrix polynomial P(λ) contain both finite and infinity eigenvalues. Thus, the existing results on the Eigenvalue embedding/model updating of quadratic systems cannot be directly applied to the undamped piezoelectric system. In this paper, we update p eigenvalues of the finite part.
This paper is organized as follows. In section 2, we give a set of solutions to the EEP-PS depending on several parametric matrices, and propose an algorithm to compute the solution. Numerical examples are given in section 3 to illustrate the performance of the proposed algorithm. Some conclusions are finally given in section 4.
Proof. It follows from K φ being nonsingular that
is not identically zero for all λ ∈ C, which implies that λM + K is regular.
Clearly, P(λ) has both finite and infinity eigenvalues, since the lead coefficient matrix M is singular. For simplicity, we assume that the finite eigenvalues of P(λ) are all simple and nonzero. Taking a Jordan pair (X(λ i ), J(λ i )) for every eigenvalue λ j of P(λ), we define finite Jordan pair (X F , J F ) [16] of P(λ) as
From Lemma 2.1, we known that deg(det P(λ)) = n u , which implies that q = u u [16] and the sizes of X F and J F are n × n u and n u × n u , respectively. Let is n φ . For simplicity, we assume that the algebraic multiplicity of every Jordan block with zero eigenvalue ofP(λ) is 1. Then, we shall use the following notation
We call (X ∞ , J ∞ ) an infinite Jordan pair of P(λ). And in this case, the matrixX must be of the following form
2)
whereX 11 ∈ R n u ×n u , rank(X 11 ) = n u and rank(X 22 ) = n − n u .
Proof. The first part of this Lemma can be directly obtained by Lemma 2.2 and Lemma 2.3. So we just prove the second part, i.e.,X has the form (2.2). PartitionX intô
is Jordan pair of P(λ), we can see from the block structure ofĴ that (X 2 , 0 n φ ×n φ ) is an infinite Jordan pair of P(λ). From Lemma 2.3, it follows that
which implies thatX 12 = 0 since M u is nonsingular. Therefore,X has the form (2.2) and thenX 11 is nonsingular since rank(X) = n.
For simplicity, we assume that {λ} p i=1 are simple and nonzero eigenvalues of the updated system. Without loss of generality, we assume that the p eigenpairs
are ordered such that for j = 1, . . . , s,
3)
which is referred to as the real representations of [12, 17, 18] . Similarly, assume that the real representation
5)
and those of remaining n − p eigenpairs {λ i ,
We further assume that the sets of eigenvalues in Λ 1 and Λ 2 are disjoint, i.e.,
where λ(·) is the set of all eigenvalues of a matrix. With notations above, the MUP-PS can be mathematically reformulated as: given M u ∈ R n u ×n u and K ∈ R n×n being symmetric,
find M u ∈ R n u ×n u and K ∈ R n×n being symmetric such that
holds for some X 1 = X 1 Θ, where Θ ∈ R p×p is nonsingular. Note that Λ 2 ∈ R (n−p)×(n−p) and X 2 ∈ R n×(n−p) are remaining eigenvalues and eigenvectors of the original undamped piezoelectric system to be kept unchanged after the updating and they are generally unknown in applications. So it is necessary to characterize the solution to the EEP-PS without the information of Λ 2 and X 2 .
To give the parametric solutions to the EEP-PS, we will need a spectral decomposition of the undamped piezoelectric smart system of (1.4) which is motivated by [8, 19] . We give the sufficient and necessary conditions for the matrices M and K in (1.3) such that (1.4) is satisfied and express M and K in terms of eigenvalues and eigenvectors of (1.4). The following theorem then gives the spectral decomposition of the undamped piezoelectric system (1.4), characterizing the structure of the Jordan pair (X, J) and the relationship between the coefficient matrices M, K in (1.3) and (X, J).
Theorem 2.5. Given nonsingular matrices X ∈ R n×n and J 1 ∈ R n u ×n u . Let J = diag(J 1 , 0) ∈ R n×n and partition X as
Then there exist nonsingular symmetry matrices M u and K such that
If such matrices Γ and Φ exist, then the coefficient matrices M u and K can be expressed as
13b)
where K ′ 22 ∈ R n φ ×n φ is an arbitrary nonsingular symmetric matrix. Proof. (Necessity) Pre-multiplying X T on (2.11) we get
Substituting M in (1.3) and X in (2.10) into (2.14) gives
15)
We define Γ = X T u M u X u . Let Φ ∈ R n φ ×n φ be a nonsingular and symmetric matrix. Since X and M u are nonsingular, it is easy to see that
which are exactly the formulas as in (2.12c), (2.12d) and (2.13a), respectively.
Substituting J = diag(J 1 , 0) into (2.15) , we have
where Γ 11 , K 11 ∈ R n u ×n u . Clearly, (2.17) holds if and only if 18) and in this case, we have
Since K 11 is symmetric, we must have
21)
where K 22 ∈ R n φ ×n φ is an arbitrary nonsingular and symmetric matrix. From (2.20), we can see that K is nonsingular and K T = K.
(Sufficiency) Conversely, if there exist two symmetric matrices Γ and Φ satisfying (2.12), where Φ is nonsingular, then
is also nonsingular, which means that X u T X T u is nonsingular and symmetric. Thus M u is well defined by (2.13a). From (2.22), it follows that
By the definitions of M u and T , we can see from (2.23) that Γ = X T u M u X u . Noting the symmetry of K ′ 22 and (2.12b), it is easy to see that K defined by (2.13b) is symmetric. By (2.12b) and (2.13b), we have
i.e., MX + KXJ = 0 since X is nonsingular. This completes the proof of the theorem. Now, with Theorem 2.5, we are ready to characterize the solutions to the EEP-PS. Let X 1 in (2.4) and Λ 1 in (2.3) be the eigendata which will be replaced by X 1 ∈ R n×p and Λ 1 in (2.5, and those of remaining n − p eigendata be given by X 2 ∈ R n×(n−p) and Λ 2 . From Lemma 2.4 and Theorem 2.5, without loss of generality, we may always assume that [X 1 , X 2 ] and [ X 1 , X 2 ] are nonsingular. Partition X 1 as
is a Jordan pair of P(λ).The following theorem is our main result which gives the parametric solutions to the EEP-PS.
Theorem 2.6. For any nonsingular matrices Θ ∈ R p×p and Γ 1 ∈ R p×p with
27)
where
28)
form a solution to the EEP-PS, provided that M u and K in (2.26), (2.27) , respectively, are well defined.
Proof. Since p ≤ n u and [X 1 , X 2 ] is nonsingular, we can see from Lemma 2.4 that rank(X 1 ) = p. Then, there exists a nonsingular matrix Q := I n u 0 Q ′ I n φ ∈ R n×n such that
, where X 2u ∈ R n u ×(n−p) , and then (2.8) can be equivalently rewritten into
By (2.30) and Theorem 2.5, we first give the expressions of the coefficient matrices M u and Q T KQ by the eigenvalue matrix Λ 1 , Λ 3 and the eigenvectors matrix
.
Similar to the proof of Theorem 2.5, we define
where Φ ∈ R n φ ×n φ is a nonsingular and symmetric matrix. Then
31)
and
(2.32)
Using (2.30), we can see from the proof of Theorem 2.5 that Γ = diag(Γ 11 , 0), where Γ 11 ∈ R n u ×n u , and the matrices T, Γ 11 satisfy
From the assumption (2.7) and (2.33), it follows that Γ 11 must be of the block diagonal form
, it follows from the comparison of two sides of the (2.31) that Γ 1 = X T 1u M u X 1u , i.e., Γ 1 is of form (2.28). By (2.32), we can see that T must be of the block diagonal form T = diag(T 1 , T 2 ), where T 1 ∈ R p×p , and
Hence (2.34) and (2.35) can be equivalently rewritten as
(2.37) and the matrices M u and K of (2.30) can be expressed as
22
, K ′ 22 is an arbitrary nonsingular n φ × n φ symmetry matrix, which implies that the coefficient matrices of original undamped system can be expressed as
(2.41) Let X 1 ∈ R n×p and [ X 1 X 2 ] is nonsingular. Since Q is nonsingular and satisfies (2.29), it is easy to verify that (2.9) is equivalent to
42)
Next, for given matrices X 1 and Λ 1 , we will find M u and K such that (2.42) is satisfied.
From Theorem 2.5 we know that if there exist nonsingular and symmetric matrices Γ 11 = diag( Γ 1 , Γ 2 ), and Φ ∈ R n φ ×n φ , where Γ 1 ∈ R p×p and Γ 2 ∈ R (n u −p)×(n u −p) satisfying
46)
then the matrices M u and K defined by
22
∈ R (n−p)×(n−p) , satisfy (2.11), i.e., they form a solution to the EEP-PS. Similar as (2.22) in the proof of Theorem 2.5, we can see that if (2.44) and (2.45) are satisfied, the matrix X u X φ being nonsingular ensures that M u and K in (2.47) and (2.48) are well defined, and vice versa.
Since Λ 1 is of the form (2.5), any nonsingular matrix Γ 1 of the form (2.25) is symmetric and satisfies Γ 1 Λ −1 1 = Λ −T 1 Γ 1 in (2.43). Noting
which implies that X 1φ = 0, X 1u = X 1u Θ and X φ = X φ . And then T given by (2.46) must be of the block form T = diag( T 1 , T 2 ), where
Substituting T into (2.44) and (2.45), we have
If we choose Φ = Φ and Γ 2 = Γ 2 , then T 2 = T 2 , K 22 = K 22 . It follows from (2.36), (2.37), (2.50) and (2.51 that 
which are exactly the formulas (2.26) and (2.27 ).
In the formula (2.27) for K, inverses of n × n matrices is involved. If p is less than n u and n φ , this formula can be reformulated as, by using the Sherman-Morrison-Woodbury formula [20] 
where only inverses of p × p matrices are needed. Under the assumption that {λ j } p j=1 are nonzero simple eigenvalues, the corresponding Γ 1 must be of the form similar to (2.25) withs replaced by s, since Γ 1 must be symmetric and satisfy (2.12b) . Similarly, Γ 1 of the form (2.25) also follows from the assumption that {λ} p j=1 are nonzero simple eigenvalues. We should point out that the numbers of complex conjugate eigenvalues and real eigenvalues of the updated system may not be same as those of the original system, since the conditions that the matrix Γ 1 should satisfy is Γ T = Γ and (2.12b).
From Theorem 2.6, we known that if all the eigenvalues of Λ 1 are simple and nonzero, and [ X 1 X 2 ] is nonsingular, then EEP-PS is solvable, and for any nonsingular Θ and Γ 1 we can give a parametric solution to the EEP-PS. A trivial way to choose Θ and Γ 1 is Θ = I and Γ 1 = Γ 1 . In this case X 1 = X 1 Θ = X 1 , i.e., the eigenvectors in X 1 are also kept unchanged in the updating. And Γ 1 = Γ 1 generally restrictss = s, i.e., the numbers of complex conjugate eigenvalues and real eigenvalues of the updated system must be same as those of the original system.
In all, the following Algorithm 1 can be used to find a solution to the EEP-PS. It is worthwhile to point out that Algorithm 1 does not need any information of Λ 2 and X 2 , which are the remaining n − p eigenvalues and eigenvectors to be kept unchanged. We can also see from Algorithm 1 that there are many freedoms in choosing Θ and Γ 1 , which can be further exploited to achieve some other desirable properties. For example, we can wish the updated matrices are approximate to the coefficient matrices, which is to minimize
where τ 1 , τ 2 are weight factors to balance all terms and τ 1 > 0, τ 2 > 0. This is a constrained optimization problem, since Θ is requires to be nonsingular. If we choose certain nonsingular matrix Θ, and leave Γ 1 be the free parameter matrix, then it will become a simple unconstrained optimization problem, which can be solved by the MATLAB function fminunc.
In Step 4. M u can be computed by either (2.26) or (2.52), and K can be computed by either (2.27) or (2.53). Note that (2.26) and (2.27) require inverses of matrices of order n u and n, respectively, while (2.52) and (2.53) require inverses of matrices of order p. However, if n and n u is much greater than p, (2.52) and (2.53) not only costs less than (2.26) and (2.27), respectively, but also generally leads to more accurate solutions. And we will provide some numerical examples to illustrate it in the next section.
Numerical examples
In order to illustrate the performance of Algorithm 1, we present some numerical examples. All computations were carried out in MATLAB 2017a with machine epsilon ǫ ≈ 2.2 × 10 −16 . In these examples we compute the relative residuals of the updated system (Res.U) and the original system (Res.O) as
where Λ ′ 2 = diag(Λ −1 3 , 0) ∈ R (n−p)×(n−p) , and Λ 3 is given by (2.6) which is the real representation of eigenvalues to be kept unchanged. For an randomly generated nonsingular matrix Θ, results obtained by Algorithm 1 with two choices of Γ 1 in Step 2:
(a) choose Γ 1 = Γ 1 ; (b) take Γ 1 as a free parameter matrix; are respectively denoted by ' * − a', ' * − b'. For choice (b), we choose certain nonsingular matrix Θ and take Γ 1 with form (2.25) as the free parameter matrix. Then we use the MATLAB function fminunc to compute a solution to the EEP-PS such that the distance between the original system and updated systems, the Rec.MK defined as in (2.54) with τ 1 = τ 2 = 1, is minimized. The minimum Rec.MK obtained by fminunc is 0.0.2382, which is smaller than Rec.MK = 8.6394 with choice (a), which implies that exploiting the freedoms of parametric matrix Γ 1 does lead to smaller updates on the coefficient matrices. 
