For the general D-dimensional radial anharmonic oscillator with potential V (r) = 1 g 2V (gr) the Perturbation Theory (PT) in powers of coupling constant g (weak coupling regime) and in inverse, fractional powers of g (strong coupling regime) is developed constructively in r-space and in (gr) space, respectively. The Riccati- 
INTRODUCTION
The Hamiltonian of the D-dimensional radial anharmonic oscillator is given bŷ
where D = 1, 2, ..., r = is the radius and M is the mass of the particle,
. Choosing the units in such a way that = 1 and M = 1 the coupling constant g ≥ 0 is of dimension [cm] −1 , a k , k = 2, . . . m are real dimensionless parameters; it is assumed that a 2 , a m > 0, hence, V (r) has minimum at r = 0. At m > 3 the potential can have additional minima. For the sake of simplicity, we assume that none of them is degenerate with one at r = 0 and the potential is positive, V (r) > 0 at r > 0, thus, the minimum at r = 0 is global. Evidently, the Hamiltonian (1) has the infinite discrete spectra. Needless to say, its study is of fundamental interest in different branches of physics, it plays an important role in atomic-molecular physics, plasma, nuclear and solid state physics. In particular, at D = 3 with a proper choice of parameters {a k } and relaxing the requirement that at r = 0 there is a global minimum, (1) can be used to describe the low-lying ro-vibrational states of a diatomic molecule. Also, the Hamiltonian of the anharmonic oscillator represents a scalar quantum field theory in (0 + 1) dimensions with an associated Lagrangian of the form
where ϕ = (ϕ 1 , ..., ϕ D ) is a D-dimensional vector field. Many properties that appear in (0+1) dimensions like asymptotic perturbation theory can also be present in a realistic field theory [1] . It is well known that quartic field theory at m = 4 is renormalizable in (3 + 1) dimensions, see e.g. [2] , while cubic (m = 3) and sextic (m = 6) ones are renormalizable in six and three dimensions, respectively.
There were published many papers devoted to exploration of the spectra of the Hamiltonian (1) for some concrete potentials at m = 4, 6. It is worth mentioning several methods, which have been used in the past: Variational method [3, 4] , Rayleigh-Ritz method [5] , Perturbation Theory (PT) in both the weak and strong coupling regimes [1, [6] [7] [8] [9] [10] [11] , Padé
Approximants [12] , Hill Determinant method [13] [14] [15] , WKB method [16, 17] , Self-Similar
Approximations [18] , the method of Characteristic Functions [19] among many others.
The present paper aims primarily to study the ground state of the Hamiltonian (1) using as tools PT in both the weak and strong coupling regimes, the asymptotic series expansions of the eigenfunction at small and large distances and a new version of the semiclassical approximation. Our ultimate goal is to construct (for any r ∈ [0, ∞)) a locally-accurate approximation of the ground state wave function in arbitrary (integer) dimension D > 0.
We call this approximation the Approximant and it is denoted by Ψ (t) 0,0 . Moreover, we will show how the Approximant Ψ (t) 0,0 can be modified to construct Approximants for the wave functions of excited states. It will be demonstrated that any of the above Approximants being used as trial function in variational calculation leads to highly accurate variational energy. Furthermore, if the trial function is used as the zeroth order approximation in PT scheme, a fastly-convergent PT occurs for both energy and wave function. A similar program was implemented in [3, 4] for the low-lying states of the one-dimensional quartic anharmonic oscillator leading to an extremely high accuracy for the energy: ∼ 10 correct significant digits (s.d.) for any g ≥ 0 and also a locally accurate wave function (not less than 6 decimal digits (d.d.) of relative accuracy for any g ≥ 0 and r ∈ [0, ∞)). In fact, the approximation of the wave function given in [3, 4] can be regarded as a solution of a non-solvable, one-dimensional quartic anharmonic oscillator. It will be shown in this paper that a similar situation occurs for the D-dimensional cubic radial anharmonic potential.
Let us take the ground state wave function Ψ in the exponential representation
and call Φ the phase of the wave function Ψ. It is well known in one-dimensional case that the exponential representation (3) being substituted into the Schrödinger equation leads to the nonlinear Riccati equation for the derivative of the phase [20] ,
where E is the energy and V is the potential. 
looking for corrections y n , n = 0, 1, 2, ... . Such an iterative procedure leads to the wellknown semiclassical WKB approximation, see e.g. [20] . It is well-known that this expansion has zero radius of convergence, since stands in front of leading derivative in (4) .
Another iterative approach is represented by the so-called Non-Linearization Procedure [21] . Assuming a potential of the form
we construct PT looking for both y and E in the form of Taylor series in powers of the (formal) parameter λ. Evidently, this approach can be straightforwardly generalized to radial potentials in arbitrary dimension D. It is well known that the Non-Linearization
Procedure seems highly appropriate to study the bound states for the general potential in (1) .
For the one-dimensional anharmonic oscillator, a novel iterative approach was recently discover based on transforming the Riccati equation (4) into GB Equation, see [22] [23] [24] . It turned out this approach is also appropriate for the construction of a type of semiclassical expansion for path integral in Euclidian time for the density matrix in coinciding points with respect to quantum and thermal fluctuations around classical path (flucton). Later it will be revealed a certain connection between the standard semiclassical WKB approximation, the Non-Linearization Procedure and the PT for the GB equation. This connection, which seems already highly non-trivial even for one-dimensional case [24] , will be established for the D-dimensional radial anharmonic oscillator (1) . Note that the interpretation of a new semiclassical expansion in terms of the loop expansion for path integral in Euclidian time is not yet clear to the present authors and it waits to be uncovered. We discuss and exploit the above connection in order to design a prescription for construction of the Approximant Ψ (t) 0,0 -the function which provides uniform approximation of the ground state function in r, g, D.
As illustration we present detailed results for the cubic anharmonic oscillator, seemingly for the first time. Based on the Non-Linearization Procedure we study the structure of the perturbative corrections when PT in powers of g is developed. Using the Approximant as a trial function, we perform numerical variational calculations to compute the energy (and estimate its accuracy) for some low-lying states in different D. The deviation of the Approximant from the exact ground state function is also estimated in framework of Non-Linearization Procedure. In addition, we calculate the first two dominant terms in the strong coupling expansion of the ground state energy using the Approximant.
The paper is organized in the following way. In the Section I starting from the Riccati equation for logarithmic derivative of the wave function the RB and the GR equations are introduced. Section II is dedicated to study the domain of weak coupling regime based on RB and GR equations. The strong coupling regime is explored in Section III, in Section IV the uniform approximation of the phase and ground state eigenfunction is built. The cubic anharmonic oscillator is described in details in Section V.
I. GENERALITIES
The Schrödinger equation for a spherical-symmetric potential V (r) in a D-dimensional space has the form
where 
where
the D-dimensional angular momentum operator. Two remarks in row: (i) for any spherically symmetric potential the D-dimensional angular momentumL is conserved, (ii) in hyperspherical coordinates we can separate the hyperradial coordinate r from the angular coordinates Ω. Hence, in D > 1 the wave function ψ can be labeled by radial quantum number n r , angular quantum momentum ℓ and (D − 2) magnetic quantum numbers, it is represented as the product of two functions
where n r = 0, 1, 2, . . . , ℓ = 0, 1, 2, ... 4) and N (D, 0) = 1. The angular part of the wave function (for D > 1) ξ ℓ,{m ℓ } (Ω) corresponds to a D-dimensional spherical harmonic [25, 26] , which satisfies the eigenvalue equation
Hence, for given ℓ this equation is satisfied by N (D, ℓ) different orthogonal spherical harmonics, which correspond to the same eigenvalue ℓ (ℓ+D−2). Its degeneracy is equal to N (D, ℓ).
Note that for D = 3 the degeneracy is given by the familiar formula N (3, ℓ) = 2ℓ + 1. Since the theory of spherical harmonics is well established, we should focus solely on determining the radial part of the wavefunction Ψ nr,ℓ (r).
After substituting (I.2), (I.3) and (I.5) to (I.1) we eventually arrive at the radial Schrödinger equation, which determine Ψ nr,ℓ (r),
For any radial potential, the energy E nr,ℓ of excited state is always degenerate with respect to the quantum numbers {m ℓ }. Specifically, for given n r , ℓ and D > 1 we have N (D, ℓ) different wave functions with the same energy. For this reason since now on we omit the label {m ℓ } in the energy and the wave function.
The ground state is non-degenerate (and nodeless), it has to zero angular momentum ℓ = 0 thus being S-state and zero radial quantum number n r = 0. The angular part corresponds to the zero harmonics (which is a constant) with zero eigenvalue in (I.5). From (I.6) it can be seen that the ground wave function (as well as all S state eigenfunctions) depends only on radial coordinate r that now on we denote by Ψ(r) without labels. It corresponds to the lowest energy eigenfunction of the radial Schrödinger operator
for which the corresponding eigenvalue equation with boundary conditions read as a function of D appear at both non-physical dimensions D ≤ 0 and in the physical ones, D > 0, see e.g. [27] and [28] .
Taking the ground state wave function Ψ in the exponential representation (3) and substituting it into the eigenvalue problem (I.8) with radial operator (I.7) we arrive at the Riccati equation
where function y(r) is the logarithmic derivative of Ψ(r) or, equivalently, the derivative of the phase Φ(r),
We focus on case when the potential V (r) has the form of finite-degree polynomial in r,
see (1) . Hence, the Riccati equation reads
. This is the basic equation in the present work.
A. Riccati-Bloch Equation
The Riccati equation (I.12) can be transformed into one without explicit dependence on and M by introducing new variable
r , (I. 13) and making the replacements
Then, the equation (I.12) becomes 
while for large v,
It is easy to check that for λ = 0, hence, for the harmonic oscillator case V = a 2 r 2 , the equation (I.15) has the exact solution
Three remarks in a row: (i) the expansion (I.18) at λ = 0 is terminated and consists of the first term alone, leading to 
for small and large v, respectively. Later these expansions will be used to make interpolation between large and small v to construct a (uniform) approximation for the phase.
B. Generalized Bloch Equation
There exists an alternative way to transform the original Riccati equation (I.12) into equation without the explicit dependence on and M. This is achieved by using a change of variable u = g r , (I. 23) and introducing a new unknown function
where Z(u) satisfies the non-linear differential equation 
Here ε and λ are the same as in (I.14) and (I.16). They play the role of energy and effective coupling constant in both v-space (I.13) and u-space (I.23) dynamics.
At D = 1 the equation (I.25) was called in [22] [23] [24] the (one-dimensional) GB Equation.
Here 27) and large u,
respectively.
II. THE WEAK COUPLING REGIME
In this Section we describe how to solve both the RB equation and the GB equation using PT in powers of the effective coupling constant λ. In particular, for the RB equation the perturbative solution can be obtained applying the so-called Non-Linearization Procedure [21] . Due to the importance of this procedure, we begin Section by giving a brief description of this method taken as example the D-dimensional radial potential.
A. The Non-Linearization Procedure
Let us take the RB equation (I.15)
with potential V (v; λ) which admits a Taylor expansion
Here λ is formal parameter and the coefficient functions V n (v), n = 0, 1, ..., are real functions in v. Let us now assume that the unperturbed equation at λ = 0,
can be solved explicitly. It can always be achieved via the inverse problem: we take some function Y 0 (v) and then calculate r.h.s.: the potential V 0 (v) and ε 0 . Evidently, once we know Y 0 (v), the wave function can be found,
It leads to a constraint on the choice of Y 0 (s): the function Ψ 0 (v) should be normalizable. Now, we can develop PT in powers of λ,
and
Substituting (II.5) and (II.6) into the RB equation (II.1) it is easy to see that the nth correction Y n (v) satisfies the first order linear differential equation
Evidently, the solution for Y n (v) is given by
Since we are interested in finding bound states we have to impose the condition of the absence of current of particles for both v → 0 and v → ∞ as boundary condition [21] ,
It can be easily checked that if v tends to zero the condition (II.10) is satisfied automatically while at v = ∞ the correction ε n should be chosen accordingly
to satisfy (II.10). For D = 1, this perturbative approach was called the Non-Linearization
Procedure [21] . Here we have given the straightforward extension of it to radial potentials in arbitrary D. We will continue to call it the Non-Linearization Procedure. In contrast with the Rayleigh-Schrödinger PT, the knowledge of entire spectrum of the unperturbed problem is not required to find constructively perturbative corrections in (II.5) and (II.6).
It is sufficient to know the unperturbed ground state wave function of the unperturbed problem to which we are looking for corrections. This approach gives the closed analytic expression for both corrections ε n and Y n (v) in form of nested integrals. Therefore, this procedure is the efficient method to calculate several orders in PT, see e.g. [21] and [29] .
Interestingly, in this framework the convergence of the perturbation series (II.5) and (II .6) is guaranteed if the first correction Y 1 (v) is bounded
for any D, for discussion see [21] .
We have presented a brief review of the Non-Linearization Procedure applied to the ground state. This approach can be modified to study the excited states by admitting a number of simple poles with residues equal to one in Y n (v). The pole positions are found in PT in λ. Explicit formulas can be found in [21] for one-dimensional case. The generalization for the D-dimensional radial potential case is straightforward. In order to apply the Non-Linearization Procedure of Subsection II A to construct the weak coupling expansion we choose in (II.2)
for k = 0, 1, . . . , m − 2 , and
hence, our potential is a finite degree polynomial in both λ and v. 
k are some coefficients. It can be easily shown that the first coefficient b
0 is related to the energy correction ε n ,
while the next coefficient always vanishes,
due to the absence of the linear term in the potential (I.11). As for large v at n > 0 we have a Laurent series expansion,
where c (n) k are some coefficients. Interestingly, the leading coefficient c
does not depend on D while the next-to-leading one always vanishes,
At D = 0 all corrections ε n vanish,
It can be demonstrated by using the expression (II.12) for ε n , and the asymptotic expansions (II.16) and (II.19). When D → 0 the numerator of (II.12) is bounded,
while the denominator has the asymptotic series expansion
Consequently, when D → 0 the correction ε n vanishes linearly, the coefficient b
remains finite, see (II.17). If ε n vanishes for all n, then their formal sum (II.5) results in ε = 0 and, ultimately, E = 0. In general, for D = 0 it can be shown that expansion for ε is asymptotic:
ε n grows factorially as n → ∞, see e.g. [1, 6, 9, 31] . Therefore, series (II.5) and (II.6) are divergent in λ. For some particular cases of (1), it has been proved that perturbation series for the energy can be summed to the exact one by using different techniques: calculating the Borel sum [8] , taking Padé approximants [12] and via renormalization [32] .
An interesting situation occurs when all odd monomial terms in r in potential (I.11) are absent, i.e. the potential is (formally) an even function, V (r) = V (−r). In this case, all odd corrections Y 2n+1 (v) and ε 2n+1 vanish. The even correction Y 2n (v) has the form of a polynomial of finite degree
This implies that ε 2n and Y 2n (v) can be calculated by linear algebra means. In turn, the energy correction ε 2n is a finite-degree polynomial in D,
where d 
while Z(u) is of the form of the Taylor series
We assume that the perturbative energy corrections ε n are already known: they can be found using the Non-Linearization Procedure, the standard Rayleigh-Schrödinger PT or any other suitable method. It is immediate to see that correction Z n (u) is calculated by algebraic means and depends on corrections of smaller order,
. . .
(II.27)
Note that the boundary condition Z(∞) = +∞ implies the positive sign in the expression for Z 0 (u) should be chosen.
Making the analysis of Z n (u) correction (II.27) one can see that the boundary condition at u = 0, see (I.26), can not be fulfilled in the case of arbitrary odd anharmonic radial potential (I.11) once the expansion (II.26) for Z(u) is used. In general, any Z n (u) (and its derivative) at n > 1 diverges at small u. For instance, for the cubic potential where a 3 = 0 the nth correction Z n (u) with n > 1 behaves like
when u → 0. In turn, for the quintic potential with a 3 = 0 but a 5 > 0 the nth correction at n > 3 behaves like
when u tends to zero. For the polynomial in u potential of degree (2k + 1), if all other odd terms are absent a 3 = a 5 = . . . = a 2k−1 = 0 but a 2k+1 > 0, the function Z n (u) behaves like
for small u as long as n > 2k − 1. It is the clear indication that the radius of convergence of the expansion of Z(u) (see (II.26)) in 1/u is finite. However, if the anharmonic potential V (r) is even, V (r) = V (−r) the boundary condition at u = 0 can be satisfied. It might be an indication that the radius of convergence in 1/u is infinite. It allows us to determine the correction ε n by imposing the boundary condition
At this point, it is worth remarking that the expansion in powers of λ (II.26) as well as (II.6) is divergent for any anharmonic oscillator due to the so-called Dyson instability, see [33] and as for the discussion [21] . This fact can be seen in the partial sums of (II.26), see 
r , (II.32) from the another side
where the coupling constant λ is defined in (I.16). The connection between them can be established if we use explicitly the expansion of Y n (v) at large v, see (II.19). In this case y(r) is given by
or, equivalently
Comparing the expansions (II.34) and (II.35) we can conclude that
due to the uniqueness of the Taylor series. Therefore, Z n (u) is a generating function (!) for the coefficients c (n) k , k = 0, 1, ... , see for graphical illustration Fig.3 . Equation (II.36) displays
4 (gr) −1 + . . .
4 (gr) 0 + . . .
4 (gr) the reason why we cannot satisfy, in general, the boundary condition at u = 0: Z n (u) is constructed from the expansion (II.19) which is valid in the limit r → ∞ (u → ∞ for fixed g). In fact, some interesting properties of the corrections Z n (u) occur when considering r → ∞. For example, the first term in (II.33) has the expansion Let us conclude this Section by clarifying the perturbative approach for the GB equation
and its connection with the semiclassical WKB approximation. By integrating in r, the expansion (II.33) can be converted into an expansion for the phase
where G n (r) is equal to
Note that keeping g fixed, (II.38) can be regarded as a semiclassical expansion of the phase in powers of 
for V ≥ 0 it is the classical action at E = 0 and it corresponds to the zero order of the standard one-dimensional WKB method (developed in the classically forbidden region). This is the only term in expansion (II.38) which contains no dependence on D. The second order term in (II.38) is
Except for the integral -the third term -it looks like the first order correction to WKB at E = 0 and D = 1. Thus, it defines the determinant [23] . The appearance of the extra term in the form of integral can be explained as follows. Let us take the zero order term in the standard WKB method (in the forbidden region) and expand it in powers of 1/2 using (I.14) and (I.16), thus
Note that the first term is nothing but G 0 (r) while the second term is exactly the integral in (II.41). Consequently, one can see that (II.38) is the standard semiclassical WKB expansion in the classically-forbidden region, re-expanded in powers of 1/2 . Needless to say, higher order generating functions G 3 (r), G 4 (r), . . . are related with higher order corrections in the WKB expansion in a similar way. They define two-, three-, etc loop contributions in the path integral formalism in Euclidian time for the density matrix at coinciding points.
Note that this is alternative consideration to the one-dimensional case presented in [22] [23] [24] . In these papers it was described how to obtain expansion (II.38) using a path integral formulation (in Euclidean time) considering a special classical solution at zero energy E = 0 called flucton. In quite straightforward way this consideration can be extended to the Ddimensional radial case, where the flucton path appears in radial direction. Hence, the perturbative approach developed for the GB Equation can be called the true semiclassical approximation: both ε(λ), and Z(u; λ) and Φ(r; λ) are expansions in powers 1/2 .
III. THE STRONG COUPLING EXPANSION
In the previous Section II assuming an small effective constant λ = with idea to remove the coupling constant in front of the leading term in potential. As the result we arrive at the radial Schrödinger equation,
with a potential W (r) given by
and rescaled energyẼ, where
Note that now the parameter γ −1 plays the role of the coupling constant for W (r). By using the exponential representation (3), the equation (III.2) can be transformed into the Riccati equation (I.9) with potential W (r) and energyẼ , explicitly,
where y(r) is defined as in (I.10). With appropriate choice of variable
with new unknown function and energy
the equation (III.5) becomes the RB Equation (ii) the parameterλ −1 is the effective inverse coupling constant, it appears instead of γ −1 .
The latter implies that forỸ(w) andε(λ) it should eventually be developed the expansions
respectively, whereε n , n = 0, 1, ... , are the coefficients of the strong coupling expansion. It is evident that similar expansion (III.11) occurs for the excited states. Contrary to the weak coupling expansion it has been demonstrated explicitly that, at least, for some particular 
In this case, the unperturbed equation (II.3) is given by
If the solution of this equation is known, the corresponding square-integrable unperturbed wave function Ψ 0 is obtained using (II.4). Then we use the formulas (II.11) and (II.12) to construct PT. As a result we obtain the coefficientsε k of the strong coupling expansion.
However, since the exact solution of (III.13) for m > 2 is unknown, we need to findỸ 0 (w) approximately. In the spirit of the present work, there are two possible ways to find it: (i) one can choose a physically relevant trial function for the potential,
and use the Non-Linearization Procedure assuming the convergence of PT; (ii) we can construct a locally-accurate approximation ofỸ 0 (w) for all w ≥ 0. Let us describe both approaches.
Physically Relevant Trial Function
Probably, the simplest physically relevant trial function, see [21] for discussion, for the potential (III.14) was proposed for the first time in [35, 36] handling the one-dimensional case. Undoubtedly, the similar trial function is also appropriate for the D-dimensional case of the radial potentials,
where the second subscript marks the order of the correction to Ψ 0 . By solving the inverse problem one can find the potential W 0,0 (w) for which Ψ 0,0 is the exact solution,
Taking the difference between the potentials (III.14) and (III.16),
one develop PT as in (II.5) and (II.6) with W 0,1 (w) as the perturbative potential for W 0,0 (w).
In this manner, it allows us to calculate the zeroth order coefficientε 0 in strong coupling expansion (III.11) iteratively, in the form of an expansioñ
The first two coefficients can be found analytically, p + 1 . Using Ψ 0,0 as entry one can also calculate explicitly the first approximation toẽ 1 in the strong coupling expansion,
The next terms, e.g.ẽ 1,1 ,ẽ 1,2 , ..., can be only written in the form of nested integrals, similar to those as in expression (II.12) and their computation is a numerical procedure. Of course, this procedure can be extended to calculate higher coefficients in the expansion (III.11).
Interpolation
One can construct another physically relevant trial function for the RB Equation (III.13).
Let us find the asymptotic behavior of y(r) at small w,
and large w Finally, we arrive at -while the r.h.s. is different,
Now we can develop PT in powers of inverse effective coupling constantλ 
Imposing the boundary conditionZ(0) =ε/D to the original equation (III.29), we can find the boundary condition for the nth correction,
The equations (III.31) -(III.32) are solved in elementary way, in particular,
while the general nth correction is given bỹ
at n ≥ 2. Note that it is not guaranteed the boundary conditionZ(∞) = +∞ is fulfilled for all these corrections. It implies that PT in inverse powers ofλ forZ(u) has a finite radius of convergence in u. Thus, the correctionsZ n (u) make sense in a bounded domain in u only, see discussion below. From (III.34) one can see that any correction is a finite-degree polynomial in u,
where α The perturbative approach, which was used to calculate the strong coupling expansion ofZ(u), is related to the asymptotic behavior ofZ(u) at small u. Once we established the polynomial structure of the correctionsZ n (u), one can sum up some subseries of the perturbative expansion (III.30) keeping the degree of u fixed. For example, the sum 
The next sum contains coefficients in front of u 4 terms. Following (III.39), this sum has a single term,
This summation procedure can be extended to higher order terms u n , n > 4. After performing such a summations we obtain the coefficients in front of all terms in the Taylor expansion in powers of u for the functionZ(u), and, eventually, for y(r). From another side one can construct the expansion in powers of u directly from (III.28), we can see the connection between the strong coupling expansion, developed on the basis of the GB equation, and the small u one: both expansions lead to the same representation of Z(u) and, eventually, of y(r). Finally, this connection clarifies why the boundary conditioñ Z(∞) = +∞ can not always be fulfilled.
IV. THE APPROXIMANT
Now we formulate a prescription for the construction of a locally-accurate, uniform approximation of the ground state wave function. We denote this approximation by Ψ 
contains logarithmic terms emerging in the hypergeometric function 2 F 1 [37] , while the generating function G 2 (r) contains logarithmic terms explicitly wherec is a free parameter, ifc = 1 it coincides with (IV.5).
In general, some constraints on parameters have to be imposed to guarantee that Φ t has the structure of (I.21). The remaining free parameters are fixed by giving them values of optimal parameters in a trial function used in variational calculus. In order to realize it, we use the Variational Method for the radial Hamiltonian (I.8) taking the Approximant Ψ (t) 0,0 as a trial function. It is worth noting that the accuracy of variational calculations can be estimated using the connection between Variational Method and PT [38] , it will be discussed in next Subsection.
It is worth mentioning that an approximation for the wave functions of excited states can be constructed using as a building block the phase for the ground state Φ t . In D = 1, the nth wave function is labeled by a single quantum number n, n = 0, 1, 2, ... . One can use an approximant of the form
where P n (r) is a polynomial of degree n with real roots: its coefficients can be used as variational parameters. In D > 1, due to the separation of variables in spherical coordinates for the Schrödinger equation (I.1), it is sufficient to approximate the radial part of the wave function. One can label the eigenstates by the pair of quantum numbers (n r , ℓ) omitting the magnetic quantum number. In this case we use an approximant of the form
nr is a polynomial of degree n r with positive roots with coeffcients as variational parameters. In both cases, (IV.7) and (IV.8), Φ t has the same form of the phase, constructed for the ground state (IV.1), but with a different set of parameters {ã}, {b}, {c}.
Another way to fix the coefficients in P n (r) is to impose orthogonality constraints: for chosen n P n (r) (IV.7) should be orthogonal to all k previously constructed functions, k = 0, 1, ..., (n − 1). It fixes all parameters in (IV.7) while the remaining free parameters are treated as variational. For fixed angular momentum ℓ a similar procedure is used for P and its parameters, the orthogonality constraint is imposed in such a way that the eigenstates with k r = 0, 1, . . . (n r − 1) are orthogonal to the state with quantum number n r . Again, the remaining free parameters are used as variational ones.
A. Variational Method and PT
The realization of the Non-Linearization Procedure does not require the knowledge of the whole spectra of the unperturbed problem. This property gives a freedom to choose the unperturbed potential V 0 of equation (II.3) by solving the inverse problem. Exploiting this property we are able to find a relationship between PT and variational method [38] (for discussion [21] ).
Let us consider square-integrable nodeless trial function Ψ (t) (r) at r ∈ [0, ∞), thus it may correspond to a ground state, such that
Notice that Ψ (t) is an eigenfunction of the operator (I.7) with potential
We can always represent the original potential V as the sum
where formal parameter λ is placed to one, λ = 1. One can consider a formal PT in powers of λ and eventually set λ = 1. In this context, the variational energy for the radial operator h r (I.7) is given by
This result suggests to interpret the variational energy as the first two terms in a perturbation theory where (V − V t ) plays a role of perturbation potential. If the function Ψ (t) depends on certain parameters, we have a parameter-dependent variational energy, which can be minimized with respect to them. The variational principle guarantees that E var is above the ground state energy. The parameters that minimize E var are called optimal parameters.
Calculating the next terms E 2 , E 3 , ... in the expansion (IV.13) using formulas (II.11) and (II.12), one can estimate the accuracy of the variational calculation and perturbatively improve it, if it is convergent. Choosing different trial function Ψ t , we define different approximations for the energy E.
Taking partial sums we define approximations of different orders. In particular, the variational energy
correspond to first and second order approximations, respectively. In general, the partial sum E (n) 0
defines the nth approximation. If we calculate corrections for y 0 = Φ ′ t in the framework of the Non-Linearization procedure, we can estimate the accuracy of Φ t and ultimately the accuracy of the Approximant used as trial function. Moreover, if the correction y 1 is bounded we know that (IV.16) converges as n → ∞ [21] . Needless to say, this connection between the Variational Method and PT is also valid for excited states [38] .
V. CUBIC ANHARMONIC OSCILLATOR
The simplest radial anharmonic oscillator is characterized by a cubic anharmonicity,
c.f. (1), (IV.3) at m = 3. This potential is the subject of the forthcoming Section. It is worth noting before to proceeding to presentation that many features that the cubic anharmonic potential exhibits are also present in the general potential V (r) = V (−r).
A. PT in the Weak Coupling Regime
For the cubic anharmonic oscillator the perturbative expansions of ε and Y(v) (II.6), (II.5) remain the same functionally as for the general oscillator, analytic form using (II.11) and (II.12),
where Γ(a) and γ(a, b) denote the (in)complete gamma functions, respectively, see [37] .
Note that the higher energy corrections ε n can be computed only numerically. However, the behavior of ε n at large D can be obtained in 1/D-expansion analytically. This expansion can be constructed via the Non-Linearization Procedure, it is not be presented in this paper.
B. Generating Functions
We can determine the coefficients of Y n (v), i.e. c (n) k in (II.19), by algebraic means. In general, they are written in terms of the corrections ε 0 , ε 1 , . . ., ε n , see Appendix A for explicit formulas for n = 1, 2, 3.
It was pointed out in [27] as well as in [39] , see also [21, 38] , that the general expression for several first coefficients c
2 , . . . can be obtained by solving recurrence relations. For example, c (n) 0 satisfies non-linear recurrence relation
as for c
2 the recurrence relation is linear 
where u = (gr). From these expressions, the explicit solutions of the equations (V.3) and (V.4) can be derived,
Note that the coefficients c k is polynomial in D of degree (k − 1). As mentioned before, an important property of the generating functions Z 0 (gr), Z 2 (gr), Z 3 (gr), ... is related to the asymptotic behavior of the function y at large v. From (I. 19) we have
see (I.13). Note that the first four terms of this expansion are independent of ε. The expansion of (2M) 1/2 Z 0 (gr) at large r can be transformed into an expansion for large v,
It reproduces exactly the expansion (V.8) up to O(v −1/2 ). At large r, the function
Note that in the expansion of (2M) 
C. The Approximant and Variational Calculations
The first two generating functions, G 0 (r) and G 2 (r) in expansion (II.38) are given by , (V.14)
in order to reproduce exactly the leading term in asymptotic behavior of phase at r → ∞.
Here, the logarithmic terms in Φ t represent a minimal modification of ones in G 2 (r), cf.
(V.12). Additionally, we impose a constraint . This is the eventual expression for the approximate, 3-parametric ground state wave function, which is key result of Section on cubic radial anharmonic oscillator. As the first step this function is used as a trial function in variational calculation in order to fix 3 free parameters.
As for excited states at D > 1 (n r , ℓ) the Approximant has the form
1 +b 3 g r
where P (ℓ) nr (r 2 ) is the polynomial of degree n r with n r real positive roots and with leading term r 2 nr . n r coefficients of P (ℓ) nr (r 2 ) are found by imposing the n r orthogonality conditions:
After imposing the orthogonality conditions and constraints (V.14), (V.15) on a 3,1 , the function (V.17) depends eventually on 3 free parameters {ã 0 ,ã 2 ,b 3 }, which are found by making minimization of the variational energy. For all studied states the optimal parameters {ã 0 ,ã 2 ,b 3 } demonstrate smooth behavior versus g and D.
Variational energy calculation with trial function Ψ (t) 0,0 (V.16) requires to perform a numerical integration of the integrals in numerator and denominator (IV.13), and also a numerical minimization. Computational code was written in FORTRAN 90 with use of the integration routine D01FCF from the NAG-LIB, which was built using the algorithm described in [40] .
The optimization routine to find the variational parameters was performed using the program MINUIT of CERN-LIB. Let us mention that the use of Approximant Ψ These numerical calculations show that all digits presented for E 0 + E 2 shown, the correction E 2 rounded to three s.d. All printed digits for E (2) 0 are exact. The Approximant Ψ Table IV .
In all cases studied the first correction y 1 to the logarithmic derivative of the ground state function is not bounded, however, the ratio |y 1 /y 0 | is bounded and small, thus, y 1 is a small 0 + E 2 shown. Correction E 2 rounded to 3 s.d. All 9 printed decimal digits in E (2) 0 are exact. In similar way one can show numerically that the higher corrections y 2 , y 3 , . . . drop down to zero in the domain 1 r ≥ 0 even faster indicating the convergence both y n and E (n) as n → ∞.
D. The Strong Coupling Expansion
Here we present the results for the first two terms in the strong coupling expansion (III.11)
for the ground state energy of cubic oscillator,
assuming for simplicity 2M = = 1. It is worth mentioning that similar expansion holds for any excited state. Evidently, it has finite radius of convergence. This expansion corresponds to PT in powers ofλ for potential defined in w ∈ [0, ∞).
As the first step we focus on calculation ofε 0 in (V.19), which is, in fact, the ground state energy in the pure cubic radial potential V = gr 3 (ultra-strong coupling regime). In order to do it we begin with one of the simplest physically relevant trial function (III. to sixth order are presented in Table V for This PT is fast convergent: the first PT correction to (V.22) is equal to −0.086: it leads to ε 1 = 0.409 which differs from the exact value in ∼ 0.5%, see Table VII . Table VI we present for different D the leading coefficient of the strong coupling expansionε 0 found variationallyε (1) 0 and the second PT correctionε 2 calculated to it via the Non-Linearization Procedure. We introduce the partial sumε 2 . It indicates to extremely high rate of convergence ∼ 10 −2 of our PT. In Table VII we present the first two approximations of the coefficientε 1 in (V.19).
Summarizing the studies of D-dimensional radial cubic anharmonic oscillator for a given D, one can imagine that the numerical results for given eigenvalue can be described via a simple analytical formula. Inspiration comes from the fact that the eigenvalue vs coupling constant g is very smooth, slow growing function. Basic idea is to interpolate the expansions in g for the weak and strong coupling regimes, see (II.5) and (III B). It has been already shown that this approach is appropriate and successful in description of various physical systems of different nature, e.g. [29] and [42] . In particular, for the ground state of the cubic radial anharmonic potential, the simplest interpolations is of the form
where a is a free parameter; we set b = (ε 0 /D), it is slow-changing parameter with D, see Table VI . This interpolation reproduces exactly both leading terms in (II.5) and (V.19). Parameter a is fixed by fit of numerical data with minimal χ 2 . Optimal parameter a and the parameter b are presented in Table VIII . For integer D the above simple formula describes the ground state energy E for any g ∈ [0, ∞) with accuracy 2%. In a similar manner a straightforwardly modified formula works for energies of excited states.
For one-dimensional quartic oscillator V = x 2 + gx 4 it was discovered long ago by Bender and Wu [1] and recently proved rigorously by Eremenko and Gabrielov [43] that even (odd) parity eigenvalues form infinitely-sheeted Riemann surface in space of coupling constant g. This surface is characterized by infinitely many square-root branch points having a meaning of the points of level crossings at complex g. Each Riemann sheet contains infinitely many such square-root branch points manifesting that every two energy levels intersect.
Seemingly, the same phenomenon holds for any one-dimensional anharmonic oscillator with two term potential V = x 2 + gx 2m defined in the whole line x ∈ (−∞, +∞). We guess that for cubic anharmonic oscillator V = r 2 + gr 3 at r ∈ [0, ∞) for fixed integer dimension radial anharmonic oscillator as well as its low-lying excited states! Based on this formalism similar accuracy is reached for quartic and sextic radial anharmonic oscillators that will be presented in subsequent paper [44] .
All studies performed lead to smooth dependence on dimension D. We did not see any indication that physics dimension D = 3 is special.
