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Abstract
The purpose of the study is to (a) contribute to annotating an Altmetrics dataset across five disciplines, (b) undertake sentiment
analysis using various machine learning and natural language processing–based algorithms, (c) identify the best-performing model
and (d) provide a Python library for sentiment analysis of an Altmetrics dataset. First, the researchers gave a set of guidelines to
two human annotators familiar with the task of related tweet annotation of scientific literature. They duly labelled the senti-
ments, achieving an inter-annotator agreement (IAA) of 0.80 (Cohen’s Kappa). Then, the same experiments were run on two
versions of the dataset: one with tweets in English and the other with tweets in 23 languages, including English. Using 6388
tweets about 300 papers indexed in Web of Science, the effectiveness of employed machine learning and natural language
processing models was measured by comparing with well-known sentiment analysis models, that is, SentiStrength and Senti-
ment140, as the baseline. It was proved that Support Vector Machine with uni-gram outperformed all the other classifiers and
baseline methods employed, with an accuracy of over 85%, followed by Logistic Regression at 83% accuracy and Naı̈ve Bayes at
80%. The precision, recall and F1 scores for Support Vector Machine, Logistic Regression and Naı̈ve Bayes were (0.89, 0.86,
0.86), (0.86, 0.83, 0.80) and (0.85, 0.81, 0.76), respectively.
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1. Introduction
With the emergence of Web 2.0, the use of social networking websites has increased in all spheres of life [1]. As social
media receives so much attention, plenty of public and private opinion on various subjects is spread from this platform.
Due to its many advantages, it likewise attracts the scholarly community to spread scholarly work. The academics use
social networking, social bookmarking, social data sharing, video, blogging, microblogging, wikis, media, data sharing
and social recommending sites [2–4]. Scholars are increasingly reading, sharing, discussing and rating research articles
publicly.
There are many events and traces (i.e. uses, downloads, bookmarks, etc.) that contribute useful metrics to the study of
research impact apart from traditional citation metrics [5–7]. The data and indicators on these social networking websites
make up the Altmetrics universe [8]. With the rise in the use of the web for scholarly communication, since 2010
Altmetrics has emerged as a new research area since social media is a source of metrics to evaluate scholarly impact
[9] and serves as an early indicator of the impact and usefulness of an article [10]. Haustein et al. [11] suggest that a large
part of Altmetrics can be termed Social Media Metrics, referring to data and indicators about social media use, reception
and impact [8,12,13].
Of these social media sites, the microblogging service known as Twitter has emerged as a tool for communicating,
building social relations and sharing interests among users [14,15]. Users do not restrict themselves to tweeting about their
public activities: they also tweet about research topics. The academic community shares scientific advancements via web-
based networking media, discussing the research informally [7,16]. According to Lee et al. [17], keyword searches on
Google Scholar, based on the hit-count rate in July 2016, are as follows: Twitter (6.16 million), followed by Facebook
(5.27 million), YouTube (3.98 million) and LinkedIn (1.12 million). Twitter is at the centre of social affairs and gathering
information. It has become a notable vehicle for the fast creation, transmission and discourse of news stories [18–20].
Entirely due to the help from Twitter, Web 2.0 has evolved into a much bigger platform for marketing campaigns [21,22],
research-work discussion and sentiment analysis [23–26]. Twitter is used by many research communities as a channel to
increase visibility and reach broader audiences that are interested in discussing scientific literature [27,28], and the most
Altmetrics Social Media Metrics research has either focused on or included Twitter [4].
There are several Altmetrics aggregators, such as Altmetric.com, Lagotto, PLoS ALM, Plum Analytics and Impact
Story, that aggregate metrics for scholarly materials from several sources [29]. Of these, Altmetric.com has the most
comprehensive coverage of tweets on research articles and uses this information as an indicator of the articles’ impact
[30,31]. Sentiment analysis and opinion mining are undertaken to gauge public opinion of social media posts [32,33], and
the interest in using such strategies on news and blogs is growing substantially [34,35]. Since scholars are using social
media platforms to share and discuss their research and Twitter is the focus of Altmetrics research, sentiment analysis of
tweets about research articles can yield valuable insights into public opinion and the early impact of scientific literature.
In sentiment analysis, to analyse Altmetric.com datasets, specific tools are used, such as SentiStrength and Senti-
ment140. However, current tools have some limitations. Friedrich et al. [36] report that Sentiment140 and SentiStrength
are unsuitable for understanding tweets on scientific subjects and that Sentiment140 is unable to detect negative tweets,
while SentiStrength overestimates the results. Friedrich et al. [36] performed sentiment analysis on the Altmetrics dataset
using SentiStrength and suggested that adapting the scientific lexicon leads to better accuracy. The objective of this
research was to apply several machine learning–based models on Altmetrics data to analyse which performs the best. We
built a set of guidelines to annotating the data from five disciplines, and two human annotators undertook the task. The
study’s contributions are as follows:
 The first and foremost contribution of our work is to present a compressive annotation guideline for manual coding
of tweets.
 Second, we test which machine learning procedure works better for assigning a particular sentiment to tweet.
 Finally, we developed a library that can be imported into Python and used for sentiment analysis of the Altmetrics
dataset. The library can be accessed at the following URL: https://github.com/slab-itu/tweet_sentiments_survey
Current sentiment analysis tools are not well suited to an Altmetrics dataset, because of most tweets linked to scientific
articles neither praise nor criticise. This study explores the extent to which Twitter data reflect opinions on the research
discussed on social media by exploiting various approaches, including lexicon-based and machine learning–based models,
taking SentiStrength and Sentiment140 as the baseline. Friedrich et al. [36] conclude that, while adapting the SentiS-
trength tool’s lexicons to scholarly terms and removing the title of the article from the text of scholarly tweets increase its
efficiency in detecting their sentiment, since such tools cannot distinguish accurately if the tweet contains positive or
negative words from the tweeted paper’s title itself.
To overcome these limitations, for the current research, along with these sentiment analysis tools, we first process the
data by adopting the method proposed by Friedrich et al. [36]. Furthermore, we used machine learning algorithms to
determine which model is appropriate and effective for Altmetrics dataset. We first trained our models in three classes.
The first was about positive, negative and neutral tweets and, in the other two, only about positive and negative tweets to
see how the exclusion of neutral tweets enhanced performance. Thelwall et al. [16] found that tweets about academic
articles are objective, containing either the article title or a brief note/summary. Thus, they are unlikely to contain any
criticism; therefore, we could assume that all neutral tweets are positive and thus trained our models for a two-class
dataset, which yielded improved results.
The rest of this article is organised as follows: the next section presents studies on Twitter as a popular microblogging
platform to disseminate research on social media. Then we describe the dataset used in this study and the methodology
adopted for sentiment analysis. This is followed by a discussion of the results, along with the conclusions and future
research directions.
2. Literature review
A good number of available studies define Altmetrics, and its terms, potential benefits and challenges, the types of
sentiment towards a scientific study that a tweet can convey and how detecting such sentiment can predict the article’s
future citation count. This section provides an insight into the work previously undertaken on the Altmetrics dataset.
The term ‘Altmetrics’ was introduced in 2010, meaning Alternative Metrics for performance assessment evaluation:
this is an alternative to the traditional methods of bibliometrics and scientometrics [37]. These indicators are largely about
social media metrics [29]. Social media has become highly popular with scholars to discuss their research. Erdt et al. [9]
conducted a comprehensive overview of the Altmetrics landscape and defined it according to the Altmetrics literature.
Besides the potential benefits and challenges of using Altmetrics to measure social impact, they discussed the various data
sources and aggregators. From the existing studies, they concluded that Mendeley and Twitter were the most widely used
data sources for Altmetrics. The researchers found a weak correlation between Altmetrics and citation count, ranging from
0.07 to 0.5, which showed that the Altmetrics result differs from the citation count.
Sentiment analysis of tweets linked to scientific articles can measure the interest in or the impact of research that is
discussed on social media. However, in writing for social web platforms, people usually use short forms of terms and
emoticons. This heightens the need to develop tools that can detect sentiment in brief texts. Thelwall et al. [38] presented
an algorithm, SentiStrength, that works in both supervised and unsupervised cases. The algorithm adopts a lexicon
approach whereby terms are coded as a positive or a negative sentiment of strength on a scale of –5 to þ5. It predicts
the sentiment according to the occurrence of these terms. With social web data, for which no training dataset is available,
SentiStrength detects sentiment better and is thus recommended for applications in which effective direct terms are used to
undertake sentiment analysis.
Thelwall et al. [16] conducted a pilot study on 270 tweets about academic articles, collected in 2012. The purpose was
to analyse how scholarly articles are tweeted. For the annotations, Thelwall et al. [16] built coding schemes for use by
three experienced human annotators, resulting in a moderate pairwise agreement using Cohen’s Kappa statistic. The
outcome demonstrated that tweets about academic articles are objective, for the most part: the content is either a summary
of the article for a new audience, the article’s title or a self-citation to increase the tweet count to boost the article’s
popularity. The authors concluded that tweets probably give little insight into researchers’ responses to articles because
few praise them and none criticise them.
Twitter is used as a data source by many aggregators, yet it is unclear to what extent tweets convey the positive or
negative opinion of those in the various disciplines who click the link to the article in question. Haustein et al. [39]
undertook sentiment analysis on 487,610 tweets that mentioned 192,832 articles. They performed the analysis on an
Altmetrics dataset using SentiStrength, adapting its lexicon to the dataset used and found that few positive or negative
sentiments were detected, as concluded by previous studies [16,40]: most tweets are neutral, only 20% conveying any
sentiment. The disciplinary analysis showed that tweets from the psychology, the social sciences and humanities contain
the highest level of sentiment, and physics, chemistry and engineering the least.
Friedrich et al. [41] used a dataset of 663,547 tweets from Altmetric.com and identified their polarity by using
SentiStrength and Sentiment140, then compared the results through percentage overlap and Cohen’s Kappa. The research-
ers argued that sentiment analysis of tweets linked to scientific literature is challenging because tweets seldom comment
or express any sentiment on scientific articles. The study further suggests that the sentiment analysis tools currently
available have limitations and cannot identify the sentiment in tweets about academic articles.
Different proposed classification and pure natural language processing (NLP)–based methods have different beha-
viours in predicting sentiment orientation [42]. The authors suggested that pure NLP-based methods have very low
accuracy. However, when these methods are fused with machine learning–based methods (e.g. Support Vector Machine,
tweets using Naı̈ve Bayes and MaxEnt), they can achieve higher accuracy based on their distinct behaviours.
Another insight was presented by Robinson-Garcia et al. [43]. They conducted a sentiment analysis of 8206 tweets
about 4358 dental articles between June 2011 and June 2016 from 2202 US-based accounts. They identified that bots were
prevalent on Twitter, but that the frequency was only 2.5%. Interestingly, however, humans sometimes work as bots do;
they duplicate tweets and behave mechanically. Much previous research has pointed to the scarcity of original content in
tweets and the mostly neutral sentiments, advocating for an approach based on interactions [4,43–45]. In other words,
‘Twitter is less about what people tweet rather how they are connected’ [46].
Wakeling et al. [47] analysed 30,034 comments associated with 15,362 articles based on the data provided by PLOS.
The researchers found that positive comments (praise) were found to be more prevalent than those, including some
criticism, for almost all studied journals.
The review of the existing literature shows that existing state-of-the-art tools such as SentiStrength and Sentiment140
are unable to label scientific tweets correctly as positive or negative; tweets about scientific articles are mostly neutral or
express little opinion; and that the strength of expressed sentiment varies between disciplines. In the current study, we
regarded the existing state-of-the-art tools such as SentiStrength and Sentiment140 as the baseline against which to check
the effectiveness of machine learning algorithms such as Naı̈ve Bayes, Support Vector Machine and Logistic Regression
on an Altmetrics dataset. We compared the models’ accuracy F1 scores. We used Receiver Operating Characteristic
(ROC) curves to observe the behaviour of the classifiers.
3. Data and methodology
This section describes the dataset used in this study, the annotation guidelines for data preparation and the level of
agreement between the two human annotators, who are familiar with the task of related tweet annotation of scientific
literature, as evaluated by Cohen’s Kappa. It also explains the various techniques used to clean the text data to make it
feasible to undertake machine learning, along with the feature extraction steps and overall methodology to perform
sentiment analysis. Figure 1 shows the study’s overall data input approach to analytics.
3.1. Dataset
Several Altmetrics aggregators can collect and provide social media metrics: Altmetric.com, Lagotto, Plum Analytics and
CrossRef Event Data. Of these, Altmetric.com has the best coverage and highest number of (re)tweets [29]. Therefore, for
the current study, the Altmetric.com aggregator was used as the data source. Twitter data from Altmetric.com have been
used in a previous study [48]. Our dataset was compiled in stages: first, we retrieved Web of Science (WoS) articles
published in 2014; second, we searched each article for its DOI (Digital Object Identifier) through Altmetric.com and
then, utilising the altmetrics.org database, the tweets obtained through links to each DOI. The DOIs were split into five
Figure 1. Overall approach of data input to analytics.
broad disciplines, based on the subject classification of journals, as developed at Thomson Reuters and later adapted by
Centre for Science and Technology Studies (CWTS) at Leiden [49]. A sample of nearly 60 top-tweeted articles was
extracted from each discipline, making 300 articles and 388 associated tweets in 23 languages (see Table 1).
The dataset contains 6388 tweets on publications in the disciplines of biomedical and health sciences, life and earth
sciences, mathematics and computer science, physical sciences and engineering, and social sciences and humanities.
Figure 2 gives an overview of the tweet counts in each discipline. As shown in Figure 3, 43.5% were labelled as neutral
(class 0), 31.5% of tweets as negative (class –1) and the remaining 25% as positive (class 1). Of the 23 different languages
found in our dataset, over 90% tweets were in the English language, 3% were in the Spanish language, 2% were in the
Indonesian language, 1% tweets were in Portuguese and Japanese languages, whereas the following languages had less
than 1% of the coverage: French, Russian, Arabic, Turkish, Italian, Dutch, Thai, Swedish, German, Korean, Malay,
Filipino, Finnish, Danish, Polish, Chinese, Ukrainian and Greek. The tweet dataset was preprocessed to be consistent, then
a survey of sentiment analysis was undertaken and comparative analysis carried out on existing techniques for opinion
mining, such as machine-learning- and lexicon-based approaches, together with evaluation metrics. Later, our study took
account of non-English tweets, and the results are to be reported.
3.2. Annotations
The annotation of the Altmetrics dataset was undertaken in three stages. In Stage 1, guidelines for manual annotation were
set up (Table 2). Each tweet was compared with its related research article to detect its sentiment and whether the content
was from the article’s title, its abstract, its methodology or its conclusion. The manual annotation of tweets was to identify
just three sentiments: neutral (0), negative (–1) and positive (1). See Table 2 for the annotation guidelines. The following
protocols were observed:
 Tweets that contained only the article title were marked as neutral because they expressed no user sentiment (see
Example 1) and lacked any evidence of engagement with the article [43].
 Tweets that contained self-citation, where authors cited their own article, were marked as neutral because they
expressed no opinion on the article (see Example 2).
 Tweets in which users inquired about a topic were marked as neutral (see Example 3).
 Tweets that criticised an article were marked as negative, even if they used positive terms in sarcasm or expressed
sentiments ironically.
Table 1. Descriptive statistics of the Twitter dataset.
Measure Value
Total number of tweets 6388
Total number of disciplines 5
Total number of articles 300
Total number of users 3099
Total number of followers of all users 15,046,672
Total number of languages 23
Figure 2. Tweet counts per field.
Figure 3. Distribution of tweet sentiment.
Table 2. Annotation guidelines and examples.
# Property Example
1 Paper title Paper title: Kelp Gulls (Larus dominicanus) killed and injured by discarded monofilament lines at a marine
recreational fishery in northern Patagonia
Tweet id: 5258764
Tweet content: Kelp Gulls (Larus dominicanus) killed and injured by discarded monofilament lines at a marine
recreational fishery in northern Patagonia
2 Self-citation Paper title: The effect of phosphatidylserine administration on memory and symptoms of attention-deficit
hyperactivity disorder: a randomised, double-blind, placebo-controlled clinical trial
Tweet id: 5907295
Tweet content: Our latest clinical study has been published today in the Journal of Human Nutrition and Dietetics,
the official . . . http://fb.me/FRNsFgJl
3 Questions Paper title: Childhood Verbal Development and Drinking Behaviors from Adolescence to Young Adulthood: A
Discordant Twin-Pair Analysis
Tweet id: 8510316
Tweet: Thinking about how to give kids #abetterstart is not easy – better language development predicts
earlier alcohol use?
4 Criticism Paper title: Structural and electronic properties of chiral single-wall copper nanotubes (CuNTs)
Original tweet: Oh dear. The difficulties of finding scientific abbreviations that work in all languages
Retweet id: 5806620
Retweet content: @Danny_McMoomins You will love this from Prof Coxy
5 Highlights Paper title: Cholesterol-lowering effects of oat b-glucan: a meta-analysis of randomized controlled trials
Tweet id: 8671951
Tweet content: Oats or oat: food products reduces serum cholesterol in adults
This tweet is taken from DISCUSSION part
6 Discussion Paper title: A high dietary glycemic index increases total mortality in a Mediterranean population at high
cardiovascular risk
Tweet id: 2223908
Tweet content: Eating high GI food increase the risk dying early
7 Recommendations Paper title: Why teach intelligence?
Tweet id: 6564890
Tweet content: Mackintosh’s nice contrib. 2 recent series of Intelligence articles on teaching intell. courses
(Elsevier paywall)
8 Inappropriate terms Paper title: Cognitive behavioral game design: a unified model for designing serious games
Tweet id: 5907980
Tweet content: Social Cognitive Theory þ Multiple Intelligence ¼ Cognitive Behavioral Game Design aw shit
yea
This tweet is taken from ABSTRACT
9 Sarcastic salutations Paper title: Structural and electronic properties of chiral single-wall copper nanotubes (CuNTs)
Tweet id: 9220016
Tweet content: Oh dear. The difficulties of finding scientific abbreviations that work in all languages
10 Neutral terms Paper title: The EBI RDF platform: linked open data for the life sciences
Tweet id: 6240499
Tweet content: @LeNovereLab: new paper online. The EBI RDF platform http://t.co/QdsUvWhcUp?amp¼1”
#opendata #lod #bioinformatics
 The whole context of the tweet was considered (see Example 4). If the original tweet about the article contained
criticism, then any retweet was also considered to contain criticism, based on this whole context.
 Tweets that referred to the abstract/methodology/discussion/conclusion of an article were marked as positive, as
these sections are the highlights. We assumed that such parts provide a glimpse into the whole story and encourage
people to read it, increasing the chances of the article receiving a further citation (see Example 5).
 Tweets that discussed an article to reveal a risk or alarming situation, even if using negative terms, were marked as
positive (see Example 6). These tweets tend to highlight serious risks or messages attached to the article. Examples
5 and 6 are almost the same.
 Tweets where someone explicitly used positive adjectives about a study, that is, ‘interesting’, ‘loved’, ‘nice’ and so
on, were marked as positive because they constituted a clear recommendation (see Example 7).
 Tweets that were taken from the abstract/methodology/discussion/conclusion, together with negative comments,
were marked as negative.
 Tweets that contained sarcastic salutations, that is, ‘Dear’, were marked as negative on the basis of the context (see
Example 9). Note that not all tweets with salutations were marked as negative; the annotation was strongly
dependent on the context of the tweet.
 Tweets that contained opinions besides the article’s title/summary could be positive, negative or neutral, depending
on the text itself, and the hashtags had also to be considered (see Example 10, marked as positive).
 Furthermore, tweets containing the terms ‘new’, ‘new article’ and so on, were marked as neutral. Some negative
terms, such as ‘LOL’, ‘shit’ and so on, were marked as negative because they were malign (see Example 8).
In Stage 2, using the above-defined guidelines, two coders manually annotated the tweets from the Altmetrics dataset.
In Stage 3, both annotated all the tweets from scratch again to estimate the inter-annotator agreement (IAA) between them
and to check the reliability of the dataset. Cohen’s Kappa was used as the estimator for annotation.
3.2.1. IAA. Once the annotation task was completed, we performed a comparison to evaluate the quality of the annotation
by calculating the IAA between individuals. Cohen’s Kappa (for two raters) is one of the most commonly used statistics to
calculate inter-rater agreement (IRR) for nominal variables [50]. The Kappa value calculated was 0.80, indicating a strong
agreement between our annotators.
3.2.2. Annotations of non-English tweets. As described earlier, a total of 23 languages were seen in the Altmetrics dataset.
Non-English tweets were first translated manually, using Google Translator, and then coded according to the annotation
guidelines above. The sentiment analysis was undertaken on two types of Altmetrics datasets: one with only English
tweets and the other with multiple languages. Finally, the results were compared.
3.3. Data cleaning
To perform text classification, we needed to extract useful data from the raw text. Twitter-specific affordances (i.e. URL,
usernames, etc.) were removed. Of the total 6388 tweets, we were left with 4532 tweets after applying the following data
cleaning on the data:
1. We removed the title of the article, as tweeters sometimes mention only this in their tweet yet, as a title expresses
no opinion [50], it does not help to establish the sentiment of the tweet and could be misleading if the title should
contain any positive or negative terms. So, we removed it to avoid false positives.
2. We removed special characters, including punctuation and symbols such as @, #, $, %, .̂
3. We removed the symbol # from the beginning of hashtags and kept the remaining characters as part of the normal text.
4. We removed all ‘mentions’ from the text because they are not useful in sentiment analysis.
5. We removed URLs from tweets because they are of no use to the sentiment analysis task.
6. When repeated characters were used as slang or just for fun, for example, ‘happpyyyy’, ‘noooooooooo’ and
‘myyy’, we adopted the usual spelling and used ‘find and replace’ to eliminate the specific repeated characters, as
they make no sense.
7. Stop words were also removed.
8. Tokenisation, the process of splitting sentences into basic units such as words, was undertaken using Natural
Language Toolkit (NLTK) Python tokenizer.1 We then performed feature reduction, as mentioned above, such as
stemming and stop-word removal using the NLTK Python library.2
9. We removed duplicates (retweets).
10. For feature reduction, we used stemming, specifically Porter stemmer.3
3.4. Feature extraction and classification models
Features were extracted from the processed dataset for later use in training the models for the classification task. Since we
were undertaking text classification, we transformed our text data into bag-of-words (BOW) feature representations.
We experimented with the NLP model using n-gram with the value of n ¼ 1 and n ¼ 2 [51]. Friedrich et al. [52]
performed sentiment classification on Internet Movie Database (IMDB) movie reviews and found that uni-gram outper-
form bi-gram on the short text. Our findings are in agreement because, in our case, uni-gram outperformed bi-gram when
applied on short text, that is, tweets dataset.
After successfully cleaning and preprocessing the data, the next step was to analyse the dataset using machine learning
models. Machine learning is a statistical approach to the prediction of output based on historical data, whereby algorithms
make it possible for very simple document representations to train effective models [53]. As our problem is about
classification, we could not use clustering, reinforcement learning or linear regression algorithms: we could use only
classifiers. For this particular problem, sentiment analysis, our goal was to repeat the experiment using various algorithms
and to report the precision, recall, F1 score and ROC, then choose the best ones, since it is a binary classification issue (i.e.
positive or negative).
The best binary classifiers were found to be Support Vector Machine [21], Naı̈ve Bayes [22] and Logistic Regression
[54]. To measure the model performance on our dataset, we computed the accuracy, precision, recall, F1 score and area
under the curve (AUC) scores. The following are brief details of the evaluation metrics employed.
3.4.1. Accuracy. Accuracy is a measure of the correctly predicted instances of the total number of instances. The following
is the mathematical representation of accuracy (see equation (1))
Accuracy ¼ Correct pred: positive samples þ Correct pred: negative samples
Total # of samples
¼ TPþ TN
TPþ TN þ FN þ FP ð1Þ
where TP indicates the correctly predicted positive samples, and TN presents the correctly predicted negative samples.
Similarly, FN and FP indicate, respectively, the misclassified negative instances and positive instances.
3.4.2. Precision. Precision is a measure of the positive tweets correctly predicted by the Artificial Intelligence (AI)
model of the pool of total positive predicted tweets. The following is the mathematical fraction used for precision
calculation (see equation (2))
Precision ¼ TP
TPþ FP ð2Þ
3.4.3. Recall. Recall is a measure of the positive tweets correctly classified by the AI model of the pool of total humanly




3.4.4. F1 score. The weighted harmonic means of precision and recall. The following is the mathematical fraction used for
F1-score calculation (see equation (4))
F1 score ¼ 2 Precision  recall
Precision þ recall ð4Þ
3.4.5. ROC curve. The ROC measures the performance of the classification problem at various threshold settings. Math-
ematically, ROC is a probability curve, and the AUC measures the degree of separability that helps to find the model
classification capability between tweet classes. The higher the AUC score, the better the tweet classification model is
differentiating between positive, negative and neutral tweets. Furthermore, ROC curves were plotted with the true positive
rate (TPR) and the false positive rate (FPR) on the x and y axes, respectively.
4. Results and discussion
This section describes the results of a series of experiments to improve performance. We divided our data into training and
testing. We then scrutinised our results and reported which model worked best on the Altmetrics dataset. We ran the same
set of experiments on two versions of the dataset: one with tweets in English and the other with tweets in multiple
languages. We used ROC with 10-fold cross-validation [55] to evaluate our models’ performance. We used two language
models of n-gram, that is, n ¼ 1 and n ¼ 2. Since most of the tweets were short, bi-gram did not perform well. Note that
n-gram takes all the adjacent word combinations or n-length letters that we found in our source text [56]. For instance, a
sentence ‘this is a phrase’ contains four uni-gram: ‘this’, ‘is’, ‘a’ and ‘phrase’; three bi-gram: ‘this is’, ‘is a’ and ‘a phrase’;
and two 3-gram: ‘this is a’ and ‘is a phrase’. Basically, an n-gram captures the syntax structure, such as what letter or word
is likely to follow a given letter or word. The higher the value of n ð1; 2; 3; . . . ; nÞ, the more context there is available to
work. The optimum value of n depends heavily on the desired application and results.
4.1. Cross-disciplinary distribution of tweet sentiments
As seen in Figure 3, of 4532 tweets, 43.5% were coded as neutral, 25% as positive and 31.5% as negative. The cross-
disciplinary distribution of the manually coded sentiments is shown in Figure 4. In all disciplines, most of the senti-
ments in tweets were neutral, and the percentage of positive sentiment was slightly higher than that of negative
sentiment, confirming previous findings [10,57], apart from in physical sciences and engineering, in which negative
tweets prevailed. The discipline of maths and computer science had a low total tweet count (290 tweets), yet it had the
highest percentage of tweets with positive sentiments (45%); tweets from the disciplines of life and earth sciences and
social sciences and humanities also expressed a high proportion of positive sentiment. The discipline of physical
sciences and engineering had the highest total tweet count (1544 tweets) and also the highest proportion of negative
sentiments (84.5%) of any discipline, which shows that its tweets about articles expressed more sentiment than those
from other disciplines.
This interesting contrast among the fields leads to the additional research question, that is, Why tweets in specific
fields of study are largely negative? Does it reflect the behaviour of the social media community that interacts with the
scientific literature of the specific field? A recent work by Said et al. [58], on over 1.4 million tweets related to
Altmetrics data, shows that Twitter users exhibit different social network structures across the fields. Thus, keeping
in view the cross-field distribution of tweet sentiments presented in this study, this may also be implied that cross-field
Twitter users exhibit not only different social network structures but also demonstrate different behaviour in giving
their opinion on the scientific literature.
4.2. Experimental setup and parameter tuning
The emphasis of our experiment was to explore the extent to which Twitter data hold opinions about research that is
discussed on social media by exploiting various approaches, including lexicon-based and machine-learning-based models.
For this purpose, for the Altmetrics dataset, we used the F1 score and ROC to compare the existing state-of-the-art
sentiment analysis tools and three classifiers based on Naı̈ve Bayes, Support Vector Machine and Logistic Regression.
We used a grid-search approach, GridSearchCV from the scikit-learn library, to work out the best parameters for
Support Vector Machine, Naı̈ve Bayes and Logistic Regression. GridSearchCV is a meta-estimator that takes as its input
an estimator whose parameters need to be optimised and a set of hyper-parameter settings to search all possible combina-
tions (Cartesian product) to find the best combination of hyper-parameters [59]. In the Support Vector Machine, there
were few parameters that could be fine-tuned apart from C, kernel and gamma (g). Logistic Regression and Naı̈ve Bayes
gave the best results with the default parameters. Figure 5 shows the variations of C and gamma for kernel ‘rbf’.
Figure 4. Cross-disciplinary distribution of sentiment types.
Support Vector Machine performed well for C ¼ 1000 (a penalty parameter of error term) and gamma (g) ¼ 0.001
(a kernel coefficient). We set these parameters for kernel ‘rbf’ and saw satisfactory results. We also excluded neutral
tweets from the dataset because these were not the focus of the research.
4.3. Comparative analysis of tweet classification
After selecting the combination of the best hyper-parameters and excluding neutral tweets, the overall classification
results are in Table 3. For English-language tweets, the Support Vector Machine classifier performed better than the other
models, with a precision of 89%, recall of 86%, F1 score of 86% and an accuracy of 85%. An observation about
Sentiment140 is that its TPR was high compared with its true negative, false positive or false negative. Similarly, for
multi-language tweets, Support Vector Machine outperformed the other models with an accuracy of 86%, the precision of
89%, recall of 87% and an F1 score of 87%. We show that this model performs better in terms of accuracy when ‘all
language’ tweets are used. The machine learning models performed well compared with both the SentiStrength and
Sentiment140 models.
4.4. Cross-disciplinary analysis of results
Table 4 shows the results of our best-performing classifier, namely, Support Vector Machine, in all five disciplines.
Interestingly, we find that the classification results vary across the fields. We find that classification accuracy of physical
sciences and engineering, along with mathematics and computer science, shows a high F1 score with overall classification
accuracy, reaching up to 94% for physical sciences and engineering. In contrast with all the selected disciplines, the
classification results of the tweets in the social sciences and humanities discipline remain below 80% across all the
evaluation measures. This may reflect that the tweets related to social sciences and humanities is a challenging task and
might require more training data to improve the classification accuracy. Nevertheless, we find that the disciplines, namely,
biomedical and health science and life and earth sciences, show up to 90% predictive accuracy.
Figure 5. Variations of C and gamma for rbf kernel.
Table 3. Classification report for positive and negative for E-L and M-L tweets using NB, LR and SVM.
Precision Recall F1 Accuracy
ClassifierE-L M-L E-L M-L E-L M-L E-L M-L
0.85 0.84 0.81 0.79 0.76 0.73 0.8 0.79 NB
0.86 0.84 0.83 0.82 0.8 0.78 0.83 0.81 LR
0.89 0.89 0.86 0.87 0.86 0.87 0.85 0.86 SVM
0.78 0.8 0.72 0.7 0.75 0.75 0.65 0.64 SentiStrength
0.78 0.97 0.98 0.79 0.86 0.87 0.78 0.79 Sentiment140
E-L: English language; M-L: multi-language; NB: tweets using Naı̈ve Bayes; LR: Logistic Regression; SVM: Support Vector Machine.
4.5. ROC curve analysis
ROC curves are recommended for use in classification problems when evaluating binary decision problems [60,61], yet
they can present an overly optimistic view of an algorithm’s performance if the class distribution is highly skewed. We
evaluated our models through the AUC of ROC to compare the results of all classifiers using 10-fold cross-validation.
Figure 6 (left) shows the ROC of three classifiers, Support Vector Machine, Naı̈ve Bayes and Logistic Regression,
along with the ROC of our baseline models, SentiStrength and Sentiment140, for uni-gram. The AUC of our models is
greater than that of the baseline models, SentiStrength and Sentiment140. The AUC is highest for Support Vector
Machine, at 0.98, for the uni-gram. However, when tested with the bi-gram, AUC for Logistic Regression was 0.91.
This agrees with our previous results in that our classifiers work better with the uni-gram than the bi-gram model. So,
based on the AUC, the Support Vector Machine–based model outperforms the other models. Figure 6 (right) shows the
curves drawn for the dataset using multiple languages for uni-gram. The AUC is greater for Support Vector Machine at
0.98. When tested, Logistic Regression has an AUC of 0.91 for the bi-gram. Our models perform very well compared with
the baseline methods, so the results are somewhat similar to those for the English-language tweets in the previous section.
Overall, the baseline score in the ROC analysis obtained by SentiStrength and Sentiment140 was in the range of 0.58 to
0.59, whereas our models gave an AUC in the range of 0.94 to 0.98.
5. Concluding remarks
We have presented an annotated dataset for tweet sentiment classification using an Altmetrics dataset. Furthermore, we
have tested the existing sentiment analysis tools and standard machine learning algorithms on an Altmetrics dataset. The
tweets linked to WoS articles published in 2014 were annotated manually by two annotators, achieving IAA reliability of
0.80 using kappa’s (k), suggesting strong agreement, indicating that 6% to 81% data are reliable. As in the previous study
by Friedrich et al. [36], using SentiStrength and Sentiment140, we considered these tools to be our baselines and compared
machine learning algorithms such as Naı̈ve Bayes, Support Vector Machine and Logistic Regression to see which
performed best. We experimented with the NLP models of n-gram with the value of n ¼ 1 and n ¼ 2. We ran the same
set of experiments on two versions of the dataset, one with tweets in English and the other with tweets in multiple
languages. Support Vector Machine (uni-gram) outperformed the other models, with an accuracy of about 85%, although
Logistic Regression was very close. For the Support Vector Machine–based model, the AUC of ROC was high for these
experiments, at 0.98 and 0.99 for the Altmetrics English-only tweets and the Altmetrics multiple-language tweets,
respectively. Support Vector Machine and Logistic Regression performed similarly and outperformed Naı̈ve Bayes.
Table 4. Classification results of Support Vector Machine across scholarly disciplines.
Precision Recall F1 Accuracy
Physical sciences and engineering 0.99 0.94 0.95 0.94
Social sciences and humanities 0.77 0.73 0.79 0.76
Biomedical and health sciences 0.90 0.93 0.88 0.91
Life and earth sciences 0.86 0.89 0.89 0.90
Mathematics and computer science 0.88 0.82 0.95 0.88
Figure 6. ROC of the classifiers on the Altmetrics dataset: English-language tweets (left) and multi-language tweets (right).
In the future, an interesting research direction could be sarcasm detection in Altmetrics tweets since many use positive
words, although the context of the original tweet is negative, and vice versa. For instance, ‘You will love this from Prof.
Coxy’ was coded as negative, although the positive words in the text increased the tweet’s chance of being considered by
the classifiers to be positive. So, further studies should focus on analysing the discourse of the original tweet text to
improve the classifiers’ automated sentiment analysis [62,63]. Our sentiment analysis algorithms did not take into
consideration the use of emoticons, as these were removed while cleaning the data. In the future, we could analyse the
effects of emoticons in tweets to find whether they play a role in establishing the polarity of sentiment by building meta-
knowledge-based [64,65] and advanced deep-learning models [66].
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