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. measures of aggregation have often been adopted, because they were perceived as easier to apply. In this study, a method to calculate the geometric mean diameter, D,, and geometric standard deviation from two sieve cuts was developed for log-normal distributions. Results from 10 soil samples using the two-sieve procedure were compared to results from the same samples using multiple seive cuts. The multiple sieve data were analyzed using both a traditional graphical erf(-Z) = -erf(Z) (Hadas and Russo, 1974; Schneider and Gupta, 1985) . Gardner (1956) demonstrated that the log-normal distribution provided a good description of the aggregate size distribution on many soils. Kemper and Chepil susceptibility (Chepil, 1950, 1953) to seedbed suitability
where t is a dummy variable of integration (Gautschi, 1965) . In our application of the error function (1956) extolled the virtue of summarizing aggregate size distribution data with the paramters geometric mean 
The erf(Z,) and erf (Z,) can be calculated directly from equations [9] and [ 101. Then Z, and Z, can be calculated from a n iterative computer procedure. Finally, substituting Z, , D, and Z, , D, into equation [6] One may also determine the distribution parameters D, and u, from a more complete sieving obtained by sieving the sample into several cuts. Since the plot of lognormally distributed data form a straight line on a logprobability graph, the results of sieving can be fit by the method of least squares to an equation of the familiar form
where Y is log Di, a.is intercept, b is slope, and X is a linearized probability scale. A procedure to linearize the scale is demonstrated later.
PROCEDURE
In order to compare the two-sieve method to other methods of finding the aggregate size distribution, soil sieving data were obtained from a joint SCS and ARS investigation of soil erodibility of the soils in the Texas High Plains. Three to 5 kg samples of Pullman clay loam (fine, mixed, thermic Torrecertic Paleustalfs) and Amarillo loamy fine sand (fine-loamy, mixed, thermic Aridic Paleustalfs) were collected periodically from the surface 3 cm, oven dried at 105"C, and sieved with a standard compact rotary sieve (Chepil, 1952) . The sieve sizes were 0.42, 0.84, 2.38, 6.4, and 12.7 mm. Geometric mean diameter and mass fraction of sample greater than 0.84 mm were determined by three methods: (a) graphically, (b) computed from log-normal distribution parameters that were determined from two sieve cuts (0.42 and 6.4 mm), and (c) computed using more complete sieving.
Graphical Method
The graphical determination was accomplished by plotting aggregate diameter vs percent by weight greater than the stated diameter on log-probability graph paper. The geometric mean diameter on a mass basis is defined as the diameter at which 50% of the material by weight is greater than and 50% is smaller than D, and the geometric standard deviation is the ratio of sizes (Irani and Callis, 1963 
Two-Sieve Method
The mass fraction of aggregates whose diameters (D1, D,) were greater than 0.42 and 6.4 mm were substituted for P, and P, into equations [9] and [ 101, and erf(Z,) With the distribution parameters D, and In a now known, we used equation [6] and equation 871 to calculate the mass fraction of aggregates greater than 0.84 mm in each of 10 data sets of the Pullman and Amarillo soils.
Multisieve Method
The third method required a transformation of the probability scale into a linear one. The distance from 0.1 and other probabilities to 99.9 on probability graph paper from normal distributions was measured in arbitrary units. This data set of probability vs SCALE at 50% and 15.9% probabilities were determined to give mean and standard deviation of 15.75 and 5.2, respectively.
The error function associated with the normal probability integral, equation [l] , was used to obtain data sets of aggregate diameter and SCALE. These data obtained and the geometric mean diameter was determined in several steps:
Step 1. The mass fraction Pi greater than each of the four smallest sieve sizes, Di, was calculated from sieving data (Table 1) Step 2. Using Pi from Step 1, equation [8] was solved with an interactive routine as in Method 2 to obtain the value of the argument of the error function, Zi. where S, is the value of SCALE corresponding to P,;-S and a are the mean (15.75) and standard deviation (5.2) of SCALE distribution.
Step 3. Equation [15] was solved for Si corresponding to each PI from Step 1, which along with sieving results yields data sets of (D,, SI).
Step 4. The least squares fit the log D, vs Si was determined for the model of equation [ 131.
Step 5. Each of the regression equations from Step 4 was used to calculate log D, at S = 15.75. The antilog was then calculated to give the geometric mean diameter for each aggregate sample.
Step 6. Each of the regression equations from Step 4 was solved for S, at an aggregate diameter equal to 0.84 mm to give the value of SCALE corresponding to an aggregate diameter of 0.84 mm.
Step 7. Z, was calculated from equation [ 151 for each S, calculated in Step 6.
Step 8. Z, from
Step 7 was substituted into equation [8] to find the mass fraction of the sample having aggregates greater than 0.84 mm.
RESULTS AND DISCUSSION
The aggregate size distributions of Amarillo lfs and Pullman cl as determined from dry sieving on five sampling dates are given in Table 1 . Table 2 shows results of various steps in the multisieve method. For most samples, the aggregate sizes were distributed log-normaily, except for the largest size as indicated by the plot of Fig. 1 . The plots of other data sets were similar to those of Fig. 1 , with the 12.7 mm aggregates deviating from a straight line. Occasionally, the tailing off started with the 6.4 mm aggregates, as seen in one sample in Fig. 1 .
All three methods agreed reasonably well for determining Dg (Table 3) . T h e coefficient of determination for linear regression between methods was 0.97 and above (Table 4 ). Calculation of the confidence intervals for the intercepts (a) and slopes (b) showed that in all cases the hypotheses that a=O and b = l could not be rejected at the 95% confidence level. Much of the variation was attributed to one data set (Fig. 2) . The > 6.4 mm size fraction from the 4 January 1984 sampling of the Amarillo deviated from a straight line on a lognormal plot. When those data were deleted, the coefficients of determination for Dg were greater than 0.99.
The percent of aggregates > 0.84 mm as calculated using the distribution parameters agreed well with the sieved values ( Table 3 ). The coefficients of determination for linear regression between methods were equal to or greater than 0.99 (Table 4) .
The results of this experiment indicate that graphical, two-sieve, and multiple-sieve computational methods all can be used for determining aggregate size distribution parameters. All three methods are contingent upon soilaggregate size being log-normally distributed. A deviation from a log-normal distribution would be detected visually by plotting multiple sieve cuts in the graphical method or by a low r2 as in Table 4 for a least squares fit to sieved data, whereas, it would go undetected when using only two sieve cuts for either a graphical or computional determination of aggregate size distribution parameters. Although past experience has shown that soil aggregates' size is generally lognormally distributed, a formal statistical test such as a chi-square goodness-of-fit test can be applied to multiple-sieve data to test the hypotheses that the data fit the log-normal distribution. In aggregated soil samples, only the extreme tails of the size distribution will often deviate from log-normality. This may be caused by tillge operations limiting the upper aggregate sizes and the primary particle size distribution limiting frequency of the smallest sizes. If the extreme tails of the distribution are important to the application planned for the data, one can fit a 3 or 4 parameter log-normal distribution to multiple sieve cuts using nonlinear regression techniques (Raabe, 1978) . When using two sieves, we recommend that sieve sizes be selected so that at least 10% of the sample is collected on the larger sieve and at least 10% of the sample passes through the smaller sieve. Sieves Number 40 and Number 3, with openings of 0.42 and 6.35 mm, respectively, meet these criteria for many aggregated soils.
Ease and simplicity of the computational procedures, especially the two-sieve method, should overcome the hesitancy to use log-normal distribution function parameters for summarizing soil aggregate size distribution data. A short FORTRAN computer program is available from the authors which will rapidly compute D,, og, and percentage mass greater than some user selected aggregate diameter for any number of soil samples, given two sieve cuts per sample as input. 
