The multiplicative update (MU) algorithm has been used extensively to estimate the basis and coefficient matrices in nonnegative matrix factorization (NMF) problems under a wide range of divergences and regularizations. However, theoretical convergence guarantees have only been derived for a few special divergences and without regularizers. We provide a conceptually simple, self-contained, and unified proof for the convergence of the MU algorithm applied on NMF with a wide range of divergences and with ℓ1 and Tikhonov regularizations. Our result shows the sequence of iterates (i.e., pairs of basis and coefficient matrices) produced by the MU algorithm converges to the set of stationary points of the NMF (optimization) problem. Our proof strategy has the potential to open up new avenues for analyzing similar problems.
INTRODUCTION
Nonnegative Matrix Factorization (NMF) has been a popular dimensionality reduction technique, due to its non-subtractive and partsbased interpretation on the learned basis [1] . In the general formulation of NMF, given a nonnegative matrix V ∈ R 
In (1), D(· ·) denotes the divergence, or distance, between two nonnegative matrices. In the NMF literature, many algorithms have been proposed to solve (1), including multiplicative updates (MU) [2, 3] , block principal pivoting (BPP) [4] , projected gradient descent (PGD) [5] , active set methods (ASM) [6] and the alternating direction method of multipliers (ADMM) [7] . However, some algorithms only solve (1) for certain divergences D(· ·). For example, the BPP and ASM algorithms are only applicable to the squaredFrobenius loss. Among all algorithms, the MU algorithm is arguably the most widely applicable-it has been applied to NMF with the α-divergence [8] , the β-divergence [3] , the γ-divergence [9] , the αβ-divergence [10] , etc. However, despite its popularity and wide applicability, it is largely an heuristic algorithm in the sense that little of its convergence properties is known. In particular, most works [2, 3, 8] show that the sequence of objective values {ℓ(
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in the MU algorithm is nonincreasing and hence converges. However, the convergence of objective values does not imply the convergence of the sequence of matrix pairs {(W k , H k )} ∞ k=1 , whose limit points (if they exist) serve as candidates for the output of the MU algorithm. Moreover, when the MU algorithm is used on real applications, such as music analysis [11] , topic modeling [1] and source separation [8] , the limit points of {(W k , H k )} ∞ k=1 are meaningful and representative of the latent factors. Thus, the convergence prop-
, and in particular the properties of its limit points, are of fundamental importance.
Related Works
Due to the nonconvex nature of (1), algorithms that guarantee to converge to the global (or local) minima of (1) are in general outof-reach. Indeed, [12] has shown that (1) is NP-hard. Thus existing works mainly study convergence to the stationary points (see Definition 3) of (1).
1 For the MU algorithm, some previous works on its convergence include [15] [16] [17] . For simplicity, all of the MU algorithms in these works only consider a special case of (1), namely
In particular, a principled and rigorous analysis was performed in [15] . In [15] , Lin modifies the MU algorithm proposed in [2] , and shows the sequence of iterates
generated by this algorithm converges to the set of stationary points 2 of (1). Later, the authors of [16] and [17] propose different modifications of the MU algorithm in [2] and then provide sound convergence analyses accordingly. In another interesting research direction, [18] studies the stability of local minima of (1) under the MU algorithm, when D(· ·) belongs to the family of β-divergences. However, it cannot resolve whether (and when) the MU algorithm converges to any local minimum of ℓ(·, ·). For other algorithms that aim to solve (1), some rigorous convergence analyses have been done in [19] [20] [21] . However, all of the analyses are confined to some special cases of D(· ·), including the Itakura-Saito (IS), (generalized) Kullback-Leibler (KL) or squared-Frobenius losses.
2. In addition, is convergence analysis possible for the MU algorithm when the loss function ℓ(·, ·) also includes regularizers?
3. Furthermore, instead of a case-by-case study, is a unified convergence analysis possible?
These questions naturally arise due to the importance of utilizing general divergences and regularizers in various applications. Indeed, in many practical applications where the MU algorithm achieves outstanding performance, the objective function (1) is not the squaredFrobenius loss. For example, the IS divergence is typically used in music analysis [11] and the KL divergence is often used in topic learning [1] . The use of such divergences can be justified from both theoretical (i.e., maximum likelihood considerations) and practical viewpoints. For details, see [11, 22] . In addition, to enhance the interpretability of the learned dictionary and coefficient matrices, regularizers on W and/or H are typically employed. For example, the ℓ1 regularization on columns of H promotes sparsity on the columns, hence each data sample (a column of V) can be represented parsimoniously by a subset of feature vectors (columns of W).
The above questions cannot be addressed by straightforward generalizations of the analysis techniques in [15] [16] [17] . Therefore, in this work, based on the block majorization-minimization framework [23, 24] , we propose a unified convergence analysis for the MU algorithm when ℓ(·, ·) includes both general divergences and regularizers. We show that the sequence of iterates
has at least one limit point and any limit point of this sequence is a stationary point of (1). We leverage the regularity properties of both the objective and surrogate functions. 4 In particular, the surrogate functions of interest to us here are termed first-order surrogate functions. Thus, as a side contribution, we also provide a principled and systematic way to construct first-order surrogate functions. This construction method may be of independent interest.
Notations
In this paper we use R+, R++ and N to denote the set of nonnegative real numbers, positive real numbers and natural numbers (excluding zero) respectively. For n ∈ N, we define [n] {1, 2, . . . , n}. We use boldface capital letters, boldface lowercase letters and plain lowercase letters to denote matrices, vectors and scalars respectively. For a vector x, we denote its i-th entry, ℓ1 and ℓ2 norms as xi, x 1 and x 2 respectively. For a matrix X, we denote its (i, j)-th entry as xij and its ℓ1,1 norm as X 1,1 i xi 1 . In addition, we use X = 0 and X ≥ 0 to denote entrywise zero and nonnegativity. For matrices X and Y, we use X ⊙ Y and X, Y to denote their Hadamard product and Frobenius inner product respectively. We use c = to denote equality up to additive constants.
PROBLEM FORMULATION

Definition of General Divergences
Before introducing the notion of general divergences, we first define an important function
gences that subsume the squared-Frobenius loss. The rigorous definition for these divergences will be given in Definition 1. 4 Informally, a surrogate function is a function that upper bounds the original function and is tight at some point(s) in the domain. See Definition 2 for a precise definition.
Definition 1 (General Divergences). Given any
where ' c =' omits constants that are independent of V and µp, νpij, ζp and ξp are all real constants independent of V. Moreover, {ζp} P p=1 are distinct.
Remark 1. First, note that the general divergences include many important classes of divergences, including the families of α (α = 0), β, γ, α-β and Rényi divergences. 5 All of these divergences have been applied in the NMF literature [3, [8] [9] [10] 25] . Second, when
In the sequel, we term such a divergence as separable general divergence. In particular, any member in the families of α (α = 0) or β-divergences is separable. For example, taking P = 2, ν1ij = −vij , ζ1 = 0, ν2ij = 1 and ζ2 = 1, we obtain the KL divergence, which belongs to both the α-and β-divergence families.
Optimization Problem
We focus on the following optimization problem
where K < min(F, N ) and
++ , {λ1, λ1} ⊆ R++, {λ2, λ2} ⊆ R+ and for any nonnegative matrix X, φ1(X) X 1,1 and φ2(X) X 2 F . Remark 2. We explain why we focus on the so-called elastic-net regularizer [26] on (W, H). This regularizer includes the ℓ1,1 and Tikhonov regularizers as special cases, both of which are widely used in NMF. Specifically, the ℓ1,1 regularizer promotes elementwise sparsity on the basis matrix W and coefficient matrix H [27] . The Tikhonov regularizer promotes smoothness on (W, H) and also prevents overfitting [28] . Second, the positivity of λ1 and λ1 originates from a commonly used heuristic in the MU algorithm that ensures numerical stability in the updates. See Remark 4 for details.
ALGORITHMS
First-Order Surrogate Functions and General Framework
Definition 2. Given a finite-dimensional real Banach space X = Π n i=1 Xi and let x (x1, . . . , xn) ∈ X , where for any i ∈ [n], xi ∈ Xi is the i-th block of x. Consider a differentiable function f : X → R. For any i ∈ [n], a first-order surrogate function of f for the i-th block xi, Fi(· | ·) : Xi × X → R satisfies
is strictly convex on Xi, for any x ∈ X .
If Fi(· | ·) only satisfies (P1) to (P3), it is called a surrogate function of f for xi.
Remark 3. We now explain the implications of the five properties in Definition 2. First define
arg min
where the uniqueness of the minimizer in (6) is guaranteed by (P5).
ensures the minimization in (6) yields the multiplicative update. (P4) justifies the term "first-order", and its implication will be seen in the proof of Theorem 1.
The framework of multiplicative updates for the general divergences is shown in Algorithm 1, where G1(·|·) and G2(·|·) denote the first-order surrogate functions of ℓ for W and H respectively.
Construction of First-Order Surrogate Functions and Derivation of Multiplicative Updates
and D(V ·) be a separable general divergence, then there exist ζmin, ζmax ∈ R , ζmin < ζmax, such that
is a first-order surrogate function of ℓ for W at (W , H) up to some additive constant (independent of W). Here S + and S − (both in R Proof Sketch. First we show G(W|W , H) is a surrogate function, i.e., it satisfies (P1) to (P3), by constructing it using the up-merging and down-merging techniques introduced in [29] . Indeed,
where for all p ∈ [P ], ζ By setting ∇WG(W|W , H) to zero, we obtain the corresponding multiplicative updates. 6 For a nonnegative scalar x, sgn(x)
1 if x > 0 and sgn(x) 0 otherwise.
Algorithm 1 General Framework for Multiplicative Updates
Input: Data matrix V, latent dimension K, regularization weights {λ1, λ1} ⊆ R++ and {λ2, λ2} ⊆ R+ Initialize basis matrix W 0 , coefficient matrix H 0 and iteration index t := 0 Repeat
t := t + 1
Until some convergence criterion is met Output: Learned basis matrix W and coefficient matrix H 
Remark 4. In (10), the presence of a small λ1 > 0 ensures numerical stability, i.e., it prevents division by extremely small numbers (which may lead to numerical overflow). As a popular heuristic [10] , a small positive number is usually added to the denominator of the multiplicative factor artificially. Here we establish the connection between this small number and ℓ1 regularization for separable general divergences, thereby theoretically justifying this heuristic. 8 Next, we consider nonseparable general divergences. By the convexity (or concavity) of h(·, t), (3) is a difference-of-convex (DC) function [30] . Therefore, by using either a first-order Taylor expansion or Jensen's inequality, the nonseparable case can be easily converted to the separable case. Such standard techniques are well-studied in the literature. For details, see [29, 31] .
To better illustrate our general multiplicative updates in (10), we employ the family of α-divergences as a concrete example. 9 The details are deferred to Sections 5.2 and 5.3.
CONVERGENCE ANALYSIS
Preliminaries
Definition 3 (Stationary points of constrained optimization problems). Given a finite-dimensional real Banach space X , a differentiable function g : X → R and a set K ⊆ X , x0 ∈ K is a stationary point of the constrained optimization problem minx∈K g(x) if ∇g(x0), x − x0 ≥ 0, for all x ∈ K.
and with a slight abuse of notation, we write ℓ(X) ℓ(W, H). Thus by Definition 3, we have that (W, H) is a stationary point of (4) if and only if ∇Xℓ(X), X − X ≥ 0, for any X ∈ R
K×(F +N) +
, where
In particular, this is true if
Remark 5. In some previous works (e.g., [15] ), stationary points are defined in terms of KKT conditions, i.e.,
Since both W and H are nonnegative, it is easy to show these three conditions are equivalent to (14) and (15) . In our analysis, we will use (14) and (15) for convenience.
Definition 4 (Convergence of a sequence to a set). Given a finitedimensional real Banach space X , a sequence {xn} ∞ n=1 in X is said to converge to a set A ⊆ X , denoted as xn → A, if limn→∞ infa∈A xn − a = 0.
The proof of the following result can be found in Bertsekas [32] . 
Main Result Theorem 1. For any
generated by Algorithm 1 converges to the set of stationary points of (4).
Proof. First, by Lemma 1, it suffices to show every limit point of
is a stationary point of (4). Since {λ1, λ1} ⊆ R++, (W, H) → ℓ(W, H) is jointly coercive [32] in (W, H). In addition, the continuous differentiability of h(·, t) implies the joint continuous differentiability of (W, H) → ℓ(W, H) in (W, H). Hence
has at least one limit point. Pick any such limit point and denote it as (W,H). For convenience, define
Then there exists a subsequence Z
that converges toZ ∈ S0 and {tj } ∞ j=1 are all even. Moreover, there exists a subsequence of Z
, denoted as Z
, such that Z t j i −1 converges to (possibly) some other limit pointZ
Next we showZ =Z ′ . By the update rule (12), we have
Thus for any i ∈ N,
By (P2), we also have for any i ∈ N,
Taking i → ∞ on both sides of (20) and (21), we have
by the joint continuity of G2(·|·) in both arguments in (P3). Thus H = arg min
Taking H =H ′ in (22), we have
Since {ℓ(Z t )} ∞ t=1 converges (to a unique limit point), we have
This implies thatH
Combining (23) and (26), by the strictly convexity of G2(·|Z ′ ) in
Now, the convexity of G2(·|Z) implies that
From the first-order property of G2(·|Z) in (P4), we have
Similarly, we also have
The variational inequalities (29) and (30) together show that (W,H) is a stationary point of (4).
Remark 6. We now provide some intuitions behind this proof. The most crucial step (27) states that at an arbitrary limit point of
, sayZ = (W,H),H serves as a minimizer of G2(·|Z) over R K×N +
. By symmetry,W also serves as a minimizer of G1(·|Z) over R F ×K + . In the single-block case, this idea is fairly intuitive. However, to prove (27) in the double-block case, we consider two subsequences {Z
. In each sequence, only W or H is updated. Then we show these two sequences converge to the same limit point. This implies the alternating (or more precisely, Gauss-Seidel [32] ) minimization procedure in the double-block case is essentially the same as the minimization in the single-block case. The claim then follows immediately.
APPENDICES
Proof of Proposition 1
We first present two lemmas that will be used in our proof.
Lemma 2 (Regularity of h in (2); adpated from [33, Lemma 1]). For any t ∈ R, h(·, t) is analytic on R++. In particular,
In addition, h(·, t) is either convex or concave (or both) on R++, for any t ∈ R. For every ν ∈ R++, the function h(ν, ·) is nondecreasing on R. In fact, h(ν, ·) is strictly increasing on R unless ν = 1. 
Lemma 3 (Calculus of Surrogate Functions
then 
is a surrogate function of (W, H) → D(V WH) for W at (W , H) up to some additive constant (independent of W). Here
and ζ
where ζ ′ p 1 if ζp ∈ (0, 1) and ζ ′ p ζp otherwise, for any p ∈ [P ]. To prove G(W|W , H) is a surrogate function, first notice that by the differentiability of h(·, t) in Lemma 2, it obviously satisfies (P3). Thus by Lemma 3, it suffices to show
where ζmax max{ζ ′ max , 1, 2 sgn(λ2)}, ζmin ζ ′ min and in (38) we make use of the monotonicity of h(ν, ·) in Lemma 2. To show (P4), we compute
From (39), we observe that
Finally, since ζmin ≤ 1 ≤ ζmax, ζmax − ζmin > 0 and S
This implies G(W|W , H) is strictly convex on R 
In this section, we focus on the case α = 0. By Definition 5, given any W and H, we have for any
where for any
In [8, 34] , the surrogate function (up to some additive constants) of (W, H) → D(W H) for W at (W , H) with the α-divergences, Gα(W|W , H) is given by
From (8) and (9), ζmax and ζmin can be obtained. Thus, the multiplicative update in (10) for the α-divergences becomes However, this surrogate function does not fit in the form of (34), hence it cannot be directly used to derive the first-order surrogate function for (5). Therefore we further majorize it to
where η is any positive real number. The correspondences of s 
Therefore ζ ′ max = max{1 + η, 2 sgn(λ2)} and the first-order surrogate function for (5) can be constructed per Proposition 1. In addition, per Proposition 2, the multiplicative update is w ik := w ik (1 + η) j h kj j q −η ij h kj + 2ηλ2 w ik + ηλ1
where ψ(η) = max{η, 2 sgn(λ2) − 1}.
In practice, to avoid over-relaxation issues, a small value of η can be chosen. This ensures that G ′ 0 (·|W , H) is a tighter majorant function of G0(·|W , H).
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