Overview
The ARCH/GARCH family of heteroskedastic time-series models (ARCH by Engle [1982] , GARCH by Bollerslev [1986] , among others) has gained popularity among academic researchers as well as financial practitioners; see the work of Bollerslev, Engle, and Nelson (1994) for more details on GARCH models. Shephard (1996) surveyed other stochastic volatility models as well as GARCH models, and Pagan (1996) and Campbell, Lo, and MacKinlay (1997) applied GARCH models to financial questions.
In most studies, the classical estimation methods such as the maximum-likelihood estimation (MLE) have been employed to estimate the GARCH model. However, the classical methods are difficult to use in numerical optimization of the objective function, which is not necessarily concave (or convex), particularly when we use a gradient-based optimization method.
1 Furthermore, constraints imposed on GARCH coefficients complicate statistical inference on the coefficients as well as the optimization procedures. As we consider later, conditions for stationarity and other time-series properties of a GARCH(1,1) process are expressed as complicated inequalities involving GARCH coefficients, and it is difficult to test them using the classical approach.
On the other hand, by using a Bayesian approach to the GARCH model we may avoid these problems. In the Bayesian approach, we evaluate the whole posterior distribution instead of the maximum of the likelihood function. Thus, computational difficulty in finding the maximum no longer presents an obstacle to modeling estimation or statistical inference. Constraints on GARCH coefficients are also easily handled in the Bayesian approach by using the truncated posterior distributions of the GARCH coefficients. Moreover, in the Bayesian approach, estimation of the probability of an inequality is straightforward.
In the Bayesian approach, we need to compute integrals of the posterior distribution in terms of nuisance parameters. For many models, including ARCH/GARCH models, an analytical solution of the integral is not available; thus we need to evaluate the integral numerically. One popular numerical integration method is the Monte Carlo type of integration method. Monte Carlo integration methods such as importance sampling and the Markov-chain Monte Carlo (MCMC) method have been applied to ARCH/GARCH models by Geweke (1989a Geweke ( , 1989b , Kleibergen and Van Dijk (1993) , Muller and Pole (1995) , and others. Nakatsuma (1998) d eveloped an algorithm to generate Monte Carlo samples of parameters in the GARCH model from their joint posterior distribution. Since it is impossible to generate samples directly from the joint posterior distribution, Nakatsuma (1998) applied a Markov-chain sampling technique with the Metropolis-Hastings algorithm. The Metropolis-Hastings algorithm was first proposed by Metropolis et al. (1953) , and was extended by Hastings (1970) . Since this particular Monte Carlo method involves a Markov-chain sampling, it is called a Markov-chain Monte Carlo method. A full description of the MCMC method used here is given by Nakatsuma (1998). Nakatsuma's MCMC method is based on the ideas of Chib and Greenberg (1994) and Muller and Pole (1995) .
Organization of this paper is as follows. In Section 2, we briefly explain our Markov-chain sampling algorithm for the GARCH model. In Section 3, we estimate GARCH models of simulated data and weekly Swiss franc/U.S. dollar foreign-exchange-rate series to show how this MCMC algorithm works. In Section 4, we describe how to use the GAUSS program. In the Appendix, we explain definitions of variables and procedures in the GAUSS program.
Explanation of the Markov-Chain Sampling Algorithm
In this section, we briefly explain the Markov-chain sampling algorithm for the GARCH model. A full description of the algorithm is given by Nakatsuma (1998) . We consider the following GARCH model:
where y t is a scalar of the dependent variable, x t is a 1 × k vector of the independent variables, γ is a k × 1 vector of the regression coefficients, and F t is an increasing sequence of σ -fields generated by {y t−1 , y t−2 , . . .}; φ j is the coefficient of the autoregressive (AR) process, and θ j is the coefficient of the moving average (MA) process; ω, α j , and β j are the coefficients of the GARCH process.
where L is the lag operator. We impose the following constraints on parameters in the GARCH model: C1 and C2 are related to stationarity and invertibility of the ARMA process. C3 and C4 are constraints to guarantee that the conditional variance is always positive. Our goal is to develop an algorithm to generate Monte Carlo samples, which are used in Bayesian analysis of the GARCH model, from the posterior distribution. The posterior density function of the model p(δ|Y, X ) is given as:
where δ is the set of all parameters in the model, (·) is the likelihood function, and p(·) is the prior. The likelihood function of the GARCH model is:
where
and we estimate the presample error term 0 as one of the parameters. As the prior, we consider the following conjugate prior:
where I C * (·) ( * = 1, 2, 3, 4) is the indicator function that takes unity if the constraint is true; otherwise it is zero; and N(·)I C * (·) means that the normal distribution is truncated at the boundary of the support of I C * (·).
To construct a Markov-chain sampling algorithm, we consider the following auxiliary ARMA models: AM1: regression model with an ARMA(p, q) error:
AM2: ARMA(l,s) model of the squared errors 2 t :
where l ≡ max{r, s}, α j = 0 for j > r , and
In our auxiliary ARMA model approach, we generate a set of parameters, δ 1 , from their full conditional distributions in the auxiliary ARMA model AM1, and another set of parameters, δ 2 , from their full conditional distributions in the auxiliary ARMA model AM2, alternately. Obviously, AM1 is derived from the original GARCH model by assuming that each σ 2 t is a known constant. The derivation of AM2, however, may need some explanation. As shown by Bollerslev (1986) , a GARCH(r, s) process is expressed as an ARMA(l, s) process of:
t , the conditional mean ofw t is E(w t |F t−1 ) = 0, and the conditional variance is Var(w t |F t−1 ) = 2σ 4 t . Since it is difficult to generate (α, β) directly from the full conditional distributions in Equation 9, we replacew t in Equation 9 with w t ∼ N(0, 2σ 2 t ). Then we have the auxiliary ARMA model AM2 in Equation 8.
The outline of our Markov-chain sampling algorithm is as follows:
1. Generate 0 , γ , φ, and θ from AM1, given {σ 2 t } and the rest of the parameters. 2. Generate α and β from AM2, given { 2 t }, {σ 2 t }, and the rest of the parameters. 3. Apply the Metropolis-Hastings algorithm after each parameter is generated.
4. Repeat steps 1-3 until the sequences become stable. In this sampling scheme, we update { 2 t } and {σ 2 t } every time after corresponding parameters are updated.
The full conditional distribution of a parameter, say δ j , in the corresponding auxiliary ARMA model is the normal distribution conditional on Y and X and the rest of the parameters, and it is given as the following form: 
Filter 2:
where κ j and π j are parameters in the GARCH model. These filters were originally proposed by Chib and Greenberg (1994) . For example, for the regression coefficients γ , π j is φ j , and κ j is θ j . Then the t th elements of Y j (y γ,t ) and X j (x γ,t ) are given by applying Filter 2:
where y γ,0 = 0 , y t = y γ,t = 0 for all t < 0, and
, we can easily show thatˆ t = y γ,t − x γ,t γ . For the other parameters, see the work by Nakatsuma (1998) . After each parameter is generated, we apply the Metropolis-Hastings algorithm. The Metropolis-Hastings algorithm 2 is given as:
whereδ j is a candidate of δ j generated from Equation 10, δ (i) j is the i th realization of δ j in the Markov-chain sampling, and λ is the acceptance probability: 
where α t = 0 for t > r , w t = 0 for t < 0, and we assume w 0 = 
Numerical Examples

Simulated data
We estimate a GARCH model by our algorithm using simulated data. We consider the following GARCH model:
where x t is generated from the uniform distribution between −0.5 and 0.5. Values of the parameters are γ 1 = γ 2 = 1.0, φ 1 = 0.8, θ 1 = −0.5, ω = 0.001, α 1 = 0.15, and β 1 = 0.85. We set the prior as:
where I 8 is the 8 × 8 identity matrix. Engle and Bollerslev (1986) , since α 1 + β 1 = 1. The unconditional variance of the GARCH(1,1) process is given by Var( t ) = ω/(1 − α 1 − β 1 ), but for the IGARCH(1,1) process, the finite unconditional variance does not exist. We may test whether a GARCH(1,1) process has the finite unconditional variance or not by estimating the posterior probability of Pr{α 1 + β 1 < 1}. We estimate this probability by a Monte Carlo method:
The model of t in Equation 18 is called an integrated GARCH (IGARCH) process by
where α (i)
and β (i)
1 are generated by the Markov-chain sampling, and I(·) is the indicator function. In the Markov-chain sampling, we first run the sampling algorithm 5,000 times as the "burn-in," and then repeat it 50,000 times. To avoid a strong serial correlation in the Markov-chain sampling, we only store samples every five runs; therefore, the sample size is 10,000. It takes 19978.54 s to run this program on a Dell Dimension XPS Pro200n with 200-MHz Pentium Pro and 64 MB RAM. The computing time may be reduced if we write the code in C/C++ or FORTRAN instead of GAUSS. The long computing time may be justifiable, because the MCMC method can solve problems that are often encountered using the classical approach. We also estimate the parameters in the GARCH model by the maximum-likelihood estimation. We use the simulated annealing by Goffe (1996) for the MLE. Table 1 lists the posterior statistics of the GARCH model.
In Table 1 , the posterior means by the MCMC and the MLE of each parameter are similar, except for 0 . The posterior mean of 0 is −0.317 for the MCMC, but is 1.81 for the importance sampling. The reason why the posterior mean and MLE of 0 are so different is explained by examining the shape of the marginal posterior pdf of 0 shown in Figure 1 . The pdf in Figure 1 is estimated by the kernel smoothing with the Gaussian kernel. Obviously, the marginal posterior pdf of 0 is bimodal, and the posterior mean of this bimodal distribution seems to be around zero, which is attained by the MCMC. When we look at the graph carefully, we find that the right mode of the pdf is roughly equal to the MLE of 0 . When the posterior distribution has more than one local maximum as in Figure 1 , evaluating the posterior distribution only around the global maximum may give us inaccurate information about the distribution. This exercise demonstrates the advantage of the MCMC method in which we obtain Monte Carlo samples generated from the posterior distribution.
The posterior probability Pr{α 1 + β 1 < 1} is shown in the last row of Table 1 . This probability is about 30%. This is the result we expect, because the data is generated from the IGARCH model, which has no finite unconditional variance. 
Figure 1
Marginal posterior pdf of ε 0
Weekly Swiss franc/U.S. dollar foreign-exchange-rate series
As an empirical example, we estimate a GARCH model of a weekly Swiss franc/U.S. dollar foreign-exchange-rate series. The model we estimate is as follows: Since we found that the MA part of the error term was not supported in preliminary estimation, we omit it from the model. We also relax the stationarity constraint on the AR coefficient, since the exchange-rate series seems to have a unit root. Implementation of the MCMC algorithm is the same as in the previous example. It takes 11,486.59 s to run the GAUSS program on the same machine we used in the previous example. The posterior statistics of the parameters are shown in Table 2 .
To demonstrate how useful the Bayesian approach is in analyzing GARCH models, we test the stationarity and other time-series properties of the estimated GARCH model. Bollerslev (1986) showed that a GARCH(1,1) process has the finite unconditional fourth moment if
and Nelson (1990) showed that the unconditional standard deviation of a GARCH(1,1) process is finite if
where z t ≡ t /σ t . In our example, z t ∼ N(0, 1). Nelson (1990) also showed that the conditional variance of a GARCH(1,1) process is strictly stationary and ergodic if
We estimate the posterior probability of Equations 22, 23, and 24, as well as Pr{α 1 + β 1 < 1}. The estimation procedure is the same as in the previous example, except that we estimate the expectation in Equations 23 and 24 by:
is a random number generated from N(0, 1), and f (·) is β 1 + α 1 z (i) 2 in Equation 23 or ln(β 1 + α 1 z (i) generated by our MCMC algorithm, and each posterior probability is estimated in the same fashion of Equation 20. Estimated posterior probabilities are listed in Table 2 . The results suggest that the GARCH model of a Swiss franc/U.S. dollar exchange-rate series is unlikely to have the finite unconditional variance and fourth moment. The chance that the GARCH model will not have the finite unconditional standard deviation is about 8%, and it is likely that the conditional variance of the GARCH model is strictly stationary and ergodic.
How to Use the GAUSS Program
1. To run the GAUSS program, the constrained maximum-likelihood estimation library cml is required to solve the least-squares problem on the MA and GARCH coefficients. You may use a custom constrained-optimization procedure instead of cml.
2. Along with this code, the simulated time-series data used in the numerical example and the MLE of the parameters are included in GAUSS data files. The time-series data file is named gar dat1, and the MLE file is mle cf1. These data files are assumed under the directory c : \research\mcmc\ in the code. You may change this as you wish.
3. The MLE is used as the starting value of the Markov-chain sampling. You may choose your own starting values.
4. When you run this program, some of the parameters may be stuck at certain values. This is checked by viewing a plot of Monte Carlo samples or the acceptance rate. A long flat line in the plot or a near-zero acceptance rate indicates the problem. If this happens, start the algorithm over with different starting values.
5. Generated Monte Carlo samples of the parameters are stored in a GAUSS data file named mcmc1 under the directory c : \research\mcmc\. The posterior statistics are stored in pstats1 under the same directory.
Concluding Remarks
This paper explains a GAUSS program of a Markov-chain sampling algorithm for GARCH models by Nakatsuma (1998) . This algorithm enables us to generate parameters in a GARCH model from their joint posterior distribution. This paper also demonstrates the advantage of the Bayesian approach in testing stationarity and other time-series properties of the GARCH(1, 1) process, which is difficult when using the classical approach. 
