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Abstract
This paper presents a complete face authentication sys-
tem integrating 2D intensity and 3D range data, based on
a low-cost, real-time structured light sensor. Novel algo-
rithms are proposed that exploit depth data to achieve ro-
bust face detection, localization and authentication under
conditions of background clutter, occlusion, face pose al-
teration and harsh illumination. The well known embedded
hidden markov model technique for face authentication is
applied to depth maps. A method for the enrichment of face
databases with synthetically generated views depicting var-
ious head poses and illumination conditions is proposed.
The performance of the proposed system is tested on an ex-
tensive face databaseof 3,000 images. Experimental results
demonstrate signiﬁcant gains resulting from the combined
use of depth and intensity.
1. Introduction
Automatic authentication of human faces is extremely
useful in a wide area of applications, such as face identiﬁ-
cationfor securityand access control,surveillanceof public
places, mug shot matching and other commercial and law
enforcement applications. The majority of face authentica-
tion techniques employ 2D grayscale images. Only a few
techniques have been proposed that are based on range or
depth images. This is mainly due to the high cost of avail-
able 3D digitizers that makes their use prohibitive in real-
world applications. Furthermore, these devices often do not
operate in real time (e.g. time of ﬂight laser scanners) or
produce inaccurate depth information (e.g. stereo vision).
The work presented in this paper is partly motivated by
the recent development of novel low cost 3D sensors that
are capable of real-time 3D acquisition [3], as well as from
the fact that by using 3D data it is possible to overcome
some of the problems appearing when 2D intensity images
are used [10]. That is, invariance over illumination and face
pigment and partly over the use of glasses or facial expres-
sions may be achieved by exploiting depth information.
Commonly, 3D face recognition is based on the extrac-
tion of 3D facial features by means of differential geom-
etry techniques. Facial features invariant to rigid transfor-
mations of the face may be detected using surface curva-
ture measures. This approach is adopted by several meth-
ods, such as the Extended Gaussian Image [4] and Point
Signatures [1]. The combination of 3D and gray-scale im-
ages is addressed in [11], but 3D information is only used
to aid feature detection and compensate for the pose of the
face.
The most important argument against techniques using
a feature-based approach is that they rely on accurate 3D
maps of faces, usually extracted by expensive off-line 3D
scanners. However, low cost scanners produce very noisy
3D data. Furthermore, the applicability of feature based
approaches when using such data is questionable, espe-
cially if computation of curvature information is involved.
The recognition rates claimed by the above 3D techniques
[1,4,11]were estimated using databases of limited size and
without signiﬁcant variations of the faces.
To address some of the problems usually reported in 2D
and 3D face classiﬁcation, an appearance based face classi-
ﬁcation system integrating 3D range data and 2D grayscale
images is presented in this paper. Apart from the combina-
tion of 2D and 3D data, the paper also introduces a novel
face detection and localization method that exhibits robust-
ness under background clutter, occlusion, face pose vari-
ation and harsh illumination by exploiting depth data and
prior knowledge of face geometry and symmetry. Further-
more, unlike techniques that rely on an extensive training
set to achieve high recognition rates, our system requires
only a few images per person. This is achieved by enrich-
ing the original database with synthetically generated im-ages,depictingvariationsin poseand illumination.The per-
formance of the proposed system is evaluated using a face
database of almost 3,000 images. The combination of 2D
and 3D information was shown to produce consistently su-
perior results in comparisonwith a 2D state-of-the-art algo-
rithm,demonstratingat the same time near real-timeperfor-
mance.
The paper is organized as follows. Face localization
basedondepthandintensityis describedin Section2, while
in Section 3 multimodal face classiﬁcation is outlined. In
Section 4, we examine algorithms for classiﬁer enhance-
ment in order to withstand pose and illumination variations.
Experimental results evaluating the developed techniques
arepresentedinSection5andconclusionsaredrawninSec-
tion 6.
2. Face localization
A 3D and color camera capable of quasi-synchronous
real-time acquisition of 3D images and associated color im-
ages [3] is employed for the recording of depth maps and
corresponding color images. Some examples of images ac-
quired using the 3D camera can be seen in Figs. 1, 2, and 3.
Darker pixels in the depth map correspond to points closer
to the camera and black pixels correspond to undetermined
depth values. In this section, a highly robust face localiza-
tion procedure is proposed based on depth and brightness
information.Separation of the body from the backgroundis
achieved by computing the histogram of depth values and
estimating the threshold separating the two distinct modes.
Segmentation of the head from the body relies on statisti-
cal modelling of the head - torso points in 3D space.
The probability distribution of a 3D point
x is modelled
as a mixture of two Gaussians:
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from the 3D data is obtained by means of the Expectation-
Maximization algorithm. To avoid the convergence of the
algorithm on local minima, good initial parameter values
are required. In our case these may be obtained by ex-
ploiting prior knowledge of the body geometry and specif-
ically the relative dimension of the 3D blobs expressed by
means of 3D moments (center of mass and covariance ma-
trix). Then a 3D point
x is classiﬁed as head or torso us-
ing the maximum likelihood criterion. Experimental results
demonstrate robustness of the algorithm under various ori-
entations of the head and moderate occlusion of the face,
leading to correct classiﬁcation of face pixels in almost
Figure 1. Face localization results. The box
with the dotted line corresponds to depth-
based segmentation. The horizontal line of
symmetry and the intersection point with the
vertical line of symmetry are illustrated. The
window that encloses the face is centered on
this point (solid line).
100%of the images.More details of the algorithmare given
in [6].
The above clustering procedure is biased by erroneous
depth estimates, i.e. occluded parts of the face. Therefore, a
second step is applied that reﬁnes localization using bright-
ness information. The highly symmetric structure of the
face is exploited to localize the center of the face, which
is deﬁned as the point that lies in the middle of the line
segment deﬁned by the centers of the eyes. The estimation
of the horizontally oriented axis of bilateral symmetry be-
tween the eyes is sought ﬁrst. Then, the vertical axis of bi-
lateral symmetry of the face is estimated. The intersection
of the two axes deﬁnes the point of interest.
A variation of the generalized symmetry transform pro-
posed in [9], was used. Let
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l the line that passes through
p andis perpen-
dicular to the direction deﬁned by
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j. Then, a mea-
sure of reﬂectional symmetry of the two points about the
line
l is given by:
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Let the line of symmetry be deﬁned in the parametric
form
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￿ is the slant of the
line and
d its distance fromthe origin.The unknownparam-
eters are estimated by means of a Hough transform tech-
nique described in the following.
A bounding box that safely contains the eyes is calcu-
lated from the initial depth segmentation, constraining the
range of values of
d. The rotation of the head is assumed to
be limited (
￿
1
0
Æ). Then, the range of parameter values is
efﬁciently quantized and a 2D Hough accumulator table
Q
is created (
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where
e
d is a constant that equals approximately the maxi-
mum vertical pixel size of the eyes in the image. Then, for
each pair
Q
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) is incremented by
S
(
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). The symme-
try axis is ﬁnally found by ﬁnding the cell in table
Q which
received maximum votes. The vertical axis of symmetry is
similarlyestimated.
e
d in this case equalsapproximatelythe
inter-occular distance recorded in the image. The intersec-
tion of the two estimated symmetry axes deﬁnes the cen-
ter of the face. A window of constant aspect ratio is cen-
tered on this point, while its size is scaled according to the
depth value of the center point (see Fig. 1).
3. Face classiﬁcation
The well known Embedded Hidden Markov Model
(EHMM) technique [8] is selected as a baseline 2D face
classiﬁer and it is applied also to depth maps. Face clas-
siﬁcation begins with the extraction of the observations
from the input face image. Next, the trained EHMMs in
the database are used to calculate the probability of the ob-
servations. The model presenting the highest probability
is considered to reveal the identity of the person appear-
ing in the input image [8].
Two independent EHMM classiﬁers, one for intensity
and one for depth, are combined to handle both intensity
and depth images. The proposed strategy is as follows:
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where
w
I and
w
D are relative weights corresponding to
intensity and depth modalities respectively, chosen experi-
mentally. The element of
S
I
D with the lowest value (higher
similarity) corresponds to the identity of the most similar
person. The fusion technique described above was shown
to give the best recognition results [5].
4. Enrollment
One of the main problems of face authentication is that
the appearance of the face changes drastically when the
pose and illumination vary, leading to deterioration of the
performance of face authentication algorithms. This prob-
lem may be partly alleviated by recording a rich training
Figure 2. Surface interpolation example.
From left to right: (a) Original intensity im-
age with interest points identiﬁed, (b) origi-
nal depth image, (c) warped depth image, (d)
symmetry-based interpolation, (e) ﬁnal linear
interpolated depth image, (f) warped intensity
image
database containing representative variations. Such an ap-
proachisshowntoleadtoimprovedauthenticationrates[7].
In this paper, a database enrichment procedure is de-
scribed that avoids a cumbersome enrollment process. A
small set of images depicting different facial expressions
are originally recorded.These are subsequently used to cre-
ate canonical face images. For each canonical image pair
artiﬁcial views of the face depicting pose and illumination
variations are generated.
First, during the training phase, a surface interpolation
procedurebased on face symmetry is applied to cover miss-
ing pixels over occluded points of the face. Missing pix-
els from the right part of the face are copied from sym-
metrically located pixels on the left part of the face or
vice versa. The vertical symmetry axis is obtained using a
semiautomatic procedure. Depth values which are still un-
deﬁned are linearly interpolated using neighboring points.
The 3D transformation mapping an input image to a recti-
ﬁed (frontal) image is obtained by interactively specifying
3 points on the image (corresponding to the centers of the
eyes and the chin) deﬁning a 3D coordinate frame. To com-
pute the correspondingrectiﬁed intensity image, the inverse
3D transformation is ﬁrst applied to the interpolated depth
map. Then, the forward 3D transformation is applied to the
intensity image using the back projected interpolated depth
values. Fig. 2 illustrates the various steps of the interpola-
tion algorithm.
Subsequently, artiﬁcial views depicting pose variations
are generated from canonical frontal view images. A 3D
model is ﬁrst constructed from the depth image. A global
rotation is then applied to the vertices of the 3D model.
The rotation center is ﬁxed in 3D space, so that its projec-
tion corresponds to the point between the eyes and it is at a
ﬁxed distance from the camera. The transformed 3D model
is subsequently rendered using the z-buffer rendering algo-
rithm [2] giving rise to a synthetic intensity and range im-
age. To limit the effect of points on the face coming into
view when the face model is rotated, a mask that includesFigure 3. Artiﬁcial illumination example. Orig-
inal intensity image and depth map and 3
synthetical views.
the central part of the face is used.
Finally, to cope with the effect of illumination, the
database is enriched with synthetical images depicting illu-
mination variations generated from an input artiﬁcial pose
image, using surface gradient information. Gradient in-
formation is computed by ﬁrst ﬁtting a smooth bivariate
B-spline surface into the 3D points. Then, the surface nor-
mal vector
N may be analytically computed over each
point of the surface. If
L is the direction of the artiﬁ-
cial light source, then the intensity
I
a of a pixel in the
artiﬁcial view is given by:
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where
I
c is the corresponding intensity value in the origi-
nal view, and
k
a,
k
d weight the effect of ambient light and
diffuse reﬂectance respectively. Fig. 3 shows an example of
artiﬁcially illuminated face images.
5. Experimental evaluation
The focus of the experimental evaluation was to show
that the proposed integration of intensity and depth data
demonstrates superior performance to state-of-the-art 2D
face authentication techniques and also robustness against
naturalfacial andenvironmentalvariability.A facedatabase
comprised of 2D intensity images and their corresponding
depth maps was recorded using the 3D sensor of [3].
5.1. Evaluation face database
The face database contains almost 3,000 recordings of
50 individuals, 33 male and 17 female, between 20 and 70
yearsold. Each recordingconsists of a grayscaleface image
and the corresponding depth map (
5
7
1
￿
7
5
2 pixels). The
images were recorded in an indoor ofﬁce environment dur-
ing a period of 3 months. The database consists of 5 record-
ing sessions per person, captured in intervals of 10 days on
theaverage,while theintervalbetweensessions 2 and3 was
one month. Each session contains 12 recordings depicting
different facial variations: 3 frontal neutral images, 2 poses
(head rotated about the vertical axis
y
￿
1
0
Æ), 3 expressions
(smile, laugh, eyes half-closed), 3 illumination recordings
(lights out, and an extra light source coming from the left or
from the right) and 1 recording with/without eyeglasses.
5.2. Training and testing of the proposed face au-
thentication system
For the enrollment of a person 5 image pairs per subject
taken from a single recording session were used. The pro-
cedure described in Section 4 was followed for every image
pair,resultingto canonicalimagesof dimensions
1
4
0
￿
2
0
0.
Artiﬁcial views depicting pose and/or illumination varia-
tions were then generated. A horizontal shift parameter was
also considered to compensate for any misalignment during
face localization. Five training sets were created using dif-
ferent combinations of parameter values. Each training set
is denoted as TSi,
i
=
1
;
:
:
:
;
5. TS1 is the original train-
ing set, TS2 is enriched with illuminated views, while TS3
is comprised of original and rotated views (
￿
1
0
Æ around
axes
x
;
y
;
z). The images of TS3 are also shifted
￿
5 pix-
els in the horizontal and vertical axis (TS4) and then illu-
minated (TS5). Both depth and intensity EHMMs are calcu-
lated for each training set [8].
Given a pair of test images, the face localization algo-
rithm is ﬁrst implemented, resulting in a pair of cropped
images (
1
4
0
￿
2
0
0) centered around the point between the
eyes. A simple linear surface interpolation is then applied
to the depth image, to interpolate undeﬁned depth values. A
mask of elliptical shape and standard dimension is used to
crop parts of the face near the boundaries of the image.
The authentication module takes as input the images re-
sulting from the previous step and employs the EHMM
method. The probability of the observations is calculated
given the EHMM of the person whose identity is claimed.
If this probability is above a predeﬁned threshold then the
personin the test image is positivelyidentiﬁed.The weights
w
I,
w
D for the combination approach are chosen experi-
mentally, so that the equal error rate is optimized.
Three tests are performed for each pair of test images:
depth, intensity, combination of intensity and depth. The
performance of the proposed face authentication method
was evaluated in terms of the receiver operating character-
istics (ROC) diagrams and the equal error rate (EER). Each
individual is considered as an impostor against all remain-
ing persons, that are considered eligible. Each user claims
his/her own identity, while each impostor claims the iden-
tity of each real user in turn. A global threshold of the max-
imum observation probability is set for all users. The ROC
curve is derived by varying the threshold. For every value
of the threshold a pair of FAR (false acceptance rate) and
FRR (false rejection rate) is computed and represented in
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Figure 4. ROC curves of “i”, “d” and “i+d”
when training sets TS1 (top) and TS5 (bot-
tom) are used.
For ease of reference the following abbreviations will be
used throughout the rest of the paper: “d” for the depth ap-
proach, “i” for intensity and “i+d” for the combination.
5.3. Experimental results
In this section, we present the experimentalresults of the
tests performed on the evaluation database. Several train-
ing sets, enriched with synthetical images, were used for
the evaluation of the proposed approaches. In Fig. 4 the
ROC diagrams of approaches “i”, “d” and “i+d” are de-
picted, each diagram correspondingto the use of a different
training set. The depth-only approach has the worst perfor-
mance in all cases, presenting higher error rates compared
to “i” and “i+d”. The combination of depth and intensity
decreases the EER of the intensity approach by almost 3%.
Next, we study the beneﬁts of adding synthetically gen-
erated images in the training set. Fig. 5 shows the ROC di-
agrams of “i+d” resulting from the use of TS1-TS5 . Note
howthe use of synthetical views for the training of EHMMs
gradually decreases the error rate: TS1, which is comprised
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Figure 5. ROC curves of “i+d” resulting from
the use of different training sets (TS1-TS5).
of original images only, presents the highest EER (8.33%).
Enrichmentofthe trainingset with rotatedimages (TS3)de-
creases the EER by 1.3%, while the additional use of a shift
parameter and combinations of rotations (TS4) contributes
in further reduction of the EER. The additional usage of ar-
tiﬁcially illuminated views (TS5) further enhances the per-
formance of the face authentication system and leads to a
total decrement of the EER by almost 3%.
By inspection of Table 1, it can be seen that the com-
bination of intensity and depth improves the EER of the
2D approach signiﬁcantly, especially in the case of illumi-
nation variations. While variations in pose, expression and
eyeglasses decrease the authentication rate slightly, illumi-
nation variations seriously affect the authentication perfor-
mance when “i” is followed. Speciﬁcally, while the EERs
achieved by “i” for frontal views and poses are 4.75% and
9.59% respectively, in case of illumination variations the
EER increases dramatically to 18.2%. On the contrary, au-
thentication based on depth presents relative robustness to
illumination variations, since by deﬁnition range data only
reveals the 3D structure of the face. The use of synthet-
ical views for training results in a decreased EER for all
facial variations, and especially for illumination variations
(10.78%). Depth data mainly suffers from pose variations
and use of eyeglasses. The projected pattern [3] creates re-
ﬂections on the glasses, resulting to a distorted depth map,
while pose variations introduce occlusions of parts of the
face, which may not be fully compensated.
The proposed combination of 3D and 2D data, along
with the enrichment of the training set with synthetical
views, results in a decrement of the EER by almost 2% for
frontal views, 4% for poses, 1.5% for expressions, 7.5% for
images depicting illumination variations and almost 4% for
all images (“i+d”, TS5 vs. “i”, TS1).Image Variations
Method Frontal Pose Expression
“i”, TS1 4.75% 9.59% 4.85%
“d”, TS1 19% 23.64% 19.71%
“i+d”,TS1 4.11% 8.59% 4.25%
“i+d”,TS3 4.03% 6.89% 4.21%
“i+d”,TS4 3.57% 6.30% 3.55%
“i+d”,TS5 3.97% 5.77% 3.21%
Illumination Glasses All
“i”, TS1 18.22% 5.1% 9.3%
“d”, TS1 20.12% 23.93% 20%
“i+d”,TS1 16.16% 4.30% 8.33%
“i+d”,TS3 14.06% 4.25% 7.05%
“i+d”,TS4 12.77% 3.82% 6.29%
“i+d”,TS5 10.78% 3.5% 5.49%
Table 1. Equal error rates achieved by “i”, “d”
and “i+d” for different facial variations.
6. Conclusions
In the present paper, a face authentication system in-
tegrating 3D range data and 2D grayscale images is pre-
sented.Novelalgorithmsforfacedetection,localizationand
authentication are proposed, that exploit depth to achieve
robustness under background clutter, occlusions, face pose
and illumination variations. The authentication module em-
ploys the EHMM method, which is applied to depth images
too. Unlike most methods in 3D face recognition literature
that use a 3D model of the human head derived from range
data, the proposed method simpliﬁes the processing of 3D
data by regarding it as a 2D image, with pixel values corre-
sponding to the distance of the surface of the human from
the camera plane.
The veriﬁcationperformanceof the depth-onlyapproach
is worse than that of the standard 2D approach. Depth data
does not appear to be as discriminatory as intensity. Nev-
ertheless, the combination of depth and intensity decreases
the EER of the 2D approach by 2-5%. Improvement of the
quality and resolution of depth maps is expected to lead to
even lower EER.
An advantage of the proposed approach is that training
maybeperformedusing2D and3Ddata capturedbythe 3D
camera, while on-line authentication may be performed us-
ing a simple 2D technique and conventional image sensor.
Improved performance is demonstrated in this case, espe-
cially on images depicting pose and illumination variations.
The use of synthetic images presenting various rotations
enhances the authentication of faces depicting poses other
than frontal. The use of artiﬁcial translations also compen-
sates for any possible inaccuracies of the face localization
algorithm,while the use of syntheticallyilluminatedimages
compensates for illumination variations.
In general, the proposed combination approach can be
improved further. Investigation of alternative fusion tech-
niques, and particularly data fusion at an earlier stage, use
of more advanced surface features and investigation of illu-
minationcompensationtechniquesare among our futurere-
search plans.
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