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Cette thèse porte sur la simulation numérique de la propagation d'ondes élastiques dans une plaque, en
régime transitoire. Le contexte applicatif visé est le contrôle non destructif (CND) par ultrasons de plaques
composites.
En eﬀet, certains secteurs industriels, dont les secteurs aéronautique et spatial, s'orientent vers une utilisation
massive de matériaux composites carbone-époxy. Dans sa thèse [84], L. Taupin rapporte les proportions de
25% pour l'Airbus A380 et 53% pour l'Airbus A350-XWB. Ces matériaux présentent des propriétés de raideur
et de tenue mécanique comparables aux alliages d'aluminium utilisés jusqu'ici mais leur plus faible densité
permet d'espérer construire des appareils plus légers et, donc, d'augmenter la charge utile ou de diminuer
la consommation de carburant. Ils sont fabriqués par empilement et collage de plis épais d'environ 0.1mm,
chaque pli étant à son tour constitué de ﬁbres de carbone noyées dans une matrice d'époxy. Du fait de leur
structure, ces matériaux sont très sensibles à l'usinage : un perçage ou une coupe peuvent décoller des plis,
entrainant un fort endommagement. Il est attrayant d'assembler deux pièces de ces composites grâce à des
colles à base d'époxy, plutôt que par rivetage, cependant le manque de développement de méthodes non
destructives capables de quantiﬁer la qualité du joint de colle freine encore cette pratique. Le processus de
fabrication est également sensible, et des mauvaises températures de cuisson ou un dépot de poussières peuvent
aﬀaiblir l'adhésion entre deux couches. Enﬁn, un autre facteur de dégradations est bien sûr le vieillissement de
ces matériaux au cours de leur utilisation. Il est donc crucial de disposer de méthodes de contrôle performantes
et non intrusives pour vériﬁer l'état de santé des pièces mécaniques durant leur fabrication et leur utilisation.
Lorsque ces pièces ont des géométries simples et conﬁnées dans une ou deux dimensions (plaques, coques,
tuyaux, rails, cables, etc), l'exploitation d'ondes élastiques guidées permet d'inspecter rapidement de grandes
structures.
Cependant, les ondes guidées peuvent donner lieu à des signaux expérimentaux complexes, rendant leur
interprétation parfois délicate. Plusieurs raisons concourent à celà. D'une part, à une fréquence donnée,
plusieurs modes propagatifs peuvent coexister. Plus la fréquence augmente, plus ce nombre augmente aussi, et
ceci limite les applications actuelles aux basses fréquences. Les ordres de grandeur sont en général le millimètre
pour l'épaisseur de la plaque, et entre 100 kHz et 1MHz pour la bande de fréquences. Un deuxième facteur
de complexité est le fait que les modes sont dispersifs, c'est-à-dire que leur vitesse de propagation dépend de
la fréquence. Enﬁn, dans notre cas, les matériaux composites ajoutent à ces diﬃcultés l'anisotropie, c'est-à-
dire le fait que les propriétés élastiques, et donc la vitesse des ondes, dépendent de la direction d'observation.
Cette complexité rend indispensables les logiciels de simulation numérique dans la conception de situations de
CND. Certaines méthodes d'imagerie émergentes, comme l'imagerie topologique par exemple [23], permettent
de prendre en compte la complexité de la propagation grâce à deux calculs numériques directs. Une imagerie
rapide nécessite des moyens de calculs performants. D'autre part, les questions récurrentes qui se posent sont
celles de l'identiﬁcation du ou des modes les plus sensibles aux défauts recherchés, des modes s'atténuant le
moins, de la position et du nombre optimaux d'émetteurs/récepteurs pour éviter les zones d'ombre, etc. Il est
donc important de disposer d'outils de simulation précis et rapides. C'est dans ce cadre que le CEA développe
le logiciel CIVA. Ce logiciel, conçu au début autour des problématiques de CND par ondes ultrasonores  de
volume , s'étend depuis la thèse de K. Jezzine [40] aux problématiques de CND par ondes guidées.
Cette thèse fait suite aux travaux de K. Jezzine [40], V. Baronian [7], L. Taupin [84] et A. Tonnoir [87]. K.
Jezzine [40] a mis en ÷uvre une méthode semi-analytique modale formulée en régime harmonique capable
de considérer des guides d'ondes à section quelconque. V. Baronian [7] a utilisé cette formulation modale
harmonique pour dériver un opérateur  de frontières transparentes . Ceci a permis de coupler un code
modal avec un code éléments ﬁnis pour résoudre à coûts réduits un problème de diﬀraction par un objet
général dans un guide d'ondes de type cylindre. L. Taupin [84] a étendu les travaux de V. Baronian aux
cas de diﬀracteurs 2D (de type raidisseur collé en surface d'une plaque) insoniﬁés en incidence oblique
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dans des plaques anisotropes. Cependant, la construction de l'opérateur de frontières transparentes qu'elle
donne peut conduire à des mauvais conditionnements. Enﬁn, A. Tonnoir [87] a construit l'opérateur pour
certains problèmes de diﬀraction 3D, notamment dans une membrane anisotrope, en utilisant une approche
de décomposition de domaines. Toutefois, le cas du guide élastique anisotrope 3D reste à notre connaissance
non résolu. Le point commun entre ces travaux, qui est partagé avec la majorité de la littérature, est d'adopter
une formulation harmonique et de ﬁxer une direction de phase, c'est-à-dire une direction du vecteur d'onde.
La méthode modale ainsi formulée se révèle extrêmement puissante pour calculer le champ lointain dans
des guides à une seule direction de propagation, ou dans des plaques isotropes dans le plan. Elle présente
cependant les points faibles suivants, qui sont à l'origine du sujet de cette thèse : il est malaisé de calculer
le champ 3D pour une anisotropie quelconque, le régime non-établi est très coûteux, et le guide ouvert (une
plaque immergée ou collée sur un solide inﬁni) pose des problèmes d'incomplétude et de construction d'une
méthode numérique ﬁable et précise.
La Partie I étudie et décrit en détails l'implémentation numérique de deux formulations semi-analytiques
alternatives à cette méthode modale harmonique. La Partie II ajoute brièvement à la discussion la possibilité
d'exploiter ces deux méthodes semi-analytiques pour construire des méthodes numériques hybrides capables
de résoudre les problèmes de diﬀraction que la méthode modale harmonique n'a pas encore permis de traiter.
Première partie
Tenseur de Green transitoire d'un milieu
stratiﬁé
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Introduction de la Partie I
Cette partie décrit en détails comment le tenseur de Green transitoire d'un guide plan stratiﬁé peut être évalué
à partir de deux méthodes semi-analytiques. Les descriptions se feront dans un soucis d'implémentations
numériques les plus générales possible. L'approche que nous qualiﬁons de  classique  consiste à exprimer le
tenseur de Green sur la base modale du guide d'ondes, que nous nommons kn (ω, θ), celle-ci étant calculée en
régime harmonique et pour une direction de phase ﬁxée (cf. [40]). Elle présente l'énorme avantage d'obtenir
la solution analytique en espace, au prix, rarement contraignant en pratique, d'être numérique en temps (un
signal se synthétise par transformation numérique inverse de Fourier). L'analyticité en espace est précieuse
pour deux raisons. Premièrement, on cherche en général à calculer un signal temporel en un certain (petit)
nombre de points de l'espace, ces signaux étant produits par une source ponctuelle à bande passante étroite :
la solution kn (ω, θ) semble donc parfaitement adaptée à ces besoins. Deuxièmement, l'analyticité en espace
permet de post-traiter la solution en rajoutant très naturellement des conditions aux limites spatiales (ﬁssure
verticale, bord de plaque, frontière transparente, etc), ce qui permet de construire une méthode numérique
hybride couplant éléments ﬁnis et modes kn (ω, θ) (cf. [7]).
Cependant, cette approche  classique  a plusieurs points faibles.
 La périodisation temporelle imposée par la discrétisation de l'intégrale inverse sur ω requiert que la fenêtre
temporelle d'intérêt soit d'une durée au moins égale à la durée du signal. Dans certains cas particuliers, le
régime transitoire peut nécessiter d'être calculé avec un très grand nombre de points en fréquence, et donc
coûter très cher, voire peut être inaccessible. C'est le cas pour les modes à vitesse de groupe nulle, ou pour
les modes excités au voisinage de leur fréquence de coupure, car ils donnent lieu à des signaux pouvant
durer inﬁniement dans le temps.
 Il est extrêmement lourd (mais pas impossible, cf. [90, 78]) de traiter le cas d'une anisotropie quelconque
en 3D. Le paramétrage par θ est bien sûr le responsable. En eﬀet, les directions de phase et de groupe
sont en général diﬀérentes, et il faut en tenir compte pour calculer numériquement la transformation
inverse angulaire. Faisons remarquer que ω a indirectement une part de responsabilité puisque choisir de
transformer t→ ω impose que le second paramètre pour traiter la troisième dimension soit θ.
 La formulation est ineﬃcace en champ proche, où une inﬁnité de modes contribuent signiﬁcativement (les
modes évanescents). Ceci est dû au caractèrement modal de la formulation : les modes sont les solutions
propres au régime libre, et ne sont donc pas adaptés pour décrire la région spatio-temporelle où le régime
est forcé.
 Le cas d'un guide ouvert pose diﬀérents problèmes, encore une fois à cause du caractère modal de la for-
mulation : incomplétude de la famille modale, relations d'orthogonalité non assurées, et problème pratique
de construction d'une méthode numérique précise et ﬁable pour calculer la famille modale (cf. Chapitre 2).
Cette partie se propose d'étudier deux formulations alternatives dans le but de comparer leurs points forts et
points faibles avec la formulation kn (ω, θ) . La première, par ondes partielles, évite toutes ces diﬃcultés (Cha-
pitre 1), et la seconde, modale, en évite certaines (Chapitre 2). Le point commun de départ est d'utiliser une
10
11
milieu semi-infini, ou vide
milieu semi-infini, ou vide
Figure 1  Schéma en coupe du milieu stratiﬁé. l, m et n sont respectivement les trois vecteurs unitaires
selon les axes x, y et z.
transformation de Fourier sur les dimensions spatiales du plan de manière à traiter simplement l'anisotropie
3D, tout en conservant la causalité.
Description du problème : considérons un milieu stratiﬁé constitué d'un assemblage de milieux homo-
gènes, d'extention inﬁnie dans le plan (xOy), et dont les interfaces sont toutes suivant ce même plan (xOy).
On appelle l, m et n les vecteurs unitaires des axes x, y et z. Ce milieu stratiﬁé est décrit en ﬁgure 1. Chaque
couche peut être un milieu solide, éventuellement anisotrope et dissipatif, ou un ﬂuide non dissipatif, ou
encore le vide. Dans un souci de concision, les équations de propagation et de continuité dans chacun des
milieux seront dans un premier temps celles de milieux solides non dissipatifs. Nous traiterons par la suite le
cas de deux lois de dissipation courramment utilisées : la loi de Kelvin-Voigt et la loi Hystérétique [40, 41].
Le cas de milieux ﬂuides sera traité dans le Chapitre 1.
Au sein du milieu β, l'équation d'onde [2] s'écrit :
ρβ ∂
2
t u(x, z, t)− (∇
β∇) u(x, z, t) = fβ(x, z, t), pour t > 0,
u(x, z, t) = 0, pour t < 0,
σz(x, z, t) = (n
β∇) u(x, z, t),
(1)
où ρβ est la densité et
β est un opérateur bilinéaire, déﬁni dans les références [5, 6, 26, 45], qui dépend des
constantes élastiques c(β)ijkm et qui transforme deux vecteurs de taille 3 en une matrice de taille 3× 3 :
(a
β b)im = c(β)ijkm aj bk. (2)
Le champ fβ a la dimension d'une force volumique, et sera appelé source volumique. On appelle η =
( uT σTz )
T le vecteur d'état de taille 6 (cf. [75]). Les conditions de continuité à l'interface β, entre les
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milieux β et β + 1, s'écrivent, en présence d'un terme source d'interface σβ :
η(x, z+β , t)− η(x, z−β , t) =
(
0
σβ(x, t)
)
. (3)
Le champ σβ a la dimension d'une force surfacique, c'est-à-dire d'une contrainte, et sera appelé source
surfacique. Bien entendu, en l'absence de source, la relation (3) exprime la continuité de η au travers de
l'interface β. Faisons remarquer que σβ cache une déﬁnition, arbitraire, qui privilégie les cas d'interfaces
solide / solide ou solide / vide au détriment des cas solide / ﬂuide, ﬂuide / ﬂuide et ﬂuide / vide. Ceci sera
discuté dans le paragraphe 1.2.
Convention de notations dans les diﬀérents espaces duaux : les champs seront notés en minuscule
dans l'espace physique. Les majuscules seront utilisées dans le domaine de Laplace t → s (ou, plus occa-
sionnellement, dans le domaine de Fourier t→ ω dual au temps). Le symboleˆdésignera une transformée de
Fourier (x, z)→ K sur les trois variables spatiales, et le symbole˜désignera une transformée de Fourier x→ k
sur les variables spatiales du plan. Pour résumer, le vecteur d'état η(x, z, t) sera noté dans les principaux
espaces duaux : ηˆ(K, t), η˜(k, z, t), H˜(k, z, s), H(x, z, s).
Tenseurs fondamentaux : gu,u désigne le tenseur de Green de taille 3× 3 tel que u = gu,u ∗ fβ , gσα,u =
(α ∇) gu,u le tenseur de contraintes associé, également de taille 3 × 3, tel que σα = gσα,u ∗ fβ , et g =
( gTu,u g
T
σz,u
)T qui est le tenseur de taille 6× 3 tel que η = g ∗ fβ . On peut, de manière équivalente, déﬁnir
le tenseur de Green par les continuités et discontinuités qu'il engendre au voisinage du point source. Dans
le formalisme de la théorie des potentiels (cf. [13] par exemple), le tenseur gu,u est également le  noyau
de simple couche . Considérons une frontière inﬁniement ﬁne Γ. On notte ξΓ les points de cette frontière
(ξΓ ≡ ξ ∈ Γ), α (ξΓ) un vecteur unitaire normal à Γ, fs (ξΓ) un terme source (potentiel de simple couche)
distribué sur cette frontière, et ε > 0 un scalaire inﬁnitésimal. On note également ξ±Γ les points situés de part
et d'autre de la frontière : ξ+Γ = ξΓ + εα (ξΓ) et ξ
−
Γ = ξΓ − εα (ξΓ). Alors le champ us = gu,u ∗ fs vériﬁe
au travers de Γ : {
us
(
ξ+Γ
)− us (ξ−Γ ) = 0
σs,α
(
ξ+Γ
)− σs,α (ξ−Γ ) = −fs (ξΓ) . (4)
Suivant la théorie des potentiels, on déﬁnit également le tenseur  noyau de double couche  gu,σα =
gu,u (∇ α) et le tenseur des contraintes associé gσα1 ,σα2 = (α1 ∇) gu,u (∇ α2). Ces tenseurs prendront
tout leur sens dans la partie II. En reprenant les notations du paragraphe précédent et en appelant cette
fois fd (ξΓ) le terme source (potentiel de double couche) distribué sur Γ, alors gu,σα est tel que le champ
ud = gu,σα ∗ fd soit solution de l'équation d'onde (1,3) et vériﬁe au travers de Γ [13, 59, 60] :{
ud
(
ξ+Γ
)− ud (ξ−Γ ) = fd (ξΓ)
σd,α
(
ξ+Γ
)− σd,α (ξ−Γ ) = 0. (5)
Les continuités et discontinuités dans les relations (4) et (5) doivent se comprendre au sens de la partie
régulière des champs de déplacement et de contrainte. En eﬀet, ces champs contiennent également des parties
singulières en ε = 0, qui seront rapidement discutées en partie II.
La convention utilisée concernant les variables des tenseurs g.,. (ξr,ξe, tr, te) est la suivante : les variables de
droite, indicées  e  (ξe et te), se rapportent aux coordonnées d'émission, et que les variables de gauche,
indicées  r  (ξr et tr), se rapportent aux coordonnées de réception. Du fait de l'invariance selon x, les
tenseurs g.,. vériﬁent g.,. (ξr,ξe, tr, te) = g.,. (xr − xe, zr, ze, tr, te) .
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Par commodité, l'indice β sera la plupart du temps omis et ne sera précisé que pour éviter les ambigüités.
Rappel des propriétés de l'opérateur  : les symétries du tenseur des rigidités se traduisent par
(b  a) = (a  b)T , (6)
(a  b) c = (a  c) b, (7)
et
∀a ∈ R3 \ {0} , (a  a) est syme´trique de´finie positive. (8)
La propriété (8) sera largement utilisée, car la matrice (n  n) et son inverse seront très présentes. Cette
propriété se perd lorsque l'on considère un ﬂuide, pour lequel les seuls coeﬃcients élastiques non nuls sont
cij = ρ c
2, i, j = 1, 2, 3. Par contre, (a  b) avec a⊥b n'est pas inversible (elle est toujours de rang 2).
Donnons l'expression des trois matrices qui interviennent dans le calcul de la contrainte normale σz :
cas ge´ne´ral cas orthotrope (xOy) cas isotrope
(n  l) =
 c15 c56 c55c14 c46 c45
c13 c36 c35

 0 0 c550 0 0
c13 0 0

 0 0 µ0 0 0
λ 0 0
 ,
(n m) =
 c56 c25 c45c46 c24 c44
c36 c23 c34

 0 0 00 0 c44
0 c23 0

 0 0 00 0 µ
0 λ 0
 ,
(n  n) =
 c55 c45 c35c45 c44 c34
c35 c34 c33

 c55 0 00 c44 0
0 0 c33

 µ 0 00 µ 0
0 0 λ+ 2µ
 .
(9)
Enﬁn, donnons l'expression de trois matrices à partir desquelles, des matrices (9) et de la symétrie (6),
n'importe quelle matrice (a  b) peut être obtenue :
cas ge´ne´ral cas orthotrope (xOy) cas isotrope
(l  l) =
 c11 c16 c15c16 c66 c56
c15 c56 c44

 c11 0 00 c66 0
0 0 c44

 λ+ 2µ 0 00 µ 0
0 0 µ
 ,
(m m) =
 c66 c26 c46c26 c22 c24
c46 c24 c44

 c66 0 00 c22 0
0 0 c44

 µ 0 00 λ+ 2µ 0
0 0 µ
 ,
(l m) =
 c16 c12 c14c66 c26 c46
c56 c25 c45

 0 c12 0c66 0 0
0 0 0

 0 λ 0µ 0 0
0 0 0
 .
(10)
Chapitre 1
Approche par ondes partielles
La méthode des ondes partielles consiste à appliquer des transformations intégrales au temps et aux di-
mensions spatiales du plan (xOy) de manière à transformer les systèmes (1, 3) en une inﬁnité de systèmes
d'équations diﬀérentielles ordinaires en z. Chacun des systèmes est indépendant des autres. A variables spec-
trales ﬁxées, les équations sont résolues dans chacune des couches prise séparément des autres sur la base
des ondes partielles (ou ondes de volume), puis les conditions de continuité aux interfaces entre les couches
permettent de raccorder ces solutions partielles. Enﬁn, les transformations inverses sont eﬀectuées numéri-
quement pour obtenir la solution dans l'espace physique. Les travaux de Thomson [86] et Haskell [35] sont
généralement considérés comme les premiers travaux s'intéressant à un milieu stratiﬁé arbitraire et adoptant
une stratégie de résolution entièrement numérique. Ces deux publications sont considérées comme fondatrices
pour l'usage numérique de la matrice de transfert dans l'approche par ondes partielles. De nombreux travaux
ont été menés par la suite dans le but de rendre ces méthodes numériques les plus stables et les plus rapides
possibles (voir par exemple l'article de synthèse bibliographique [53]). Nous tenons [74] pour une référence
concernant les détails de l'implémentation numérique. L'enjeu pour la plupart était de calculer et d'étudier
les modes propres du milieu stratiﬁé, en régime harmonique, et éventuellement de calculer, grâces à la base
modale, le champ rayonné par une source donnée. Cependant, l'obtention et l'utilisation de la base modale
n'est pas toujours facile - ceci fera l'objet du Chapitre 2 - et il est donc important de pouvoir résoudre l'équa-
tion d'onde sans se servir des modes propres. Avec l'approche par ondes partielles, ceci est malaisé à cause
du régime harmonique. En eﬀet, le contour d'intégration peut passer arbitrairement près des singularités de
l'intégrande, ce qui a pour conséquence que le coût numérique n'est pas contrôlé. La solution à ce problème
est de déformer le contour d'intégration dans le plan complexe, soit pour le nombre d'onde [30], soit pour la
fréquence [66, 92]. Cela revient à prendre des fréquences complexes, c'est-à-dire à travailler avec des transfor-
mées de Laplace plutôt que des transformées de Fourier. Curieusement, à notre connaissance, ces techniques
sont relativement peu utilisées par la communauté mécanicienne alors qu'elles permettent de résoudre le cas
général tout en assurant un coût numérique parfaitement contrôlé et compétitif vis à vis des méthodes mo-
dales (quand ces dernières fonctionnent). Selon les communautés, la méthode porte également le nom de Fast
Field Program [94] (acoustique sous-marine et atmosphérique), wavenumber integration technique, discrete
wavenumber method [16] (en sismique).
Ce chapitre commence par la résolution de l'équation d'ondes en milieu inﬁni dans l'espace dual (k, z, s) ,
où k est la variable duale de x par transformation de Fourier et s la variable duale de t par transformation
de Laplace. Le cas général de sources volumiques est détaillé. Une attention particulière est donnée à la
démonstration du  tri  des ondes partielles existant dans chaque couche. Ce tri est rendu particulièrement
simple par la transformée de Laplace, alors que la formulation classique  en ω  doit discriminer les ondes
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partielles propagatives des ondes partielles hétérogènes et évanescentes. Dans un second temps le système
prenant en compte les interactions entre les couches est construit. La  Matrice Globale  est choisie en
raison de son caractère général et des optimisations qu'elle permet de réaliser pour la Partie II. Les transfor-
mations inverses sont commentées, en particulier la transformation numérique inverse de Laplace qui est peu
couramment utilisée dans la communauté de CND et qui recèle quelques subtilités techniques. Le chapitre se
termine par des exemples représentant diverses situations d'intérêt en CND de manière à mettre en valeur
la polyvalence et la performance de la méthode. En particulier, nous soulignons la conséquence de la non
causalité du modèle dissipatif hystérétique courramment employé.
1.1 Tenseur de Green transitoire d'un milieu inﬁni
1.1.1 Démonstration du tri des ondes planes montantes et descendantes
Plaçons-nous dans la couche d'indice β en ignorant pour l'instant qu'elle est bornée par une ou deux interfaces.
Par commodité, nous omettons pour le moment l'indice β. Appliquons une transformation de Fourier 3D aux
variables spatiales : (x, z)→ K = (k, kz) :
gˆuˆ,uˆ (t) =
˚
R3
gu,u (x, z, t) exp
(
ikT x + i kz z
)
dxdz. (1.1)
L'équation de Green associée à l'équation d'onde (1) devient :
ρ ∂2t gˆuˆ,uˆ (t) + (K K) gˆuˆ,uˆ (t) = δ (t) I. (1.2)
Si K = 0 (mouvement de corps rigide), alors gˆuˆ,uˆ(t) = ρ−1 r(t) I, où r est la fonction rampe telle que r (t) = 0
si t < 0 et r (t) = t si t > 0. Si K 6= 0 alors (K K) est une matrice réelle symétrique déﬁnie positive et
admet donc trois valeurs propres strictement positives ω2i > 0, dont les vecteurs propres associés sont notés
Pi, tels que :
(K K) = ρP diag
16i63
(
ω2i
)
PT. (1.3)
P = [P1, P2, P3] est la matrice des polarisations et PT est sa transposée. La solution de l'équation (1.2) est
gˆuˆ,uˆ(t) = P diag
16i63
(
h (t) sin (ωi t)
ρωi
)
PT, (1.4)
où h est l'échelon unité de Heaviside. Maintenant que nous connaissons les solutions de l'équation (1.2),
appliquons une transformation de Laplace : t→ s, avec Re (s) > 0 :
GˆUˆ,Uˆ (s) =
ˆ +∞
0−
gˆuˆ,uˆ(t) exp (−s t) dt. (1.5)
La fonction rampe et la fonction sinus ont pour transformées s−2 et
(
1 + s2
)−1
, qui sont holomorphes dans le
demi-plan complexe Re (s) > 0 et qui possèdent des pôles situés sur l'axe imaginaire. La solution de l'équation
d'onde dans l'espace dual (k, z, s) est :
GˆUˆ,Uˆ = Aˆ
−1, avec Aˆ = ρ s2 I + (K K) . (1.6)
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Cherchons à eﬀectuer analytiquement la transformations de Fourier inverse suivant z :
G˜U˜,U˜ (z) =
1
2pi
ˆ +∞
−∞
GˆUˆ,Uˆ (kz) exp (−i kz z) dkz. (1.7)
D'après le théorème des résidus, ceci revient à trouver les zéros de det
(
Aˆ
)
dans le plan complexe, en fonction
de kz. Nous nous proposons donc de trouver les racines de :
det(Aˆ) = det
(
ρs2I + k2z (n  n) + kz ((k  n) + (n  k)) + (k  k)
)
, (1.8)
qui est une fonction polynomiale (polynôme de Christoﬀel) du troisième degré en s2 et du sixième degré en
kz, à coeﬃcients réels. Les variables, kx, ky et s étant ﬁxées, det(Aˆ) admet exactement 6 racines complexes,
notées kz,j pour j = 1..6.
Démontrons dans un premier temps qu'une racine kz,j ne peut pas être réelle. Pour cela procédons par l'ab-
surde : supposons que kz,j0 est une racine réelle. Comme vu précédemment, k
2
z,j0
(n  n)+kz,j0 ((k  n) + (n  k))+
(k  k) est une matrice symétrique réelle déﬁnie positive :
det(Aˆ) = det
(
ρ s2 I + ρP diag
16j63
(
ω2j
)
PT
)
, (1.9)
et donc encore :
det(Aˆ) = ρ
(
ω21 + s
2
) (
ω22 + s
2
) (
ω23 + s
2
)
. (1.10)
La relation (1.10) nous montre que det(Aˆ) ne s'annule alors que pour s = ±iωj . Or, par hypothèse, nous
nous plaçons dans le demi-plan complexe Re (s) > 0, ce qui rend impossible det(Aˆ) = 0. Nous venons donc
de démontrer que toute racine kz,j de det(Aˆ) est nécessairement à partie imaginaire non nulle.
Démontrons à présent qu'il y a toujours 3 racines à partie imaginaire strictement positive et 3 racines à partie
imaginaire strictement négative. Comme det(Aˆ) est une fonction continue de s dans le demi-plan Re (s) > 0,
kz,j sont à leur tour six fonctions continues de s. Nous venons de démontrer que leur partie imaginaire ne
s'annule jamais : il y a donc toujours le même nombre de racines à partie imaginaire positive ou négative.
Prenons le cas particulier Im (s) = 0 : det(Aˆ), tel que le montre la relation (1.8), est à coeﬃcients réels. Ses
racines sont donc complexes conjuguées : 3 sont à partie imaginaire strictement positive et 3 sont à partie
imaginaire strictement négative, ce qui clôt la démonstration.
Nous pouvons à présent trier et nommer sans ambigüité les racines :
Im (kz,j) > 0, j = 1, 2, 3 : ondes montantes
Im (kz,j) < 0, j = 4, 5, 6 : ondes descendantes.
(1.11)
Nous allons calculer la transformation inverse (1.7) en intégrant sur un demi-cercle de rayon tendant vers
l'inﬁni, comme décrit dans la ﬁgure 1.1. Supposons z > 0 : nous choisissons le contour en trait continu rouge.
Ce contour étant fermé, le théorème des résidus donne :
ˆ +R
−R
GˆUˆ,Uˆ (kz) e
−i kz z dkz +
ˆ pi
0
GˆUˆ,Uˆ
(
Rei θ
)
e−iRe
i θ z R i θdθ = 2 ipi
∑
Re´sidus. (1.12)
Les résidus sont la contribution des pôles. Notons que seuls 3 parmi les 6 sont à considérer, le choix se faisant
suivant le signe de la partie imaginaire de kz,j . Ceci justiﬁe donc les dénominations  onde montante  et
 onde descendante  introduites dans la déﬁnition (1.11). Dans l'équation (1.12), la première intégrale tend
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−R 0 R
−i R
i R
kz,1kz,2
kz,3
kz,4
kz,5
kz,6
z<0
z>0
Re(kz )
Im(kz )
Figure 1.1  Suivant le signe de z, le demi-cercle en trait continu rouge ou traits pointillés verts est choisi
pour fermer le contour d'intégration (1.7). Trois pôles parmi les six contribuent. Ils correspondent aux ondes
montantes (z < 0, j = 1, 2, 3) ou descendantes (z > 0, j = 4, 5, 6).
vers la transformée de Fourier inverse que nous cherchons à calculer. Montrons que la seconde intégrale tend
vers O.
D'après la relation (1.6), GˆUˆ,Uˆ est équivalent à k
−2
z (n  n)−1 lorsque |kz| → ∞. Donc, pour |kz| suﬃsamment
grand, nous pouvons borner
∣∣∣GˆUˆ,Uˆ (kz)∣∣∣ < ∣∣∣Gˆ(0)Uˆ,Uˆ∣∣∣ |kz|−2, avec Gˆ(0)Uˆ,Uˆ un certain tenseur indépendant de kz.
D'autre part, grâce au choix du contour, nous pouvons borner l'exponentielle par 1. On a alors∣∣∣∣ 12pi
ˆ pi
0
GˆUˆ,Uˆ
(
Rei θ
)
e−iRe
i θ z R i θdθ
∣∣∣∣ 6 12R ∣∣∣Gˆ(0)Uˆ,Uˆ∣∣∣ , (1.13)
qui tend vers O lorsque le rayon du cercle tend vers l'inﬁni. Si maintenant nous supposons z < 0, nous
pouvons utiliser le contour en traits pointillés verts pour borner l'exponentielle. Il ne nous reste plus qu'à
calculer les résidus grâce aux kz,j trouvés précédemment.
En réalité, nous ne calculons ni les kz,j ni les résidus de la manière que cette démonstration laisse supposer.
Ces détails techniques font l'objet du paragraphe suivant. Admettons pour le moment les résultats suivants :
G˜U˜,U˜ (z) =
 H+ E+ (z) Q+−H−E− (z) Q− z < 0z > 0 (1.14)
où l'on a introduit la matrice de polarisations, de taille 6x6 :
H =
[
H+ H−
]
, (1.15)
H+ =
[
ξj
]
j=1..3
, (1.16)
H− =
[
ξj
]
j=4..6
, (1.17)
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le propagateur, de taille 6x6 :
E (z) =
[
E+ (z) O
O E− (z)
]
, (1.18)
E+ (z) = diag
16j63
(exp (−i kz,j z)) , (1.19)
E− (z) = diag
46j66
(exp (−i kz,j z)) , (1.20)
et la matrice des coeﬃcients sur la base des ondes de volume Q = [ (Q+)T (Q−)T]T , de taille 6x3, qui
vériﬁe :
H Q =
(
O
−I
)
. (1.21)
Nous sommes à présent en mesure de traiter le cas d'une source ponctuelle selon z :
fβ (x, z, t) ≡ δ (z) ψβ (x, t) . (1.22)
En eﬀet, en introduisant le vecteur Φ = ( (Φ+)T (Φ−)T )T des coeﬃcients sur la base des ondes de volume :
Φ+ = Q+ Ψ˜β
Φ− = Q− Ψ˜β
(1.23)
le vecteur d'état cherché prend la forme :
H˜ (z) =
 H+ E+ (z) Φ
+
−H−E− (z) Φ−
z < 0
z > 0.
(1.24)
1.1.2 Méthode numérique pour obtenir les ondes de volumes
Les nombres d'ondes kz,j et la matrice des polarisations (1.15) peuvent être obtenus à partir des équations
ci-dessus. Cependant il est numériquement beaucoup plus commode de les obtenir par diagonalisation de la
matrice de Stroh [52, 79]. Celle-ci est déﬁnie en écrivant le système d'équations diﬀérentielles (1) dans l'espace
(k, z, s) et en choisissant le tenseur d'état G˜ :
∂zG˜ = MStroh G˜− δ (z)
(
O
I
)
, (1.25)
MStroh =
[
i (n  n)−1 (n  n)−1
ρ s2 I + (k  k)− (k  n) (n  n)−1 (n  k) i (k  n) (n  n)−1
]
. (1.26)
La matrice MStroh étant constante, les solutions de l'équation (1.25) s'expriment simplement si de plus
MStroh est diagonalisable. D'après le paragraphe précédent, nous avons trouvé six solutions linéairement
indépendantes à l'équation homogène associée. Chacune de ces solutions est un système propre de iMStroh.
Par conséquent, et avec ces notations,
iMStroh = H diag
16j66
(kz,j) H
−1, (1.27)
et nous retrouvons les formules (1.24-1.21). C'est cette relation (1.27) qui est exploitée dans la pratique pour
obtenir H et kz,j .
CHAPITRE 1. APPROCHE PAR ONDES PARTIELLES 19
Cas d'un milieu solide isotrope non dissipatif : Donnons sans démonstration l'expression des nombres
d'onde et des polarisations dans le cas d'un tel milieu caractérisé par sa densité ρ, la célérité de ses ondes
longitudinales cL et la célérité de ses ondes transversales cT :
kz,1 = i
√
s2 c−2L + k2x + k2y, kz,4 = −%,
kz,2 = i
√
s2 c−2T + k2x + k2y, kz,5 = −%,
kz,3 = i
√
s2 c−2T + k2x + k2y, kz,6 = −%,
(1.28)
ξ1 =

i kx ρ
−1 s−2
i ky ρ
−1 s−2
i kz,1 ρ
−1 s−2
2 c2T s
−2 kz,1 kx
2 c2T s
−2 kz,1 ky
−1− 2 c2T s−2 k2

, ξ4 =

%
%
−%
−%
−%
%

,
ξ2 =

i kx ρ
−1 s−2
i ky ρ
−1 s−2
−ik2 k−1z,2 ρ−1 s−2
− (1 + 2 c2T s−2 k2) kx k−1z,2
− (1 + 2 c2T s−2 k2) ky k−1z,2
−2 c2T s−2 k2

, ξ5 =

%
%
−%
−%
−%
%

,
ξ3 =

−i ky ρ−1 s−2
i kx ρ
−1 s−2
0
c2T s
−2 kz,3 ky
c2T s
−2 kz,3 kx
0

, ξ6 =

%
%
0
−%
−%
0

.
(1.29)
L'indice 1 (et 4) correspond à l'onde de compression, les indices 2 et 3 (et 5, 6) correspondent aux deux ondes
de cisaillement.
Cas d'un milieu ﬂuide non visqueux : Dans le cas d'un milieu ﬂuide caractérisé par une densité ρ et
une célérité cf les variables d'état sont généralement la pression et la vitesse particulaire. Cependant, aﬁn
d'adopter une notation uniﬁée et d'écrire par la suite les équations de continuités aux interfaces de manière
simple, il est commode de continuer à utiliser le vecteur d'état H˜ (z). Dans ce paragraphe nous résolvons
l'équation d'onde vériﬁée par la pression, puis nous en déduisons l'expression de H˜ (z).
Dans l'espace physique, la pression p du ﬂuide soumis à un champ volumique de forces f vériﬁe l'équation
d'onde [18] :
∂2t p− c2f 4p = c2f∇.f . (1.30)
Ecrivons l'équation de Green associée à (1.30) dans l'espace (k, z, s) :
s2 P˜ + c2f k
2 P˜ − c2f ∂2z P˜ = c2f δ (z) . (1.31)
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Cette équation (1.31) a pour solution :
P˜ (z) =
 i2 kz,1 e−i kz,1 zi
2 kz,1
e−i kz,2 z
z < 0
z > 0,
(1.32)
avec
kz,1 = i
√
s2 c−2f + k2
kz,2 = −i
√
s2 c−2f + k2
(1.33)
les nombres d'ondes de l'onde montante (indice 1) et de l'onde descendante (indice 2). A présent, convoluons
(1.32) par ∇.f pour obtenir la solution souhaitée :
P˜ (z) =

kx Ψ˜x+ky Ψ˜y+kz,1 Ψ˜z
2 kz,1
e−i kz,1 z
kx Ψ˜x+ky Ψ˜y−kz,1 Ψ˜z
2 kz,1
e−i kz,2 z
z < 0
z > 0.
(1.34)
Utilisons les relations ρ ∂2t u = −∇p + f et σz = (n ∇) u pour obtenir les polarisations au sens de H˜ (z) .
L'opérateur  est particulièrement simple pour un ﬂuide, et les matrices (n  k) et (n  n) peuvent se calculer
à partir de (9) moyennant les substitutions λ→ ρ c2f et µ→ 0 :
(n  k) =
 0 0 00 0 0
ρ c2f kx ρ c
2
f ky 0
 , (1.35)
(n  n) =
 0 0 00 0 0
0 0 ρ c2f
 . (1.36)
Nous obtenons ainsi l'expression des vecteurs polarisations, valables à une constante multiplicative près :
ξj =

i kx
ρ s2
i ky
ρ s2
i kz,j
ρ s2
0
0
−1

. (1.37)
Nous pouvons à présent déﬁnir une matrice des polarisations de taille 6x2, Hf =
[
ξ1 ξ2
]
, un pro-
pagateur diagonal de taille 2x2, Ef (z) = diag
16j62
(exp(−i kz,j z)), et un vecteur de coeﬃcients de taille 2,
Φf = ( Φ
+
f Φ
−
f
)T. Avec ces notations :
H˜ (z) =
 Φ
+
f e
−i kz,1 z ξ1
−Φ−f e−i kz,2 z ξ2
z < 0
z > 0,
(1.38)
avec (
Φ+f
Φ−f
)
= − 1
2 kz,1
(
kx/ξ1,6 ky/ξ1,6 kz,1/ξ1,6
−kx/ξ2,6 −ky/ξ2,6 kz,1/ξ2,6
)
Ψ˜β . (1.39)
Ces deux dernières relations (1.38-1.39) sont valables quels que soient les facteurs multiplicatifs avec lesquels
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xy
z
fz = zmax
z = zmin H(z)    ~
Figure 1.2  Une source volumique délimite trois régions de l'espace : z 6 zmin, zmin < z < zmax et
zmax 6 z.
sont déﬁnies les polarisations ξ1 et ξ2. La présence du terme source produit en z = 0 une discontinuité de la
contrainte normale et du déplacement. Ces sauts valent, pour U˜z et Σ˜zz :
U˜z
(
0+
)− U˜z (0−) = −i ρ−1 s−2 (kx Ψ˜x + ky Ψ˜y) , (1.40)
Σ˜zz
(
0+
)− Σ˜zz (0−) = Ψ˜z. (1.41)
1.1.3 Champ rayonné par une source volumique
Comme représenté sur la ﬁgure 1.2, la source délimite trois régions de l'espace : deux régions extérieures à la
source, pour lesquelles le vecteur des coeﬃcients Φ est constant et la propagation est exponentielle, et une
région intérieure, pour laquelle Φ (z) dépend de l'altitude.
 Si z 6 zmin, Φ = ( (Φ+)T 0T )T et seules les ondes montantes contribuent :
H˜ (z) = H+ E+ (z − zmin) Φ+ (zmin) . (1.42)
 Si z > zmax, Φ = ( 0T (Φ−)T )T et seules les ondes descendantes contribuent :
H˜ (z) = −H−E− (z − zmax) Φ− (zmax) . (1.43)
 Si zmin < z < zmax, toutes les ondes contribuent :
H˜ (z) = H+ Φ+ (z)−H−Φ− (z) , (1.44)
avec
Φ+ (z) = −
ˆ z
zmax
E+ (zmax − ζ) Q+ F˜ (ζ) dζ, (1.45)
Φ− (z) =
ˆ z
zmin
E− (zmin − ζ) Q− F˜ (ζ) dζ. (1.46)
Il y a donc 18 convolutions à calculer. Dans cette thèse plusieurs cas ont été considérés, certains permettant
une convolution analytique, comme le cas d'une source invariante le long d'un segment incliné (pour modéliser
grossièrement un transducteur oblique), ou le cas d'une source invariante le long d'une porte triangulaire (pour
construire un élément, cf. 3.3). Le cas général a également été traité et résolu par intégration numérique grâce
à la méthode des trapèzes. La conclusion est que l'impact en temps de calcul est tout à fait acceptable, à
condition de garder en mémoire Φ+ (zmin), Φ
− (zmax), ainsi que les étapes du calcul des convolutions (1.45-
1.46) qui permettent ensuite de calculer H˜ (z) à n'importe quelle altitude à coût très faible. Ces tests de
performances ont été faits jusqu'à 1500 points de discrétisation des 18 convolutions, ce qui est en général
largement suﬃsant.
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1.1.4 Tenseurs gu,σα et gσα1 ,σα2
Rappelons que le tenseur gu,σα , appelé  noyau de double couche , est déﬁni par les discontinuité et continuité
des parties régulières des champs de déplacement et de contrainte au voisinage d'une source inﬁniement ﬁne,
déﬁnie sur une ligne de vecteur normal α (voir la déﬁnition (5)). Dans le cas où α = n, c'est-à-dire dans le
cas d'une ligne source horizontale, on peut simplement modiﬁer la déﬁnition (1.21) de la matrice Q par :
H QΣ˜z =
(
I
O
)
. (1.47)
Ceci permet de considérer non seulement un potentiel de double couche horizontal situé à l'intérieur d'une
couche, mais également à l'interface entre deux couches.
Dans le cas général, l'expression du tenseur de Green étant établie, G˜U˜,Σ˜α et G˜Σ˜α1 ,Σ˜α2 s'obtiennent par
post-traitement de G˜U˜,U˜, en multipliant  à droite  par le transposé de l'opérateur de contrainte normale
selon α (voir par exemple les articles [13, 59, 60]). Si l'on appelle qTj les 6 lignes de la matrice des coeﬃcients
Q, alors on construit
qT
j,Σ˜α
= −iqTj [(k α) + kz,j (n α)] (1.48)
et on déﬁnit les matrices
QΣ˜α =
[
Q+
Σ˜α
Q−
Σ˜α
]
, (1.49)
Q+
Σ˜α
=
[
qT
j,Σ˜α
]
j=1..3
, (1.50)
Q−
Σ˜α
=
[
qT
j,Σ˜α
]
j=4..6
. (1.51)
D'une manière similaire, si l'on appelle
D =
[
D+ D−
]
, (1.52)
D+ =
(
I O
)
H+, (1.53)
D− =
(
I O
)
H−, (1.54)
et dj les 6 colonnes de D (qui ne sont autres que les 3 composantes en déplacement de chacun des 6 vecteurs
polarisation), alors on construit
dj,Σ˜α = −i [(α  k) + kz,j (α  n)] dj (1.55)
et on déﬁnit les matrices
DΣ˜α =
[
D+
Σ˜α
D−
Σ˜α
]
, (1.56)
D+
Σ˜α
=
[
dj,Σ˜α
]
j=1..3
, (1.57)
D−
Σ˜α
=
[
dj,Σ˜α
]
j=4..6
. (1.58)
Avec ces notations,
G˜U˜,Σ˜α (z) =
 D+ E+ (z) Q
+
Σ˜α
−D−E− (z) Q−
Σ˜α
z < 0
z > 0,
(1.59)
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xy
z
σβ
β
β+1
β-1
z = zβ
z = zβ-1
Hβ+Eβ (z-zβ)+ Aβ+
-Hβ- Eβ (z-zβ-1)- Aβ-
Hβ    (z)inc~
Figure 1.3  Champs dans la couche β. Le terme source fβ produit un champ incident H˜incβ (z) et chaque inter-
face est considérée comme une source secondaire qui produit à son tour un champ réﬂéchi H+β E
+
β (z − zβ) A+β
(interface du bas) ou −H−β E−β (z − zβ−1) A−β (interface du haut).
G˜Σ˜α1 ,Σ˜α2
(z) =
 D
+
Σ˜α1
E+ (z) Q+
Σ˜α2
−D−
Σ˜α1
E− (z) Q−
Σ˜α2
z < 0
z > 0.
(1.60)
Dans la Partie II, il sera nécessaire de calculer le champ de déplacement ou de contrainte rayonné par une
distribution volumique de  potentiels de double couche , notée fd. Ces champs s'obtiennent dans l'espace
(k, z, s) par convolutions de l'opérateur G˜u,Σ˜α (1.59) ou G˜Σ˜α1 ,Σ˜α2 (1.60) avec F˜d. Les formules à évaluer sont
similaires à celles établies dans le paragraphe 1.1.3 moyennant les substitutions Q→ QΣ˜α et H→ DouDΣ˜α .
Pour clore ce paragraphe, notons que par linéarité, et en ignorant les lignes et colonnes redondantes, n'importe
quelle composante du champ de déplacement ou de contrainte produit par un terme source mixte (constitué
d'une combinaison linéaire de potentiel de simple et de double couche) peut s'obtenir en travaillant avec une
matrice de polarisations de taille 9× 6, que nous appellerons H(U˜ Σ˜), et une matrice de coeﬃcients d'ondes
de volume de taille 6× 9, que nous appellerons Q(U˜ Σ˜).
1.2 Tenseur de Green transitoire d'un milieu stratiﬁé
Prenons à présent en compte que la couche numéro β est bornée. Comme le décrit la ﬁgure 1.2, considérons
les interfaces qui bornent cette couche comme des termes sources dont les amplitudes A+β et A
−
β sur la base
des ondes de volume pouvant exister dans le milieu inﬁni β restent à déterminer. Faisons de même dans
toutes les autres couches. Nous pouvons écrire, pour zβ−1 < z < zβ :
H˜ (z) = H+β E
+
β (z − zβ) A+β −H−β E−β (z − zβ−1) A−β + H˜incβ (z) . (1.61)
Les cas β = 0 et β = N + 1 sont des cas particuliers. Ils correspondent au premier et au dernier milieux, qui
sont semi-inﬁnis. Dans ces cas :
H˜ (z) = H+0 E
+
0 (z) A
+
0 + H˜
inc
0 (z) si z < 0, (1.62)
H˜ (z) = −H−N+1 E−N+1 (z − zN ) A−N+1 + H˜incN+1 (z) si z > zN . (1.63)
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Écrivons à présent les relations de continuité (3) à l'interface zβ . Selon la nature des milieux en contact,
certaines des composantes de H˜ (z) sont continues. Une manière d'adopter des notations uniﬁées est :
Cβ
(
H˜
(
z+β
)
− H˜
(
z−β
))
= Cβ
(
0
Σ˜β
)
, (1.64)
où H˜
(
z+β
)
est calculé dans la couche β + 1, H˜
(
z−β
)
est calculé dans la couche β, et où Cβ est une matrice
de  masque  qui dépend de la nature de l'interface. Voici les diﬀérents cas considérés dans cette thèse :
 solide / solide : continuité de ux, uy, uz, σxz, σyz, σzz,
Cβ =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(1.65)
 solide / ﬂuide non visqueux : continuité de uz, σxz, σyz, σzz,
Cβ =

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (1.66)
 solide / vide : continuité de σxz, σyz, σzz,
Cβ =
 0 0 0 1 0 00 0 0 0 1 0
0 0 0 0 0 1
 (1.67)
 ﬂuide non visqueux / ﬂuide non visqueux : continuité de uz, σzz,
Cβ =
(
0 0 1 0 0 0
0 0 0 0 0 1
)
(1.68)
 ﬂuide non visqueux / vide : continuité de σzz,
Cβ =
(
0 0 0 0 0 1
)
. (1.69)
Rappelons à ce stade que la source d'interface (1.64) cache un choix de déﬁnition. En l'absence de modèle
physique pour ce terme source, cette déﬁnition est arbitraire et privilégie certains cas limites au détriment
d'autres. Le terme d'interface représente un terme volumique très ﬁn, mais est-il réparti équitablement entre
les deux milieux ? Est-il au contraire surtout dans l'un ou dans l'autre ? Dans cette thèse, ce choix a été
d'identiﬁer σβ à un saut de contrainte normale, de manière à considérer dans les cas solide / ﬂuide ou
solide / vide qu'une source d'interface représente par exemple un transducteur collé sur le solide, et qui
impose une contrainte normale égale à son vecteur force. Une conséquence  indésirable  est que dans le
cas d'une interface ﬂuide / ﬂuide, une source d'interface correspond donc uniquement à un saut de pression,
le déplacement normal étant supposé continu. D'après (1.40-1.41), dans ce cas ﬂuide / ﬂuide, nous n'avons
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donc considéré que la composante normale du vecteur force d'interface. Dans le cas limite d'un milieu inﬁni
ﬂuide uniforme dans lequel nous considérons une interface ﬁctive, une source d'interface ne correspond donc
pas à une source volumique en δ (z) si cette source contient une composante tangentielle.
Avec ces notations, l'ensemble des équations aux interfaces peut s'assembler sous forme d'un système linéaire
de type  Matrice Globale  [53] dont le second membre est constitué par les diﬀérents termes sources :
MGlob

...
A−β−1
A+β−1
A−β
A+β
A−β+1
A+β+1
...

=

...
Cβ−1
((
0
Σ˜β−1
)
− H˜incβ−1 (zβ−1) + H˜incβ (zβ−1)
)
Cβ
((
0
Σ˜β
)
− H˜incβ (zβ) + H˜incβ+1 (zβ)
)
...

, (1.70)
MGlob =

. . . (ze´ros)
m−, basβ−1 m
+, bas
β−1 m
−, haut
β m
+, haut
β
m−, basβ m
+, bas
β m
−, haut
β+1 m
+, haut
β+1
(ze´ros)
. . .
 , (1.71)
m−, basβ−1 = −Cβ−1 H−β−1 E−β−1 (z − zβ−1)
m+, basβ−1 = Cβ−1 H
+
β−1
m−, hautβ = Cβ−1 H
−
β
m+, hautβ = −Cβ−1 H+β E+β (z − zβ−1)
m−, basβ = −Cβ H−β E−β (z − zβ)
m+, basβ = Cβ H
+
β
m−, hautβ+1 = Cβ H
−
β+1
m+, hautβ+1 = −Cβ H+β+1 E+β+1 (z − zβ) .
(1.72)
Notons que pour construire et résoudre le système il n'est nécessaire de calculer les champs incidents produits
par les sources volumiques de chaque couche qu'aux altitudes des interfaces qui bornent cette couche. Ainsi,
une source volumique complexe nécessitant une convolution numérique n'aura qu'un impact relativement li-
mité sur le temps de calcul. Notons également que pour construire la matrice globale, seules des exponentielles
décroissantes sont à calculer. Ceci est dû au fait que, grâce à l'écriture (1.61), les coeﬃcients des ondes de
volume sont déﬁnis dans chaque couche par rapport à l'interface supérieure pour les ondes descendantes, et à
l'interface inférieure pour les ondes montantes. En conséquence, le calcul numérique est inconditionnellement
stable, quel que soit le produit fréquence-épaisseur [74].
En dernier commentaire : on trouve dans la littérature [53] les approches par  Matrice de transfert ,
 Matrice d'impédance de couche , et d'autres variantes pour calculer les coeﬃcients A±β . Ces approches
ont été développées dans le but de calculer des courbes de dispersion, en régime fréquentiel. Concernant le
calcul de champ, elles peuvent permettre de gagner en temps de calcul lorsque le milieu stratiﬁé contient un
assez grand nombre de couches. Cependant, ce gain se fait au prix de restrictions sur la conﬁguration des
termes sources. De plus, à partir d'un certain nombre de couches, la structure par bandes de MGlob la rend
suﬃsamment creuse pour que les routines d'optimisation numérique en tirent parti. Cet aspect n'a pas été
exploité dans cette thèse. L'approche  Matrice Globale  adoptée dans cette thèse est la seule approche
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générale, permettant de traiter sans diﬃculté un nombre quelconque de sources situées à des emplacements
arbitraires dans le milieu stratiﬁé. C'est également la seule approche qui permet de traiter séparément à
coût réduit un grand nombre de sources, en remplaçant le vecteur second membre du système (1.70) par une
matrice multi-second membres. Cette optimisation sera indispensable dans la partie II.
1.3 Milieux solides dissipatifs
Les deux lois d'atténuation les plus courramment utilisées en CND ont été considérées : la loi de Kelvin-Voigt
et la loi hystérétique. Comme on va le voir, le cas de la loi de Kelvin-Voigt ne pose aucun problème, alors
que le cas de la loi hystérétique donne lieu à une diﬃculté théorique dont les conséquences pratiques seront
soulignées aux paragraphes 1.3.2 et 1.5.4.
1.3.1 Loi de Kelvin-Voigt
Cette loi décrit bien les phénomènes d'absorption dans les polymères pour les bandes de fréquences utilisées
en CND. L'atténuation dans l'espace est proportionnelle au carré de la fréquence. Dans le domaine temporel,
l'opérateur de dissipation vaut  ∂t, où l'on a introduit l'opérateur bilinéaire  qui dépend des constantes
viscoélastiques ηijkm du matériau et qui est tel que (a b)im = ηijkm aj bk. Cet opérateur présente bien
entendu les mêmes propriétés que . Du point de vue mathématique, il suﬃt donc d'utiliser les équations
présentées précédemment moyennant la substitution
 → +  ∂t (1.73)
dans le domaine temporel, et
 → + s  (1.74)
dans le domaine de Laplace. Notons que cette loi est une loi causale, et que l'opérateur de viscosité (1.74) est
une fonction holomorphe de s. Par conséquent, H˜ reste holomorphe dans le demi-plan complexe Re (s) > 0.
1.3.2 Loi Hystérétique
Cette loi décrit bien les phénomènes d'absorption dans les matériaux composites de type carbone-époxy pour
des bandes de fréquences allant du kilohertz au mégahertz. L'atténuation dans l'espace est proportionnelle
à la fréquence. Pour plus de précisions, le lecteur pourra se référer à la thèse [41]. On introduit l'opérateur
bilinéaire  de la même manière qu'au paragraphe précédent, bien que les constantes ηijkm portent une
dimension physique diﬀérente. L'opérateur de dissipation (cf. [40, 41] par exemple) est classiquement déﬁni
directement dans le domaine fréquentiel ω > 0 par :
 → + i  . (1.75)
La première propriété que l'on demande à un opérateur de vériﬁer est la parité par rapport à la variable
fréquentielle. Par analogie, nous proposons cette déﬁnition pour le domaine de Laplace :
 →
 + i sign (Im (s))  Im (s) 6= 0Im (s) = 0. (1.76)
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Contrairement à la loi de Kelvin-Voigt, la loi hystérétique n'est pas causale, et l'expression dans le domaine
de Laplace (1.76) n'est pas holomorphe au voisinage de Im (s) = 0. En conséquence, H˜ n'est plus holomorphe
dans cette région (cette hypothèse est importante pour la formule d'inversion de Bromwich-Mellin (1.77)).
Comme nous le verrons dans l'exemple 1.5.2, ceci n'est d'aucune importance lorsque l'on considère une bande
de fréquence suﬃsamment éloignée de la fréquence nulle. Un grand nombre de cas d'intérêt en CND peuvent
ainsi être traités sans diﬃculté. Lorsque le signal d'entrée est au contraire large bande et a des amplitudes
non négligeables aux basses fréquences la conséquence est l'apparition d'un signal artefact exponentiellement
croissant dans le temps, qui vient polluer aux temps longs le signal recherché. Ceci sera mis en évidence et
discuté dans le paragraphe 1.5.4, et un moyen de se défaire de cette mauvaise conséquence sera donné.
Bien entendu, une telle loi non causale a un caractère très empirique. Elle est postulée, et conﬁrmée par l'ac-
cord avec l'expérience, c'est-à-dire qu'elle est validée dans une certaine bande de fréquences. En l'occurence,
son comportement aux basses fréquences est connu pour être problématique. Trouver une loi au comporte-
ment aux hautes fréquences identique, et holomorphe pour Re (s) > 0, est un travail que nous n'avons pas
entrepris.
1.4 Transformations inverses vers l'espace (x, z, t)
1.4.1 Retour en temps : transformation de Laplace inverse numérique
La formule de transformation inverse de Laplace, encore appelée  formule de Bromwich-Mellin , est :
η˜ (z, t) =
1
2 ipi
ˆ γ+i∞
γ−i∞
H˜ (z) exp (s t) ds, (1.77)
où le choix du contour d'intégration reste à faire. Comme vu au paragraphe 1.1.1, H˜ est une fonction
holomorphe de s dans le demi-espace Re (s) > 0, et possède des singularités dans l'autre demi-plan (l'axe
imaginaire étant inclu). Ces singularités (cf. ﬁgure 1.4) peuvent être des pôles, notés sn, qui correspondent
aux modes guidés non atténués si Re (sn) = 0 et aux modes guidés qui s'atténuent par viscoélasticité ou
radiation si Re (sn) < 0, ainsi que des coupures et des points de branchements, qui correspondent dans le
cas d'un guide ouvert aux ondes de tête et aux ondes guidées par les interfaces (type Rayleigh ou Scholte-
Stoneley). Le contour le plus facile et le plus rapide à calculer est une droite verticale, à γ constant, et est
connu sous le nom de contour de Bromwich. En eﬀet, l'intégrale (1.77) se réécrit :
η˜ (z, t) =
exp (γ t)
2pi
ˆ +∞
−∞
H˜ (z) exp (iω t) dω, (1.78)
et le terme intégral se calcule numériquement à l'aide de l'algorithme de FFT. Tout se passe donc comme si l'on
résolvait dans l'espace de Fourier un problème qui n'est pas le problème physique, mais le problème physique
multiplié par exp (−γ t). Appelons tmax la durée d'intérêt, qui déﬁnit la largeur de la fenêtre temporelle
considérée. En ﬁn de calcul, le résultat est multiplié par exp (γ t) pour revenir dans l'espace physique. En
général [44], on déﬁnit γ à travers un nouveau paramètre m : γ = m log (10) t−1max. γ peut donc s'interpréter
comme un coeﬃcient de fenêtre exponentielle, arbitraire, dont le rôle est de garantir aux temps courts que
les eﬀets de périodisation restent inférieurs à exp (−γ tmax) = 10−m, ce qui permet de calculer un transitoire
correctement. Cette interprétation a donné dans la littérature le nom de Exponential Window Method [44] à
la transformation de Laplace numérique faisant usage du contour de Bromwich (voir ﬁgure 1.5). Une brève
synthèse bibliographique du calcul numérique de la transformation inverse de Laplace est faite dans [55]. En
général, on choisit 2 . m . 5. En particulier, dans cette thèse, m = 3. Il y a cependant une contrepartie
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Figure 1.4  Localisation des singularités de H˜ dans le cas du guide d'ondes de Pekeris [1, 65] (couche de
ﬂuide sur un ﬂuide inﬁni dont la célérité des ondes est supérieure). Les pôles (points) correspondent aux
modes guidés et aux modes guidés rayonnant et les coupures (lignes pointillées) et points de branchements
aux ondes de tête et aux ondes guidées par les interfaces (type Rayleigh ou Scholte-Stoneley). Le contour
d'intégration est représenté par la droite verticale continue. Dans le cas plus complexe de couches solides
en surface d'un solide inﬁni, cette cartographie de singularités se complexiﬁe avec l'apparition de points de
branchements et de coupures supplémentaires, mais le choix du contour n'en est pas inﬂuencé.
1. source(t)
0 tmax
2. source(t) exp(−γ t)
exp(−γ tmax) = 10−m
10+m
4. u˜(z, t)
0 tmax
3. u˜(z, t) exp(−γ t)
−ε
+ε
Figure 1.5  L'Exponential Window Method, illustrée avec m = 3. u˜ désigne l'observable d'intérêt, par
exemple une composante du champ de déplacement. Le passage de l'étape 2. à l'étape 3. se fait en ap-
pliquant une transformation de Fourier, puis pour chaque fréquence la fonction de transfert du système
calculée à l'altitude z, puis enﬁn une transformation de Fourier inverse. Un échantillonnage grossier du signal
source (t) exp (−γ t) entraine un phénomène de Gibbs suﬃsamment important pour que, après application
de l'exponentielle croissante, il constitue un artefact gênant en ﬁn de fenêtre temporelle (cf. ﬁgure 1.6).
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Figure 1.6  Spectre du signal d'entrée source (t) = sin (ω0 (t− t0)) exp
(
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avant (trait continu)
et après (trait pointillé) application de la fenêtre exponentielle décroissante. Pour éviter les artefacts ex-
ponentiellement croissants en ﬁn de fenêtre temporelle, il faut choisir Im (s)max telle que ε . 10−2m et
t0 ≥ 6ω0
√
m ln 10.
à choisir γ trop élevé : la moindre non-causalité donne un signal non nul à t . 0, disons d'une amplitude
de l'ordre de ε, et donc par périodisation cet artefact se retrouve aux temps t . tmax. Après application
de l'exponentielle croissante, cet artefact est ampliﬁé par un facteur de l'ordre de exp (γ tmax) ≡ 10m en ﬁn
de fenêtre temporelle. Pour que l'artefact reste inférieur à la précision 10−m que l'on s'est ﬁxée, il faut que
ε . 10−2m. Ces non-causalités peuvent venir par exemple d'un terme source non nul à t . 0, qui peut à son
tour résulter d'un phénomène de Gibbs, inévitable à cause de la troncature du spectre du signal d'entrée.
Il est donc crucial de maîtriser cette troncature. Ces précisions sont illustrées dans la ﬁgure 1.6. Comparé à
une approche  en ω  pour laquelle on tronquerait à ε . 10−m, il y a un surcoût en calcul. Celui-ci peut
être très important si l'on souhaite considérer des signaux dont le spectre décroît lentement, type échelon
unité, mais est tout à fait raisonnable si l'on se limite à des signaux dont le spectre décroît rapidement, type
gaussienne. En revanche, une mauvaise conséquence de l'inversion numérique de la transformée de Laplace
est que le théorème du changement d'origine (ou shift theorem for Fourier transforms en anglais) devient
inexploitable. Cet aspect sera discuté au paragraphe 1.4.3.
Notons qu'une non-causalité peut également provenir du modèle, ce qui est le cas pour une loi d'atténuation
hystérétique à basses fréquences. Dans ce cas, il n'est pas possible de minimiser les artefacts de ﬁn de fenêtre,
et la seule solution est de les repousser à des temps plus grands que les temps d'intérêt en augmentant tmax
et en ignorant les derniers pas de temps.
On peut bien sûr se poser la question du choix du contour d'intégration. Un certain nombre de publications,
principalement issues de la communauté mathématicienne, tiennent cette discussion [83, 93]. Cependant, elles
se concentrent au cas d'une équation aux dérivées partielles parabolique (type équation de la chaleur) qui
s'y prette bien car les singularités sn (k) sont à partie imaginaire nulle. Le contour peut être déformé en
restant suﬃsamment loin des singularités jusqu'à croiser l'axe imaginaire, au delà duquel l'intégrande s'at-
ténue exponentiellement et peut être tronqué plus rapidement. Le cas d'une équation aux dérivées partielles
hyperbolique (type équation d'ondes) est bien plus défavorable car les pôles sn (k) sont à partie imaginaire
arbitrairement grandes. Dans notre cas, une déformation du contour d'intégration croisant l'axe imaginaire
CHAPITRE 1. APPROCHE PAR ONDES PARTIELLES 30
−xmax 0 xmax
t1
t2
tn
u˜
(x
,t
)
Figure 1.7  Périodisation spatiale due à la discrétisation de l'intégrale de Fourier, illustrée ici sur un exemple
2D. Le calcul en un point M de l'espace est valable aux temps courts, tant que le champ rayonné par les
sources ﬁctives n'a pas atteint M .
est donc exclue, et une déformation du contour restant dans le demi plan Re (s) > 0 n'apporterait pas grand
chose d'autre que de se priver des précieuses performances de l'algorithme de FFT.
1.4.2 Retour en espace : transformation de Fourier inverse numérique
Revenons dans l'espace spatial par transformation inverse de Fourier :
η (x, z, t) =
1
4pi2
¨
R2
η˜ (z, t) exp
(−ikT x) dk, (1.79)
qui est calculée numériquement. Bien entendu, si chacun des milieux est isotrope, alors l'intégrale (1.79) peut
être paramétrée avec les coordonnées cylindriques kr, θ, et l'intégration angulaire est calculable analytique-
ment. Ce cas de ﬁgure sera ignoré dans cette thèse.
Le domaine d'intégration spectral déﬁnit la taille et l'échantillonnage de la fenêtre spatiale d'observation, au
delà de laquelle le champ est périodisé (voir ﬁgure 1.7) : (kmax,dk)↔ (dx,xmax), avec dx = pi ( k−1x,max k−1y,max )
et xmax = pi ( dk−1x dk
−1
y ). Tout se passe donc comme s'il y avait une inﬁnité de termes sources, que nous
appellerons ﬁctifs, en plus du terme source considéré. En 2D, les sources ﬁctives sont espacées de 2xmax, alors
qu'en 3D elles maillent l'espace. Cette périodisation a pour conséquence que le résultat du calcul est valable
aux temps courts, tant que le champ rayonné par les sources ﬁctives n'a pas atteint le point d'observation. La
durée d'intérêt et la célérité des paquets d'onde permettent donc de ﬁxer xmax (et donc aussi dk). Le coût
numérique est ainsi proportionnel au carré (pour un calcul 2D) ou au cube (pour un calcul 3D) de la durée
de simulation souhaitée. Concernant l'échantillonnage, kmax est majoré par l'étendue spectrale des termes
sources. Ceci ne pose aucun problème si l'on considère des fonctions dont le spectre est à décroissance rapide,
comme des Gaussiennes ou des portes à bords Gaussiens. En revanche, en l'absence d'autre indication, il est
a priori extrêmement coûteux de considérer une fonction de type porte rectangulaire, et il est impossible
de considérer une source ponctuelle. C'est là le prix à payer de cette méthode numérique exacte en champ
proche ; une source produit en son voisinage un champ d'autant plus abrupt que la source l'est elle-même :
si l'on veut calculer ce champ proche, on est pénalisé sur l'ensemble du domaine. Si l'on veut le négliger,
alors il faut une information sur le champ en régime établi. Dans le cas d'un guide d'onde, les courbes de
dispersion fournissent cette information. Une connaissance de ces courbes, même grossière, permet de traiter
à coût minimal le rayonnement de sources ponctuelles en régime établi. Ceci sera justiﬁé avec plus de détails
dans le paragraphe 2.1.4.
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1.4.3 Théorème du changement d'origine inexploitable
Bien évidemment les formules de changement d'origine, ou de translation, ou encore de  shift  en anglais,
f (t+ t0)→ exp (s t0) F (s) et (1.80)
f (x+ x0)→ exp (−i k x0) fˆ (k) , (1.81)
existent et sont exploitables dans le cas, par exemple, où l'on veut modéliser un transducteur multi-éléments
constitué d'un certain nombre de sources identiques à une translation spatiale et temporelle près (voir para-
graphe 1.5.1). On utilisera encore le théorème, sous sa forme spatiale, dans le cas d'une ﬁssure horizontale
discrétisée en plusieurs petits morceaux identiques portant des signaux diﬀérents (voir paragraphe 3.2).
Le titre de ce paragraphe fait référence à l'astuce, abondamment exploitée avec l'approche modale-kn (ω), qui
permet de synthétiser un signal temporel en un point de l'espace éloigné de la source (disons, d'une distance
d) sans avoir à calculer toute l'histoire du signal depuis la date t = 0. En eﬀet, si l'on sait à quelle vitesse
(notée c) se déplace le paquet d'ondes, on sait que le signal sera nul pour t < d/c et il suﬃt de multiplier
dans le domaine fréquentiel par exp (iω d/c) pour translater l'origine. On évite ainsi de calculer la partie du
signal que l'on sait nulle, ce qui réduit le nombre de points en fréquence. Toutefois, la dispersion apporte une
limitation, car le paquet d'onde doit avoir en chaque point d'intérêt une extention temporelle plus courte
que la taille de la fenêtre. Cette astuce repose sur un pilier : la capacité de séparer, pour un même mode, un
paquet  voyageant vers la gauche  d'un paquet  voyageant vers la droite  (ou dit plus généralement, de
disposer d'une condition de Sommerfeld). Il est donc indispensable de disposer d'une notion de direction de
propagation, ce qui peut être malaisé en 3D, pour une anisotropie quelconque et pour un guide ouvert.
Dans notre cas d'approche par ondes partielles, la condition de Sommerfeld n'est respectée qu'aux temps
courts car nous n'avons pas la possibilité de séparer les paquets. Sauf à considérer un terme source qui
rayonne seulement dans une direction privilégiée, on ne peut plus garantir qu'un point de l'espace n'est pas
contaminé par une source ﬁctive périodisée dès que le paquet atteint les limites du domaine spatial (voir
ﬁgure 1.7) et il est vain d'eﬀectuer une translation spatiale de la fenêtre. Il y a donc une barrière théorique
à la translation spatiale. Nous verrons au paragraphe 2.1.5 comment l'approche modale temporelle peut
permettre de retrouver une astuce similaire.
1.5 Exemples d'applications
Cette partie vise à illustrer la polyvalence et les performances de l'approche par ondes partielles décrite dans
ce chapitre. Quatre situations d'intérêt en CND sont considérées. La première, en référence à la thèse d'E.
Siryabe [76], modélise une étude de sensibilité d'une conﬁguration expérimentale à l'évaluation d'un joint de
colle entre deux plaques. La seconde, en référence à la thèse de G. Neau [58], modélise la génération d'ondes
de Lamb par une pastille piézoélecrique quasi ponctuelle dans une plaque monocouche de carbone-époxy.
La troisième, en référence aux travaux [4, 20, 21, 69], modélise la génération de modes  de la branche
S1 − S−2  d'une plaque d'aluminium immergée dans de l'eau. Enﬁn, le quatrième exemple considère un
assemblage composite immergé dans de l'eau et insoniﬁé par une source sphérique large bande située en son
sein. Cet exemple ne fait référence à aucun travail publié bien qu'il pourraît modéliser une situation d'émission
acoustique. Son premier but est de montrer qu'un tel cas complexe et a priori coûteux en ressources de calcul
peut être résolu en des temps tout à fait raisonnables, et son deuxième but est de mettre en évidence l'eﬀet
de la non causalité de l'opérateur dissipatif hystérétique (1.76) et comment s'en défaire.
Les temps de calcul qui seront donnés ont été obtenus à partir du code C++ développé dans cette thèse (120
CHAPITRE 1. APPROCHE PAR ONDES PARTIELLES 32
0
1
2
3
4
5
6
t 0
(x
)
[µ
s]
loi de retard
amplitude normale
−50 0 50 100
x [mm]
z0
z5
aluminium
aluminium
z1
z2couche degrade´e
colle
a.
b.
c.
Figure 1.8  Schéma de l'assemblage et du transducteur 128 éléments. L'échelle verticale sur la ﬁgure (c)
est dilatée d'environ un facteur 2. La loi de retard est construite pour que les ondes longitudinales interfèrent
constructivement au point focal (0, z1) qui est indiqué par une croix. Le point d'observation (0, z0) où est
relevé le déplacement vertical uz (t) (voir ﬁgure 1.9) est indiqué par un cercle.
ﬁchiers, 50000 lignes). Il est exécuté sur un ordinateur portable commercial de 2007, muni d'une mémoire
vive de 2 Go et d'un processeur bi-c÷ur 64 bits 2x1.66 GHz. Il s'agit bien à l'heure actuelle d'un ordinateur
peu performant, et mal adapté au calcul scientiﬁque. Des tests sur des ordinateurs de bureau plus modernes
donnent des temps de calcul environ 10 fois plus faibles. D'une manière générale, la méthode de calcul est
hautement parallélisable et le temps de calcul est divisé par le nombre de processeurs (tests menés sur le
cluster de calcul  avakas  de l'université de Bordeaux jusqu'à 12 processeurs avec une eﬃcacité de 87%).
1.5.1 Inspection par ondes de volume de la qualité de l'adhésion dans un as-
semblage collé grâce à un transducteur multi-éléments en surface
Le système considéré est un assemblage de deux plaques d'aluminium collées, et placées dans le vide. L'épais-
seur et les constantes élastiques du joint de colle sont prises en compte et forment ainsi une couche. De plus,
l'adhésion entre le joint de colle et l'aluminium est à son tour modélisée par deux couches très ﬁnes. La couche
entre l'aluminium  du bas  et la colle a des propriétés mécaniques nominales et la couche entre l'aluminium
 du haut  et la colle peut avoir des propriétés mécaniques dégradées. Il y a donc 5 couches : aluminium
/ couche éventuellement dégradée / colle / couche nominale / aluminium (voir ﬁgure 1.8-c). Chaque couche
d'aluminium est épaisse de 10mm, a une densité de 2800 kgm−3 et un tenseur de rigidité
[cij ]
(alu)
i,j=1..6 =

110 60 60 0 0 0
110 60 0 0 0
110 0 0 0
% 25 0 0
25 0
25

GPa. (1.82)
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indice du signal en ﬁgure 1.9 α
(a) 100 %
(b) 2 %
(c) 0.67 %
(d) 0.1 %
Table 1.1  Les quatre valeurs considérées pour le coeﬃcient de dégradation α. α = 1 correspond à une
interface nominale et α→ 0 correspond à une absence d'adhésion entre l'aluminium et la couche de colle.
La couche de colle est épaisse de 1mm, a une densité de 1160 kgm−3 et un tenseur de rigidité
[cij ]
(colle)
i,j=1..6 =

7.7 4.5 4.5 0 0 0
7.7 4.5 0 0 0
7.7 0 0 0
% 1.6 0 0
1.6 0
1.6

GPa. (1.83)
Chaque couche d'interface est épaisse de 1µm, a une densité de 1100 kgm−3 et un tenseur de rigidité para-
métré par le coeﬃcient α :
[cij ]
(α)
i,j=1..6 = α

3.75 0.75 0.75 0 0 0
3.75 0.75 0 0 0
3.75 0 0 0
% 1.5 0 0
1.5 0
1.5

GPa. (1.84)
Pour l'interface nominale, α = 1. Nous considérerons trois niveaux de dégradation de l'interface du haut. Les
coeﬃcients correspondant à ces trois cas sont donnés dans le tableau 1.1.
L'assemblage, d'une épaisseur totale de 21.002mm, est insonniﬁé par un transducteur multi-éléments linéique
posé sur la surface supérieure. Le transducteur est caractérisé par le nombre d'éléments Ne qu'il contient et
son pitch ∆ (distance inter-éléments, de centre à centre). Chaque élément est modélisé par une distribution
Gaussienne, d'ouverture σe, et porte un vecteur force normal à la plaque. On applique une loi de retard aux
éléments, choisie pour que les ondes de compression de l'aluminium interfèrent constructivement en un point
focal situé à la verticale du centre du transducteur, à l'interface aluminium  du haut  / couche d'interface
(voir ﬁgure 1.8-a). De plus, on applique à l'ensemble des éléments une fenêtre apodisante d'amplitude Gaus-
sienne, d'ouverture σglob (voir ﬁgure 1.8-b). Le transducteur est supposé invariant suivant y (cas 2D) et est
modélisé par la source surfacique
σ0(x, t) =
Ne∑
n=1
exp
(
− (x− x0 (n))
2
2σ2e
− x
2
0 (n)
2σ2glob
)
sin(ω0 (t− t0 (n))) exp
(
−ω
2
0 (t− t0 (n))2
2n2c
) 00
1
 ,
(1.85)
avec
x0 (n) =
(
n− Ne + 1
2
)
∆, (1.86)
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Figure 1.9  Déplacement vertical en surface de l'assemblage pour les quatre valeurs du coeﬃcient de
dégradation (voir tableau 1.1). Le cas (a) correspond à une interface nominale, c'est-à-dire que l'adhésion est
considérée parfaite. Le cas (d) est quasiment indiscernable du cas d'une plaque d'aluminium de 10mm dans
le vide. Le cas (b) correspond à la limite de sensibilité de cette conﬁguration expérimentale à α. La qualité
de l'adhésion se traduit principalement par : l'amplitude du premier écho (t ≈ 10µs) qui augmente, celle du
fond de plaque (t ≈ 11µs, entouré en pointillés) qui diminue, et la série résonnante (soulignée en rouge en
(b), (c), (d)) qui gagne en proportion aux temps longs lorsque α diminue.
t0 (n) =
d (Ne)− d (n)
c
(alu)
L
, (1.87)
d (n) =
√
(x0 (n)− xf )2 + z2f . (1.88)
Les paramètres (xz, zf ) = (0, z0) sont les coordonnées du point focal, c
(alu)
L =
√
c
(alu)
11 /ρ est la célérité des
ondes longitudinales dans l'aluminium, f0 =
ω0
2pi et nc sont respectivement la fréquence centrale et le nombre
de cycles du signal d'excitation. Les valeurs données à tous ces paramètres sont les suivantes : Ne = 128,
∆ = 0.75mm, σe = 0.08mm, σglob = 15.13mm, f0 = 2.25MHz, nc = 3.
Cet exemple fait référence à la thèse d'E. Siryabe [76] (en cours) dont le but est de quantiﬁer expérimenta-
lement la qualité de l'adhésion aux interfaces d'un joint de colle [77]. Nous nous intéressons au déplacement
vertical uz (0, 0, t) en surface de l'assemblage. Le domaine de calcul est le suivant : x ∈ ]−200 .. 200mm, 5584]
et t ∈ [0 .. 40µs, 480[ , où ]vmin .. vmax, n] désigne un intervalle semi fermé discrétisé en n points équitable-
ment répartis entre vmin et vmax. Le temps de calcul est 1′ 40′′. Les résultats pour les quatre valeurs de α
considérées sont donnés en ﬁgure 1.9. Voici l'interprétation que l'on peut en faire : le premier train d'ondes
correspond à un signal direct porté par l'onde de compression pour les éléments proches du point d'obser-
vation et par l'onde de Rayleigh pour les éléments plus lointains. Ensuite, le premier pic (t ≈ 10µs) est le
premier écho des ondes de compression réﬂéchies par l'interface z1 que l'on cherche à sonder. Son amplitude
augmente avec la dégradation de l'adhésion. A partir de cet événement, une série d'échos (soulignés en rouge
sur les ﬁgures 1.9-(b), (c), (d)) surviennent périodiquement et correspondent aux allers-retours de l'onde de
compression entre la surface et l'interface z1. Cet eﬀet est peu visible lorsque l'adhésion est de bonne qualité
α = 1 et se fait plus important lorsque la qualité se dégrade, jusqu'à devenir l'unique signal lorsque α → 0
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Source : 
Figure 1.10  Schéma de la plaque de carbone-époxy considérée, insoniﬁée par un transducteur en surface
(ﬁgure 1.9-(d)). L'amplitude des échos diminue avec le temps car l'incidence normale est petit à petit la seule
à contribuer en x = 0. L'écho à t ≈ 12µs n'est pas un intrus de cette série mais correspond à la réﬂexion
des ondes transverses à l'interface z1. Cet écho n'est pas suivi d'une autre série résonnante car les ondes
de cisaillement ne focalisent pas et arrivent au point d'observation principalement en incidence oblique. Les
réﬂexions suivantes sont donc quasiment nulles. Enﬁn, le dernier eﬀet notable de α est d'inﬂuer sur l'écho
(t ≈ 11µs, entouré en pointillés rouges) qui correspond à la réﬂexion des ondes de compression à l'interface
inférieure de l'assemblage. Cet écho doit traverser deux fois l'interface dégradée. Pour résumer, la situation
expérimentale proposée dans cet exemple est sensible à α à travers l'amplitude du premier écho (t ≈ 10µs),
l'amplitude de l'écho de fond de plaque (t ≈ 11µs) et la série résonnante.
1.5.2 Génération des modes de Lamb d'une plaque de Carbone-Epoxy par un
transducteur de type  pastille piézoélectrique  : comparaison avec des
signaux expérimentaux
Le système considéré (ﬁg. 1.10) est une plaque monocouche de carbone-époxy, d'épaisseur 3.6mm, de densité
ρ = 1560 kgm−3, et de constantes élastiques
[cij ]i,j=1..6 =

86.65 7.50 7.50 0 0 0
14.00 7.00 0 0 0
14.00 0 0 0
% 3.00 0 0
4.06 0
4.70

GPa. (1.89)
Les axes cristalographiques #1, #2 et #3 correspondent respectivement aux axes x, y et z. La direction des
ﬁbres est selon l'axe x. La plaque est dans le vide et est insoniﬁée par un transducteur piézoélectrique collé
sur la face supérieure (en z = 0), que nous modélisons par la source surfacique normale suivante :
σ0(x, y, t) = exp
(
−x
2 + y2
2σ2
)
sin(ω0 t) exp
(
−ω
2
0 t
2
2n2c
)  00
1
 . (1.90)
Les sens des paramètres introduits ont été décrits dans l'exemple 1.5.1 et ont pour valeur σ = 2.4mm,
f0 =
ω0
2pi = 150 kHz et nc = 6.5. Toutes ces valeurs font référence aux expériences menées par G. Neau
dans sa thèse [58], tableau 2.3. Nous nous intéressons au champ de déplacement vertical sur la surface
supérieure, i.e. à z = 0, pour une fenêtre temporelle de 228µs. Ceci correspond à environ 35 périodes de
la fréquence d'excitation, au cours desquelles les modes guidés se propagent sur des distances relativement
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grandes. Le domaine de calcul est le suivant : x ∈ ]−1.12 .. 1.12m, 1030] , y ∈ ]−0.39 .. 0.39m, 360] , et
t ∈ [−22 .. 228µs, 150[ . Pour ce problème 3D le temps de calcul est de 25′, ce qui est tout à fait raisonnable
compte tenu de la taille du domaine de calcul et de l'ordinateur utilisé. Les résultats de ce calcul sont présentés
en ﬁgure 1.11-a. Ils sont en accord avec ceux publiés dans [27], obtenus par la méthode modale que nous
décrivons au Chapitre 2. Dans la bande de fréquence d'intérêt seuls quatre modes propagatifs existent : les
trois modes fondamentaux quasi-A0 (ﬂexion), quasi-SH0 (cisaillement horizontal), quasi-S0 (compression),
ainsi que quasi-A1 le premier mode quasi-antisymétrique. Par la suite, les modes seront notés abusivement
A0, SH0, S0 et A1.
Ces résultats numériques sont comparés aux signaux expérimentaux publiés dans [58]. Deux points du calcul
(trait rouge) sont reportés et superposés aux signaux expérimentaux (trait noir) : (15, 0, 0) cm en 1.11-a-2
et (21.05, 17.68, 0) cm en 1.11-a-3. Clairement, les temps d'arrivée des paquets d'ondes sont en excellent
accord, mais les amplitudes diﬀèrent drastiquement. Ceci est dû à la dissipation, qui a été négligée, et qui
est connue pour être forte dans de tels matériaux. Pour prendre en compte ces eﬀets nous introduisons le
tenseur viscoélastique
[ηij ]i,j=1..6 =

2.0 0.13 0.13 0 0 0
0.30 0.106 0 0 0
0.30 0 0 0
% 0.085 0 0
0.085 0
0.055

GPa rad−1, (1.91)
et nous utilisons le modèle hystérétique tel que déﬁni dans le paragraphe 1.3.2. Les résultats de ce nouveau
calcul sont présentés en ﬁgure 1.11-b-1, 2, 3. Cette fois, l'accord avec l'expérience est meilleur.
Les tenseurs (1.89) et (1.91) ne correspondent pas tout à fait à ceux mesurés par G. Neau. (1.89) a été très
légèrement modiﬁé (quelques pourcents) pour obtenir un meilleur accord pour les temps de vol aux deux
points d'intérêt, et (1.91) a été largement modiﬁé (300%) de manière à obtenir un meilleur accord pour les
amplitudes. En eﬀet, l'expérience ne distinguait pas les eﬀets de diﬀraction des eﬀets d'atténuation et le
tenseur (1.91) était donc largement surestimé. Dans un soucis de rigueur cette procédure d'optimisation des
tenseurs (1.89) et (1.91) pourraît être améliorée en considérant un plus grand nombre d'angles et de points de
comparaison. Pour ceci, un code numérique par ondes partielles tel qu'utilisé ici devient largement ineﬃcace,
et pourraît être substitué à proﬁt par un code modal couplé à une approche perturbative, comme décrit dans
le paragraphe 2.2. Ceci n'a pas été entrepris dans cette thèse.
1.5.3 Génération de modes propagatif, rétropropagatif et à vitesse d'énergie
nulle dans une plaque d'aluminium immergée dans de l'eau
Le système considéré est une plaque d'aluminium immergée dans de l'eau (ﬁg. 1.12). La plaque a une épaisseur
de 1mm, une densité de 2780 kgm−3 et un tenseur d'élasticité isotrope
[cij ]i,j=1..6 =

112 58 58 0 0 0
112 58 0 0 0
112 0 0 0
% 27 0 0
27 0
27

GPa. (1.92)
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Figure 1.11  Réponse d'une plaque de carbone-époxy à une source collée en surface. Les ﬁgures a-1, 2, 3
correspondent à un calcul dans un milieu non dissipatif, tandis que la dissipation est prise en compte avec
un modèle hystérétique dans les ﬁgures b-1, 2, 3. Dans les ﬁgures a, b - 2, 3, la courbe en rouge correspond
au calcul numérique et la courbe en noir au signal expérimental publié dans [58]. L'échelle de niveaux de gris
en a-1 et b-1 est non linéaire et a été choisie pour mettre en valeur les paquets SH0 et A1 les moins excités.
Dans la ﬁgure a-1, cette échelle non linéaire révèle légèrement les artefacts de périodisation temporelle, qui
sont plus faibles d'un facteur de 10−3 du paquet A0.
Source : 
aluminium
eau
eau
Figure 1.12  Schéma de la plaque d'aluminium immergée, insoniﬁée par un faisceau en incidence oblique.
L'angle d'incidence est choisi avec les lois de Snell-Descartes de manière à sélectionner un comportement
modal particulier.
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θ f0
2.6 ° 3.0MHz
6.0 ° 2.87MHz
12.7 ° 3.0MHz
Table 1.2  Les trois couples (θ, f0) utilisés dans (1.93) pour sélectionner les régimes rétropropagatif, à
vitesse d'énergie nulle, et propagatif
L'eau a une densité de 1000 kgm−3 et une célérité du son de 1500ms−1. Le système est insoniﬁé par un
transducteur placé dans l'eau et formant un angle θ avec le plan tangent à la plaque. Cet exemple fait référence
aux récents travaux [4, 20, 21, 69] qui ont mis en évidence que l'on pouvait en CND tirer parti des modes
appelés ZGV (zero group velocity, ou en français modes à vitesse de groupe nulle), pour mesurer de très ﬁnes
variations d'épaisseur de la plaque ou encore mesurer avec une grande précision le coeﬃcient de poisson du
matériau constituant la plaque. Il peut être impropre de parler de ZGV dans notre cas puisqu'à cause du
rayonnement la vitesse de groupe des paquets d'onde n'est plus déﬁnie sans ambigüité, comme pour un guide
fermé. Cependant, les phénomènes de paquets propagatifs, rétropropagatifs ou stationnaires continuent à se
manifester, et nous parlerons donc de modes à vitesse d'énergie nulle plutôt que de ZGV. Pour observer le
phénomène, il est important de générer des ondes dans des plages de fréquences et de longueurs d'onde très
étroites. Pour ceci, nous modélisons le transducteur, situé dans le milieu semi inﬁni supérieur β = 0, par le
champ suivant :
f0 (x, y, z, t) = Π
(
2 (z − zf )
l sin (θ)
)
exp
(
− [x− x0(z)]
2
2σ2x
− y
2
2σ2y
)
sin (ω0 t) exp
(
−ω
2
0 t
2
2n2c
)  sin(θ)0
cos(θ)
 . (1.93)
La fonction Π est la fonction porte, telle que Π (ξ) = 1 si |ξ| ≤ 12 et Π (ξ) = 0 sinon. La quantité x0(z, θ) =
(z − zf ) cot (θ) − zf tan (θ) exprime la rotation du transducteur autour de son centre d'altitude zf ainsi
qu'une translation latérale telle que l'axe central du transducteur croise la plaque à l'origine du repère. Le
paramètre l représente la longueur du transducteur, et les autres paramètres ont le même sens qu'expliqué
précédemment (voir le paragraphe 1.5.1). Les valeurs des paramètres sont l = 20mm, σx = 0.5mm, σy =
10mm, zf = −6.0mm et nc = 30. f0 (x, y, z, t) n'a pas une forme invariante en fonction de θ et ne modélise
donc pas strictement un transducteur tourné d'un angle θ. Cependant cet aspect est d'importance secondaire
et l'expression ci-dessus sera utilisée en raison de la simplicité des convolutions (1.45, 1.46) à laquelle elle
conduit, qui seront calculées analytiquement. Les valeurs de θ et de f0 des trois cas considérés sont données
dans le tableau 1.2. A mesure que θ augmente les régimes rétropropagatif, à vitesse d'énergie nulle, et
propagatif sont successivement sélectionnés. Dans tous les cas, le transducteur a une largeur d'environ 40λeau,
λeau désignant la longueur d'onde dans l'eau, et est donc quasiment plan. Le domaine de calcul est le suivant :
x ∈ ]−60 .. 60mm, 270] , y ∈ ]−60 .. 60m, 16] , et t ∈ [0 .. 20µs, 200[ . Pour ce problème quasi-2D le temps de
calcul est 5′′. Les résultats sont présentés en ﬁgure 1.13.
Le champ de déplacement vertical en surface de la plaque et en ﬁn de simulation uz (x, y, 0, 19µs) est repré-
senté en niveau de gris en ﬁgure 1.13-a. Cette même composante uz (x, 0, 0, t) est représentée en ﬁgure 1.13-b
en fonction de x à diﬀérents instants de manière à mettre en évidence le trajet parcouru par le paquet d'onde.
Ces derniers graphes démarrent à t = 12µs qui est approximativement l'instant de début du régime libre,
et la courbe en trait gras correspond à la date t = 19µs qui est représentée en ﬁgure 1.13-a. Comme prévu,
on observe clairement pour l'angle correspondant à la condition de vitesse d'énergie nulle que l'onde guidée
ne se propage pas le long de la plaque mais reste concentrée à l'endroit où le faisceau incident a transmis
l'énergie (autour de x = 0). Pour les deux autres angles le paquet se déplace vers la gauche ou vers la droite.
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Figure 1.13  Déplacement vertical en surface de la plaque d'aluminium, uz (x, y, 0, 19µs) (ﬁgure a) et
uz (x, 0, 0, t) (ﬁgure b), pour trois valeurs de l'inclinaison du transducteur. La date t = 19µs est en gras sur
la ﬁgure b. De gauche à droite : régimes rétropropagatif, à vitesse d'énergie nulle, et propagatif.
Source : 
eau
eau
Figure 1.14  Schéma de l'assemblage multicouche immergé. Le système est insoniﬁé par une source volu-
mique radiale qui s'étend sur plusieurs couches.
Bien sûr, en raison du rayonnement, l'amplitude du paquet décroît au cours du temps dans chacun des cas.
1.5.4 Exemple d'un 8 couches anisotrope (2D) immergé et d'une source sphé-
rique large bande à cheval sur plusieurs couches
Le système considéré est une plaque faite d'un assemblage de huit couches de carbone-époxy, et immergée
dans de l'eau (ﬁg. 1.14). Chaque couche est épaisse de 3.6mm et présente les propriétés élastiques et vis-
coélastiques décrites dans le paragraphe 1.5.2, moyennant une rotation des axes cristalographiques dans le
plan de la plaque. La séquence des rotations est [0°/ 135°/ 90°/ 45°/ 0°/ 135°/ 90°/ 45°]. Considérons une
source Gaussienne radiale dans le plan (xOz), qui s'étend sur quatre couches, et qui est invariante suivant y.
Bien que les ondes puissent avoir une composante non nulle suivant y en raison de l'anisotropie, le problème
est réduit à un problème 2D. La source est centrée à la sixième interface z6 = 21.6mm et émet un signal
impulsionnel Gaussien. Le signal a donc une amplitude maximale aux basses fréquences et en particulier au
voisinage de Im (s) = 0, région où le vecteur d'état H˜ n'est pas holomorphe (voir paragraphe 1.3.2). L'un
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des buts de cet exemple est de mettre en évidence la conséquence du non respect de cette hypothèse. Pour
β = 5, 6, 7, 8 nous utilisons la formule suivante :
fβ(x, y, z, t) = exp
(
−x
2 + (z − z6)2
2σ2
)
exp
(
− t
2
2σ2t
)  x/σ0
(z − z6) /σ
 . (1.94)
Les paramètres ont pour valeur σ = 1.5mm et σt = 0.25µs. La dépendance de (1.94) suivant z est suﬃsam-
ment complexe pour donner lieu à des convolutions (1.45, 1.46) qu'il n'est pas possible de calculer analytique-
ment. Celles-ci seront donc calculées numériquement, suivant la méthode des trapèzes et avec l'échantillonnage
z ∈ [−15.6 .. 27.6mm, 100]. En réalité, ce nombre de points est largement surestimé pour mettre en évidence
le faible impact en temps de calcul : 20 points donnent déjà un excellent résultat et 30 points une erreur
numérique indiscernable de 100 points. Le domaine de calcul spatial est x ∈ ]−25 .. 25 cm, 370]. Concernant le
domaine de calcul temporel, nous nous intéressons à une durée de simulation de 40µs. En utilisant la même
règle que précédemment pour respecter de manière optimale le critère de Nyquist-Shannon, nous travaillons
avec la grille t ∈ [0 .. 40µs, 240[ . Le résultat de ce calcul (composante uz au voisinage de la source) est
donné en ﬁgure 1.15-b-1 (traits pointillés mi-longs bleus) et comparé au cas non dissipatif (traits pointillés
courts noirs) ainsi qu'au même cas dissipatif résolu avec la grille temporelle qui sera précisée par la suite
(trait continu rouge, qui se superpose parfaitement à la courbe en traits pointillés courts noirs). Clairement,
des grandes diﬀérences apparaissent aux temps longs. Un signal artefact exponentiellement croissant devient
dominant dans le dernier tiers de la fenêtre. Ceci est la conséquence du fait que le modèle hystérétique est
non causal à cause de son comportement aux basses fréquences (voir les paragraphes 1.3.2 et 1.4.1). La seule
solution que nous avons pour obtenir un signal correct jusqu'à 40µs est d'augmenter la taille de la fenêtre de
manière à repousser l'apparition de cet artefact au delà de 40µs, puis d'ignorer les pas de temps t > 40µs.
Considérons donc la nouvelle grille t ∈ [0 .. 60µs, 360[ . Les résultats de ce nouveau calcul sont donnés en
niveaux de gris pour quelques dates d'observation en ﬁgure 1.15-a-1, 2, 3, 4 et en ﬁgure 1.15-b-1, 2, 3 (trait
continu rouge) pour quelques points d'observation et comparés avec le cas non dissipatif (traits pointillés
noirs). Les diﬀérences sont relativement faibles car le contenu spectral est en bonne partie porté par les
basses fréquences, qui s'atténuent peu par viscoélasticité. Enﬁn, la ﬁgure 1.15-b-4 présente en niveaux de gris
le champ uz en ﬁn de simulation calculé avec la première grille temporelle, et met en évidence que l'artefact
se concentre au voisinage de la source.
Pour cet exemple 2D complexe le temps de calcul a été de 25′′ pour le cas non dissipatif (première grille
temporelle) et de 38′′ pour le cas viscoélastique (seconde grille temporelle).
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Figure 1.15  À gauche : champ de déplacement vertical uz à diﬀérents instants, en prenant en compte la
viscoélasticité et en utilisant la grille temporelle  rallongée . En bas à droite, uz(35µs) calculé avec la grille
 non-rallongée  : l'artefact numérique dû au caractère non-holomorphe de la loi de dissipation hystérétique
est prépondérant à l'endroit où se situait la source. À droite, les trois signaux sont calculés aux trois points
représentés par des disques jaunes. Le signal en trait rouge continu correspond au cas viscoélastique, celui
en trait pointillé noir correspond au cas non-viscoélastique. Pour le premier signal, la courbe en trait semi-
pointillé bleu correspond au cas viscoélastique calculé avec la grille  non-rallongée  et met en évidence la
croissance exponentielle dans le temps de l'artefact numérique.
Chapitre 2
Approche modale
Ce chapitre décrit comment une approche modale peut être formulée dans le domaine temporel. Du point de
vue du chapitre précédent, il s'agit de résoudre analytiquement la transformation de Laplace inverse par le
théorème des résidus. Il décrit également son implémentation par la méthode numérique dominante à l'heure
actuelle, qui porte l'accronyme de SAFE (Semi Analytical Finite Elements) au sein de la communauté de
CND. Cette méthode modale temporelle sera nommée ωn(k). À notre connaissance, elle a été introduite par
S.B. Dong et R.B. Nelson [24, 25]. Ce chapitre s'inspire beaucoup de la publication d'E. Kausel [43] que nous
considérons comme l'une des fondatrices pour la méthode SAFE-ωn(k) (dans cet article l'accronyme TLM,
pour Thin Layer Method, est synonyme de SAFE) et de la thèse de J. Park [61] qui a comparé les points
forts et points faibles des formulations ωn(k) et kn(ω, θ). Ces deux travaux n'ont apparemment pas donné
lieu à des suites en dehors de quelques très peu nombreux articles de la part de leurs propres auteurs. Nous
supposons que la raison est que le principal intérêt de ωn(k) sur kn(ω, θ) est la facilité avec laquelle se traite
l'anisotropie en 3D, alors que E. Kausel et J. Park ne s'intéressaient qu'à des milieux (géophysiques) isotropes
dans le plan. Nous reprenons et développons ici le formalisme de la publication d'E. Ducasse et M. Deschamps
[27] qui est adapté aux milieux anisotropes. Mentionnons également l'article de X. Han et al. [34], postérieur
à celui d'E. Kausel mais qui ne semble pas en avoir connaissance, et qui re-dérive la formulation modale
temporelle. Cet article se situe dans un contexte de CND et considère en théorie des milieux anisotropes,
cependant les exemples qu'il donne se limitent à des milieux isotropes et les questions de troncature de la
série modale, pourtant cruciales, ne sont pas abordées. De notre lecture, il ne dégage aucune conclusion quant
à l'intérêt de cette formulation modale temporelle par rapport à la formulation modale harmonique.
Dans un premier temps, le cas particulier d'un guide non dissipatif dans le vide est exposé en détails. Le cas
d'un guide dissipatif dans le vide est ensuite traité, le choix étant fait d'adopter une approche perturbative.
Ce choix est justiﬁé dans le contexte CND qui fait usage de matériaux relativement peu atténuants. Enﬁn,
les diﬃcultés liées au cas du guide ouvert sont exposées. Celles-ci ont dans cette thèse mené à l'abandon de
la formulation modale, au proﬁt de la formulation par ondes partielles, pour traiter le guide ouvert.
2.1 Plaque élastique dans le vide
Reprenons le système d'équations (1, 3) en considérant pour simpliﬁer que chaque milieu est un milieu solide.
Dans cette première section, nous nous limitons à des solides non dissipatifs. Considérons de plus que le
milieu élastique stratiﬁé est d'épaisseur ﬁnie, c'est-à-dire que sur la ﬁgure 1 les milieux β = 0 et β = N + 1
sont du vide. Cette dernière hypothèse revient à imposer une condition de Neumann aux interfaces inférieure
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et supérieure de la plaque :(
n
1∇
)
u
(
x, 0+, t
)
= 0,
(
n
N ∇
)
u
(
x, h−, t
)
= 0. (2.1)
Appliquons une transformation de Fourier x → k aux dimensions du plan. Les équations (1, 3, 2.1) de-
viennent :
∂2t u˜ + Opku˜ =
f˜
ρ
, (2.2)
Opk ≡ −
1
ρ
(∇ ∇) = 1
ρ
(k  k) + i
ρ
[(n  k) + (k  n)] ∂z − 1
ρ
(n  n) ∂2z , (2.3)
[(
n
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)
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)]
u˜ (0+, t) = 0[(
n
N n
)
∂z − i
(
n
N k
)]
u˜ (h−, t) = 0
(2.4)
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[(
n
β n
)
∂z − i
(
n
β k
)]
u˜
(
z−β , t
) ∀β ∈ {1, .., N − 1} .
(2.5)
Nous avons déﬁni dans (2.3) Opk l'opérateur diﬀérentiel spatial. Nous allons exprimer Opk sur la base des
modes de Lamb présents dans la plaque pour résoudre (2.2-2.5). Le paragraphe 2.1.1 discute quelques aspects
généraux de cette décomposition. Le paragraphe 2.1.2 traite de la mise en ÷uvre numérique via la méthode
SAFE pour obtenir la base modale. Dans le paragraphe 2.1.3 le système d'équations (2.2-2.5) est résolu grâce
à la base modale. Enﬁn, le paragraphe 2.1.5 est consacré à diverses astuces numériques que l'on peut exploiter
grâce à la base modale : le théorème du changement d'origine, et l'extraction de coeﬃcients modaux pour la
reconstruction du champ élastodynamique à partir de quelques  photos .
2.1.1 Une base modale orthogonale complète
Commençons par introduire la notation suivante pour désigner le champ transposé conjugué d'un champ u˜1 :
u˜†1 ≡
(
u˜T1
)∗
, (2.6)
ainsi que le produit scalaire suivant, que nous utiliserons tout au long de ce chapitre :
〈u˜1, u˜2〉 ≡
ˆ h
0
ρ (z) u˜†1 (z) u˜2 (z) dz. (2.7)
Au sens de (2.7), l'opérateur Opk est autoadjoint et admet donc une décomposition modale (voir [27] pour la
démonstration). Les valeurs propres de Opk, notées ω
2
j , sont réelles positives (strictement positives si k 6= 0)
et forment une suite croissante qui tend vers l'inﬁni 0 6 ω21 6 ω22 ... Les vecteurs propres sont notés Φj et
forment une base (complète) orthogonale :
〈Φi,Φj〉 = δij ‖Φi‖ ‖Φj‖ , (2.8)
que nous normerons en imposant
‖Φj‖ ≡ 1. (2.9)
La base modale ainsi formée sera désignée
(
ωj ≡
√
ω2j , Φj
)
j∈N∗
. Notons que, contrairement à la formulation
modale kn (ω, θ), nous avons ici un vrai produit scalaire pour lequel la base est orthonormale, et les constantes
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Figure 2.1  Valeurs propres de l'opérateur diﬀérentiel pour les formulations modales kn (ω, θ) et ωn (k) .
de normalisations ne divergent pas aux basses fréquences. En conséquence, il est possible de considérer des
excitations très large bande pouvant donner lieu à des mouvements de corps rigide. Du point de vue de la
majorité des cas d'intérêt en CND cet avantage est surtout théorique car des excitations à bande étroite sont
généralement utilisées.
Nous pourrions également choisir d'utiliser
〈u˜1, u˜2〉Opk ≡ 〈u˜1,Opk u˜2〉 = −
ˆ h
0
u˜†1 (z) (∇ ∇) u˜2 (z) dz, (2.10)
qui permet de déﬁnir une autre normalisation de la base modale, au sens de l'énergie, puisque :
〈Φi,Φj〉Opk = δij ω
2
j . (2.11)
Cependant, outre le fait qu'il est légèrement moins pratique à calculer que (2.7), (2.10) n'est pas un vrai
produit scalaire car la norme qu'il déﬁnit n'est qu'une semi-norme : les modes de corps rigide (k = 0, ωj = 0)
ont une norme nulle. Nous nous en tiendrons donc à (2.7).
L'interprétation physique d'un mode, c'est-à-dire la situation expérimentale limite qu'il représente, est diﬀé-
rente entre les deux formulations.  En ω  on peut imaginer une source oscillante de dimensions très petites
devant les longueurs d'onde qu'elle rayonne. Un mode propagatif est un train d'ondes qui s'étend dans tout
le demi-espace à droite (ou à gauche) de la source et qui se propage avec une longueur d'onde λn = 2pikn . Si le
guide est dissipatif ou ouvert, kn peut avoir une partie imaginaire non nulle qui représente l'atténuation du
train d'ondes au cours de son déplacement dans l'espace.  En k  il faut s'imaginer une source impulsion-
nelle répartie sinusoïdalement sur toute la surface. On peut penser par exemple à un transducteur linéïque
ou matriciel posé en surface de la plaque, qui émet une impulsion brève. Un mode est une résonnance de
l'épaisseur de la plaque, à la fréquence fn =
ωn
2pi . Si le guide est dissipatif ou ouvert, fn peut avoir une partie
imaginaire non nulle qui représente l'atténuation de la résonance au ﬁl du temps.
La diﬀérence la plus remarquable avec la formulation kn (ω, θ) est qu'il n'est ici nullement question de modes
évanescents : le nombre d'onde k est par hypothèse réel, et les valeurs propres ω2j sont également réelles.
Lorsque le calcul est eﬀectué  en ω , l'inﬁnité de modes est à prendre en compte au voisinage du terme
source, ce qui déﬁnit un champ proche (où la convergence de la série modale est mauvaise) et un champ lointain
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(où seul un nombre ﬁni de modes contribue). Dans cette formulation où le calcul est eﬀectué  en k , la
notion de proximité avec le terme source n'est plus spatiale, mais temporelle : au voisinage de l'excitation
l'inﬁnité de modes est à prendre, ce qui déﬁnit un régime forcé ou non établi (où la série modale converge
mal), alors que, pour une source à spectre borné, une fois la source éteinte, le régime libre s'établit et seul un
nombre ﬁni de modes contribuent de manière signiﬁcative. Ces aspects sont illustrés en ﬁgure 2.1 et seront
discutés plus en détails par la suite, au paragraphe 2.1.4. En terme de convergence, le point commun entre
les deux formulations et avec n'importe quelle autre formulation modale, est que la représentation modale est
mal adaptée au voisinage spatio-temporel des sources, et performante en régime libre, en dehors de ce pavé.
2.1.2 Obtention numérique de la base modale
Il existe deux familles d'approches pour obtenir la base modale d'un guide d'onde. La première consiste à
résoudre l'équation de Christoﬀel dans chaque couche pour des paramètres ω et k pouvant être complexes, à
regrouper les conditions de continuité sous forme de matrice de transfert, globale, etc, et à chercher les zéros
kn (ω, θ) ou ωn (k) du déterminant de cette matrice. Une description détaillée de la méthode est présentée
dans [63] et est à l'origine du logiciel Disperse développé par l'Imperial College [64]. Historiquement, il
s'agit de la première famille d'approches développée. Cependant, le gros défaut est que la recherche de
zéros du déterminant conduit à la recherche de zéros dans le plan complexe d'une fonction non-linéaire.
Numériquement, il est encore impossible de garantir que les algorithmes ne ratent pas certains zéros, ce qui
rend la méthode peu ﬁable, en particulier lorsqu'il s'agit de trouver des zéros complexes correspondant à des
modes atténués par dissipation ou rayonnement. Cette diﬃculté a conduit à développer une autre famille
d'approches, connues sous les noms  Strip Element Method  [51],  Thin Layer Method  [43] ou encore
 Semi Analytical Finite Element  [40]. Dans cette thèse l'acronyme utilisé sera celui de SAFE, même si
 Semi Analytical Finite Diﬀerence  [27] serait plus adéquat car la méthode numérique sera formulée avec des
diﬀérences ﬁnies. Le parti pris de cette famille de méthodes est de ne pas exploiter les solutions analytiques en
z dans chaque couche. À la place, la dimension z est discrétisée et l'opérateur de dérivation ∂z est remplacé
par une matrice de taille raisonnable que l'on multipliera par le vecteur des valeurs de la fonction aux points
de discrétisation. L'équation d'onde et les équations de continuité sont intégrées dans cette matrice. Ceci
formule la recherche de modes comme une recherche linéaire de valeurs propres, qui ne pose aucune diﬃculté
numérique. Par conséquent, ces méthodes sont parfaitement ﬁables pour calculer une base modale. Dans le
cas de guides unidirectionnels, de type cylindre, ces méthodes présentent également l'avantage considérable
de pouvoir être appliquées à des géométries de sections quelconques. Leur défaut, cependant, est qu'il est
diﬃcile de formuler un problème aux valeurs propres pour un guide ouvert. Ces diﬃcultés seront présentées
dans le paragraphe 2.3.
Ce paragraphe décrit en détails la résolution numérique du problème aux valeurs propres
OpkΦ = ω
2 Φ. (2.12)
Quelques considérations générales sur la méthode des diﬀérences ﬁnies seront premièrement rappelées. Le
système d'équations diﬀérentielles sera remplacé, dans chaque couche, par des équations aux diﬀérences qui
seront regroupées dans une matrice. Enﬁn, les conditions de continuité entre les couches et de contrainte nulle
aux interfaces externes seront utilisées pour assembler en une seule grosse matrice les matrices relatives aux
diﬀérentes couches et supprimer les points de discrétisation redondants.
Opérateur de dérivation discrétisé : soit φ une fonction suﬃsamment régulière sur un intervalle. On
discrétise cet intervalle avec un pas constant s. On peut montrer grâce à des développements limités qu'à
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l'ordre r les r + d premières dérivées de φ s'approximent en un point c s comme la combinaison linéaire
suivante impliquant les valeurs de φ en r + d points voisins :
φ (0)
φ (s)
φ (2 s)
...
φ ((r + d− 1) s)

= KTr,d,c

φ (c s)
s φ′ (c s)
s2
2 φ
′′ (c s)
...
sr+d−1
(r+d−1)! φ
[r+d−1] (c s)

+O
(
sr+d
)
, (2.13)
avec
Kr,d,c =
[
(j − 1− c)i−1
]
16i, j6r+d
. (2.14)
En particulier, pour les dérivées première et seconde, il vient que
φ′ (c s) = 1s d
T
1,c

φ (0)
φ (s)
...
φ (r s)
+O (s
r)
φ′′ (c s) = 1s2 d
T
2,c

φ (0)
φ (s)
...
φ ((r + 1) s)
+O (s
r)
avec d1,c = K
−1
r,1,c

0
1
0
...
0

avec d2,c = K
−1
r,2,c

0
0
2
0
...
0

.
(2.15)
En pratique, les vecteurs de coeﬃcients d1,c et d2,c sont calculés en résolvant Kr,1,cd1,c = ( 0 1 0 . . . 0 )T
et Kr,2,cd2,c = ( 0 0 2 0 · · · 0 )T. Pour des fonctions vectorielles de dimension 3 il suﬃt de remplacer
les vecteurs d1,c et d2,c par les matrices
D1,c =

d1,c,0 I
d1,c,1 I
...
d1,c,r I
 et D2,c =

d2,c,0 I
d2,c,1 I
...
d2,c,r+1 I
 . (2.16)
Équation aux diﬀérences dans chaque couche : Appliquons les principes du paragraphe précédent pour
remplacer l'équation diﬀérentielle (2.12) par une équation aux diﬀérences. Pour chaque couche β d'épaisseur
hβ , nous discrétisons l'intervalle [0, hβ ] en nβ segments de longueurs identiques sβ = hβ n
−1
β . Nous appelons
β
φi le vecteur de dimension 3 qui approche la valeur prise par le champ u˜ au i-ème point de discrétisation
(0 6 i 6 nβ), Φβ le vecteur de l'ensemble des points de la couche et Φ˜β ce même vecteur privé des points
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hβ
zβ
zβ−1
sβ =
hβ
nβ
sβ+1
β
φ0 =
β−1
φ nβ−1, σ˜z
(
z−β−1
)
= σ˜z
(
z+β−1
)
β
φi ≈ u˜ (zβ−1 + i sβ)
β
φnβ =
β+1
φ 0, σ˜z
(
z−β
)
= σ˜z
(
z+β
)
Figure 2.2  Discrétisation du champ u˜.
aux interfaces :
Φβ =

β
φ0
β
φ1
...
β
φnβ

, Φ˜β =

β
φ1
β
φ2
...
β
φnβ−1

. (2.17)
Introduisons les matrices 3× 3 suivantes :
Nβ =
−1
ρβ s2β
(
n
β n
)
, Lβ =
i
ρβ sβ
[(
n
β k
)
+
(
k
β n
)]
, Kβ =
1
ρβ
(
k
β k
)
,
Aβ = −i
(
n
β k
)
, Bβ =
1
sβ
(
n
β n
)
.
(2.18)
En nous limitant à un ordre r pair, l'équation (2.12) devient :
Nβ D
T
2,c(i)
β
φ (i) + Lβ D
′T
1,c(i)
β
φ (i) + Kβ
β
φi ≈ ω2
β
φi, (2.19)
où :
c (i) =

i si 1 6 i 6 r2 (pre`s de la face supe´rieure)
r
2 si
r
2 6 i 6 n− r2 (a` l′inte´rieur de la couche)
i+ r + 1− n si n− r2 6 i 6 n− 1 (pre`s de la face infe´rieure) ,
(2.20)
où D′1,c(i) est construite, similairement à (2.16), à partir du vecteur d
′
1,c(i)  rallongé  (de dimension r+ 2) :
d′1,c(i) =
[
d1,c(i)
0
]
si 1 6 c 6 r
2
, ou
[
0
d1,c(i)−1
]
si
r
2
+ 1 6 c 6 r, (2.21)
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et où φ (i) désigne le vecteur de taille 3 (r + 2) :
φ (i) =

φi−c(i)
φi+1−c(i)
...
φi+r+1−c(i)
 . (2.22)
La valeur approchée de la contrainte normale sur la face  du haut  de la couche s'écrit :
σ˜z
(
z+β−1
)
≈ (d1,0,0 Bβ + Aβ)
β
φ0 +
r∑
j=1
d1,0,j Bβ
β
φj , (2.23)
et sur la face  du bas  (en exploitant la symétrie d1,c,i = −d1,r−c,r−i) :
σ˜z
(
z−β
)
≈ (−d1,0,0 Bβ + Aβ)
β
φnβ −
r∑
j=1
d1,0,j Bβ
β
φnβ−j . (2.24)
Nous sommes à présent en mesure de déﬁnir la matrice de discrétisation Mβ , creuse, telle que :
Mβ Φβ =

σ˜z
(
z+β−1
)
ω2 Φ˜β
−σ˜z
(
z−β
)
 , (2.25)
Mβ =

A + d1,0,0 B d1,0,1 B · · · · · · d1,0,r B
d1,1,0 L + d2,1,0 N K + d1,1,1 L + d2,1,1 N d1,1,2 L + d2,1,2 N · · · d1,1,r L + d2,1,r N d2,1,r+1 N
... · · · · · · · · · ... ...
d1, r2 ,0 L + d2,
r
2 ,0
N · · · K + 0 L + d2, r2 , r2 N · · · K + d1, r2 ,r L + d2, r2 ,r N
d1, r2 ,0 L + d2,
r
2 ,0
N
. . .
. . .
. . . d1, r2 ,r L + d2, r2 ,r N
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
d1, r2 ,0 L + d2,
r
2 ,0
N · · · · · · d1, r2 ,r L + d2, r2 ,r N
d1, r2 ,0 L + d2,
r
2 ,0
N · · · · · · d1, r2 ,r L + d2, r2 ,r N
...
... · · · · · · ...
d2,1,r+1 N −d1,1,r L + d2,1,r N · · · K− d1,1,1 L + d2,1,1 N −d1,1,0 L + d2,1,0 N
d1,0,r+1 B · · · d1,0,1 B d1,0,0 B−A

. (2.26)
Déﬁnissons également M˜β  l'intérieur  de Mβ , c'est-à-dire la sous-matrice dont on a exclu les trois premières
lignes, les trois premières colonnes, les trois dernières lignes et les trois dernières colonnes.
Construction de la matrice à diagonaliser par assemblage des matrices Mβ : La dernière étape
pour formuler le problème aux valeurs propres est d'utiliser les conditions de contrainte normale nulle aux
extrémités de la plaque et les conditions de continuité du champ et de la contrainte normale à chaque interface
entre deux couches. Nous allons donc exprimer
1
φ0, le champ à l'extrémité  du haut  de la couche n°1, et
N
φnN , le champ à l'extrémité  du bas  de la couche n°N , en fonction du champ aux points voisins. Nous
faisons de même pour le champ à chaque interface n°β où
β
φnβ =
β+1
φ0 . On obtient, à l'extrémité  du haut  :
1
φ0 =
r∑
j=1
1
Rtopj
1
φj , avec
1
Rtopj = −d1,0,j (d1,0,0 B1 + A1)−1 B1, (2.27)
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à l'extrémité  du bas  :
N
φnN =
r∑
j=1
N
Rbotj
N
φnN−j , avec
N
Rbotj = d1,0,j (−d1,0,0 BN + AN )−1 BN , (2.28)
et à l'interface n°β :
β
φnβ =
β+1
φ0 =
r∑
j=1
β
Rbotj
β
φnβ−j +
r∑
j=1
β+1
Rtopj
β+1
φj , (2.29)
avec :
β
Rbotj = −d1,0,j (d1,0,0 (Bβ+1 + Bβ) + Aβ+1 −Aβ)−1 Bβ
β+1
Rtopj = −d1,0,j (d1,0,0 (Bβ+1 + Bβ) + Aβ+1 −Aβ)−1 Bβ+1.
(2.30)
On appellera par la suite
β
Rtop (resp.
β
Rbot) les matrices de taille 3 × 3 r formées par assemblages des blocs
β
Rtopj (resp.
β
Rbotj ). Compte tenu du fait que (n
β n), et donc Bβ , sont réelles positives et toujours inversibles,
et que di,j,k est réel et Aβ est imaginaire pure, alors (±d1,0,0 Bβ + Aβ) et (d1,0,0 (Bβ+1 + Bβ) + Aβ+1 −Aβ)
sont toujours inversibles et les expressions (2.30) ne posent pas de problème.
Si l'on appelle Φ le vecteur de l'ensemble des points et Φ˜ le même vecteur privé des points aux interfaces et
aux extrémités
Φ˜ =

Φ˜1
Φ˜2
...
Φ˜N
 , Φ =

1
φ0
Φ˜1
2
φ0
Φ˜2
...
N
φ0
Φ˜N
N
φnN

, (2.31)
et si l'on appelle également
β
Ctop (resp.
β
Cbot) la sous-matrice de taille 3 r/2 × 3 des trois premières (resp.
dernières) colonnes de Mβ ,
β
Ctop =

d1,1,0 L + d2,1,0 N
...
d1, r2 ,0 L + d2,
r
2 ,0
N
 , βCbot =

−d1, r2 ,0 L + d2, r2 ,0 N
...
−d1,1,0 L + d2,1,0 N
 (2.32)
alors nous arrivons à la construction du problème aux valeurs propres suivant :
M Φ˜ = ω2 Φ˜, (2.33)
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où :
M =

M˜1
M˜2
. . .
M˜N
+

1
Ctop
1
Rtop 0 · · · 0 0
0
...
...
... 0 0
0 · · · 0
1
Cbot
1
Rbot
1
Cbot
2
Rtop 0 · · ·
0 · · · 0
2
Ctop
1
Rbot
2
Ctop
2
Rtop 0 · · ·
0 0
. . .
...
...
...
. . . 0
· · · 0
N
Cbot
N
Rbot

.
(2.34)
Les blocs dûs aux conditions aux limite sont de taille 3 r × 3 r au niveau des interfaces internes et de taille
3 r/2 × 3 r/2 au niveau des interfaces externes. La matrice M est diagonalisée, et l'on obtient ainsi la base
modale (ω2j , Φ˜j)j∈N∗ à k ﬁxé. Il y a en théorie un nombre inﬁni de modes à k ﬁxé. Dans la pratique, M a
bien évidemment un nombre ﬁni de valeurs propres, nombre qui dépend de sa taille, et donc du nombre de
points de discrétisation. Selon le spectre des signaux que l'on veut synthétiser, on tronque la base modale
et on ne garde que les premiers modes tels que ωj < ωmax, avec ωmax arbitraire. Enﬁn, on normalise les
vecteurs propres comme indiqué dans (2.9).
Quelques détails sur la procédure numérique : La matrice M a une structure par bandes. A partir
d'un certain seuil, des routines numériques tirant parti de ce caractère creux peuvent permettre de gagner
en temps de calcul. Un ordre élevé fera gagner en précision mais densiﬁera M, rendant moins intéressant,
voire pénalisant, l'utilisation de telles optimisations. D'un autre côté un ordre faible permettra d'avoir une
matrice très creuse, mais donnera une convergence lente. Dans cette thèse, les ordres 4 ou 8 ont la plupart du
temps été utilisés, suivant si la rapidité ou la précision était privilégiée. Une étude de convergence a mis en
évidence qu'à partir de l'ordre 12 les erreurs de troncature dûes à la représentation numérique des nombres
réels (double précision) dégradaient les résultats, au point par exemple que l'ordre 16 donne des résultats
plus mauvais que l'ordre 2, et que les ordres 18 et 20 donnent des résultats absurdes. Les ordres 8 et 10 ont
donné les vitesses de convergence les meilleures.
Dans la formulation SAFE-kn (ω, θ) , le problème aux valeurs propres est dit  quadratique  et doit pour
être résolu faire usage d'un vecteur d'état rallongé, de type ( uT −i kn uT )T. La matrice à diagonaliser est
cependant à coeﬃcients réels si le guide n'est pas dissipatif. Dans notre cas de SAFE-ωn (k) , le vecteur d'état
(u) suﬃt si le guide n'est pas dissipatif et la matrice est ainsi quatre fois plus petite, bien qu'à coeﬃcients
complexes.
La recherche de valeurs propres donne le vecteur Φ˜. Pour obtenir Φ, il faut utiliser les relations (2.27-
2.29). Il est possible de continuer à travailler avec ce vecteur discrétisé et d'obtenir la valeur du champ
entre les points de discrétisation par interpolation, cependant l'approche adoptée dans cette thèse a été
d'obtenir les coeﬃcients des 6 ondes de volumes de chaque couche par un ajustement aux moindres carrés,
puis d'obtenir analytiquement le champ en un point z voulu. Les deux approches sont bien entendu du même
ordre d'approximation. L'approche choisie a été jugée plus pratique à utiliser dans les post-traitements,
notamment pour le calcul d'un champ de contrainte modal ou l'obtention des opérateurs g˜u˜,σ˜α et g˜σ˜α1 ,σ˜α2
qui se fait comme décrit dans le paragraphe 1.1.4. Par la suite nous confondons Φj le vecteur propre (discret)
obtenu par résolution de (2.34) avec Φj (z) le vecteur propre (continu) obtenu par ajustement aux moindres
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carrés ou par interpolation.
2.1.3 Décomposition modale du tenseur de Green transitoire
Exprimons à présent les champs de déplacement et de force réduite sur la base modale :
u˜ (z, t) =
+∞∑
j=1
uj (t) Φj (z) ,
f˜ (z, t)
ρ (z)
=
+∞∑
j=1
fj (t) Φj (z) . (2.35)
Les coeﬃcients uj (t) restent à déterminer, et les coeﬃcients fj (t) s'obtiennent par produit scalaire :
fj (t) =
ˆ h
0
ρ (z) Φ†j (z)
f˜ (z, t)
ρ (z)
dz. (2.36)
En particulier, si f˜ (z, t) = δ (z)ψ (t) (cas d'un transducteur collé en surface), alors :
fj (t) = Φ
†
j (0) ψ (t) . (2.37)
En injectant les décompositions modales (2.35) dans l'équation d'onde (2.2) on obtient :
+∞∑
j=1
d2uj (t)
dt2
Φj (z) +
+∞∑
j=1
ω2j uj (t) Φj (z) =
+∞∑
j=1
fj (t) Φj (z) , (2.38)
que l'on décompose en une nouvelle inﬁnité d'équations de type masse-ressort par projection sur chacun des
modes :
d2uj (t)
dt2
+ ω2j uj (t) = fj (t) . (2.39)
L'équation (2.39) a pour solution :
uj =

[
h (•) sin(ωj •)ωj
]
∗ fj
r ∗ fj
si ωj 6= 0
si ωj = 0.
(2.40)
Nous obtenons également la décomposition modale du tenseur de Green transitoire causal (en notant ze, te
l'altitude et l'instant d'émission et zr, tr l'altitude et l'instant de réception) :
g˜u˜,u˜ (zr, ze, tr, te) =
+∞∑
j=1
gj (tr − te) Φj (zr) Φ†j (ze) , (2.41)
gj (t) =
 h (t)
sin(ωj t)
ωj
r (t)
si ωj 6= 0
si ωj = 0.
(2.42)
Note 1 : la convolution (2.40) se calcule analytiquement pour des excitations simples (Gaussienne, N-cycles,
...), et peut se calculer par une transformée de Laplace numérique pour des excitations plus générales (cf.
1.4.1). En eﬀet,
Uj (s) =
Fj (s)
ω2j + s
2
. (2.43)
Note 2 : le champ de déplacement a été calculé en (2.35, 2.40) sans avoir recours à la notion de direction de
propagation de l'énergie. Ceci constitue une diﬀérence de taille avec la formulation classique  en (ω, θ) .
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Il est toutefois possible de retrouver une telle notion dans cette formulation  en k . En eﬀet, on peut
également écrire
u˜ (z, t) =
+∞∑
j=1
u+j (t) exp (iωj t) Φj (z) +
+∞∑
j=1
u−j (t) exp (−iωj t) Φj (z) . (2.44)
Nous utiliserons par la suite cette représentation dans les paragraphes 2.1.5 et 2.2. Cette écriture présente
l'avantage que u+j et u
−
j , qui seront dorénavant notés uj et u−j , sont des constantes en régime établi qui ont
pour valeur (voir (2.46)) :
u±j = ±Fj (±ωj)
2 iωj
. (2.45)
Vue de cette manière, la notion de mode change et ressemble plus à la notion de mode que l'on a dans
l'approche classique kn (ω, θ) : si le couple (ωj , Φj) est un mode, alors (−ωj , Φj) en est également un et sera
dorénavant noté (ω−j , Φ−j). Il devient impropre de parler de base puisqu'il y a redondance des vecteurs de
la base, et il n'y a plus orthogonalité mais bi-orthogonalité [29] des modes : 〈Φi,Φj〉 = δ|i||j|. La base peut
alors se partager en deux familles de modes se propageant dans des directions diﬀérentes dès lors que l'on est
capable de déﬁnir une telle notion de direction de propagation. Cette notion de direction peut être déﬁnie
au sens de la vitesse de groupe ∂ω∂k pour une plaque isotrope en 2D, ou au sens du vecteur de Poynting pour
tenter une approche plus générale, mais souﬀre des écueils classiques qui sont inévitables dans la formulation
kn (ω, θ). Bien entendu, l'hypothèse de causalité relie uj et u−j . Si l'on abandonne cette hypothèse, il n'est
plus suﬃsant d'appliquer un produit scalaire à (2.44) à un seul instant t pour extraire les coeﬃcients modaux.
Ceci sera discuté dans le paragraphe 2.1.5.
Par la suite, ces deux notions de mode seront utilisées indiﬀéremment ; le discriminant sera l'utilisation
d'indices j ∈ N∗ ou j ∈ Z∗.
2.1.4 Convergence et troncature de la série modale
Le vecteur d'onde k étant ﬁxé, il y a une inﬁnité de modes ωj (k). La question de la convergence de la série
modale se pose donc. Nous allons retrouver le résultat, classique pour le formalisme kj (ω, θ), que pour une
excitation dont le spectre est négligeable au delà d'une certaine fréquence fmax le champ en régime établi
s'exprime en fonction d'un nombre ﬁni de modes, alors qu'en régime non établi la convergence de la série
modale est mauvaise et nécessite de prendre en compte un très grand nombre de termes. Le propos sera
illustré en considérant deux cas particuliers où la convolution (2.40) peut se calculer analytiquement : une
excitation brève, de type Gaussienne (ﬁgure 2.3), ainsi qu'une une excitation plus longue et centrée autour
d'une fréquence, de type N-cycles (ﬁgure 2.4).
Mauvaise convergence en régime non établi : un sinus causal h(t) sin(ωj t) n'est pas monochromatique
mais contient des fréquences autour de ωj . Un mode de pulsation propre ωj peut donc être excité par un
signal de pulsation plus basse que ωj . On peut voir, par développement limité du sinus dans (2.40), que pour
les temps très courts t . 2piωj , tous les modes de pulsation ωn . ωj contribuent de manière quasi identique.
Dans cette limite, un très grand nombre de modes est donc nécessaire pour assurer la convergence de la
série, indépendamment du spectre de l'excitation. Contrairement à ce que l'on peut lire dans [27] l'approche
modale n'est pas adaptée pour décrire ce régime.
Troncature en régime établi : la convolution (2.40) ﬁnit par tendre vers une fonction oscillatoire au
bout d'un temps caractéristique tmax, j (fj , ωj) qui déﬁnit la ﬁn du régime non établi du mode j. Appelons
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Figure 2.3  Convolution d'une excitation Gaussienne par un sinus causal de fréquence f (rd,ω (t), voir [27]
ﬁgure B.1) et par une exponentielle causale (ed,ω (t)) pour diﬀérentes valeurs de f. La convergence de la série
modale est très mauvaise durant le régime non établi t/d ∈ [−0.5, 0.5] et excellente en régime établi t/d > 0.5.
tmax le plus grand de ces tmax, j : tmax sépare l'axe du temps en un régime non établi et un régime établi.
Pour une source brève tmax correspond à l'extinction de la source et au début du régime libre. Appelons Fj
la transformée de Fourier de fj . Alors :
u (z, t > tmax) =
+∞∑
j=1
Fj (ωj) e
iωj t − Fj (−ωj) e−iωj t
2 iωj
Φj (z) . (2.46)
Si Fj est négligeable pour ω > ωmax = 2pi fmax alors on peut tronquer la série modale dès que ωj > ωmax.
Plus le terme source sera bref, plus son spectre sera large et plus il faudra inclure de modes pour la convergence
de la série. Le coût numérique sera donc proportionnel à l'étendue spectrale du terme source, exactement
comme pour le formalisme classique kj (ω, θ). Pour des cas d'application en CND, on se limite en général
à des bandes fréquentielles où seuls les 3 à 10 premiers modes sont excités. Dans sa thèse, J. Park [61] a
considéré des excitations large bande et a étudié la dégradation de la solution lorsque la série modale est
tronquée en deçà du critère de Nyquist-Shannon. Comme attendu, cette dégradation se manifeste d'abord
au voisinage des fronts d'ondes, qui sont des singularités spatio-temporelles.
Exemple d'une excitation Gaussienne : supposons que dans (2.40)
fj (t) ≡ 5
2 d
exp
(
−25pi t
2
4 d2
)
. (2.47)
En reprenant les notations utilisées dans [27], la convolution du terme source par un sinus causal a pour
valeur
rd,ω (t) = Im (ed,ω (t)) , (2.48)
CHAPITRE 2. APPROCHE MODALE 54
10−5
10−4
10−3
10−2
10−1
100
p n
,ν
(t
),
2
ν
|e n
,ν
,ω
(t
)|
ω/ν
1.0 0.5
1.5 0.2
1.8
2.4
ω/ν = 3.0, 5.0
−2 −1 0 1 2 3 4 5
ν t/2 pi
−1.0
−0.5
0.0
0.5
1.0
p n
,ν
(t
),
2
ν
r n
,ν
,ω
(t
)
ω/ν = 1.0
ω/ν = 0.5
ω/ν = 1.5
ω/ν = 1.8
ω/ν = 0.2
Figure 2.4  Convolution d'une excitation 3-cycles de pulsation ν par un sinus causal de pulsation ω
(rn,ν,ω (t), voir [27] ﬁgures B.2, 3) et par une exponentielle causale (en,ν,ω (t)) pour diﬀérentes valeurs de
ω. La convergence de la série modale est très mauvaise durant le régime non établi ν t/2pi ∈ [−2, 2] et
excellente en régime établi ν t/2pi > 2.
où l'on a déﬁni la convolution du terme source par une exponentielle causale
ed,ω (t) =
´ t
−∞ fj (τ)
exp(iω (t−τ))
ω dτ
= 12ω exp
(
iω t− d2 ω225pi
) [
1 + erf
(
5
√
pi
2 d t+ i
ω d
5
√
pi
)]
.
(2.49)
rd,ω (t/d) est tracé en ﬁgure 2.3 pour quelques valeurs de f = ω/2pi. Ceci fait référence à [27]-Fig.B.1. Par
rapport à cette publication, la ﬁgure 2.3 est complétée d'une étude de |ed,ω (t/d)| en échelle logarithmique et
met en évidence la diﬀérence de convergence entre les régimes non établi et établi.
Exemple d'une excitation N-cycles : supposons que dans (2.40)
fj (t) ≡ sin (ν t) exp
(
− 9 ν
2 t2
2pi2 n2
)
. (2.50)
En reprenant les notations utilisées dans [27], la convolution du terme source par un sinus causal a pour
valeur
rn,ν,ω (t) = Im (en,ν,ω (t)) , (2.51)
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où l'on a déﬁni la convolution du terme source par une exponentielle causale
en,ν,ω (t) =
´ t
−∞ fj (τ)
exp(iω (t−τ))
ω dτ
= i4ω exp (iω t)
[
exp
(
−pi2 n2 (ν+ω)218 ν2
) (
1 + erf
(
3 ν
npi
√
2
t+ inpi (ν+ω)
3
√
2 ν
))
− exp
(
−pi2 n2 (ν−ω)218 ν2
) (
1 + erf
(
3 ν
npi
√
2
t+ inpi (ν−ω)
3
√
2 ν
)]
.
(2.52)
rn,ν,ω (ν t/2pi) est tracé en ﬁgure 2.4 pour quelques valeurs de f = ω/2pi. Comme pour le paragraphe
précédent, ceci fait référence à [27]-Fig.B.2, 3. Par rapport à cette publication, la ﬁgure 2.4 est complétée
d'une étude de |en,ν,ω (ν t/2pi)| en échelle logarithmique et met en évidence la diﬀérence de convergence entre
les régimes non établi et établi.
Modélisation exacte d'une source ponctuelle f (x, z, t) = δ (x, z) g (t) f0 en régime établi : l'ap-
proche à k ﬁxé adoptée dans cette thèse décompose le terme-source en ondes planes spatiales et impose
de respecter le critère de Nyquist-Shannon pour la transformation numérique inverse k → x. Il est donc
a priori impossible de considérer une source ponctuelle, dont le spectre spatial n'est pas borné, et il est a
priori extrêmement coûteux de considérer une forme spatiale discontinue de type porte rectangulaire. Ceci
est vrai pour le régime non établi. Cependant, en régime établi, la plaque agit comme un ﬁltre passe bas
spatial qui permet de considérer une source ponctuelle sans diﬃculté. Cette remarque vaut également pour
l'approche par ondes partielles décrite dans le Chapitre 1. En eﬀet, on constate systématiquement que les
modes tendent à avoir une vitesse de phase indépendante de k lorsque ‖kh‖ devient grand. Ceci peut se
démontrer facilement pour des plaques isotropes homogènes, pour lesquelles une expression analytique de
l'équation de dispersion peut être obtenue. Nous ne savons pas démontrer cette propriété dans le cas d'un
milieu stratiﬁé quelconque (d'épaisseur ﬁnie) ; nous la supposerons vraie. Alors, étant données une fréquence
maximale fmax et une direction de phase θ, il existe nécessairement un kmax (fmax, θ) tel qu'au delà duquel
toutes les fréquences de résonnance fn (k > kmax, θ) sont supérieures à fmax. Ainsi, si l'on se limite à des
sources dont le spectre temporel est négligeable au delà de fmax, les nombres d'onde k > kmax ne contribuent
pas au régime établi, et le champ peut donc être échantillonné spatialement sans problème.
La ﬁgure 2.1.4 donne deux exemples. La partie de gauche présente les courbes de dispersion de la plaque
d'aluminium d'épaisseur 1mm (voir le paragraphe 1.5.3) dont les fréquences de résonances sont inférieures
à 4MHz. Le mode de plus basse fréquence est toujours le mode A0, dont la vitesse de phase tend vers la
célérité des ondes transversales, ce qui constitue un moyen très commode d'estimer le nombre d'onde optimal
kmax(fmax) qui permet d'échantillonner de manière exacte le régime établi d'une source ponctuelle dès lors
que la fréquence épaisseur est suﬃsante (disons f h > 1MHzmm). La partie de droite présente le nombre
de modes de la plaque de carbone-époxy considérée en paragraphe 1.5.2 dont la fréquence de résonnance est
inférieure à 500 kHz, en fonction du vecteur d'onde. En raison de l'anisotropie, les modes ont une vitesse de
phase qui dépend de la direction de phase, mais là encore, au delà d'un certain kmax(θ, fmax), aucun mode
n'existe.
2.1.5 Utilisations dérivées de la base modale
Employer une approche modale pour calculer le champ permet certaines optimisations et certains post-
traitements qui sont inaccessibles dans une approche par ondes partielles. En voici deux exemples.
Théorème du changement d'origine : cette fois-ci (cf. 1.4.3), l'expression modale va nous permettre
de trier les paquets d'onde en fonction de leur direction de propagation. Ainsi, il sera possible, dans certains
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Figure 2.5  A gauche : courbes de dispersion fn (k) d'une plaque d'aluminium dans le vide d'épaisseur 1mm.
Si fmax = 4MHz alors le régime établi peut être échantillonné de manière exacte avec kmax ≈ 8.8 radmm−1.
A droite : nombre de modes (fn < 500 kHz) en fonction de k pour la plaque de carbone-époxy décrite en
1.5.2 (la zone la plus claire correspond à 0 modes, la plus sombre à 7 modes). Si fmax = 500 kHz alors le
régime établi peut être échantillonné de manière exacte avec kx,max ≈ 2, ky,max ≈ 2.5 radmm−1.
cas particuliers, de prolonger grandement la validité de la solution sans avoir à agrandir la taille du domaine
spatial. Les limitations sont exactement les mêmes que pour le modal-kn (ω) , à savoir la dispersion, qui
élargit petit à petit l'extention spatio-temporelle des paquets d'ondes, et la diﬃculté dans certains cas (3D
anisotrope, guide ouvert) de déﬁnir simplement une notion de direction de propagation. Pour simpliﬁer, nous
considérons seulement ici un cas 2D.
Utilisons la représentation (2.44). k étant ﬁxé, à chaque déformée modale correspondent deux pulsations
propres ωj et ω−j = −ωj , de signes opposés. Chacune de ces pulsations correspond à la propagation temporelle
d'un paquet d'onde. Si l'un est à vitesse de groupe positive cj ≡ ∂ωj∂k > 0, alors l'autre est à vitesse de groupe
négative c−j = −cj < 0. Bien entendu, ces deux paquets sont indiscociables l'un de l'autre car leur interférence
en régime non-établi est nécessaire pour assurer la causalité. Cependant, si nous abandonnons l'hypothèse de
causalité et que nous nous intéressons seulement au champ établi situé à droite de la source, nous pouvons
choisir de calculer uj grâce à la formule (2.45) et d'imposer u−j = 0. Le calcul à droite de la source est exact,
tandis que le calcul à gauche est faux. Le calcul en régime non-établi n'a bien sûr aucun sens. L'avantage est
que les sources ﬁctives n'émettent à présent que des trains d'onde se propageant vers la droite. Il est ainsi à
présent possible d'exploiter le théorème de changement d'origine pour n'utiliser qu'un domaine spatial réduit.
Ceci est illustré en ﬁgure 2.6.
Extraction des coeﬃcients modaux et reconstruction du champ : imaginons que nous connaissons
le champ u (x, z1, ti) pour tous les points x d'une grille d'échantillonnage donnée, à une altitude z1 donnée, et
pour un certain (petit) nombre d'instants ti, i = 1..2n. Nous disposons donc de plusieurs  photos  du champ
u tout en ignorant quelles sources ont pû en être à l'origine. Sous certaines conditions, il est possible d'utiliser
la base modale pour extraire les coeﬃcients modaux du champ u et ainsi obtenir ce champ, ou un champ de
contraintes associé, à d'autres altitudes et d'autres instants. Ce point de départ peut par exemple représenter
la sortie d'un calcul numérique indépendant, et on peut en imaginer diverses applications : couplage entre
deux codes numériques, post-traitement de mesures expérimentales, sauvegardes à bas coût de résultats de
calculs, etc.
La première hypothèse à faire est celle d'un régime établi. Sous la représentation (2.44), les coeﬃcients uj
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Figure 2.6  Champ 2D calculé à partir des représentations (2.35) (a) et (2.44) (b). Dans le cas (b), les
paquets d'ondes se propageant vers la gauche ont été forcés à zéro, ce qui permet d'exploiter le théorème du
changement d'origine pour prolonger la validité de la solution sans agrandir le domaine spatial.
sont donc constants dans le temps. De plus, notre ignorance quant aux sources nous force à abandonner
l'hypothèse de causalité : nous ne connaissons pas la relation entre uj et u−j . Enﬁn, supposons que z1 ne
correspond à aucun n÷ud de déformée modale (pour en être certain, on peut choisir z1 = 0 ou h) et que le
champ peut être décrit par un maximum de n modes. Cette dernière hypothèse se résume en  un mode,
deux photos . Appliquons une transformation de Fourier x→ k : u→ u˜. Pour chaque k, nous cherchons à
minimiser la quantité M Umod −Uphoto, avec :
Umod =

u1
u−1
...
un
u−n

, Uphoto =

u˜ (t1)
u˜ (t2)
...
u˜ (t2n)
 , (2.53)
M =

Φ1 (z1) e
iω1 t1 Φ−1 (z1) eiω−1 t1 · · · Φn (z1) eiωn t1 Φ−n (z1) eiω−n t1
...
...
Φ1 (z1) e
iω1 t2n Φ−1 (z1) eiω−1 t2n · · · Φn (z1) eiωn t2n Φ−n (z1) eiω−n t2n
 . (2.54)
Ce système linéaire est surdimensionné et doit être résolu au sens des moindres carrés. Il est bien entendu
crucial que M†M soit bien conditionnée. Les sources de mauvais conditionnement peuvent venir d'une
sélection d'une ou deux composantes seulement du champ u, d'un mauvais choix de z1 tel qu'une déformée
modale y ait un n÷ud, ou d'un mauvais choix de ti, par exemple identiquement espacés de 2pi ω
−1
j , ou
d'espacement disproportionné par rapport aux pulsations (par exemple |t2n − t1|≪ 2pi ω−1j ).
Cette procédure a été testée en 2D et en 3D sur des cas isotropes (plaque d'aluminium) et fortement anisotrope
(plaque de carbone-époxy monocouche du paragraphe 1.5.2), et pour des champs produits par des excitations
à bande étroite. Elle est illustrée en ﬁgure 2.7. L'altitude des photos a été choisie à z1 = 0. Les instants ti ont
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Figure 2.7  Extraction des coeﬃcients modaux d'un champ u connu en régime établi à une altitude z1 et
quelques instants t1...t2n. Le champ de déplacement ou de contrainte peut ensuite être reconstruit à d'autres
altitudes z2 et instants τ.
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été très naturellement choisis espacés d'un pas constant δt tel que δt respecte le critère de Nyquist-Shannon.
Sous cette condition, il a été constaté empiriquement que la sensibilité du système par rapport au choix des
instants ti n'est absolument pas critique. Le seul ingrédient critique relevé a été d'utiliser les trois composantes
ux, uy et uz du champ, faute de quoi certaines directions donnaient lieu à des mauvais conditionnements.
2.2 Plaque dissipative dans le vide : approche par perturbations
Considérons à présent que les milieux solides peuvent être dissipatifs. Si la loi de dissipation est de type
Kelvin-Voigt, l'équation d'onde (1) se réécrit avec la transformation
 → +  ∂t. (2.55)
Plus généralement, introduisons un opérateur diﬀérentiel temporel de dissipation :
 → +  Opt, (2.56)
que nous préférons caractériser par son action dans le domaine fréquentiel, par sa transformée de Fourier
H (ω) . En théorie, il est fondamental que l'opérateur Opt soit causal, de manière à ce que H soit holomorphe
pour {ω ∈ C, Im (ω) > 0}. Dans la pratique, et de façon non rigoureuse, nous tenterons d'utiliser une loi
de dissipation hystérétique, qui est connue pour sa non causalité à cause de son comportement aux basses
fréquences (voir 1.3.2). Dans le régime fréquentiel, nous avons :
 → + iω  loi de Kelvin−Voigt
 → + i sign (ω)  loi Hyste´re´tique
 → +H (ω)  loi arbitraire.
(2.57)
La démonstration du paragraphe (2.1.1) ne tient évidemment plus car l'opérateur diﬀérentiel ne se sépare plus
en une partie purement spatiale autoadjointe et une partie purement temporelle. Nous supposerons cependant,
comme classiquement pour les guides fermés, qu'une décomposition modale est toujours valide. Par contre,
les fréquences propres cherchées auront une partie imaginaire non nulle qui représentera l'atténuation modale
au cours du temps. Concernant l'orthogonalité de la base modale, celle-ci n'est plus garantie non plus, ce
qui en rend l'utilisation moins pratique. Il devient donc indispensable d'utiliser la représentation (2.44)
au détriment de (2.35). Contrairement au guide non dissipatif, Φ−j 6= Φj . Nous conservons cependant la
symétrie :  (ωj , Φj) est un mode  implique  (−ω∗j , Φ∗j ) = (ω−j , Φ−j) est également un mode .
2.2.1 Motivation de l'approche perturbative
Pour la loi causale de Kelvin-Voigt il est possible de continuer à formuler un problème aux valeurs propres
suivant l'approche décrite au paragraphe (2.1.2) à condition d'augmenter la taille du vecteur d'état pour
réduire le problème aux valeurs propres  non linéaire  à un vrai problème aux valeurs propres, ce qui
permet de résoudre le problème de manière exacte au prix d'une augmentation du temps de calcul. Il faut
par exemple choisir de travailler avec le vecteur d'état ( u˜T iωj u˜T )
T de taille 6.
En revanche, la loi hystérétique pose clairement problème pour établir une formulation aux valeurs propres.
Il est plausible que continuer à travailler avec (u˜) et introduire  → + i  donne des valeurs propres ω2j ∈ C
desquelles on puisse extraire correctement ωj =
√
ω2j si Re (ωj) > 0, c'est à dire un demi-spectre correct, et
CHAPITRE 2. APPROCHE MODALE 60
que l'autre demi-spectre Re (ωj) < 0 soit reconstruit grâce à la symmétrie ωj → −ω∗j . Cette possibilité n'a
pas été étudiée.
L'approche retenue a été une approche par la théorie des perturbations. En eﬀet, pour les cas d'application
CND, les matériaux considérés comme fortement dissipatifs tels que les composites carbone-époxy sont décrits
par des tenseurs ηij ≤ 5% cij . Il est donc très légitime de raisonner par perturbations. L'avantage est que l'on
garde un algorithme de recherche de modes relativement rapide et sans mauvaise surprise, dont on post-traite
la sortie pour obtenir la base modale du guide dissipatif. L'autre avantage, si l'on veut  jouer  avec les
paramètres des matériaux, est que l'on peut faire varier le tenseur ηij avec un très faible impact de calcul,
même en 3D. Cet aspect n'a pas été exploité mais pourraît être à la base d'une procédure d'optimisation des
coeﬃcients ηij , et en particulier pourraît permettre de terminer de caractériser proprement les coeﬃcients de
la plaque de G. Neau [58] à partir de l'ensemble de ses signaux mesurés (voir 1.5.2).
2.2.2 Base modale perturbée pour une loi Kelvin-Voigt
On pose :
Φ˜j (z, t) = e
i ω˜j t Φ˜j (z, 0) (2.58)
le mode j perturbé, avec la pulsation propre perturbée ω˜j :
ω˜j ≡ ωj + i γj (2.59)
et le vecteur propre perturbé Φ˜j projeté sur la base du guide non dissipatif :
Φ˜j (z, 0) ≡
∑
p
αjp Φp (z) , αjj ≡ 1. (2.60)
L'équation d'onde (2.2) conduit aux relations
(
ω2n − ω˜2j
)
αjn + i ω˜j
∑
p
αjp (η)np = 0, (2.61)
où l'on a déﬁni
(η)np ≡
〈
Φn,−ρ−1 (∇ ∇) Φp
〉
= (η)
∗
pn (2.62)
qui caractérise l'action de l'opérateur de dissipation sur le mode p. (η)np a la dimension de l'inverse d'un temps.
Comme nous le verrons par la suite, (η)nn déﬁnit un temps de demi-vie pour le mode n. La propriété (η)np =
(η)
∗
pn est due au fait que l'opérateur  jouit des mêmes propriétés que l'opérateur  et que −ρ−1 (∇ ∇) est
par conséquent également autoadjoint pour le produit scalaire (2.7). Bien entendu, si le tenseur de dissipation
est proportionnel au tenseur élastique ηij = β cij , alors (η)jj = β ωj et (η)jn = 0 si n 6= j, ce qui mène à la
relation utilisée par Kausel [43]. Par la suite, nous considèrerons le cas plus général où le tenseur de dissipation
n'est pas nécessairement proportionnel au tenseur élastique. Nous faisons les hypothèses de perturbations
suivantes : γj ω
−1
j , αjn pour n 6= j, et (η)jn ω−1j sont d'ordre 1, et le mode j n'est pas dégénéré. On obtient
alors, au premier ordre, en prenant n = j :
γj ≈
(η)jj
2
(2.63)
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qui est toujours un nombre réel positif. La dissipation donne donc toujours lieu à un amortissement modal
exponentiel dans le temps, ce qui est rassurant. En prenant cette fois n 6= j, on obtient au premier ordre :
αjn ≈ iωj
(η)nj
ω2j − ω2n
, (2.64)
et donc :
φ˜j (z, t) ≈ e−
(η)jj
2 t eiωj t
Φj (z) +∑
p 6=j
i
ωj (η)nj
ω2j − ω2n
Φp (z)
 . (2.65)
Pour des matériaux isotropes, ou isotropes transverses dans une direction principale, il arrive qu'en certains
points deux courbes de dispersions se croisent (les cas de croisement triple ou plus sont très exceptionnels, mais
se traitent de la même manière). Si le mode j est dégénéré avec le mode n, c'est-à-dire si ωj = ωn et j 6= n,
alors les relations (2.63-2.65) doivent être reconsidérées. Dans ce cas, les vecteurs Φj et Φn sont relativement
arbitraires puisqu'ils ne sont plus déﬁnis seulement à une phase près, mais à un vecteur du plan (Φj , Φn)
près. On peut donc les redéﬁnir de manière à ce que le tenseur de dissipation soit diagonal dans ce sous-espace,
c'est à dire (η)nj = 0. Cette transformation n'est pas explicitée dans cette thèse.
Les modes perturbés sont-ils normés ? Oui, au premier ordre :〈
Φ˜j , Φ˜j
〉
= 1 +
∑
p
|αjp|2 ≈ 1. (2.66)
Les modes perturbés sont-ils orthogonaux ? Non :
〈
Φ˜n, Φ˜j
〉
n 6=j
≈ i (η)nj
ωj − ωn , (2.67)
il faut donc inverser une matrice de Gram pour utiliser la base dans un calcul de champ. Cette matrice est
à diagonale principale et est donc bien conditionnée. De plus, elle est hermitienne. Cette partie n'est pas
explicitée dans cette thèse.
2.2.3 Base modale perturbée pour une loi Hystérétique
Reprenons les déﬁnitions (2.58-2.60). La relation (2.61) devient :
(
ω2n − ω˜2j
)
αjn + i sign (ωj)
∑
p
αjp (η)np = 0, (2.68)
et donc
γj ≈ sign (ωj)
(η)jj
2ωj
, (2.69)
αjn ≈ i sign (ωj)
(η)nj
ω2j − ω2n
. (2.70)
Notons que le problème non physique du comportement de la loi aux basses fréquences se manifeste dans
l'équation (2.69) par une atténuation modale inﬁnie.
Plus généralement, si nous considérons l'opérateur de dissipation caractérisé par sa transformée de Fourier
H :
 → +H (ω)  , (2.71)
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nous obtenons au premier ordre les formules de perturbations
γj ≈ −iH (ωj)
(η)jj
2ωj
, (2.72)
αjn ≈ H (ωj)
(η)nj
ω2j − ω2n
. (2.73)
2.3 Diﬃcultés du cas de la plaque enfouie
Le but de cette section est de donner un aperçu des diﬃcultés théoriques et pratiques que les méthodes
modales rencontrent lorsque le guide d'onde est ouvert. Au cours de cette thèse ces diﬃcultés ont motivé
l'approche par ondes partielles décrite dans le Chapitre 1 et l'approche modale a été abandonnée pour traiter
ce cas.
Citons toutefois les travaux de J. Park et E. Kausel [61, 62] qui ont montré qu'il était possible de continuer
à utiliser la base modale du guide dans le vide comme intermédiaire de calcul, tout en prétendant à un
résultat exact, en ayant recours à ce qu'ils appellent la  méthode de la sous-structure  (substructure
method en anglais). Ceci consiste à considérer le milieu semi-inﬁni comme un terme source secondaire, qui
agit en permanence sur toute la surface de la plaque, et dont l'amplitude est à déterminer en résolvant une
équation intégrale de Volterra du premier type. L'équation de Volterra fait intervenir la série modale de la
sous-structure, connue numériquement, le tenseur de Green du milieu semi-inﬁni, connu analytiquement, et
les termes sources. J. Park et E. Kausel résolvent numériquement cette équation directement dans le domaine
temporel et discutent de la précision et des problèmes d'instabilités de la méthode. Pour améliorer la stabilité,
ils proposent de créer une interface ﬁctive au sein du milieu semi-inﬁni et de raisonner avec la base modale
de ce système  rallongé , considéré dans le vide, plutôt qu'avec la base modale de la plaque. Notons que
cette équation de Volterra pourraît être résolue bien plus simplement dans le domaine de Laplace. Cette
approche n'a pas été retenue car le problème de fond, qui explique certainement le problème d'instabilité,
est que cette approche par sous-structure place le guide dans un régime forcé (non établi) sur l'ensemble du
domaine spatial et pendant toute la durée du signal. Par conséquent, la série modale converge mal partout et
tout le temps (voir 2.1.4), et cette approche ne présente que des inconvénients par rapport à l'approche par
ondes partielles. Il est donc important de disposer des  vrais  modes du guide ouvert si l'on veut espérer
calculer le champ de manière modale.
En premier lieu, le paragraphe 2.3.1 rappelle que le sens physique donné aux modes qui s'atténuent dépend
de la formulation modale, contrairement au cas du guide dans le vide non dissipatif. Ensuite, les paragraphes
2.3.2 et 2.3.3 décrivent les deux écueils théoriques auxquels se heurte le raisonnement modal appliqué au
guide ouvert. Enﬁn, le paragraphe 2.3.4 décrit les diﬃcultés pratiques rencontrées par les méthodes de type
SAFE pour l'obtention numérique des modes propres.
2.3.1 Sens physiques des diﬀérentes formulations modales
Onde hétérogène à fréquence complexe : considérons une onde modale de déformée modale f(z).
L'amplitude du champ associé est de la forme f(z) exp(i(ω t − kT x)), c'est-à-dire qu'elle est décrite tem-
porellement par une pulsation ω et spatialement, dans le plan de la plaque, par un vecteur d'onde k. Selon
la formulation modale considérée, ces deux dernières quantités peuvent être complexes. On notera alors
ω = ω′ + iω′′ et le vecteur d'onde k = k′ − ik′′ sera appelé bivecteur d'onde. Il est la projection dans le
plan de chacun des six bivecteurs vériﬁant l'équation de Christoﬀel dans chaque couche. k′ décrit les plans
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Figure 2.8  Relation entre le bivecteur d'onde k = k′ − ik′′ et le bivecteur lenteur de phase s = s′ − i s′′
(courtoisie d'O. Poncelet [67]).
de phase et k′′ indique la direction et l'ampleur de la décroissance spatiale exponentielle. Introduisons le
bivecteur lenteur de phase s = s′ − i s′′ 1, projection sur l'interface de chaque lenteur de phase, déﬁni par la
relation
k = ω s. (2.74)
On observe qu'à travers cette relation, le bivecteur k couple les eﬀets spatiaux et temporels, qui sont respec-
tivement décrits par s et ω. Cette relation est illustrée en ﬁgure 2.8. Bien entendu, ces trois quantités sont
liées par l'équation de dispersion de la plaque, laquelle admet pour solutions une inﬁnité de nappes. Selon la
formulation modale adoptée, seule une  tranche  de ces nappes nous intéresse : le cas le plus fréquent est
de ﬁxer une fréquence réelle (ω′′ = 0) et une direction de phase θ pour obtenir kn(ω, θ). On peut cependant
parfois rechercher la  tranche  ωn(s) déﬁnie par s′′ = 0, ou ici dans cette thèse la  tranche  ωn(k) déﬁnie
par k′′ = 0. Lorsque la plaque est viscoélastique, ou est enfouie, la partie imaginaire non nulle de la valeur
propre donne à chaque représentation un sens diﬀérent.
Onde de Lamb à fréquence réelle : pour la formulation  classique , qui correspond à une somme
d'ondes harmoniques, i. e. ω′′ = 0, les pôles kn(ω, θ) sont complexes et la quantité k′′n quantiﬁe l'atténuation
d'un train d'ondes  de Lamb  au cours de sa propagation spatiale. Les modes dissipent leur énergie par
radiation dans le milieu environnant.
Onde à lenteur réelle : une alternative consiste à chercher les pôles ωn(s) en s'imposant une lenteur de
phase réelle, i. e. s′′ = 0. Ce type de pôles est totalement diﬀérent dans leur interprétation physique de ceux
obtenus pour ω′′ = 0. Ainsi dans le premier cas, ils correspondent à une observation spatiale du champs
ultrasonore loin de la source et le long du guide, alors que dans ce second cas, les observations sont faites,
par exemple, dans la réﬂexion spéculaire et ils traduisent la décroissance temporelle liée à un résonance de
plaque (cf. ﬁgure 2.9). Il s'agit de deux phénomènes complètement diﬀérents. En eﬀet, dans certaines régions
les courbes de dispersion sont drastiquement diﬀérentes. On trouvera dans la thèse d'A. Bernard [11] le lien
détaillé entre une expérimentation donnée et les pôles décrivant le phénomène physique associé.
Onde à vecteur d'onde réel : dans ce travail, le vecteur k est réel, i. e. k′′ = 0. Par conséquent, si les pôles
cherchés en fréquence (ωn(k)) sont complexes, alors sn = k/ωn l'est aussi. Nous n'avons pas connaissance de
travaux faisant le lien entre ces courbes de dispersion et une situation expérimentale ; l'interprétation physique
1. ne doit pas être confondu avec le paramètre de Laplace utilisé au Chapitre 1
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Coefficient de transmission
Coefficient de réflexion
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Figure 2.9  Pour un guide enfoui, le lien entre une expérience et un jeu de relations de dispersions dépend
de la situation expérimentale. Les coeﬃcients de réﬂexion/transmission sont reliés aux courbes ωn(s ∈ R),
alors que l'atténuation sur des longues distances est reliée aux courbes kn(ω ∈ R). À notre connaissance, les
relations de dispersion ωn(k ∈ R) qui nous concernent n'ont pas été reliées à une situation expérimentale et
sont considérées dans cette thèse comme simple intermédiaire de calcul.
de ces modes reste donc à faire. Nous supposons cependant que ω′′n quantiﬁe la décroissance temporelle du
train d'ondes mesuré dans le référentiel lié au train d'ondes.
Cas limite du guide dans le vide non dissipatif : dans ce cas particulier, pour une direction de phase θ
ﬁxée, que l'on cherche les nombres d'ondes harmoniques propagatives kn(ω, θ), qui sont réels, ou les pulsations
ωn(s) en se ﬁxant la lenteur de phase réelle, qui sont également réelles, nous obtenons les mêmes courbes
qu'en cherchant les pulsations ωn(k) en fonction du nombre d'onde réel. Ceci a été illustré en ﬁgure 2.1
pour introduire la formulation modale ωn(k) décrite dans ce chapitre. Ce cas limite permet ainsi une relative
équivalence des diﬀérentes interprétations modales, même s'il ne faut pas oublier que pour synthétiser un
signal physique en régime non-établi il faut, dans le cas harmonique, inclure la contribution de l'inﬁnité de
modes évanescents, et dans l'autre cas, sommer une inﬁnité de contributions de fréquences modales réelles.
2.3.2  Base  incomplète
La première diﬃculté théorique est que les modes propres ne forment plus une famille complète de solutions.
L'opérateur diﬀérentiel spatial Opk, déﬁni par l'équation (2.3), admet en eﬀet à présent un spectre continu,
appelé continuum de radiation, en plus de son spectre discret (les modes propres). Ceci est illustré sur la
ﬁgure 1.4 du Chapitre 1 : la contribution du continuum de radiation correspond à l'intégrale le long de la
coupure qui se somme à la contribution des pôles lorsque le théorème des résidus est utilisé pour calculer
analytiquement la transformation inverse de Laplace. L'incomplétude de la famille modale signiﬁe que les
modes propres ne peuvent plus décrire seuls la totalité de la solution cherchée. Bien entendu, les cas d'intérêt
en CND par ondes guidées correspondent à des cas où la contribution des modes est largement dominante, et
où négliger la contribution de la coupure est en principe une approximation tout à fait résonnable. Toutefois,
ce problème d'incomplétude, principalement théorique dans les cas qui nous intéressent, a un fort lien avec le
problème, à la fois théorique et pratique, des relations d'orthogonalité et de la normalisation des modes que
nous développons dans le paragraphe suivant.
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2.3.3 Pas de relations d'orthogonalité pour les modes rayonnant
Pour un guide fermé, les relations d'orthogonalité entre les modes s'expriment par :
〈Φi,Φj〉 =
ˆ h
0
ρ (z) Φ†i (z) Φj (z) dz = δ|i||j|. (2.75)
Peuvent-elles convenir au cas du guide ouvert ? La déﬁnition
〈Φi,Φj〉 ≡
ˆ +∞
−∞
ρ (z) Φ†i (z) Φj (z) dz <∞ ? (2.76)
a un sens pour des modes guidés, dont l'amplitude décroit exponentiellement au sein du milieu environnant.
V.V. Shevchenko [73, 89] a montré dans un cas scalaire qu'elle pouvait également être étendue au cas de deux
modes dont l'amplitude au sein du milieu environnant varie en exp (−i kz z) , kz ∈ R. En revanche, (2.76) n'a
aucune chance de pouvoir être conservée pour le cas où Φi (ou Φj , ou les deux) est radiatif (leaky modes en
anglais), et présente donc une croissance exponentielle dans le milieu environnant. Comment alors normaliser
les modes ? Comment extraire les coeﬃcients modaux d'un champ élastodynamique u˜ (z, t) donné ? A notre
connaissance, ces questions sont encore ouvertes. On peut imaginer chercher un poids p (z)  intelligent  à
la place de ρ (z) pour que l'intégrale (2.76) ait un sens, ou bien on peut chercher à poser un problème de
minimisation de type
Infun
∥∥∥∥∥p (z)
[
u˜ (z, t)−
∑
n
un exp (iωn t) Φn (z)
]∥∥∥∥∥ , (2.77)
en se résignant au fait que si le continuum de radiation est négligé, cette borne inférieure n'a aucune chance
d'être nulle, et que s'il n'est pas négligé, alors la description modale devient lourde et ne présente plus
d'avantage sur la description par ondes partielles. Ces possibilités n'ont pas été étudiées dans cette thèse.
2.3.4 Diﬃcultés pour poser un problème aux valeurs propres
Malgré les diﬃcultés théoriques exposées ci-dessus il est bien sûr d'un grand intérêt de savoir obtenir les
relations de dispersion du système, pour, à défaut de les utiliser comme intermédiaire de calcul de champ,
pouvoir prédire les principaux phénomènes à l'÷uvre dans une situation de CND donnée. Il est bien sûr
possible d'obtenir ces relations de dispersion de manière exacte en recherchant les zéros du déterminant du
système, mais nous avons déjà expliqué que cette méthode de résolution pouvait conduire à des mauvaises
surprises numériques, et c'est ce qui avait motivé l'introduction de la méthode SAFE pour le cas du guide
dans le vide. Toutefois, nous allons voir que le cas du guide ouvert pose en général problème, et la seule
méthode exacte reste souvent la méthode du déterminant nul.
Supposons pour simpliﬁer que le guide ouvert est constitué d'une plaque solide et d'un milieu ﬂuide semi
inﬁni, situé au dessus (pour z ∈ ]−∞, 0[). A l'inferface, u˜z, σ˜xz, σ˜yz et σ˜zz sont continues (σ˜xz, σ˜yz s'annulent
continûment). Il y a deux approches pour tenter de traiter ce cas.
1. La première consiste à utiliser une description analytique du champ dans le milieu non borné. En eﬀet,
k étant ﬁxé et ωn (k) étant supposé connu pour l'instant, l'équation de Christoﬀel kz (k, ωn) (1.33) est
satisfaite et le champ dans le ﬂuide s'écrit
η˜ (z) = η˜ (0) exp (−i kz z) . (2.78)
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A l'interface, on a donc d'après (1.37) :
u˜z (0)
σ˜zz (0)
=
η˜3 (0)
η˜6 (0)
=
i kz
ρf ω2n
. (2.79)
Dans (2.78, 2.79) kz est tel que l'onde plane ainsi décrite soit sortante. Il faut donc distinguer un
certain nombre de cas suivant que ωn est réel et plus petit, ou plus grand, que cf ‖k‖, ou si ωn a une
partie imaginaire positive non nulle auquel cas Im (kz) < 0 et η˜ (z) est à croissance exponentielle. Cette
disjonction de cas est pénible même dans le cas  simple  d'un milieu extérieur ﬂuide, mais la principale
diﬃculté réside dans le fait que kz est une fonction non polynomiale de ωn, et qu'il faut donc trouver
une astuce pour transformer (2.79) en un problème aux valeurs propres sur ωn. On peut raisonner par
développement de Taylor en puissances de ωn c−1 ‖k‖−1 ou c ‖k‖ ω−1n , qui donnera de bons résultats
pour des modes à vitesse de phase proche du point de développement, et on peut augmenter l'ordre
du développement au prix d'une augmentation de la taille du vecteur d'état, ou garder un ordre faible
et faire varier le point développement pour obtenir des courbes de dispersions valables par régions.
Mentionnons à ce stade l'astuce remarquable exposée par T. Hayashi et D. Inoue dans [36] qui permet
une résolution exacte, mais qui n'est malheureusement valable que si les deux milieux environnants
sont ﬂuides et de même célérité et si les déformées modales sont (anti)symétriques. Ces deux auteurs
décrivent également dans [39] une manière non standard d'aboutir à un calcul de champ. Le problème
de formuler un SAFE pour un guide enfoui reste donc à l'heure actuelle un problème ouvert, aussi bien
pour ce SAFE-ωn (k) que pour un SAFE  classique  kn (ω, θ). Avant de clore cette partie, remarquons
que ce problème ne se pose pas si l'on cherche les valeurs propres en fonction du vecteur lenteur de
phase ωn (s) (ou kn (s)). En eﬀet, d'après (1.33) pour un milieu inﬁni ﬂuide et (1.28) pour un milieu
inﬁni solide isotrope, si l'on factorise l'expression de kz (s, ωn) par ωn (ou kz (s, kn) par kn) alors la
non-linéarité dûe à la racine carrée complexe est portée entièrement par le paramètre s, et non par
l'inconnue. Il est donc facile de formuler une recherche de valeurs propres exacte, que nous appellerons
SAFE-ωn (s) et SAFE-kn (s). Ces dernières courbes de dispersions sont discutées dans [67, 68, 22, 11].
Elles ne sont cependant exploitables dans un calcul de champ que pour certaines situations favorables,
car l'intégration en lenteur s ne peut pas se faire par FFT, ce qui rend malaisé de traiter le cas d'une
source générale de cette manière.
2. La deuxième approche, décrite par exemple dans [14], consiste à traiter le milieu non borné comme
une nouvelle couche que l'on discrétise, en rajoutant des couches absorbantes ou des PML de manière
à forcer la décroissance des solutions quand |z| → ∞. Après une certaine distance que l'on espère
suﬃsante pour éviter les réﬂexions parasites, une condition de Dirichlet ou de Neumann est appliquée
et le guide ouvert est ainsi considéré comme un guide fermé. Si les PML sont convenablement choisies,
les valeurs propres ainsi obtenues sont une bonne approximation des valeurs propres recherchées, et les
déformées modales sont correctes à l'intérieur de la plaque. Le champ à l'extérieur de la plaque peut
être reconstruit grâce à une déscription semi-analytique type (2.78). Bien entendu, il y a un caractère
arbitraire dans la taille des PML, et donc dans la taille de la matrice à diagonaliser, et donc dans le
nombre de valeurs propres calculées. Le résultat remarquable décrit dans [14] est que le spectre ainsi
obtenu correspond au spectre discret recherché, complété d'un certain nombre de  modes  situés dans
le continuum de radiation. Ces  modes de continuum  se trient facilement des  vrais  modes car
leur déformée modale a une amplitude quasiment nulle à l'intérieur de la plaque.
Conclusions de la Partie I
Au cours de cette thèse, deux codes numériques C++ ont été écrits. L'un, de 120 ﬁchiers et 50000 lignes,
basé sur l'approche par ondes partielles décrite au Chapitre 1, est capable de traiter un milieu stratiﬁé
arbitraire insoniﬁé par un nombre quelconque de sources, pouvant être volumiques où situées à l'interface de
deux couches. Plusieurs types de sources ont été considérées pour pouvoir modéliser diﬀérents transducteurs
d'usage courant en CND. Le cas d'une source quelconque a également été traité, en convoluant numériquement
le tenseur de Green avec la variable verticale z. Ce cas a été implémenté en prenant soin de minimiser les coûts
numériques. L'impact en temps de calcul a été mesuré en comparant avec des sources traitées analytiquement,
et jugé tout à fait acceptable.
L'autre code numérique, de 100 ﬁchiers et 40000 lignes, met en ÷uvre plusieurs formulations de la méthode
modale  SAFE  décrite au Chapitre 2 (SAFE-kn(ω, θ), SAFE-ωn(k), SAFE-kn(s) ou ωn(s)) et est capable
de traiter un guide anisotrope stratiﬁé dans le vide, chaque couche étant solide. Seule la formulation SAFE-
kn(s) ouωn(s) a été écrite pour un guide ouvert immergé dans un ﬂuide inﬁni. Les deux formulations SAFE-
kn(ω, θ) et SAFE-ωn(k) ont été utilisées pour calculer le champ rayonné par une source ponctuelle 2D située
en surface. Le calcul de champ a été implémenté en 3D pour la seule formulation SAFE-ωn(k), qui était à
l'origine du sujet de cette thèse.
L'écriture de ces deux codes de calcul a permis de comparer les performances et les contraintes d'utilisation
des deux approches développées dans cette première partie, l'une vis-à-vis de l'autre, ou vis à vis de l'approche
 classique  SAFE-kn(ω, θ). Pour rappel, nous nous étions ﬁxés comme but d'obtenir, d'une part, le champ
proche et intermédiaire de manière performante, y compris en 3D pour une anisotropie quelconque, et,
d'autre part, le champ rayonné dans le cas d'un guide ouvert. L'approche par ondes partielles est la seule
qui réponde à tous ces points. Contrairement à ce qui est parfois considéré, cette approche est tout à fait
compétitive avec une approche modale en régime établi. Ceci ajoute toutefois une contrainte d'utilisation :
il est fondamental de respecter le critère de Nyquist-Shannon de manière optimale grâce aux informations
de dispersion du guide d'ondes, ce que les méthodes modales font  automatiquement . Ces informations
doivent être spéciﬁées par l'utilisateur au code de calcul par ondes partielles, même si l'on peut imaginer que
ce dernier fasse premièrement et très rapidement appel à un code modal en utilisant un ordre faible, un pas
très grossier et une implémentation approximative des conditions de rayonnement pour les guides enfouis.
On peut légitimement à ce stade s'interroger sur l'intérêt de l'approche modale SAFE-ωn(k) décrite dans
le Chapitre 2. Du point de vue interprétatif, les informations fournies par la formulation SAFE-kn(ω, θ)
sont celles qui sont recherchées pour les cas d'intérêt pratique où les modes guidés sont utilisés pour sonder
de grandes distances : les concepts de modes propagatifs et évanescents sont précieux, et les informations
d'atténuation modale sont en général préférées en termes de distances d'atténuation plutôt que de temps
de vie. Ce sont ces informations que nous avons naturellement mobilisées pour discuter de l'exemple du
paragraphe 1.5.2, qui traite du champ rayonné par un transducteur de type pastille piezoélectrique en surface
d'une plaque de carbone-époxy. Cet exemple a pourtant été calculé par l'intermédiaire d'une méthode  à
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k ﬁxé  (par ondes partielles, mais le même calcul aurait pu également être fait par le code modal). Les
informations fournies par les modes ωn(k) ne sont indispensables que lorsque des modes étudiés se propagent
très lentement (ou ne se propagent pas, comme les ZGV) (cf. [72]). Du point de vue historique, on peut
constater que l'approche modale-ωn(k) ne s'est pas (ou très peu) développée, alors que la communauté
géophysicienne l'a étudiée et comparée à l'approche kn(ω, θ) : les travaux d'E. Kausel et J. Park [43, 62, 61]
n'ont apparemment pas eu de suite. Dans son article de 1994 [43] que nous considérons comme fondateur
pour la formulation SAFE-ωn(k), E. Kausel ne trouve comme autre intérêt que d'eﬀectuer le calcul de champ
directement dans le domaine temporel et en utilisant des nombres réels (This strategy permits avoiding the
use of complex algebra and allows obtaining the Green's functions directly in the time domain, even when the
system has little or no damping). Face à la contrainte de devoir obtenir le résultat sur l'ensemble de la grille
numérique spatiale, cet avantage peut sembler bien maigre.
À nos yeux, le seul vrai avantage pratique de la formulation ωn(k) face à la formulation kn(ω, θ) est la facilité
avec laquelle l'anisotropie est traitée en 3D. Nous supposons qu'E. Kausel et J. Park ne l'ont pas vu ou n'ont
pas cru bon de le relever car les milieux qu'ils considèrent sont isotropes dans le plan des interfaces. Il est à ce
stade du manuscrit prématuré de défendre que la formulation ωn(k) peut garder toute sa place par rapport à
l'approche par ondes partielles pour traiter le cas du guide dans le vide, puisque cette dernière semble, au pire,
un peu moins performante, tout en étant bien plus polyvalente. Re-soulignons qu'il est envisageable d'utiliser
une formulation perturbative ωn(k) pour optimiser la mesure des coeﬃcients viscoélastiques homogénéïsés de
la plaque à partir de signaux 3D. Toutefois, l'argument principal justiﬁant la formulation ωn(k) sera donné
au Chapitre 4 et laisse entrevoir la perspective de cette thèse qui, à nos yeux, est la plus intéressante : la
possibilité de formuler des conditions aux frontières transparentes pour traiter des problèmes d'interactions
d'ondes de Lamb avec des objets diﬀractants dans des guides anisotropes 3D.
Cette première partie se conclut donc en défendant deux alternatives plus adaptées que la méthode modale
kn(ω, θ) pour traiter les cas de guides anisotropes 3D. Cependant, elles forcent à abandonner, d'une part, le
régime harmonique, qui n'est parfois (mais pas toujours) qu'un intermédiaire de calcul visant à obtenir un
signal temporel, et, d'autre part, le fait que la solution soit analytique en espace, ce qui est bien pratique
pour formuler des méthodes hybrides. On peut ainsi se demander si ces deux méthodes directes peuvent se
coupler facilement ou pas avec d'autres méthodes numériques. Ceci fait l'objet de la Partie II.
Deuxième partie
Diﬀraction par un objet
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Introduction de la Partie II
Cette partie est consacrée à la possibilité d'utiliser les approches développées en partie I, valables pour
un guide d'onde supposé invariant dans le plan, pour modéliser l'interaction d'une onde guidée avec un
objet diﬀractant. Cet objet diﬀractant peut être un défaut du guide, par exemple un point de corrosion, un
délaminage, etc, ou un rajout au guide, par exemple un raidisseur collé en surface, une inclusion élastique, un
raccord entre deux plaques, etc. On considère que la taille de l'objet diﬀractant est relativement petite par
rapport au domaine d'intérêt, ce qui motive le fait de vouloir utiliser une méthode semi-analytique pour traiter
la propagation des ondes en dehors de la région d'interaction. Deux des principales méthodes numériques
capables de traiter ces cas complexes sont la méthode des Éléments Finis et la méthode des Éléments Finis
de Frontière.
Le Chapitre 3 présente comment une méthode de type Éléments Finis de Frontière (ou BEM pour son acro-
nyme en anglais) peut être construite à partir du tenseur de Green du milieu stratiﬁé tel que calculé dans
le Chapitre 1. Il doit être considéré comme une ébauche dont l'intérêt, plus que de résoudre des problèmes
d'interactions avec quelques défauts canoniques, est de mettre en évidence certains des ingrédients qui seront
nécessaires à la construction optimale d'une méthode numérique couplant FEM et BEM. Ce qui fait la parti-
cularité de ce travail en regard de la très grande majorité de la littérature est que le tenseur de Green utilisé
ici est calculé semi-numériquement par transformation de Fourier, et non analytiquement. La conséquence
est que d'un point de vue numérique, les positions horizontale x et verticale z ne jouent pas du tout le même
rôle. De ce fait, les contraintes techniques changent radicalement. Par exemple, en général, les fonctions de
base utilisées sont polynomiales par morceaux et sont nulles en dehors d'un petit volume borné de manière
à être facilement utilisables. A contrario, il sera question ici de fonctions de bases selon x à spectre le moins
étendu possible, car le coût calculatoire est dominé par l'évaluation du tenseur de Green et la construction
du (petit) système linéaire.
Certains travaux antérieurs à cette thèse ont déjà envisagé d'utiliser un tenseur de Green calculé par ondes
partielles pour construire une BEM. La plupart se limitent à des défauts contenus dans le plan des interfaces,
pour lesquels la formulation par ondes partielles est particulièrement adaptée (et performante). Ces références
seront citées le moment venu. Cependant, très peu tendent à traiter des défauts plus généraux. Mentionnons
les références [81, 82] auxquelles le présent travail s'apparente le plus, bien que les guides considérés soient
acoustiques et non élastiques. Ces références ont plus de 15 ans, et aucune suite n'en semble avoir été donnée.
Nous supposons que leurs conclusions ont été jugées décevantes par leurs auteurs. Ceci pousse E. Premat,
au début de sa thèse [70], à considérer que la formulation par ondes partielles est mal adaptée et bien trop
coûteuse pour mettre en ÷uvre une BEM, et ainsi à ne pas l'envisager comme candidate pour son travail. Le
Chapitre 3 peut donc être vu comme une reprise des travaux de S. Taherzadeh, K.M. Li et K. Attenborough
[81, 82] dans un contexte de CND par ondes guidées. Nous arrivons à des conclusions plus optimistes que ce
que E. Premat [70] laisse entrevoir dans son étude bibliographique. Nous concluons que, certes, l'approche
par ondes partielles est trop contraignante, et assez vite coûteuse, pour prétendre être la brique de base
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d'une BEM générale, mais pensons en revanche que, du moins pour notre communauté mécanicienne, cette
approche constitue probablement la meilleure candidate pour formuler un couplage BEM/FEM pour des
guides anisotropes et enfouis, et ainsi pouvoir traiter à moindre coût un problème d'interaction extrêmement
général dans l'espace de Laplace.
Concernant la méthode des Éléments Finis, méthode reine qui permet de traiter un milieu de propagation
quelconque, la question qui se pose est celle de borner le domaine de calcul. Le Chapitre 4 prétend prendre
part à cette discussion en donnant des perspectives à cette thèse. Plusieurs possibilités existent ; des études
bibliographiques peuvent être trouvées dans les thèses [7, 84, 87]. Pour résumer, on peut ajouter des couches
absorbantes ou des Perfectly Matched Layers (PML) en bords de domaine pour absorber les réﬂexions para-
sites. Ces approches ont un coût, principalement pour les faibles longueurs d'ondes, car la taille de la zone
à mailler additionnelle peut parfois dépasser la taille de la zone d'intérêt. Les PML sont à ce sujet plus per-
formantes que les couches absorbantes, mais peuvent donner lieu à des instabilités dans le cas de matériaux
anisotropes ou de modes guidés rétropropagatifs. L'autre famille de possibilités est d'utiliser un opérateur
d'impédance reliant u à σν sur la frontière, appelé  de frontière transparente , ou encore  Dirichlet to
Neumann (DtN) . Un tel opérateur est en général non-local, c'est-à-dire qu'il couple tous les n÷uds proches
de la frontière et densiﬁe la matrice d'éléments ﬁnis. Il est également possible, en régime harmonique, qu'il
conduise à un problème mal posé pour quelques fréquences particulières, qui sont des résonances locales du
domaine considéré. La diﬃculté réside souvent dans la construction d'un tel opérateur. La thèse [7] en a
donné une expression semi-analytique modale (les modes étant obtenus numériquement), dans le cas d'un
guide d'onde unidirectionnel (cylindre ou plaque 2D), en utilisant les relations de bi-orthogonalité de Fraser.
Le grand intérêt de cette expression est d'être capable de raisonner directement avec des coeﬃcients modaux
entrants et sortants. La sortie du calcul par éléments ﬁnis s'interprête alors en termes de coeﬃcients modaux
de transmission, réﬂexion, et conversion. La thèse [84] a étendu l'expression de l'opérateur aux cas 2D aniso-
tropes, pour lesquelles les modes ne vériﬁent plus de relation de bi-orthogonalité, et a pu ainsi traiter le cas
d'une interaction par un défaut 2D en incidence oblique (un raidisseur en surface d'une plaque d'aluminium
ou de composite). Pour ce faire, une matrice de Gram a été introduite. Cependant, pour certaines fréquences
et directions d'incidence, la matrice de Gram est mal conditionnée, voire non inversible, et l'approche ne
permet pas de contrôler l'erreur numérique. Enﬁn, la thèse [87] a traité, entre autres, de cas de diﬀractions
3D pour des membranes anisotropes. À notre connaissance, la construction d'un opérateur DtN dans les cas
complexes d'une interaction 3D dans une plaque anisotrope ou dans une plaque enfouie restent des problèmes
non résolus. Le Chapitre 4 plaide pour une poursuite des travaux de cette thèse dans le but de construire des
opérateurs DtN dans le domaine de Laplace et non de Fourier, et soutient que les approches modale ωn(k)
pour un guide anisotrope 3D dans le vide, ou par ondes partielles pour le cas général d'un guide 3D anisotrope
et enfoui, sont probablement les meilleurs candidats dont nous disposons. L'approche modale ωn(k) pourraît
de plus permettre de constuire un opérateur DtN directement dans le domaine temporel, ce qui permettrait
de considérer un défaut non-linéaire.
Chapitre 3
Cas de défauts simples : élements ﬁnis de
frontière
Le but de ce chapitre est de montrer comment l'approche par ondes partielles décrite au Chapitre 1 peut
être utilisée pour formuler une méthode d'éléments ﬁnis de frontières (BEM), et ainsi permettre de traiter
des problèmes d'interactions avec des objets diﬀractants. Dans un premier temps, le principe de la méthode
des éléments ﬁnis de frontière est rappelé. La méthode est ensuite implémentée en détails dans deux cas de
défauts canoniques : une ﬁssure horizontale, et une ﬁssure verticale. Ceci permet d'estimer à quel point il est
intéressant ou contraignant d'étendre l'implémentation au cas d'un défaut de géométrie plus arbitraire.
3.1 Principe vulgarisé des éléments ﬁnis de frontière
Les paragraphes qui suivent sont largement inspirés de [12, 70, 80]. Les notations et termes techniques
leur sont empruntés. Le lecteur non averti pourra trouver dans la thèse [70] une introduction et une mise
en ÷uvre très détaillées de la méthode des éléments ﬁnis de frontières, suivant la méthode de collocation, à
partir de plusieurs fonctions de Green analytiques de l'acoustique. Une autre introduction pourra être trouvée
dans la thèse [9], cette fois dans le domaine de l'élasticité, pour le tenseur de Green d'un milieu homogène
inﬁni. Dans ce dernier manuscrit, les terminologies  solution élémentaire de première / seconde espèce 
sont employées pour  noyau de simple / double couche . Le livre [80] est dédié à la SGBEM (Symmetric
Galerkin Boundary Element Method) et traite de problèmes de mécanique, bien qu'il soit plus consacré à
l'équation de la chaleur qu'à l'équation d'ondes. L'article de synthèse bibliographique donne un panorama
plus complet des éléments ﬁnis de frontière et de la SGBEM que les références précédentes, notamment en ce
qui concerne la régularisation des intégrales singulières et hypersingulières. Enﬁn, les articles [59, 60] traitent
de la résolution de cas de défauts de Neumann par la théorie des potentiels.
3.1.1 Potentiels de simple et double couche
Selon le principe de Huygens-Fresnel, un objet diﬀractant de frontière Γ peut être vu comme une source
secondaire dont l'amplitude est fonction du champ incident et telle que le champ total vériﬁe la condition aux
limites imposée sur Γ. Cette condition aux limites fait intervenir les champs de déplacement et de contrainte
normale de part et d'autre de la frontière. Il suﬃt donc de savoir calculer le champ rayonné par une source
élémentaire dans le milieu privé de l'objet diﬀractant, c'est à dire le tenseur de Green du  milieu sain  ainsi
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Figure 3.1  Principe de Huygens-Fresnel : un défaut est remplacé par une distribution de potentiels de
simple couche fs et de double couche fd rayonnant dans le milieu sans défaut.
que ses dérivées, pour inverser le problème et obtenir la distribution de sources secondaires en fonction du
champ incident. Cette première étape réalisée, le champ secondaire est obtenu par un calcul direct et sommé
au champ incident de manière à reconstruire le champ total. Deux formulations se distinguent [13, 70] :
la formulation dite  directe , dans laquelle les inconnues sont la valeur du champ de déplacement et de
contrainte de chaque côté de la frontière, et la formulation (équivalente) dite  indirecte  dans laquelle
les inconnues sont les discontinuités de ces mêmes champs à travers la frontière. Dans la formulation dite
 indirecte , ou  théorie des potentiels , que nous adoptons ici, on distingue deux types de sources
secondaires : une contribution dite de potentiel de simple couche, notée fs, et une contribution dite de
potentiel de double couche, notée fd. Ces potentiels et leurs noyaux ont été déﬁnis dans les équations (4, 5),
en introduction de la partie I ; leur déﬁnition est rappelée ici. Notons ν (ξe) le vecteur normal à Γ au point
ξe ∈ Γ. Les distributions fs et fd rayonnent les champs suivants :
us (ξr, tr) =
´ t
0
´
Γ
gu,u (ξr,ξe, tr − te) fs (ξe, te) dξe dte,
ud (ξr, tr) =
´ t
0
´
Γ
gu,σν(ξe) (ξr,ξe, tr − te) fd (ξe, te) dξe dte,
(3.1)
Ces champs vériﬁent l'équation d'onde de part et d'autre de la frontière et se distinguent par les singularités
qu'ils présentent au travers de la frontière. En eﬀet, au sens de la partie régulière, fs produit un déplacement
continu et un saut de contrainte normale au travers de Γ (discontinuités  statiques , voir ﬁgure 3.6) : us (ξ+ ε)− us (ξ− ε) = 0σν(ξ),s (ξ+ ε)− σν(ξ),s (ξ− ε) = −fs ξ ∈ Γ, ν (ξ)⊥Γ (ξ) (3.2)
alors que, toujours au sens de la partie régulière, fd produit un saut de déplacement et une contrainte normale
continue au travers de Γ (discontinuités  cinématiques , voir ﬁgure 3.7) : ud (ξ+ ε)− ud (ξ− ε) = fdσν(ξ),d (ξ+ ε)− σν(ξ),d (ξ− ε) = 0 ξ ∈ Γ, ν (ξ)⊥Γ (ξ) . (3.3)
De plus, fs conduit à des termes us faiblement singuliers (intégrables) et σν,s singuliers (intégrales à prendre
au sens de la valeur principale de Cauchy), alors que fd conduit à des termes ud singuliers et σν,d hypersin-
guliers (intégrales à prendre au sens de la partie ﬁnie d'Hadamard). Le grand intérêt de raisonner avec fs et
fd est que dans le cas d'une condition aux limites de Dirichlet (déplacement nul), fd = 0 alors que dans le cas
d'une condition aux limites de Neumann (contrainte normale nulle) fs = 0. Par la suite nous ne considérerons
que des conditions aux limites de Neumann et notre seule inconnue sera la distribution dipolaire fd.
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Figure 3.2  Exemple d'approximation de Fd par des fonctions de bases de type segments
3.1.2 Discrétisation de la condition aux limites : méthode de collocation ou
SGBEM
Pour une condition de Neumann, le champ de contrainte total normal à Γ doit être nul en tout point de la
frontière ξr ∈ Γ. L'équation intégrale à résoudre pour obtenir fd en fonction du champ de contrainte incident
σinc est :
ˆ t
0
ˆ
Γ
gσν(ξr),σν(ξe) (ξr,ξe, tr − te) fd (ξe, te) dξe dte = −σincν(ξr) (ξr, tr) , ∀tr > 0, ∀ξr ∈ Γ. (3.4)
La convolution temporelle peut être ôtée par transformation de Laplace t → s (ou de Fourier), et ainsi
remplacée par une inﬁnité d'équations intégrales spatiales à résoudre indépendamment les unes des autres :
ˆ
Γ
GΣν(ξr),Σν(ξe) (ξr,ξe, s) Fd (ξe, s) dξe = −Σincν(ξr) (ξr, s) , ∀ξr ∈ Γ, ∀s. (3.5)
Quant à l'équation intégrale spatiale, le principe des éléments ﬁnis de frontière est d'approcher Fd sur un
espace vectoriel de dimension ﬁnie formé de fonctions de base judicieusement choisies :
Fd (ξ, s) ≈
N∑
n=1
Fd,n (s) ψn (ξ) . (3.6)
Les inconnues sont à présent les coordonnées Fd,n. On note Σ
(n)
α (ξ, s) le champ de contrainte suivant α
produit par la nieme source de base :
Σ(n)α (ξr, s) =
ˆ
Γ
GΣα,Σν(ξe) (ξr,ξe, s) ψn (ξe) dξe. (3.7)
L'équation (3.5) peut être, naïvement, échantillonnée en (au moins) N points ξn dits  de collocation  de
manière à former un système linéaire ou aux moindres carrés de taille suﬃsante pour obtenir les N inconnues :
N∑
j=1
Fd,j (s) Σ
(j)
α (ξn, s) = −Σincα (ξn, s) , ∀n = 1..N. (3.8)
Cette approche porte le nom de méthode de collocation. Une autre possibilité est d'imposer que (3.5) soit
vériﬁée en moyenne sur N intervalles. Lorsque ces intervalles sont les supports des fonctions de base et que
les conditions intégrales imposées sont pondérées par ces mêmes fonctions de bases, l'approche porte le nom,
en anglais, de Symmetric Galerkin Boundary Element Method (SGBEM). Elle est connue pour donner lieu
à un système linéaire symétrique, plus favorable à la résolution numérique, et à une erreur orthogonale à
l'espace d'approximation. En conséquence, la convergence est meilleure que pour la méthode de collocation.
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ou
méthode de collocation Symmetric Galerkin BEM
Figure 3.3  La condition aux limites peut être discrétisée par la méthode de collocation ou par la SGBEM
(Symmetric Galerkin Boundary Element Method)
Voici comment elle se traduit mathématiquement :
N∑
j=1
Fd,j
ˆ
Γ
ψTn (ξ) Σ
(j)
α (ξ) dξ = −
ˆ
Γ
ψTn (ξ) Σ
inc
α (ξ) dξ, ∀n = 1..N. (3.9)
Dans tous les cas, on se ramène à la construction d'un système linéaire A X = B.
Nous adopterons par la suite l'une ou l'autre des formulations ; ceci sera reprécisé le moment venu. Pour se
ﬁxer les idées, du point de vue du Chapitre 1, Σ(n)α (ξ, s) est la sortie numérique du code de calcul ayant
pris pour entrée la source ψn (ξ). Bien entendu, il n'est pas question de calculer séquentiellement Σ
(1)
α (ξ, s),
puis Σ(2)α (ξ, s), etc : la première optimisation à faire est de modiﬁer (1.70) pour travailler avec un système
 multi-second membre  et n'eﬀectuer qu'une seule fois la décomposition LU de la matrice globale (1.71).
Deux remarques, avant de poursuivre :
1. l'approche employée pour calculer Σ(n)α (ξ, s) doit impérativement être performante en régime non-
établi, faute de quoi les termes
´
Γ
ψTn (ξ) Σ
(j)
α (ξ) dξ seront erronés, et en particulier les termes diago-
naux (hypersinguliers)
´
Γ
ψTn (ξ) Σ
(n)
α (ξ) dξ qui sont dominants. C'est pourquoi l'approche par ondes
partielles du Chapitre 1 sera utilisée, et non l'approche modale du Chapitre 2, même dans le cas d'un
guide fermé à basse fréquence-épaisseur.
2. Le cas d'un défaut horizontal est un cas particulier très favorable au cas général d'un défaut orienté,
car dans ce dernier cas, à cause de la discrétisation de l'intégrale de Fourier spatiale, la localité spatiale
est impossible et une frontière a une épaisseur non nulle à l'intérieur de laquelle les champs sont (quasi)
singuliers.
3.2 Fissure plane
En guise d'introduction aux paragraphes suivants, faisons référence aux nombreux travaux ([28, 46, 47, 91]
par exemple) qui ont étudié le problème bidimensionnel de l'interaction d'un faisceau monochromatique avec
une ou plusieurs ﬁssures planes au sein d'un milieu semi-inﬁni ou stratiﬁé. Ces travaux se servent du caractère
canonique du défaut pour utiliser une décomposition de fd sur une base de polynômes orthogonaux, et se
servent du caractère plan pour résoudre l'équation intégrale hypersingulière directement dans l'espace de
Fourier (k, z, ω). Selon les travaux, des milieux plus ou moins complexes sont considérés où le tenseur de
Green est connu analytiquement ou numériquement. D'autres références peuvent être trouvées dans l'article
de synthèse bibliographique [15].
Citons également les travaux de N. Bedrici, P. Gatignol, C. Potel, B. Vacossin et J.F. de Belleval qui ont
utilisé l'approximation de Kirchhoﬀ [88] pour résoudre facilement le cas d'une ﬁssure plane. Ils ont mis en
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Figure 3.4  Schéma d'une ﬁssure plane de longueur L centrée en (xc, zc). Une condition de Neumann est
imposée le long de ses lèvres. La ﬁssure peut être située à l'intérieur d'une couche ou à l'interface entre deux
couches.
÷uvre dans [10, 9] un processus itératif pour dépasser le cadre de l'approximation. Le principe du processus
itératif est similaire aux séries de Debye, c'est-à-dire que dans un premier temps, seul le champ incident est
considéré pour l'interaction avec le diﬀracteur, le champ réfracté par les interfaces de la plaque étant négligé
puis réinjecté à l'étape suivante comme champ incident, et ainsi de suite. Enﬁn, ils ont dans [9] étendu
leur processus itératif en implémentant un couplage entre un code de calcul par ondes partielles et un code
d'éléments ﬁnis de frontières (utilisant le noyau de double couche analytique d'un milieu homogène dans
l'espace (x, z, ω)) pour considérer des défauts de forme arbitraire. L'inconvénient de leur approche est que
la convergence du processus itératif dépend de manière cruciale de la rupture d'impédance entre le milieu
stratiﬁé et le milieu semi-inﬁni l'environnant. Plus celle-ci est grande, plus il est nécessaire d'itérer, et le coût
numérique peut diverger pour un guide dans le vide lorsqu'une résonance de défaut est excitée.
Citons enﬁn plus particulièrement les travaux de E. Glushkov, N.V. Glushkova, A. Ekhlakov et E. Shapar
[31, 32], inspirés de [17], desquels l'approche mise en ÷uvre dans cette section se rapproche plus. Ces auteurs
considèrent un défaut 3D plan, de forme quelconque dans le plan, et déﬁnissent un maillage sur une base
de splines bidimensionnels. Ils se limitent à des milieux isotropes canoniques : un milieu élastique homogène
dans [31] et avec une interface plane avec du vide dans [32]. Dans les deux cas, le noyau utilisé est le noyau de
double couche du milieu élastique homogène, dont l'orientation est déﬁnie par le plan du défaut, et est calculé
via les ondes partielles. Pour tenir compte de l'interface plane dans [32], ces auteurs mettent en ÷uvre un
processus itératif basé sur la même idée que N. Bedrici et al. dans [88, 10, 9]. Par conséquent, cette approche
peut se révéler problématique à cause de sa convergence.
3.2.1 Déﬁnition du problème et choix des fonctions de base
Considérons une ﬁssure de longueur L, parallèle aux interfaces de la plaque (voir ﬁgure 3.4). Le centre de la
ﬁssure est noté (xc, zc). Nous imposons une condition de Neumann le long de ses lèvres, c'est-à-dire qu'en
dehors du voisinage des pointes la contrainte normale σz s'annule continûment. Nous calculerons donc (3.7)
en utilisant GΣz,Σz . Les pointes devraient faire l'objet d'un traitement spécial. Celui-ci n'a pas été entrepris
dans cette thèse, ce qui est un facteur limitant. À ce sujet, plusieurs possibilités sont présentées dans [31],
celle retenue faisant usage du comportement asymptotique connu près des pointes pour ne chercher que la
partie régulière de Fd, accélérant ainsi la convergence.
En général, on choisit des fonctions interpolantes qui sont polynomiales par morceaux sur un intervalle et
nulles en dehors, pour leur simplicité d'utilisation. On peut privilégier des fonctions peu régulières (C0 ou C1
par morceaux) et utiliser de nombreux points de discrétisation, ou au contraire privilégier des fonctions plus
régulières pour considérer un maillage moins dense. L'avantage non négligeable de cette seconde stratégie
est que les fonctions de base suﬃsamment régulières ont un eﬀet de  régularisation [12]  des intégrales à
calculer, ce qui a pour conséquence que la partie principale de Cauchy pour les intégrales singulières (fonctions
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Figure 3.5  (a) fonction ϕσ,l pour diﬀérentes valeurs du quotient l/σ. Le support de ϕσ,l tronquée à 10−m
est environ [−l/2− 2√mσ, l/2 + 2√mσ]. La courbe correspondant au quotient l/σ = 2 est tracée en trait
continu rouge. (b) plusieurs fonctions ϕ1,2 translatées par des multiples de l. La somme de ces fonctions,
tracée en traits pointillés, est quasiment une porte rectangulaire.
de base au moins C1) et la partie ﬁnie d'Hadamard pour les intégrales hypersingulières (fonctions de base au
moins C2) peuvent se calculer numériquement.
Dans notre cas, notre contrainte est surtout le coût calculatoire (en régime non-établi) qu'implique l'utilisation
de telle ou telle fonction de base. Nous allons nous restreindre pour la dimension x à des fonctions dont le
spectre est le moins étendu possible. Il n'est donc pas question d'utiliser des portes rectangulaires, dont le
spectre décroît en 1/x, ni même des splines cubiques, dont le spectre décroît en 1/x3. On utilisera ainsi les
fonctions de bases élémentaires suivantes :
ψx (x, z) = δ (z) ϕσ,l (x)
 10
0
 ,
ψy (x, z) = δ (z) ϕσ,l (x)
 01
0
 ,
ψz (x, z) = δ (z) ϕσ,l (x)
 00
1
 ,
(3.10)
où nous avons introduit ϕσ,l la fonction
ϕσ,l = exp
(
− •
2
2σ2
)
∗Π
(•
l
)
∝ 1
2
erf
(
l/2 + •√
2σ
)
+
1
2
erf
(
l/2− •√
2σ
)
, (3.11)
qui est une porte rectangulaire de largeur l convoluée par une Gaussienne d'ouverture σ, et dont la transformée
de Fourier vaut
ϕˆσ,l (k) ∝ exp
(
−k
2 σ2
2
)
sinc
(
k l
2
)
. (3.12)
Pour se ﬁxer les idées, le champ rayonné par un potentiel de simple ou de double couche ayant pour forme ψx
ou ψz est tracé en ﬁgures 3.6 et 3.7. Le paramètre σ contrôle le coût numérique du calcul de (3.7) et sera choisi
de l'ordre d'une fraction de la plus petite longueur d'onde. σ contrôle également le niveau d'approximation
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Figure 3.6  Champ rayonné par un potentiel de simple couche de forme ψx (ﬁgures de gauche) ou ψz (ﬁgures
de droite) situé près d'une interface vide/aluminium, pour le paramètre de Laplace s = 1.0+13.5 i radMHz.
Au travers de la source le champ de déplacement est continu et le champ de contrainte est discontinu. Un
potentiel de simple couche intervient dans une condition aux limites de Dirichlet.
au voisinage des pointes de la ﬁssure, car plus σ est faible, plus l'addition de fonctions de base translatées
tend vers une porte rectangulaire abrupte. Le paramètre l contrôle la densité de degrés de liberté et sera
choisi de l'ordre de l ≈ σ. Le prix à payer pour ces fonctions dont le spectre est à décroissance rapide est
qu'elles sont à support non borné et non-interpolantes. Néanmoins, leur décroissance exponentielle permet de
les considérer comme nulles en dehors d'un support relativement modeste [−l/2− 2√mσ, l/2 + 2√mσ]. La
conséquence heureuse est que ces fonctions sont extrêmement régulières (C∞) et qu'elles régulariseront les
termes hypersinguliers (3.9), qui ne seront donc pas discutés dans cette section. La fonction ϕσ,l est illustrée
en ﬁgure 3.5 pour quelques valeurs de l/σ. L'avantage que ϕσ,l présente par rapport à d'autres fonctions à
spectre à décroissance rapide est que grâce à la linéarité du produit de convolution, il est facile de construire
par translation diﬀérentes fonctions de base dont la somme vaut (quasiment) 1 sur tout un plateau.
Les fonctions de base ψn,α sont ensuite construites par translation (α = x, y, z). Les premières et dernières
fonctions sont centrées de manière à ce que les extrémitées de la ﬁssure correspondent aux extrémités de la
porte rectangulaire :
ψ1,α (x, z) = ψα
(
x− xc + L− l
2
, z − zc
)
, (3.13)
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Figure 3.7  Champ rayonné par un potentiel de double couche de formeψx (ﬁgures de gauche) ou ψz (ﬁgures
de droite) situé près d'une interface vide/aluminium, pour le paramètre de Laplace s = 1.0+13.5 i radMHz.
Au travers de la source le champ de déplacement est discontinu et le champ de contrainte normale Σz varie
fortement tout en ayant une partie principale continue. Un potentiel de double couche intervient dans une
condition aux limites de Neumann.
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Figure 3.8  Schéma de la plaque d'aluminium endommagée par une ﬁssure horizontale. La ﬁssure est
centrée en (xc, zc) = (0, 5.1mm) . Les signaux aux trois points A (2.498, 5.052mm) , B (0.998, 5.095mm) et
C (3.0, 10.0mm) sont relevés et comparés en ﬁgure 3.10 à un calcul eﬀectué avec un code Éléments Finis.
ψN,α (x, z) = ψα
(
x− xc − L− l
2
, z − zc
)
, (3.14)
et les fonctions voisines sont translatées de l = L/N :
ψn+1,α (x, z) = ψn,α (x− l, z) . (3.15)
L'échantillonnage (quasi) optimal utilisé, qui assure de respecter le critère de Nyquist-Shannon à une précision
de 10−m, est kmax =
√
2m/σ. Tous les calculs ont été eﬀectués avec m = 3. Les termes Σ(n)α (x, zc, s) sont
obtenus numériquement à l'altitude zc pour toutes les valeurs de x de la grille d'échantillonnage. Les termes
de la matrice du sytème linéaire à résoudre sont :
´
Γ
ψTn,α (ξ) Σ
(j)
z (ξ) dξ =
´ +∞
−∞ ϕσ,l (x− xn) Σ
(j)
αz (x, zc) dx
≈ ´ l/2+2√mσ−l/2−2√mσ ϕσ,l (x) Σ(j)αz (x+ xn, zc) dx,
(3.16)
où xn désigne le centre de la fonction de base ψn,α. Une interpolation par splines cubiques est eﬀectuée entre
les points de la grille d'échantillonnage de manière à calculer numériquement ces quantités en utilisant la
règle des 3/8 de Simpson, en général sur 13 points.
3.2.2 Plaque d'aluminium épaisse dans le vide : validation par éléments ﬁnis
Prenons pour premier exemple un cas simple ; nous eﬀectuerons également le calcul avec un code Éléments
Finis. Le calcul par Éléments Finis sera réalisé via une transformée de Laplace, ce qui évite de devoir utiliser
des conditions d'impédance ou d'absorption aux bords du domaine si ceux-ci sont suﬃsament éloignés de la
zone d'intérêt. Soit une plaque d'aluminium dans le vide, d'épaisseur 10mm (voir ﬁgure 3.8), et de constantes
élastiques identiques à l'aluminium décrit dans le paragraphe 1.5.3. Nous y plaçons une ﬁssure de longueur
L = 5mm, centrée en (xc, zc) = (0, 5.1mm) . La plaque est insoniﬁée par un transducteur situé en surface,
et décrit par la source suivante :
σ0(x, y, t) = ϕσs,ls (x− x0) sin(ω0 t) exp
(
−ω
2
0 t
2
2n2c
)  00
1
 . (3.17)
Les valeurs des paramètres sont les suivantes : f0 =
ω0
2pi = 2.25MHz, nc = 5, x0 = 2mm, σs = 0.5mm,
ls = 4mm. Notons que la fréquence-épaisseur est de l'ordre de 22.5MHzmm, c'est-à-dire beaucoup trop
pour pouvoir envisager une approche modale. La dynamique sera principalement une dynamique d'ondes de
CHAPITRE 3. CAS DE DÉFAUTS SIMPLES : ÉLEMENTS FINIS DE FRONTIÈRE 81
volume. À 2.25MHz, les longueurs d'onde des ondes longitudinales λL et transversales λT dans l'aluminium
valent λL = 2.8mm et λT = 1.3mm. Ce problème est relativement académique mais peut aussi représenter
une situation industrielle : lorsque des rouleaux métaliques (aluminium ou acier par exemple) sont, durant le
processus de fabrication, aplatis dans des laminoirs, des ﬁssures horizontales peuvent être induites. Les ondes
élastiques guidées peuvent permettre de contrôler in situ et en temps réel la présence de ces ﬁssures.
Le problème étant plan, et le milieu étant isotrope, la composante y du champ sera nulle, et seules les fonctions
de base ψn,x et ψn,z seront nécessaires. Nous maillons la ﬁssure en utilisant les paramètres σ = 0.025mm ≈
λT /52 et N = 200 (et donc l = 0.025mm = σ). La grille de calcul est la suivante : x ∈ ]−20 .. 20mm, 1766]
et t ∈ [0 .. 7µs, 62[ . Le temps de calcul est de 8′′ (10′ par Éléments Finis). Les résultats sont présentés en
ﬁgure 3.9 et comparés à un calcul eﬀectué dans une plaque sans ﬁssure. Trois points particuliers (A, B et C,
cf. ﬁgure 3.8) sont choisis pour mesurer l'accord avec un calcul eﬀectué par Éléments Finis. Ces comparaisons
sont présentées en ﬁgure 3.10. Comme attendu, le désaccord est le plus grand pour le point A, choisi en
extrémité de ﬁssure. Cependant, ce désaccord ne dépasse pas 6%. Pour les deux autres points, le désaccord
est de 1% (point B, situé sur la ﬁssure) et 0.1% (point C, situé loin de la ﬁssure), ce qui nous permet de
valider l'approche.
3.2.3 Plaque multicouche composite dans l'eau insoniﬁée en régime d'ondes gui-
dées
Prenons pour second exemple un cas plus complexe et plus à même de représenter une situation d'intérêt en
CND. Soit une plaque constituée de 8 plis de carbone-époxy immergée dans de l'eau, d'épaisseur 4mm (voir
ﬁgure 3.11). Mise à part l'épaisseur des plis, cette plaque est identique à la plaque (dissipative) décrite au
paragraphe 1.5.4. Nous y plaçons une ﬁssure de longueur L = 1 cm, centrée en (xc, zc = z6) = (10, 0.3 cm) , à
l'interface des couches #6 et #7. La plaque est insoniﬁée par un transducteur situé dans l'eau et incliné par
rapport au plan de la plaque. Le transducteur est décrit par la source suivante (cf. paragraphe 1.5.3 pour
une explication des paramètres) :
f0 (x, z, t) = Π
(
2 (z − zf )
d sin (θ)
)
exp
(
− [x− x0(z)]
2
2σ2x
)
sin (ω0 t) exp
(
−ω
2
0 t
2
2n2c
)  sin(θ)0
cos(θ)
 . (3.18)
Les valeurs des paramètres sont les suivantes : f0 =
ω0
2pi = 150 kHz, nc = 5, σx = 0.35 cm, zf = −2 cm,
d = 3 cm, θ = 25 . La fréquence-épaisseur est de l'ordre de 0.6MHzmm ; la dynamique sera principalement
une dynamique modale limitée aux trois modes fondamentaux. À 150 kHz, les longueurs d'onde des trois
modes quasi-symétrique λS0 , quasi-transverse λSH0 et quasi-antisymétrique λA0 de la plaque dans le vide
valent λS0 = 3 cm, λSH0 = 2 cm et λA0 = 1 cm. L'inclinaison est choisie pour sélectionner principalement
le mode quasi-symétrique S0, qui est celui qui se propage en s'atténuant le moins. Cependant, l'excitation
produit également un paquet incident quasi-transverse SH0, de moindre amplitude.
Le problème est invariant suivant y, mais à cause de l'anisotropie la composante y du champ ne sera pas
nulle, et les trois jeux de fonctions de base ψn,x, ψn,y et ψn,z seront nécessaires. Nous maillons la ﬁssure en
utilisant les paramètres σ = 0.25mm ≈ λA0/40 et N = 44 (et donc l ≈ 0.23mm ≈ σ). La grille de calcul est
la suivante : x ∈ ]−35 .. 35 cm, 3088] et t ∈ [0 .. 100µs, 60[ . Le temps de calcul est de 1′. Les résultats sont
présentés en ﬁgure 3.12 et comparés à un calcul eﬀectué dans la plaque sans ﬁssure, pour un instant choisi en
ﬁn de simulation. L'eﬀet de l'interaction avec la ﬁssure est de produire principalement des paquets modaux
A0 et SH0, ainsi qu'une résonance de ﬁssure. Le mode A0 rayonne eﬃcacement son énergie dans l'eau et peut
être détecté par un récepteur situé dans l'eau. Ces résultats peuvent être qualitativement rapprochés de ceux
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Figure 3.9  En haut : champ de déplacement uz pour quelques instants choisis. La ﬁssure est représentée
par un trait horizontal rouge. En bas : champ de contrainte normale à la ﬁssure σz en fonction de x, à
l'altitude de la ﬁssure zc et pour un instant choisi. Le cas de la plaque ﬁssurée est en trait continu rouge et
le cas de la plaque saine est en trait noir pointillé. Comme attendu, ce champ est (quasiment) nul le long de
la ﬁssure et diverge près des pointes.
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Figure 3.10  Signaux temporels aux points A, B et C (cf. ﬁgure 3.8) : comparaison avec un calcul par
Éléments Finis. L'écart est mesuré par la diﬀérence relative des signaux analytiques et est tracé en fonction
du temps pour le point A (écart suivant ux en trait pointillé rouge et suivant uz en trait continu bleu).
Comme attendu, l'écart est maximal près des pointes (point A), et est moindre ailleurs.
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Figure 3.11  Schéma de la plaque de carbone-époxy endommagée par une ﬁssure horizontale. La ﬁssure est
centrée en (xc, zc = z6) = (10, 0.3 cm) .
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Figure 3.12  Plaque de carbone-époxy endommagée par un défaut d'adhésion entre les couches #6 et #7 :
les trois composantes du champ de déplacement après interaction des paquets incidents avec la ﬁssure. La
ﬁssure est représentée par un trait horizontal rouge. L'eﬀet de l'interaction avec la ﬁssure est de produire
principalement des paquets modaux A0 et SH0, ainsi qu'une résonance de ﬁssure. Le mode A0 rayonne
eﬃcacement son énergie dans l'eau et peut être détecté par un récepteur situé dans l'eau.
publiés dans [38].
3.3 Fissure verticale
Comme pour la ﬁssure horizontale, il y a pour la ﬁssure verticale toute une littérature qui montre comment
le problème peut être résolu en tirant parti du caractère canonique et en utilisant les familles de polynômes
orthogonaux ([19, 28, 54] par exemple). Nous nous attachons cependant à garder une formulation générali-
sable. Rappelons que les approches du type [32] qui consistent à utiliser le noyau de double couche du milieu
homogène tourné dans le repère de la ﬁssure dans l'espace k, z, s, ou du type [9] qui consistent à utiliser le
noyau de double couche analytique dans l'espace x, z, s du milieu homogène, puis à mettre en ÷uvre un pro-
cessus itératif pour tenir compte des interfaces, posent des problèmes de convergence et ne sont pas retenues
ici.
3.3.1 Déﬁnition du problème et choix des fonctions de base
Considérons à présent que la ﬁssure est verticale (cf. ﬁgure 3.13). Pour simpliﬁer, nous supposerons qu'elle
est contenue dans une seule couche et qu'elle ne touche aucune interface, de manière à ne former aucun
coin. En eﬀet, un point anguleux pourraît nécessiter un traitement particulier (voir [33] par exemple). Nous
calculerons (3.7) en utilisant GΣx,Σx .
La grande diﬀérence avec le cas horizontal est que l'on ne proﬁte plus de l'analyticité selon z du tenseur de
Green pour poser la condition aux limites. À cause de la discrétisation de l'intégrale de Fourier spatiale, les
notions de localité et de ponctualité en x sont perdues. Il faut se résoudre à ce que le potentiel de double
couche Fd ait une épaisseur non-nulle à l'intérieur de laquelle le champ ne vériﬁe pas l'équation d'onde mais
est singulier, et que la condition de Neumann ne soit pas imposée à la seule valeur xc de la position latérale,
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Figure 3.13  Schéma d'une ﬁssure verticale. Une condition de Neumann est imposée le long de ses lèvres.
Pour simpliﬁer, la ﬁssure est supposée contenue dans une seule couche et ne touche pas d'interface, de manière
à ne pas former de coin.
mais en moyenne sur toute l'épaisseur de la ﬁssure. Il y a donc un passage à la limite supplémentaire pour
espérer converger vers la solution. Ce passage à la limite coûte bien entendu très cher et le but sera de s'en
tenir le plus loin possible. Ceci conduira à traiter les intégrales selon x diﬀéremment de la section précédente.
En revanche, il est à présent possible d'utiliser des fonctions de base polynomiales et interpolantes. Voici les
fonctions de base élémentaires qui seront utilisées :
ψx (x, z) = Λa,b,c (z) ϕσ (x)
 10
0
 ,
ψy (x, z) = Λa,b,c (z) ϕσ (x)
 01
0
 ,
ψz (x, z) = Λa,b,c (z) ϕσ (x)
 00
1
 ,
(3.19)
où ϕσ désigne la fonction ϕσ,l déﬁnie précédemment dans (3.11) dans le cas limite où l→ 0, c'est-à-dire une
fonction gaussienne d'ouverture σ, et Λa,b,c la fonction porte triangulaire
Λa,b,c (z) =

0
z−a
b−a
c−z
c−b
0
z 6 a
a 6 z 6 b
b 6 z 6 c
z > c.
(3.20)
Par abus de notation nous nous autorisons à désigner par Λa,a,c et Λa,c,c les fonctions demi-porte triangulaire
obtenues en faisant tendre a → b ou b → c. Ces fonctions sont utilisées aux extrémités de la ﬁssure (cf.
ﬁgure 3.14). À l'intérieur, deux fonctions voisines se chevauchent de manière à ce que leur somme vaille 1.
Un maillage uniforme est utilisé, avec un espacement constant égal à L/(N − 1).
Les termes Σ(n)α (x, z, s) sont obtenus numériquement à toutes les altitudes zj des centres des fonctions de
base, pour toutes les valeurs de x de la grille d'échantillonnage. Les termes de la matrice du système linéaire
sont cette fois déﬁnis de manière intermédiaire : la variable z est traitée par colocation, c'est-à-dire que la
condition aux limites sera discrétisée en un certain nombre d'altitudes (choisies comme étant les centres zj des
éléments), alors que la variable x, qui ne devrait normalement pas intervenir pour une ﬁssure parfaitement
ﬁne, sera traitée de manière intégrale sur l'épaisseur de la ﬁssure. La mise en ÷uvre complète d'une SGBEM
constituerait bien entendu une amélioration immédiate et permettrait de réduire signiﬁcativement les coûts.
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zc − L/2 zc + L/2
0
1
...
Figure 3.14  Dépendance selon z du maillage uniforme utilisé. Deux éléments sont espacés de L/(N − 1).
La somme des portes triangulaires (en trait pointillé) est une porte rectangulaire.
Ceci sera rediscuté par la suite.
On pourraît bien sûr parler de ﬁltrage passe-bas plutôt que de fonction de base pour ϕσ, cependant la
construction du système linéaire sera faite pour la variable x comme précédemment par produit scalaire, ce
qui justiﬁe l'emploi du terme de fonction de base pour ϕσ. Le champ rayonné par un potentiel de double
couche ayant pour forme ψx est tracé en ﬁgure 3.15. Par rapport aux ﬁgures précédentes 3.6 et 3.7, cette
ﬁgure montre que la singularité du champ de contrainte devient prédominante pour la partie réelle du champ,
ce qui appelle un traitement particulier. Dans cette thèse, la partie réelle du champ a été forcée à zéro dans
la construction du système linéaire. Ce traitement empirique, très criticable, se justiﬁe a posteriori par le fait
que des résultats très similaires (mais de moins bonne qualité car bien moins stables) sont obtenus lorsqu'une
formulation de colocation est adoptée en x, en prenant des points de part et d'autre de la frontière et en
conservant la partie réelle du champ. Un traitement mieux justiﬁé serait évidemment souhaitable. Il est
possible qu'un traitement intégral de la variable z, en plus de fonctions de bases plus régulières, solutionne
le problème, car les fonctions de base présentées ci-dessus ne respectent pas la condition de régularité C2
requise pour régularisé les termes hypersinguliers. En tous cas, avec ces fonctions de base et une formulation
par colocation, une absence de traitement particulier mène à un résultat complètement faux : les termes
hypersinguliers sont surévalués, les termes sources secondaires Fd,j sont alors bien trop faibles, et la ﬁssure
devient quasiment transparente.
Comme précédemment, une interpolation par splines cubiques est eﬀectuée de manière à calculer numéri-
quement les intégrales selon x en utilisant la règle des 3/8 de Simpson, dont nous ne conservons, nous le
rappelons, que la partie imaginaire :
´ +∞
−∞ ψ
T
n,α (x, zn) i Im
(
Σ(j)x (x, zn)
)
dx ≈ ´ 2√mσ−2√mσ ϕσ (x) i Im
(
Σ
(j)
xα (x+ xc, zn)
)
dx. (3.21)
Le coût de calcul de Σ(n)α (x, z, s), en mémoire et en temps de calcul, augmente donc à présent comme
N2, alors que dans le cas de la ﬁssure horizontale il est indépendant de N . Ce coût dû aux nombreuses
altitudes pourraît être réduit de plusieurs manières. Par manque de temps, ces optimisations importantes
n'ont toutefois pas été mises en ÷uvre dans cette thèse, mais seraient à considérer dès le début de la conception
d'un code informatique. Voici cinq possibilités complémentaires. Les optimisations 2 et 3 proposent, à précision
constante, de diminuer le nombre de points, tandis que les optimisations 1, 4 et 5 proposent, à nombre de
points constant, de diminuer les coûts.
1. Dès que le nombre mβ de points dans la couche est supérieur à 2, il devient plus intéressant dans (1.70)
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Figure 3.15  Champ rayonné par un potentiel de double couche de forme ψx situé près d'une interface
vide/aluminium, pour le paramètre de Laplace s = 1.0 + 13.5 i radMHz. L'échelle de niveaux de gris de la
contrainte a été forcée d'un facteur 2 par rapport aux ﬁgures 3.6 et 3.7. Cette fois, la singularité au voisinage
de la source domine nettement la partie réelle du champ. L'équation d'onde n'est pas valable sur le domaine
où s'étend la source, ce qui constitue une frontière non inﬁniement ﬁne, et appelle un traitement particulier.
Dans cette thèse, ce traitement consiste à mettre à zéro la partie réelle. Sa justiﬁcation n'est qu'empirique.
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de remplacer le  multi-second membre  de 3mβ colonnes
...
...
0 0
· · · Cβ−1H˜(n)β (zβ−1) Cβ−1H˜(n+1)β (zβ−1) · · ·
· · · −CβH˜(n)β (zβ) −CβH˜(n+1)β (zβ) · · ·
0 0
...
...

(3.22)
par celui-ci, de 6 colonnes : 
...
...
0 0
Cβ−1H+ 0
0 −CβH−
0 0
...
...

. (3.23)
En eﬀet, ce dernier permet par linéarité d'obtenir les (nombreux) champs Σ˜
(n)
α (k, zj , s) à partir d'un
(faible) nombre de coeﬃcients d'ondes de volumes. Si plusieurs éléments ont la même dépendance
selon z, la plupart des convolutions (cf. 1.1.3) peuvent être obtenues par post-traitement d'un jeu de
convolutions de référence, économisant ainsi un temps de calcul précieux.
2. La méthode de collocation adoptée pour la variable z donne lieu à une convergence moins rapide
que la SGBEM, et donc, à précision égale, pousse à augmenter le nombre de points. Il vaudrait donc
mieux implémenter une formulation intégrale selon z. La lourdeur technique est qu'à cause du fait que
le nombre de points en z est critique pour le coût en calcul, une intégration numérique sera contre-
productive et il faut donc implémenter une intégration analytique dans l'espace (k, z, s). Tant que les
fonctions de base sont choisies polynomiales par morceaux ces formules ne sont pas compliquées à
obtenir, mais elles doivent distinguer un certain nombre de régions de l'espace, ce qui les rend pénibles
à implémenter et à déboguer...
3. À la place des fonctions Λa,b,c il vaudrait mieux utiliser des fonctions un peu plus régulières, comme
des splines cubiques, sur un maillage un peu plus grossier.
4. Grâce à la SGBEM, la matrice du système linéaire est symétrique et il n'est pas nécessaire de calculer
tous les termes croisés
´
Σ(n)α (x, zj , s) dzj , j = 1..N, mais seulement j = 1..n, ce qui permet de réduire
quasiment de moitié le coût en mémoire et en calcul.
5. La précision du calcul des termes Σ(n)α (x, zj , s) est critique lorsque zj est proche de zn. Si zj est plus
éloigné, le champ varie beaucoup moins rapidement, et il est très probable que l'on puisse calculer ce
champ  lointain  à une bonne précision par interpolation (dans l'espace x, z, s) à partir d'une grille
plus grossière.
3.3.2 Plaque d'aluminium épaisse dans le vide
Considérons la même plaque qu'au paragraphe 3.2.2. La ﬁssure est cette fois verticale, de longueur L = 2mm,
et est centrée en (xc, zc) = (5, 3.5mm) . La plaque est insoniﬁée par un transducteur multi-éléments linéique
posé en surface (cf. 1.5.1 pour un cas similaire). On applique une loi de retard aux éléments de manière à
favoriser la construction d'un front plan d'ondes transversales formant un angle θ avec la verticale. Ainsi, la
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ﬁssure sera insoniﬁée par un paquet d'ondes ayant une incidence non rasante de 90°− θ. La source est décrite
par
σ0(x, t) =
Ne∑
n=1
exp
(
− (x− x0 (n))
2
2σ2e
)
sin(ω0 (t− t0 (n))) exp
(
−ω
2
0 (t− t0 (n))2
2n2c
) 00
1
 , (3.24)
avec
x0 (n) =
(
n− Ne + 1
2
)
∆, (3.25)
t0 (n) =
x0 (Ne)− x0 (n)
c
(alu)
T
, (3.26)
et c(alu)T =
√
c
(alu)
44 /ρ ≈ 3115ms−1 la célérité des ondes transversales dans l'aluminium. Les valeurs données
à tous ces paramètres sont les suivantes : Ne = 8 éléments, le pitch vaut ∆ = 0.75mm, σe = 0.08mm,
f0 = 2.25MHz, nc = 5, θ = 35°.
Nous maillons la ﬁssure avec les paramètres suivants : σ = 0.025mm ≈ λT /52 (comme précédemment) et
N = 20. La grille de calcul est identique à celle utilisée pour le cas horizontal. Les résultats de la simulation
sont présentés en ﬁgure 3.16 et comparés à une simulation dans la même plaque, sans ﬁssure.
Le temps de calcul est de 1′ 20′′, soit, à grille identique, 10 fois plus que pour la ﬁssure horizontale. Étant
donné que les nombreuses optimisations mentionnées plus haut n'ont pas été implémentées et que le code n'a
pas été développé dans un premier temps pour pouvoir considérer de nombreux points selon z (202 = 400
dans le cas présent), il est un peu prématuré de parler de temps de calcul. Nous sommes conﬁants qu'une fois
les optimisations nécessaires apportées, ce même temps de calcul pourra correspondre à une cinquantaine de
points de discrétisation. Toutefois, ceci met clairement en évidence que, s'il est relativement facile grâce aux
invariances d'écrire un code performant pour traiter le cas d'une ﬁssure horizontale, le cas plus général exige
un savoir faire plus conséquent en programmation bas niveau.
3.4 Défaut à géométrie et conditions aux limites quelconques
Cette section présente succintement une extention qu'il serait intéressant (et facile) de réaliser, pour considérer
des conditions aux limites plus générales. Elle présente également, et surtout, deux arguments dissuadant de
persévérer à utiliser sur des géométries quelconques l'approche par éléments ﬁnis de frontière décrite dans
ce chapitre, tout en encourageant, au contraire, à construire une méthode hybride avec les éléments ﬁnis,
capable de résoudre à coût réduit le problème de l'interaction avec un défaut arbitraire. Cette section doit
donc être vue comme une introduction au Chapitre 4.
3.4.1 Condition de collage
On pourraît facilement étendre les deux sections précédentes à des conditions aux limites plus riches, pou-
vant modéliser des défauts partiels de collage. J-M. Baik et R.B. Thompson [3] ont proposé un modèle de
distribution de ressorts élémentaires pour modéliser un joint de colle. Ce modèle se traduit par la continuité
de la contrainte normale et une discontinuité du déplacement proportionnelle à la valeur de la contrainte : σν(ξ) (ξ+ ε)− σν(ξ) (ξ− ε) = 0u (ξ+ ε)− u (ξ− ε) = K−1c (ξ) σν(ξ) (ξ) , ξ ∈ Γ, ν (ξ)⊥Γ (ξ) , (3.27)
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Figure 3.16  Champ de déplacement vertical uz pour quelques instants choisis. La ﬁssure est représentée
par un trait vertical rouge. Par construction, le champ incident privilégie un front plan oblique d'ondes
transversales, ce qui a pour conséquence qu'un train d'onde de Rayleigh se propageant vers la gauche soit
également généré avec une amplitude relativement importante.
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où Kc(ξ) est une matrice de rigidités qui contient les raideurs [Kc]i,j des ressorts élémentaires. Une condition
d'adhésion parfaite correspond à des coeﬃcients très élevés [Kc]i,j →∞, une condition de décollement total
correspond au cas limite [Kc]i,j → 0. Une condition de contact parfait avec glissement sans frottement peut
aussi être obtenue comme cas limite, ainsi qu'une condition d'adhésion tangentielle sans contact normal. Ce
modèle est encore largement utilisé : par exemple par N. Bedrici dans sa thèse [9], dans le cas d'un joint de
colle horizontal, ou par N. Mori [56, 57] dans le cas d'un joint vertical entre deux plaques d'aluminium.
Comme la contrainte est continue, seul un potentiel de double couche fd(ξ, t) ≡ u (ξ+ ε) − u (ξ− ε) est
nécessaire pour résoudre le problème. Il suﬃt de remplacer le noyau GΣνr ,Σνe par GΣνr ,Σνe −Kc δ, c'est-à-
dire que la formulation variationnelle du problème de Neumann
ˆ
Γ
ψTn (ξ)
Σincα + N∑
j=1
Fd,j Σ
(j)
α
 (ξ, s) dξ = 0, ∀n = 1..N, (3.28)
est remplacée par :
ˆ
Γ
ψTn (ξ)
Σincα + N∑
j=1
Fd,j Σ
(j)
α − Fd,j Kcψj
 (ξ, s) dξ = 0, ∀n = 1..N. (3.29)
Cette extention n'a pas été entreprise dans cette thèse mais seraît d'un grand intérêt, dans le cas d'un défaut
horizontal, pour modéliser un défaut d'adhésion localisé entre deux plis de matériau composite.
3.4.2 Incommodité d'utiliser un mailleur pour les géométries arbitraires
On pourraît imaginer de s'appuyer sur un programme de maillage déjà existant pour considérer des géométries
de ﬁssures moins canoniques. Il est aussi possible de considérer non pas une ﬁssure, mais une inclusion élastique
homogène. En eﬀet, le milieu (sain) de propagation extérieur à l'inclusion est la plaque stratiﬁée, le milieu
(sain) intérieur est un milieu élastique homogène et non borné dont on connaît analytiquement le tenseur de
Green dans l'espace (x, z, s), et il suﬃt, pour formuler la condition aux limites de continuité du déplacement
et de la contrainte normale à la frontière de l'inclusion, d'utiliser les tenseurs de Green des deux milieux
sains. Ces possibilités se heurtent toutefois à deux fortes contraintes techniques qui les rendent, d'une part,
fort compliquées à mettre en ÷uvre, et, d'autre part, contre-productives dès que la taille du défaut dépasse
quelques longueurs d'onde. Voici ces deux contraintes.
1. Les coordonnées x et z ne jouent pas le même rôle dans le calcul par ondes partielles, et le supposé
mailleur devrait tenir compte de ces diﬀérences. Il est important d'avoir des fonctions de base à spectre
selon k le moins étendu possible, alors qu'il est au contraire préférable pour z d'utiliser des fonctions
de base simples à convoluer par des exponentielles, commes des polynômes par exemple. De plus, il ne
sert à rien de raﬃner un maillage en x localement car ceci requiert d'augmenter l'échantillonnage de
l'ensemble de la grille. En revanche, le raﬃnement local selon z peut être intéressant.
2. Le coût en calcul des termes Σ(n)α (x, z, s) dépend de manière critique du nombre d'altitudes diﬀérentes
à considérer, à tel point qu'au delà d'un certain nombre (relativement faible) d'altitudes à discrétiser,
l'approche devient plus coûteuse qu'une approche par éléments ﬁnis, ce qui la rend donc inintéressante.
Dans l'exemple du paragraphe 3.3.2, nous sommes conﬁants qu'en ayant eﬀectué les optimisations
mentionnées, le calcul sera plus rapide d'au moins un ordre de grandeur qu'un calcul par éléments ﬁnis
jusqu'à une cinquaine de points de discrétisation. Pour ce cas, on peut donc se donner comme seuil
arbitraire 50 points : si le défaut considéré requiert moins de points en z alors l'approche décrite dans
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ce chapitre est pertinente et réduit signiﬁcativement les coûts, alors que si l'on a besoin de plus de
points on considère que les gains sont trop faibles pour remplacer une approche par éléments ﬁnis. 50
points sont une faible marge de man÷uvre pour discrétiser un défaut comme une ﬁssure, qui produit
un champ proche intense au niveau des pointes et nécessite donc un maillage relativement dense. On
peut espérer tout au plus considérer une ﬁssure mesurant environ 2 à 3 longueurs d'onde minimale.
En revanche, 50 points sont une marge de man÷uvre tout à fait acceptable si la frontière où s'écrit la
condition aux limites est légèrement éloignée des zones où le champ varie très vite où la règle classique
d'environ 6 points par longueur d'onde pourraît être appliquée (ce qui, d'ailleurs, permettrait de réduire
l'échantillonnage et de tolérer plus que 50 points). On peut dans ce cas espérer traiter une frontière
d'une dizaine de longueurs d'onde minimale à coût nettement réduit.
Ce chapitre se conclut donc sur les perspectives suivantes : il sera toujours très intéressant d'employer une
approche par éléments ﬁnis de frontière pour traiter le cas de défauts plans. En l'état, on gagne environ deux
ordres de grandeurs par rapport à un calcul par éléments ﬁnis. Il est important d'améliorer le traitement des
pointes de ﬁssure par rapport à ce qui a été fait dans cette thèse, ainsi que de mieux maîtriser les paramètres
de maillage optimaux, de manière à réduire les coûts au minimum et à envisager un défaut plan 3D dans un
guide anisotrope. Il reste peu d'obstacles pratiques pour y arriver. Insistons sur le traitement des pointes,
qui est de loin le facteur limitant et pourraît permettre de gagner un facteur 2 à 5 en coût calculatoire,
car l'intérieur de la ﬁssure n'a pas besoin d'être discrétisé avec une ouverture de gaussienne aussi ﬁne. Il
est également très important d'améliorer le traitement du défaut vertical, non pas pour, à terme, l'utiliser
comme défaut vertical, mais pour maîtriser pour la suite les ingrédients de la construction d'une frontière
transparente verticale. Cette idée sera développée dans le Chapitre 4.
Chapitre 4
Cas d'un objet quelconque : opérateur
 Dirichlet to Neumann  numérique
Ce chapitre ne fait pas vraiment état de travaux réalisés dans cette thèse, mais en développe les perspectives
qui nous semblent les plus intéressantes. Il doit être considéré comme une pré-conclusion. Nous voulons ici
nous placer dans le contexte des travaux de thèse de V. Baronian [7], L. Taupin [84] et A. Tonnoir [87], qui
ont été discutés en introduction de cette seconde partie. Pour rappel, ceux-ci avaient pour but de construire
un opérateur dit de  frontières transparentes , ou  Dirichlet to Neumann , permettant de coupler un
code de calcul par éléments ﬁnis à un code de calcul semi-analytique modélisant eﬃcacement la propagation
d'ondes au sein d'un guide d'ondes élastique. Cependant, à notre connaissance, le cas d'un guide anisotrope
3D n'est toujours pas traité.
Nous pensons qu'il est probablement trop ambitieux de chercher une expression semi-analytique de l'opérateur
de frontières transparentes pour le cas, complexe, d'un guide anisotrope 3D. Nous proposons à la place
d'utiliser une formulation BEM/FEM plus  classique  (cf. [12] pour une synthèse bibliographique), c'est-à-
dire de construire un opérateur de couplage de manière purement numérique à partir d'un code de calcul semi-
analytique. Les deux approches décrites dans la première partie de cette thèse sont à nos yeux les meilleures
candidates car elles permettent de traiter l'anisotropie bien plus facilement qu'une approche modale classique
kn(ω, θ). Cependant, elles forcent à abandonner le régime harmonique pour le régime de Laplace ou le régime
temporel.
La section 4.1 développe le principe du couplage BEM/FEM dans un cas particulier où l'opérateur DtN a
une expression relativement simple. La frontière artiﬁcielle est située dans une région de régime non-établi,
ce qui force à utiliser une approche par ondes partielles. Par manque de temps, son implémentation dans un
code commercial d'éléments ﬁnis n'a pas été réalisée. La section 4.2 discute des atouts des approches par
ondes partielles et modale ωn(k) pour résoudre le cas général.
4.1 Raidisseur en surface d'une plaque
4.1.1 Principe de la méthode hybride
Le cas particulier d'un problème d'interaction de type raidisseur, où l'objet diﬀractant est rajouté par collage
en surface du guide, est choisi pour introduire ce chapitre. Ce choix est motivé par le fait qu'il s'agit à nos
yeux du problème non-canonique mettant en jeu l'opérateur DtN le plus simple possible construit à partir
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de l'expression par ondes partielles du tenseur de Green. Ce cas est, de plus, d'intérêt pratique en CND ; il a
été traité par L. Taupin dans sa thèse [84] via une expression modale de l'opérateur DtN.
Le principe de la méthode hybride est le suivant (cf. ﬁgure 4.1). Le domaine est divisé en deux régions, l'une
étant une plaque parfaite, l'autre étant seulement le raidisseur. La région de la plaque parfaite est traitée par
ondes partielles ; le champ incident est déﬁni comme étant le champ rayonné par un terme source situé en
dehors du raidisseur et se propageant dans la plaque parfaite. Il est donc parfaitement calculable. Du point de
vue de la plaque parfaite, le raidisseur peut être vu comme un terme source surfacique réagissant au champ
incident, dont la localité est connue mais dont l'amplitude reste à déterminer.
La région du raidisseur est traitée par éléments ﬁnis : la géométrie est déﬁnie, ainsi qu'un maillage, et une
condition de Neumann est appliquée aux frontières qui ne sont pas en contact avec la plaque. Sur la frontière
en contact avec la plaque, que nous appelons ΓR/P , la condition aux limites est donnée par l'opérateur DtN.
Ce dernier sera détaillé au paragraphe suivant (cf. Eq. (4.5)). Il est construit à partir du tenseur de Green
de la plaque parfaite convolué par les fonctions de base (selon la variable horizontale x) des éléments de la
frontière. Donc, une fois le maillage déﬁni, ces quantités sont calculables par l'expression par ondes partielles.
Pour simpliﬁer et pour proﬁter de l'invariance de la plaque parfaite, il est préférable d'imposer un maillage
uniforme le long de ΓR/P .
Enﬁn, une fois résolu le calcul par éléments ﬁnis, on obtient l'amplitude du terme source surfacique recherché
grâce à la valeur du champ au voisinage de ΓR/P (cf. Eq. (4.4)) et l'on peut ainsi obtenir le champ total en
tout point de l'espace par un dernier calcul direct par ondes partielles.
4.1.2 Expression de l'opérateur DtN
On fait l'hypothèse que la surface supérieure du guide est libre, en dehors de la frontière avec le raidisseur.
En eﬀet, ce cas particulier est simple en ce sens que du point de vue du guide, l'objet diﬀractant peut
être considéré comme une distribution de sources secondaires située sur une zone où la contrainte normale
devrait être nulle en l'absence d'objet. Un potentiel de double couche selon Σz situé en surface de la plaque
rayonnerait un champ nul. On a alors, pour ze = 0, quelle que soit la composante d'observation,
G...,Σz (xr − xe, zr, 0) = 0. (4.1)
Notre seule inconnue est donc la distribution surfacique de potentiels de simple couche, que nous appelons
Σs. À l'intérieur de la plaque le champ de déplacement total s'écrit donc
U = GU,U ∗Σs + U(inc), (4.2)
où U(inc) désigne un champ incident. Par déﬁnition du tenseur de Green, en l'absence de raidisseur, le champ
de contrainte verticale est nul en surface de la plaque :
Σ(inc)z (x, 0
+) = 0. (4.3)
Par déﬁnition du potentiel de simple couche, dans ce cas particulier la valeur du potentiel de simple couche
inconnu est égale à la contrainte verticale à la frontière ΓR/P entre le raidisseur et la plaque :
Σs(x) = −Σz(x, 0+). (4.4)
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Figure 4.1  Schéma d'un raidisseur collé en surface d'une plaque. Le problème est traité par éléments ﬁnis
dans le raidisseur et par ondes partielles dans le guide. L'opérateur DtN nécessaire pour borner le domaine
d'éléments ﬁnis est construit à partir du tenseur de Green du guide sain (cf. équation (4.5)). Du point de
vue de la plaque, le raidisseur peut être considéré un terme source surfacique secondaire de simple couche
Σs (voir Chapitre 3). Pour ce cas particulier, aucune contribution surfacique de double couche Σd n'est à
considérer.
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Figure 4.2  Schéma d'un objet diﬀractant quelconque situé dans une plaque. La plaque est dans le vide, ce
qui permet un calcul modal pour la partie saine. Les frontières artiﬁcielles doivent être déﬁnies suﬃsamment
loin de l'objet pour qu'un régime libre modal soit bien établi. L'opérateur DtN nécessaire pour borner le
domaine d'éléments ﬁnis présentera l'avantage d'être utilisable, au choix, dans le domaine de Laplace ou dans
le domaine temporel.
Ceci nous amène à l'équation intégrale reliant U et Σz sur la surface de la plaque, à la frontière ΓR/P avec
le raidisseur :
U(xr, 0
+) = U(inc)(xr, 0
+)−
ˆ
ΓR/P
GU,U(xr − xe, 0+, 0+) Σz(xe, 0+)dxe, xr ∈ ΓR/P . (4.5)
La dernière étape consiste simplement à exprimer la continuité des champs de déplacement et de contrainte
normale entre la plaque et le raidisseur : les champs U(x ∈ ΓR/P , 0−) et Σz(x ∈ ΓR/P , 0−) vériﬁent également
l'équation intégrale (4.5), ce qui termine la construction de l'opérateur DtN recherché.
4.2 Vers le cas général
Dans le cas général (cf. ﬁgures 4.2 et 4.3) où la frontière transparente n'est pas sur une zone de contrainte ou
de déplacement nul, l'opérateur de couplage est plus complexe et fait intervenir les quatre tenseurs GU,U,
GU,Σν , GΣν ,U et GΣν ,Σν . Il est donné dans [12] mais n'est pas retranscrit dans cette thèse.
Le paragraphe 3.3 du chapitre précédent met en garde sur la non-localité et l'attention qu'il faut accorder
aux singularités que des frontières verticales engendrent. Cette dernière remarque n'est valable que pour la
formulation par ondes partielles et rend la formulation modale ωn(k) plus attrayante pour traiter le guide
3D anisotrope dans le vide : l'approche modale sera la plus simple des deux à implémenter car elle permet
naturellement de ﬁltrer le régime non-établi, qui est la cause des singularités. Elle permettra de rendre la
frontière parfaitement ﬁne (cf. paragraphe 2.1.4) et évitera l'utilisation d'un paramètre d'épaisseur, noté σ
dans le Chapitre 3 et qui est resté mal maîtrisé dans cette thèse. La frontière ainsi construite pourra, de plus,
être valable au choix dans le domaine de Laplace ou dans le domaine temporel, et permettra donc au code
éléments ﬁnis de considérer un défaut non-linéaire. Si le milieu sain est un guide ouvert ou un guide fermé
en régime de très haute fréquence-épaisseur, seule la formulation par ondes partielles sera disponible et seul
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Figure 4.3  Schéma d'un objet diﬀractant quelconque situé dans un milieu stratiﬁé général. Le calcul dans
la partie saine s'eﬀectue par ondes partielles, dans le domaine de Laplace.
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le domaine de Laplace pourra être considéré.
Le paragraphe 3.3 met également en garde sur le coût numérique que des frontières verticales peuvent avoir,
et ce aussi bien pour la formulation par ondes partielles que pour la formulation modale ωn(k). Ce coût
dépend presque exclusivement du nombre de points selon la verticale z, et est donc moindre si la frontière
n'est pas située trop près d'une singularité de géométrie qui requiert un maillage dense, comme une pointe
de ﬁssure par exemple. C'est une des raisons qui motivent le fait que l'approche par ondes partielles sera plus
pertinente dans une approche hybride BEM/FEM que dans une approche exclusivement BEM. Concernant
les perspectives en 3D, il sera probablement important d'utiliser les invariances du guide sain en déﬁnissant
une frontière parallélépipédique de manière à minimiser les coûts de construction.
Conclusions générales
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Au cours de cette thèse, deux expressions du tenseur de Green transitoire d'une plaque élastique ont été
utilisées et comparées avec l'approche  classique  modale kn(ω, θ).
Dans la Partie I, cette comparaison s'est faite en considérant le problème direct de rayonnement d'une source
dans un guide sain. Dans le contexte de CND par ondes guidées qui nous intéresse, la formulation modale
ωn(k) exposée au Chapitre 2 n'a de réelle pertinence que lorsqu'un calcul 3D est requis et que le guide est
anisotrope dans le plan. De plus, elle se limite aux guides dans le vide. La formulation par ondes partielles dans
le domaine de Laplace, exposée au Chapitre 1, est quant à elle bien plus polyvalente. Elle permet de traiter le
cas d'un guide quelconque, ouvert ou dans le vide, de manière très eﬃcace, au point que nous aﬃrmons qu'il
n'est pas nécessaire pour un guide ouvert de chercher à recourir à une méthode modale pour synthétiser un
signal. De plus, l'approche par ondes partielles permet, au choix, d'être performant pour calculer le régime
non-établi ou pour calculer le régime établi. Lorsque le régime non-établi est souhaité, l'intégrale de Fourier
spatiale inverse doit être tronquée selon le spectre du terme source, alors que si seul le régime établi importe,
les informations de dispersion permettent de minimiser l'échantillonnage. Cette grande polyvalence se fait
donc au prix d'une information supplémentaire à fournir par l'utilisateur pour respecter de manière optimale
le critère de Nyquist-Shannon. À l'avantage d'une méthode modale, cette information de dispersion peut être
grossière.
La Partie II a ajouté à la discussion la perspective d'exploiter les deux approches mentionnées pour résoudre
des problèmes de diﬀraction d'ondes modales par des objets arbitraires. Le Chapitre 3 présente une mise
en ÷uvre d'une méthode d'éléments ﬁnis de frontières (BEM) basée sur l'expression par ondes partielles.
Elle proﬁte de la performance de cette expression en régime non-établi. Grâce à l'invariance dans le plan du
tenseur de Green, le cas particulier d'un défaut plan a pu être traité de manière très eﬃcace. Compte tenu de
l'importance de ce type de défauts dans le contexte du CND des plaques composites, ce cas particulier n'est
pas à négliger. Concernant d'autres défauts, il a été jugé trop contraignant et possiblement contre-productif
de tenter d'étendre l'approche à des géométries moins canoniques. Nous sommes cependant relativement
convaincus qu'il peut être très intéressant (mais, certes, lourd) de mettre à proﬁt l'approche par ondes
partielles pour construire une méthode hybride BEM/FEM dans le cas d'un guide ouvert, ce qui est très
brièvement exposé au Chapitre 4. Il y a de notre point de vue une étape intermédiaire bien plus simple :
utiliser la formulation modale ωn(k) pour construire une méthode hybride BEM/FEM valable pour un guide
3D anisotrope, au choix, dans le domaine de Laplace ou dans le domaine temporel. Cette dernière perspective
nous semble être la plus intéressante, et redonne toute sa place à la formulation ωn(k). D'une manière plus
générale, cette thèse questionne le choix du régime harmonique comme intermédiaire de calcul pour résoudre
les problèmes de propagation et de diﬀraction 3D dans des guides plans anisotropes et/ou ouverts.
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Titre : Réponse élastodynamique d'une plaque stratiﬁée anisotrope : approches comparées. Vers le dévelop-
pement de méthodes hybrides
Résumé : Cette thèse traite de la résolution du problème direct de propagation d'un champ élastodynamique
rayonné par une source dans un milieu stratiﬁé anisotrope. Le contexte applicatif visé est le contrôle non
destructif par ondes ultrasonores guidées de plaques de matériaux composites. Aux basses fréquences, ces
matériaux sont assimilables à des milieux homogènes, anisotropes et dissipatifs. Deux approches causales sont
étudiées et mises en oeuvre pour résoudre l'équation d'onde, et leur intérêt vis-à-vis de la méthode modale
harmonique - la plus courramment employée dans ce domaine applicatif - est discuté. L'une des méthodes est
modale et est formulée directement dans le domaine temporel. Elle permet de traiter facilement l'anisotropie,
y compris en 3D, mais souﬀre des écueils classiques concernant le régime non-établi ou le cas du guide ouvert.
L'autre approche est une formulation dans le domaine de Laplace de la méthode dite par ondes partielles.
Elle présente l'intérêt d'être extrêmement polyvalente tout en conduisant à des coûts numériques tout à fait
raisonnables. Dans un second temps, la possibilité d'exploiter ces deux méthodes pour résoudre des problèmes
de diﬀraction par des défauts est étudiée. Une approche par éléments ﬁnis de frontière basée sur la méthode
par ondes partielles est considérée. Elle permet de traiter eﬃcacement le cas de défauts plans. L'extention à
des défauts plus généraux est brièvement discutée.
Mots clé : plaque stratiﬁée, anisotropie, mode de Lamb, onde ultrasonore guidée, domaine temporel, régime
non établi, transformée de Laplace, guide ouvert, ondes partielles, éléments ﬁnis de frontière, ﬁssure
Title : Elastodynamic response of a layered anisotropic plate : comparative approaches. Towards the deve-
lopment of hybrid methods
Abstract : This work adresses the direct problem of the propagation of an elastodynamic ﬁeld radiated
by a source in an anisotropic layered medium. Applications concern non destructive evaluation of composite
plates by ultrasonic guided waves. In the lower frequencies, these materials can be modeled as homogeneous,
anisotropic and dissipative media. Two causal approaches are studied and developped to solve the wave
equation, and their interest is discussed regarding to the widely used harmonic modal method. One of these
methods is modal, and is formulated directly in the time domain. It allows to deal easily with anisotropy,
even in 3D ; however it also suﬀers classical shortcomings such as the high cost of the unestablished regime or
the diﬃculty to deal with open waveguides. The other method is a formulation of the so-called partial-waves
method in the Laplace domain. Its attractiveness relies in its versatility and in the fact that computational
costs can be very acceptable. In a second time, we consider using both methods to solve problems of diﬀraction
by defects. A boundary element method based on the partial-waves approach is developped and leads to solve
very eﬃciently the case of a planar defect. The possibility of treating more general defects is brieﬂy discussed.
Keywords : layered plate, anisotropy, Lamb mode, ultrasonic guided wave, time domain, unestablished
regime, Laplace transform, open waveguide, partial waves, boundary element method, crack
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