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ON THE OPTIMAL WEIGHT FUNCTION IN THE
GOLDSTON-PINTZ-YILDIRIM METHOD
FOR FINDING SMALL GAPS BETWEEN CONSECUTIVE PRIMES
BA´LINT FARKAS, JA´NOS PINTZ, AND SZILA´RD RE´VE´SZ
Abstract. We work out the optimization problem, initiated by K. Soundararajan, for
the choice of the underlying polynomial P used in the construction of the weight function
in the Goldston–Pintz–Yıldırım method for finding small gaps between primes. First we
reformulate to a maximization problem on L2[0, 1] for a self-adjoint operator T , the norm
of which is then the maximal eigenvalue of T . To find eigenfunctions and eigenvalues,
we derive a differential equation which can be explicitly solved. The aimed maximal
value is S(k) = 4/(k + ck1/3), achieved by the k − 1st integral of x1−k/2Jk−2(α1
√
x),
where α1 ∼ ck1/3 is the first positive root of the k − 2nd Bessel function Jk−2. As this
naturally gives rise to a number of technical problems in the application of the GPY
method, we also construct a polynomial P which is a simpler function yet it furnishes
an approximately optimal extremal quantity, 4/(k+Ck1/3) with some other constant C.
In the forthcoming paper of J. Pintz [8] it is indeed shown how this quasi-optimal choice
of the polynomial in the weight finally can exploit the GPY method to its theoretical
limits.
1. Introduction
1.1. The extremal problem as given by Soundararajan. In his work [11] Soundarara-
jan presents and analyzes the proof of Goldston–Pintz–Yıldırım yielding small gaps be-
tween primes. Among others he raises and answers one of the most important problems
of the field: Is it possible to modify the weight function a(n) in such a way that the
method would lead to infinitely many bounded gaps between consecutive primes. If we
consider the weight functions in full generality, that is all functions a(n), then this leads
essentially to a tautology. For example, defining a(n) = 1 if both n and n+2 are primes,
and otherwise setting a(n) = 0, the summatory function of a(n) describes the number of
twin primes up to x. Thus we cannot hope an asymptotic evaluation of the summatory
function. We briefly describe the feasible choices of the weight function a. Let us take an
admissible k-tuple H = {h1, . . . , hk} meaning that there is no prime p with the property
that the elements hi of H cover all residue classes mod p. Let PH(n) =
∏k
i=1(n + hi)
and let us define λd = µ(d)P (
log(R/d)
logR
) with a nice function P , for example a polynomial,
with the additional property λ1 = 1, which is equivalent to P (1) = 1. Afterwards we
reduce our choice of a(n) to those of type a(n) =
∑
d≤R,d|PH(n) λd and try to evaluate the
summatory function of a(n) and that of a(n)χ(n + h), where h is an arbitrary number
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with h < logn and χ is the characteristic function of the primes. (In case of bounded
gaps between primes it is sufficient to consider the case when h = hi, i = 1, 2, . . . , k.)
Soundararajan explains, how the optimal weight function a(n), hence λd, should be
chosen to obtain best result: see formula (8) in [11]. In order to get this optimum, he
also explains the choice λd := µ(d)P
(
log(R/d)
logR
)
where P is some suitably nice function,
like a polynomial or at least a sufficiently many times (at least k times) differentiable,
smooth function on [0, 1] (or at least on [0, 1)), vanishing at least in the order k at 0, and
satisfying the normalization P (1) = 1. Then, according to the analysis by Soundararajan,
the optimal choice for a(n) and λd is equivalent to looking for the maximal possible value
of (12) of [11], i.e., to determining
(1)
S(k) := sup
P
(∫ 1
0
xk−2
(k − 2)!
(
P (k−1)(1− x))2 dx)/(∫ 1
0
xk−1
(k − 1)!
(
P (k)(1− x))2 dx) ,
where the set of functions P , to be taken into account in the supremum, can be the set
of certain polynomials as before, or more generally a family of functions subject to some
conditions.
Soundararajan [11] shows that the question whether we are able to find in this way
infinitely many bounded gaps between primes is equivalent to the problem whether there
exists any natural number k with S(k) > 4/k. Then he mentions that the opposite
inequality S(k) < 4/k holds for all k and therefore the method cannot yield infinitely
many bounded prime gaps. (In an earlier unpublished note [10] he gives the short proof of
this fact; we will reproduce this in §2.3. His considerations also lead easily to the stronger
inequality S(k) < 4/(k + c log k), cf. §2.3). Although his work answered negatively the
above mentioned central problem, it gave some hints but did not answer the question:
What is the best weight function that can be chosen, and what size of gaps are implied by
it? In their work [5] Goldston, Pintz and Yıldırım showed that if one takes P (x) = xk+ℓ,
where k and ℓ are allowed to tend to infinity with the size N of the primes considered,
then with several essential modifications of the original method one can reach infinitely
many prime gaps of size essentially
√
log p. (To have an idea of the difficulties it is enough
to mention that the rather condensed proof of the result needs about 40 additional pages
beyond the original one, presented with many details and explanations in [4]. However,
a shortened, simplified and more condensed version [6] needs only 5 pages). In this
case ℓ = c
√
k and the value of the fraction (1) is 4/(k + c′
√
k) for the given choice of
P (x) = xk+ℓ. Beyond the mentioned important fact that k and ℓ are unbounded in
[5], the scheme of the proof is similar but not the same as in the simplified version of
Soundararajan [11]. However, a careful analysis suggests that in order to find the limits
of the method it is necessary (but as discussed a little later, not necessarily sufficient) to
find the size of S(k) as k tends to infinity together with the function P which yields a
maximum (if it exists) in the supremum, or at least a function P which yields a value
“enough close” to the supremum.
1.2. Conditions and normalizations. Before proceeding, let us discuss right here the
issue of conditions and normalizations in the formulation of this maximization problem.
First, it is clear that P (k) remains unchanged, if we add any constant to P (k−1). Thus the
extremal problem becomes unbounded under addition of a free constant, hence at least
some conditions must certainly control this divergence.
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In the number theory construction of Goldston–Pintz–Yıldırım, (by now generally ab-
breviated as the “GPY method”) the natural restriction is that P must be a polyno-
mial divisible by xk—or, if we try to generalize the method, then a k-times contin-
uously differentiable function with P (j) vanishing at 0 for j = 0, . . . , k − 1. That is
P (x) = P
(k)(0)
k!
xk + o(xk+1). The reason for that is the fact that the whole idea hinges
upon the use of the generalized Mo¨bius inversion, more precisely of the Λj function, which
must be zero for numbers having at least k prime factors—always satisfied by the num-
bers represented by the product form (n + h1) · · · (n + hk) in the construction. So for
any meaningful weight function we need to use weights not containing any smaller power
xj than xk. In other words, we should assume here P having a zero of order k, i.e.,
P (0) = P ′(0) = · · · = P (k−1)(0) = 0, while P (k)(0) can be arbitrary.
The analysis of Soundararajan exposed the question, whether a linear combination of
monomials, i.e., a polynomial, or perhaps some more sophisticated choice of a weight
function, may perhaps improve even upon this. We can say that the theoretical limit of
the GPY method is the result, obtainable in principle by a choice of the weight function P
maximizing the extremal quantity (1). Yet it is to be noted that the technicalities of GPY
are far more substantial than to simply “substituting any P” in it would automatically
lead to a result—it is not even that clear, what result would follow from a given weight
function. Therefore, to test the limits of the GPY method, we should break our approach
into two parts. First, we look for the optimization of the weight P , in the sense of (1), and
second, we extend the GPY method using that weight function. This paper is concerned
with this first question, and the second part of this program is carried out in [8].
The aim of the present analysis is to settle the issue of optimization in Problem (1).
We find the optimal order, and the maximizer of the problem (1), furthermore, as this
maximum can be achieved by a relatively sophisticated choice of the weight function P—
actually a transformed Bessel function—we also construct a polynomial weight which is
approximately optimal in (1).
Part of these results were reached by J. B. Conrey and his colleagues at the American
Institute of Mathematics already in 2005. Using a calculus of variation argument they
found the Bessel function Jk−2 and made some calculations for concrete values of k (with-
out analyzing the case k → ∞). The fact that the Bessel functions may perform better
than polynomials in the GPY method is also briefly noted in the book of J. B. Friedlander
and H. Iwaniec [3] without going into details.
1.3. Structure of the paper. In this paper we proceed along the following course.
Interpreting the problem in the widest possible function class which makes sense (i.e.,
when at least the occurring integrals exist finitely) in Section 3 we make several further
reformulations until we arrive at a maximization problem in the Hilbert space L2[0, 1].
Exploiting the rich structure of Hilbert spaces, and the particular properties of the refor-
mulation as a certain quadratic form with a Fredholm-type operator, we derive existence
of maximizing functions in this wide function class. Then we also exploit the concrete form
of the kernel in our Fredholm-type operator and compute that the maximizers, or, more
generally, eigenfunctions, are necessarily smooth. Furthermore, in Section 4 we find that
these eigenfunctions satisfy certain differential equations. The solutions are then found to
be transformed variants of certain Bessel functions. Also it turns out that the solutions
are analytic, and they yield a function value in the extremal problem directly related to
the choice of a parameter, which, due to the initial value restriction P (k−1)(0) = 0, must
be a zero of the arising Bessel function Jk−2. Finally these combine to the full description
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of the maximal value S(k) together with the precise form of the extremal function. From
the well-known asymptotic formula for the first zero of the Bessel function Jm, when
m → ∞, we derive that S(k) is precisely asymptotic to 4
k+ck1/3
with a concretely known
constant c = 3.7115 . . . .
Unfortunately, in spite of analyticity and power series expansion, the found extremal
function is too complicated to be used in the number theory method of GPY. Basically,
we need restrictions on the degree and the coefficient size for the powers appearing in
the weight function P to make the complicated method work in a technically feasible
way. As discussed in Section 5, not even calculations using the power series expansion of
Bessel functions lead to feasible expressions. Therefore, finally we look for quasi-optimal
polynomials, which still achieve close to extremal values. The result of the last section is
the concrete construction of a polynomial P satisfying the needed technical requirements
and still achieving in (1) a ratio of the order 4
k+Ck1/3
with some other constant C. That
suffices in the method of GPY, because the value of the constant C does not increase the
order, only the arising constants, in the final result.
Settling the issue of the search of optimal and quasi-optimal weights, the door opens up
for revisiting the method of GPY and not only improve upon all the known results, but
also push the available techniques to the theoretical limits of that method. This closely
connected work is carried out in the paper [8].
2. Reformulations and the finiteness of S(k)
2.1. Reformulations. The normalization P (1) = 1 is rather inconvenient because the
next reformulation (still following Soundararajan) is to put Q(y) := P (k−1)(y), a com-
pletely logical step in view of the fact that no values of P , P ′, etc. P (k−2) occur in the
actual optimization problem (1) and that the still occurring P (k−1) and P (k) can be nicely
expressed as Q and Q′. So in line with the restriction that P vanishes at least to the
order k at 0, following Soundararajan we write
P (x) =
∫ x
0
∫ x1
0
. . .
∫ xk−2
0
P (k−1)(xk−1)dxk−1 . . . dx1 =
∫ x
0
∫ x1
0
. . .
∫ xk−1
0
P (k)(xk)dxk−1 . . . dx1
=
∫ x
0
∫ x1
0
. . .
∫ xk−2
0
Q(xk−1)dxk−1 . . . dx1 =
∫ x
0
∫ x1
0
. . .
∫ xk−1
0
Q′(xk)dxk . . . dx1.
Therefore, P (0) = · · · = P (k−2)(0) = P (k−1)(0) = 0 transforms to the simpler requirement
that Q(0) = 0, while the corresponding P is obtained by the above integrals directly. Let
us record one more thing here: The condition that P (1) = 1, expressed in terms of Q, is a
linear restriction, as I(Q) := (P (1) =)
∫ 1
0
∫ x1
0
. . .
∫ xk−2
0
Q(xk−1)dxk−1 . . . dx1 is just a linear
functional on the function Q. To express it in a more condensed, closed form, we may
apply Fubini’s theorem to get a representation in the form of the well-known Liouville
integral
P (x) =
∫ x
0
Q(t)
(x− t)k−2
(k − 2)! dt,
P (1) =
∫ 1
0
Q(t)
(1− t)k−2
(k − 2)! dt =
∫ 1
0
Q(1− y) y
k−2
(k − 2)!dt.
Note the similarity to the numerator of the quotient in (1). It is thus immediate by
the Cauchy–Schwarz inequality that P (1) is a finite, convergent integral whenever the
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Lebesgue integral
∫ 1
0
Q2(1−y) yk−2
(k−2)!dy exists. That is, no special requirement is needed to
this effect once we guarantee that the numerator and denominator in (1) are well-defined.
In all, we were to look for maximum in the family
(2)
P :=
{
P (x) =
∫ x
0
∫ x1
0
. . .
∫ xk−2
0
P (k−1)(xk−1)dxk−1 . . . dx1, P (1) = 1, P
(k−1)(0) = 0
}
,
but following Soundararajan we changed the setup to
(3) Q1 :=
{
Q :
∫ 1
0
Q(1− y) y
k−2
(k − 2)!dy = 1, Q(0) = 0
}
,
where now Q can be any (say, continuously differentiable) function satisfying the require-
ments. This also means that we want the occurring functions to belong to a suitable
function class, to be specified later. The quantity we seek to maximize is then expressed
as
(4)
∫ 1
0
nyn−1Q2(1− y)dy∫ 1
0
ynQ′2(1− y)dy
(n := k − 1),
which again is a fraction of two expressions, both quadratic homogeneous in Q. Therefore,
the ratio will be the same for cQ with any c 6= 0 and the original question can thus be
rewritten as looking for the supremum of these quantities among functions in
Q⋆ :=
{
Q :
∫ 1
0
yk−2Q(1− y)dy 6= 0, Q(0) = 0
}
.
Continuity of Q′ is not indispensable, but of course the ratio must be a ratio of finite
quantities, with a nonzero and finite denominator, hence we need still to restrict consid-
erations to functions Q′ 6≡ 0 or, in general allowing discontinuous functions, Q′ not zero
almost everywhere and also satisfying
∫ 1
0
xnQ′2(1− x)dx <∞.
We will see in a moment–see the proof of the forthcoming Proposition 1–that this
latter condition also implies that even
∫
nxn−1Q2(1−x)dx <∞, as needed. Furthermore,
together with the restriction that Q(0) = 0, we see that Q is constant if only Q ≡ 0,
so we need to exclude only this obviously singular case. Otherwise also the numerator
remans finite, i.e. the ratio (4) exists finitely, whence S(k) exists at least as a supremum
of certain finite, positive quantities.
Let us observe that the condition that P (1) 6= 0, is a linear condition, equivalently
stated in the form that the linear functional1 Q −→ ∫ 1
0
Q(1 − y)yn−1dy on the function
space of admissible functions Q should not vanish. In other words, the subset which falls
out of consideration for not meeting this condition is the kernel subspace of the linear
functional, which is of codimension one–in view of the fact that the functional itself is not
identically zero, obvious from looking at functions Q with Q|(0,1) > 0 certainly yielding
positive functional values–, so a hyperplane H of our linear function space X (whatever
choice of the function space and respective norm we make later on).
Therefore, dropping the restriction that P (1) = Q(0) 6= 0 means only that q 6∈ H is
dropped. In the following we will find the supremum on X , and actually will show that
here the supremum is finite, attained at certain maximizers.
1Linearity is clear, once the integral is defined finitely. Then again, finiteness of
∫
1
0
yn−1Q2(1 − y)dy,
appearing in the numerator of the extremal quantity, ensures by means of the Cauchy-Schwarz inequality,
finiteness of the functional values, too. So for the rest of the argument to be valid, it suffices to check
finiteness of the numerator of (4).
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The only issue, which may bother us a little, if the actual maximizers will belong to the
singular hyperplaneH, or stay in X \H. That we should check at the end. But maximizers
q ∈ X will actually be positive functions, so the value of the functional I(q) = P (1) will
be necessarily positive for these, and maximum over X or X \ H will thus be seen to be
the same. We will leave it to the reader to check this and from now on pass on to the
class X .
2.2. The choice of the function class of the extremal problem (1). In view of
the above, let us fix the function class, where the extremal problem (1), initiated by
Soundararajan, will be considered, as follows. Write q(x) = Q(1−x) as before. Then the
whole problem becomes
max (k − 1)
(∫ 1
0
xk−2q2(x)dx
)/(∫ 1
0
xk−1q′2(x)dx
)
under condition q(1) = 0,(5)
understood in an appropriate function class X , like, e.g., C1[0, 1].
Partial integration in the numerator and q(1) = 0 yields now the reformulation
(6) S(k) = sup
q∈X ,q(1)=0,q 6=0
(
−2
∫ 1
0
xk−1q′(x)q(x)dx
)/(∫ 1
0
xk−1q′2(x)dx
)
.
Certainly we want the denominator to be finite, so we assume that our function class is
chosen in such a way that for any q ∈ X this weighted square integral of q′ converges.
This implies the convergence of the numerator (as we’ll see soon) and consequently that
also the positive, nondegenerate linear functional I(q) := (k − 2)!P (1) = ∫ 1
0
q(t)tk−2dt is
well-defined, finite. So now we fix the largest function space we may deal with as
(7) X :=
{
q : (0, 1]→ R : q(x) = −
∫ 1
x
q′(t)dt,
∫ 1
0
xk−1q′2(x)dx <∞
}
.
The definition above is understood to mean that any q ∈ X is an absolutely continuous
function on each compact subinterval of (0, 1], whence q′ ∈ L1loc(0, 1] and q(x) exists as a
Lebesgue integral of q′, and in view of the second condition, q′ is also square-integrable
on [0, 1] with respect to the weight xk−1.
2.3. An estimation of the extremal value. Before proceeding let us stop for a little
further analysis, establishing bondedness of S(k), because this will be needed in what
follows.
Soundararajan [11] remarks that “the unfortunate inequality” S(k) < 4/k holds. This
is not completely obvious, but in fact the situation is even worse, namely, S(k) < 4/(k +
c log k). This was essentially proved (without an explicit calculation of c) in the mentioned
unpublished note of Soundararajan [10]. Together with the mentioned example P (x) =
xk+ℓ, ℓ = c
√
k, this shows that the value of S(k) is between 4/(k + c′ log k) and 4/(k +
c′′
√
k).
Proposition 1 (Soundararajan). The extremal problem (1) is bounded by 4/k. More-
over, we have S(k) < 4
k+log2 k−5 for all k ≥ 4.
Proof. Let us fix, as in (4), the value n := k − 1. We are to show that whenever the
denominator of (4) exists finitely, but is nonzero (i.e. when P (k) = Q′ 6= 0), then also
the numerator (with the condition that Q(0) = 0, i.e. P (k−1)(0) = 0) exists finitely and,
moreover, the ratio admits the stated bounds.
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Let us write now q(x) := Q(1− x), assume that Q, hence also q, are absolutely contin-
uous, and consider the resulting relations q′(x) = −Q′(1 − x), q(1) = Q(0) = 0. These
imply by absolute continuity that q(x) = q(x) − q(1) = − ∫ 1
x
q′(t)dt =
∫ 1
x
Q′(1 − y)dy =
[−Q(1− y)]1x = Q(1− x)–so we can as well start with the conditions that p(x) := q′(x) is
measurable and finite a.e., admits the weighted bound L :=
∫ 1
0
xnq′2(x)dx < ∞ (coming
from the requirement that the denominator is finite), and also that q′ does not vanish
a.e. (for the denominator being positive). First let us check that then defining q from the
given p := q′ as q(x) := − ∫ 1
x
q′(t)dt works, results in an absolutely continuous function,
and with this function the numerator stays finite, bounded in terms of L.
Indeed,
∫ 1
x
|q′(t)|dt ≤
√∫ 1
x
t−ndt
∫ 1
x
tn|q′(t)|2dt ≤
√
x1−n
n− 1
∫ 1
0
tn|q′(t)|2dt =
√
L
n− 1x
1−n
2
(valid for all n ≥ 2) gives not only that q(x), as a Lebesgue integral, exists for all x, but
also the estimate |q(x)|2 ≤ L
n− 1x
1−n on (0, 1]. It follows that q(x) is absolutely contin-
uous with derivative p = q′ a.e. Moreover,
∫ 1
0
nxn−1q2(x)dx ≤ n
n− 1L, too, hence the
numerator in (4) is also finite and the quotient cannot exceed
k − 1
k − 2 ≤ 2 (k ≥ 3).
For k = 2, i.e. n = 1, there is only a little difference in the calculation, as then we obtain
|q(x)| ≤ √L| log x| and ∫ 1
0
nxn−1q2(x)dx =
∫ 1
0
q2(x)dx ≤ L ∫ 1
0
(− log x)dx = L < 2L,
extending the above bound to all k ≥ 2, too.
In the following we compute the stated sharper bound, too. For any m ≥ n − 1,
I(m) :=
∫ 1
0
xmq2(x)dx ≤ ∫ 1
0
xn−1q2(x)dx ≤ 2L < ∞, as by condition we consider the
class of functions satisfying 0 < L <∞ (with L := ∫ 1
0
xnq′2(x)dx).
Partial integration (using also q(1) = Q(0) = 0) and Cauchy–Schwarz inequality yield
I(m) =
−1
m+ 1
∫ 1
0
xm+12q′(x)q(x)dx ≤ 2
m+ 1
√
I(2m+ 2− n)L.
So starting from m := m0 := k − 2 and continuing by induction with mj := k + 2j − 3
(j = 0, 1, . . . , N), we arrive at
∫ 1
0
xk−2q2(x)dx∫ 1
0
xk−1q′2(x)dx
=
I(m0)
L
≤
N∏
j=0
(
2
k + 2j − 2
)2−j
· I(k + 2
N+1 − 3)2−(N+1)
L2−(N+1)
.
Since 0 ≤ I(ν) is decreasing with ν, I(k + 2N+1 − 3) converges with N so that we can
pass to the limit N →∞, and then even take supremum with respect to q, obtaining
S(k) ≤ (k−1)
∞∏
j=0
(
2
k + 2j − 2
)2−j
=
4∏∞
j=1 (k + 2
j − 2)2−j
=
4
k − 2
∞∏
j=1
(
1 +
2j
k − 2
)−2−j
.
Observe that for all j ≥ 1 every single k + 2j − 2 ≥ k in the denominator of the last but
one expression, hence S(k) ≤ 4/k follows immediately. We can even sharpen this estimate
further. Let us denote the last product by D := D(k) and define ℓ := [log2(k−2)]. Then,
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by using log(1 + x) > x− 1
2
x2 (for x > 0) we infer
logD(k) = −
∞∑
j=1
log
(
1 + 2
j
k−2
)
2j
< −
ℓ∑
j=1
1
2j
(
2j
k − 2 −
1
2
(
2j
k − 2
)2)
= − ℓ
k − 2 +
2ℓ − 1
(k − 2)2 < −
ℓ− 1
k − 2 .
Therefore, as e−x < 1
1+x
(for x > 0), we obtain
S(k) <
4
k − 2 · exp
(
− ℓ− 1
k − 2
)
<
4
(k − 2) (1 + ℓ−1
k−2
) = 4
k + ℓ− 3 ≤
4
k + log2 k − 5
,
since ℓ ≥ log2(k − 2)− 1 ≥ log2 k − 2 for all k ≥ 4. 
A further elementary observation is that for the Cauchy–Schwarz inequality to be pre-
cise, we should have xm+1−n/2q = cxn/2q′ in all the above applications of the Cauchy–
Schwarz estimate (i.e., for all occurring values of m). This cannot hold for whatever
choice of q for all m simultaneously. To have an about optimal estimate we may strive for
having the Cauchy–Schwarz estimate sharp at the very first application, when m = k− 2
and n = k− 1, so q = cq′ follows, and then q(x) = ecx. But even that is not a valid choice
in our problem: q(1) = 0 prevents us taking q an exponential function as it can never be
zero. In any case, the estimate of S(k) above cannot be sharp.
3. Existence and smoothness of maximizers in the extremal problem
3.1. Existence of maximizing functions in the extremal problem. In this paper
the role of k is fixed. Furthermore, it will be convenient for us to avoid repetitious use of
k − 2 and k − 1, so throughout the rest of the paper except for the last section, Section
6, we will fix the notations for two further integer parameters. So we define
(8) m := k − 2, n := k − 1.
As it is explained above, we can discuss the optimization problem in the function space
(9) Y :=
{
p(t) ∈ L1loc(0, 1] :
∫ 1
0
p2(t)tndt <∞
}
, where q(x) = −
∫ 1
x
p(t)dt.
Multiplying the occurring functions by tn/2, we can even consider the space of functions
ϕ(t) := p(t)tn/2 = q′(t)tn/2, which then will be square-integrable on [0, 1], so that ϕ ∈
L2[0, 1].
Next let us establish, how the functional to be maximized looks like over these spaces.
On X , on Y and finally on L2[0, 1] we must consider the respective equivalent expressions
−2 ∫ 1
0
xk−1q′(x)q(x)dx∫ 1
0
xk−1q′2(x)dx
=
2
∫ 1
0
xnp(x)
(∫ 1
x
p(t)dt
)
dx∫ 1
0
p2(x)xndx
=
2
∫ 1
0
ϕ(x)xn/2
(∫ 1
x
ϕ(t)t−n/2dt
)
dx∫ 1
0
ϕ2(x)dx
=
2
∫ 1
0
∫ 1
0
ϕ(x)ϕ(t)χt>x(x, t)x
n/2t−n/2dtdx∫ 1
0
ϕ2(x)dx
=
∫ 1
0
∫ 1
0
ϕ(x)ϕ(t)K(x, t)dtdx∫ 1
0
ϕ2(x)dx
with K(x, t) :=
(
min(x, t)
max(x, t)
)n/2
,
(10)
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the last step being a technical one to bring the kernel K to a symmetric form. So finally
we find that
(11) S(k) = sup
L2[0,1]\{0}
∫ 1
0
∫ 1
0
ϕ(x)ϕ(t)K(x, t)dtdx∫ 1
0
ϕ2(x)dx
with K(x, t) :=
(
min(x, t)
max(x, t)
)n/2
.
Clearly, on L2[0, 1] the functional in (10) is defined everywhere except ϕ = 0 (the zero
function), and is bounded by 4/k, as proved before. Moreover, there is a clear homogeneity
property: The ratio for any ϕ is equal to the ratio for any nonzero constant multiple cϕ,
hence the ratio is constant on all rays {cϕ : c ∈ R, c 6= 0}.
Therefore, the range of this quotient functional is clearly the same on the whole space
L2[0, 1]\{0} as onB\{0}, B denoting the unit ballB := {ϕ ∈ L2[0, 1] : ‖ϕ‖2 ≤ 1} (where
the 2-norm of a function in L2[0, 1] is ‖ϕ‖2 := (
∫ 1
0
ϕ2(x)dx)1/2, as usual). Furthermore,
actually already on the unit sphere S := {ϕ ∈ L2[0, 1] : ‖ϕ‖2 = 1} the functional must
take on all the values of its range. However, on the unit sphere the denominator is exactly
one, so now we can modify the formulation and write
S(k) = sup
S
∫ 1
0
∫ 1
0
ϕ(x)ϕ(t)K(x, t)dtdx = sup
B
∫ 1
0
∫ 1
0
ϕ(x)ϕ(t)K(x, t)dtdx.
Moreover, it is clear that in this last formulation S(k) is taken by a maximizer function
ϕ ∈ L2[0, 1] iff there is a maximum at some ϕ ∈ S iff there is a maximum on B (in
which case again any maximum must belong to S). So any maximizer ϕ in the original
formulation is maximizer together with all the ray {cϕ} of its homothetic copies, and in
the new formulation this maximizer occurs exactly with c = ±1/‖ϕ‖2, i.e., at the unit
norm elements of the given ray.
This reformulation furnishes us the access to settle the existence question of some
maximizer. In our formulation of the extremal problem all functions are real-valued, only
for the next two propositions (spectral theory), and for the sake of being precise, we shall
need complex-valued functions.
Proposition 2. Let
K(x, y) :=
(
min(x, y)
max(x, y)
)n/2
,
and define the Fredholm-type operator
(12) T : L2([0, 1];C)→ L2([0, 1];C) (Tϕ)(x) :=
∫ 1
0
ϕ(y)K(x, y)dy.
Then T is a compact, positive, self-adjoint operator on the complex Hilbert space L2([0, 1];C),
maps real-valued functions into real-valued ones, and preserves positivity.
Proof. Since K ∈ L∞([0, 1]× [0, 1]), T is compact, see [9, §97]. Since 0 ≤ K ≤ 1 and K
is symmetric, the other two properties follow evidently. 
Proposition 3. S(k) is attained as a maximum by some maximizing function ϕ ∈ L2[0, 1].
Equivalently,
S(k) =
−2 ∫ 10 xk−1q′(x)q(x)dx
∫ 10 xk−1q′2(x)dx
for some appropriate q ∈ X with q(1) = 0 and q 6≡ 0.
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Proof. Consider the operator T as in (12).
(13) A(ϕ, ψ) :=
∫ 1
0
∫ 1
0
ϕ(y)ψ(x)K(x, y)dxdy = 〈Tϕ, ψ〉,
which is a sesquilinear form on L2([0, 1];C). By [9, §93] we have
‖T‖ := sup
‖ϕ‖2≤1
‖Tϕ‖ = sup
‖ϕ‖2≤1
|〈Tϕ, ϕ〉| = sup
‖ϕ‖2≤1
A(ϕ, ϕ).
Since T is compact, positive and self-adjoint, all of its eigenvalues are nonnegative, more-
over, the eigenvalues can be ordered in a decreasing null-sequence (λj), λ1 > · · · > λj >
. . . , λj → 0 (j →∞), and we also have
‖T‖ = max{λ : λ is an eigenvalue of T} =: λ1.
Since T leaves the subspace of real-valued functions invariant, for any eigenvalue λ ∈ R
of T there is a real-valued eigenfunction. Summing up, ‖T‖ = λ1, and there exists some
(nonzero) eigenfunction ϕ ∈ L2[0, 1] satisfying ‖ϕ‖ = 1 and λ1 = ‖T‖ = A(ϕ, ϕ), yielding
a maximizer for A(ϕ, ϕ) as asserted. 
Remark 4. The above proof yields also the following important information: S(k) is the
largest eigenvalue λ1 of T , and any (normalized) eigenfunction ϕ of T belonging to λ1 is a
maximizer; moreover, the only maximizers are nonzero eigenfunctions of T corresponding
to λ1 = ‖T‖.
Indeed, as T is compact and self-adjoint, there is an orthonormal basis (ej) in L
2[0, 1]
that consists of eigenfunctions of T . Let 0 6= ϕ ∈ L2[0, 1] be not an eigenfunction to the
eigenvalue λ1. Then ϕ =
∑∞
j=1〈ϕ, ej〉ej and
〈Tϕ, ϕ〉 =
∞∑
j=1
λj |〈ϕ, ej〉|2 < λ1‖ϕ‖2
by Parseval’s identity, where for the strict inequality “<” we have used that for some
j > 1 we have |〈ϕ, ej〉| > 0, while λj < λ1.
We also remark that since K is strictly positive, so is the operator T , hence one knows
from Perron–Frobenius theory (see [7, Sec. 4.2]) that the dominant eigenvalue λ1 is simple
with a corresponding strictly positive eigenfunction. This will be proved later also by
directly determining all eigenfunctions of T .
Next we turn to smoothness properties of eigenfunctions of T .
3.2. Smoothness of maximizers and maximizers in C[0, 1]. The above formulation
also provides us a direct access to further smoothness statements.
Lemma 5. The Fredholm-type operator T defined in (12) maps L2[0, 1] to the subspace
C0(0, 1] of continuous functions with value 0 at 0
2.
Proof. Since L2[0, 1] ⊂ L1[0, 1], and 0 ≤ K(x, y) ≤ 1, the expression (Tϕ)(x) = ∫ 1
0
ϕ(y)K(x, y)dy
is an integral with a uniform majorant |ϕ(y)| ∈ L1[0, 1] of the integrands. Hence by the
Lebesgue Dominated Convergence Theorem, it suffices to take the pointwise limit under
the integral sign. When x→ x0, this gives for all y > 0 limx→x0 K(x, y) = K(x0, y), while
for y = 0 we have K(x, 0) = K(x0, 0) = 0 identically. (Essentially, we have used only sepa-
rate continuity ofK on [0, 1]×[0, 1].) Thus limx→x0(Tϕ)(x) =
∫ 1
0
ϕ(y) limx→x0 K(x, y)dy =
2Note that we identify functions defined on (0, 1] only but having limit 0 towards the boundary point
0 with functions continuously extended to 0 by defining their value at 0 as 0.
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0
ϕ(y)K(x0, y)dy = (Tϕ)(x0), i.e., Tϕ ∈ C[0, 1]. By definition, K(0, y) = 0 for all
y ∈ [0, 1], hence for every ϕ ∈ L2[0, 1] we have (Tϕ)(0) = 0. 
Corollary 6. All eigenfunctions ϕ of the Fredholm-type operator T defined in (12) are
continuous and fulfill ϕ(0) = 0.
Equivalently, in the function space X defined in (7) all the functions q(x) = − ∫ 1
x
q′(t)dt =
− ∫ 1
x
t−n/2ϕ(t)dt corresponding to eigenfunctions ϕ of T satisfy ϕ(x) = xn/2q′(x) ∈ C0(0, 1]
and thus xn/2−1q(x) ∈ C0(0, 1].
Proof. All eigenfunctions lie in the range of the operator T , hence belong to C0(0, 1] in
view of Lemma 5.
Recall that the correspondence between L2[0, 1] and our spaces Y and X was given by
ϕ(x) = xn/2p(x) = xn/2q′(x). Thus for ϕ ∈ L2[0, 1], an eigenfunction of T , we obtain
for the corresponding q that xn/2q′(x) ∈ C0(0, 1], whence also q′ ∈ C(0, 1] follows. More-
over, limx→0+ xn/2q′(x) = limx→0+ ϕ(x) = ϕ(0) = 0, providing a continuous extension of
xn/2q′(x) even to 0. Now writing q(x) = − ∫ 1
x
q′(t)dt yields q ∈ C(0, 1]. While for x→ 0+
we obtain that3
lim
x→0+
xn/2−1q(x) = lim
x→0+
xn/2−1
(
−
∫ 1
x
o(1)t−n/2dt
)
= lim
x→0+
o(1)
2
n− 2 = 0,
hence xn/2−1q(x) ∈ C0(0, 1]. 
Although K is not everywhere continuous on [0, 1]× [0, 1], the operator T can still be
approximated by compact operators given by continuous kernels.
Proposition 7. The operator T restricted to C[0, 1] is a compact C[0, 1]→ C[0, 1] oper-
ator with exactly the same eigenvalues and eigenfunctions as on L2[0, 1].
Proof. Let fj : [0, 1] × [0, 1] → [0, 1] be continuous with fj(x, y) = 0 if x, y ≤ 12j and
fj(x, y) = 1 if max(x, y) ≥ 1j . Then fjK is continuous, hence the integral operator Tj
with kernel fjK is compact, see, e.g., [9, §90]. It is easy to see that Tj → T in the operator
norm (over C[0, 1]), hence T itself is compact, see [9, §76].
By Proposition 6 all eigenfunctions of T on L2[0, 1] belong also to C0(0, 1], hence remain
eigenfunctions when T is considered as C[0, 1]→ C[0, 1]. The converse is obvious: Every
continuous eigenfunction is of course also an eigenfunction from L2[0, 1]. In particular,
the set of eigenvalues are also exactly the same when considered in these two spaces. 
Remark 8. One can show that the norm of T as an operator on C[0, 1] is
(14) ‖T‖C[0,1] =
(
4
n+ 2
) n
n−2
=
(
4
k + 1
)k−1
k−3
.
In fact, since T is positivity preserving, we have ‖T‖C[0,1] = ‖T1‖∞, where 1 is the
constant 1 function. Easy calculation shows that (T1)(x) = 4n
n2−4x− 2n−2xn/2 and that this
function has maximum at x = ( 2
n+2
)2/(n−2). Since we already know ‖T‖L2[0,1] = λ1, and in
3Here o(1) means that for any ε > 0 we have some δ such that for 0 ≤ t ≤ δ, |q′(t)| < εt−n/2. Therefore,
we have for any 0 < x < δ the estimate |q(x)− q(δ)| ≤ ∫ δx εt−n/2dt < 2εn− 2x1−n/2, while xn/2−1q(δ)→ 0
as x→ 0+. Therefore, |xn/2−1q(x)| ≤ 2ε
n− 2 + o(1) and finally x
n/2−1q(x)→ 0 with x→ 0+.
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general λ1 ≤ ‖T‖C[0,1], we obtain that the maximum of A(ϕ, ϕ) with ‖ϕ‖2 = 1, i.e., S(k)
is smaller than the constant in (14) above.
3.3. Differentiability of maximizers. We now push further the smoothness statements
from the last subsection. We need some preparations, and define the following auxiliary
functions
(15) κ(x, y) :=
{
min(x,y)
max(x,y)
if (0, 0) 6= (x, y) ∈ [0, 1]2,
0 if (x, y) = (0, 0),
and
(16) ω(a, b) :=
{∑n−1
j=0 a
j/2b(n−1−j)/2√
b+
√
a
if (0, 0) 6= (a, b) ∈ [0, 1]2,
0 if (a, b) = (0, 0).
With these notations we have for every 0 < x, y ≤ 1 the formula
(17)
n
2
K(x, y) = ω(κ(x, y), κ(x, y))κ(x, y),
which also holds for x or y being 0, with both sides vanishing.
Now note that 0 ≤ ω(a, b) ≤ nmax(a, b)n/2−1 ≤ n. Furthermore, observe that for
0 ≤ a, b ≤ 1 (even if both are zero) we have bn/2−an/2 = (√b−√a)∑n−1j=0 aj/2b(n−1−j)/2 =
(b− a)ω(a, b). Hence for any y, x, x′ ∈ [0, 1] we can write
K(x′, y)−K(x, y) = ω(κ(x′, y), κ(x, y)) · (κ(x′, y)− κ(x, y)).(18)
Fix x > 0. Denoting ∆ := x′ − x > 0, we also have
(19) κ(x′, y)− κ(x, y) =

y
x′
− y
x
= − y∆
xx′
if y < x < x′,
y
x′
− x
y
= y
2−xx′
yx′
if x ≤ y ≤ x′,
x′
y
− x
y
= ∆
y
if x < x′ < y,
whence
(20) |κ(x′, y)− κ(x, y)| =

y
x
− y
x′
= y∆
xx′
≤ ∆
x′
≤ ∆
x
if y < x < x′,∣∣∣xy − yx′ ∣∣∣ = |xx′−y2|yx′ ≤ ∆y ≤ ∆x if x ≤ y ≤ x′,
x′
y
− x
y
= ∆
y
≤ ∆
x′
≤ ∆
x
if x < x′ < y.
Lemma 9. The operator T maps L2[0, 1] to the space C1(0, 1]. Furthermore, for ϕ ∈
L2[0, 1] and x ∈ (0, 1]
(21) (Tϕ)′(x) =
∫ 1
0
ϕ(y)
∂
∂x
K(x, y)dy = − n
2x
(Tϕ)(x) + nxn/2−1
∫ 1
x
ϕ(y)
yn/2
dy.
Proof. The two expressions given for (Tϕ)′(x) in (21) are easily seen to be equal, so the
proof hinges upon showing that (Tϕ)′(x) equals any one of them.
For any 0 ≤ x < x′ ≤ 1 using (18) we can write
(Tϕ)(x′)− (Tϕ)(x)
x′ − x =
∫ 1
0
ϕ(y) ω
(
κ(x′, y), κ(x, y)
)κ(x′, y)− κ(x, y)
x′ − x dy.(22)
We fix x0 > 0 and take either x = x0 and x
′ → x0+, or x′ = x0 and x → x0−. In any
case, by (20) and 0 ≤ ω ≤ n we have the Lebesgue integrable majorant n|ϕ(y)|/x0 of the
integrand, thus limit and integral can be interchanged.
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For example in the case x′ → x0+ taking into account (17) we are led to
lim
x′→x0
(Tϕ)(x′)− (Tϕ)(x0)
x′ − x0 =
∫ 1
0
ϕ(y)ω
(
κ(x0, y), κ(x0, y)
) ∂
∂x
κ(x, y)
∣∣
x=x0
dy
=
∫ 1
0
ϕ(y)ω
(
κ(x0, y), κ(x0, y)
)
sgn(y − x0)κ(x0, y)
x0
dy
=
n
2x0
∫ 1
0
ϕ(y)K(x0, y) sgn(y − x0)dy = n
2x0
(∫ 1
x0
ϕ(y)K(x0, y)dy −
∫ x0
0
ϕ(y)K(x0, y)dy
)
=
n
x0
(∫ 1
x0
ϕ(y)K(x0, y)dy − 1
2
(Tϕ)(x0)
)
,
(23)
where we have used ∂
∂x
κ(x, y) = ∂
∂x
(x/y) = 1/y for y > x and ∂
∂x
κ(x, y) = ∂
∂x
(y/x) =
−y/x2 for x < y. When substituting the definition of K in the above, we obtain all the
asserted formulas. Note that in case y = x0, one sided derivatives of κ(x0, y) still exist
(and are equal to the limits from the respective side) but the existence and value of the
limit at one exceptional point does not interfere the value of the integral, therefore we
have just put 0 for the value of ∂
∂x
κ(x, x0)
∣∣
x=x0
here.
When x→ x0− = x′−, the calculation is entirely the same.
The integrals on the right hand side of (21) are of course integrals of integrable functions,
and as such, are continuous in function of the limits of integration. Therefore, continuity
of (Tϕ)′ on (0, 1] also follows. 
Remark 10. When x0 = 0, only the right hand side derivative can be considered and
thus we take x0 = x = 0 and x
′ → 0+. Also, (Tϕ)(0) = 0 and K(0, y) = 0, hence the
consideration of the differential reduces to
(24) lim
x′→0+
(Tϕ)(x′)
x′
= lim
x′→0+
1
x′
∫ 1
0
ϕ(y)K(x′, y)dy = lim
x′→0+
∫ 1
0
ϕ(y)
κn/2(x′, y)
x′
dy,
which, however, cannot be handled for general ϕ ∈ L2[0, 1] or not even for ϕ ∈ C0(0, 1],
and can be well estimated only if we use something more on ϕ. See Corollary 12 below.
Proposition 11. The operator T maps L2[0, 1] to the space of absolutely continuous
functions with bounded total variation. Moreover, for the total variation of Tϕ we have
V (Tϕ, [0, 1]) ≤ 2‖ϕ‖1.
Proof. We already know that Tϕ ∈ C1(0, 1], so the total variation, whether finite or
infinite, can be computed as V (Tϕ, [0, 1]) =
∫ 1
0
|(Tϕ)′|. Now the first formula from (21)
furnishes
V (Tϕ, [0, 1]) =
∫ 1
0
|(Tϕ)′(x)|dx =
∫ 1
0
∣∣∣∣∫ 1
0
ϕ(y)
∂
∂x
K(x, y)dy
∣∣∣∣dx
≤
∫ 1
0
∫ 1
0
|ϕ(y)|
∣∣∣∣ ∂∂xK(x, y)
∣∣∣∣ dydx = ∫ 1
0
|ϕ(y)|
(∫ 1
0
∣∣∣∣ ∂∂xK(x, y)
∣∣∣∣ dx) dy ≤ 2‖ϕ‖1,
as for all 0 < y < 1 fixed we have
∫ 1
0
∣∣ ∂
∂x
K(x, y)
∣∣ dx = V (K(·, y), [0, 1]) = 2−yn/2 < 2. 
Corollary 12. If ψ lies in the range of T , then Tψ ∈ C1[0, 1], and (Tψ)′(0) = 0. In
particular if ϕ is an eigenfunction of T , then ϕ ∈ C1[0, 1], and ϕ′(0) = 0.
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Proof. We have to calculate the limit in (24) for ψ := Tϕ in place of ϕ. Recall from the
above that then ψ = Tϕ ∈ C0(0, 1], in particular ψ(0) = (Tϕ)(0) = 0, and ψ ∈ C1(0, 1],
V (ψ, [0, 1]) ≤ 2‖ϕ‖1. The second mean value theorem and integration by parts yield with
some appropriate z := zx′ ∈ (0, x′)
1
x′
∫ 1
0
ψ(y)K(x′, y)dy =
1
x′
{∫ x′
0
ψ(y)K(x′, y)dy +
∫ 1
x′
ψ(y)
x′n/2
yn/2
dy
}
= ψ(zx′)K(x
′, zx′) +
{[
ψ(y)
−x′n/2−1
n/2− 1 y
1−n/2
]1
x′
+
∫ 1
x′
ψ′(y)
x′n/2−1
n/2− 1y
1−n/2dy
}
,
so the first term tends to ψ(0) = 0 when x′ → 0+. The term in the square bracket con-
tributes x′n/2−1 −ψ(1)
n/2−1 +
ψ(x′)
n/2−1 , and as x
′ → 0+ and ψ(x′)→ ψ(0) = 0, both terms converge
to 0. Finally, for the integral Proposition 11 gives that ψ′ ∈ L1[0, 1], while the product of
the further factors stays bounded uniformly for all x′, y ∈ [0, 1], as the integral runs only
through values y ≥ x′. That is, we can again use the Lebesgue Dominated Convergence
Theorem and calculate the limit by moving it under the integral sign. Furthermore, the
pointwise limit of the expression is zero for all fixed y, whence the assertion follows. 
4. Solving the maximization problem
4.1. Setting up a differential equation for potential extremal functions. By the
previous section we know that our maximization problem has a solution, and we also saw
that maximizers are sufficiently smooth. We can now set up a differential equation to find
maximizers, or which is essentially equivalent, to find the eigenfunctions of T .
Proposition 13. Let ϕ ∈ L2[0, 1] be an eigenfunction of T corresponding to the eigen-
value λ > 0. Then ϕ is continuous on [0, 1], infinitely often differentiable on (0, 1]. The
function q(x) = − ∫ 1
x
ϕ(y)y−n/2dy satisfies q(1) = 0 and the differential equation
(25) q′′(x) +
n
x
q′(x) +
b
x
q(x) = 0
(
x ∈ (0, 1]
)
, where b :=
n
λ
> 0.
Conversely, let λ > 0 and suppose that q is a nonzero, C2(0, 1] solution of the differen-
tial equation above with q(1) = 0. If ϕ(x) = xn/2q′(x) extends continuously to 0 with
limx→0+ xn/2q′(x) = 0, then ϕ is an eigenfunction of T corresponding to the eigenvalue
λ > 0.
Proof. If ϕ ∈ L2[0, 1] is an eigenfunction of T for the eigenvalue λ > 0, then it belongs to
the range of T , hence is continuous and continuously differentiable on (0, 1] by Lemma 9.
Substituting Tϕ = λϕ in (21) we obtain
λϕ′(x) = − n
2x
λϕ(x) + nxn/2−1
∫ 1
x
ϕ(y)
yn/2
dy.
As the right-hand side is differentiable, we can differentiate also the left-hand side showing
ϕ ∈ C2(0, 1]. We substitute x−n/2ϕ(x) = q′(x) and ϕ(x) = xn/2q′(x) and obtain
d
dx
(
λxn/2q′(x)
)
= − n
2x
λxn/2q′(x) + nxn/2−1
∫ 1
x
q′(y)dy,
and hence
d
dx
(
λxn/2q′(x)
)
= −λn
2
xn/2−1q′(x)− nxn/2−1q(x).
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Differentiation yields
λxn/2q′′(x) + λ
n
2
xn/2−1q′(x) = −λn
2x
xn/2q′(x)− nxn/2−1q(x),
and then by rearranging we obtain
λxn/2q′′(x) + λ
n
x
xn/2q′(x) + nxn/2−1q(x) = 0.
Division by λxn/2 thus leads to the asserted differential equation (25).
To see the converse we set ψ = Tϕ. Note that then ψ ∈ C0(0, 1] according to Lemma 5.
Then ϕ(x) = xn/2q′(x) entails
q′′(x) = −n
2
x−n/2−1ϕ(x) + x−n/2ϕ′(x),
so that using the assumption that q solves (25) we obtain
−n
2
x−n/2−1ϕ(x) + x−n/2ϕ′(x) +
n
x
x−n/2ϕ(x) +
n/λ
x
(
−
∫ 1
x
y−n/2ϕ(y)dy
)
= 0,
and thus also
n
2
λx−n/2−1ϕ(x) + λx−n/2ϕ′(x)− n
x
∫ 1
x
y−n/2ϕ(y)dy = 0.
By (21) with ψ = Tϕ we also have
x−n/2ψ′(x) = −n
2
x−n/2−1ψ(x) +
n
x
∫ 1
x
ϕ(y)
yn/2
dy,
so
n
2
λx−n/2−1ϕ(x) + λx−n/2ϕ′(x)− x−n/2ψ′(x)− n
2
x−n/2−1ψ(x) = 0.
If we multiply by xn, we obtain for all x > 0
0 =
n
2
λxn/2−1ϕ(x)+λxn/2ϕ′(x)−xn/2ψ′(x)− n
2
xn/2−1ψ(x) =
d
dx
(
xn/2λϕ(x)− xn/2ψ(x)) .
Since ϕ, ψ ∈ C[0, 1], xn/2(λϕ(x)− ψ(x)) must vanish at 0, whence λϕ = ψ follows. 
Thus the solution of the maximization problem is reduced to solving the homogeneous
second order ordinary differential equation (25), and to finding the feasible values of λ.
Next we solve this equation and analyze some properties of the solutions.
4.2. Bessel functions and Bessel’s differential equation. Recall Bessel’s differential
equation
(26) y′′(x) +
1
x
y′(x) +
(
1− ν
2
x2
)
y(x) = 0,
for some fixed parameter ν ∈ R. The Bessel function Jν (of the first kind) is a solution
of this equation, [2, (6.71), p. 115]. Notice that J−ν is also a solution, but for ν integer
Jν and J−ν are linearly dependent, in fact J−ν = (−1)νJν . So for ν ∈ N another, linearly
independent solution is needed, which is provided by the Bessel functions Yν (of the second
kind), obtained as
Yν(x) := Jν(x)
∫
dx
xJ2ν (x)
,
where specifying the limits of integration is equivalent to fix some primitive of the inte-
grand, and the integration limit cannot be at 0 where Yν(x) is divergent in the order x
−ν ,
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see [2, (6.73), (6.74)]. Then for ν ∈ N the general solution of equation (26) is a linear
combination c1Jν + c2Yν , see [2, §102].
4.3. Solution of the differential equation. Bowman computes, see [2, (6.80), p. 117],
what happens if we consider the transformed, substituted functions u(x) := xαy(βxγ),
where y satisfies the Bessel equation (26), and establishes that then the new functions
u(x) will be the general solutions of the transformed equation
(27) u′′(x)− 2α− 1
x
u′(x) +
(
β2γ2x2γ−2 +
α2 − ν2γ2
x2
)
u(x) = 0.
If we choose here the parameters ν := m, α := −m/2 = 1−k/2, β := 2√n/λ and γ := 1/2
(where n := k − 1 = m+ 1 and m := k − 2 as fixed above in (8)), then the equation (27)
becomes exactly (25). Thus we obtain that for any fixed values of m := k − 2 and λ > 0,
there is a one-to-one correspondence between the solutions q of (25) and y of (26) given
by q(x) := xαy(βxγ) = x1−k/2y(2
√
n/λ
√
x).
Corollary 14. Every solution q of (25) is a linear combination of transformed Bessel
functions from the above, i.e.,
q(x) = c1x
−m/2Jm(2
√
n/λ
√
x) + c2x
−m/2Ym(2
√
n/λ
√
x), (m = n− 1 = k − 2).
4.4. Some analysis of the occurring Bessel type functions. Before proceeding, let
us note one important thing. Not all solutions of the differential equation are relevant for
us, because the resulting q′ must have finite weighted square integral, i.e., ϕ(x) = xn/2q′(x)
has to belong to L2[0, 1] (and even be continuous on [0, 1], according to Proposition 13).
According to the second formula of [1, 9.1.30] (with the choice k = 1 and ν = m there)
we have (
1
x
d
dx
)(
x−mc1Jm(x) + c2Ym(x)
)
= −x−m−1 (c1Jm+1(x) + c2Ym+1(x)) = −x−n (c1Jn(x) + c2Yn(x)) ,
therefore we obtain for a solution q of (25) that
q′(x) =
d
dx
(
c1x
−m/2Jm(2
√
n/λ
√
x) + c2x
−m/2Ym(2
√
n/λ
√
x)
)
= − 1
2
√
n/λ
x1/2x−n/2
(
c1Jn(2
√
n/λ
√
x) + c2Yn(2
√
n/λ
√
x)
)
.
So that
(28) ϕ(x) = xn/2q′(x) = −
√
x
2
√
n/λ
(
c1Jn(2
√
n/λ
√
x) + c2Yn(2
√
n/λ
√
x)
)
.
To see when such a ϕ may actually be an eigenfunction of T , we first find out when it
belongs to C0(0, 1]. First, see [2, (1.2)]
(29) Jν(x) = x
ν
∞∑
j=0
(−1)j
2ν+2j
x2j
j!(ν + j)!
, whence also Jν(x) ∼ 1
2νν!
xν (x→ 0+),
so in particular Jn is continuous on [0,∞), and for any c1 ∈ R the part
√
x
2
√
n/λ
c1Jn(2
√
n/λ
√
x)
belongs to C0(0, 1] ⊂ L2[0, 1]. Second, Yn(x) ≍ x−n (x → 0+) [2, p. 116], entailing that
for c2 6= 0
√
x
2
√
n/λ
c2Yn(a
√
x) ≍ x−(n−1)/2, and this function is not even bounded near 0, if
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n > 1 (i.e., when k = n− 1 > 2). If n = 1, i.e., k = 2, this function is not vanishing at 0,
a condition that is necessary for an eigenfunction of T by Lemma 5. So from Corollary 6
we obtain that ϕ in (28) belongs to C0(0, 1] (and thus may be a candidate for being an
eigenfunction of T ) if and only if c2 = 0.
As a consequence of this and of Proposition 13 we obtain the following.
Corollary 15. Consider the operator T from (12), and let λ > 0. Then λ > 0 is an
eigenvalue of T if and only if
Jm
(
2
√
n/λ
)
= 0.
In this case
ϕ(x) = xn/2q′(x) = c1x1/2Jn(2
√
n/λ
√
x), c1 6= 0
are the only eigenfunctions corresponding to λ.
For given m let us denote the roots of Jm by αm,r (r ∈ N) ordered increasingly. At
this stage it is in order to recall the following about the zeros of Bessel functions. We
have αm,r → ∞ (r → ∞), and for rather large values the roots αm,r of Jm are very well
distributed, as essentially there falls one root in each interval of length π. However, for
fixed m the increasing sequence of zeros (αm,r) starts only with αm,1 ∼ m+ cm1/3, with
c = 1.8557571 . . . , see [1, 9.5.14, p. 341]. Let us introduce the notation
λm,r := λr := 4(m+ 1)/α
2
m,r
and
qr(x) := qm,r(x) := x
−m/2Jm
(
2
√
(m+ 1)/λm,r ·
√
x
)
= x−m/2Jm
(
αm,r
√
x
)
.
By putting everything together we obtain the following result.
Theorem 16. For the extremal problem (1) we have
(30) S(k) = λ1 =
4(k − 1)
α2k−2,1
=
4
k + 2ck1/3 +O(1)
with αk−2,1 the first root of the order k − 2 Bessel function Jk−2(x), and the constant
c = 1.8557571 . . . .
The only extremal functions for the formulation (5) are nonzero constant multiples of
q1(x) = x
−(k−2)/2Jk−2(αk−2,1
√
x).
Proof. Uniqueness follows from Remark 4 and Corollary 15. For q1 being a maximizer for
(5) it remains only to show that ∫ 1
0
q1(y)y
ndy 6= 0.
But this follows since q1 is (strictly) positive all over (0, 1), αk−2,1 being the very first zero
of the Bessel function Jk−2. 
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5. Power series
The above settles the issue of the best weight P—and also the order of S(k)—in
the GPY method. However, not all weight functions are easy to handle, and a Bessel
function—even if an analytic function with relatively strongly convergent series expansion—
may be unmanageable, at least in our current technical abilities. We will discuss, using
the classical series expansion of Jm, how it may work in this context. Actually, not too
well.
With the notations from the above for qr, αm,r etc., (29) yields
qr(x) = x
−m/2β−mJm(2β
√
x) =
∞∑
j=0
(−b)j
j!(m+ j)!
xj , with β :=
√
b, b = β2 =
α2m,r
4
,
Then we can evaluate the functionals
G(qr) =
∫ 1
0
xm+1q′2r (x)dx, F (qr) =
∫ 1
0
(m+ 1)xmq2r(x)dx = (−2)
∫ 1
0
xm+1qr(x)q
′
r(x)dx.
Computations with the power series provide
G(qr) = b
2
∞∑
j,ℓ=0
(−b)j+ℓ
(m+ j + ℓ + 2)j!ℓ!(m+ j + 1)!(m+ ℓ+ 1)!
,
and
F (qr) = 2b
∞∑
j,ℓ=0
(−b)j+ℓ
(m+ j + ℓ+ 2)j!ℓ!(m+ j)!(m+ ℓ+ 1)!
.
With some reformulations we can also write
F (qr)
G(qr)
=
2
b
∑∞
ν=0
(−b)ν
(m+ν)!(m+ν+2)!
∑ν
j=0
(
m+ν
ν−j
)(
m+ν+1
j
)∑∞
ν=0
(−b)ν
(m+ν+1)!(m+ν+2)!
∑ν
j=0
(
m+ν+1
ν−j
)(
m+ν+1
j
)
=
2
b
∑∞
ν=0
(−b)ν
(m+ν)!(m+ν+2)!
(
2m+2ν+1
ν
)∑∞
ν=0
(−b)ν
(m+ν+1)!(m+ν+2)!
(
2m+2ν+2
ν
) = 1
b
∑∞
ν=0
(−b)ν(2m+ν+2)
(m+ν+1)!(m+ν+2)!
(
2m+2ν+2
ν
)∑∞
ν=0
(−b)ν
(m+ν+1)!(m+ν+2)!
(
2m+2ν+2
ν
)
=
2
b
∑∞
ν=0
(−b)ν
(2m+2ν+2)!
(
2m+2ν+2
m+ν
)(
2m+2ν+1
ν
)∑∞
ν=0
(−b)ν
(2m+2ν+3)!
(
2m+2ν+3
m+ν+1
)(
2m+2ν+2
ν
) = 2
b
∑∞
ν=0
(2m+2ν+1)!
(m+ν)!(m+ν+2)!(2m+ν+1)!ν!
(−b)ν∑∞
ν=0
(2m+2ν+2)!
(m+ν+1)!(m+ν+2)!(2m+ν+2)!ν!
(−b)ν
.
Unfortunately the series expansions here have large and oscillating terms, so dealing
with it does not seem to be simple. When, e.g., b is of the order m2, then also the terms
with ν ≈ m are the highest, and there are a large number of similar order large terms.
Therefore, this series expansion does not seem to be suitable neither for the computation
of the value of the ratio, nor for the extraction of a good polynomial approximation which
would approach the global maximum while remaining manageable.
6. Approximate maximization by polynomials
5.1. In the aimed applications in showing small gaps between consecutive prime numbers
it is very important to have a suitably nice, manageable function P . It is enough to
mention that even in the simplest case of P (x) = xk+ℓ, ℓ ≍ √k the technical difficulties
become rather serious when k and ℓ tend to infinity with the size N of the primes, see
[5]. The details of these aspects, when the choice of the weight function is done according
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to the present work, will be handled in the forthcoming paper [8]. Here we will only
present the foreseen choice of the weight P , and show its approximate optimality. The
said choice will be a relatively simple function, actually a real polynomial P (x), satisfying
the conditions
(31) xk|P (x), P (1) > 0, degP (x) = k + C0k1/3,
which is essentially optimal in the extremal problem (1). More exactly, with the notations
Ak :=
∫ 1
0
xk−2
(k − 2)!
(
P (k−1)(1− x))2 dx, Bk := ∫ 1
0
xk−1
(k − 1)!
(
P (k)(1− x))2 dx(32)
it satisfies with an absolute constant C1
(33) Ak(k + C1k
1/3)− 4Bk ≥ 0.
Equivalently,
(34) S(P, k) :=
Ak
Bk
≥ 4
k + C1k1/3
,
in full correspondence with (30). Compared with the optimal transformed Bessel function
q1(x) = x
−m/2Jm(αm,1
√
x), the difference is only in the value of the constant C1.
In order to define our polynomial we put
(35) M := ⌈C1k1/3/6⌉, g(y) := (y − 1)4(2− y)4.
Let us remark that the exact choice of g(y) is irrelevant, any positive polynomial or even
a function g ∈ C1[1, 2] with a zero of order at least 3 at y = 1 and y = 2 would suffice for
our purposes. After this, let
(36) P (x) := Pk(x) :=
2M∑
ℓ=M
2∤ℓ
g
(
ℓ
M
)(
k
2
)ℓ
xk+ℓ
(k + ℓ)!
.
5.2. In evaluating Ak and Bk we will use the well-known relation (easily obtained by
partial integration and induction) for the Euler integral
B(m,n) :=
∫ 1
0
xn(1− x)mdx = m!
(n + 1) · · · (m+ n)
∫ 1
0
xm+ndx =
n! m!
(m+ n+ 1)!
.(37)
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In view of (36)–(37) we have
P (k−1)(x) =
2M∑
ℓ=M
2∤ℓ
g
(
ℓ
M
)(
k
2
)ℓ
xℓ+1
(ℓ+ 1)!
,(38)
P (k)(x) =
2M∑
ℓ=M
2∤ℓ
g
(
ℓ
M
)(
k
2
)ℓ
xℓ
ℓ!
,(39)
(
P (k−1)(x)
)2
=
2M∑
ℓ1=M
2∤ℓ1
2M∑
ℓ2=M
2∤ℓ2
g
(
ℓ1
M
)
g
(
ℓ2
M
)(
k
2
)ℓ1+ℓ2 xℓ1+ℓ2+2
(ℓ1 + 1)!(ℓ2 + 1)!
,(40)
(
P (k)(x)
)2
=
2M∑
ℓ1=M
2∤ℓ1
2M∑
ℓ2=M
2∤ℓ2
g
(
ℓ1
M
)
g
(
ℓ2
M
)(
k
2
)ℓ1+ℓ2 xℓ1+ℓ2
ℓ1! ℓ2!
,(41)
Ak =
2M∑
ℓ1=M
2∤ℓ1
2M∑
ℓ2=M
2∤ℓ2
g
(
ℓ1
M
)
g
(
ℓ2
M
)
(k/2)ℓ1+ℓ2
(k + ℓ1 + ℓ2 + 1)!
(
ℓ1 + ℓ2 + 2
ℓ1 + 1
)
,(42)
Bk =
2M∑
ℓ1=M
2∤ℓ1
2M∑
ℓ2=M
2∤ℓ2
g
(
ℓ1
M
)
g
(
ℓ2
M
)
(k/2)ℓ1+ℓ2
(k + ℓ1 + ℓ2)!
(
ℓ1 + ℓ2
ℓ1
)
.(43)
In the following, put
u := ℓ1 + 1, v := ℓ2 + 1, and H := (u+ v)/2, D := (u− v)/2.(44)
Taking into account 2 ∤ ℓ1, ℓ2 and g(1) = g(2) = 0, the even variables u, v will run from
M + 1 to 2M and we will have
(45)
kℓ1+ℓ2k!
(k + ℓ1 + ℓ2)!
= 1 +O
(
M2
k
)
.
Here and elsewhere in the sequel the implied absolute constants of the O symbol as well
as the absolute constants Ci (i ≥ 2) will be always independent from C1.
Clearly, we can replace A′k := k!Ak and B
′
k := k!BK for Ak and Bk, resp., in (33), hence
in order to show (33) it suffices to prove
(46)
2M∑
H=M+1
Ik(H)
(
1 +O
(
M2
k
))
≥ 0,
where
(47)
Ik(H) := 2
−2H ∑
2|u,v, u+v=2H
u,v∈(M,2M]
g
(
u− 1
M
)
g
(
v − 1
M
)(
u+ v − 2
u− 1
){
k + C1k
1/3
k + 4M
(u+ v)(u+ v − 1)
uv
− 4
}
.
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Let us denote the above summation conditions simply by
∑∗
u,v and let us consider first
I ′k(H) := 2
−2H∑∗
u,v
g
(
u− 1
M
)
g
(
v − 1
M
)(
u+ v − 2
u− 1
){
(u+ v)(u+ v − 1)
uv
− 4
}
= 2−2H
∑∗
u,v
g
(
u− 1
M
)
g
(
v − 1
M
)(
u+ v − 2
u− 1
)
4D2 − 2H
H2 −D2 .(48)
We will see later that the mere significance of the weight function g is to cut the tails
when H is near to M or 2M , so first we will investigate the simpler sum
(49) I ′′k (H) := 2
−2H∑∗
u,v
(
u+ v − 2
u− 1
)
4D2 − 2H
H2 −D2 ,
when
(50) H ∈ [M + t(M), 2M − t(M)], t(M) := 4
√
M logM.
By Stirling’s formula
(51) log Γ(s) =
(
s− 1
2
)
log s− s+ 1
2
log
(
2π
)
+O( 1|s|),
we obtain
log
(
2−2H
(
u+ v − 2
u− 1
))
= log
(
Γ(2H − 1)2−2H
Γ(H +D)Γ(H −D)
)
=
(
2H − 3
2
)(
logH + log 2 + log
(
1− 1
2H
))
+ 1− log 2π
2
− 2H log 2 +O
(
1
H
)
−
(
H +D − 1
2
)(
logH + log
(
1 +
D
H
))
−
(
H −D − 1
2
)(
logH + log
(
1− D
H
))
=
− logH
2
− 3 log 2
2
− 1 + 1− log 2π
2
−
∞∑
n=0
(
2D
2n+ 1
(
D
H
)2n+1
− 2H
2n+ 2
(
D
H
)2n+2)
+O
(
1
H
+
D2
H2
)
.
=
− logH
2
− log 16π
2
−
∞∑
n=0
1
(n+ 1)(2n+ 1)
D2n+2
H2n+1
+O
(
1
H
+
D2
H2
)
.
(52)
Using e−|x| = 1 +O(x) we obtain from (49), (50) and (52)
I ′′k (H) =
1
2
√
πH3/2
∑
2|D−H
M<H−D,H+D≤2M
e−D
2/H
(
2
D2
H
− 1
)(
1 + O
(
1
H
+
D2
H2
+
D4
H3
))
=
I∗k(H)
2
√
πH3/2
+O
(
1
M2
)
+O
(∫ ∞
t(M)
t2
H
e−t
2/Hdt
)
=
I∗k(H)
2
√
πH3/2
+O
(
1
M2
)
,(53)
where
(54) I∗k(H) :=
∞∑
2|m−H
m=−∞
f(m), f(x) =
(
2
x2
H
− 1
)
e−x
2/H .
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5.3. We will use Poisson summation formula
(55)
∞∑
n=−∞
f(t+ nT ) =
1
T
∞∑
ν=−∞
f̂
( ν
T
)
e2πiνt/T
with T = 2, t = 0 for 2|H and T = 2, t = 1 for 2 ∤ H , valid if4
(56) |f(x)|+ |f̂(x)| ≤ C(1 + |x|−1−δ) with some δ > 0, C > 0.
Let us consider first the case when H is even, that is when m = 2n in the above sum
(54). We have then
2I∗k(H) = 2
∞∑
n=−∞
f(2n) =
∞∑
ν=−∞
f̂(ν/2) =
∞∑
ν=−∞
∫ ∞
−∞
f(x)eπiνxdx
=
∞∑
ν=−∞
∫ ∞
−∞
e−x
2/H
(
2
x2
H
− 1
)
eπiνxdx =
√
H
∞∑
ν=−∞
∫ ∞
−∞
e−y
2 (
2y2 − 1) eπiν√Hydy
=
√
H
∞∑
ν=−∞
∫
ℑy=0
e−(y−πiν
√
H/2)2−π2ν2H/4
·
{
2(y − πiν
√
H/2)2 + 2(y − πiν
√
H/2)πiν
√
H − π2ν2H/2− 1
}
dy
=
√
H
∞∑
ν=−∞
∫
ℑz=−πν
√
H/2
e−z
2−π2ν2H/4
{
2z2 + 2πiν
√
Hz − π2ν2H/2− 1
}
dz
=
√
H
∞∑
ν=−∞
∫
ℑz=0
e−z
2−π2ν2H/4
{
2z2 + 2πiν
√
Hz − π2ν2H/2− 1
}
dz
=
√
H
∫
z∈R
e−z
2
(2z2 − 1)dz +O (e−2H) = √H [−ze−z2]∞
−∞
+O
(
e−2H
)
= O
(
e−2H
)
.
(57)
The proof runs completely analogously for t = 1, that is, when H is odd, because the
extra factor eπiν does not change the modulus of f̂(ν/2).
5.4. Dealing with the original integral I ′k(H) we have to take into account the effect of
the weight function g as well. From the Taylor expansion of g we find
g
(
H ±D − 1
M
)
= g
(
H − 1
M
)
± g′
(
H − 1
M
)
D
M
+O
(
D2
M2
)
(58)
so this effect is
(59) g
(
H +D − 1
M
)
g
(
H −D − 1
M
)
= g2
(
H − 1
M
)
+O
(
D2
M2
)
.
The effect of the error term on I ′k(H) is here, similarly to (49),
(60) O
H−3/2 ∑
2|D−H
|D|<M
e−D
2/H
(
1 +
D2
H
)(
1 +
D4
H3
)
D2
M2
 = O( 1
M2
)
.
4For this form see [12, Chapter VII, §2].
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So we obtain for all integers H subject to (50) from (48), (49), (53), (55), (57), (59) and
(60)
(61) I ′k(H) = I
′′
k (H)g
2
(
H − 1
M
)
+O
(
1
M2
)
=
g2
(
H−1
M
)
2
√
πH3/2
I∗k(H) +O
(
1
M2
)
≥ − C2
M2
.
On the other hand, if (50) does not hold, that is if
(62) min (H −M, 2M −H) < t(M),
then we find |D| < t(M) and |H±D−1| ∈ [M,M +2t(M)]∪ [2M −2t(M), 2M ], whence
(63) g
(
H +D − 1
M
)
g
(
H −D − 1
M
)
≪ t
4(M)
M4
≪ 1
M7/4
.
This implies in case of (62)
I ′k(H)≪M−7/4M−3/2
∫ ∞
−∞
e−u
2/H
(
u2
H
+ 1
)3
du≪ M−11/4.(64)
Consequently, for k > k0 we have by Ik(H) ≥ I ′k(H)
(65)
∑
H
min(H−M,2M−H)<t(M)
Ik(H) ≥
∑
H
min(H−M,2M−H)<t(M)
I ′k(H) ≥ −C3M−2.
Finally, let us investigate now for H in (50) the difference
(66) Ik(H)− I ′k(H) ≥
M
k
· 3I˜k(H),
where similarly to the above considerations
I˜k(H) := 2
−2H∑∗
u,v
g
(
u− 1
M
)
g
(
v − 1
M
)(
u+ v − 2
u− 1
)
=
1
2
√
πH
∑
2|D−H
M<H−D,H+D≤2M
e−D
2/H
(
1 +O
(
1
H
+
D2
H2
+
D4
H3
))
(67)
·
(
g2
(
H − 1
M
)
+O
(
D2
M2
))
≥ C4g2
(
H − 1
M
)
− C5
M
.
Summing over all H in (62) we obtain
(68)
2M−t(M)∑
H=M+t(M)
Ik(H) ≥
2M−t(M)∑
H=M+t(M)
I ′k(H) +
C6M
2
k
.
Therefore by (61) and (65)–(68) we have finally
(69)
2M∑
H=M+1
Ik(H) ≥ C6M
2
k
− C2
M
− C3
M2
> 0,
if C1 was chosen sufficiently large, satisfying
(70) C1 > 6
(
C2
C6
)1/3
.
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