Progress in biomedical research has resulted in an explosive growth of data. Use of the world wide web for sharing data has opened up possibilities for exhaustive data mining analysis. Symbolic machine learning approaches used in data mining, especially ensemble approaches, produce large sets of patterns that need to be evaluated. Manual evaluation of all patterns by a human expert is almost impossible. We propose a new approach to the evaluation of machine learninginduced knowledge by introducing a pre-evaluation step. Pre-evaluation is the automatic evaluation of patterns obtained from the data mining phase, using text mining techniques and sentiment analysis. It is used as a filter for patterns according to the support found in online resources, such as publiclyavailable repositories of scientific papers and reports related to the problem. The domain expert can then more easily distinguish between patterns or rules that are potential candidates for new knowledge.
Introduction
An important part of providing and delivering medical care on a daily basis is the ability to strive for progress in the field of medicine and biomedicine. Progress in medicine, in order to create a healthy society, has been an important human endeavour since our earliest beginnings. 1 The idea of using machine learning techniques for data mining to discover new knowledge in medicine is not a novel one. Decision support systems (DSS) have played an important role in medicine for over 30 years and they can be used for different purposes, such as obtaining a second opinion for diagnoses, to evaluate drug interactions, to help diagnose diseases, and to find new medical knowledge and treatments. 2, 3 DSS are usually built in a modular way, combining different components into a single system. The key component consists of different algorithms for data analysis. 4 Although algorithms tackle an analysis in specific ways, they usually use supervised machine learning. Many supervised machine learning techniques return structural descriptions of what is learned, and these descriptions are typically in the form of sets of rules. 5 -8 Combinations or ensembles of different methods have been extensively used. Results have shown that, in most cases, ensembles perform better than single methods. 9, 10 While single methods generally return a set M Zorman, M Verlič Pre-evaluation of machine learning-induced knowledge of rules, ensembles generate several sets of rules. Each method in an ensemble produces a set of rules that are candidates for the final set of rules, which is usually a result of voting among the methods. 9, 10 While ensembles help to increase decision-making accuracy, they also contribute to difficulty in the manual evaluation of the rules.
Unfortunately, rules obtained from DSS require evaluation, both for usefulness and meaningfulness. Evaluation is usually performed by domain experts, who provide their opinion on whether or not rules are interesting for a specific domain. Large numbers of rules are obviously a problem because experts cannot evaluate them, at least not in a reasonable amount of time. Additionally, expert opinion can be very expensive and time consuming, so the need to filter the pool of possible rules automatically, or at least semiautomatically, to extract the promising ones has emerged. The use of machine learning for this task seems an appropriate choice. Our idea is to use an additional step of preevaluation, in which text mining could be used to search for support for extracted rules among the massive online digital resources that are available. These text mining techniques could be further enhanced with the use of sentiment analysis or opinion mining. Rules with the most support would then be good candidates for further exploration by a domain expert.
Knowledge discovery and machine learning
Knowledge discovery is a special analysis of data that involves a process of mapping lowlevel data into other more meaningful forms that are easier to understand. Several computational approaches to data analysis have been proposed as an alternative to the classical approach. They are based on the idea that while computers contribute to data overload, they can also assist in extracting useful knowledge by finding meaningful patterns from growing volumes of data. For example, statistical analysis, artificial intelligence, machine learning and even cognitive approaches can all deal with the same problem domain but from different perspectives and in different ways using different models, methods and techniques. 11 The machine learning community has a long tradition in knowledge extraction that can be traced at least as far as the mid-1960s. The most famous example is probably MYCIN, a DSS used to help diagnose infections. 12 Since then, several approaches have evolved, such as symbolic approaches, computational learning theory and neural networks, which try to extract generalized knowledge from examples by induction. 13 Inductive inference is the process of moving from concrete examples to general models, where the goal is to learn how to classify objects by analysing a set of already solved cases whose classes or decisions are known. Instances are typically represented as attribute-value vectors. Learning input consists of a set of such vectors, each belonging to a known class, and output consists of a map generated from attribute values to classes. Attribute-decision class examples include: (i) a patient's examination results and the diagnosis; (ii) a raster of pixels and a recognized pattern; (iii) stock market data and business decisions; and (iv) past and present weather conditions and the weather forecast. 14 -16 The decision class is always a discrete-valued attribute and is represented by a set of possible values. If the decision involves a continuously valued attribute, the values should first be mapped to a discrete space. The induced classifier should accurately classify both the M Zorman, M Verlič Pre-evaluation of machine learning-induced knowledge given instances and other unseen instances. One of the most important factors in medical applications is knowledge representation and the explanatory power of the classifier. 14, 15 In biomedicine, it is especially important to get an insight into the reasoning process behind the classification in order to be able to understand the relationships between attributes and the final decision. Selection of the appropriate method for data analysis is, therefore, of crucial importance for success, i.e. for acceptance and application of the results. Some authors have used quite unique and unusual approaches to represent the structure of knowledge, 13 whereas others have relied on more conventional approaches. 11, 12 Symbolic approaches are almost a logical choice for data mining in this domain, because they usually manifest their power in combining computational power with a reasoning procedure, which can be easily followed by a person. 4 These approaches, which give a full insight into the process of reasoning, are also called 'white box' approaches.
As a by-product to classifications and predictions, knowledge in the form of rules, decision trees and lists of attributes that are necessary for decision making can be obtained. It should, however, be considered whether or not all of the knowledge, in the form of rules or sets of attributes, obtained through the knowledge extraction phase is useful. In general, it is possible to differentiate between three types of extracted knowledge: (i) meaningless knowledge; (ii) existing knowledge; and (iii) potential new knowledge.
Meaningless knowledge is usually produced in the later stages of knowledge extraction, where algorithms try to make trade-offs and compromises. Existing knowledge usually refers to the level of knowledge known to the expert responsible for knowledge evaluation. Potential new knowledge can also be existing knowledge, but which is not known to the expert, or it can represent the most valuable of all types of knowledge, i.e. completely new knowledge.
Distinguishing between meaningless knowledge and potential new knowledge is the most difficult part of the evaluation process. To make it easier for the domain expert, we have introduced an automatic system of evaluating the rules from the symbolic machine learning approaches. Before describing this new approach, some of the most frequently used symbolic machine learning approaches will briefly be described.
Symbolic machine learning approaches
Symbolic machine learning approaches try to capture knowledge in as symbolic a form as possible to provide a very natural and intuitive way of interpretation. Typically, decision trees, association rules, rough sets and ensemble approaches are used for knowledge extraction. 6 -9 Ensemble methods usually perform better than single methods in terms of classification accuracy, but they produce larger amounts of rules, 8, 9 which makes them the target for our knowledge verification approach.
DECISION TREES
Decision trees 5 are one of the most typical symbolic machine learning approaches and have been present on the machine learning scene since the mid-1980s when Quinlan presented his ID3 algorithm. 6 Decision trees take the form of a hierarchically-bound set of decision rules that have a common node, called a root. The rest of the tree consists of attribute (test) nodes and decision (leaf) nodes labelled with a class or decision. Every path from a root node to a decision node represents a rule in a decision tree. Because of their very simple representation of accumulated knowledge they also provide the explanation of the decision and this is essential in medical applications.
Top-down decision tree induction is a commonly used method. Building starts with an empty tree. Afterwards, a 'divide and conquer' algorithm is applied to the entire training set, where the most appropriate attribute is selected. Selection is based on a purity measure that determines the quality of the attribute split and represents a vital part of the method's background knowledge. A typical purity measure is some sort of derivative of an entropy function. Another very useful advantage of decision trees is the fact that they do not use all available attributes from the training set, but only those that are necessary for building a tree. Reducing the number of attributes (also called horizontal reduction) has very valuable consequences, since it provides information about which attributes are sufficient for a description of the problem and which are redundant. Knowledge accumulated in a decision tree is represented in the form of a tree of rules, which can be easily transformed into a set of rules and also into a set of used attributes.
ASSOCIATION RULES
The association rules approach searches for frequently occurring and, therefore, interesting relationships and correlations among attributes in a large set of data items. 7 Association rules show attributevalue conditions that occur together frequently in a given data set and provide information in the form of 'if-then' statements. The rules are computed from the data and are of a probabilistic nature. The 'if' part of the rule is called the antecedent and the 'then' part is called the consequent. The antecedent and consequent are sets of items that may not have any items in common.
Each association rule also has two numbers that express the degree of uncertainty about the rule. The first number is called the support and is the number of transactions that include all items in the antecedent and consequent parts of the rule. The second number is called the confidence of the rule and is the ratio between the number of transactions of all items in the consequent and the antecedent divided by the number of transactions of all items in the antecedent.
Extracted knowledge of association rules is presented in the form of rules. 7 The difference between this method and other approaches is in the consequent, where decision trees and rough sets use only one consequent attribute for all rules they produce on one data set.
ROUGH SETS
Rough sets were introduced by Pawlak et al. 8 in 1995 and are a symbolic machine learning approach based on classic set theory. They are often compared with other techniques, especially statistical analysis and other machine learning methods. 8 It is claimed that rough sets perform better on small data sets and on sets where data distribution differs significantly from uniform distribution. 8 In many cases, detailed data are not required to make decisions as approximate or rough data are sufficient. Rough sets use reducts to generate a rule set covering objects from the training set. Reducts are sets of attributes that are a subset of the entire set of attributes available in the training set. The rules obtained from the rough set approach can be either certain or uncertain. Certain rules are used in cases
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where there is consistent background in the training objects. 8 In contrast, uncertain rules are produced in cases where the training objects are inconsistent with each other. 8 The latter situation usually presents a big hindrance for other machine learning approaches.
The main application areas of the rough set approach are attribute reduction, rule generation, classification and prediction. 8 Both rules and the set of attributes (reduct) are explicitly expressed.
ENSEMBLE METHODS
Hybrid approaches in machine learning rest on the assumption that only the synergistic combination of different models can unleash their full power. 17 The intuitive concept of ensemble approaches is that no single classifier can claim to be uniformly superior to any other and that the integration of several single approaches will enhance the performance of the final classification. 18 To overcome some of disadvantages and limitations of a single method, it is sometimes enough to use different models of the same machine learning approach, e.g. using many different decision trees for the same training set. 9, 17 In other cases, the approach relies on combining different machine learning or general problem solving methods. 19, 20 Typically, any machine learning methods can be combined in the form of an ensemble but, if symbolic machine learning methods are used, the condition about the possibilities of interpretation and explanation are satisfied. In simple terms, multiple classifiers are combined into a voting body that is capable of making decisions with higher accuracy than any single classifier included in the voting body.
The two most popular ensemble techniques are bagging 9 and boosting. 10 Bagging uses random selection of training objects from the original data set, with replacement, to form a subset of objects used for induction. 9 Using random selection with replacement means there is then a possibility that, in the training subset, some training objects from the original data set will occur more than once and some will not occur at all. The drawback of bagging is its random selection, where luck is relied upon to select an appropriate subset of training objects. By counting the votes, the class with the most votes can be assigned to the unseen object. Bagging always improves the classification accuracy of any included single classifier.
Boosting uses the idea behind bagging and extends it further. It tries to overcome the problem of random selection in bagging by assigning weights to the training objects and looking back to see how successful the previously induced classifier was. 10 This makes the approach incremental. If a training object were to be classified incorrectly its weight would be increased and if it were to be classified correctly its weight would be decreased. Weights play the main role in selecting training objects for the next iteration of classifier induction as the focus is on training objects that have higher weights and are, therefore, harder to classify correctly. The final classifier consists of early classifiers, which are the 'easier' training objects with lower weights, and late classifiers, which are the more specialized 'harder' cases to classify with higher weights.
Semi-automatic evaluation for machine learninginduced knowledge
The amount of mined rules has outgrown the capabilities of human domain experts. Thus, automating at least a part of the evaluation process of mined patterns has M Zorman, M Verlič Pre-evaluation of machine learning-induced knowledge become a necessity. The final evaluation decision should still be made by a human expert, but we propose an approach to speed up the evaluation process. Evaluation could be much faster if the human domain expert could be provided with additional information about any patterns obtained from the data mining step. This additional information could be obtained during a process of pre-evaluation ( Fig. 1) using a text mining approach to mine for support in publicly available repositories of scientific papers, reports or any other documents related to the problem.
Once rules had been extracted in the data mining phase, they would be sent into a subsystem for pre-evaluation. This system would try to find support for each rule in the pool of rules potentially hiding new knowledge. Each rule would represent key terms for the text mining phase, which would return support for an analysed rule. Rules are usually written as 'IF combinationof-attributes THEN decision' clauses, so the text mining part of the process would try to find documents supporting the relationship captured in the rule. Support for a selected pattern or rule could be in the form of a set of hyperlinks to relevant documents mentioning specific attributes present in the pattern or even the relationship, or as a list of extracts from documents relevant to the pattern in question. This information could be further enhanced using sentiment analysis.
Sentiment analysis is used to identify a writer's sentiment towards the subject and to classify documents into positive or negative. 21 Identifying different aspects of sentiment in the text is a challenging task and most researchers have, therefore, focused first on identifying the orientation (sometimes the term polarity is used as an alternative) in the text. 21, 22 They have tried to classify text as positive or negative according to the positive or negative attitude of the author towards the subject under discussion. Opinion mining is sometimes used as a synonym for sentiment analysis and focuses on assigning polarity to subjective words, expressions and phrases. 23, 24 Assigned polarity can be used to decide whether a document or part of a document expresses a positive, negative or neutral opinion of the document subject. This could then be used for providing valuable information for the human expert. It would be easier to distinguish between promising relationships (rules) and ones that are refuted by other researchers that have expressed a negative opinion. When rules are extracted, the subsystem for preevaluation processes the retrieved documents and checks whether documents that support the rule contain words or phrases considered as positive (e.g. 'substance A strongly decreased the tumour', 'not only reduced intestinal tumour size, but also increased goblet cell lineage differentiation', 'could be qualified as a promising target for treatment') or as negative (e.g. 'it becomes ineffective or even tumour-promoting', 'not associated', 'there is no support') in the context of the current document. The subsystem would classify documents on the basis of semiautomatically building a dictionary of words and phrases from the field of bioinformatics. For instance, if a human expert wants to investigate the importance of over-expression of the human epidermal growth factor receptor 2 gene in gastric cancer, 25 the system could return a link to an abstract in the PubMed library, which would then go through the pre-evaluation subsystem. If the abstract contained phrases such as 'there is mounting evidence' and 'showing significant antitumour efficacy', M Zorman, M Verlič Pre-evaluation of machine learning-induced knowledge 
Conclusion
We believe that a combination of symbolic machine learning techniques and text mining for the evaluation of patterns, extracted using data mining and sentiment analysis, could significantly speed up the process of evaluation for machine learninginduced knowledge. Pre-evaluating a pool of all rules would provide an advantageous start for the human domain expert, because relationships with the most support can be eliminated from the evaluation process or at least set aside. Rules with little or no support are more interesting because they could represent new knowledge. Furthermore, information about polarity from sentiment analysis could also be a very useful asset as an expert could easily detect a source of conflict between an expert's experience and the obtained support.
