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QUANTUM GEODESICS IN QUANTUM MECHANICS
EDWIN BEGGS AND SHAHN MAJID
Abstract. We show that the standard Heisenberg algebra of quantum me-
chanics admits a noncommutative differential calculus Ω1 depending on the
Hamiltonian H = p2/2m + V (x) and a flat quantum connection with torsion
on it such that a quantum formulation of autoparallel curves (or ‘geodesics’)
reduces to Schro¨dinger’s equation. The connection is compatible with a natu-
ral quantum symplectic structure and associated generalised quantum metric.
A remnant of our approach also works on any symplectic manifold where, by
extending the calculus, we can encode any hamiltonian flow as ‘geodesics’ for
a certain connection with torsion which is moreover compatible with an ex-
tended symplectic structure. Thus we formulate ordinary quantum mechanics
in a way that more resembles gravity rather than the more well-studied idea of
formulating geometry in a more quantum manner. We then apply the same ap-
proach to the Klein Gordon equation on Minkowski space with a background
electromagnetic field, formulating quantum ‘geodesics’ on the relevant rela-
tivistic Heisenberg algebra. Examples include a proper time relativistic free
particle wave packet and a hydrogen-like atom.
1. Introduction
Quantum Riemannian geometry, in the sense of quantum metrics and connections
on possibly noncommutative ‘coordinate algebras’, has been extensively developed
since the 1980s and now has an accepted role as a plausibly better description
of spacetime (i.e. ‘quantum spacetime’) that includes Planck scale effects. Many
authors have written on this topic and we refer to our book [10] for a bibliography
as well as an introduction to the mathematical formalism for this which we aim to
apply now to ordinary quantum mechanics. The relevant formalism was particularly
developed in a series of papers [5, 6, 7, 8, 20] with roots in earlier work such as
[12, 27] among others. Some recent applications related to quantum gravity are
in [23, 24]. Also note that this approach is very different from ‘noncommutative
geometry a` la Connes’ (based on spectral triples as abstract Dirac operators[11]),
coming rather out of experience with but not limited to quantum groups. Both
approaches are of interest and have inter-relations such as [9]. In fact the need
for quantum spacetime in the modern context of noncommutative geometry was
proposed in the 1980s in [18] on the grounds that phase space is noncommutative
but when position space is curved (as in the presence of gravity) then momentum
space so far as it exists should also be noncommutative; by position-momentum
‘Born reciprocity’ the position space should also be noncommutative in quantum
gravity (and momentum space curved).
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2 EDWIN BEGGS AND SHAHN MAJID
In this paper we want to step away from quantum gravity particularly but re-
turn to this question of the quantum geometry more broadly of a quantum phase
space. So in this paper the deformation parameter will not be the Planck scale but
just Planck’s constant h̵. This potential of noncommutative geometry to encode
geometry of actual quantum systems has been relatively little studied but was a
prime motivation in Connes’ approach, which was famously used to understand the
quantum Hall effect[1]. In the same vein we want to use the constructive quantum
geometry of [10] to similarly look at actual quantum mechanics. Noting that quan-
tum mechanics is the nonrelativistic limit of the Klein Gordon equation, we will
also look at that in our approach.
Specifically, we will construct quantum ‘geodesics’ for ordinary quantum mechanics
in the constructive approach to quantum Riemannian geometry[10], using a formu-
lation recently introduced in [2]. To explain this formulation we first need to recast
the notion of classical geodesics in an appropriate form. These are usually derived
from a variational principle and on a smooth Riemannian or pseudo-Riemannian
manifold can be expressed as the autoparallel condition ∇γ˙ γ˙ = 0 for a curve γ in
M parametrised appropriately. Explicitly, this is
(1.1) γ¨µ + Γµαβ γ˙αγ˙β = 0.
This makes sense for any linear connection on a manifold (it does not even need
the metric). We will work with ‘geodesics’ in this sense of autoparallel curves with
respect to any linear connection. Our second remark is that γ˙ is not actually a
vector field, being defined only along a particular curve. Fortunately ∇ is only
being taken along the same curve, but this does suggest that there may be a better
way of looking at things. Indeed there is, namely instead of an actual geodesic [2]
proposes to work with a time-dependent velocity field Xt ∈ Vect(M) (a path in the
space of vector fields) subject the the velocity equation
(1.2) X˙t +∇XtXt = 0.
This contains not one geodesic but geodesics starting at all points of the manifold
with initial vectors given by a specified initial X0 ∈ Vect(M). Here any one geodesic
is a curve γ(t) such that
(1.3) γ˙(t) =Xt(γ(t)), γ˙(0) =X0(γ(0)).
This is more suitable in the quantum case where C∞(M) is replaced by a possibly
noncommutative algebra A. There may still be points in the form of algebra maps
A → C or curves in the form of algebra maps γ ∶ A → C∞(R) (or some algebraic
version of the latter) but these will typically be few and far between and not a
viable basis for a theory of geodesics. Instead, in noncommutative differential
geometry our starting point is the quantum differential structure in the form of a
specified bimodule of 1-forms Ω1A (this means we can associatively multiply 1-forms
by functions from either side) equipped with an exterior differential d ∶ A → Ω1A
obeying the Leibniz rule. In this case we define left and right vector fields as left
and right module maps X ∶ Ω1A → A (i.e. maps which are tensorial in the sense of
commuting with the left and right multiplication by A). Next, given a differential
calculus, we have a notion of a linear right connection ∇ ∶ Ω1A → Ω1A⊗AΩ1A subject to
certain Leibniz-type rules and with covariant derivative ∇X = (id⊗X)∇ ∶ Ω1A → Ω1A
for every left vector field X. Moreover, a right connection on Ω1A implies in nice
QUANTUM GEODESICS IN QUANTUM MECHANICS 3
cases a right connection ∇X on the space X of left vector fields and evaluation of the
right output of this similarly gives the covariant derivative on vector fields. Hence
we have all the ingredients for the quantum version of (1.2) for a time dependent
quantum vector field
(1.4) X˙t + (id⊗Xt)∇XXt = 0.
We call such a time-dependent quantum vector field autoparallel. This is approxi-
mately what we will do but is still not quite enough. For one thing, at the algebraic
level will have an additional freedom of a time-dependent element κt ∈ A and with
an additional [Xt, κt] term on the left of (1.4). Classically, κt = 12div(Xt) does not
enter (1.2) but does enter the probability density version of (1.3) as we will explain
later. Moreover, from a conceptual point of view, t could itself be a quantum vari-
able i.e. we might also want to replace C∞(R) by another algebra B or the same
algebra of functions in t but a nonstandard quantum differential calculus Ω1B . We
won’t actually use this full generality in practice but for the formulation to be fully
non-commutative-geometric we should be able to formulate it in this more algebraic
way.
This is achieved in [2] using the notion of an A-B-bimodule connection introduced
in [10]. Here the diagonal case of an A-A-bimodule connection was introduced in
[12, 27] and applies to ∇ on Ω1A as above, but now we need the more general case.
To fit with conventions for quantum mechanics we actually will work throughout,
unless otherwise indicated, with right connections ∇E ∶ E → E ⊗B Ω1B subject to
a pair of Leibniz rules, with the left Leibniz rule implying an associated bimodule
map
σE ∶ Ω1A ⊗A E → E ⊗B Ω1B .
Being a bimodule map here means that it is fully tensorial in the sense of commuting
with the relevant A or B algebra action. This ‘generalised braiding’ is needed so
that the place where a (left) quantum vector field on B would be evaluated for
an actual covariant derivative is to the far right in all terms. Then the above
two notions (1.1), (1.2) are special cases of the concept of a ‘geodesic bimodule’
characterised by the condition ∇ (σE) = 0
that σE is covariantly constant, i.e. intertwines the tensor product connections
before and after σE , where we take the trivial connection on Ω
1
B given by ∇dt = 0
and a linear (right) connection ∇ in Ω1A. This reduces to (1.4) with the additional
κt term and to an additional purely quantum auxiliary condition. Details are in
Section 2.2.
This formalism when specialised to A = C∞(M) and B = E = C∞(R) (for the
external time variable) includes the usual notion of single geodesic (1.1) where a
curve γ ∶ R → M defines a left action of a function on M by pulling it back along
γ to a function on R and then multiplying. The same formalism when specialised
to A = C∞(M), B = C∞(R) and E = C∞(R,C∞(M)) recovers a geodesic velocity
field (1.2) with Xt used to construct ∇E and σE . Thus we see that the notion
of bimodule connection, while of quantum origin, is useful even in the completely
classical setting as the deeper geometry behind the velocity equation. Details are in
Section 2.3. Moreover, covariantly constant elements obeying ∇Ee = 0 here will be
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viewed as associated amplitudes or half-densities whereby e¯e is a geodesically time-
evolving probability density encoding (1.3) as promised. Details are in Section 2.5.
Finally, if A is a noncommutative algebra and represented on a vector space H then
the same formalism with E = C∞(R,H) brings us close to quantum mechanics. Here∇E is provided by a time-dependent antihermitian Hamiltonian ht ∈ C∞(R, L(H))
and an associated map X ∶ Ω1A → C∞(R, L(H)). We impose ∇ (σE) = 0 as the
quantum velocity equation and ∇Ee = 0 gives us a time evolving state inH providing
the amplitudes for geodesic evolution of an initial amplitude. This is the more
general formalism of ‘quantum geodesics’ which we will use. It contains the two
classical cases (the first one needs H = C and the representation of A to vary in
time given time t by evaluation at γ(t)). Details are in Section 2.4 and Section 2.5,
developing ideas first introduced in [2].
Turning now to main results, Section 4 will cast the usual Schro¨dinger equation as
quantum geodesic flow as an example of case (iii) of the formalism. Here A will the
Heisenberg algebra [xi, pj] = ih̵δij for Rn with a certain extended differential calcu-
lus Ω1A defined by a Hamiltonian h = p2/2m+V (x). We construct a (right) quantum
bimodule connection ∇ on Ω1A and a natural quantum vector field X˜h which is au-
toparallel in our quantum sense. The A-B-bimodule will be E = C∞(R,H) whereH = L2(Rn) carries the Schro¨dinger representation as usual and ∇E is arranged so
that ∇Ee = 0 is the Schro¨dinger equation for a time dependent wave function e(t).
We also find an ‘antisymmetric quantum metric’ G ∈ Ω1 ⊗A Ω1 so that ∇ is metric
compatible. This is not Riemannian geometry as G is not symmetric even in a
quantum sense and indeed ∧G = ω˜ a natural closed 2-form extending the classical
symplectic structure to the quantum case. Moreover, G is degenerate and ∇ is flat
and has torsion in contrast to Riemannian geometry, but the general formalism is
the same as for quantum Riemannian geometry. The section includes calculations
for a harmonic oscillator potential and a step or 1/x potential.
For all of this to work we were forced to supplement the usual dxi,dpi by an extra
direction θ′ in the cotangent bundle, which has no classical analogue as is evident
from identities such as
θ′ = −m
ih̵
(d((xi)2) − 2xidxi)
for any i. In fact such central extensions are often needed in quantum geometry to
overcome obstructions or ‘quantum anomalies for the differential structure’ and it
has been argued in [19] that they are a natural emergence of ‘time’ from within the
spatial quantum geometry. With this in mind it is natural and perfectly possible in
our case to define the resulting ‘extended quantum phase space’ A˜ in the Heisenberg
model as A⊗B (i.e. an additional commuting variable t) with calculus quotiented
by the additional relation θ′ = dt. This remembers the geodesic evolution in the
limited sense that
dpi + (∂iV )θ′, dxi − pi
m
θ′
are covariantly constant under ∇ in Ω1A. In the classical case these 1-forms with
θ′ = dt would be zero along all trajectories. There is also a more general theory
of emergence of classical Riemannian geometry as a remnant of a central extension
by such a θ′ in [21, 26]. The other unusual feature is that the Hamiltonian enters
directly into the structure of Ω1A rather than this existing independently of the
choice of Hamiltonian. This is similar in spirit to [22] where the freedom in choice of
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differential structure on quantum spacetime was used to encode Newtonian gravity,
resulting in Planck scale modifications. We have applied the same idea to quantum
phase space and quantum mechanics directly.
Note that traditionally in physics one starts at the Poisson level and then ‘quan-
tises’. In our case the situation is reversed in that we Heisenberg model dictates
the structure. Nevertheless, we can semiclassicalise that model to a Poisson level
version and present that independently as its own geometric construction. We have
placed this first, in Section 3 as a warm up for readers unfamiliar with quantum ge-
ometry, with the Heisenberg model then being a quantisation of an example of this.
Thus we work at the level of a symplectic manifold (M,ω,∇) where ω ∈ Ω2(M) is
a the symplectic 2-form (we will also denote by ωµν with upper indices the Poisson
bivector inverse to it) and ∇ is a symplectic connection. We also fix a Hamiltonian
function h and show that we can extend the exterior algebra by one dimension with
basic 1-form θ′ such that for a certain 2-form ω˜ and a natural connection ∇˜ in this
extended calculus such the extended Hamiltonian vector field X˜h is autoparallel.
Moreover, ∇˜ is flat if the original ∇ is, has torsion, and preserves the lift G of ω˜
as an antisymmetric rank (0,2) tensor. One can view this extended calculus is a
generalised (but now commutative) one in the sense that the classical differentials
of coordinates do no generate θ′ (as we have seen, it originates as the degenerate
limit of an actual quantum calculus on M) but there is nothing stopping us in-
troducing an additional variable t to complete the extended phase space such that
θ′ = dt. In a local patch with coordinates such that ωµν are constant and Γµνρ = 0,
one then has ∇˜(dxµ −Xµh θ′) = 0. This expresses that these 1-forms would vanish
on trajectories of the Hamilton-Jacobi equations. Also in this case one has ω˜ = 2dΘ
where Θ = pidxi + hθ′ for the usual contact form Θ on extended phase space as in
[31]. On the other hand, our results in this section are not related as far as we can
tell to metrics on phase space such as the Jacobi metric in [14, 29]. Nevertheless, we
do make use of a natural (possibly degenerate) classical metric gµν on M induced
by the Hamiltonian and we do not exclude the possibility that different approaches
to geometry on phase space could be linked in future work.
Section 5 does the same as Section 4 for A the Heisenberg algebra with xa, pb be-
ing Minkowski (eg 4-vectors and covectors) and with quantum differential calculus
defined now by an external U(1) gauge potential, including [pa, pb] no longer zero
when there is electromagnetic curvature. This time the associated quantum ‘geo-
desic’ evolution on Klein-Gordon fields is not previously known but is suggested by
our formalism as a relativistic version of Section 4, with the geodesic time param-
eter s playing a role similar to proper time. Moreover, the differential algebra has
a natural quotient where
dt = − p0
mc
θ′
now has the same role as the relativistic proper time interval in relation to what
is now the Minkowski coordinate time t (with metric -1 in the time direction).
The geodesic time element ds plays a similar role but not as part of the quantum
geometry itself. All of this is a little different from the usual notion of extended
phase space, but seems to be more natural in this relativistic context. Our approach
is also different from previous discussions of proper time in the Klein Gordon context
such as [28], where the proper time and rest mass come from a canonically conjugate
pair of observables. We illustrate the theory with the easy case of a free particle in
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1+1 Minkowski space where we analyse a proper time wave packet centred around
an on-shell Klein Gordon field (Example 5.5), and we also outline a proper time
atomic model similar to a hydrogen atom. The paper ends with some concluding
remarks in Section 6 including directions for further work.
2. Preliminaries: algebraic formulation quantum geodesics
In this section we describe the formulation of quantum geodesics introduced in [2]
and some further results related to this. The formulation amounts to an A-B-
bimodule connection ∇E , σE as in [10] but such that ∇ (σE) = 0, where A is our
quantum space and B = C∞(R) in practice, but could be a more general ‘time’
algebra. As this will be unfamiliar to most readers, we start with how this concept
enters even at the classical level where A = C∞(M).
2.1. Classical geodesics algebraically, case (i). In this section we first consider
an actual curve γ as an algebra map which we also denote γ ∶ A = C∞(M) →
C∞(R) = B and define a bimodule structure on E = C∞(R) by
a ⋅ e = γ(a)e, e.b = eb
for a ∈ C∞(M), e ∈ E, b ∈ B. Here a.(e.b) = (a.e).b characterises that we have a
bimodule. We now fix the trivial right connection on E by ∇Ee = e˙⊗ dt. Here we
think of a connection as a covariant derivative with blank space waiting for a vector
field, i.e. ∇E ∶ E → E ⊗B Ω1B with, in our case, Ω1B having basis dt. So this is just
a fancy way of saying that ∇∂te = e˙. We have
(2.1) ∇E(e.b) = (∇Ee).b + e⊗ db
as usual for the covariant derivative property, in our case immediate. From the
other side, however we have a Leibniz rule
(2.2) ∇E(a.e) = a.∇Ee + σE(da⊗ e), σE ∶ Ω1A ⊗A E → E ⊗B Ω1B
for a certain bimodule map as shown called the ‘generalised braiding’. This map if
it exists is uniquely determined by ∇E and the bimodule structure and we say in
this case that ∇E is a (right) A-B-bimodule connection [10]. In our case the map
does exist, namely
σE(dxi ⊗A e)(t) = γ˙i(t)e(t)⊗B dt
in local coordinates. Next, we define a trivial right connection on B by ∇b = b˙⊗dt,
the zero connection ∇dt = 0, and we take a linear connection ∇ on Ω1A. Then
both sides of σE have tensor product connections and it turns our that σE being
covariantly constant, which we denote
(2.3) ∇ (σE) = 0,
is equivalent to (1.1). Although somewhat involved, we have expressed a curve as a
bimodule structure, taken a canonical bimodule connection on it, namely the trivial
one, with a canonical map σ and this map being covariantly constant is what it
means for γ to be a geodesic. We could also define ∇Ee = (e˙ + eκt) ⊗ dt slightly
more generally with the same σE , albeit of no particular interest at this level.
This reformulation immediately extends to other choices of bimodule E. Indeed,
we could have a bimodule E not constructed from any initial curve and demand
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condition (2.3) as the condition for a ‘geodesic bimodule’, with A-B-bimodules
replacing the concept of curves.
2.2. Formal details. The formalism we needed here, as well as below, is based on
two algebras A,B and an A-B-bimodule E. The latter just means we can associa-
tively act by A from the left and bby B from the right. Formally, a ‘differential
structure’ on a possibly noncommutative algebra A by fixing a bimodule Ω1A over
A of 1-forms. This means a vector space where we can associatively multiply by
elements of A from either side and a map d ∶ A → Ω1A sending a ‘function’ to a
‘differential form’ obeying the Leibniz rule d(aa′) = da.a′ + a.da′). In the ∗-algebra
case over C we require Ω1A to also have a ∗-operation for which (a.da′)∗ = (da′∗).a∗
for all a, a′ ∈ A. One normally demands that Ω1A is spanned by elements of the
form ada′ for a, a′ ∈ A, otherwise one has a generalised differential calculus[25]. We
normally extend Ω1A to an exterior algebra ΩA with exterior derivative increasing
degree by 1, however this will not play a major role here. We similarly fix a calculus
Ω1B on B.
We also needed a A-B-bimodule connection on E. We have seen this above as a
map ∇E ∶ E → E ⊗B Ω1B obeying the usual Leibniz rule (2.1) and the ‘braided’
Leibniz rule (2.2) with respect to a generalised braiding bimodule map σE . When
B = A and E = Ω1A we have a ‘linear connection’ ∇ ∶ Ω1A → Ω1A ⊗ Ω1A on A as
in Riemannian geometry, eg we can take a quantum Levi-Civita connection with
respect to a metric g ∈ Ω1 ⊗A Ω1 although we do not need to suppose that in what
follows. There is also a notion of torsion T∇ = ∧∇ + d when we have specified Ω2A,
which is also needed for the curvature R∇, see [10] but note that we are working
with right connections not left ones as more usual. Similarly we fix a linear right
bimodule connection ∇ on B (albeit it is trivial in our examples). Thus the theory
has three right bimodule connections, namely in E,A,B.
Next consider the domain and codomian of the map σE in (2.2). Each of the spaces
has a connection and the nice thing is that bimodule connections have a well-defined
tensor product when the algebras match up [10] (forming a bicategory or coloured
monoidal category). We use the generalised braiding to put the relevant Ω1 in
the correct position. Thus, for right connections Ω1A ⊗A E has as tensor product
A-B-bimodule connection∇Ω1
A
⊗AE = (id⊗ σE)(∇⊗ id) + id⊗∇E ∶ Ω1A ⊗A E → Ω1A ⊗A E ⊗B Ω1B
while E ⊗B Ω1B has as A-B-bimodule connection∇E⊗BΩ1B = (id⊗ σB)(∇E ⊗ id) + id⊗∇B ∶ E ⊗B Ω1B → E ⊗B Ω1B ⊗B Ω1B
(albeit in our example σB comes out as the identity map so one does not need to
include it). Now, maps between bimodules in cases can be dualised – think of them
as elements of some tensor product space – in physics it means think of the map
coefficients as a tensor. As such we can take their covariant derivative too. In terms
of the original bimodule map this is the ∇ covariant derivative in [10]. In our case
then we want ∇ (σE) ∶= ∇E⊗BΩ1BσE − (σE ⊗ id)∇Ω1A⊗AE
as the ‘geodesic equation’ for a bimodule connection [2]. We defer discussion of∇Ee = 0 till later, being of no particular interest so far.
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2.3. Classical geodesic fields algebraically, case (ii). We next use this greater
freedom but still in the classical case of A = C∞(M) and B = C∞(R) as above.
This time we take E = A ⊗B or more precisely C∞(R,C∞(M)) with the obvious
left action by A and right action by B viewed as functions constant in one variable
or the other. Then it is shown in [2] that a general A-B-bimodule connection on E
takes the form∇E(e)(t) = (e˙(t) +Xt(d(e(t))) + e(t)κt)⊗ dt, σE(ω ⊗ e)(t) =Xt(ω)e(t)⊗ dt
where Xt ∈ Vect(M) is a time-dependent vector field on our manifold, κ ∈ E (so
κt ∈ C∞(M)), ω ∈ Ω1(M) and d is the usual exterior derivative of that. Both
maps have output in E ⊗B Ω1B = C∞(M)⊗Ω1R which we evaluated at t, where Ω1R
denotes the calculus on B = C∞(R). Thus the role of geodesic is now played by the
time-dependent vector field and function (X,κ) but we end up with a canonical
generalised braiding σE . We now let ∇ be a linear connection on Ω1(M) or dually
on the space X(M) of vector fields on M and the trivial connection ∇dt = 0 on
Ω1B as before and ask that (2.3) holds, i.e. that σE is covariantly constant as our
‘generalised geodesic’ condition. This now reduces to (1.2), while solving ∇Ee = 0
provides the actual geodesic flow in a half-density sense discussed below.
The above also works of course when A is noncommutative and/or equipped with
a quantum differential structure in the form of a specified Ω1A. When there is no
actual space, there are no points and no lines, so the usual notion of a geodesic as
a curve generated by an initial point and initial vector cannot possibly apply, but
the above still makes sense. We can still take E = C∞(R,A) as above. It is shown
in [2] that ∇ (σE) = 0 condition similarly decouples as an extension of (1.4) on the
now quantum vector fields Xt and an auxiliary condition as follows.
Proposition 2.1. A right A-C∞(R)-bimodule connection ∇E on E = A⊗C∞(R)
has the form
σE(ξ ⊗ e) =Xt(ξ.e)⊗ dt, ∇Ee = (e˙ + eκt +Xt(de))⊗ dt
where Xt is a left vector field on A and κt ∈ A. Let ∇ ∶ Ω1A → Ω1A ⊗A Ω1A be a right
bimodule connection. Then
(1) ∇ (σE) is a bimodule map if and only if(σE ⊗ id)(id⊗ σE)((σ − id)⊗ id) = 0
which is equivalent to
0 =Xt(id⊗Xt)(σ − id);
(2) ∇ (σE) = 0 if and only if in addition, for all ξ ∈ Ω1A
X˙t(ξ) + [Xt, κt](ξ) +Xt(dXt(ξ)) −Xt(id⊗Xt)∇(ξ) = 0 .
Proof. By definition σE ∶ Ω1A ⊗A E → E ⊗C∞(R) Ω1R is a bimodule map, so we have
a time dependent left vector field Xt on A defined by σE(ξ⊗1) =Xt(ξ)⊗dt. Then∇E(e) = ∇E(e.1) = e.∇E(1) + σE(de⊗ 1) + e˙⊗ dt
giving the formulae for ∇E and σE above, where κt ⊗ dt = ∇E(1). Next, by similar
arguments to those at the start of the proof of [10, Lemma 4.13] we see that ∇ (σE)
is a bimodule map if and only if(σE ⊗ id)σΩ1
A
⊗E = σE⊗Ω1R(id⊗ σE)
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where
σΩ1
A
⊗E = (id⊗ σE)(σ ⊗ id) ∶ Ω1A ⊗A Ω1A ⊗A E → Ω1A ⊗A E ⊗C∞(R) Ω1R
σE⊗Ω1R = (id⊗ σR)(σE ⊗ id) ∶ Ω1A ⊗A E ⊗C∞(R) Ω1R → E ⊗C∞(R) Ω1R ⊗C∞(R) Ω1R
and as σR is the identity we get (1) above. Since σE is given by Xt, we obtain the
second form as a map Ω1A ⊗A Ω1A → A.
Next, for the second part,∇E⊗Ω1RσE = (id⊗∇R + (id⊗ σR)(∇E ⊗ id))σE(σE ⊗ id)∇Ω1
A
⊗E = (σE ⊗ id)(id⊗∇E + (id⊗ σE)(∇⊗ id))
and as ∇ (σE) = ∇E⊗Ω1RσE − (σE ⊗ id)∇Ω1A⊗E is a right module map, we only have
to calculate, for ξ ∈ Ω1A,∇ (σE)(ξ ⊗ 1) = (id⊗∇R + (id⊗ σR)(∇E ⊗ id))(Xt(ξ)⊗ dt)− (σE ⊗ id)(id⊗∇E + (id⊗ σE)(∇⊗ id))(ξ ⊗ 1)= ∇E(Xt(ξ))⊗ dt − (σE ⊗ id)(ξ ⊗∇E(1) + (id⊗ σE)(∇(ξ)⊗ 1))= (X˙t(ξ) +Xt(ξ)κt +Xt(dXt(ξ)) −Xt(ξκt) −Xt(id⊗Xt)∇(ξ))⊗ dt⊗ dt .
As Xt is a left vector field we write (Xt.κt)(ξ) =Xt(ξ)κt and (κt.Xt)(ξ) =Xt(ξκt).
(Possibly we might more sensibly have written the evaluation as (ξ)Xt rather than
Xt(ξ), but we keep to the operator on the left notation.) Then ∇ (σE) = 0 is
equivalent to (2). 
It is also possible to restate the conditions in Proposition 2.1 in terms of a connection
on the vector fields, bypassing the 1-forms entirely, but we have to be careful of the
sides of the connections. To do this we first assume that ∇ above has σ invertible.
In this case [10, Lemma 3.70] tells us that ∇L = σ−1∇ is a left connection on Ω1A.
If we further assume that Ω1A is left finitely generated projective as a left module,
which classically this reduces to saying that the cotangent space is locally trivial,
then by [10, Prop. 3.80] we can dualise a left bimodule connection∇L on Ω1A to a
right one ∇X on X. In terms of the evaluation map ev ∶ Ω1A ⊗A X→ A, we have
d ev(ξ ⊗X) = ((id⊗ ev)(∇L ⊗ id) + (ev ⊗ id)(id⊗∇X))(ξ ⊗X)(id⊗ ev)(σL ⊗ id) = (ev ⊗ id)(id⊗ σX) ∶ Ω1A ⊗A Ω1A ⊗A X→ Ω1A .
We can also define σXX ∶ X⊗A X→ X⊗A X such that(ev ⊗ id)(id⊗ σXX) = (id⊗ ev)(σX ⊗ id) ∶ Ω1A ⊗A X⊗A X→ X .
Corollary 2.2. In Proposition 2.1, let ∇ have σ invertible, Ω1A be left finitely
generated projective as a left module and ∇X be the associated right connection ∇X
on X. In these terms the corresponding conditions are
(1) σXX(Xt ⊗Xt) =Xt ⊗Xt.
(2) X˙t + [Xt, κt] + (id⊗Xt)∇X(Xt) = 0.
Proof. From Proposition 2.1 (1) we have Xt(id⊗Xt)σ =Xt(id⊗Xt), so (2) can be
rewritten as
X˙t(ξ) + [Xt, κt](ξ) +Xt(dXt(ξ)) −Xt(id⊗Xt)σ−1∇(ξ) = 0 ,
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and by duality this is the displayed equation. The other part is given by
ev(id⊗ ev ⊗ id)(σL ⊗Xt ⊗Xt) = ev(id⊗ ev ⊗ id)(id⊗ id⊗ σXX(Xt ⊗Xt))
as a function ∶ Ω1A ⊗A Ω1A → A where σL = σ−1 is inverse to σ in Proposition 2.1
(1). 
2.4. Quantum mechanical setting, case (iii). On the other hand, when A is
noncommutative we have other natural choices for E based on a representation of
A. To be maximally general we will even allow this representation to vary with
time, thus we set E = C∞(R,H) with its canonical A-B-bimodule structure(a.ψ)(t) = ρt(a)ψ(t), (ψ.b)(t) = ψ(t)b(t)
where each ρt is a representation of A on a vector space H. Here ψ ∈ E and
ψ(t) ∈ H. Then the data for a connection ∇E is a time dependent ‘hamiltonian’
operator ht ∈ C∞(R, L(H)), where L(H) is the linear operators from H to itself,
with(∇Eψ)(t) = (ψ˙(t) + htψ(t))⊗ dt, σE(da⊗ ψ)(t) = ([ht, ρt(a)] + ρ˙t(a))ψ(t)⊗ dt
with a requirement that this map σE is well-defined when extended as a bimodule
map to Ω1A. Thus we need
X ∶ Ω1A → C∞(R, L(H)), Xt(adb) = ρt(a) ([ht, ρt(b)] + ρ˙t(b))
to be well-defined as some kind of operator-valued ‘time-dependent vector field’. As
we have σE(ξ.a⊗ψ) = σE(ξ⊗ρt(a)) we see that we require Xt to be an A-bimodule
map.
We now proceed as before to take the trivial connection ∇Rdt = 0 on Ω1(R) and
an arbitrary linear right connection ∇ on Ω1A, and the tensor product connection
in the two inputs of σE .
Lemma 2.3. In this case the conditions for (2.3) come down to an auxiliary con-
dition of the same form as (1) in Proposition 2.1 and in place of (2) the further
condition[ht, [ht, ρt(a)] + [h˙t, ρt(a)] + 2[ht, ρ˙t(a)] + ρ¨t(a) = ⋅(Xt ⊗Xt)∇da
for all a ∈ A, where we compose the resulting operators from each Xt. We can also
write this as [ht,Xt(ξ)] + X˙t(ξ) = ⋅(Xt ⊗Xt)∇ξ
for all ξ ∈ Ω1A.
Proof. To calculate ∇ (σE) we need∇E⊗Ω1RσE(da⊗ ψ) = ([h˙t, ρt(a)] + [ht, ρ˙t(a)] + ρ¨t(a) + ht[ht, ρt(a)] + htρ˙t(a))ψ(t)⊗ dt⊗ dt+ ([ht, ρt(a)] + ρ˙t(a)) ψ˙(t)⊗ dt⊗ dt
and also(σE ⊗ id)∇Ω1
A
⊗E(da⊗ ψ) = (σE ⊗ id)(id⊗ σE)(∇(da)⊗ ψ) + σE(da⊗ (ψ˙(t) + htψ(t)))⊗ dt= ( ⋅ (Xt ⊗Xt)∇da)ψ + ([ht, ρt(a)] + ρ˙t(a))(ψ˙(t) + htψ(t)))⊗ dt⊗ dt .
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On subtracting these the ψ˙ terms cancel and we are left with the following operator
acting on ψ being zero. (If the representation is faithful, i.e. only 0 ∈ A has ρt(a) = 0,
then this is the only solution.)
0 = [h˙t, ρt(a)] + [ht, ρ˙t(a)] + ρ¨t(a) + ht[ht, ρt(a)] + htρ˙t(a)− ⋅(Xt ⊗Xt)∇da − ([ht, ρt(a)] + ρ˙t(a))ht
Using the formula for Xt we have[ht, [ht, ρt(a)] + [ht, ρ˙t(a)] + X˙t(da) = ⋅(Xt ⊗Xt)∇da
giving the second displayed formula for the special case ξ = da. Next⋅(Xt ⊗Xt)∇(da.c) = (⋅(Xt ⊗Xt)∇(da)).c +Xt(da)Xt(dc)= ([ht, [ht, ρt(a)] + [ht, ρ˙t(a)] + X˙t(da))ρt(c)+ ([ht, ρt(a)] + ρ˙t(a))([ht, ρt(c)] + ρ˙t(c))= [ht,Xt(da)]ρt(c) +Xt(da)[ht, ρt(c)] + X˙t(da.c)= [ht,Xt(da.c)] + X˙t(da.c)
as required. 
This more general construction includes the classical case of the preceding case
(ii) with H = C∞(M) (or some completion thereof). Then compatibility with the
calculus Ω1(M) requires the Hamiltonian to have the form
(2.4) ht =Xt + κt
for some time dependent vector field Xt and function κt acting by left multiplication
on M . In this case the condition in the lemma on ht again now recovers the velocity
field equation (1.2). It also includes the noncommative A version of case (ii) withH = A and now ht =Xt(d( ))+( )κt provided Xt is a bimodule vector field (whereas
in Proposition 2.1 we only needed a left vector field).
We can also include the case (i) construction given a curve γ in M . We set H = C
and ρt(a) = a(γ(t)) i.e. the evaluation representation along the image of the curve.
In this case ht is a function of t and does not enter while
X ∶ Ω1(M)→ C∞(R), Xt(adxi) = a(γ(t))γ˙i(t)
or more abstractly γ∗(ω) = Xt(ω)dt. Then (2.3) reduces to (1.1) in terms of the
covariant derivative on vector fields and applied in the restricted sense described.
2.5. The ∇Ee = 0 equation as probabilistic geodesic flow. So far in cases (ii)
and (iii) above we have covered the velocity field and its quantum versions. We
now have to consider the actual geodesics obtained as in (1.3). We will discuss this
only for the choice B = C∞(R) as above rather than more generally.
Case (ii). We start with the classical setting of case (ii) where at each t, e(t) ∈
C∞(M) with complex values and let ρ(t) = e(t)e(t) which we think if as a probabil-
ity density. If we consider a perfect fluid with such a density moving on the manifold
with each particle moving according to a velocity field Xt then conservation of mass
(the continuity equation in fluid mechanics[30]) requires
ρ˙ +Xt(dρ) + ρdiv(Xt) = 0
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which corresponds to
e˙ +Xt(de) + eκt = 0, κt + κt = div(Xt).
for the amplitude e(t), which is ∇Ee = 0. This has an actual probabilistic interpre-
tation if we fix a measure, for example in the Riemannian case with the Levi-Civita
connection we want to maintain
φ0(ρ(t)) ∶= ∫
M
dx
√∣g∣ρ(t) = 1
as the probability density ρ(t) evolves. Here ∣g∣ is the determinant of gµν . The
natural object in terms of e(t) is an inner product⟨f(t)∣e(t)⟩ = φ0(f¯(t)e(t))
where e(t), f(t) ∈ L2(M) with respect to the Riemannian measure as above and we
used the usual bra-ket notation. In this case ∇Ee = 0 ensures that ⟨e(t)∣e(t)⟩ = 1
as e(t) evolves. We are already forced in this way to a quantum mechanics-like
interpretation even though we are doing classical geodesics and A = C∞(M).
The general formalism here is A and B ∗-algebras with ∗-differentials as above. An
A-B-bimodule E has a conjugate E which is a B-A-bimodule with elements e for
e ∈ E and vector space structure e+f = e + f and λe = λ¯ e for λ ∈ C and f ∈ E. The
algebra actions are e.a = a∗.e and b.e = e.b∗ for a ∈ A and b ∈ B. Now suppose that
E is equipped with a B valued inner product ⟨ , ⟩ ∶ E ⊗A E → B which is bilinear
and hermitian in the sense ⟨e, f⟩∗ = ⟨f, e⟩, and where ⟨e, a.f⟩ = ⟨e.a, f⟩ for all a ∈ A.
When B is a dense subalgebra of a C∗-algebra, we call the inner product positive
if ⟨e, e⟩ > 0 for all e ∈ E. In this context a right A-B-bimodule connection ∇E is
said to preserve the inner product if for all e, f ∈ E we have
d⟨e, f⟩ = (id⊗ ⟨ , ⟩)(∇E(e)⊗ f) + (⟨ , ⟩⊗ id)(e⊗∇E(f)) .
Here the left connection ∇E ∶ E → Ω1B ⊗B E is defined by ∇E(e) = ξ∗⊗ p if ∇E(e) =
p ⊗ ξ (sum of such terms implicit). In our case of interest we set B = C∞(R) and
we consider the B-valued output to define a function of ‘time’ t ∈ R. Then d on
the left is derivative in the R coordinate. Hence if ∇E preserves ⟨ , ⟩ and e obeys∇E(e) = 0 as above for geodesic evolution then ddt ⟨e, e⟩ = 0. We adopted a more
mathematical notation but this is equivalent to the usual bra-ket notion other than
the values being in B.
It remains to analyse the content of inner product preservation for our specific
E where E = A ⊗ C∞(R) or more precisely E = C∞(R,A), and now A could be
noncommutative. We can either fix a positive linear functional φ0 ∶ A → C or
‘vacuum state’ and define ⟨f¯ , e⟩ = φ0(f∗e) as above or we can suppose we are
given ⟨ , ⟩ and define φ0(a) = ⟨1¯, a⟩; the two points of view are equivalent as our
representation is by left multiplication.
Proposition 2.4. [2] The connection on E = A ⊗ C∞(R) in Proposition 2.1 pre-
serves the inner product on E if and only if for all a ∈ A and ξ ∈ Ω1A⟨1 , (κt∗a + aκt +Xt(da))⟩ = 0 = ⟨1,Xt(ξ∗) −Xt(ξ)∗⟩ .
Proof: The condition for preservation is, for a, c ∈ A,
0 = ⟨cκt +Xt(dc), a⟩ + ⟨c, aκt +Xt(da)⟩.dt= ⟨1 , (κt∗c∗a +Xt(dc)∗a + c∗aκt + c∗Xt(da))⟩.dt
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= ⟨1 , (κt∗c∗a +Xt(a∗dc)∗ + c∗aκt +Xt(c∗da))⟩.dt
and putting c = 1 gives the first displayed equation. Using this with c∗a instead of
c in the condition for preservation gives
0 = ⟨1 , (Xt(a∗dc)∗ −Xt(d(c∗a)) +Xt(c∗da))⟩ = ⟨1 , (Xt(a∗dc)∗ −Xt(dc∗.a))⟩ . ◻
We call the first of the displayed equations in Proposition 2.4 the divergence condi-
tion for κt and the second the reality condition for Xt. This generalises the classical
case (ii) where A = C∞(M) to potentially noncommutative A.
When A is a noncommutative ∗-algebra, the interpretation of e(t) is of course a little
different in that one cannot think ρ(t) = e(t)∗e(t) as a time-dependent probability
density, albeit it plays the same role. Rather we adopt the usual formalism of
quantum theory where any e implies a positive linear functional φ ∶ A → B or
‘state’ given by
φ(a) = ⟨e∣a∣e⟩ = ⟨e¯, a.e⟩ = ⟨a∗.e, e⟩ = φ0(e∗ae)
in our case, and in our two notations for the inner product. Here positive means
φ(a∗a) ≥ 0 for all a ∈ A and usually we normalise it so that φ(1) = ⟨e¯, e⟩ = ⟨e∣e⟩ = 1
as we have assumed above. If A and B were C∗ algebras then we would have the
standard notion [16] of a Hilbert C∗ bimodule upon completion with respect to the
induced norm ∣e∣2 = ∥⟨e, e⟩∥B . In our case of interest B = C∞(R), for every e ∈ E we
have a possibly un-normalised state φt at each time defined by φt(a) = ⟨e(t)∣a∣e(t)⟩.
The action a.e here could also depend on time as in our applications above.
Case (iii). We now turn to the quantum mechanical setting where E =H⊗C∞(R)
or more precisely C∞(R,H) and now H is a Hilbert space with possibly time
dependent unitary action ρt(a) (we no longer consider densities so there is no
confusion with ρ(t) in case (ii)). Since we were already forced to adopt a quantum
mechanics like interpretation classically, we use the same formulation where φt(a) =⟨e(t)∣a∣e(t)⟩ or φ(a) = ⟨e¯, a.e⟩ for a B-valued inner product. The only difference is
that now the inner product is not given by a vacuum state φ0 or preferred element
1 ∈ E with was possible before.
Lemma 2.5. In the setting of Lemma 2.3, the inner product ⟨ , ⟩ ∶ E ⊗AE → B is
preserved by ∇E if and only if ht is antihermitian.
Proof. For ψ, ζ ∈ E we have
(id⊗ ⟨, ⟩)(∇E(ζ)⊗ ψ) + (⟨, ⟩⊗ id)(ζ ⊗∇E(ψ)) = (⟨(ζ˙ + htζ), ψ⟩ + ⟨ζ, ψ˙ + htψ⟩)dt
and this is required to be
∂
∂t
⟨ζ,ψ⟩dt = (⟨ζ˙, ψ⟩ + ⟨ζ, ψ˙⟩)dt
which is just the condition that ht is antihermitian. 
If we consider case (ii) with Xt a bimodule map as a special case with ht =Xt(d( ))+( )κt then ht anti-hermtian reduces to Proposition 2.4.
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3. Hamiltonian vector fields as generalised geodesics
Let M be a symplectic manifold with coordinates xµ, µ = 1, . . . ,2n, symplectic form
ωµν and its inverse, the Poisson tensor ω
µν , and let ∇ be a symplectic connection
(i.e. torsion free and preserving the symplectic form) with Christoffel symbols Γµνρ.
(Such connections always exist but are not unique.) A function h ∈ C∞(M) gives
rise to a vector field Xh by Xh
µ = ωµνh,ν , the Poisson tensor applied to dh (we use
h,j for the partial derivative of h with respect to x
j). It is easy to see that if h is
any function then its Hamiltonian vector field Xh is not autoparallel as∇XhXhµ = ωαβh,βωµν∇αh,ν = ωαβh,βωµν(h,να − Γγανh,γ) = −gµνh,ν
where we define the possibly degenerate metric inner product(dxµ,dxν) = gµν = ωµγωνρ(h,ρ);γ
(with semicolon the ∇ connection) which is symmetric as ∇ is torsion free.
Next, this obstruction to Xh being autoparallel can be resolved by adding an extra
dimension θ′ to the cotangent bundle. This is taken to commute with functions
and θ′ ∧ θ′ = dθ′ = 0 in the exterior algebra, and has a dual central vector field θ∗.
This is no longer a standard differential calculus or exterior algebra but is a graded-
commutative DGA (a generalised calculus in the sense of [25]) and we can still do
many elements of differential geometry. Alternatively, we can go ahead and extend
our phase space by an additional variable x0 with θ′ = dx0 and retain a conventional
calculus. Either way, we can write down an extension of the symplectic connection
on forms∇˜µdxν = ∇µdxν − Γνµ0θ′ , ∇˜0dxν = −Γν0µdxµ , ∇µθ′ = ∇0θ′ = 0
where we have introduced a label 0 to stand for the hypothetical new ‘coordinate’
direction, with Γ0∗∗ = 0 and Γ∗00 = 0. The graded commutativity implies that
θ′ ∧ ξ = −ξ ∧ θ′ for all 1-forms ξ. We suppose that Greek indices are never zero. We
similarly define an extended vector field
X˜h =Xh + θ∗.
where θ∗(θ′) = 1 and zero on Ω1(M) is the dual direction to θ′.
Lemma 3.1. For generic h, X˜h is autoparallel with respect to ∇˜ if and only if
Γµα0 + Γµ0α = gµβωβα.
Proof. This is just
∇˜X˜hX˜h = ∇XhXh +∇θ∗Xh +∇Xhθ∗ = (−gµνh,ν + Γµ0αXhα + Γµα0Xhα) ∂∂xµ= (−gµν + (Γµα0 + Γµ0α)ωαν)h,ν ∂
∂xµ
= 0
which gives the result stated. 
We now turn to the classical symplectic form ωijdx
i ∧ dxj and its torsion free
symplectic connection ∇. In our extended calculus it would be reasonable to find
a related 2-form which is preserved by the extended covariant derivative ∇˜. To the
symplectic form it is reasonable to add something wedged with θ′, and to be closed
we require that something locally be df .
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Lemma 3.2. The extended covariant derivative ∇˜ preserves a 2-form of the form
ωαβdx
α ∧ dxβ + df ∧ θ′ for generic f (derivative not vanishing on any region) and
has X˜h =Xh + θ∗ autoparallel if and only if ∇µ(d(f + 2h)) = 0, Γµα0 = gµβωβα and
Γµ0α = 0.
Proof: Begin by calculating∇˜0(ωαβdxα ∧ dxβ) = 2ωαβΓβ0µdxµ ∧ dxα∇˜µ(ωαβdxα ∧ dxβ) = −2ωαβΓβµ0dxα ∧ θ′∇˜0(f,αdxα ∧ θ′) = −f,αΓα0βdxβ ∧ θ′∇˜µ(f,αdxα ∧ θ′) = (f,αµ − f,βΓβµα)dxα ∧ θ′ .
By comparing these we see that preserving the given 2-form requires that f,αΓ
α
0β =
0, which for generic f requires Γα0β = 0. Now from the autoparallel condition we
have Γµα0 = gµβωβα, and∇˜µ(ωαβdxα ∧ dxβ + df ∧ θ′) = (f,αµ − f,βΓβµα − 2ωαβΓβµ0)dxα ∧ θ′= (f,αµ − f,βΓβµα − 2ωαβgβγωγµ)dxα ∧ θ′= (f,αµ − f,βΓβµα − 2ωαβωβpiωγρ(h,ρ);piωγµ)dxα ∧ θ′= (f,αµ − f,βΓβµα + 2(h,µ);α)dxα ∧ θ′
so we require ∇µ(d(f + 2h)) = 0. ◻
The obvious choice in this lemma is f = −2h. Adopting this, we see that classical
symplectic geometry has a natural extension
ω˜ = ω − 2dh ∧ θ′ , ∇˜αdxµ = ∇αdxµ − gµβωβαθ′ , ∇˜0dxµ = 0
arranged so that ∇˜µω˜ = ∇˜0ω˜ = 0 and X˜h is autoparallel. Using interior product
iX with a vector field X (defined as a graded derivation iX ∶ Ωn → Ωn−1 with
iX(ξ) =X(ξ) for ξ ∈ Ω1) we obtain iXh(ω) = −2dh, where ω = ωαβdxα ∧dxβ , which
now appears as
iX˜h ω˜ = 0.
Moveover, one can check that the antisymmetric rank 2 tensor
G = ωµνdxµ ⊗ dxν + θ′ ⊗ dh − dh⊗ θ′
is covariantly constant under ∇˜. In any patch of M we can choose coordinates with
ωµν constant and Γµνρ = 0, in which case dxµ −Xµh θ′ are also covariantly constant.
These 1-forms would vanish on the trajectories of the Hamilton-Jacobi equations
of motion if we identify x0 = t as the hypothetical new coordinate.
On the other hand, this extended connection from Lemma 3.2 necessarily has torsion
in this extended direction,
Tµν0 = −Tµ0ν = gµβωβν
We recall that adding torsion to a connection does not change the autoparallel
curves but causes the directions normal to the curves to rotate about them. If we
had taken the symmetric form of extension where Γµα0 = Γµ0α = 12gµβωβα we would
have had zero torsion but not compatibility with ω˜.
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Proposition 3.3. The above natural choice of ∇ with torsion has curvature, using
the hypothetical x0 coordinate above
R˜αβγδ = Rαβγδ , R˜α0γδ = ωατ h,κRκτγδ
with zero for R˜ with 0 in all other positions, where Rαβγδ is the curvature of ∇.
Proof. The curvature be computed from the usual Christoffel symbol formula with
Roman indices including the index 0, and the derivative in the 0 direction vanishing,
thus
R˜abcd = Γadb,c − Γacb,d + ΓacsΓsdb − ΓadsΓscb
Recalling that Γ0ab = Γa0b = 0 we observe that R˜abcd is zero if any of a, c, d are zero.
Using Greek indices which cannot be zero, we observe from the formula that the
only possible nonzero values apart from R˜αβγδ = Rαβγδ are
R˜α0γδ = Γαδ0,γ − Γαγ0,δ + ΓαγpiΓpiδ0 − ΓαδpiΓpiγ0 .
Now we use semicolon for covariant differentiation with respect to ∇, and then
Γαδ0 = gαβωβδ = ωβδωαγωβρ(h,ρ);γ = −ωαγ(h,δ);γ = −ωαγ(h,γ);δ
as ∇ has zero torsion. Now, as ω has zero covariant derivative with respect to ∇,
Γαδ0,γ = −(ωατ(h,τ);δ),γ = −(ωατ(h,τ);δ);γ + Γαγpiωpiτ(h,τ);δ − Γργδωατ(h,τ);ρ= −ωατ(h,τ);δ;γ − ΓαγpiΓpiδ0 + ΓργδΓαρ0
and substituting this into the equation for the Riemann tensor
R˜α0γδ = ωατ(h,τ);γ;δ − ωατ(h,τ);δ;γ = ωατ h,κRκτγδ ,
where we have used ∇ torsion free again. 
We note that extending Ω1(M) by θ′ is not an actual exterior algebra since the new
direction does not arise in the image of d. This will be rectified in the quantum
case of which the above appears as a certain degenerate limit.
The torsion and curvature of the extended connection here is defined in a more
abstract definition that works on any differential graded algebra, namely for a right
connection∇˜dxν = −Γναµdxµ ⊗ dxα − Γνα0θ′ ⊗ dxα = −Γναµdxµ ⊗ dxα − gνβωβαθ′ ⊗ dxα
T∇˜(dxν) = (∧∇˜ + d)dxν = −gνβωβαθ′ ∧ dxα
R∇˜(dxµ) = (id⊗ d +∇ ∧ id)∇dxµ = 12(Rµβαdxβ + ωµτh,κRκταθ′)⊗ dx ∧ dxα.
4. Quantum geodesics on the Heisenberg algebra
We now consider the quantum version of the above but limit ourselves to the stan-
dard Heisenberg algebra A with generators xi and pi for i = 1, . . . , n and relations[xi, pj] = ih̵δij , [xi, xj] = [pi, pj] = 0
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and using the quantum geodesic formalism explained in the preliminaries. We
do not yet fix the differential calculus on the Heisenberg algebra and we fix our
Hamiltonian in the standard form
h = p21 +⋯ + p2n
2m
+ V (x1,⋯, xn)
for some real potential V . Our conventions with respect to the symplectic theory
are xi = xµ for µ = i ∈ {1,⋯, n} and pi = xµ for µ = i + n and i in the same range.
We avoid any normal ordering problems due to the decoupled form.
Now we choose E = L2(Rn)⊗C∞(R) to be the standard Schro¨dinger representation,
interpreted by saying that Ψ ∈ E is a time dependent element Ψ(t) ∈ L2(Rn), where
Rn has standard basis x1, . . . , xn. Then E is a left A-module with xi acting on Ψ by
multiplication and pi acting by −ih̵ ∂∂xi . Following the geodesic interpretation, we
regard E as a right C∞(R) module by a trivial product, and the equation of motion
for Ψ is given by a right connection ∇E ∶ E → E ⊗C∞(R) Ω1R by ∇E(Ψ) = 0. (Here
Ω1R denotes the usual 1-forms on R.) We can encode the Schro¨dinger equation as∇E(Ψ) = 0 for the following covariant derivative
∇E(Ψ) = ∂
∂t
Ψ − 1
ih̵
hΨ.
We follow Section 2.4 with ht = − 1ih̵h and representation ρt independent of t. To
continue with the geodesic interpretation, we need a calculus Ω1A on A, which a
priori we do not have. However, we can construct one from the assumption that∇E is a bimodule connection and a central element θ′ ∈ Ω1A.
Proposition 4.1. There is a unique differential calculus on the Heisenberg algebra
such that ∇E is an A-C∞(R)-bimodule connection with σE(θ′⊗ ) = id and σE is
injective, namely
[dpi, pj] = −ih̵ ∂2V
∂xi ∂xj
θ′, [dpi, xj] = [dxi, pj] = 0, [dxi, xj] = − ih̵
m
δij θ
′.
Also, this calculus is inner with inner element θ = 1
ih̵
(xidpi − pidxi), i.e. da = [θ, a]
for all a ∈ A.
Proof. Recall that a bimodule connection involves the existence of a bimodule map
σE ∶ Ω1A ⊗A E → E ⊗C∞(R) Ω1R, and that by definition of σE we have
σE(dpi ⊗Ψ) = ∇E(piΨ) − pi∇E(Ψ) = − ∂V
∂xi
Ψ,
σE(dxi ⊗Ψ) = ∇E(xiΨ) − xi∇E(Ψ) = 1
m
piΨ.
For the central element we assume that σE(θ′ ⊗Ψ) = Ψ. Now we find the commu-
tation relations in the calculus as follows:
σE([dpi, pj]⊗Ψ) = σE(dpi ⊗ pjΨ) − pj σE(dpi ⊗Ψ) = −ih̵ ∂2V
∂xi ∂xj
Ψ,
σE([dpi, xj]⊗Ψ) = σE(dpi ⊗ xjΨ) − xj σE(dpi ⊗Ψ) = 0,
σE([dxi, pj]⊗Ψ) = σE(dxi ⊗ pjΨ) − pj σE(dxi ⊗Ψ) = 0,
σE([dxi, xj]⊗Ψ) = σE(dxi ⊗ xjΨ) − xj σE(dxi ⊗Ψ) = − ih̵
m
δijΨ.
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From these we are led to the commutation relations as stated, which can be shown
give a calculus. That [θ, xµ] = dxµ is immediate from the Heisenberg relations. 
Now we turn to the velocity field equations ∇ (σE) = 0 from the geodesic interpre-
tation, which written in full is(σE ⊗ id)((id⊗ σE)(∇⊗ id) + id⊗∇E)(ξ ⊗Ψ) = (∇E ⊗ id + id⊗∇R)σE(ξ ⊗Ψ)
for ξ ∈ Ω1A and Ψ ∈ E and some right bimodule connection ∇ which we still have
to specify. (We have used the fact that σR is trivial when ∇R is simply ∂∂t ). As we
automatically have ∇ (σE) being a right C∞(R) module, we may assume that Ψ is
constant in time.
Lemma 4.2. The σE in the preceding proposition has the form σE(ξ⊗Ψ) =Xh(ξ)Ψ
for all ξ ∈ Ω1A where Xh is the bimodule map Ω1A → A (a left and right quantum
vector field)
Xh(θ′) = 1, Xh(dpi) = − ∂V
∂xi
, Xh(dxi) = pi
m
.
Proof. The value of Xh(θ′) is really a definition. For the other values of Xh, we use
the formula Xt(db) = [ht, ρt(b)] from Section 2.4, with ht = − 1ih̵h. It is then easy
to see that Xh respects the commutation relations of the calculus so as to give a
bimodule map. 
Next, Lemma 2.3 the quantum geodesic condition ∇ (σE) = 0 is equivalent to the
auxiliary equaiton and the ‘quantum autoparallel equation’
(4.1) Xh(id⊗Xh)(σ − id) = 0, (Xh ⊗Xh)∇da = 1
ih̵
[Xh(da), h]
for all a ∈ A, respectively. From the form of Xh above, this has an immediate
solution as follows.
Proposition 4.3. On the above Ω1A we have a natural right bimodule connection
obeying ∇ (σE) = 0, namely ∇(θ′) = 0 and
∇(dxi) = 1
m
θ′ ⊗ dpi, ∇(dpi) = − ∂2V
∂xi∂xj
θ′ ⊗ dxj + ih̵
2m
∂∂2V
∂xi
θ′ ⊗ θ′ .
σ(dxi ⊗ dxj) = dxj ⊗ dxi, σ(dpi ⊗ dpj) = dpj ⊗ dpi
σ(dxi⊗dpj) = dpj⊗dxi+ ih̵
m
∂2V
∂xj∂xi
θ′⊗θ′, σ(dpi⊗dxj) = dxj⊗dpi− ih̵
m
∂2V
∂xi ∂xj
θ′⊗θ′
and σ(θ′ ⊗ ( )), σ(( )⊗ θ′) are flip.
Proof. The second half of (4.1) explicitly is(Xh ⊗Xh)∇(θ′) = 0,
(Xh ⊗Xh)∇(dpi) = − 1
m
∂V
∂xi∂xj
pj + ih̵
2m
∂∂2V
∂xi(Xh ⊗Xh)∇(dxi) = − 1
m
∂V
∂xi
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where ∂2 = ∂2
∂xi∂xi
summed over i. The stated ∇ is then easily seen to obey these.
The calculation of σ is then routine. Thus
σ(dxi ⊗ dpj) = dpj ⊗ dxi + [∇(dpj), xi]
= dpj ⊗ dxi + [ − ∂2V
∂xj∂xk
θ′ ⊗ dxk + ih̵
2m
∂3V
∂xj∂xk∂xk
θ′ ⊗ θ′, xi]
= dpj ⊗ dxi + ih̵
m
∂2V
∂xj∂xi
θ′ ⊗ θ′
σ(dpi ⊗ dxj) = ∇(pi.dxj) − pi.∇(dxj) = ∇([pi,dxj]) +∇(dxj .pi) − pi.∇(dxj)= dxj ⊗ dpi + [∇(dxj), pi] = dxj ⊗ dpi + [ 1
m
θ′ ⊗ dpj , pi]
= dxj ⊗ dpi − ih̵
m
∂2V
∂xi ∂xj
θ′ ⊗ θ′
σ(dpi ⊗ dpj) = ∇(pi.dpj) − pi.∇(dpj) = ∇([pi,dpj]) +∇(dpj .pi) − pi.∇(dpj)
= dpj ⊗ dpi +∇(ih̵ ∂2V
∂xi ∂xj
θ′) + [∇(dpj), pi]
= dpj ⊗ dpi + ih̵ θ′ ⊗ d( ∂2V
∂xi ∂xj
) + [ − ∂2V
∂xj∂xk
θ′ ⊗ dxk + ih̵
2m
∂3V
∂xj∂xk∂xk
θ′ ⊗ θ′, pi]
= dpj ⊗ dpi + ih̵ θ′ ⊗ d( ∂2V
∂xi ∂xj
) − [ ∂2V
∂xj∂xk
, pi] θ′ ⊗ dxk + ih̵
2m
[ ∂3V
∂xj∂xk∂xk
, pi] θ′ ⊗ θ′
= dpj ⊗ dpi + ih̵ θ′ ⊗ d( ∂2V
∂xi ∂xj
) − ih̵ ∂3V
∂xi∂xj∂xk
θ′ ⊗ dxk + (ih̵)2
2m
∂4V
∂xi∂xj∂xk∂xk
θ′ ⊗ θ′
To calculate this we need df(x), where f(x) is a function of the xi only;
df(x) = ∂f
∂xi
dxi − ih̵
2m
∂2f
∂xi∂xi
θ′
and substituting this gives the result stated that σ on the generators is just the flip.
Finally, we have to check the first of (4.1). We have(Xt ⊗Xt)(σ − id)(dxi ⊗ dxj) = [Xt(dxj),Xt(dxi)] = 0(Xt ⊗Xt)(σ − id)(dpi ⊗ dpj) = [Xt(dpj),Xt(dpi)] = 0
(Xt ⊗Xt)(σ − id)(dxi ⊗ dpj) = [Xt(dpj),Xt(dxi)] + ih̵
m
∂2V
∂xj∂xi
= 0
(Xt ⊗Xt)(σ − id)(dpi ⊗ dxj) = [Xt(dxj),Xt(dpi)] − ih̵
m
∂2V
∂xj∂xi
= 0 .
which can be checked to hold for the form of ∇. For example, for the last equation
[Xt(dxj),Xt(dpi)] = [pj
m
,− ∂V
∂xi
] = ih̵
m
∂2V
∂xj∂xi
and similarly for the others. 
We also note in keeping with the Poisson level theory that there is a natural closed
2-form ω˜ defined by −1
2
ω˜ ∶= dxk ∧ dpk + dh ∧ θ′
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where we assume dθ′ = 0. The following implies, in particular, that ∇ω˜ = 0. The
rest of the exterior algebra, obtained by applying d to the degree 1 relations, is{dxi,dxj} = {dxi,dpj} = 0, {dpi,dpj} = ih̵V,ijkdxkθ′.
We also set θ′2 = 0. Then it is immediate that
T∇(θ′) = 0, T∇(dxi) = − 1
m
dpiθ
′, T∇(dpi) = ∂2V
∂xj∂xi
dxjθ′
Here T∇ is a left module map but one can check that it is not a bimodule map (the
connection is not ‘torsion compatible’). It is also easy to see from the definition of
curvature for a right connection that R∇ = 0. We now go a little further than the
‘quantum symplectic’ theory and define a lifted version of ω˜ which we call G and
consider as some kind of generalised (i.e. non-symmetric) quantum metric.
Proposition 4.4.
G = dpi⊗dxi−dxi⊗dpi+θ′⊗(∂iV dxi+ pi
m
dpi)+(∂iV dxi+ pi
m
dpi)⊗θ′+ ih̵
m
∂2V θ′⊗θ′
is a central element of Ω1 ⊗A Ω1 with∧G = ω˜, (Xh ⊗ id)G = (id⊗Xh)G = 0.
Moreover, ∇ω˜ = ∇G = 0 and∇(dpi + ∂iV θ′) = ∇(dxi − pi
m
θ′) = 0
Proof. Using the commutation relations, we check that
[xj ,dpi⊗dxi−dxi⊗dpi] = ih̵
m
dpj⊗θ′−θ′⊗dpj , [xj , pi
m
(θ′⊗dpi−dpi⊗θ′)] = ih̵
m
(θ′⊗dpj−dpj⊗θ′)
while [xj , V,idxi(θ′ ⊗ dxi − dxi ⊗ θ′)] = 0 and the last term also commutes, hence[xj ,G] = 0. We also have
[dpi⊗dxi−dxi⊗dpi, pj] = −ih̵V,ijθ′⊗dxi+ih̵dxi⊗V,ijθ′ = −ih̵V,ij(θ′⊗dxi−dxi⊗θ′)−(ih̵)2
m
V,ijiθ
′⊗θ′
[V,i(θ′ ⊗ dxi − dxi ⊗ θ′), pj] = ih̵V,ij(θ′ ⊗ dxi − dxi ⊗ θ′)
which together with [pi
m
(θ′ ⊗ dpi − dpi ⊗ θ′), pj] = 0 and ih̵m [∂2V, pj] = (ih̵)2m Viij gives
us [G,pj] = 0.
It is immediate from the degree 2 relations that∧G = −2dxi ∧ dpi − 2V,idxi ∧ θ′ − 2pi
m
dpi ∧ θ′ = −2(dxi ∧ dpi + dh ∧ θ′).
where we assume that θ′ ∧ θ′ = 0. For evaluation with Xh we use its stated values
and the commutation relations.
For ∇G = 0 we first prove the last part of the statement and use the [xi,dxj]
relations to write
G = (dpi + θ′∂iV )⊗ dxi + ( θ′
m
pi − dxi)⊗ dpi − (dxi∂iV + pi
m
dpi)⊗ θ′.
Then
(id⊗∇)G = (dpi + θ′∂iV )⊗ θ′
m
⊗ dpi + ( θ′
m
pi − dxi)⊗ (−∂i∂jV θ′ ⊗ dxj + ih̵
2m
∂i∂
2V θ′ ⊗ θ′)
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(∇⊗ id)G = − θ′
m
⊗ ∂iV dpi ⊗ θ′ − dxi ⊗ (∂j∂iV )dxj ⊗ θ′ + ih̵
2m
dxi ⊗ ∂i∂2V θ′ ⊗ θ′
− dpi ⊗ dpi ⊗ θ′
m
+ pi
m
(∂j∂iV )θ′ ⊗ dxj ⊗ θ′ − ih̵
2m
pi
m
∂i∂
2V θ′ ⊗ θ′ ⊗ θ′
We apply σ23 = flip on the second expression and add the two to obtain ∇G = 0.
This then implies ∇ω˜ = 0. 
4.1. Geometric formulae and semiclassical limit. Clearly the example of the
preceding section should be generalised to quantisations of symplectic structures
on general manifolds beyond R2n, for example using Fedosov quantisation. This
would be beyond our scope here and we limit ourselves to merely casting the above
Heisenberg algebra formulae into a more geometric form in the line of Section 3.
The first step is to identify underlying classical symplectic structure and Poisson
tensor −1
2
ω = dxi ∧ dpi; ωi,j+n = −ωi+n,j = δij , ωi,j+n = −ωi+n,j = −δij .
The induced (possibly degenerate) metric gµν = (dxµ,dxν) = ωµαωνβ∇αh,β in Sec-
tion 3 is given by (dxi,dxj) = 1
m
δij , (dpi,dpj) = V,ij
and other entries zero. Writing ∂2 by itself as δij∂i∂j , the associated classical 2nd
order Laplace-Beltrami operator is
∆ = 1
m
∂2 + V,ij ∂2
∂pi∂pj
characterised by Leibnizator L∆(f, g) = 2(df,dg) for all f, g on phase space. In
the invertible case it is ∆f = ∇ˆµf,µ in terms of the form-Levi-Civita connection∇ˆµ = gµν∇ˆν .
The Hamiltonian vector field for our chosen Hamiltonian as defined by Xh(dxµ) =
ωµνh,ν in Section 3 was already identified in the Heisenberg case, along with σE ,
as
Xh(dxi) = 1
m
pi, Xh(dpi) = − ∂V
∂xi
, σE(dxµ ⊗Ψ) =Xh(dxµ)Ψ.
It remains to write the quantum corrections to ∇ and σ similarly geometrically.
With a little work, one can write the connection in Proposition 4.3 as
∇(dxµ) = −θ′ ⊗ gµβωβαdxα − ih̵
2
∆(Xh(dxµ))θ′ ⊗ θ′
σ(dxµ ⊗ dxν) = dxν ⊗ dxµ − ih̵gµαgνβωαβθ′ ⊗ θ′.
The leading part of ∇(dxµ) here coincides with the semiclassical version at the end
of Section 3.
Moreover, the quantum differential calculus in Proposition 4.1 is itself part of a
general ‘central extension’ construction[21, 10] which works for both classical man-
ifolds and for the Heisenberg algebra defined by suitable ωµν , using the possibly
degenerate metric gµν for the differential relations, namely[xµ, xν] = ih̵ωµν , [xµ,dxν] = ih̵gµνθ′, {dxµ,dxν}⋅ = ih̵gµν,ρdxρθ′
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where the last is given by applying d to the middle relations (these relations do
not need the metric to be invertible). For our particular form of ω where the xi
commute, the middle relations imply that
df = f,µdxµ − ih̵
2
θ′∆f(4.2)
for f in our algebra, where the first term is the undeformed d and ∆ is the Laplacian
as above. In our case, as well as recovering the calculus in Proposition 4.1, we have
df(x, p) = ∂f
∂xi
dxi + ∂f
∂pi
dpi − ih̵
2
(∆f)θ′,
a formula that we have used in proofs above. In particular,
dh = V,idxi + 1
m
pidpi − ih̵
m
(∂2V )θ′.
This also allows us to write the quantum connection ∇ for the Heisenberg model in
Proposition 4.3 more compactly as∇dxµ = θ′ ⊗ d(Xh(dxµ))
although this is particular to the Heisenberg algebra with its canonically conjugate
choice of generators. It is equivalent to the assertion that dxµ − Xh(dxµ)θ′ are
covariantly constant in this case, which we saw in the last part of Proposition 4.4.
4.2. Concrete examples. Here we exhibit the quantum differential geometry for
n = 1 for a couple of examples of V (x). In both cases we have
[x, p] = ih̵, [dx,x] = − ih̵
m
θ′, [dx, p] = [dp, x] = 0, Xh(dx) = p
m
, ∇dx = θ′⊗ dp
m
(i) If V (x) = 1
2
mν2x2 for a harmonic oscillator with frequency ν (in radians per
second), we have[dp, p] = −ih̵mν2θ′, Xh(dp) = −mν2x, ∇dp = −mν2θ′ ⊗ dx
σ(dx⊗ dp) = dp⊗ dx + ih̵ν2θ′ ⊗ θ′, σ(dp⊗ dx) = dx⊗ dp − ih̵ν2θ′ ⊗ θ′
for the rest of the quantum geometry. We also have a covariantly constant quantum
‘skew metric’
G = dp⊗ dx − dx⊗ dp + θ′ ⊗ (mν2xdx + p
m
dp) − (mν2xdx + p
m
dp)⊗ θ′ + ih̵ν2θ′ ⊗ θ′
and the covariantly constant 1-forms
dp +mν2xθ′, dx − p
m
θ′
encoding the Hamilton-Jacobi trajectories in some sense as discussed. At the semi-
classical level we also had a metric on phase space
ds2 =mdx2 + 1
mν2
dp2.
(ii) If V = kq
x
for a point source at the origin (k is Coulomb’s constant) we have
[dp, p] = −ih̵2kq
x3
θ′, Xh(dp) = −kq
x2
, ∇dp = −2kq
x3
θ′ ⊗ dx − ih̵ 3kq
mx4
θ′ ⊗ θ′
σ(dx⊗ dp) = dp⊗ dx + ih̵ 2kq
mx3
θ′ ⊗ θ′, σ(dp⊗ dx) = dx⊗ dp − ih̵ 2kq
mx3
θ′ ⊗ θ′
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for the rest of the quantum geometry. We also have a covariantly constant quantum
‘skew metric’
G = dp⊗ dx − dx⊗ dp + θ′ ⊗ ( p
m
dp − kq
x2
dx) − ( p
m
dp − kq
x2
dx)⊗ θ′ + ih̵ 2kq
mx3
θ′ ⊗ θ′
and the covariantly constant 1-forms
dp − kq
x2
xθ′, dx − p
m
θ′
encoding the Hamilton-Jacobi trajectories in some sense as discussed. At the semi-
classical level we also had a metric on phase space
ds2 =mdx2 + x3
2kq
dp2.
5. Electromagnetic Klein Gordon equation as geodesic flow
Our goal in this section is to extend the geodesic picture of quantum mechanical
evolution to a relativistic setting with flat spacetime metric η = diag(−1,1,1,1) and
an electromagnetic background with gauge potential Aa in place of a Hamiltonian
potential. Motion in such a background is not geodesic motion in a usual sense,
so this will be a novel application of our formalism. Let Da = ∂∂xa − i qh̵Aa where
q is the particle charge and we use a physical normalisation so that background
electromagnetic fields will appear in the classical limit without extraneous factors
of h̵. We introduce an external time parameter s for the geodesic flow so now
B = C∞(R) for this parameter and we set x0 = ct in terms of the usual time
coordinate t. Our first guess might be
∂
∂s
φ − i√ηabDaDbφ = 0
motivated by the formula for proper time in GR but it is unpleasant to work
with square roots and, as when working out geodesics in GR (where it is easier to
extremise the integral of the proper velocity squared), we prefer to consider
∂φ
∂s
− ih̵
2m
ηabDaDbφ = 0
In effect we write
√
ηabDaDb = ηabDaDb/√ηcdDcDd and replace the denominator
by its on-shell value m
h̵
where m is the particle rest mass. The half is to allow for
the idea that any kind of variation of
√
ηabDaDb brings down a 1/2 in comparison
to that of ηabDaDb. Although somewhat heuristic, we will see that this ansatz
lends itself to a quantum geodesic formulation. That this works out appears to be
a minor miracle which in itself lends credibility to our hypothesis.
5.1. Electromagnetic Heisenberg differential calculus. Motivated as above,
we consider H = L2(R1,3) with its 4D Schro¨dinger representation of the electro-
magnetic Heisenberg algebra A with commutation relations[xa, pb] = ih̵δab, [xa, xb] = 0, [pa, pb] = ih̵qFab
given that [Da,Db] = −i qh̵Fab and pa is represented by −ih̵Da. Here Fab = Ab,a−Aa,b
and the algebra is associative due to dF = 0.
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We set E =H⊗C∞(R) or more precisely E = C∞(R,H) and
∇Eφ = (∂φ
∂s
− ih̵
2m
ηabDaDbφ)⊗ ds, σE(dxa ⊗ φ) = − ih̵
m
ηabDbφ⊗ ds.
We can also write σE(da⊗ φ) =Xh(da).φ⊗ ds where
Xh(dxa) = 1
m
ηabpb , Xh(dpc) = − q
2m
ηab(2Facpb − ih̵Fbc,a).
For j = 1,2,3 we have Xh(dxi) = pi/m so in some sense dxids is being identified with
the value pi/m which is consistent with Special Relativity if s were to be proper
time. We also define the Hamiltonian
h = ηab
2mh̵
papb
as the operator in ∇E relevant to our formalism. We now provide a suitable calculus
for the above.
Proposition 5.1. The spacetime Heisenberg algebra A has a first order differential
calculus with an extra central direction θ′, given by
[dxa, xb] = − ih̵
m
ηabθ′ , [dxa, pc] = ih̵q
m
ηabFbcθ
′ = [dpc, xa]
[dpc, pd] = −ih̵q Fac,d dxa − h̵q
2m
ηab(h̵Fbc,ad + 2iqFacFbd)θ′
such that Xh extended by Xh(θ′) = 1 is a bimodule vector field.
Proof. We give the two most difficult checks, first d applied to the commutator of
two ps:[dpc, pd] + [pc,dpd] = [dpc, pd] − [dpd, pc]
= −ih̵q (Fac,d − Fad,c)dxa − h̵q
2m
ηab(h̵Fbc,ad + 2iqFacFbd − h̵Fbd,ac − 2iqFadFbc)θ′
= −ih̵q Fdc,adxa − h̵2q
2m
ηabFdc,abθ
′ = −ih̵q (Fdc,adxa − ih̵
2m
ηabFdc,abθ
′)
which we compare to
d([pc, pd]) = −(−ih̵)2i q
h̵
dFcd = ih̵q dFcd = −ih̵q dFdc
and which agree when we remember to use the centrally extended formula for d.
Now we check the three ps Jacobi identity:
[[dpc,pd], pe] = [ − ih̵q Fac,d dxa − h̵q
2m
ηab(h̵Fbc,ad + 2iqFacFbd)θ′, pe]
= h̵2q Fac,de dxa − ih̵q Fac,d [dxa, pe] − h̵q
2m
ηab[(h̵Fbc,ad + 2iqFacFbd), pe]θ′
= h̵2q Fac,de dxa − ih̵q Fac,d ih̵q
m
ηabFbeθ
′ − ih̵2q
2m
ηab(h̵Fbc,ade + 2iqFac,eFbd + 2iqFacFbd,e)θ′
= h̵2q Fac,de dxa − ih̵2q
2m
ηab(h̵Fbc,ade + 2iqFac,eFbd + 2iqFad,eFbc + 2iqFac,dFbe)θ′
and so
[[dpc, pd], pe] − [[dpc, pe], pd] = − ih̵2q
2m
ηab(−2iqFae,dFbc + 2iqFad,eFbc)θ′
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= − h̵2q2
m
ηabFde,aFbcθ
′
and as [[pd, pe],dpc] = (−ih̵)2i q
h̵
[dpc, Fde] = −ih̵q ih̵q
m
ηabFbcθ
′Fde,a
we see that the three ps Jacobi identity is satisfied. 
We next want to choose ∇ on Ω1A such that the conditions (4.1) for ∇ (σE) in
Lemma 2.3 hold.
Theorem 5.2. There is a right bimodule connection ∇ on Ω1A given by ∇θ′ = 0 and∇(dxd) = − q
m
ηcdFac θ
′ ⊗ dxa + θ′ ⊗ ih̵q
2m2
ηabηcdFbc,aθ
′ ,
∇(dpc) = −q Fdc,edxd ⊗ dxe − ξc ⊗ θ′ − θ′ ⊗ ηc +Ncθ′ ⊗ θ′
such that ∇ (σE) = 0, where
Nc = − ih̵q2
2m2
ηnm ηab(2Fan Fmc,b + Fbn,a Fmc) + h̵2q
4m2
ηnmηabFbc,anm ,
ξc = − ih̵q
2m
ηnmFac,nmdx
a , ηc = − ih̵q
2m
ηnmFnc,madx
a − q2
m
ηebFecFabdx
a .
Here σ is the flip map when one factor is θ′ and
σ(dxe ⊗ dxd) = dxd ⊗ dxe + ih̵q
m2
ηcdFac η
aeθ′ ⊗ θ′
σ(dpe ⊗ dxd) = dxd ⊗ dpe + ih̵q
m
ηdcθ′ ⊗ ( − Fae,c dxa − q
m
Fac η
abFbeθ
′ + ih̵
2m
ηabFae,cbθ
′)
σ(dxa ⊗ dpc) = dpc ⊗ dxa + ih̵q
m
ηeaFdc,edx
d ⊗ θ′
− ( ih̵q2
m2
ηbn ηraFncFrb − h̵2q
2m2
ηar ηnbFbc,nr)θ′ ⊗ θ′
σ(dpe ⊗ dpd) = dpd ⊗ dpe + ih̵q2
m
ηrp(Frd Fae,pθ′ ⊗ dxa − Fre Fad,pdxa ⊗ θ′)
+ ih̵q3
m2
ηrp ηbaFpeFadFrbθ
′ ⊗ θ′ + h̵2q2
2m2
ηrp ηab(Fpd Fbe,ar − Fpd,arFbe)θ′ ⊗ θ′.
Proof: First we have (on using the commutation relations for the pas)
[ h
ih̵
,Xh(dxd)] = − q
2m2
ηabηcd(2Facpb − ih̵Fbc,a) ,
[ h
ih̵
,Xh(dpc)] = − q
m2
ηabηdeFac,epbpd − ih̵q2
m2
ηabηdeFac,eFdb + ih̵q
2m
ηde(Fac,ed + Fdc,ea)Xh(dxa)
+ h̵2q
4m2
ηabηdeFbc,aed + q2
m
ηebFecFabXh(dxa) − ih̵q2
2m2
ηarηebFecFrb,a
and we can check that this obeys the autoparallel equation in (4.1), in particular
that −Xh(ηc) −Xh(ξc) +Nc = [ hih̵ ,Xh(dpc)].
From the value of ∇(dxd) we calculate
σ(dxe ⊗ dxd) = dxd ⊗ dxe −∇([dxd, xe]) + [∇(dxd), xe]
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= dxd ⊗ dxe − θ′ ⊗ q
m
ηcdFac [dxa, xe]
= dxd ⊗ dxe + ih̵q
m2
ηcdFac η
aeθ′ ⊗ θ′(5.1)
we check that this is a bimodule map, the difficult case being
[dxe ⊗ dxd, pc] = ih̵q
m
ηebFbcθ
′ ⊗ dxd + dxe ⊗ ih̵q
m
ηdbFbcθ
′
= ih̵q
m
(ηebFbcθ′ ⊗ dxd + ηdbFbcdxe ⊗ θ′ − ih̵
m
ηeaηdbFbc,aθ
′ ⊗ θ′)
σ([dxe ⊗ dxd, pc]) = ih̵q
m
(ηebFbcdxd ⊗ θ′ + ηdbFbcθ′ ⊗ dxe − ih̵
m
ηeaηdbFbc,aθ
′ ⊗ θ′)
[σ(dxe ⊗ dxd), pc] = [dxd ⊗ dxe, pc] + ih̵q
m2
ηbd[Fab, pc]ηaeθ′ ⊗ θ′
= ih̵q
m
ηdbFbcθ
′ ⊗ dxe + dxd ⊗ ih̵q
m
ηebFbcθ
′ + i2h̵2q
m2
ηbdFab,cη
aeθ′ ⊗ θ′
= ih̵q
m
(ηdbFbcθ′ ⊗ dxe + ηebFbcdxd ⊗ θ′ − ih̵
m
ηdaηebFbc,aθ
′ ⊗ θ′ + ih̵
m
ηbdFab,cη
aeθ′ ⊗ θ′)
as required. From our value of ∇(dxd) we also calculate
σ(dpe ⊗ dxd) = dxd ⊗ dpe −∇([dxd, pe]) + [∇(dxd), pe]
= dxd ⊗ dpe −∇( ih̵q
m
ηdbFbeθ
′) − θ′ ⊗ q
m
ηcd[Fac dxa, pe] + θ′ ⊗ ih̵q
2m2
ηabηcd[Fbc,a, pe]θ′
= dxd ⊗ dpe − ih̵q
m
ηdcθ′ ⊗ dFce − θ′ ⊗ ih̵q
m
ηcdFac,e dx
a
− θ′ ⊗ q
m
ηcdFac
ih̵q
m
ηabFbeθ
′ − θ′ ⊗ h̵2q
2m2
ηabηcdFbc,aeθ
′
= dxd ⊗ dpe + ih̵q
m
ηdcθ′ ⊗ ( − dFce − Fac,e dxa − q
m
Fac η
abFbeθ
′ + ih̵
2m
ηabFbc,aeθ
′)
= dxd ⊗ dpe + ih̵q
m
ηdcθ′ ⊗ ( − (Fce,a + Fac,e)dxa − q
m
Fac η
abFbeθ
′ + ih̵
2m
ηab(Fce,ab + Fac,be)θ′)
= dxd ⊗ dpe + ih̵q
m
ηdcθ′ ⊗ ( − Fae,c dxa − q
m
Fac η
abFbeθ
′ + ih̵
2m
ηabFae,cbθ
′)
as given, and check that this is commutes with commutators: We have
σ([dpe ⊗ dxd, xc]) = σ( ih̵q
m
ηcbFbeθ
′ ⊗ dxd − dpe ⊗ ih̵
m
ηdcθ′) = ih̵q
m
ηcbFbedx
d ⊗ θ′ − ih̵
m
ηdcθ′ ⊗ dpe
[σ(dpe ⊗ dxd), xc] = [dxd ⊗ dpe, xc] − ih̵q
m
ηdcθ′ ⊗ Fae,c [dxa, xc]
= − ih̵
m
ηdcθ′ ⊗ dpe + dxd ⊗ ih̵q
m
ηcaFaeθ
′ + ih̵q
m
ηdcθ′ ⊗ Fae,c ih̵
m
ηacθ′
as required, and
[dpe ⊗ dxd, pc] = ( − ih̵q Fae,c dxa − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′)⊗ dxd + dpe ⊗ ih̵q
m
ηdbFbcθ
′
= −ih̵q Fae,c dxa ⊗ dxd − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′ ⊗ dxd
+ ih̵q
m
ηdbFbcdpe ⊗ θ′ + ih̵q
m
ηdaFac,r
ih̵q
m
ηrbFbeθ
′ ⊗ θ′
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σ([dpe ⊗ dxd, pc]) = −ih̵q Fae,c(dxd ⊗ dxa + ih̵q
m2
ηbdFrb η
raθ′ ⊗ θ′) − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)dxd ⊗ θ′
+ ih̵q
m
ηdbFbcθ
′ ⊗ dpe + ih̵q
m
ηdaFac,r
ih̵q
m
ηrbFbeθ
′ ⊗ θ′
versus
[σ(dpe ⊗ dxd), pc] = [dxd ⊗ dpe, pc] + ih̵q
m
ηdrθ′ ⊗ [−Fae,r dxa − q
m
Far η
abFbeθ
′ + ih̵
2m
ηabFae,rbθ
′, pc]
= ih̵q
m
ηdbFbcθ
′ ⊗ dpe + dxd ⊗ ( − ih̵q Fae,c dxa − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′)
− h̵2q
m
ηdrθ′ ⊗ ( − Fae,rc dxa − q
m
Far,c η
abFbeθ
′ − q
m
Far η
abFbe,cθ
′ + ih̵
2m
ηabFae,rbcθ
′)
− ih̵q
m
ηdrθ′ ⊗ Fae,r ih̵q
m
ηabFbcθ
′
= ih̵q
m
ηdbFbcθ
′ ⊗ dpe − ih̵q dxd ⊗ Fae,c dxa − h̵q
2m
ηabdxd ⊗ (h̵Fbe,ac + 2iqFaeFbc)θ′
+ h̵2q
m
ηdrFae,rc θ
′ ⊗ dxa
+ h̵2q2
m2
ηdr(Fae,r ηabFbc + Far,c ηabFbe + Far ηabFbe,c)θ′ ⊗ θ′ − iqh̵3
2m2
ηdrηabFae,rbcθ
′ ⊗ θ′
= ih̵q
m
ηdbFbcθ
′ ⊗ dpe − ih̵q dxd ⊗ Fae,c dxa − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)dxd ⊗ θ′
+ ih̵2q
2m2
ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)ηdrθ′ ⊗ θ′ + h̵2q
m
ηdrFae,rc θ
′ ⊗ dxa
+ h̵2q2
m2
ηdr(Fae,r ηabFbc + Far,c ηabFbe + Far ηabFbe,c)θ′ ⊗ θ′ − ih̵3q
2m2
ηdrηabFae,rbcθ
′ ⊗ θ′
= ih̵q
m
ηdbFbcθ
′ ⊗ dpe − ih̵q Fae,c dxd ⊗ dxa − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)dxd ⊗ θ′
+ h̵2q2
m2
ηdrηab(Far,cFbe + FarFbe,c − FaeFbc,r)θ′ ⊗ θ′
as required. Now we consider those values of σ depending on ∇(dpc). In particular,
remembering that d involves θ′
σ(dxa ⊗ dpc) = dpc ⊗ dxa − ih̵q
m
ηab∇(Fbcθ′) − q Fdc,e[dxd ⊗ dxe, xa]− [ξc, xa]⊗ θ′ − θ′ ⊗ [ηc, xa] + [Nc, xa]θ′ ⊗ θ′
= dpc ⊗ dxa − ih̵q
m
ηabθ′ ⊗ dFbc + ih̵q
m
Fdc,e(ηadθ′ ⊗ dxe + ηeadxd ⊗ θ′)− [ξc, xa]⊗ θ′ − θ′ ⊗ [ηc, xa] + [Nc, xa]θ′ ⊗ θ′
= dpc ⊗ dxa + ih̵q
m
ηeaFdc,edx
d ⊗ θ′ − h̵2q
2m2
ηabηdeFbc,deθ
′ ⊗ θ′− [ξc, xa]⊗ θ′ − θ′ ⊗ [ηc, xa] + [Nc, xa]θ′ ⊗ θ′
as required. Later it will be convenient to set (defining Mac)
σ(dxa ⊗ dpc) = dpc ⊗ dxa + ih̵q
m
ηeaFdc,edx
d ⊗ θ′ +Macθ′ ⊗ θ′(5.2)
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where we can calculate
Mde = − ih̵q2
m2
ηba ηrdFaeFrb + h̵2q
2m2
ηdr ηabFbe,ar .
To calculate σ(dpd ⊗ dpc) we use
σ(dpd ⊗ dpc) = dpc ⊗ dpd −∇([dpc, pd]) − q[Fdc,edxd ⊗ dxe, pd]− [ξc, pd]⊗ θ′ − θ′ ⊗ [ηc, pd] + [Nc, pd]θ′ ⊗ θ′
= dpc ⊗ dpd −∇( − ih̵q Fac,d dxa − h̵q
2m
ηab(h̵Fbc,ad + 2iqFacFbd)θ′) − ih̵q Fac,eddxa ⊗ dxe
− ih̵q2
m
Fac,e(ηabFbdθ′ ⊗ dxe + ηebdxa ⊗ Fbdθ′) − [ξc, pd]⊗ θ′ − θ′ ⊗ [ηc, pd] + [Nc, pd]θ′ ⊗ θ′
and using
∇(Fac,d dxa) = ∇(dxa Fac,d + ih̵
m
ηabθ′Fac,db)
= ∇(dxa)Fac,d + dxa ⊗ dFac,d + ih̵
m
ηabθ′ ⊗ dFac,db
= − q
m
ηraFer θ
′ ⊗ dxe Fac,d + ih̵q
2m2
ηebηraFbr,e Fac,dθ
′ ⊗ θ′ + dxa ⊗ dFac,d + ih̵
m
ηabθ′ ⊗ dFac,db
= − q
m
ηraFerFac,d θ
′ ⊗ dxe + ih̵q
m2
ηra ηebFer Fac,dbθ
′ ⊗ θ′ + ih̵q
2m2
ηebηraFbr,e Fac,dθ
′ ⊗ θ′
+ dxa ⊗ Fac,dedxe − ih̵
2m
ηnmdxa ⊗ Fac,dnmθ′ + ih̵
m
ηabFac,dbeθ
′ ⊗ dxe − ih̵
m
ih̵
2m
ηnmηabFac,dbnmθ
′ ⊗ θ′
= − q
m
ηraFerFac,d θ
′ ⊗ dxe + ih̵q
m2
ηra ηebFer Fac,dbθ
′ ⊗ θ′ + ih̵q
2m2
ηebηraFbr,e Fac,dθ
′ ⊗ θ′
+ Fac,dedxa ⊗ dxe − ih̵
2m
ηnmFac,dnmdx
a ⊗ θ′
and also
ηab∇((h̵Fbc,ad + 2iqFacFbd)θ′) = ηabθ′ ⊗ d(h̵Fbc,ad + 2iqFacFbd)= ηab(h̵Fbc,ade + 2iqFac,eFbd + 2iqFacFbd,e)θ′ ⊗ dxe
− ih̵
2m
ηnmηab(h̵Fbc,adnm + 2iqFac,nmFbd + 4iqFac,nFbd,m + 2iqFacFbd,nm)θ′ ⊗ θ′
we have
σ(dpd ⊗ dpc) = dpc ⊗ dpd + ih̵q( − q
m
ηraFerFac,d θ
′ ⊗ dxe + ih̵q
m2
ηra ηebFer Fac,dbθ
′ ⊗ θ′
+ ih̵q
2m2
ηebηraFbr,e Fac,dθ
′ ⊗ θ′ − ih̵
2m
ηnmFac,dnmdx
a ⊗ θ′)
+ h̵q
2m
ηab(h̵Fbc,ade + 2iqFac,eFbd + 2iqFacFbd,e)θ′ ⊗ dxe
− h̵q
2m
ih̵
2m
ηnmηab(h̵Fbc,adnm + 2iqFac,nmFbd + 4iqFac,nFbd,m + 2iqFacFbd,nm)θ′ ⊗ θ′
− ih̵q2
m
Fac,e(ηabFbdθ′ ⊗ dxe + ηebdxa ⊗ Fbdθ′) − [ξc, pd]⊗ θ′ − θ′ ⊗ [ηc, pd] + [Nc, pd]θ′ ⊗ θ′
= dpc ⊗ dpd − ih̵q2
m
ηraFerFac,d θ
′ ⊗ dxe − h̵2q2
2m2
ηra ηeb(2Fer Fac,db + Fbr,e Fac,d)θ′ ⊗ θ′
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+ h̵2q
2m
ηnmFac,dnmdx
a ⊗ θ′ + h̵q
2m
ηab(h̵Fbc,ade + 2iqFacFbd,e)θ′ ⊗ dxe
− h̵q
2m
ih̵
2m
ηnmηab(h̵Fbc,adnm + 2iqFac,nmFbd + 4iqFac,nFbd,m + 2iqFacFbd,nm)θ′ ⊗ θ′
− ih̵q2
m
ηebFac,eFbddx
a ⊗ θ′ − h̵2q2
m2
ηeb ηarFac,eFbd,rθ
′ ⊗ θ′ − [ξc, pd]⊗ θ′ − θ′ ⊗ [ηc, pd] + [Nc, pd]θ′ ⊗ θ′
= dpc ⊗ dpd − h̵2q2
2m2
ηra ηeb(2Fer Fac,db + Fbr,e Fac,d)θ′ ⊗ θ′
+ h̵2q
2m
ηnmFac,dnmdx
a ⊗ θ′ + h̵q
2m
ηab(h̵Fbc,ade + 2iqFacFbd,e − 2iqFebFac,d)θ′ ⊗ dxe
− h̵q
2m
ih̵
2m
ηnmηab(h̵Fbc,adnm + 2iqFac,nmFbd + 4iqFac,nFbd,m + 2iqFacFbd,nm)θ′ ⊗ θ′
− ih̵q2
m
ηebFac,eFbddx
a ⊗ θ′ − h̵2q2
m2
ηeb ηarFac,eFbd,rθ
′ ⊗ θ′ − [ξc, pd]⊗ θ′ − θ′ ⊗ [ηc, pd] + [Nc, pd]θ′ ⊗ θ′
giving the stated value. The proof that these formulae for σ are consistent with this
extending as a bimodule map is extremely tedious and relegated to the appendix.
Finally we have to check the condition that (Xh ⊗Xh)(σ − id) = 0. From the form
of σ in the statement, this means checking the following equations:
[Xh(dxe),Xh(dxd)] = ih̵q
m2
ηcdFac η
ae
[Xh(dpe),Xh(dxd)] = ih̵q
m
ηdc( − Fae,cXh(dxa) − q
m
Fac η
abFbe + ih̵
2m
ηabFae,cb)
[Xh(dxa),Xh(dpc)] = ih̵q
m
ηeaFdc,eXh(dxd) − ih̵q2
m2
ηbn ηraFncFrb + h̵2q
2m2
ηar ηnbFbc,nr
[Xh(dpe),Xh(dpd)] = ih̵q2
m
ηrp(Frd Fae,p − Fre Fad,p)Xh(dxa)
+ ih̵q3
m2
ηrp ηbaFpeFadFrb + h̵2q2
2m2
ηrp ηab(Fpd Fbe,ar − Fpd,arFbe) .
For example, we check the last and hardest case, computing
[Xh(dpe),Xh(dpd)] = q2
4m2
ηabηrp[(2Faepb − ih̵Fbe,a), (2Frdpp − ih̵Fpd,r)]
= q2
4m2
ηabηrp((2Fae[pb,2Frd]pp − 2Frd[pp,2Fae]pb)
+ 2Fae2Frd[pb, pp] − ih̵(2Frd[Fbe,a, pp] + 2Fae[pb, Fpd,r]))
using the fact that a commutator with a fixed element is a derivation. Expanding
the commutators in the three parts of the RHS gives the expression claimed. ◻
Proposition 5.3. The above calculus on the Heisenberg algebra has a quotient Ω1red
with relations
dx0 = −p0
m
θ′, dp0 = qF0idxi − ih̵q
2m
F0i,iθ
′
whereby the commutation relations of dxi,dpi imply those required for dx
0,dp0.
Moreover, Xh and ∇ descend to this quotient.
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Proof. For the calculus we just check the hardest case
[qF0idxi − ih̵q
2m
F0i,iθ
′, pa] = q[F0i, pa] + qF0i[dxi, pa] − ih̵q
2m
[F0i,i, pa]θ′
= ih̵qF0i,adxi + ih̵q2
m
F0iFiaθ
′ + h̵2q
2m
F0i,iaθ
′
which agrees with [dp0, pa]. That Xh descends is immediate and for ∇ descending
the hardest case is showing that ∇(p0) is the same as
∇(qF0idxi − ih̵q
2m
F0i,iθ
′) = ∇(qdxiF0i + ih̵q
2m
θ′F0i,i)
= q∇(dxi)F0i + qdxi ⊗ dF0i + ih̵q
2m
θ′ ⊗ dF0i,i
= −q2
m
ηciFac θ
′ ⊗ dxaF0i + ih̵q2
2m2
ηabηciθ′ ⊗ Fbc,aθ′F0i + qdxi ⊗ F0i,adxa
− ih̵q
2m
dxi ⊗∆(F0i)θ′ + ih̵q
2m
θ′ ⊗ F0i,iadxa − ih̵q
2m
θ′ ⊗ ih̵
2m
∆(F0i,i)θ′
where we have used d for functions f of the xa in the analogous form to (4.2),
df = f,adxa − ih̵
2m
∆(f)θ′(5.3)
with ∆(f) = ηabf,ab. Ordering functions to the left and amalgamating terms gives
= −q2
m
ηciFacF0iθ
′ ⊗ dxa + ih̵q2
m2
ηciFacη
abF0i,b θ
′ ⊗ θ′ + ih̵q2
2m2
ηabηciFbc,aF0iθ
′ ⊗ θ′
+ qF0i,adxi ⊗ dxa − ih̵q
2m
∆(F0i)dxi ⊗ θ′ − ih̵q
2m
F0i,iaθ
′ ⊗ dxa − h̵2q
4m2
∆(F0i,i)θ′ ⊗ θ′
which is ∇(dp0) as required. 
The dx0 relation says that in this theory it is natural to identify θ′ with the proper
time interval dτ given that in Special Relativity dx
0
dτ
= −p0
m
for our metric. With
this in mind, the other relation roughly speaking can be interpreted as the quantum
analogue of
dp0
dτ
= qF0i dxi
dτ
∓ ih̵q
2m
F0i,i
depending on which side we place the F0i before making our interpretation (hence
vanishing if we average the two). Here F0i = −Eic so the first term here is the
expected rate of change of energy −cp0 due to the work done by the electric field
Ei, while the ‘quantum’ term is the divergence F0i,i = −∂⋅Ec proportional to the
charge density of the external source. In our formalism we can make this fully
precise in terms of expectation values in an evolving state ∣φ(s)⟩ ∈ H, where we
have
(5.4)
d
ds
⟨φ(s)∣a∣φ(s)⟩ = ⟨φ(s)∣Xh(da)∣ψ(s)⟩ .
Thus in the special case where F0i is constant, we get dp0 = qd(F0idxi) so that
d⟨φ(s)∣p0∣φ(s)⟩
ds
= qF0i d⟨φ(s)∣xi∣φ(s)⟩
ds
.
We now turn to the static case where Aa are time independent.
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Lemma 5.4. If Aa is time independent then u ∶= −p0−qA0 is central in the Heisen-
berg algebra and [u, x0] = ih̵. Moreover, there is a subalgebra A with subcalculus Ω1A
of Ω1red generated by x
i, pi,dx
i,dpi, θ
′,u where u is central in Ω1A and du = 0. More-
over, ∇ restricts on the generators to a connection on Ω1A and h ∈ A.
Proof. Clearly u is always canonically conjugate x0 as p0 was. Also [u, xi] = 0 and
when Aa are time independent then −[u, pi] = [p0, pi]+ [qA0, pi] = ih̵qF0i+ ih̵qA0,i =
0. For the differentials working in Ω1red in the time independent case,
−[u,dxi] = [p0 + qA0,dxi] = iqh̵
m
(Fi0 −A0,i)θ′ = 0
−[dpi,u] = [dpi, p0 + qA0] = − ih̵q2
m
FjiFj0θ
′ − h̵q iq
m
FijA0,jθ
′ = 0
We also have, using x0 invariance of the Aa and (5.3) with ∆ defined by η
ab,
−du = dp0 + qdA0 = dp0 + qA0,idxi − ih̵q
2m
∆(A0)θ′ = 0
as A0,i = −F0i and ∆A0 = A0,ii = −F0i,i by the relations in Ω1red.
Next, we omit x0 from our algebra as under our assumptions it does not appear
in Fab or on the right hand side of any of the commutation relations other than
as dx0 = −p0θ′/m. The remaining generators and relations are (5.5)-(5.7) as listed
below albeit u a closed central generator. Further, ∇ restricts to this subcalculus
as any dx0 terms given by ∇ can be rewritten in terms of u by the relations. 
We can clearly restrict Xh as well and obtain the equations for a quantum geodesic
flow on A with this calculus. Moreover as u is central and closed we can replace it
by a number and we call this Au with calculus Ω1Au and u a fixed real parameter,
namely
[xi, xj] = 0, [xi, pj] = ih̵δij , [pi, pj] = ih̵qFij(5.5)
[dxi, xj] = −i h̵
m
δijθ′, [dxi, pj] = i h̵q
m
Fijθ
′ = [dpj , xi](5.6)
[dpi, pj] = −ih̵qFki,jdxk − h̵2q
2m
Fki,kjθ
′ + ih̵q2
m
(F0iF0j − FkiFkj)θ′ − ih̵q
m
F0i,j(u + qA0)θ′.
(5.7)
As such this deforms the Heisenberg algebra on spatial R3 in Section 4 by the
background electrostatic and magnetostatic potentials Ai,A0 and u regarded as a
real parameter. This suggests to decompose our representation H in constructing
E into fields where u has constant value and this is what we will do in the next
section. Thus we take E = L2(R3)⊗C∞(R) and ∇E given by the same hamiltonian
as above, now viewed as the representation of an element of Au on functions on
R3 with fixed value of u. In this case we have quantum geodesic motion on the
reduced Heisenberg algebra Au with calculus Ω1Au as in Section 4 but now with
Hamiltonian that contains magnetic potentials in the pi and an electric potential
in the form V .
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5.2. Relativistic amplitudes and hydrogen atom. We now consider the prob-
abilistic interpretation of the quantum geodesic evolution constructed above. We
also write x0 = ct where c is the speed of light and time t is in usual units in an
inertial frame. So far we considered the relativistic Heisenberg algebra acting by
multiplication and Da on φ ∈ C∞(R1,3) at each s ∈ R. However, φ¯φ on spacetime
is not suitable for a probabilistic interpretation in any laboratory as it involves
probabilities spread over past and future in the laboratory frame time. To address
this we work with fields ψ(u,xi) Fourier transformed from t to a Fourier conjugate
variable u say, so
ψ(u,xi) = ∫ dte ih̵utφ(t, xi), φ(t, xi) = ∫ due− ih̵ tuψ(u,xi).
In physical terms we can think of amplitudes ψ with a probability distribution of en-
ergies and spatial positions. The Heisenberg algebra (as well as the Lorentz group)
act unitarily on this new space of fields completed to L2(R4) in these variables,
just because it did before and Fourier transform in one variable can be viewed as
an isometry (if also completed to L2(R4) on the spacetime side.)
In this form we can fix one well-known problem with the Klein Gordon equations,
namely we are only interested in fields with positive energy, i.e. we restrict support
to u ≥ 0. Another way of looking at this is that the Klein-Gordon equation is second
order in time, so to solve it we need additional information, e.g. the time derivative
of φ at a fixed t. So far u stands for the classical Fourier conjugate variable to
t but we also would like to identify it with the eigenvalues of an operator in the
Heisenberg algebra. We chose this to be cu defined by −p0 = u + qA0 which then
acts by multiplication by u on our fields. This choice of cu is adapted to the time-
independent case but we can use it more generally also. The c is needed since u
is conjugate to x0 = ct. The minus sign is needed due to the − + ++ signature as
classically p0 = −p0 is positive for a future pointing time-like geodesic. The action
of the electromagnetic Heisenberg algebra on ψ(u,xi) is by xi and pi = −ih̵Di as
before and
t = −ih̵ ∂
∂u
, u = u
c
, p0 = −u
c
− qA0(t, xi).
Moreover, ∇E as before now appears as
(5.8) ∇Eψ = (∂ψ
∂s
− ih̵
2m
DiDiψ − i
2mh̵
(u
c
+ qA0)2ψ)⊗ ds.
This is clear from the Fourier transform but if one wants to check it directly, pi, x
i
are already represented as before and as A0(−ih̵ ∂∂u , xi) does not depend on u we
still have [pi, x0] = 0. Meanwhile
[p0, pi] = ih̵[u
c
+ qA0,Di] = q[u
c
,Ai] + ih̵q[A0, ∂
∂xi
] = ih̵qF0i
[p0, x0] = [u
c
+ qA0, cih̵ ∂
∂u
] = −ih̵ .
Now suppose that Aa are indeed independent of t. Then by Lemma 5.4 we can write
ψ(u,xi) = Ψ(xi) and regard u as a fixed parameter energy since it is central in the
Heisenberg algebra. In this case the ∇E on Ψ is governed by a similar operator as
in Section 4 but with pi = −ih̵Di for a particle minimally coupled to the Ai as a
QUANTUM GEODESICS IN QUANTUM MECHANICS 33
magnetostatic gauge potential and with potential energy
V (x) = − 1
2m
(u
c
+ qA0(x))2 = − 1
2mc2
(u − qΦ(x))2, Φ = cA0 = −cA0
where the upper index potential connects to usual conventions. Thus ∇EΨ = 0 looks
very much like Schro¨dingers equation except that the geodesic time parameter is
not t but proper time s. Moreover, we have maintained Lorenz invariance (we
could change our laboratory frame) as is more visible in the full form (5.8) before
we fixed the energy u in our laboratory frame. Spacetime is still present and a mode
concentrated at a specific u appears in our original KG field φ(t, x) as e− ih̵utΨ(s, xi)
with Ψ(s) the amplitude distribution for such modes at different positions in space.
Example 5.5. (Free particle proper time relativistic wave packet.) We consider
the simplest case of a scalar field for mass m in 1+1 Minkowski spacetime with zero
electromagnetic potential. Then ∇EΨ = 0 is
ih̵
∂
∂s
Ψ = huΨ, hu = (−ih̵)2
2m
∂2x − u22mc2
with huΨ = −EkΨ with Ek = (k2 − u2c2 )/2m for ψk(x) = ei kxh̵ . The on-shell fields (i.e.
solving the KG equation) just evolve by an unobservable phase ei
smc2
2h̵ but as in
GR we need to also look at nearby off-shell ones (in the case of GR to see that we
are at maximum proper time). More precisely, we look at a wave packet which in
spatial momentum space is centred on the positive on-shell value corresponding to
energy u but includes a Gaussian spread about this. We evolve this from s = 0 to
general s:
Ψ(0, x) = ∫ dke− (ck−√u2−m2c4)2β e ikxh̵ , Ψ(s, x) = ∫ dkeisu2−k2c2h̵2mc2 e− (ck−√u2−m2c4)2β e ikxh̵
as plotted in Figure 1. It is easy enough to check that
⟨Ψ∣p∣Ψ⟩ = ∫ dke−2 (ck−
√
u2−m2c4)2
β k
∫ dke−2 (ck−√u2−m2c4)2β =
1
c
√
u2 −m2c4, ⟨Ψ∣p0∣Ψ⟩ = −u
c
as expected. We also find using x = −ih̵ ∂
∂k
on ψk inside the upper of the ratio of
integrals that ⟨Ψ∣x∣Ψ⟩ = s
mc
√
u2 −m2c4 = s
m
⟨Ψ∣p∣Ψ⟩
which verifies our identity (5.4) and shows that our quantum geodesic evolves with
proper velocity given by the average spatial momentum/ m. We can also compute
t = −ih̵ ∂
∂u
applied in the upper of the ratio of integrals to find
⟨Ψ∣t∣Ψ⟩ = s u
mc2
v ∶= ⟨Ψ∣x∣Ψ⟩⟨Ψ∣t∣Ψ⟩ = c
√
1 − (mc2
u
)2, u
mc2
= 1√
1 − v2
c2
as expected respectively for the proper velocity in the time direction in Special
Relativity and the lab velocity v in our case. Note that the Gaussian parameter
β > 0 does not enter into these expectation values but is visible in Ψ as it sets the
initial spread (which then increases during the motion).
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Re(Ψ(s, x)) |Ψ(s, x) |2
s s
x x
Figure 1. Proper time s relativistic wave packet dispersing as it
moves down and to the right. Shown are the real and absolute
values at c = h̵ = m = 1 and u = 1.1. Images produced by Mathe-
matica.
Although our quantum geodesic flow equation ∇EΨ = 0 is not Schro¨dingers equa-
tion, its close similarity means that we can use all the tools and methods of quantum
mechanics with s in place of time there and u as a parameter in the Hamiltonian,
as in the preceding example. This approach is somewhat different from the usual
derivation of Schro¨dingers equation as a limit of the KG equation, which involves
writing φ(x0, xi) = e−imc2h̵ tΨKG(t, xi) where ct = x0 and ΨKG(t, xi) is slowly vary-
ing to recover Schro¨dinger’s equation for ΨKG with corrections. The minus sign
is due to the − + ++ conventions. We do not need to make such slow variation
assumptions and in fact proceed relativistically. Our different approach means that
our differences from Schro¨dingers equation are now are of a different nature from
the usual ones coming from the KG equation although they share some terms in
common.
Example 5.6. (Hydrogen atom revisited.) We consider a hydrogen-like atom or
more precisely an electron of charge q = −e in around a point source nucleus of
atomic number Z or charge Ze, so
Φ(r) = Ze
4pi0r
Then the geodesic flow equation ∇EΨ = 0 at fixed u is
ih̵
∂Ψ
∂s
= huΨ, hu = (−ih̵)2
2m
∂2 − 1
2mc2
(u − qΦ)2(5.9)
since there is no magnetic field in Di (we write ∂
2 = ∑∂2i for the spatial Laplacian).
We are effectively in the Schro¨dinger equation setting of Section 4 with h = p2
2m
+V
except that the geodesic parameter is now proper time while u corresponds to a
plane wave in laboratory time direction as explained above. We can still use the
methods of ordinary quantum mechanics, with
V (r) = − 1
2mc2
(u − qΦ)2 = − u2
2mc2
− uh̵
mc
Zα
r
− h̵2
2m
Z2α2
r2
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where
qΦ = − Ze2
4pi0r
= −h̵cZα
r
in terms of the fine struture constant α ∼ 1/137. We solve this for eigenmodes
huΨ = −EΨ
where E is positive due to a large negative offset in hu further minus a binding en-
ergy. This is solved by the same methods as the usual hydrogen atom by separation
of variables, namely set Ψ = R(r)χl where χl has only angular dependence and is
given by an integer l and a quantum number m = −l,⋯, l which does not change
the energy. The remaining radial equation is then
∂
∂r
(r2 ∂R
∂r
) − l(l + 1)R + mr2
h̵2
( − 2E + 1
mc2
(u + h̵cZα
r
)2)R = 0
which has the same form as for a usual atom but with shifted angular momentum
l′ = l − δl defined as in [15, Chapter 2.3] by
l′(l′ + 1) = l(l + 1) −Z2α2; δl = l + 1
2
−√(l + 1
2
)2 −Z2α2.
For every n such that n − (l + 1) = d is a positive integer i.e. l = 0, ..., n − 1, one has
R(r) = rl′ e−krL1+2l′d (2kr); k2 = mh̵2 (2E − u2mc2 )
in terms of a generalised Laguerre polynomial of degree d. This gives eigenvalues
(5.10) En,l = u2
2mc2
(1 + ( Zα
n − δl )2)
for our Schro¨dinger-like geodesic flow equation. From our point of view we first
consider when modes are on-shell, meaning the associated KG field obeys the Klein-
Gordon equation. Given the way ∇E was defined, this means to find the spectrum
of u such that the eigenvalue E as above is mc2
2
. From (5.10), these are
un,l =mc2 1√
1 + ( Zα
n−δl )2
in agreement with the allowed ‘Schro¨dinger-like’ energy spectrum coming from di-
rectly solving the KG equation [15, Chapter 2.3]. More generally, we are not obliged
to stick to on-shell states and indeed we should not as we saw in the preceding ex-
ample. For example, we can solve for each fixed u as above and then a general
evolution would be
Ψ(s, xi) = ∑
n,l,m
e
iEn,l(u)s
h̵ cn,l,m(u)ψ(u)n,l,m(xi)
with eigenvectors ψ
(u)
n,l,m at fixed u as sketched above, and initial values set by coef-
ficients cn,l,m(u). One could then compute expectation values along the quantum
geodesic flow in a similar manner to Example 5.5.
Finally, although not our main purpose, it is tempting to actually think of quantum
geodesic flow as a modification of an atomic system and see what the differences
are. For this we set u = mc2 so that we have the correct 1/r term for an atom at
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least if we ignore that one should use the reduced mass and that s is proper time.
In this case En,l = mc2
2
(1 + ( Zα
n − δl )2) = mc22 + mc2Z2α22(n − δl)2
where the first term should be ignored and the second would be minus the Rydberg
binding energy for atomic number Z if δl had been zero. In terms of potentials, at
u =mc2 we have
V = − 1
2mc2
(u − qΦ)2 = −mc2
2
+ qΦ − q2
2mc2
Φ2
of which we discard the constant term so that the effective potential is
V (r) = −h̵cZα
r
− h̵2
2m
Z2α2
r2
.
For a hydrogen atom the two terms are of equal size at rcrit = e28pi0mc2 = α4piλc =
1
2
a0α
2 where α is the fine structure constant, λc is the Compton wavelength and
a0 is the Bohr radius. For an electron this critical radius is about 1.4 × 10−15
metres compared to 0.85 × 10−15 metres for the size of a proton. But for a large
atomic number Z the critical radius would be Z times this, so well outside the
nucleus itself. However, in the more careful analysis above we still need Z < 1
2α
to
have solutions for l′ as known in the context of solving the KG equation for this
background[15, Chapter 2.3]. We see it directly from the potential and without the
complications from double time derivatives. This correction is also different from
the usual 1/r3 spin-orbit correction from allowing for the spin of the electron. Since
s is more like proper time, there would also be a relativistic correction compared
to coordinate time much as in the usual relativistic correction to the p2 component
of the Hamiltonian.
6. Concluding remarks
We further developed the formalism of ‘quantum geodesics’ in noncommutative ge-
ometry as introduced in [2] using A-B-bimodule connections from [10]. We then ap-
plied this formalism to ordinary quantum mechanics and showed that Schro¨dinger’s
equation can be viewed as a quantum geodesic flow for a certain quantum differ-
ential calculus on the quantum algebra of observables (the Heisenberg algebra)
represented on wave functions. The idea that physics has new degrees of freedom
due to the choice of quantum differential structure has been around for a while
now and is particularly evident at the Poisson level[9]. This was already exploited
to encode Newtonian gravity by putting the gravitational potential into the space-
time differential structure[22]; our now results in Section 4 are in the same spirit
but now on phase space in ordinary quantum mechanics and not as part of Planck
scale physics. We then proceeded to a relativistic treatment based on the Klein-
Gordon operator minimally coupled to an external field. Even the simplest 1+1
dimensional case without external field in Example 5.5 proved interesting, with
relativistic proper time wave packets Ψ quantum geodesically flowing with veloc-
ity v = ⟨Ψ∣x∣Ψ⟩/⟨Ψ∣t∣Ψ⟩ in the laboratory frame. The example illustrates well that
quantum geodesic flow looks beyond the Klein-Gordon equation itself. Just as an
ant moving on an apple has feet on either side of the geodesic which keeps it on
the geodesic path, the quantum wave packet spreads off-shell on either side of a
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Klein-Gordon solution but on average evolves as expected. In that respect our rel-
ativistic approach to quantum mechanics is very different from previous ones and
more resembles elements of scalar quantum field theory (where one goes off-shell
in the functional integral). We showed how time-independent background fields
nevertheless amount to a proper time Schro¨dinger-like equation if we analyse the
geodesic flow at fixed energy u, allowing the usual tools of quantum mechanics to
be adapted to our case. We illustrated this with a hydrogen-like atom of atomic
number Z.
Clearly many more examples could be computed and studied using the formalism
in this paper including general (non-static) electromagnetic backgrounds to which
the theory also applies. Also, in Section 4 we focussed on time-independent Hamil-
tonians but the general theory in Lemma 2.3 does not require this. It would be
interesting to look at the time dependent case and the construction of conserved
currents. The present formalism also allows the possibility of more general algebras
B in place of C∞(R) for the geodesic time variable.
Next, on the theoretical side the formalism can be extended to study geodesic de-
viation of quantum geodesics where, classically at least, one can see the role of
Ricci curvature entering. This is not present in the immediate setting of the paper
where, at least in Section 4, the quantum connection on phase space was flat and
preserved the extended quantum symplectic structure (rather than being a quan-
tum Levi-Civita connection). This will be looked at elsewhere as more relevant to
quantum spacetime and quantum gravity applications, but we don’t exclude the
possibility of quantum mechanical systems where curvature is needed, e.g. with a
more general form of Hamiltonian. Another immediate direction for further work
would be to extend Section 5 from an electromagnetic background on the represen-
tation space to curved Riemannian on the latter, i.e. to gravitational backgrounds.
Finally, on the technical side, the role of θ′ needs to be more fully understood
from the point of view of an quantum extended phase space and its reductions.
In our case it arises as an obstruction to the Heisenberg algebra calculus, which
forces an extra dimension, but we ultimately identified it with the geodesic time
interval. However, a very different approach to handle this obstruction is to drop
the bimodule associativity condition in the differential structure[3, 4], which could
also be of interest here.
Appendix A. Proof that σ for the KG connection is a bimodule map
Here we complete the proof of Theorem 5.2 by checking the remaining cases that
σ is a bimodule map. Begin with
[dxa ⊗ dpc, xe] = − ih̵
m
ηaeθ′ ⊗ dpc + ih̵q
m
ηebdxa ⊗ Fbcθ′
= − ih̵
m
ηaeθ′ ⊗ dpc + ih̵q
m
ηebFbcdx
a ⊗ θ′ + h̵2q
m2
ηebηarFbc,rθ
′ ⊗ θ′
[dpc ⊗ dxa, xe] = − ih̵
m
ηaedpc ⊗ θ′ + ih̵q
m
ηebFbcθ
′ ⊗ dxa
σ([dxa ⊗ dpc, xe]) − [dpc ⊗ dxa, xe] = h̵2q
m2
ηebηarFbc,rθ
′ ⊗ θ′ .
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and from (5.2)
σ([dxa ⊗ dpc, xe]) − [σ(dxa ⊗ dpc), xe] = h̵2q
m2
ηebηarFbc,rθ
′ ⊗ θ′ − ih̵q
m
ηbaFdc,b[dxd, xe]⊗ θ′
= h̵2q
m2
ηebηarFbc,rθ
′ ⊗ θ′ + ih̵q
m
ηbaFdc,b
ih̵
m
ηdeθ′ ⊗ θ′ = 0 .
Also
[dpe ⊗ dxd, pc] = −(ih̵q Fae,c dxa + h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′)⊗ dxd + dpe ⊗ ih̵q
m
ηdbFbcθ
′
= −ih̵q Fae,c dxa ⊗ dxd − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′ ⊗ dxd
+ ih̵q
m
ηdbFbcdpe ⊗ θ′ + ih̵q
m
ηdaFac,r
ih̵q
m
ηrbFbeθ
′ ⊗ θ′ ,
[dxd ⊗ dpe, pc] = −dxd ⊗ (ih̵q Fae,c dxa + h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′) + ih̵q
m
ηdbFbcθ
′ ⊗ dpe
= −ih̵q Fae,c dxd ⊗ dxa − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)dxd ⊗ θ′ + ih̵q
m
ηdbFbcθ
′ ⊗ dpe
− h̵2q
m
ηdr Fae,cr θ
′ ⊗ dxa + ih̵2q
2m2
ηdr ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)θ′ ⊗ θ′
and as a result, using the formula for σ(dxd ⊗ dxa),
σ([dxd ⊗ dpe, pc]) − [dpe ⊗ dxd, pc] = −ih̵q Fae,c (σ(dxd ⊗ dxa) − dxa ⊗ dxd)
− h̵2q
m
ηdr Fae,cr dx
a ⊗ θ′ + ih̵2q
2m2
ηdr ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)θ′ ⊗ θ′
− ih̵q
m
ηdaFac,r
ih̵q
m
ηrbFbeθ
′ ⊗ θ′
= h̵2q2
m2
ηra ηbdFae,cFbrθ
′ ⊗ θ′ + h̵2q2
m2
ηdaηrbFac,r Fbeθ
′ ⊗ θ′
− h̵2q
m
ηdr Fae,cr dx
a ⊗ θ′ + h̵2q
2m2
ηdr ηab(ih̵Fbe,acr − 2qFae,rFbc − 2qFaeFbc,r)θ′ ⊗ θ′
= h̵2q2
m2
ηba ηrd(Fae,cFrb + Frc,a Fbe − Fae,rFbc − FaeFbc,r)θ′ ⊗ θ′
− h̵2q
m
ηdr Fae,cr dx
a ⊗ θ′ + ih̵3q
2m2
ηdr ηabFbe,acrθ
′ ⊗ θ′
= h̵2q2
m2
ηba ηrd(Fae,cFrb + Frb,c Fae − Fae,rFbc)θ′ ⊗ θ′
− h̵2q
m
ηdr Fae,cr dx
a ⊗ θ′ + ih̵3q
2m2
ηdr ηabFbe,acrθ
′ ⊗ θ′
and using (5.2),
σ([dxd ⊗ dpe, pc]) − [σ(dxd ⊗ dpe), pc] = h̵2q2
m2
ηba ηrd(Fae,cFrb + Frb,c Fae − Fae,rFbc)θ′ ⊗ θ′
− h̵2q
m
ηdr Fae,cr dx
a ⊗ θ′ + ih̵3q
2m2
ηdr ηabFbe,acrθ
′ ⊗ θ′ − ih̵q
m
ηrd[Fae,rdxa, pc]⊗ θ′ − [Mde, pc]θ′ ⊗ θ′
= h̵2q2
m2
ηba ηrd(Fae,cFrb + Frb,c Fae − Fae,rFbc)θ′ ⊗ θ′
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+ ih̵3q
2m2
ηdr ηabFbe,acrθ
′ ⊗ θ′ − ih̵q
m
ηrdFae,r
ih̵q
m
ηabFbcθ
′ ⊗ θ′ − ih̵Mde,cθ′ ⊗ θ′
so we deduce that σ([dxd ⊗ dpe, pc]) = [σ(dxd ⊗ dpe), pc]. Also
[dpa ⊗ dpc, xe] = ih̵q
m
ηeb(Fbaθ′ ⊗ dpc + dpa ⊗ Fbcθ′)
= ih̵q
m
ηeb(Fbaθ′ ⊗ dpc + Fbcdpa ⊗ θ′ + ih̵q
m
ηrdFdaFbc,rθ
′ ⊗ θ′)
and as a result,
σ([dpa ⊗ dpc, xe]) − [dpc ⊗ dpa, xe] = − h̵2q2
m2
ηebηrd(FdaFbc,r − FdcFba,r)θ′ ⊗ θ′
which with a little work implies σ([dpa ⊗ dpc, xe]) = [σ(dpa ⊗ dpc), xe]. Finally we
look at the condition σ([dpe ⊗ dpd, pc]) = [σ(dpe ⊗ dpd), pc], beginning with
[dpe ⊗ dpd, pc] = −ih̵q Fae,c dxa ⊗ dpd − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′ ⊗ dpd
− ih̵q dpe ⊗ Fad,c dxa − h̵q
2m
ηabdpe ⊗ (h̵Fbd,ac + 2iqFadFbc)θ′
= −ih̵q Fae,c dxa ⊗ dpd − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)θ′ ⊗ dpd
− ih̵q Fad,c dpe ⊗ dxa − h̵q
2m
ηab(h̵Fbd,ac + 2iqFadFbc)dpe ⊗ θ′
+ h̵2q2
m
Fad,cr η
rpFpeθ
′ ⊗ dxa − ih̵2q2
2m2
ηab(h̵Fbd,acr + 2iqFad,rFbc + 2iqFadFbc,r)ηrpFpeθ′ ⊗ θ′
we get
σ([dpe ⊗ dpd, pc]) − [dpd ⊗ dpe, pc] = −ih̵q Fae,c σ(dxa ⊗ dpd) − h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)dpd ⊗ θ′
− ih̵q Fad,c σ(dpe ⊗ dxa) − h̵q
2m
ηab(h̵Fbd,ac + 2iqFadFbc)θ′ ⊗ dpe
+ h̵2q2
m
Fad,cr η
rpFpedx
a ⊗ θ′ − ih̵2q2
2m2
ηab(h̵Fbd,acr + 2iqFad,rFbc + 2iqFadFbc,r)ηrpFpeθ′ ⊗ θ′
+ ih̵q Fad,c dxa ⊗ dpe + h̵q
2m
ηab(h̵Fbd,ac + 2iqFadFbc)θ′ ⊗ dpe
+ ih̵q Fae,c dpd ⊗ dxa + h̵q
2m
ηab(h̵Fbe,ac + 2iqFaeFbc)dpd ⊗ θ′
− h̵2q2
m
Fae,cr η
rpFpdθ
′ ⊗ dxa + ih̵2q2
2m2
ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)ηrpFpdθ′ ⊗ θ′= −ih̵q Fae,c (σ(dxa ⊗ dpd) − dpd ⊗ dxa)− ih̵q Fad,c (σ(dpe ⊗ dxa) − dxa ⊗ dpe)
+ h̵2q2
m
Fad,cr η
rpFpedx
a ⊗ θ′ − ih̵2q2
2m2
ηab(h̵Fbd,acr + 2iqFad,rFbc + 2iqFadFbc,r)ηrpFpeθ′ ⊗ θ′
− h̵2q2
m
Fae,cr η
rpFpdθ
′ ⊗ dxa + ih̵2q2
2m2
ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)ηrpFpdθ′ ⊗ θ′
so using (5.2)
σ([dpe ⊗ dpd, pc]) − [dpd ⊗ dpe, pc]
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= −ih̵q Fae,c ( ih̵q
m
ηpaFsd,pdx
s ⊗ θ′ + (− ih̵q2
m2
ηbp ηraFpdFrb + h̵2q
2m2
ηar ηpbFbd,pr)θ′ ⊗ θ′)
− ih̵q Fad,c ( ih̵q
m
ηapθ′ ⊗ ( − Fre,p dxr − q
m
Frp η
rbFbeθ
′ + ih̵
2m
ηrbFre,pbθ
′))
+ h̵2q2
m
Fad,cr η
rpFpedx
a ⊗ θ′ − ih̵2q2
2m2
ηab(h̵Fbd,acr + 2iqFad,rFbc + 2iqFadFbc,r)ηrpFpeθ′ ⊗ θ′
− h̵2q2
m
Fae,cr η
rpFpdθ
′ ⊗ dxa + ih̵2q2
2m2
ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)ηrpFpdθ′ ⊗ θ′
= − h̵2q2
m
Fae,c ( − ηpaFsd,pdxs ⊗ θ′ − (− q
m
ηbp ηraFpdFrb − ih̵
2m
ηar ηpbFbd,pr)θ′ ⊗ θ′)
+ h̵2q2
m
Fad,c η
apθ′ ⊗ ( − Fre,p dxr − q
m
Frp η
rbFbeθ
′ + ih̵
2m
ηrbFre,pbθ
′)
+ h̵2q2
m
Fad,cr η
rpFpedx
a ⊗ θ′ − ih̵2q2
2m2
ηab(h̵Fbd,acr + 2iqFad,rFbc + 2iqFadFbc,r)ηrpFpeθ′ ⊗ θ′
− h̵2q2
m
Fae,cr η
rpFpdθ
′ ⊗ dxa + ih̵2q2
2m2
ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)ηrpFpdθ′ ⊗ θ′
and here the dx containing terms are
h̵2q2
m
ηrp( − (Frd,c Fae,p + Fae,cr Fpd)θ′ ⊗ dxa + (Fre,c Fad,p + Fad,cr Fpe)dxa ⊗ θ′)
= h̵2q2
m
ηrp( − (Frd,c Fae,p + Fae,cp Frd)θ′ ⊗ dxa + (Fre,c Fad,p + Fad,cp Fre)dxa ⊗ θ′)
= h̵2q2
m
ηrp( − (Frd Fae,p),cθ′ ⊗ dxa + (Fre Fad,p),cdxa ⊗ θ′)
Next,
[ ih̵q2
m
ηrp(Frd Fae,pθ′ ⊗ dxa − Fre Fad,pdxa ⊗ θ′), pc]
= h̵2q2
m
ηrp( − (Frd Fae,p),cθ′ ⊗ dxa + (Fre Fad,p),cdxa ⊗ θ′)
− h̵2q3
m2
ηrp ηab(Frd Fae,pFbc − Fre Fad,pFbc)θ′ ⊗ θ′
so that
σ([dpe ⊗ dpd, pc]) − [dpd ⊗ dpe, pc] − [ ih̵q2
m
ηrp(Frd Fae,pθ′ ⊗ dxa − Fre Fad,pdxa ⊗ θ′), pc]
= h̵2q2
m
Fae,c (− q
m
ηbp ηraFpdFrb − ih̵
2m
ηar ηpbFbd,pr)θ′ ⊗ θ′
+ h̵2q2
m
Fad,c η
ap( − q
m
Frp η
rbFbe + ih̵
2m
ηrbFre,pb)θ′ ⊗ θ′
− ih̵2q2
2m2
ηab(h̵Fbd,acr + 2iqFad,rFbc + 2iqFadFbc,r)ηrpFpeθ′ ⊗ θ′
+ ih̵2q2
2m2
ηab(h̵Fbe,acr + 2iqFae,rFbc + 2iqFaeFbc,r)ηrpFpdθ′ ⊗ θ′
+ h̵2q3
m2
ηrp ηab(Fpd Fae,rFbc − Fpe Fad,rFbc)θ′ ⊗ θ′
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= h̵2q2
2m2
Fae,c η
bp ηra(−2q FpdFrb − ih̵Fbd,pr)θ′ ⊗ θ′
+ h̵2q2
2m2
Fad,c η
rbηap( − 2q Frp Fbe + ih̵Fre,pb)θ′ ⊗ θ′
− h̵2q2
2m2
ηab(ih̵Fbd,acr − 2qFadFbc,r)ηrpFpeθ′ ⊗ θ′
+ h̵2q2
2m2
ηab(ih̵Fbe,acr − 2qFaeFbc,r)ηrpFpdθ′ ⊗ θ′
= − h̵2q3
m2
ηrp ηba( − Fae,cFpdFrb + Fad,cFrb Fpe − FadFbc,rFpe + FaeFbc,rFpd)θ′ ⊗ θ′
+ ih̵3q2
2m2
( − Fae,c ηbp ηra Fbd,pr + Fad,c ηrbηapFre,pb − ηabFbd,acrηrpFpe + ηabFbe,acrηrpFpd)θ′ ⊗ θ′
= − h̵2q3
m2
ηrp ηba( − Fpe,cFadFbr + Fad,cFrb Fpe − FadFbc,rFpe + FpeFrc,bFad)θ′ ⊗ θ′
+ ih̵3q2
2m2
ηrp ηab ( − Fbe,c Fpd,ar + Fpd,c Fbe,ar − Fpd,acrFbe + Fbe,acrFpd)θ′ ⊗ θ′
= − h̵3q3
m2
ηrp ηba(Fpe,cFadFrb + Fad,cFrb Fpe + FadFrb,cFpe)θ′ ⊗ θ′
+ ih̵3q2
2m2
ηrp ηab ( − Fbe,c Fpd,ar + Fpd,c Fbe,ar − Fpd,acrFbe + Fbe,acrFpd)θ′ ⊗ θ′
= − h̵2q3
m2
ηrp ηba(FpeFadFrb),cθ′ ⊗ θ′ + ih̵3q2
2m2
ηrp ηab (Fpd Fbe,ar − Fpd,arFbe),cθ′ ⊗ θ′
= [ ih̵q3
m2
ηrp ηbaFpeFadFrbθ
′ ⊗ θ′ + h̵2q2
2m2
ηrp ηab(Fpd Fbe,ar − Fpd,arFbe)θ′ ⊗ θ′, pc]
and this gives a value for σ(dpe⊗dpd) which would imply the bimodule map condi-
tion. Subtracting the value from the last long calculation from the value calculated
from ∇ we get the condition
0 = − h̵2q2
2m2
ηra ηeb(2Fer Fac,db + Fbr,e Fac,d)θ′ ⊗ θ′
+ h̵2q
2m
ηnmFac,dnmdx
a ⊗ θ′ + h̵q
2m
ηab(h̵Fbc,ade + 2iqFacFbd,e − 2iqFebFac,d − 2iqFac Fed,b)θ′ ⊗ dxe
− ih̵2q
4m2
ηnmηab(h̵Fbc,adnm + 2iqFac,nmFbd + 4iqFac,nFbd,m + 2iqFacFbd,nm)θ′ ⊗ θ′
− h̵2q2
m2
ηeb ηarFac,eFbd,rθ
′ ⊗ θ′ + [ξc, pd]⊗ θ′ + θ′ ⊗ [ηc, pd] + [Nc, pd]θ′ ⊗ θ′
− ih̵q3
m2
ηrp ηbaFpdFacFrbθ
′ ⊗ θ′ − h̵2q2
2m2
ηrp ηab(Fpc Fbd,ar − Fpc,arFbd)θ′ ⊗ θ′
and substituting the values for ξc, ηc and Nc from the statement satisfies this.
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