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1. Introduction
The problem of characterizing linear operators on matrix algebras that leave invariant
certain functions, subsets or relations has attracted the attention of many mathematicians
(see survey papers [20–22,27] for details). For instance, linear operators preserving zero-
product of matrices are studied in [15,16,29,31]; linear operators preserving idempotent
matrices are studied in [1,11,13,14]; linear operators preserving matrices annihilated by a
fixed polynomial are studied in [12,13,18]; linear operators preserving nilpotent matrices
are studied in [9]; and linear operators preserving square-zero matrices are studied in [29].
Most linear preserver problems were investigated in the case of matrix algebras over
fields. In contrast, not too much is known about matrix algebras over commutative rings.
To the best of our knowledge, beside the papers by McDonald [25] and Waterhouse [30],
only Brešar and Šemrl [11] used elementary calculations to describe linear maps preserv-
ing idempotent matrices over commutative rings. The reason why people seldom study
matrix algebras over commutative rings is probably that one might encounter some dif-
ficulties that are not easy to overcome. For example, unlike matrix algebras over fields,
the automorphisms on matrix algebras over commutative rings can fail to be inner (see
[19,28]).
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with the papers by McDonald [25] and Waterhouse [30]. Since the paper [24] by Marcus
and Moyls was published in 1959, it was known that many of the questions regarding
linear preservers can be reduced to the problem of determining the set of linear maps
which carry the matrices of rank one into themselves (see survey [23]). But to describe
linear maps which preserve rank one matrices over commutative rings was really a very
hard job! In the paper by McDonald [25] this problem was solved by using module theory
and localization techniques from commutative algebras, and in the paper by Waterhouse
[30] the group scheme approach was applied. For more details about linear algebra over
commutative rings the reader is referred to the book by McDonald [26].
The central place of this paper occupies the description of maps preserving square-zero
matrices over unital commutative rings. For matrices over complex numbers an analogous
result was obtained by Šemrl [29] by means of linear algebra. Like in papers [25,30], in
order to get a similar result for matrix algebras over commutative rings we need a new
tool—the theory of functional identities. We shall provide in Section 3 the essential infor-
mation on functional identities which is needed in this paper. Interested readers are referred
to the surveys [8,10] for details. Using functional identities, we shall prove a key result
(Theorem 3.3) which describes an additive map preserving “equal Jordan products” on a
Lie ideal. As an application, we shall prove in Section 4 the main theorem (Theorem 4.1)
that a surjective linear map preserving square-zero elements in a Lie ideal of a matrix ring
must be a scalar multiple of the sum of a homomorphism and an antihomomorphism.
Note that a map φ preserving “equal Jordan products” certainly preserves “zero Jordan
products,” that is, φ(x) ◦ φ(y) = 0 whenever x ◦ y = 0 and such a map preserves square-
zero elements (provided the range of φ is 2-torsion free). In a forthcoming paper [17], we
show that a surjective additive map preserving zero Jordan product of matrices over any
unital ring must be a scalar multiple of a Jordan homomorphism.
2. Algebras generated by matrix units
Let F be a unital commutative ring and A an F -algebra which is generated by the
matrix units {eij | 1 i  n, 1 j  n}. We set aij = aeij for any a ∈ F , and put
M = {aij | a ∈ F, i = j} ∪ {aii − ajj | a ∈ F, i = j}.
As usual, we denote by [x, y] = xy − yx and x ◦ y = xy + yx for any x, y ∈ A. Let
L= [A,A] be the additive subgroup of A generated by elements of the form [x, y] with
x, y ∈A. It is clear that L is generated additively by M .
LetA′ be an F -algebra and θ :L→A′ an additive map with the property that θ(x)2 = 0
whenever x2 = 0 for x ∈ L. Our goal is to show that if x, y,u, v ∈ L are such that x ◦ y =
u ◦ v, then θ(x) ◦ θ(y) = θ(u) ◦ θ(v). First of all, we shall examine the elements x ◦ y
and θ(x) ◦ θ(y) for x, y ∈ M . Note that, for x, y ∈ M , the element x ◦ y is of one of the
following forms:
0, cij , cii , cii + cjj ,
where i = j . More precisely, it is easy to see the following facts via direct calculations.
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1. The following four cases for x ◦ y vanish identically:
(1a) if i = j , k = l, i = l and j = k, then aij ◦ bkl = 0;
(1b) if i = j , k = l and i, j /∈ {k, l}, then aij ◦ (bkk − bll) = 0;
(1c) if i = j , k = l and i, j /∈ {k, l}, then (aii − ajj ) ◦ (bkk − bll) = 0;
(1d) if i = j , then aij ◦ (bii − bjj ) = 0.
2. The following two cases for x ◦ y are of the form cij with i = j :
(2a) if i = j and k /∈ {i, j}, then aik ◦ bkj = cij where c = ab;
(2b) if i = j and k /∈ {i, j}, then aij ◦ (bii − bkk) = aij ◦ (bjj − bkk) = cij where
c = ab.
3. The following one case for x ◦ y is of the form cii :
(3a) if i = j and k /∈ {i, j}, then (aii − ajj ) ◦ (bii − bkk) = cii where c = 2ab.
4. The following two cases for x ◦ y are of the form cii + cjj :
(4a) if i = j , then (aii − ajj ) ◦ (bii − bjj ) = cii + cjj where c = 2ab;
(4b) if i = j , then aij ◦ bji = cii + cjj where c = ab.
To simplify the notation, we shall make the following conventions. For i = j , we put
Eij = θ(eij ) and Aij = θ(aij ) for a ∈ F , Bij = θ(bij ) for b ∈ F and so on. Also, we
put Eii − Ejj = θ(eii − ejj ), Aii − Ajj = θ(aii − ajj ), Bii − Bjj = θ(bii − bjj ) and so
on. Moreover, we shall also use, for example, [A + B]ij = θ(cij ) when c = a + b and
[AB]ij for θ(dij ) when d = ab. These notation will be used particularly in linearizing an
equation because we have that [A + B]ij = Aij + Bij , [mA]ij = mAij for any integer m,
and [(−A)B]ij = [A(−B)]ij = −[AB]ij .
The following lemma shows that the elements of the set
θ(M) = {Aij | a ∈ F, i = j} ∪ {Aii − Ajj | a ∈ F, i = j}
satisfy some properties similar to those listed in Remark 2.1.
Lemma 2.2. Let F be a commutative ring with 16 . For i, j, k, l,p, q ∈ {1, . . . , n} with i = j ,
k = l, p = q and a, b, c ∈ F with c = ab, we have:
(a) if i = l and j = k, then Aij ◦ Bkl = 0;
(b) if i, j /∈ {k, l}, then Aij ◦ (Bkk − Bll) = 0;
(c) if i, j /∈ {k, l}, then (Aii − Ajj ) ◦ (Bkk − Bll) = 0;
(d) Aij ◦ (Bii − Bjj ) = 0;
(e) (Aii − Ajj ) ◦ (Bii − Bjj ) = (Cii − Cjj ) ◦ (Eii − Ejj );
(f) 2Aij ◦ Bji = (Cii − Cjj ) ◦ (Eii − Ejj );
(g) if i, j /∈ {k,p}, then Aik ◦ Bkj = Cij ◦ (Eii − Epp) = Cij ◦ (Ejj − Epp);
(h) if i, j /∈ {k,p}, then Aij ◦ (Bii − Bkk) = Aij ◦ (Bjj − Bkk) = Cij ◦ (Eii − Epp) =
Cij ◦ (Ejj − Epp);
(i) if i /∈ {k, l,p, q}, then (Aii − Akk) ◦ (Bii − Bll) = (Cii − Cpp) ◦ (Eii − Eqq).
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θ(y)2 = 0 and (θ(x) + θ(y))2 = 0. Expanding the last equation, we get θ(x) ◦ θ(y) = 0.
In particular, when x = aij , y = bkl with i = l and j = k, we have θ(aij ) ◦ θ(bkl) = 0,
that is, Aij ◦ Bkl = 0. This proves (a).
Assume that i, j /∈ {k, l}. Then it follows from a2ij = 0,
(bkk + bkl − blk − bll)2 = 0 and aij ◦ (bkk + bkl − blk − bll) = 0
that
Aij ◦ (Bkk + Bkl − Blk − Bll) = 0.
Since Aij ◦ Bkl = Aij ◦ Blk = 0 by (a), we get Aij ◦ (Bkk − Bll) = 0 which is (b).
Again, assume that i, j /∈ {k, l}. Then it follows from
(aii + aij − aji − ajj )2 = 0, (bkk + bkl − blk − bll)2 = 0 and
(aii + aij − aji − ajj ) ◦ (bkk + bkl − blk − bll) = 0
that
(Aii + Aij − Aji − Ajj ) ◦ (Bkk + Bkl − Blk − Bll) = 0.
Expanding the last equation and applying (a) and (b), we have (Aii −Ajj )◦(Bkk −Bll) = 0
which is (c).
Now, for any x, y ∈ F and m ∈ {1,2,3}, we have
([xy]ii + mxij − m−1[xy2]ji − [xy]jj )2 = 0
and so ([XY ]ii + mXij − m−1[XY 2]ji − [XY ]jj )2 = 0. (2.1)
Expanding the last equation and using X2ij = [XY 2]2ji = 0, we have U +mV +m−1W = 0
for m = 1,2,3, where
U = ([XY ]ii − [XY ]jj )2 − Xij ◦ [XY 2]ji , V = ([XY ]ii − [XY ]jj ) ◦ Xij , and
W = ([XY ]jj − [XY ]ii) ◦ [XY 2]ji .
Then a van der Monde argument concludes that U = 0 and V = 0. That is,
( ) [ ][XY ]ii − [XY ]jj 2 − Xij ◦ XY 2 ji = 0 (2.2)
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Thus, setting x = 1 and y = ab in (2.3), we get
(Cii − Cjj ) ◦ Eij = 0. (2.4)
On the other hand, linearizing (2.3) by replacing x with x + z, we obtain([XY ]ii − [XY ]jj ) ◦ Zij + ([ZY ]ii − [ZY ]jj ) ◦ Xij = 0. (2.5)
Setting z = 1, x = a and y = b in (2.5) and using (2.4), we have Aij ◦ (Bii − Bjj ) = 0
which is (d).
Linearizing (2.2) by replacing y with y + v, we obtain([XY ]ii − [XY ]jj ) ◦ ([XV ]ii − [XV ]jj )− 2Xij ◦ [XYV ]ji = 0. (2.6)
Setting x = 1, y = a and v = b in (2.6), we get
(Aii − Ajj ) ◦ (Bii − Bjj ) − 2Eij ◦ Cji = 0; (2.7)
and setting x = 1, y = 1 and v = ab in (2.6), we get
(Eii − Ejj ) ◦ (Cii − Cjj ) − 2Eij ◦ Cji = 0. (2.8)
Thus (e) is proved by (2.7) and (2.8).
Linearizing (2.6) by replacing x with x + u, we have([XY ]ii − [XY ]jj ) ◦ ([UV ]ii − [UV ]jj )+ ([UY ]ii − [UY ]jj ) ◦ ([XV ]ii − [XV ]jj )
− 2Xij ◦ [UYV ]ji − 2Uij ◦ [XYV ]ji = 0. (2.9)
Setting u = v = 1, x = a and y = b in (2.9) and using (2.7), we have
2Aij ◦ Bji = (Eii − Ejj ) ◦ (Cii − Cjj ).
This is (f).
Assume now that k /∈ {i, j}. Then for any x, y, z ∈ F , we have([xy]ii + xik − [xy2]ki − [xy]kk)2 = 0, (zij − [yz]kj )2 = 0 and([xy]ii + xik − [xy2]ki − [xy]kk) ◦ (zij − [yz]kj )= 0,
and so ( [ ] ) ( )[XY ]ii + Xik − XY 2 ki − [XY ]kk ◦ Zij − [YZ]kj = 0. (2.10)
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Subtracting (2.11) from (2.10) and noting that [XY 2]ki ◦ [YZ]kj = 0 by (a), we arrive at([XY ]ii − [XY ]kk) ◦ Zij = Xik ◦ [YZ]kj . (2.12)
Setting x = a, y = 1 and z = b in (2.12), we have
(Aii − Akk) ◦ Bij = Aik ◦ Bkj ; (2.13)
setting x = 1, y = a and z = b in (2.12), we have
(Aii − Akk) ◦ Bij = Eik ◦ Ckj ; (2.14)
and setting x = y = 1 and z = ab in (2.12), we have
(Eii − Ekk) ◦ Cij = Eik ◦ Ckj . (2.15)
Therefore, Eqs. (2.13)–(2.15) yield
Aik ◦ Bkj = Cij ◦ (Eii − Ekk). (2.16)
Assume that p /∈ {i, j}. As we have seen in (b), Cij ◦ (Ekk − Epp) = 0, so
Aik ◦ Bkj = Cij ◦ (Eii − Epp)
for all p /∈ {i, j}. Since Cij ◦ (Ejj − Eii) = 0 by (d), we obtain
Aik ◦ Bkj = Cij ◦ (Ejj − Epp).
This proves (g).
Exchanging the elements a and b in (2.14), we have
Aij ◦ (Bii − Bkk) = Eik ◦ Ckj . (2.17)
Since Aij ◦ (Bjj − Bii) = 0 by (d), we have
Aij ◦ (Bjj − Bkk) = Eik ◦ Ckj . (2.18)
Also, for p /∈ {i, j} we have from (g)Eik ◦ Ckj = Cij ◦ (Eii − Epp) = Cij ◦ (Ejj − Epp). (2.19)
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Aij ◦ (Bii − Bkk) = Aij ◦ (Bjj − Bkk) = Cij ◦ (Eii − Epp) = Cij ◦ (Ejj − Epp).
This proves (h).
Now we use (a)–(h) to derive (i). So assume that i /∈ {k, l}. First of all, it follows from
(aii + aik + ail − aki − akk − akl)2 = 0, (bii + bik + bil − bli − blk − bll)2 = 0,
and
(aii + aik + ail − aki − akk − akl) ◦ (bii + bik + bil − bli − blk − bll) = 0
that
(Aii + Aik + Ail − Aki − Akk − Akl) ◦ (Bii + Bik + Bil − Bli − Blk − Bll) = 0. (2.20)
Let us set
U = Aii + Aik − Aki − Akk, V = Bii + Bil − Bli − Bll,
W = Ail − Akl, Z = Bik − Blk.
Then we can write (2.20) as
U ◦ V + U ◦ Z + W ◦ V + W ◦ Z = 0.
Applying (h), (a), (g), and (d), we get
U ◦ V = (Aii − Akk) ◦ (Bii − Bll) + (Aii − Akk) ◦ Bil − (Aii − Akk) ◦ Bli
+ Aik ◦ (Bii − Bll) + Aik ◦ Bil − Aik ◦ Bli
− Aki ◦ (Bii − Bll) − Aki ◦ Bil + Aki ◦ Bli
= (Aii − Akk) ◦ (Bii − Bll) + Cil ◦ (Eii − Ekk) − Cli ◦ (Eii − Ekk)
+ Cik ◦ (Eii − Ell) + 0 − Clk ◦ (Ekk − Eii)
− Cki ◦ (Eii − Ell) − Ckl ◦ (Ell − Eii) + 0,
U ◦ Z = (Aii − Akk) ◦ Bik − (Aii − Akk) ◦ Blk + Aik ◦ Bik − Aik ◦ Blk
− Aki ◦ Bik + Aki ◦ Blk
= 0 − Clk ◦ (Eii − Ekk) + 0 − 0 − Aki ◦ Bik + Cli ◦ (Eii − Ekk),
W ◦ V = Ail ◦ (Bii − Bll) + Ail ◦ Bil − Ail ◦ Bli − Akl ◦ (Bii − Bll)
− Akl ◦ Bil + Akl ◦ Bli
= 0 + 0 − Ail ◦ Bli − Ckl ◦ (Eii − Ell) − 0 + Cki ◦ (Eii − Ell),
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= 0 − Cik ◦ (Eii − Ell) − Cil ◦ (Eii − Ekk) + Akl ◦ Blk.
Putting these together, we obtain
(Aii − Akk) ◦ (Bii − Bll) = Aki ◦ Bik − Ail ◦ Bli + Akl ◦ Blk.
Thus, from (e), we have
(Aii − Akk) ◦ (Bii − Bll) = 12 (Cii − Ckk) ◦ (Eii − Ekk) +
1
2
(Cii − Cll) ◦ (Eii − Ell)
− 1
2
(Ckk − Cll) ◦ (Ekk − Ell). (2.21)
Replacing a by ab and b by 1 in (2.21), we obtain
(Aii − Akk) ◦ (Bii − Bll) = (Cii − Ckk) ◦ (Eii − Ell).
On the other hand, if i, l and p are all distinct, we can apply (c) to get
(Cii − Ckk) ◦ (Eii − Ell) = (Cii − Cpp + Cpp − Ckk) ◦ (Eii − Ell)
= (Cii − Cpp) ◦ (Eii − Ell).
And, if i, k and q are all distinct, we have
(Cii − Ckk) ◦ (Eii − Ell) = (Cii − Ckk) ◦ (Eii − Eqq + Eqq − Ell)
= (Cii − Ckk) ◦ (Eii − Eqq).
Thus we can conclude that
(Cii − Ckk) ◦ (Eii − Ell) = (Cii − Cpp) ◦ (Eii − Eqq),
if i /∈ {k, l,p, q}. Therefore,
(Aii − Akk) ◦ (Bii − Bll) = (Cii − Cpp) ◦ (Eii − Eqq),
which is (i). Thus the proof of the lemma is now complete. 
Theorem 2.3. Let F be a commutative ring with 16 , and A an F -algebra generated by the
matrix units {eij | 1  i  n, 1  j  n} where n  4. Let L = [A,A], A′ an F -algebra
and θ :L→ A′ an additive map such that θ(w)2 = 0 for all w ∈ L with w2 = 0. Then,
for xi, yi ∈ L with ∑mi=1 xi ◦ yi = 0, we have ∑mi=1 θ(xi) ◦ θ(yi) = 0. In particular, for
x, y,u, v ∈ L with x ◦ y = u ◦ v, we have θ(x) ◦ θ(y) = θ(u) ◦ θ(v).
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i = j}, θ(L) is additively generated by θ(M) = {Aij | a ∈ F, i = j} ∪ {Aii − Ajj |
a ∈ F, i = j}. Thus x1 ◦ y1 + · · · + xm ◦ ym is a sum of elements x ◦ y with x, y ∈ M
and θ(x1) ◦ θ(y1) + · · · + θ(xm) ◦ θ(ym) is a sum of corresponding elements of the form
θ(x) ◦ θ(y) with x, y ∈ M . Moreover, since
(aii − ajj ) ◦ (bii − bjj ) = (aii − ajj ) ◦ (bii − bkk) + (ajj − aii) ◦ (bjj − bkk)
for k /∈ {i, j} and
aij ◦ bji = 12 (aii − ajj ) ◦ (bii − bjj )
by (4a) and (4b) of Remark 2.1, we can express both (aii − ajj ) ◦ (bii − bjj ) and aij ◦ bji
in terms of (aii − ajj ) ◦ (bii − bkk) for k /∈ {i, j}. Thus we may assume further that x1 ◦
y1 + · · · + xm ◦ ym is a sum of elements x ◦ y of the forms (1a)–(3a) in Remark 2.1, and
hence the result of x ◦ y is 0, cii or cij , where i = j .
For the terms x ◦ y with x ◦ y = 0, that is, terms of the forms (1a)–(1d) or of the forms
(2a)–(4b) with ab = 0, the corresponding terms θ(x) ◦ θ(y) also vanish by Lemma 2.2.
Since x1 ◦ y1 + · · · + xm ◦ ym = 0, for any i, j with i = j , the sum of terms with results
of the form cij is 0. This sum is resulted from terms of the form aik ◦ bkj , aij ◦ (bii − bkk)
or aij ◦ (bjj − bkk) with k /∈ {i, j} and c = ab. Choose an integer p /∈ {i, j}, then the
corresponding terms Aik ◦ Bkj , Aij ◦ (Bii − Bkk) or Aij ◦ (Bjj − Bkk) can be written as
Cij ◦ (Eii − Epp) with c = ab by (g) and (h) of Lemma 2.2 and hence the sum of them
is 0.
Finally, for any i ∈ {1, . . . , n}, the sum of terms with results of the form cii is 0. This
sum is resulted from terms of the form (aii − ajj ) ◦ (bii − bkk) with i, j, k all distinct and
c = 2ab. Choose two integers p,q such that i,p, q are all distinct, then the corresponding
terms (Aii − Ajj ) ◦ (Bii − Bkk) can be written as (Cii − Cpp) ◦ (Eii − Eqq) with c = ab
by (i) of Lemma 2.2 and hence the sum of them is 0. Therefore we have θ(x1) ◦ θ(y1) +
· · · + θ(xm) ◦ θ(ym) = 0. In particular, if x, y,u, v ∈ L are such that x ◦ y = u ◦ v, then
x ◦ y + (−u) ◦ v = 0, and so we get θ(x) ◦ θ(y) − θ(u) ◦ θ(v) = 0. 
Note that in case the map θ in Theorem 2.3 is not only additive but also F -linear, we
need only (a)–(i) of Lemma 2.2 for the special cases when a = b = 1. As a matter of fact,
from the proof of Lemma 2.2 we see that it suffices to assume that θ(w)2 = 0 for all w ∈ L
of some particular forms as remarked below.
Remark 2.4. Let F be a commutative ring with 16 , and A an F -algebra generated by the
matrix units {eij | 1  i  n, 1  j  n} where n  4. Let L = [A,A], and w ∈ L be of
one of the following forms:
(1) eij where i = j ;
(2) eij + ekl where i = j , k = l, i = l and j = k;
(3) eii + eij − eji − ejj where i = j ;
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(5) eii + eij − eji − ejj + ekk + ekl − elk − ell where i, j, k, l are all distinct;
(6) eii + 2eij − 12eji − ejj where i = j ;
(7) eii + 3eij − 13eji − ejj where i = j ;(8) eii + eij + eik − eji − ejj − ejk where i, j, k are all distinct;
(9) 2eii + 2eij + 2eik − eji − ejj − ejk − eki − ekj − ekk where i, j, k are all distinct.
Then, for any such w, there exists an idempotent e such that w ∈ eA(1 − e). Moreover,
suppose that A′ is an F -algebra and θ :L→ A′ is an F -linear map such that θ(w)2 = 0
for all w ∈ L of one of the forms (1)–(9). Then, for x1, y1, . . . , xm, ym ∈ L with x1 ◦ y1 +
· · · + xm ◦ ym = 0, we have θ(x1) ◦ θ(y1) + · · · + θ(xm) ◦ θ(ym) = 0. In particular, for
x, y,u, v ∈ L with x ◦ y = u ◦ v, we have θ(x) ◦ θ(y) = θ(u) ◦ θ(v).
Proof. First we show that for any w of the forms (1)–(9) there exists a suitable idem-
potent e such that w ∈ eA(1 − e). In (1) set e = eii . In (2) set e = eii + ekk . In (3) set
e = 12 (eii − eij − eji + ejj ). In (4) set e = eii + 12 (ekk − ekl − elk + ell). In (5) set e =
1
2 (eii − eij − eji + ejj + ekk − ekl − elk + ell). In (6) set e = 12 (eii − 2eij − 12eji + ejj ).
In (7) set e = 13 (eii − 3eij − 13eji + ejj ). In (8) set e = 12 (eii − 2eij − 12eji + ejj ). Finally
in (9) set e = 13 (2eii + 2ejj + 2ekk − eij − eik − eji − ejk − eki − ekj ).
Let E = {eij | i = j} ∪ {eii − ejj | i = j}. Since L is an F -module generated by E , θ(L)
is an F -module generated by θ(E) = {Eij | i = j} ∪ {Eii − Ejj | i = j}. Hence, to prove
the last statements, we need only to consider all possible situations of x ◦y and θ(x)◦ θ(y)
with x, y ∈ E . Examining the proof of Lemma 2.2 we see that all possible situations came
from w of the forms (1)–(9). Therefore the arguments proving Lemma 2.2 work as well
and complete the proof of this remark. 
3. Functional identities
The proofs of the results in the sequel rely heavily on a newly developed theory on
rings, namely that of functional identities. For introduction to some concepts as well as
basic results on functional identities, readers are encouraged to consult the survey papers
[8,10].
A functional identity on a ring R is, roughly speaking, an identity holding for all el-
ements in R (or more generally, all elements from some subset of R) which involves
some arbitrary set-theoretic functions on R. For instance, in a ring R with center C, let
f1, f2, g1, g2 :R → R be maps; then the following is an example of functional identity:
f1(x)y + f2(y)x + xg1(y) + yg2(x) = 0 for all x, y ∈ R. (3.22)
As to the solution to (3.22), one natural possibility is that f1, f2, g1, g2 are of the forms
f1(x) = xp + µ(x), f2(y) = yq + ν(y),
g1(y) = −py − ν(y), g2(x) = −qx − µ(x). (3.23)
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solution to the following more general functional identity:
f1(x)y + f2(y)x + xg1(y) + yg2(x) ∈ C for all x, y ∈ R. (3.24)
Both the functional identities (3.22) and (3.24) are said to be of degree 2 because two
indeterminates x and y are involved. Before introducing functional identities of higher
degree, we need to introduce some notation.
Let Q be a ring with center C containing 1, and R a nonempty subset of Q. For a posi-
tive integer m, we denote by Rm the mth Cartesian power of R. For x1, x2, . . . , xm ∈ R, we
denote by xm the ordered m-tuple (x1, . . . , xm), by x iˆm the ordered (m− 1)-tuple obtained
by dropping the ith component of xm, and by x îjm or x ĵ im for i = j the ordered (m−2)-tuple
obtained by dropping both the ith and the j th components of xm. That is,
xiˆm = (x1, . . . , xi−1, xi+1, . . . , xm) and
x
îj
m = (x1, . . . , xi−1, xi+1, . . . , xj−1, xj+1, . . . , xm).
Let I, J ⊆ {1,2, . . . ,m} where m 2, and for each i ∈ I , j ∈ J , let Ei,Fj :Rm−1 → Q
be arbitrary maps. The basic functional identities of degree m are∑
i∈I
Ei
(
x iˆm
)
xi +
∑
j∈J
xjFj
(
x
jˆ
m
)= 0 for all xm ∈ Rm, (3.25)
and a slightly more general one,∑
i∈I
Ei
(
x iˆm
)
xi +
∑
j∈J
xjFj
(
x
jˆ
m
) ∈ C for all xm ∈ Rm. (3.26)
It is understood that if the index set I or J is empty, then the corresponding sum is 0.
Suppose that there exist maps pij :Rm−2 → Q, i ∈ I , j ∈ J , i = j , and λk :Rm−1 → C,
k ∈ I ∪ J , with λk = 0 for k /∈ I ∩ J , such that
Ei
(
x iˆm
)= ∑
j∈J,
j =i
xjpij
(
x
îj
m
)+ λi(x iˆm) and
Fj
(
x
jˆ
m
)= −∑
i∈I,
i =j
pij
(
x
îj
m
)
xi − λj
(
x
jˆ
m
) (3.27)
for all xm ∈ Rm, i ∈ I , and j ∈ J . We make the convention that pij is just an element in Q
in case m = 2. One can readily check that (3.27) implies (3.25) and it does not depend
on R. We shall refer to (3.27) as a standard solution of (3.25) and (3.26). Note that the∑
functional identity i∈I Ei(x iˆm)xi = 0 has only one standard solution, namely Ei = 0 for
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This is the reason why the following fundamental concept is introduced in [4].
For a positive integer d , a nonempty subset R ⊆ Q is said to be d-free, if for any positive
integer m and I, J ⊆ {1,2, . . . ,m}, both of the following two conditions are satisfied:
(a) If max{|I |, |J |} d , then the functional identity (3.25) has the only solution (3.27).
(b) If max{|I |, |J |}|  d − 1, then the functional identity (3.26) has the only solu-
tion (3.27).
It is obvious that a d-free set is d ′-free for any positive integer d ′  d . Moreover, if R
is a d-free subset of Q, so is any subset S of Q containing R [4, Theorem 2.8].
Roughly speaking, d-free subsets are those subsets R of Q such that any functional
identity on R in “not too many” variables has only the standard solutions. Then, which sets
are d-free after all? Algebras over fields, in particular the maximal right (or left) rings of
quotients of prime rings, abound in d-free subsets.
For an element x in an algebra Q over a field C, we denote by degC(x) the degree of x
over C if x is algebraic over C, or ∞ if x is not algebraic over C. And for a nonempty
subset R ⊆ Q, we set
degC(R) = sup
{
deg(x) | x ∈ R}.
In case A is a prime ring with maximal right quotient ring Q and extended centroid C (see
the book [7] for definitions and basic properties), A is a d-free subset of Q if degC(A) d
[2, Theorem 1.2], a noncentral Lie ideal L of A is d-free if degC(A)  d + 1 [2, The-
orem 1.2], and the set S of symmetric elements of A and the set K of skew-symmetric
elements of A are both d-free if A is equipped with an involution and degC(A) 2d + 2
[4, Theorem 2.4].
For applications we need more involved functional identities than (3.25) and (3.26). Let
S be a set and let α :S → Q, Ei,Fj :Sm−1 → Q, i ∈ I , j ∈ J , be maps of sets. We are
interested in the following two identities:∑
i∈I
Ei
(
x iˆm
)
α(xi) +
∑
j∈J
α(xj )Fj
(
x
jˆ
m
)= 0 for all xm ∈ Sm, (3.28)
and ∑
i∈I
Ei
(
x iˆm
)
α(xi) +
∑
j∈J
α(xj )Fj
(
x
jˆ
m
) ∈ C for all xm ∈ Sm. (3.29)
It is easy to see that in case S = R ⊆ Q and α is the identity map, the functional identi-
ties (3.28) and (3.29) are exactly identities (3.25) and (3.26). The standard solutions of the
functional identities (3.28) and (3.29) are of the forms
Ei
(
x iˆm
)= ∑ α(xj )pij (x îjm)+ λi(x iˆm) andj∈J,
j =i
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(
x
jˆ
m
)= −∑
i∈I,
i =j
pij
(
x
îj
m
)
α(xi) − λj
(
x
jˆ
m
) (3.30)
for all xm ∈ Sm, where pij :Sm−2 → Q, i ∈ I , j ∈ J , i = j , λk :Sm−1 → C, k ∈ I ∪ J ,
with λk = 0 for k /∈ I ∩J . In light of [4, Theorem 2.6], if α(S) is a d-free subset of Q, then
the functional identities (3.28) and (3.29) have only the standard solutions (3.30).
Another important concept in the theory of functional identities is that of Beidar poly-
nomials, in honor of late K.I. Beidar who made an extremely important contribution to this
theory. Here we give this concept in a loose manner and refer the reader to [5] for details.
Let S be a set, Q a ring with center C and α :S → Q be a map of sets. We say that a
map E :S → Q is a Beidar polynomial of degree 1 in α if there exist an element λ ∈ C and
a map µ :S → C such that
E(x) = λα(x) + µ(x) for all x ∈ S,
where λ and µ are called the coefficients of E. In case when µ = 0, E is said to be without
constant coefficient.
Next, a map E :S2 → Q is said to be a Beidar polynomial of degree 2 in α if there exist
elements λ1, λ2 ∈ C, maps µ1,µ2 :S → C and a map ν :S2 → C such that
E(x,y) = λ1α(x)α(y) + λ2α(y)α(x) + µ1(x)α(y) + µ2(y)α(x) + ν(x, y)
for all x, y ∈ S. As before, λ1, λ2, µ1, µ2 and ν are called the coefficients of E, and E is
said to be without constant coefficient if ν = 0.
In this way, we can define a Beidar polynomial of degree m in α which involves sum-
mands such as
λα(x1) . . . α(xm),
µ(x1)α(x2) . . . α(xm), . . . , µ(xm)α(x1) . . . α(xm−1),
ν(x1, x2)α(x3) . . . α(xm), . . . , ν(xm−1, xm)α(x1) . . . α(xm−2),
and so on.
Now we prove a theorem which is a slight generalization of [5, Theorem 2.9] with
essentially the same proof. For the sake of saving space, we write xα for α(x) and Sα
for α(S) in the statements and proofs of the following theorem and its corollary.
Theorem 3.1. Let F be a commutative ring with unity and Q a unital F -algebra with
center C containing 1. Let m  2 be an integer and f (xm) a multilinear polynomial in
indeterminates x1, x2, . . . , xm over F with at least one coefficient invertible. Let S be a
nonempty subset of an F -algebra A and α :S →Q a map such that f (sm) ∈ S, f (sm)α =
κf (sα1 , s
α
2 , . . . , s
α
m) for all sm ∈ Sm, where κ ∈ C is an invertible element, and Sα is a2m-free subset of the F -algebra Q. Suppose that β :S × S →Q is a map such that
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(
u,f (vm)
)= κ m∑
i=1
f
(
vα1 , . . . , v
α
i−1, β(u, vi), v
α
i+1, . . . , v
α
m
)
,
β
(
f (vm),u
)= κ m∑
i=1
f
(
vα1 , . . . , v
α
i−1, β(vi, u), v
α
i+1, . . . , v
α
m
) (3.31)
for all u,v1, v2, . . . , vm ∈ S. Then there exist an element γ ∈ C and a map ν :S × S → C
such that
β(u, v) = γ [uα, vα]+ ν(u, v) for all u,v ∈ S.
Moreover, if S is an F -submodule of A, α is an F -linear map and β is an F -bilinear map,
then ν is an F -bilinear map.
Proof. Without loss of generality, we may assume that the coefficient γ0 of the term
x1x2 . . . xm in f (xm) is invertible. Computing β(f (um),f (vm)) in two different ways,
we get
m∑
i=1
m∑
j=1
f
(
uα1 , . . . , u
α
i−1, f
(
vα1 , . . . , v
α
j−1, β(ui, vj ), . . . , v
α
m
)
, . . . , uαm
)
=
m∑
j=1
m∑
i=1
f
(
vα1 , . . . , v
α
j−1, f
(
uα1 , . . . , u
α
i−1, β(ui, vj ), . . . , u
α
m
)
, . . . , vαm
)
for all um,vm ∈ Sm since κ is invertible. Expanding both sides of the above equality, we
see that the left-hand side is an F -linear combination of terms of the form
uαi1 . . . u
α
ir−1v
α
j1
. . . vαjs−1β(uir , vjs )v
α
js+1 . . . v
α
jm
uαir+1 . . . u
α
im
,
and the right-hand side is an F -linear combination of terms of the form
vαj1 . . . v
α
js−1u
α
i1
. . . uαir−1β(uir , vjs )u
α
ir+1 . . . u
α
im
vαjs+1 . . . v
α
jm
.
Note that the coefficient of the term β(u1, v1)vα2 . . . v
α
mu
α
2 . . . u
α
m is γ 20 which is invert-
ible. Since Sα is a 2m-free subset of the ring Q, it follows from [5, Theorem 1.2] that
β is a Beidar polynomial of degree 2 in α, that is, there exist elements λ1, λ2 ∈ C, maps
µ1,µ2 :S → C and a map ν :S × S → C such that
β(u, v) = λ1uαvα + λ2vαuα + µ1(u)vα + µ2(v)uα + ν(u, v)
for all u,v ∈ S. Thus
β
(
u,f (vm)
)= κλ1uαf (vαm)+ κλ2f (vαm)uα + κµ1(u)f (vαm)( ) ( )+ µ2 f (vm) uα + ν u,f (vm)
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β
(
u,f (vm)
)
= κ
m∑
i=1
f
(
vα1 , . . . , v
α
i−1, β(u, vi), v
α
i+1, . . . , v
α
m
)
= κ
m∑
i=1
f
(
vα1 , . . . , λ1u
αvαi + λ2vαi uα + µ1(u)vαi + µ2(vi)uα + ν(u, vi), . . . , vαm
)
for all u,v1, v2, . . . , vm ∈ S. Comparing both expressions for β(u,f (vm)), we get
λ1u
αf
(
vαm
)+ λ2f (vαm)uα + µ1(u)f (vαm)+ κ−1µ2(f (vm))uα + κ−1ν(u,f (vm))
−
m∑
i=1
f
(
vα1 , . . . , λ1u
αvαi + λ2vαi uα + µ1(u)vαi + µ2(vi)uα + ν(u, vi), . . . , vαm
)= 0.
for all u,v1, v2, . . . , vm ∈ S, since κ is invertible. Expanding the above equality, we get
a Beidar polynomial of degree m + 1 in α which vanishes for all u,v1, v2, . . . , vm ∈ S.
Since Sα is (m + 2)-free, it follows from [5, Theorem 1.1] that all the coefficients of
this Beidar polynomial are zero. In particular, both the coefficient −γ0(λ1 + λ2) of the
term vα1 u
αvα2 . . . v
α
m and the coefficient −γ0µ2(v1) of the term uαvα2 . . . vαm are zero. Hence
λ1 + λ2 = 0 and µ2 = 0 since γ0 is invertible. Similarly we have µ1 = 0 by con-
sidering β(f (um,v)). Therefore β(u, v) = γ [uα, vα] + ν(u, v) for all u,v ∈ S, where
γ = λ1 = −λ2. It is obvious that ν is an F -bilinear map if α is F -linear and β is F -bilinear.
Thus the proof is complete. 
Setting β(u, v) = [u,v]α for u,v ∈ S, we see that β satisfies the conditions (3.31) in the
preceding theorem. Thus we arrive at the following corollary.
Corollary 3.2. Let F be a commutative ring with unity and Q a unital F -algebra with
center C containing 1. Let m  2 be an integer and f (xm) a multilinear polynomial in
indeterminates x1, x2, . . . , xm over F with at least one coefficient invertible. Let S be a
nonempty subset of an F -algebra A and α :S →Q a map such that f (sm) ∈ S, f (sm)α =
κf (sα1 , s
α
2 , . . . , s
α
m) for all sm ∈ Sm, where κ ∈ C is an invertible element, and Sα is a 2m-
free subset of the F -algebraQ. Then there exist an element γ ∈ C and a map ν :S×S → C
such that [u,v]α = γ [uα, vα] + ν(u, v) for all u,v ∈ S. Moreover, if S is an F -submodule
of A and α is an F -linear map, then ν is an F -bilinear map.
With all these results in hand, we are now ready to prove the following key result of this
paper.
Theorem 3.3. Let F be a commutative ring with unity, A and A′ unital F -algebras,
L a Lie ideal of A and C the center of A′. Let θ :L→ A′ be an additive map such that
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x ◦ y = u ◦ v. Suppose that C contains 12 and θ(L) is an 8-free subset of A′. Then
θ
([x, y ◦ z])= λ[θ(x), θ(y) ◦ θ(z)]+ ν(z, x)θ(y) + ν(y, x)θ(z)
for all x, y, z ∈ L, where λ ∈ C and ν :L2 → C is a skew-symmetric bi-additive map such
that λν = 0. Moreover, if L is an F -submodule of A and θ is an F -linear map, then ν is
an F -bilinear map. Furthermore, if C is a field, then there exists a nonzero element γ ∈ C
such that θ([x, y]) = γ [θ(x), θ(y)] for all x, y ∈ L.
Proof. Since [x ◦ y, x] ◦ y + x ◦ [x ◦ y, y] = [x ◦ y, x ◦ y] = 0, we have
θ
([x ◦ y, x]) ◦ θ(y) = θ(−x) ◦ θ([x ◦ y, y])= −θ([x ◦ y, y]) ◦ θ(x),
or equivalently,
θ
([x ◦ y, x]) ◦ θ(y) + θ([x ◦ y, y]) ◦ θ(x) = 0
for all x, y ∈ L. Linearizing this identity, we have(
θ
([x ◦ y,u])+ θ([u ◦ y, x])) ◦ θ(v) + (θ([x ◦ v,u])+ θ([u ◦ v, x])) ◦ θ(y)
+ (θ([x ◦ y, v])+ θ([x ◦ v, y])) ◦ θ(u)
+ (θ([u ◦ y, v])+ θ([u ◦ v, y])) ◦ θ(x) = 0 (3.32)
for all x, y,u, v ∈ L. Setting
f (x1, x2, x3) = θ
([x1 ◦ x2, x3])+ θ([x2 ◦ x3, x1])= −θ([x3 ◦ x1, x2]) (3.33)
for x1, x2, x3 ∈ L, we can rewrite the identity (3.32) as
f (x, y,u) ◦ θ(v) + f (x, v,u) ◦ θ(y) + f (y, x, v) ◦ θ(u) + f (y,u, v) ◦ θ(x) = 0 (3.34)
for all x, y,u, v ∈ L. Since θ(L) is a 4-free subset of A′, it follows from [5, Theorem 2.6]
that the function f (x1, x2, x3) is a Beidar polynomial of degree 3 in θ , that is,
f (x1, x2, x3) = λ1θ(x1)θ(x2)θ(x3) + λ2θ(x1)θ(x3)θ(x2) + λ3θ(x2)θ(x1)θ(x3)
+ λ4θ(x2)θ(x3)θ(x1) + λ5θ(x3)θ(x1)θ(x2) + λ6θ(x3)θ(x2)θ(x1)
+ µ1(x1)θ(x2)θ(x3) + µ2(x1)θ(x3)θ(x2) + µ3(x2)θ(x1)θ(x3)
+ µ4(x2)θ(x3)θ(x1) + µ5(x3)θ(x1)θ(x2) + µ6(x3)θ(x2)θ(x1)
+ ν1(x1, x2)θ(x3) + ν2(x1, x3)θ(x2) + ν3(x2, x3)θ(x1)
+ ω(x1, x2, x3), (3.35)
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bi-additive, and ω :L3 → C is tri-additive. Moreover, if L is an F -submodule of A and θ
is an F -linear map, then µj are F -linear, νk are F -bilinear, and ω :L3 → C is F -trilinear.
This gives, in the left-hand side of (3.34), a Beidar polynomial of degree 4 in θ in which:
(1) The coefficient of the term θ(x)θ(y)θ(u)θ(v) is 2λ1.
(2) The coefficient of the term θ(x)θ(u)θ(y)θ(v) is λ2 + λ3.
(3) The coefficient of the term θ(y)θ(u)θ(x)θ(v) is λ4 + λ5.
(4) The coefficient of the term θ(u)θ(x)θ(y)θ(v) is λ5 + λ3.
(5) The coefficient of the term θ(u)θ(y)θ(x)θ(v) is λ6 + λ1.
(6) The coefficient of the term θ(y)θ(u)θ(v) is µ1(x) + µ2(x).
(7) The coefficient of the term θ(u)θ(y)θ(v) is µ2(x) + µ3(x).
(8) The coefficient of the term θ(x)θ(u)θ(v) is µ3(y) + µ1(y).
(9) The coefficient of the term θ(u)θ(x)θ(v) is µ4(y) + µ1(y).
(10) The coefficient of the term θ(x)θ(y)θ(v) is µ5(u) + µ3(u).
(11) The coefficient of the term θ(y)θ(x)θ(v) is µ6(u) + µ5(u).
(12) The coefficient of the term θ(u)θ(v) is ν1(x, y) + ν1(y, x).
(13) The coefficient of the term θ(y)θ(v) is 2ν2(x,u).
(14) The coefficient of the term θ(x)θ(v) is ν3(y,u) + ν1(y,u).
(15) The coefficient of the term θ(v) is 2ω(x, y,u).
Now, it follows from [5, Theorem 1.1] that all the coefficients of the Beidar polynomial
obtained from (3.34) are 0. In particular, all the coefficients listed above are 0. Since
1
2 ∈ A′, we have λ1 = λ6 = 0, λ2 = −λ3 = −λ4 = λ5 = −λ, µi = 0,1  i  6, ν2 = 0,
ν1 = −ν3 = ν, ω = 0 and ν(x1, x2) = −ν(x2, x1) for all x1, x2 ∈ L. Thus (3.35) reduces to
f (x1, x2, x3)
= −λ(θ(x1)θ(x3)θ(x2) − θ(x2)θ(x1)θ(x3) − θ(x2)θ(x3)θ(x1) + θ(x3)θ(x1)θ(x2))
+ ν(x1, x2)θ(x3) − ν(x2, x3)θ(x1)
= λ[θ(x2), θ(x3) ◦ θ(x1)]+ ν(x1, x2)θ(x3) + ν(x3, x2)θ(x1).
Since θ([x, y ◦ z]) = −θ([y ◦ z, x]) = f (z, x, y), the above identity can be written as
θ
([x, y ◦ z])= λ[θ(x), θ(y) ◦ θ(z)]+ ν(z, x)θ(y) + ν(y, x)θ(z) (3.36)
for all x, y, z ∈ L. From [y, y ◦ z] ◦ z + y ◦ [z, y ◦ z] = 0, it follows that
θ
([y, y ◦ z]) ◦ θ(z) + θ(y) ◦ θ([z, y ◦ z])= 0 and (3.37)
θ
([
x, [y, y ◦ z] ◦ z])+ θ([x, y ◦ [z, y ◦ z]])= 0 (3.38)
for all x, y, z ∈ L. Using the expression in (3.36), the previous identity (3.38) can be written
as
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[
θ(x), θ
([y, y ◦ z]) ◦ θ(z)]+ ν(z, x)θ([y, y ◦ z])+ ν([y, y ◦ z], x)θ(z)
+ λ[θ(x), θ(y) ◦ θ([z, y ◦ z])]+ ν([z, y ◦ z], x)θ(y) + ν(y, x)θ([z, y ◦ z])= 0
and hence
ν(z, x)θ
([y, y ◦ z])+ ν([y, y ◦ z], x)θ(z) + ν([z, y ◦ z], x)θ(y)
+ ν(y, x)θ([z, y ◦ z])= 0 (3.39)
because of (3.37). By (3.36) we have
θ
([y, y ◦ z])= λ(θ(y)2θ(z) − θ(z)θ(y)2)+ ν(y, z)θ(y),
θ
([z, y ◦ z])= λ(θ(z)2θ(y) − θ(y)θ(z)2)+ ν(z, y)θ(z).
Using these to expand (3.39), we get
λν(z, x)
(
θ(y)2θ(z) − θ(z)θ(y)2)+ λν(y, x)(θ(z)2θ(y) − θ(y)θ(z)2)
+ (ν([z, y ◦ z], x)+ ν(z, x)ν(y, z))θ(y) + (ν(x, y)ν(y, z) + ν([y, y ◦ z], x))θ(z) = 0
for all x, y, z ∈ L. Since θ(L) is a 5-free subset of A′ and 12 ∈ A′, it follows from
[5, Corollary 2.12] that all the coefficients of the Beidar polynomial in the above iden-
tity are 0. In particular, we have
λν(x, y) = 0 for all x, y ∈ L.
This together with (3.36) proves the first part of theorem.
Next suppose that C is a field. We shall show that ν = 0. Assume on the contrary that
ν = 0. Then λ = 0 since C is a field. Thus (3.36) reduces to
θ
([x, y ◦ z])= ν(z, x)θ(y) + ν(x, y)θ(z) (3.40)
for all x, y, z ∈ L. Note that
[x, x ◦ y] ◦ y = (x ◦ [x, y]) ◦ y = [x2, y] ◦ y = [x2 ◦ y, y] ∈ L
for x, y ∈ L. We use (3.40) to expand θ([[x, x ◦y] ◦y, [u,u◦v] ◦v]) in two different ways:
θ
([[x, x ◦ y] ◦ y, [u,u ◦ v] ◦ v])
= ν(v, [x, x ◦ y] ◦ y)θ([u,u ◦ v])+ ν([x, x ◦ y] ◦ y, [u ◦ v, v])θ(v)
= ν(v, [x, x ◦ y] ◦ y)ν(v,u)θ(u) + ν([x, x ◦ y] ◦ y, [u ◦ v, v])θ(v),and
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([[x, x ◦ y] ◦ y, [u,u ◦ v] ◦ v])
= −θ([[u,u ◦ v] ◦ v, [x, x ◦ y] ◦ y])
= −ν(y, [u,u ◦ v] ◦ v)ν(y, x)θ(x) − ν([u,u ◦ v] ◦ v, [x ◦ y, y])θ(y).
Therefore,
ν
(
v, [x, x ◦ y] ◦ y)ν(v,u)θ(u) + ν([x, x ◦ y] ◦ y, [u ◦ v, v])θ(v)
+ ν(y, [u,u ◦ v] ◦ v)ν(y, x)θ(x) + ν([u,u ◦ v] ◦ v, [x ◦ y, y])θ(y) = 0.
Since θ(L) is 8-free and 12 ∈A′, it follows from [5, Corollary 2.12] that
ν
(
v, [x, x ◦ y] ◦ y)ν(v,u) = 0
for all x, y,u, v ∈ L, and so
ν
(
v, [x, x ◦ y] ◦ y)= 0
for all x, y, v ∈ L. Note that [x, y] ◦ y = [x, y2] ∈ L for x, y ∈ L. We use (3.40) again to
expand θ([[x, y] ◦ y, [u,u ◦ v] ◦ v]) in two ways to get, on one hand,
θ
([[x, y] ◦ y, [u,u ◦ v] ◦ v])= −θ([[u,u ◦ v] ◦ v, [x, y] ◦ y])
= −ν(y, [u,u ◦ v] ◦ v)θ([x, y])− ν([u,u ◦ v] ◦ v, [x, y])θ(y) = 0,
and on the other hand,
θ
([[x, y] ◦ y, [u,u ◦ v] ◦ v])
= ν(v, [x, y] ◦ y)θ([u,u ◦ v])+ ν([x, y] ◦ y, [u,u ◦ v])θ(v)
= ν(v, [x, y] ◦ y)ν(v,u)θ(u) + ν([x, y] ◦ y, [u,u ◦ v])θ(v).
Hence,
ν
(
v, [x, y] ◦ y)ν(v,u)θ(u) + ν([x, y] ◦ y, [u,u ◦ v])θ(v) = 0
for all x, y,u, v ∈ L. Since θ(L) is 7-free and 12 ∈A′, we conclude by [5, Corollary 2.12]
again that
ν
(
v, [x, y] ◦ y)ν(v,u) = 0,
for all x, y,u, v ∈ L and so ν(v, [x, y] ◦ y) = 0, or equivalently,( [ ])
ν v, x, y2 = 0
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ν
(
v, [x, y ◦ z])= 0
for all x, y, z, v ∈ L. Finally, for any x, y, z ∈ L, we have
0 = θ([x, [y ◦ z, y ◦ z]])
= θ([x, [y, y ◦ z] ◦ z])+ θ([x, y ◦ [z, y ◦ z]])
= ν(z, x)θ([y, y ◦ z])+ ν([x, [y, y ◦ z]])θ(z)
+ ν([z, y ◦ z], x)θ(y) + ν(x, y)θ([z, y ◦ z])
= ν(z, x)θ([y, y ◦ z])+ ν(x, y)θ([z, y ◦ z])
= ν(z, x)ν(z, y)θ(y) + ν(x, y)ν(z, x)θ(z).
Since θ(L) is 5-free and 12 ∈A′, it follows from [5, Corollary 2.12] that ν(z, x)ν(z, y) = 0
for all x, y, z ∈ L, and so ν(z, y) = 0 for all y, z ∈ L, which contradicts to our assumption.
Therefore, we have ν = 0 as claimed.
Now, (3.36) gives us the identity
θ
([x, y ◦ z])= λ[θ(x), θ(y) ◦ θ(z)] (3.41)
for all x, y, z ∈ L. By the assumption that θ([L,L ◦ L]) = 0, it follows that λ is not zero.
By Corollary 3.2, we have
θ
([x, y])= γ [θ(x), θ(y)]+ φ(x, y) (3.42)
for all x, y ∈ L, where γ is an element in C and φ is a map from L2 to C.
We claim that, for xi, yi ∈ L, if ∑mi=1 xi ◦ yi = 0, then ∑mi=1 θ(xi) ◦ θ(yi) ∈ C. Indeed,
for z ∈ L, it follows from (3.41) that
0 = θ
([
z,
m∑
i=1
xi ◦ yi
])
=
m∑
i=1
θ
([z, xi ◦ yi])= m∑
i=1
λ
[
θ(z), θ(xi) ◦ θ(yi)
]
= λ
[
θ(z),
m∑
i=1
θ(xi) ◦ θ(yi)
]
.
Since λ = 0 and θ(L) is a 1-free subset of A′, this implies that ∑mi=1 θ(xi) ◦ θ(yi) ∈ C.
Finally, note that[[x ◦ y, z], u ◦ v]= [[x, z] ◦ y,u ◦ v]+ [x ◦ [y, z], u ◦ v]
= [[x, z], u ◦ v] ◦ y + [x, z] ◦ [y,u ◦ v] + [x,u ◦ v] ◦ [y, z][ ]+ x ◦ [y, z], u ◦ v
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on the other hand. Therefore,[[x, z], u ◦ v] ◦ y + [x, z] ◦ [y,u ◦ v] + [x,u ◦ v] ◦ [y, z] + x ◦ [[y, z], u ◦ v]
− [[x ◦ y, z], u] ◦ v − u ◦ [[x ◦ y, z], v]= 0. (3.43)
Thus, for x, y, z,u, v ∈ L, we have by the preceding paragraph that
θ
([[x, z], u ◦ v]) ◦ θ(y) + θ([x, z]) ◦ θ([y,u ◦ v])+ θ([x,u ◦ v]) ◦ θ([y, z])
+ θ(x) ◦ θ([[y, z], u ◦ v])− θ([[x ◦ y, z], u]) ◦ θ(v) − θ(u) ◦ θ([[x ◦ y, z], v]) ∈ C.
Using (3.41)–(3.43) to expand the above relation, we have
−2λφ(x, z)[θ(y), θ(u) ◦ θ(v)]− 2λφ(y, z)[θ(x), θ(u) ◦ θ(v)]− 2φ([x ◦ y, z], u)θ(v)
− 2φ([x ◦ y, z], v)θ(u) ∈ C.
Since θ(L) is a 6-free subset ofA′, it follows from [5, Theorem 1.1] that all the coefficients
of the Beidar polynomial obtained above are 0. In particular, the coefficient −2λφ(y, z) of
the term θ(x)θ(u)θ(v) is zero. Since λ = 0 and 12 ∈A′, we have φ = 0. Therefore, we can
now conclude that
θ [x, y] = γ [θ(x), θ(y)]
for all x, y ∈ L. Moreover, by the assumption that θ([L,L]) = 0, we see that γ = 0. The
proof is now complete. 
To conclude the section we recall the following result [6, Theorem 2.7] which will
be used in the next section. For a subset S of an F -algebra, we use 〈S〉 to denote the
F -subalgebra generated by S.
Theorem 3.4. Let F be a commutative ring with 12 , Q a unital F -algebra with center C
containing 1, and π :Q → Q the canonical map of Q onto the factor Lie algebra Q =
Q/C. Let S be a Lie ideal of an F -algebra D, and α :S → Q an F -linear map such that
α
([x, y])= λ[α(x),α(y)] for all x, y ∈ S,
where λ ∈ C is an invertible element. Suppose that the inverse image R = π−1(α(S)) is
a 7-free subset of Q and C is a direct summand of the C-module Q. Then there exist an
idempotent e ∈ C and an F -linear map β : 〈S〉 → 〈R〉 such that α(x) = λ−1(2e−1)β(x)+
C ∈ Q for all x ∈ S and β(xy) = eβ(x)β(y) + (1 − e)β(y)β(x) for all x, y ∈ 〈S〉.
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eβ and an anti-homomorphism (1 − e)β , and so β is a Jordan homomorphism.
4. Main theorem
Throughout this section F will be a commutative ring with 16 , and A will be an algebra
over F which is generated by the matrix units {eij | 1 i  n, 1 j  n}. By [3, Corol-
lary 5.12] the Lie ideal L= [A,A] is (n−1)-free. Recall that L is an F -module generated
by
E = {eij | i = j} ∪ {eii − ejj | i = j}.
For distinct i, j, k, we see that eii = 12 (eii −ejj )◦(eii −ekk) ∈ L◦L, eij = eik ◦ekj ∈ L◦L,
eij = [eik, ekj ] ∈ [L,L] and eii − ejj = [eij , eji] ∈ [L,L]. Hence we have L ◦ L = A,
[L,L] = L and so [L,L ◦L] = L.
Now we are in a position to prove the main theorem of this paper.
Theorem 4.1. Suppose that n  9 and θ :L→ L is a surjective F -linear map such that
θ(x)2 = 0 for all x ∈ L with x2 = 0. Then there exist an invertible element λ ∈ F , an
idempotent e ∈ F and an F -linear map β :A→A such that θ(x) = λβ(x) for all x ∈ L
and β(xy) = eβ(x)β(y) + (1 − e)β(y)β(x) for all x, y ∈A.
Proof. By Theorem 2.3, for x, y,u, v ∈ L with x ◦ y = u ◦ v, we have θ(x) ◦ θ(y) =
θ(u)◦θ(v). Since θ([L,L]) = θ([L,L◦L]) = θ(L) = L = 0, it follows from Theorem 3.3
that there exist an element ζ ∈ F and a skew-symmetric F -bilinear map ν :L2 → F such
that ζν = 0 and
θ
([x, y ◦ z])= ζ [θ(x), θ(y) ◦ θ(z)]+ ν(z, x)θ(y) + ν(y, x)θ(z) (4.44)
for all x, y, z ∈ L. Note that, for y, z ∈ L, we have
θ
([
y, z2
])= 1
2
θ
([y, z ◦ z])
= 1
2
ζ
[
θ(y), θ(z) ◦ θ(z)]+ 1
2
ν(z, y)θ(z) + 1
2
ν(z, y)θ(z)
= ζ [θ(y), θ(z)2]+ ν(z, y)θ(z).
For x, y, z ∈ L, we expand θ([x, [y2, z2]]) to get
θ
([
x,
[
y2, z2
]])= θ([x, y ◦ [y, z2]])
= ζ [θ(x), θ(y) ◦ θ([y, z2])]+ ν([y, z2], x)θ(y) + ν(y, x)θ([y, z2])
= ζ 2[θ(x), θ(y) ◦ [θ(y), θ(z)2]]+ ν([y, z2], x)θ(y) + ν(y, x)ν(z, y)θ(z)[ [ ]] ([ ] )= ζ 2 θ(x), θ(y)2, θ(z)2 + ν y, z2 , x θ(y) + ν(y, x)ν(z, y)θ(z),
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θ
([
x,
[
y2, z2
]])= −θ([x, [z2, y2]])
= −ζ 2[θ(x), [θ(z)2, θ(y)2]]− ν([z, y2], x)θ(z) − ν(z, x)ν(y, z)θ(y)
= ζ 2[θ(x), [θ(y)2, θ(z)2]]− ν([z, y2], x)θ(z) − ν(z, x)ν(y, z)θ(y),
on the other hand. Comparing both expressions for θ([x, [y2, z2]]), we get(
ν
([
y, z2
]
, x
)+ ν(z, x)ν(y, z))θ(y) + (ν([z, y2], x)+ ν(y, x)ν(z, y))θ(z) = 0
for all x, y, z ∈ L. Since L is 5-free and 12 ∈A, it follows from [5, Corollary 2.12] that
ν
([
y, z2
]
, x
)= ν(x, z)ν(y, z) (4.45)
for all x, y, z ∈ L and so
ν
([
x, z2
]
, y
)= ν([y, z2], x) (4.46)
for all x, y, z ∈ L.
We claim that ν = 0. By the F -bilinearity of ν, it suffices to show that
ν(eij , ekl) = 0, (4.47)
ν(eii − ejj , ekl) = 0 and (4.48)
ν(eii − ejj , ekk − ell) = 0, (4.49)
for all i, j, k, l ∈ {1,2, . . . , n} with i = j and k = l. Choosing r /∈ {i, j, k, l} and setting
x = eir , y = eri + eij and y = ekl in (4.46), we see that
ν(eij , ekl) = ν
([eir , erj ], ekl)= ν([eir , (eri + eij )2], ekl)= ν([ekl, (eri + eij )2], eir)
= ν([ekl, erj ], eir)= 0
provided j = k. And so
ν(eij , ekl) = −ν(ekl, eij ) = 0
provided i = l. As to the case when j = k and i = l, we choose two distinct integers
r, s /∈ {i, j} and set x = eji , y = eir and z = ers + esj in (4.45) to see that
ν(eij , eji) = ν
([eir , erj ], eji)= ν([eir , (ers + esj )2], eji)= ν(eji , ers + esj )ν(eir , ers + esj ) = 0.
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and setting x = ekl , y = eij and z = ejr + eri in (4.45). And, (4.49) can be proved by
using (4.47) and (4.48) and setting x = ekk − ell , y = eij and z = ejr + eri in (4.45).
Therefore ν(x, y) = 0 for all x, y ∈ L and (4.44) reduces to
θ
([x, y ◦ z])= ζ [θ(x), θ(y) ◦ θ(z)] (4.50)
for all x, y, z ∈ L. Recall that [L,L ◦L] = L and so
θ
([L,L ◦L])= [θ(L), θ(L) ◦ θ(L)]= L.
Thus (4.50) implies ζL= L and hence ζ is an invertible element in F . By Corollary 3.2
there exists γ ∈ F such that θ([x, y]) = γ [θ(x), θ(y)] for all x, y ∈ L. This identity implies
γL = L and hence γ is an invertible element in F . Note that F is a direct summand of
the F -module A, and A is an F -algebra generated by L. By Theorem 3.4, there exist an
idempotent e ∈ F and an F -linear map β :A→ A such that θ(x) = λβ(x) for all x ∈ L
and β(xy) = eβ(x)β(y) + (1 − e)β(y)β(x) for all x, y ∈A, where λ = γ−1(2e − 1) ∈ F
is also invertible since (2e − 1)2 = 1. This completes the proof. 
Adapting the proof of Theorem 4.1 while using Remark 2.4 in place of Theorem 2.3,
we obtain a slight generalization of Theorem 4.1 as follows.
Theorem 4.2. Suppose that n  9 and θ :L→ L is a surjective F -linear map such that
θ(x)2 = 0 for all x ∈ L ∩ fA(1 − f ) where f is an idempotent in A. Then there exist an
invertible λ ∈ F , an idempotent e ∈ F and an F -linear map β :A→A such that θ(x) =
λβ(x) for all x ∈ L and β(xy) = eβ(x)β(y) + (1 − e)β(y)β(x) for all x, y ∈A.
Proof. By Remark 2.4, for x, y,u, v ∈ L with x ◦ y = u ◦ v, we have θ(x) ◦ θ(y) = θ(u) ◦
θ(v). Then the rest arguments proving the preceding theorem work as well to prove this
one. 
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