Computer experiments are black-box functions that are expensive to evaluate. One solution to expensive black-box optimization is Bayesian optimization with Gaussian processes. This approach is popularly used in this challenge, and it is efficient when the number of evaluations is limited by cost and time constraints, which is generally true in practice. This paper discusses an optimization method with two acquisition functions. Our new method improves the efficiency of global optimization when the number of evaluations is strictly limited.
INTRODUCTION
Computer models of complex processes are now ubiquitous in all domains of pure and applied sciences. These models can be viewed as black-box functions that provide a response to sampled input values.
Choosing the sampling points in the input space can be viewed as the design of computer experiments. Optimal sampling obviously depends on the goal of the computer experiments. Bayesian global optimization methods are useful for this purpose because they select the next sampling point based on all previous evaluations.
A statistical model fits the sampled points for future predictions and measures the possible prediction error. For data fitting, surrogate models such as the response surface methodology, kriging, radial basis functions, splines and neural networks are widely used. These models replace costly computer models with simple functions for evaluation.
The kriging method, which uses Gaussian process models as response surfaces, was originally proposed for geostatistics research. Optimal solutions are searched on the response surface, which should therefore be well-fitted.
Thus, the kriging method must minimize the integrated mean square error (IMSE) by some technique, such as finding the sample point that maximizes the standard error of regression. When the response surface fully traces the objective function, we can obtain the optimal solution on it.
Although this method can find other local optima, reducing the IMSE is the sub target in global optimization problems. The main target is improving the current best solution, which may require exploring the entire search space, especially the regions of high uncertainty (i.e., the unknown areas). Such global searching is called exploration. Because unexplored regions may be significantly better than any regions previously searched, exploration reduces the effort wasted by the algorithm in searching suboptimal regions.
Exploitation refers to the searching of the current local neighborhood around the current sample-best solution, where better solutions exist with high probability. For example, the next sampled point may maximize the mean of the regression. This method frequently finds a local rather than the global optimal solution.
Analogous to the above-mentioned local and global searching, the main target is to not improve the response surface but find the optimal solution. To solve this problem, the algorithm selects the next sampling point that maximizes a value of the acquisition function. There are two major algorithms in kriging surrogate methods: the P-algorithm and efficient global optimization (EGO) (Kushner, 1964; Jones et al., 1998) .
Several heuristics that trade off exploration and exploitation in GP optimization have been proposed such as most probable improvement (MPI) and ex-pected improvement (EI) (Mockus, 1994; Mockus et al., 1978) . All these algorithms operate by balancing the local and global searching, and they are suitable for black-box optimization problems where only a small number of function evaluations are possible.
Real-world optimization problems must be solved at reasonable cost within feasible timeframes, which strictly limits the number of evaluation. Unlike classical algorithms, which are unconcerned with the number of iterations, Bayesian optimization methods aim to reduce the number of evaluations for searching global optima.
For instance, Dexuan limited the number of evaluations in a Particle Swarm Optimization (PSO)-based algorithm. The IPSO algorithm is a variant of the PSO algorithm that employs the global best position to execute a global searching strategy (Zoua et al., 2014) . Combining the global searching strategy and a mutation operation, it changes the balance between global and local searching by its number of iterations. Specifically, global and local searching is initiated when the number of iterations is small and large, respectively.
Here, we propose an algorithm that tackles global optimization within a limited number of evaluations. The crucial balance between global and local search is achieved by improving the regression in the first half of the iterations and improving the current best solution in the second half. Within few evaluations, the global optimum is searched by several acquisition functions. Here, we adopt the PI and EI methods. The effectiveness of using several acquisition functions is experimentally confirmed.
The rest of this paper is organized as follows. Section 2 reviews Bayesian optimization and popular acquisition functions. In Section 3, we propose a simple extension of the Bayesian optimizer using two acquisition functions and present experimental results of a standard test function taken from the global optimization literature. The results confirm the effectiveness of using two acquisition functions. Conclusions are presented in Section 4.
BAYESIAN OPTIMIZATION
The objective in global optimization problems is commonly a black-box function. That is, the objective function is not an analyzable expression, and its derivatives are unknown.
Evaluation of the function is restricted to querying at a point x and retrieving a response. Bayesian optimization with GP is a powerful strategy for finding the optima of black-box functions.
In general terms, unconstrained Bayesian global optimization proceeds as follows 1. Select initial points spread throughout the entire input space. Run the computer code at these points. 2. Using all previous function evaluations, fit a statistical model for the objective function. 3. Based on the fitted model, select the search points in the input space for the next run. 4. Compute a stopping criterion. If this criterion is met, stop the algorithm. 5. Run the computer code at the selected point in the input space. Return to step 2. In our method, the next point is decided from the previous datasets by Gaussian process regression, also known as the kriging method. This method estimates the mean and standard error of each point in the input space from the datasets.
Gaussian Processes
After an initial experimental design or at some later iteration of the algorithm, we have obtained the re-
Following the approach of Santner, the response is treated as a random function or a realization of a Gaussian stochastic process (Santner et al., 2003) .
The regression model is expressed as
for two input vectors x and x ′ . We now use the constant model of Martin and Simpson, called ordinary kriging (Martin and Simpson, 2003) . The global trend can be reduced to a simple constant-term model (i.e., f(x) = β) without significant loss of model fidelity. The difference among the constant, linear and quadratic models is negligible in the region around the data (Sasena, 2002 ). The regression model thus reduces to In this paper, the covariance function is the squared exponential kernel with a vector of automatic relevance determination (ARD) hyper parameters θ:
where θ = (θ 1 , . . . , θ d ) are non-negative numbers that rescale between x and x ′ and diag(θ) is a diagonal matrix with entries θ along the diagonal and zeros elsewhere. This is probably most widely used kernel.
The θ values are determined by maximum likelihood estimation. The correlation function is crucial for tuning the properties of the fitted predictor to the data. In each coordinate direction, larger θ i indicates greater activity or nonlinearity. This model leads to the best linear unbiased predictor and its associated mean squared error.
In this model, we can show that the best linear unbiased predictor (BLUP) of
The mean squared error (MSE) of this predictor is given by
In this stochastic model, the MSE is zero at each of the training data sites x i . An example of this method is given in Figure 1 . Gaussian process regression returns the mean and variance of a normal distribution over the possible values of Y at point x. Stochastic processes are sometimes called "random function," by analogy to random variables.
MIXED ACQUISITION FUNCTION
We are interested in situations with a limited number of evaluations. Under these conditions, we control the balance between exploitation and exploration to improve the current best solution.
Acquisition Functions
One challenge of global optimization is balancing the local and global searching. For fast global convergence, Bayesian optimization algorithms must balance the search effort between the current local neighborhood and the unknown areas, a problem known as the exploitation and exploration trade off. As mentioned above, exploitation searches around the current best solution. Because better solutions often exist near the currently sampled best solution, exploitative searching carries a high chance of finding these solutions. Exploration, on the other hand, searches over the entire feasible region, especially insufficiently searched areas. Exploration may identify high-quality regions that have not been previously searched, preventing wasteful searching of suboptimal regions. Therefore, the exploitation and exploration tradeoff is critical in designing globally convergent random search algorithms.
Two of the most popular methods for balancing exploration and exploitation are the P-algorithm and EGO. Both algorithms fit the surface by standard kriging techniques. To solve the often difficult global optimization problem and find the next solution for simulation, the P-algorithm and EGO maximize the probability of being delta-better than the current best solution and the expected improvement from the current best solution, respectively.
The P-algorithm of (Kushner, 1964) , originally designed for one-dimensional problems, uses the probability of improvement (PI) as the acquisition function. The PI is the probability of improving the current best solution at point x. The closed functional form of PI is given by
where Y min is the current best solution and Φ( ) is the normal distribution function. µ(x) and σ(x) are the predictor and its MSE, respectively, at point x.
More recently, the potential magnitude of the improvement at a point has been considered. Mockus proposed the following criterion for maximizing the expected improvement with respect to the current best solution (Mockus et al., 1978) :
where Y min is the current best solution, Y (x) is the BLUP at point x, and I(x) is the improvement of the current best solution at point x.
The expected improvement is determined from the expected value. Since Y (x) is a normal distribution (Ŷ , s 2 ), we can get the EI in closed form as
where Φ( ) is a normal distribution function and φ( ) is a normal probability density function. Y n is the vector of outputs, and σ(x) is the standard error at point x. µ(x) is the mean of the regression function at point x. EI(x) computes the expected value of improving the current best solution at point x. Figure 2 presents 1d examples of Gaussian process regression as well as the PI and EI acquisition functions. The PI and EI values are high at the point x with lowŶ or high σ value. The PI is especially high around the current best solution, whereas EI weights the uncertainty much more heavily than the PI.
Proposed Scheme
The acquisition functions PI and EI were discussed by Brochu (Brochu et al., 2010) . Each acquisition function acquires a different point to be sampled next.
Recall that our study focuses on situations with a limited number of evaluations. The IPSO fully explores and exploits the solution space based on the number of iterations (Zoua et al., 2014) . This approach purportedly improves the quality of the particles in a swarm.
To ascertain the plausibility of this idea, we conduct experiments on a simple model based on PI and EI. The proposed algorithm divides the number of evaluations into two halves. In the first half of the iterations, the EI is adopted as the acquisition function for global searching. The second half of the iterations uses the PI for local searching.
In contrast to EI, which searches over a wide range, PI is a greedy algorithm that tends to search locally. By balancing the global and local searching, we can improve the effectiveness of Bayesian optimization. For example, suppose that the objective function is to be evaluated 40 times. During the first 20 iterations, the algorithm globally evaluates the objective function by EI; during the second 20 iterations, it locally evaluates the objective function by PI. The procedure of the proposed method is shown in Algorithm 1. 
Experimental Results
The performance of our algorithm was tested on the convex function α ∑ 5 i=1 x 2 i , where α = 1/2. This five dimensional function is continuous, bounded, and convex. Each dimension of the input space is bounded by [−10, 10] .
The function was optimized 25 times and the mean and variance of the current best solution was computed at four time points (after 6, 12, 18, 24 iterations, or after 12, 18, 36, and 48 iterations) . Given an initial random design of eight points, twenty or fifty additional points were iteratively selected and evaluated by the MPI, EGO, and mixed acquisition algorithms. To maximize the log marginal likelihoods, the hyperparameters adopted in these experiments were selected online.
We tested five models with different EI to PI ratios (1:0, 3:1, 1:1, 1:3, and 0:1). The first and last of these models are equivalent to EGO, and the P-algorithm, respectively, while the ratios of 3:1, 1:1, and 1:3 are denoted as 3:1, 1:1, and 1:3 respectively. Specifically, we compared the performances of the mixed and standard acquisition functions. Table 1 shows the case of 24 evalutions, where the ratio of 1:3 yields a better solution than MPI after 12 iterations, but MPI obtains the best solution after 18 iterations.
In the 48 evaluation case, Table 2 shows that the P-algorithm performs well in the first half, while the ratio of 1:3 yields the best solution among the other algorithms.
The results suggest that the greediness of the Palgorithm is beneficial for optimizing convex functions within a small number of iterations. When the current best solution approximates the local optimum, the P-algorithm yields the strongest improvement. Conversely, when the number of iterations is increased, the EGO method enables efficient searching. Therefore, the acquisition functions should be selected based on the number of iterations.
After 36 iterations, the performance of the ratio of 1:3 is clearly superior to that of the other algorithms. Changing the acquisition function to improve the searching strategy yields better optimization results than Bayesian optimization algorithms using a single acquisition function.
CONCLUSION
We demonstrated that to obtain the best global optimal by Gaussian regression, the ratio of EI to PI should be adapted to the number of iterations. At some ratios, the combined approach yields superior results to single acquisition functions, at other ratios, MPI and EGO yields superior results. The time point of switching the acquisition functions is undetermined. We selected the ratio that improves the current best solution for a given objective function within a limited number of evaluations.
The GP-Hedge algorithm selects acquisition functions for searching the next point by a bandit approach (Hoffman et al., 2011) . Optimizing the proposed method under limited evaluation conditions is left for future research.
