Abstract A sound theoretical or conceptual model of gene regulatory processes that control stem cell fate is still lacking, compromising our ability to manipulate stem cells for therapeutic benefit. The complexity of the regulatory and signaling pathways limits development of useful, predictive models that employ solely reductionist methods using molecular components. However, there is clear evidence from other complex systems that coarse-grained or mesoscale models can yield useful insights and provide workable models for the prediction of some emergent properties such as cell phenotype. We present such a coarse-grained model of stem cell decision making, utilizing the concept of self-organized criticality, which is an order that propagates in some nonequilibrium systems. The model proposes that stochastic gene expression within a stem cell gene regulatory network self-organizes to a critical-like state, characterized by cascades of gene expression that prime various transcriptional programs associated with different cell fates. This diversity of cell fate options is reduced during the decision-making process, which involves a supercritical connectivity in the gene regulatory network as a stem cell leaves its niche microenvironment and an overall increase in transcription occurs. As modules of genes that correspond to specific cell fates approach their critical points, competitive interactions occur between them that are influenced by prevailing microenvironmental conditions. The conceptual model incorporates both intrinsic and extrinsic factors governing stem cell fate and provides a logical pathway to the development of a computational model. We further suggest that rapid self-organized criticality, rather than self-organized criticality, best describes the mesoscale organization of gene regulatory networks.
Introduction
Despite intense application of molecular and cell biology, the mechanisms by which stem cells make fate decisions are still unclear, compromising our ability to manipulate their behavior for therapeutic purposes. Bornholdt (2001) notes that a systems scale view of the genome using tools from the mathematical and physical sciences could be useful. This holistic approach would complement traditional, more reductionist research that focuses on system components such as molecules, genes, or signaling pathways. Clearly, approaches based on molecular biology have been successful but, arguably, it is only with the integration of both perspectives that we will converge toward increasingly accurate and predictive models of cell behavior. This is because many properties of cells and cell behavior are emergent and not readily reducible to properties of individual components (Ideker et al., 2001; Flake, 2004) . To best understand any system, we must understand how its components fit together, acting in concert to generate pattern and organization that affect system behavior (Flake, 2004) . Unfortunately, the sheer complexity of biological systems limits systems biology computational modeling to relatively simple subsystems. For more complex biological systems, such as whole cells or gene regulatory networks, systems biology is nonetheless still valuable for the development of conceptual models (Flake, 2004) .
We present a conceptual model of stem cell decision making inspired by concepts from systems biology and other fields, such as nonlinear science, complex systems science, network and dynamical systems theory, that highlight system-level properties. Nonlinear behavior, which has its roots in the fundamental laws of physics, transcends scientific divisions and is particularly prevalent in nonequilibrium systems, including biological systems (Farmer and Packard, 1986; Gleick, 1987; Glass and Mackey, 1988; Parisi, 1993; Ruthen, 1993; Ferrière and Fox, 1995; Kauffman, 1995; Nicolis, 1995; Bonabeau et al., 1997; Solé et al., 1999; Ball, 2001; Camazine et al., 2001; Gisiger, 2001; Papadopoulos et al., 2001; West et al., 2008) . A frequently observed property of nonlinear, open systems is self-organization. This refers to organization generated collectively from the properties of, and interactions between, components of a nonequilibrium system. It is related to, but distinct from, self-assembly because the emergence of order depends crucially on nonequilibrium driving conditions (Nicolis and Prigogine, 1977; Halley and Winkler, 2006 , 2008a , 2008b . A familiar example of self-organization and emergent order is found in an ant colony, where individuals routinely sacrifice their own interests to protect the colony. Without the context of the colony as a whole, the behavior of individual ants can appear confused and somewhat chaotic. However, research has clearly shown that suboptimal individual behavior can produce organized and efficient performance at a different, more inclusive level Howard, 2005, 2008) . This resonates with Gould and Lewontin's (1979) classic critique of adaptationism, in which they warned against atomizing biological systems and evaluating the optimality of isolated parts. As demonstrated elegantly by Howard (2005, 2008) , behavioral adaptations, like adaptations in general, must be considered within the context of the system of which they are part. In this regard, molecular biology (perhaps the best modern example of mechanistic reductionism) has been criticized because the further a cellular function is reduced to molecular detail, the less we tend to understand about its integration within the whole cell or organism (Flake, 2004) .
Coarse-grained or mesoscale models that neglect molecular details can yield important insights into the behavior of molecular regulatory networks Brandman et al., 2005; Ma'ayan et al., 2005; Nykter et al., 2008) . In our analysis of stem cell decision making, we disregard most molecular detail, much of which remains unclear. Our conceptual model reflects a coarse-grained representation of decision making used by many biological systems, similar in spirit to recent minimal models of cell behavior such as those proposed by Huang et al. (2007) and Demongeot (2002, 2005) , but with important additional layers of complexity. Broadly, our model consists of two main elements. The first element involves exploratory behavior of a mesoscale model of a gene regulatory network that is driven by stochastic gene expression within a wide open chromatin structure. This network self-organizes to a criticallike state that primes various transcriptional programs. In the second element a phase shift in network connectivity is generated by interplay between internal and external regulatory signals, driving the cell down one pathway that corresponds to selection of a particular cell fate.
Exploratory behavior is often used by biological systems to solve complex problems. It comprises two key steps: the generation of a diversity of possible options, and the selection of an appropriate option from this diversity (Gerhart and Kirschner, 1997; Halley and Winkler, 2008c) . A classic example of exploratory behavior is formation of the intricate architecture of the adult mammalian nervous system. This emerges from an initial overabundance of neuronal connections, which are pruned by selection processes to retain those axons that best innervate required tissues (Gerhart and Kirschner, 1997) . Exploratory behavior seems wasteful in its generation of superfluous options but it is an elegant, flexible, and robust response to problems arising from unpredictable and variable external conditions (Gerhart and Kirschner, 1997) . Other examples of exploratory behavior include the generation of protein diversity in the immune system, allowing it to cope with an almost infinite variety of pathogens, self-assembly of cytoskeletal components that are crucial to cellular movement (Maly and Borisy, 2001 ) and chromosome capture during mitosis (Gerhart and Kirschner, 1997) , and numerous aspects of the behavior of social animals, particularly the social insects (Bonabeau, 1997; Gerhart and Kirschner, 1997; Burd, 2004, 2005) .
Our conceptual model of stem cell decision making proposes that gene regulatory networks adopt a similar exploratory process. First, a diversity of possible cell fate options is generated by the priming of various transcriptional programs. One genetic program (cell fate gene module) is then selectively amplified as the network approaches a critical state. Significantly, during the second stage of exploratory behavior, the selection processes typically involve interactions between a system's internal and external environments (Gerhart and Kirschner, 1997; Halley and Burd, 2004; Halley and Winkler, 2008c) . Hence, exploratory behavior provides a distributed system with a means of integrating internal and external information. This is an important consideration given that the prevailing opinion among stem cell biologists is that both internal and external factors govern stem cell behavior (Zandstra and Nagy, 2001; Lin, 2002; Paratore et al., 2002; Haylock and Nilsson, 2005; Heissig et al., 2005; Adams and Scadden, 2006; Moore and Lemischka, 2006; Metallo et al., 2007; Zhang and Wang, 2008) . Before discussing the two main elements of the exploratory model, we provide brief overviews of several complexity-related concepts that may not be familiar to stem cell biologists, but are important elements of the model.
Self-organized criticality and the edge of chaos
The concept of self-organized criticality (SOC) was developed about 20 years ago. It describes the tendency of certain nonequilibrium systems to evolve to a critical state that is characterized by a power law or fractal event size distribution (a log-log plot of event size versus event frequency is linear). The name self-organized criticality highlights the similarity between criticality in nonequilibrium systems and criticality in equilibrium systems, such as an iron magnet held at its critical temperature of 770°C (the temperature above which magnetization disappears). An iron magnet consists of a regular array of iron atoms, each of which is associated with a small magnetic field (called spin). At room temperature, the natural tendency of spins is to align, collectively making the iron magnetic. When heated, thermal agitation disrupts spin alignment, decreasing the overall strength of the magnet. At the critical temperature, there is an abrupt loss of magnetism as sufficient thermal energy is available that magnetic dipoles flip spontaneously. At the critical point, spins constantly change orientation, responding both to thermal agitation and to the slightest fluctuation of neighboring spins. Clouds of magnetism continuously burst into life and ripple through the system on all scales. The term criticality refers to the system's extreme sensitivity to fluctuations, as local perturbations decay only algebraically rather than exponentially. In the critical state, magnetic domains (within which all spins align) have no characteristic scale and are limited only by the system size and the system component size (Bak et al., 1987 (Bak et al., , 1988 Binney et al., 1992; Bak, 1996; Jensen, 1998; Ball, 2001; Gisiger, 2001; Ward, 2001) . Above the critical point, thermal agitation overwhelms spin alignment and spin directions are randomized. Unlike criticality in the iron magnet, self-organized criticality occurs only in thermodynamically open systems that are driven from equilibrium. Continual input of matter and/or energy is required to maintain their organization (Bak and Paczuski, 1993; Jensen, 1998; Halley and Winkler, 2008b) .
The building blocks of critical-like dynamics are stochastic perturbations at a local or microscopic scale. In the context of a stem cell regulatory network, these perturbations correspond to low-level stochastic gene expression. These disturbances initially propagate locally, but they obtain a fractal-like structure distribution and become increasingly system spanning (autocatalytic) as a system approaches its critical point. According to percolation theory (but see , when a system is precisely at its critical point, microscopic disturbances can be system spanning even at the limit of infinite system size (Grimmett, 1999) . For many reasons, natural systems are unlikely to be genuinely critical (Malcai et al., 1997; Avnir et al., 1998; Halley and Winkler, 2008c) . Such behavior is more accurately termed almost critical or critical-like. To be genuinely critical, perturbations within a system must have an average branching rate m of 1, meaning that on average each single perturbation gives rise to one additional perturbing event. If m N 1, perturbations are supercritical, propagating and expanding indefinitely. Conversely, if m b 1 the perturbations are subcritical and invariably decay (Adami and Chu, 2002) . For useful background information on self-organized criticality see Clar et al. (1996) , Jensen (1998) , Kinouchi and Prado (1999) , Turcotte (2001) , , and Halley and Winkler (2008c) . The movement of systems from the subcritical domain, though critical to the supercritical domain, constitutes a type of phase transition.
Critical-like dynamics are important in many systems (Jensen, 1998) , but appear especially so in biological systems (Kauffman, 1995; Halley and Winkler, 2008c) . Such systems consist of both ordered and disordered elements, operating at the edge of chaos, a dynamic regime that is useful for computation and information storage, transmission, and modification (Langton, 1990; Langton, 1991) . Computation can be loosely defined as information exchange between elements, a process that is maximized at the edge of chaos. Information in this context is any structured pattern or ordered component. The logic behind the idea that living systems exploit critical-like dynamics for computation can be illustrated by a simple thought experiment. If a system is overly ordered, information is stored too frequently, signaling pathways expire, and interaction between sources of information is limited. Conversely, if a system is too chaotic or disordered, information is transmitted readily but it cannot be reliably stored. Intuitively, it follows that a system with dynamics in between chaos and order (at the edge of chaos) could both store information and readily transmit it, providing a system with the potential for efficient computation (Wolfram, 1984a (Wolfram, , 1984b Langton, 1990 Langton, , 1991 . The edge of chaos seems a necessary, but not necessarily sufficient, regime for computation (Bonabeau, 1997) .
It has been suggested that biological systems, which must be both flexible and robust, maintain themselves near a critical point at the edge of chaos, or return to this region when necessary (Haken, 1992; Goodwin, 1994; Kauffman, 1995; Bonabeau, 1997; Halley and Winkler, 2008c; Nykter et al., 2008) . Some authors even suggest that life invariably evolves toward the edge of chaos as this is the inevitable target of natural selection (Kauffman, 1991 (Kauffman, , 1993 Goodwin, 1994; Kauffman, 1995; de Oliveira, 2001; Lewin, 2002) . However, the region of optimal performance is probably task dependent, and it therefore seems likely that the degree to which a biological system exhibits critical-like dynamics will depend on its need for computation (Mitchell et al., 1993; Halley and Winkler, 2008c) . If there is little need for computation, critical-like dynamics would eventually be overwhelmed by the inexorable influence of natural selection (Halley and Winkler, 2008c) . The fact that many examples of critical-like dynamics in biological systems need to compute good solutions to problems is consistent with this idea (Bak, 1996; Papa and da Silva, 1997; Halley and Burd, 2004 Linkenkaer-Hansen et al., 2004 Sánchez et al., 2004; Nykter et al., 2008) . In ant colonies, for example, individual behavior gives rise to collective foraging dynamics at the edge of chaos. This regime facilitates appropriate switching between different foraging strategies, such as solitary foraging, group foraging, or mass recruitment (Edelstein-Keshet, 1994; Watmough and Edelstein-Keshet, 1995; Bonabeau, 1997) , and enables groups to solve complex trade-offs between feeding and risk avoidance (Halley and Elgar, 2001; Halley and Burd, 2004) . In developmental biology, critical-like dynamics triggers multicellular symmetry breaking (Soriano et al., 2006) and helps to maintain structure and body shape (e.g., coral colonies) (Sánchez et al., 2004) . Recent work indicates that critical-like dynamics also helps to maintain a healthy nervous system, and is involved in the structural organization and activity patterns of brain tissue (Papa and da Silva, 1997; Jung et al., 1998; Chialvo, 2004; Lewis, 2005; Chialvo, 2006; Kinouchi and Copelli, 2006; Plenz and Thiagarajan, 2007; Werner, 2007) .
A key advantage of operating close to a critical point is that it facilitates rapid shifts in collective behavior. In particular, a system poised in a subcritical state can absorb only limited additional perturbation before it is driven beyond its critical point, at which point its connectivity and collective behavior undergo a dramatic phase change. For example, foraging ant groups display a subcritical state of disturbance propagation in the absence of externally imposed disturbances, such as predator attack (Halley and Burd, 2004) . This subcritical state consists of multiple damped disturbance events among feeding ants, which otherwise remain largely motionless. The subcritical nature (m b 1) of these disturbances means that the disturbances invariably expire, and disturbed ants either begin feeding again or leave the foraging area. Crucially, however, if sufficient ants are alarmed, the disturbances span the whole group as a supercritical alarm wave. Alarm waves are mediated by alarm pheromone, a volatile compound that increases running speed (Blum, 1969) , and are a dramatic but appropriate response to substantial external disturbance, associated with heightened mortality risk (Halley and Burd, 2004) . When poised below a critical point, ant groups absorb (collectively ignore) minor disturbances, but are quick to react if external events are sufficiently threatening to drive the group beyond its critical point. This effectively enables groups to trade-off the advantages of rapid alarm communication with the costs of interrupted foraging from trivial disturbances. In other words, maintenance of a subcritical state provides a framework for a collective intelligence, facilitating the integration of internal and external information through proximity to a critical point (Halley and Burd, 2004) .
Significantly, evidence of critical-like dynamics has been found in the very broad range of gene transcripts in microarray studies on a variety of tissues from various species (Velculescu et al., 1999; Hoyle et al., 2002; Kuznetsov et al., 2002; Kuznetsov, 2003; Ueda et al., 2004; Lu et al., 2005) . Such studies reveal the presence of numerous transcripts that are found in small copy number together with fewer transcripts that are found in large copy numbers. This pattern is typically described by a power law relationship, where the probability that a gene has expression activity level, k, decays as P(k) α k -r (although some data indicate a more log-normal distribution with a power law tail) (Hoyle et al., 2002; Kuznetsov et al., 2002; Ueda et al., 2004) . Similar distributions have been observed in other DNA-related phenomena (Li et al., 1994; Li, 1997; Vaidyanathan and Yoon, 2004; Isohata and Hayashi, 2005) and in metabolic networks (Jeong et al., 2000) . Changes that occur in gene expression levels as a result of a system perturbation also exhibit a power law pattern of gene expression in microarray experiments. Genes that are highly expressed display greater proportional change under varying conditions than genes that are expressed at lower levels (Ueda et al., 2004) . Such consistency may indicate a similar underlying probabilistic process, conserved throughout eukaryotic evolution (Kuznetsov et al., 2002) .
Rapid self-organized criticality SOC stimulated enormous interest because it was proposed as a general theory of complexity in Nature that might explain its fractal geometry (Mandelbrot, 1982; Bak et al., 1987 Bak et al., , 1988 Waldrop, 1992; Bak, 1996; Clar et al., 1996; Kardar, 1996; Turcotte, 1999) . However, subsequent work threw doubt on the theory, particularly with relation to the self-organized aspect of SOC systems. In most examples of SOC, the driving force (the source of stochastic perturbations that pushes the system out of equilibrium) was either tuned toward zero or "extremal" (only the most extreme sites received energy). Such requirements are odd for apparently self-organizing systems (Sornette et al., 1995; Paczuski et al., 1996; Vespignani et al., 1996 Dickman et al., 1998 Dickman et al., , 2000 Gisiger, 2001 ). Added to this controversy was the lack of a satisfactory definition of SOC (Turcotte, 1999 (Turcotte, , 2001 ) and confusion about the role of self-organization generally in evolution.
We previously proposed a descriptive definition of SOC that avoids the above-noted problems and highlights the role of self-organization in evolution (Halley and Winkler, 2008c) . We also introduced a new type of self-organized criticality called rapid self-organized criticality (RSOC) . Unlike traditional SOC, which requires a driving rate to be substantially slower than the speed of propagation of perturbations through the system, RSOC systems can be driven rapidly and this driving rate can be comparable to the rate of propagation of perturbations. That is, there is no separation of time scales between avalanche propagation and driving rate. Another distinguishing feature of RSOC systems is that multiple perturbations (e.g., avalanches of gene expression) can occur concurrently. In RSOC, perturbations such as avalanches of gene expression invariably interact and compete with each other for limited resources. In contrast, traditional SOC systems are characterized by temporally distinct perturbation events, interspersed by metastable configurations. In other words, each avalanche takes the system from one metastable configuration to the next (Paczuski et al., 1996; Sinha-Ray and Jensen, 2000; Sethna et al., 2001) . Whereas SOC systems are described as having a sparse percolation-like geometry (Gisiger, 2001) , RSOC systems display a highly dynamic branching geometry of interactions .
Although further work is needed, we suggest that RSOC, not SOC, dynamics underlie the critical-like organization of gene regulatory networks. In particular, we suggest that RSOC is the key mechanism driving the first element of the exploratory model of stem cell decision making, priming transcriptional programs to make multiple cell fate options available. This hypothesis arises from several inconsistencies in SOC theory as applied to gene regulatory networks, particularly involving signaling time scales, interactions between perturbation events, and the fine-tuning of driving rate. The need for large differences between driving rate and perturbation speed in SOC models of gene regulation means that gene expression cascades cannot interact directly. Only one cascade occurs at a time, and each expires before the next is generated, forcing the separation of time scales. Clearly, in gene regulatory networks more than one gene expression avalanche can occur simultaneously. The notion that gene regulatory networks are RSOC is also supported by the fact that competition can occur among different gene expression cascades. Indeed, stochastic gene expression is thought to arise from competition among different genes for a limited supply of common regulatory factors (van Roon et al., 1989) . Competition also arises from antagonistic interactions among differentiation factors (Enver and Greaves, 1998; Cory, 1999; Nutt et al., 1999; Cinquin and Demongeot, 2005) , either through active repression of transcription by competing transcription factors or through physical interaction between factors (Enver and Greaves, 1998; Cinquin and Demongeot, 2005; Hermsen et al., 2006) . We detail an RSOC framework for gene regulatory networks in a subsequent paper.
Self-organization and natural selection
Although natural selection is certainly a potent source of order in evolution and biology, a growing number of researchers argue that it acts in concert with self-organization. Self-organization is particularly prominent at the subcellular level, where the behavior of matter is profoundly influenced by physical and chemical interactions (Lehn, 2002; Whitesides and Grzybowski, 2002; Denton et al., 2003) . Cells comprise several self-organizing structures and exhibit oscillatory and critical-like dynamics due to intrinsic biochemical mechanisms (Ball, 2001; Elf et al., 2003) . For example, the arrangement of mitochondria in heart muscle facilitates complex fluctuations and wave propagation (Romashko et al., 1998; Aon et al., 2003 Aon et al., , 2004 Aon et al., , 2006 . The cytoskeleton, cell nucleus, and Golgi apparatus also comprise self-organizing elements, and this provides these structures with considerable architectural stability, without loss of flexibility (Gerhart and Kirschner, 1997; Maly and Borisy, 2001; Misteli, 2001a Misteli, , 2001b . There has been significant discussion concerning the role of self-organization in evolution, but how natural selection and self-organization interact largely remains an open question (Kauffman, 1993 (Kauffman, , 1995 .
Previously, we proposed that natural selection and selforganization are two aspects of a single evolutionary process (Halley and Winkler, 2008c) . This view arose from our simple descriptive definition of SOC, defined as the collective patterning that results from interplay between two factors: (1) a population of reproducing individuals and (2) a limited environment. Although this definition is deceptively simple, it captures the essence of self-organization to a critical-like state where the critical point is an attractor for the dynamics of the system. This is because a population of reproducing individuals (equivalent to a supercritical branching process, m N 1) that exists in a limited environment will have its average branching rate driven back toward 1 because of competitive interactions. Defined in this way, SOC does not require finely tuned conditions. There are infinite combinations of supercritical branching rates and limiting environments that will generate a critical-like background state. Moreover, defined in this way, SOC fits naturally into modern evolutionary biology. The eminent evolutionary biologist Mark Ridley states that natural selection can be understood as a logical argument. It operates whenever the following four conditions are met: (1) reproduction, (2) heredity, (3) variation in individual characters among members of the population, and (4) variation in the fitness of individuals according to the state they have for a heritable character (Ridley, 2004 ). The implication is that an SOC system will be subject to natural selection if its reproducing components can inherit characteristics, these characteristics vary, and these variations influence fitness (for details, see Halley and Winkler, 2008c) . Viewed from our perspective, self-organization and natural selection are intimate partners in a larger process of evolution, and in nonequilibrium systems generally critical-like dynamics provide a default organization within which selection processes can act.
Our hypothesis on self-organization and natural selection in evolution is relevant to our exploratory model of stem cell decision making. Cascading avalanches of gene expression in the stem cell gene regulatory network self-organize to a critical-like state, priming the various cell fate options. This critical-like primed state then interacts with environmental cues, such as cytokines, that impose selection constraints, supporting one cell fate option and allowing it to outcompete others.
Stochastic resonance and noisy disturbances
Although noise has traditionally been considered a nuisance and something to be overcome, increasing evidence suggests that noise can be actively exploited by a biological system. Stochastic resonance describes a phenomenon wherein noise of a particular character or amplitude increases a nonlinear system's sensitivity to weak signals (Collins et al., 1995 (Collins et al., , 1996b Wiesenfeld and Moss, 1995; Collins, 1999; Russell et al., 1999; Rao et al., 2002) . In its simplest form, stochastic resonance requires only a threshold, a subthreshold stimulus, and noise (Gingl et al., 1995) . As noise is progressively added to a system, its sensitivity to a weak signal increases to a maximum, and then declines. In other words, optimal flow of information through a system occurs at an intermediate level of noise (Douglass et al., 1993; Collins et al., 1995 Collins et al., , 1996b Wiesenfeld and Moss, 1995; Gammaitoni et al., 1998; Collins, 1999; Russell et al., 1999) . Stochastic resonance is best known in the context of periodic signals, where the noise level pushes a signal beyond the signal detection threshold, but it can also apply to nonperiodic signals (Collins et al., 1996a) . Many examples of stochastic resonance and reviews of the phenomenon are found in the literature (Douglass et al., 1993; Collins et al., 1995; Gilden et al., 1995; Wiesenfeld and Moss, 1995; Traynelis and Jaramillo, 1998; Russell et al., 1999; Peter, 2002; Adair, 2003; Moss et al., 2004; Swain and Longtin, 2006; Chen et al., 2007) .
Especially interesting are studies of noise in physiological systems, indicating widespread potential application of stochastic resonance in the medical sciences (Moss et al., 2004) . For example, internal noise exists in mammalian auditory nerve fibres, with important implications for cochlear implant technology (Morse and Evans, 1996; Zeng et al., 2000; Chatterjee and Robert, 2001; Ries, 2007) . Application of subsensory mechanical noise to the feet of elderly patients appears to improve quiet-standing balance control through enhanced sensory and motor function via stochastic resonance (Moss and Milton, 2003; Priplata et al., 2003 Priplata et al., , 2006 Costa et al., 2007) . Patients with diabetic neuropathy and patients with stroke could also benefit from such noise-based therapy (Priplata et al., 2006 ).
The exploratory model of stem cell decision making
The exploratory hypothesis decomposes stem cell decision making into two elements. The first element generates a diversity of possible cell fate options, and describes how stochastic gene expression drives the stem cell regulatory network toward a subcritical state, which primes the various transcriptional programs. The second element involves the selection of an appropriate option from this diversity through destabilization of the subcritical state through interaction with external (e.g., niche) conditions.
Discussion
In embryogenesis, tissue formation occurs in a stepwise manner as cell fate is gradually restricted. Differentiation can therefore be considered a series of decision-making steps, which may be binary or more complex (more than two options available). Embryogenesis is often considered in the context of binary decisions (Brown et al., 1988; Kaletta et al., 1997; Huang et al., 2007) , but studies of the hematopoietic system suggest a more complex decision-making process involving multiple fate options (Rothenberg et al., 1999; Demongeot, 2002, 2005) .
Regardless of the number of options available at a time, transcription factor networks display switch-like behavior, changing from simultaneous expression of genes from mixed lineages to an expression pattern that is specific to one lineage (Cross et al., 1997; Bruno et al., 2004; Roeder and Glauche, 2006; Halley et al., 2008) . For example, studies of gastrulation reveal that during the early stages many cells express a mixed gene expression pattern that is characteristic of both mesoderm and endoderm. However, by late gastrulation such coexpression is less marked, with individual cells expressing genes characteristic of only one germ layer (Wardle and Smith, 2004) . Similarly, molecular profiling of multipotent hematopoietic progenitor cells revealed lowlevel expression of many different lineage-specific genes. This phenomenon, referred to as (multi)lineage priming, has been documented for at least four hematopoietic lineages, and is thought to prepare cells for decision making by making several transcriptional programs accessible (Hu et al., 1997; Akashi et al., 2003; Akashi, 2005; Akashi et al., 2005; Mikkers and Frisén, 2005; Miyamoto and Akashi, 2005; Mansson et al., 2007) . Interestingly, hematopoietic stem cells express both hematopoietic and nonhematopoietic genes, including genes characteristic of neuronal, endothelial, pancreatic, kidney, liver, heart, hair, epithelial, and muscle cell types. Such nonhematopoietic priming could account for stem cell plasticity Enver, 2003) . Lineage priming is likely to involve alteration of chromatin structure at lineage-specific loci, which become poised for physiologically relevant levels of gene expression on differentiation (Laslo et al., 2006) . The open chromatin structure typical of stem cells is consistent with this view and allows for rapid genetic regulation (Zipori, 2004; Roeder, 2005) . This aspect has been reviewed elsewhere .
The lineage priming model suggests that noise (stochastic gene expression) provides the building blocks for future cell fate decisions (Hu et al., 1997; Miyamoto et al., 2002; Enver, 2003; Miyamoto and Akashi, 2005; Loose and Patient, 2006) . Relative gene expression levels, chemical stability of RNA and different transcription factors and their precursors, and any exogenous stabilization (either by supplementary factors or through feedback mechanisms from other cells) affects the commitment to one cell fate or another (Zandstra and Nagy, 2001) . Antagonistic interactions among transcription factors are often involved (Enver and Greaves, 1998; Cory, 1999; Nutt et al., 1999; Cinquin and Demongeot, 2005; Hermsen et al., 2006) . Although it is still unclear whether lineage priming corresponds to a stable state of low-level coexpression or an essentially zero-level expression overlaid by random expression noise (Roeder and Glauche, 2006) it is clear that gene expression noise is a biologically significant variable that could be subject to selection pressures (Kaern et al., 2005) .
The exploratory hypothesis of stem cell decision making proposes that stochastic gene expression drives the gene network to a subcritical state, and it is this state that primes the various transcriptional programs. Subsequently, interplay between this state and external conditions will impose selection constraints among the diversity of cell fate options. The exploratory hypothesis reflects the inevitable complex interplay between self-organization and natural selection in evolution, and is similar to the nonspecific stem state described by Zipori (2004) . Fig. 1 shows alternative views of differentiation. The first describes the stem cell as a "blank slate" that gradually acquires differentiation markers during differentiation (Fig. 1a) . The second describes the nonspecific state where a stem cell expresses most (if not all) markers at a low level, and as differentiation proceeds, the expression of most genes is reduced and up regulation of a limited set of genes occurs (Fig. 1b) (Zipori, 2004) . Zipori (2004) considers stemness as a state of having options open.
The exploratory model of stem cell decision making is also consistent with recent mathematical models of differentiation that are based on master switch genes. A classic example of a genetic switch is the common myeloid precursor decision point in hematopoiesis. This switch is regulated by two transcription factors: GATA.1, expressed in erythroid/megakaryocyte lineages, and PU.1, expressed in the myelomonocytic branch. Both factors are lineage specific and lineage specifying, prompting the activation of large batteries of genes that implement alternative differentiation programs. GATA-1 and PU.1 also promote their own expression and are cross-antagonistic , and references therein). The coupling of cross-antagonism and positive autoregulation is important to the generation of mixed lineage transcription patterns and switch-like behavior that provides a driving force for transcriptional programs (Rekhtman et al., 1999; Zhang et al., 1999; Gardner et al., 2000; Orkin, 2000; Smith et al., 2007) . Huang et al. (2007) analyzed a minimal model of the GATA1/PU.1 binary transcription factor system, identifying three stable or metastable states (attractors in complexity terminology). An attractor is a stable region of phase space toward which a system evolves (Collet and Eckmann, 1980; Milnor, 1985) . In the context of the GATA1/PU.1 binary switch, two attractors correspond to the erythroid/megakaryocyte and myelomonocytic differentiation pathways. A third, metastable attractor, generated by strong, nonlinear interactions between the switch genes, occurred at an intermediate state . This central attractor, representing a bipotent state, was stable only if the magnitude of autoregulation was comparable to that of cross-inhibition and both master gene transcripts existed in a mixed expression pattern. This suggests that bipotentiality is dynamically defined, and parameter value changes that destabilize the central attractor destabilize the stem-like state and prompt differentiation. A bipotent cell would be forced to choose between its two remaining stable attractors, as the metastable state becomes unstable for some values of the switch model parameters .
Our exploratory model is consistent with Huang et al.'s binary switch model (2007) and also the multistable switch models of Demongeot (2002, 2005) . However, our model incorporates additional levels of complexity. Like these switch models, we also include cross-antagonistic and autoregulatory master genes, but our model differs in that each switch gene connects to a module of lineage-affiliated genes, and these modules form part of an extensive genomespanning network. This network is primed by stochastic gene expression and prevailing external conditions, and funnels some of this information into the genetic switch (Fig. 2) . The inclusion of signal pathways between the switch genes and a representation of a genome-wide network reflects the fact that genetic switches do not operate in isolation. They are immersed in genome-spanning networks that are also influenced by a broad range of biological signals and nonspecific perturbations (Huang and Ingber, 2000; Huang et al., 2005 Huang et al., , 2007 . The nature of the stem-like or bipotent state is similar in exploratory and switch models. The model of Huang et al. formalizes the idea of transcription program accessibility through the metastable central attractor, which exists poised between the two stable attractors that correspond to putative cell fates . The onset of differentiation describes the near-symmetrical destabilization of this metastable state following a shift in parameters that govern the internal state of the system. The disappearance of the central attractor can be visualized as the deformation of Waddington's epigenetic landscape (Waddington, 1956) , with a cell resting at the bottom of an energy sink or valley, suddenly finding itself at the top of a hill as the landscape inverts beneath it . The destabilized state is exquisitely sensitive to asymmetry, tipping toward either pathway by even tiny fluctuations. In such a state, external influences would exert a disproportionately large influence on cell behavior , possibly via stochastic resonance. The combined influence of near-symmetrical destabilization from internal changes and the disproportionate impact of external factors on this destabilized state elegantly reconciles debate over instructive versus selective mechanisms of stem cell commitment by including both stochastic and deterministic influences . Our exploratory model reconciles the debate in a similar manner, first describing a subcritical gene network that utilizes information intrinsic to stem cells, and then the impact of selection processes that reflect prevailing external conditions. Both exploratory and switch models describe two stages of the differentiation process: the destabilization of the stem-like state and the impact of external factors as a new trajectory is realized. In the exploratory model, the subcritical stem-like state is minimally stable because of its proximity to a critical point, making it particularly vulnerable to factors that increase system connectivity, such as an overall increase in gene expression. A sudden increase in transcription strength might occur during stem cell activation. T cell activation involves an approximate doubling in the amount of total RNA per cell and is thought to entail a global mechanism of regulation that increases the expression of many genes similarly (Teague et al., 1999) .
Cellular quiescence is now considered a transcriptionally active state in which cells are nurtured by specialized niche environments that both protect and actively prevent cells from entering mitosis (Teague et al., 1999; Yusuf and Fruman, 2003; Fuchs et al., 2004) . Adult stem cells are characteristically quiescent, and this helps to maintain tissue homeostasis, preserve capacity for tissue regeneration, and minimize the accumulation of genetic mutations (Cai et al., 2004; Zhang and Wang, 2008) . Although the details of stem cell activation are unclear, changes in their external environments are certainly involved (Fuchs et al., 2004; Dhawan and Rando, 2005) , and experimental evidence indicates that the stem cell niche provides signals that support cellular quiescence Fuchs et al., 2004; Hirao et al., 2004; Mikkers and Frisén, 2005; Suda et al., 2005; Arai and Suda, 2007) . In satellite cells (the primary stem cells in adult skeletal muscle), almost any disturbance of the niche results in stem cell activation (Dhawan and Rando, 2005) . Similarly, as hair follicle stem cells become activated during hair growth, NFATc1, which represses the cyclin dependent kinase 4 gene encoding CDK4, is downregulated (Sherr and Roberts, 2004; Horsley et al., 2008) . Since CDK4 is important for progression through the cell cycle, alleviating its repression by NFATc1 promotes proliferation (Morrison et al., 1997; Wright et al., 2001; Passegue et al., 2005) . As hematopoietic stem cells mature and proliferate, they lose contact with neighboring stromal cells, heading toward the central bone marrow cavity and traversing into blood vessels (Fuchs et al., 2004) . These findings suggest that it is the stem cell niche that maintains the subcritical state of the gene regulatory network, inhibiting decision making by limiting exploratory cascades of gene expression among the differentiation genes. It follows that a hematopoietic stem cell outside its niche would approach its critical point automatically. This could be the reason for our very limited ability to encourage selfrenewal in such cells in vitro.
Embryonic stem cells could be an exception to the proposition that the niche enforces subcriticality on the gene regulatory network. According to the exploratory model, subcriticality is associated with the inhibition of decision making and limited cascades of gene expression among differentiation genes, keeping cell fate options open. When the gene regulatory network becomes critical, however, decision making occurs, involving pathways of differentiation or other possibilities, such as migration or apoptosis, depending on which gene module reaches Figure 2 Model of a binary switch based on the GATA1/PU.1 system, with an additional level of complexity by connection with a larger network that is perturbed by stochastic gene expression. The binary switch component is taken from Huang et al. (2007) , reprinted with permission from Elsevier. criticality first or outcompetes the others. Embryonic stem cells are an artifact of a transient population in vivo. The ephemeral nature of the inner cell mass indicates that the regulatory network of embryonic stem cells has not evolved to remain poised in a subcritical state to keep options open indefinitely (unlike hematopoietic stem cells, which must exist throughout an organism's life). Interestingly, embryonic cells (like the above-noted common myeloid precursors) also undergo binary decision making and display switch-like behavior, but their binary decision is affected strongly by three genes (OCT4, SOX2, and NANOG), not two genes as in the GATA1/PU.1 system. The embryonic stem cell switch is also switched on or off by environmental signals (Chickarmane et al., 2006) . These considerations suggest that the exploratory model of stem cell decision making might apply to all stem cell systems, but the relative importance of internal and external factors varies depending on the stability of the internal genetic contribution. In embryonic stem cells, OCT4, SOX2, and NANOG are key elements of the core circuitry that governs self-renewal and pluripotency (Chickarmane et al., 2006) . This core circuitry is dominated by positive feedback loops and is therefore inherently stable. We suggest that it is the stability of this core circuitry that enforces subcriticality on the rest of the network, particularly among the differentiation genes, limiting their exploratory behavior.
The testing of the exploratory hypothesis of stem cell decision making will not be straightforward. In addition to requiring evidence of subcriticality in gene modules associated with differentiation, evidence of interaction between this background state and external factors that impose selection pressures among fate options will also be required. Traditionally, critical-like systems have been investigated with numerical models, where avalanche statistics can be obtained and are indicative of a critical state if there is a power law relationship between avalanche magnitude and avalanche frequency. However, others have argued that avalanche statistics can be misleading and it is necessary to calculate the average branching rate, which must equal 1 for the system to be considered critical (Kinouchi and Prado, 1999; de Carvalho and Prado, 2000; Adami and Chu, 2002) . Both of these approaches have been employed in the analysis of gene regulatory networks, but a definitive answer is lacking. Gene regulatory networks are frequently modeled as Boolean networks, where genes are assumed to be either on or off. Such models can generate power law distributions of avalanche statistics and average branching rates near 1 (Serra et al., 2004; Rämö et al., 2006; Serra et al., 2007; Berdahl et al., 2008) , but the Boolean approximation seems difficult to justify given the ubiquitous power law distribution of gene expression magnitudes. Information theoretic approaches have perhaps yielded more conclusive evidence. For example, Nykter et al. (2008) developed a method based on algorithmic information theory to assess criticality in global gene expression data in the macrophage, and tested whether their results were affected by Boolean and ternary discretization. Our future work will be aimed at resolving these issues and testing the exploratory hypothesis in embryonic stem cells. We are currently combining experimental and computational approaches to tease apart the layers of complexity generated through critical-like exploratory behavior from those generated by external factors and their resonating effects in the stem cell genome.
Summary
We have described a complex systems-based conceptual model for stem cell fate decisions based on a mesoscale representation of key regulatory processes in the stem cell genome. The model describes how multiple, lineage-specific gene modules are primed by stochastic gene expression to a critical state, and how the interaction between this state and extrinsic signals prunes the diversity of fate options to a single fate. The exploratory model has strong parallels with a recent model describing the interaction of self-organization and natural selection in evolution generally. Key, novel components of the exploratory model that distinguish it from related switch models are the recognition that RSOC, not SOC, is a more accurate description of self-organization in the stem cell genome, and the manner in which the switch genes derive information from the remainder of the genome. This conceptual model provides a framework for additional studies of RSOC and stem cell regulation, and for computational models of stem cell fate decisions.
