We study fast-slow maps obtained by discretisation of planar fast-slow systems in continuous time. We focus on describing the so-called delayed loss of stability induced by the slow passage through a singularity in fast-slow systems. This delayed loss of stability can be related to the presence of canard solutions. Here we consider three types of singularities: transcritical, pitchfork, and fold. First, we show that under an explicit Runge-Kutta discretisation the delayed loss of stability, due to slow passage through a transcritical or a pitchfork singularity, can be arbitrarily long. In contrast, we also show that under a Kahan-Hirota-Kimura discretisation scheme, the delayed loss of stability related to all three singularities is completely symmetric in the linearised approximation, in perfect accordance with the continuous time setting.
Introduction
Consider a system of singularly perturbed ordinary differential equations (ODEs) in fast time scale dx dt = x = f (x, y, ε) , dy dt = y = εg(x, y, ε) , x ∈ R m , y ∈ R n , 0 < ε 1 ,
with critical manifold S 0 = {(x, y) ∈ R m+n : f (x, y, 0) = 0} .
The set S 0 is called normally hyperbolic if the matrix D x f (p) ∈ R m×m for all p ∈ S 0 has no spectrum on the imaginary axis. For a normally hyperbolic and compact S 0 , Fenichel Theory [13, 19, 22, 29] implies that for ε sufficiently small, there is a locally invariant slow manifold S ε behaving like a regular perturbation of S 0 . On the other hand, loss of normal hyperbolicity, which occurs whenever D x f (p) has at least one eigenvalue on the imaginary axis, is known to be responsible for many complicated dynamic effects, such as relaxation oscillations and mixed mode oscillations [8, 22] , that are difficult to analyse rigorously. In this paper we will focus on one of such features found when normal hyperbolicity is lost, namely canards. In particular, we shall study planar fast-slow systems with a canard point at the origin, past whom trajectories connect an attracting branch of the slow manifold with a repelling one, also described as canard solution [2, 10, 21] . For continuous time fast-slow systems, these canard solutions allow us to explain why one observes a delay in the onset of instabilities when trajectories slowly cross a singularity [15, 24, 25, 26] .
In this paper we focus on (discretised) planar fast-slow systems with canard points associated to three singularities: the transcritical, the pitchfork, and the fold. One important motivation to consider fast-slow systems with the aforementioned singularities is that they are common in models used in the applied sciences, thus organising the behaviour of the corresponding dynamics and playing a crucial role for numerical simulations. For example, transcritical singularities may appear in epidemiological and other population dynamic models [4] and seem to be a generic mechanism for stability loss in some network models [17] ; pitchfork bifurcations can be found e.g. in decision making dynamics [14] or biochemical oscillators [28] , while the fold singularity is frequently encountered in neuron models [3, 7, 23] .
Based on observations in [11] and [1] , we consider time discretisations of equation (1) and investigate the linearised behaviour along such canard solutions. For example, the canonical form of the transcritical singularity in a fast-slow system reads (up to leading order)
Its Euler discretisation induces the map P : R 2 → R 2 given by P (x, y) = x + h x 2 − y 2 + hε, y + hε , Analogously to the time-continuous case, the set x 2 = y 2 is invariant under the iteration of P . In particular, the orbit γ(n) = (x n , y n ) = (x 0 + nhε, x 0 + nhε), n ∈ N, corresponds to the "discrete-time maximal canard" in [11] . As we prove below, one now observes that trajectories that start close to the attracting part of such a canard, stay close to the repelling part of the canard for very long times; something one cannot observe in the time-continuous case.
In the case of a pitchfork canonical form
x = x(y − x 2 ), y = ε , the set {x = 0} is invariant, and the Euler discretisation map (2.2) has the canard trajectory γ(n) = (0, y 0 + nhε), n ∈ N.
We observe the same extended delay effect along the canard as in the transcritical case (cf. [1] ), as we will make precise in Section 2.2. Generally, for explicit Runge-Kutta methods, the same effects appear. These delay times of the onset of instability can in fact grow arbitrarily large as we will prove in Section 2.1 by investigating contraction and expansion along the linearisation of the canard. The main result concerning arbitrarily long delay of bifurcations for transcritical and pitchfork singularities can be formulated in the following Theorem, which is sketched in Figure 1 . Theorem 1.1 (Delay for explicit RK schemes). Let equation (1) be the canonical form of a fastslow system with transcritical or pitchfork singularity, with parameters such that there is a canard solution, and let P be the map obtained by an explicit Runge-Kutta discretisation of equation (1) with discrete-time maximal canard γ. Denoting by x 0 = −ρ < 0 the initial x-coordinate, we have the following for the transcritical canard (and analogously for the y-coordinate in the pitchfork case):
1. if x * denotes the x-coordinate where the contraction/expansion rate around γ is compensated, i.e. where trajectories, starting close to γ at x 0 = −ρ, leave the vicinity of γ, then there exist values (ρ * , h * , ε * ) such that lim
x * → ∞.
2. we, moreover, obtain a particular lower bound K * for the number of iterations corresponding with x * , expressed by the Lambert W function. The point x * (resp. y * for the pitchfork) indicates the x-coordinate where the contraction and the expansion along the canard have compensated each other. We show that, when an explicit RK-discretisation is employed, the delayed loss of stability in planar fast-slow maps with transcritical and pitchfork singularities is not symmetric (in contrast to their continuous time analogues). In fact the delay can be arbitrarily large. See more details in Section 2 and a numerical example in Section 4.
For ODEs of the form (1), the delay of bifurcation (for example for Hopf bifurcations [15, 24, 25] ) can be characterised by the way-in/way-out map (or input-output function) derived in the following way (cf. [22, Section 12.2] ): define the phase
where y 0 (s) denotes the slow-flow solution for equation (1) and τ * is such that y 0 (τ * ) = 0, i.e. where y 0 (s) is passing through the bifurcation point. Then for τ sufficiently close to τ * , one can define the way-in/way-out map Π as the function that maps a time τ < τ * to a time Π(τ ) > τ * by the condition
The essential statement of Theorem 1.1 is that for explicit Runge-Kutta discretisations of transcritical and pitchfork canards, the way-in/way-out map, which gives precisely Π(τ ) = τ in the ODE situation, will explode for certain parameter regimes of ρ and h.
In the second part of the paper, we will see that the bilinear Kahan-Hirota-Kimura discretisation scheme, also abbreviated as Kahan method and known for preserving conserved quantities in various cases (see e.g. [27] ), is more suitable for finding a way-in/way-out map with analagous properties to the ODE situation. We show in Section 3.1 that the Kahan method, which is in fact an implicit Runge-Kutta scheme that yields an explicit form for quadratic vector fields, preserves precisely the time-continuous structure of the transcritical canard in the sense, that the time trajectories spend at the attracting part of the canard is the same that they spend at the repelling part. In other words, the discrete-time way-in/way-out map, defined in analogy to (1) , is completely symmetric in this case.
The Kahan method is not explicit in the case of the pitchfork singularity due to the cubic term which seems to make the analysis more cumbersome than before. However, we can still analyse the linearisation along the canard in this, now implicit, discretisation and obtain analogous results to the transcritical case. In the case of a folded canard, again the Kahan method turns out to be an accurate behaviour-preserving discretisation scheme for the canard problem [12] . In this case, an explicit Euler method does not even give a discrete-time canard trajectory such that the discretetime dynamics could not be analysed as before. Hence, for the folded canard, we only focus on the Kahan map (see Section 2.3).
We can summarize the results on the symmetry of the way-in/way-out map for the Kahan discretisation of transcritical, pitchfork and fold singularities in the following Theorem, which is sketched in Figure 2 . If, in the case of the transcritical or pitchfork singularity, we have ρ = εhN + εh/2 for some N ∈ N, or in the case of the fold singularity we have ρ = εhN/2 for some N ∈ N, then the way-in/way-out map ψ h is well defined and takes the value
In other words, the expansion has compensated for contraction at
x * ∈ {ρ − εh, ρ, ρ + εh}, (y * ∈ {ρ − εh, ρ, ρ + εh} in the pitchfork case)
giving full symmetry of the entry-exit relation.
In the forthcoming Sections we prove Theorems 1.1 and 1.2. More specifically, Section 2 is dedicated to the analysis of fast-slow planar maps under explicit Runge-Kutta discretisation while in Section 3 we consider the Kahan-Hirota-Kimura scheme. Afterwards, in Section 4 we exemplify our theoretical results with a numerical simulation. We conclude this paper in Section 5 with a brief discussion. The solid curve with arrows indicates a canard, while the dotted curve is a nearby trajectory. We show that, when a Kahan discretisation scheme is employed, the delayed loss of stability in planar fast-slow maps with transcritical, pitchfork, and fold singularities is symmetric (in accordance with their continuous time analogues). See more details in Section 3 and a numerical example in Section 4.
Explicit Runge-Kutta Methods
This section is dedicated to the study of delayed loss of stability under explicit Runge-Kutta (RK) discretisation schemes. In order to clearly present the main ideas, we first consider a fast-slow transcritical singularity under a forward Euler discretisation, where we show the possibility of arbitrarily delayed loss of stability. Next, we show that the same conclusion holds for general explicit RK methods. Later we present a similar analysis for the pitchfork singularity.
Transcritical singularity
The canonical form (up to leading order terms) of the transcritical singularity in a fast-slow system reads as
where 0 < ε 1 is the time scale separation parameter.
Euler method
In this section we consider the iterated map obtained after forward-Euler discretisation of the canonical form of a fast-slow transcritical singularity, see [11] for the details. In particular, we consider the so-called canard case. To be precise, let us consider the map P : R 2 → R 2 given by
where 0 < ε 1, and h > 0. We are interested in the dynamical system defined by iterations of the map P , that is P n (x 0 , y 0 ) where (x 0 , y 0 ) ∈ R 2 are initial conditions and n ∈ N. Note that the set S = x 2 = y 2 is invariant under the iteration of P . In particular, the trajectory γ(n) = (x n , y n ) = (x 0 + nhε, x 0 + nhε), n ∈ N, corresponds to the "discrete-time maximal canard" in [11] and shall play an essential role in our analysis.
Remark 2.1. Our goal is to give details on the contraction/expansion rate around γ in terms of (x 0 , ε, h). This is motivated by [11] , where besides a thorough analysis of the fast-slow discrete time transcritical singularity, it is shown that the contraction towards the maximal canard is stronger in discrete time compared to its counterpart in continuous time, see [11, Theorem 3.1, (T3)].
Proceeding with our analysis, we note that γ| {ε=0} is attracting for x 0 < 0 and repelling for x 0 > 0. Therefore, let ρ ∈ O(1) be a positive constant and set x 0 = −ρ. Next, we compute the variational equation of P n along γ, which yields v(n + 1)
where v(n) = (v 1 (n), v 2 (n)) ∈ R 2 and n ∈ N. The local contraction/expansion rate is characterised by the solutions of (2.1.1) in the transversal (hyperbolic) direction, corresponding to the eigenvector (1, 0) . Thus, the solution of (2.1.1) with intial condition (v 1 (0), v 2 (0)) = (1, 0) is given by
It is precisely the number given by v 1 (n) that provides the overall contraction/expansion rate near γ. As an example, suppose that there exists a K ∈ N that is the solution of
Then K gives the number of iterations after which the contraction towards γ and the expansion away from γ, in the x-direction, have compensated each other. In other words, the time K is the discrete analogue of the asymptotic moment of jumping in continuous time. We can prove the following.
Proposition 2.2. Consider the inequality
where K ∈ N and K > 1. If 1 − 2hρ > 0 and the inequality holds, then
where W denotes the Lambert W function. Furthermore, let x * = −ρ + K * hε for some fixed values of (h, ε). Notice that x * is the x-coordinate where the contraction/expansion rate around the canard is compensated. Then lim
Proof. To simplify the notations let a := 1 − 2hρ > 0, b := 2h 2 ε > 0. Then (2.2) reads as
Taking the natural logarithm on both sides of (2.1.1), and isolating the term for k = 0, one gets
Next, using the finite form of Jensen's inequality 1 one has
1 Let φ be a real, concave function and {x i } a sequence of numbers in the domain of φ. Then the finite form of Jensen's inequality that we use is φ
Hence, by disregarding the middle term in equation (2.1.1), and by simplifying the arithmetic series
Next, we disregard the middle term of the last inequality and define exp(z) = a + b 2 K, leading to
where the last inequality holds due to a ∈ (0, 1). Thus, it is clear that a lower bound for z is given by exp(z * )z * = − b 2 ln(a). Using the Lambert W function [9, Eq. 4.13] one gets z * = W − b 2 ln(a) , which in turn provides a lower bound K * , that is K ≥ K * , where
The proof is completed by re-substituting the values of a and b. The computation of the limit follows from the fact that lim x→∞ W (x) = ∞.
Next we extend the previous analysis to general explicit Runge-Kutta discretization schemes.
General explicit Runge-Kutta schemes
Given a planar system
the s-stage explicit Runge-Kutta method is given by
and the coefficients α i ∈ R and a ij ∈ R depend on the RK-scheme and can be chosen from the so-called Butcher tableau. Thus, for a fast-slow system with a transcritical singularity (2.1) one has
where i = ε and
Remark 2.3. The forward-Euler discretisation is the 1-stage explicit RK method.
First we show that, similar to the Euler discretisation, the canard orbit γ(n) = (x n , y n ) = (x n , x n ) is a solution of the s-stage RK discretisation of the fast-slow transcritical singularity. To be more precise, from (2.1.2) let us consider the map P s : R 2 → R 2 given by
It is clear that iterations of the map P s define a discrete-time dynamical system. Next we show that, just as in the forward Euler case, the set S = (x, y) ∈ R 2 | x = y is invariant under the iterations of P s for any s ≥ 1. Proof. Let x = y, then from (2.1.2) it follows that
(2.11)
which shows that indeed the diagonal S is invariant. The expression of γ x(0) (n) follows from the commonn assumption that s i=1 α i = 1 which implies that y n+1 = y n + h s i=1 α i i = y n + hε, and whose solutions are as indicated.
Next, we are going to study the variational equation of (2.1.2) along γ n . Thus, we have the following.
Lemma 2.5. The variational equation of (2.1.2) along γ n is given by
Moreover the eigenvector corresponding to the eigenvalue 1 is (1, 1) .
Proof. The Jacobian of (2.1.2) reads as
Next, note that (1, 1) is the eigenvector for the eigenvalue 1 of J| γn if and only if ∂κi ∂yn | γn = − ∂κi ∂xn | γn for all i = 1, . . . , s. For i = 1 this holds trivially, for the rest of the terms one proves the equality by induction.
For notation convenience, let J 1 (x n ) denote the first component of J| γn , that is
is, generically, a polynomial in x n of degree s. Also, for sake of simplifying the notation, we are omitting the dependence of Q s on (h, ε).
Recall also that for initial condition x(0) = −ρ, the canard trajectory reads as γ n = (x n , y n ) = (−ρ + nhε, −ρ + nhε). Just as in the Euler method J 1 (−ρ) shall play an important role. In fact, let us define the following.
Remark 2.8. For the forward Euler method the critical triplet is (ρ * , h * , ε * ) = ( 1 2h , h, ε). It follows from Lemma 2.5 that the centre eigenvector is aligned with the invariant space S along which the canard γ n is located. Therefore, to study the contraction/expansion rate along γ n we consider the variational equation (2.5) in the transverse direction to (1, 1) . For this, it suffices to consider (2.5) with initial condition v(0) = (1, 0). Thus, with this setup, the solution v 1 (n) of the variational equation (2.5) is given by
(1 + hQ s (−ρ + khε)) .
(2.14)
Note that (2.1.1) is obtained by choosing s = 1 and the corresponding constants of the scheme in (2.1.2). Indeed for s = 1, one has α 1 = 1 and thus Q s (−ρ) = −2ρ. Proposition 2.9. Consider the inequality
15)
where K ∈ N and K > 1. If 1 + hQ s (−ρ) > 0, K > 2, and inequality (2.9) holds, then
16)
where W denotes the Lambert W function, andC is a constant that is determined by the choice of the RK scheme. Assume that a critical triplet (ρ * , h * , ε * ) exists 2 . Then lim (ρ,h,ε)→(ρ * ,h * ,ε * ) K * = ∞. This means that if we define x * = −ρ + K * hε (which is the x-coordinate at which the contraction/expansion rate is compensated), we have the limit lim (ρ,h,ε)→(ρ * ,h * ,ε * )
x * = ∞.
Proof. Recalling Remark 2.6 and for simplicity of notation, let us write (2.9) as
for some coefficients θ i = θ i (h, ε, R s ) where in R s we gather the coefficients of the RK scheme. It is worth noting that θ 0 = 1 + hQ s (−ρ). Taking log on both sides of (2.1.2) and proceeding similar to the proof of Proposition 2.2 we get
Next, again using Jensen's inequality allows us to write
Noting that the sums on the left side of equation (2.1.2) do commute, we then have 
where we note that we have cancelled out the term 1 K−1 of the left hand side of (2.1.2) with the appropriate one in (2.1.2). For convenience let us write
where C i , i = 1, . . . , n, are coefficients depending on (h, ε, R s ). Next, note that for fixed s we have
One should keep in mind that the above geometric series is divergent, so one should fix a finite s for the above formula to make sense. In practical terms this is not an issue since we recall that s is the stage of the RK-method, and this is usually a small positive integer.
Combining (2.1.2) and (2.1.2), we get
Note that F (K) > 2 due to the fact that K > 2. Therefore:
Furthermore, note that log(F (K)) = log 
.
Next, using the Lambert W function as we did for the proof of Proposition 2.2, we get the estimate
(2.25)
Thus (2.9) follows from substituting the value of θ 0 = 1 + hQ s (−ρ) in (2.1.2). Finally, the argument for the limit of x * follows from lim x→∞ W (x) = ∞. 
Pitchfork
The canonical form of the pitchfork singularity in a fast-slow system (up to leading order terms) reads
where, again, 0 < ε 1 is the time scale separation parameter. The analysis of the expansion-contraction rate for the fast-slow pitchfork singularity under forward Euler discretisation is similar to the one performed for the transcritical singularity. Therefore, we just sketch the main arguments, see [1] for the details.
The map obtained after forward Euler discretisation of the fast-slow pitchfork singularity is given by P (x, y) = (x + h(x(y − x 2 )), y + hε).
(2.27)
In this case the canard trajectory is γ(n) = (0, y 0 + nhε), n ∈ N.
is a positive constant we find that the expansion-contraction rate along γ is given by (compare with (2.1.1)) v 1 (n) = n−1 k=0 1 + h(−ρ 2 + khε) .
Then, analogously to Proposition 2.2, for the pitchfork case we have the following.
Proposition 2.11. Consider the inequality
where K ∈ N and K > 1. If 1 − hρ 2 > 0 and inequality (2.11) holds, then
where W denotes the Lambert W function. Furthermore, let y * = −ρ + K * hε, then
Proof. The proof follows the exact same reasoning as the proof of Proposition 2.2, so we do not repeat it here.
Remark 2.12. Again, just as we elaborated for the transcritical singularity, the arbitrarily delayed loss of stability holds for general explicit Runge-Kutta methods. We omit the details here as the reasoning is very similar to Section 2.1.2.
Fold
We consider the canocical form of a fold singularity in a fast-slow system
where 0 < ε 1 again quantifies the time scale separation. We apply the explicit Euler discretisation with step size h > 0 to system (2.3) and obtain the map P E : R 2 → R 2 given by
Note that by the change of variables εh → h we can write the system in the slow time scale as
In analogy to the time-continuous case, the critical manifold S is given as This shows that there is no canard solution on S through the origin and we cannot expect the occurrence of canards for any explicit Runge-Kutta scheme.
Additionally, when ε > 0, we observe that (cf. [12, Remark 2.2]) the ODE system (2.3) possesses the conserved quantity
vanishing on the invariant set
which consists precisely of the attracting branch S a,ε = {(x, y) ∈ S ε : x < 0} and the repelling branch S r,ε = {(x, y) ∈ S ε : x > 0}, such that trajectories on S ε go through the origin with speeḋ x = ε/2. Similarly to Proposition 2.13, it follows from an easy calculation that there is no function c(ε, h) such that {y = x 2 − ε 2 + c(ε, h)} is invariant for the dynamics induced by (2.3). Clearly, we have to use a different, structure-preserving discretisation if we want to understand a canard solution for the fold case in discrete-time. This is another motivation for considering the Kahan-Hirota-Kimura scheme, introduced in the next chapter.
Kahan-Hirota-Kimura Scheme
We consider a method that has produced integrable maps in several examples, i.e. maps that conserve a certain quantity: the Kahan-Hirota-Kimura discretisation scheme (see e.g. [27] ) was introduced by Kahan in the unpublished lecture notes [20] for ODEs with quadratic vector fieldṡ
where each component of Q : R n → R n is a quadratic form, B ∈ R n×n and c ∈ R n . The Kahan-Hirota-Kimura discretisation, short Kahan method, reads as
is the symmetric bilinear form such thatQ(z, z) = Q(z). Note that equation (3) is linear with respect toz and by that defines a rational mapz = Λ f (z, h), which approximates the time h shift along the soultions of the ODE (3). Further note that Λ −1 f (z, h) = Λ f (z, −h) and, hence, the map is birational.
The explicit form of the map Λ f defined by equation (3) is given as
The Kahan method is the specific form, for quadratic vector fields, of an implicit Runge-Kutta scheme which is given by (cf. [5, Proposition 1])
Note that the ODE (2.2) has a cubic term which will make it necessary to use the general form (3).
Transcritical
The Kahan discretisation of equation (2.1) gives the map P K :
where 0 < ε 1, and h > 0. Similarly to the continuous-time and the Runge-Kutta case, we find the diagonal to be an invariant curve for (3.1) with special canard solution γ. In more detail, we have the following statements: 
Proof. The invariance of S follows from an easy calculation. Furthermore, observe that if (x, y) ∈ S, we havex
We compute the Jacobian matrix associated with (3.1) as
In particular, observe that
It is easy to calculate that J h (−εh/2) = 1. The parabolas given by the graphs of f h and g h intersect at x = −εh/2, where f h has a maximum, and x = 1 h , where g h has a minimum, as can be easily seen from the derivatives f h (x) = −2h 2 x−εh 3 and g h (x) = 2h 2 x−2h (and the second derivatives). Hence, for x < −εh/2, we have |g h (x)| > |f h (x)| and, in particular, |g h (x)| > |f h (x)|. For 1/h > x > −εh/2, we clearly have that f h (x) > g h (x) > 0 according to the observations above. Furthermore, for x > 1/h, we have |f h (x)| > |g h (x)| and therefore |f h (x)| > |g h (x)|. This shows the claim (3.1).
The existence of the special canard γ (3.1) then follows directly.
We denote the second entry of the matrix (3.1) bỹ
Similarly to the Runge-Kutta case discussed in Section 2.1, let ρ ∈ O(1) be a positive constant and set
where v(n) = (v 1 (n), v 2 (n)) ∈ R 2 and n ∈ N. It follows from an easy calculation that the matrix (3.1) has a simple eigenvalue 1 for the eigenvector (1, 1) which is a fixed point of equation (3.1) and characterises the normal direction along the canard. The local contraction/expansion rate is characterised by the solutions of (3.1) in the transversal (hyperbolic) direction, corresponding to the eigenvector (1, 0) . Thus, the solution of (3.1) with initial condition (v 1 (0), v 2 (0)) = (1, 0) is given by (v 1 (n), 0), where 1. If ρ = εhN + εh/2 for some N ∈ N, then the way-in/way-out map ψ h given by
is well defined and takes the value ψ h (−N ) = N.
In other words, the accumulated contraction and expansion rates compensate each other in perfect symmetry.
2. If, generally, ρ ∈ (εhN + εh/2, εh(N + 1) + εh/2) for some N ∈ N such that 1 h , 1 h / ∈ γ −ρ , then the way-in/way-out map ψ h (−N ) is given by the smallest natural number such that Summarising both cases, we conclude that the expansion has compensated for contraction at
Proof. It follows from a tedious but straight-forward calculation that
for all εh 2n−1 2 = 1/h, n ∈ Z. Hence, the first claim follows immediately. For the second claim: firstly, observe that J h is strcitly increasing for all x = 1/h, since we obtain with equation (3.1) that
Hence, we can estimate
Therefore we can deduce ψ h (−N ) ≤ N +2. Furthermore, we get directly from the strictly monotonic increase of J h that
such that ψ h (−N ) > N follows. This finishes the proof. 
Pitchfork
We now consider the Kahan discretisation of equation (2.2), according to the implicit scheme (3). Note that, due to the cubic term, discretisation (3) is not applicable. The scheme gives the equations
As opposed to the transcritical case, we do not obtain an explicit map but possibly several solutions. When we start with x = 0 and y ∈ (−∞, 2/h), we get
from equation (3.1). We can still analyse a canard solution in the following way: Proof. Similarly to the transcritical case, one can compute that J h (−εh/2) = 1 and
The existence of the special canard γ where v(n) = (v 1 (n), v 2 (n)) ∈ R 2 and n ∈ N. The Jacobian matrix has a simple eigenvalue 1 for the eigenvector (0, 1) which is a fixed point of equation ( In other words, the accumulated contraction and expansion rates compensate each other in perfect symmetry.
2. If, generally, ρ ∈ (εhN + εh/2, εh(N + 1) + εh/2) for some N ∈ N such that 0, 2 h / ∈ γ −ρ , then the way-in/way-out map ψ h (−N ) is given by the smallest natural number such that Summarising both cases, we conclude that the expansion has compensated for contraction at
Proof. Similarly to the transcritical case, we observe that
for all εh 2n−1 2 = 2/h, n ∈ Z. Hence, the first claim follows immediately. The second claim can be deduced from arguments analagously to the proof of Proposition 3.2.
In the transcritical and pitchfork case, the canards are given on lines and we observe the same linear strcuture for the Kahan discretisations in both situatiuons, with exactly the same symmetry properties. We will turn to the problem of a folded canard in the next subsection.
Fold
In contrast to [12] , we will restrict the following analysis to the most basic canonical form of a fast-slow system with fold singularity, i.e. model (2.3), since we are only interested in the properties of the linearisation along the canard solution.
The Kahan discretisation of system (2.3) reads as
and induces the invertible, birational map P K : R 2 → R 2 , written explicitly as
Similarly to before, we make the following observations (which can be found in a similar form in [12] ):
Proposition 3.6. The parabola
is invariant under iterations of P K (3.3). Solutions on S are given by 
is given for x(0) = 0 and denoted by
Proof. The invariance of S follows from a cumbersome but straight-forward calculation, checking that for
Furthermore, observe that if (x(0), y(0)) ∈ S, we havẽ
which shows the existence of γ x(0) (3.6). We compute the Jacobian matrix associated with (3.3) as
(3.16)
In particular, observe that for (x, y) ∈ S we have
Clearly, J h (0) = 1. Moreover, we observe for all In other words, the accumulated contraction and expansion rates compensate each other in perfect symmetry.
2. If, generally, ρ ∈ (εhN/2, εh(N + 1)/2) for some N ∈ N such that 1 + h 2 ε 4 /h = γ 1 −ρ (n) for all n ∈ N, then the way-in/way-out map ψ h (−N ) is given by the smallest natural number such that • We present simulations only for the transcritical singularity as it allows us to compare the RK and the Kahan schemes. Recall that for the pitchfork singularity the Kahan scheme is not explicit, while for the fold singularity, the forward-Euler discretisation (and by that the most basic explicit RK-discretisation) does not provide a canard.
• Recall from Proposition 2.9 that, in order to observe the extended delay of the bifurcation, a critical triplet (ρ * , h * , ε * ), given as a solution of 1 + hQ s (−ρ) = 0, must exist. Since Q s is an s-degree polynomial, the existence of such a critical triplet is guaranteed for s being odd, while for s being even, one needs to carefully choose the scheme and the parameters (h, ε). Therefore, we have used a 3-stage RK method for the simulation depicted in Figure 3 . 28. Thus, the diagram on the left shows that when h is close to the critical h * one observes an extended delay on the loss of stability of the canard. We emphasize that such a delay can be made arbitrarily long by appropriately choosing h * . Compare to the right panel, where the extended delay does not occur upon variation of h.
Conclusion
We have shown that explicit Runge-Kutta schemes can fail to provide accurate approximations of dynamical behaviour along canard trajectories for certain combinations of step size h and entry coordinates (x 0 , y 0 ) in the plane. In fact, RK-schemes are prone to show much longer delays on the onset of bifurcation that that one expects from the continuous time cases. It is worth noting that for maps, such an extra delay is not a phenomenon due to time scale separation, but a truly discretisation artefact. We have quantified such phenomenon for simple canonical forms of planar fast-slow problems: hence, we emphasize that, also for more complicated systems, one should be cautious when simulating trajectories close to canards and trying to find entry-exit relations. Additionally, we have proven that an implicit Runge-Kutta scheme like the Kahan method, which gives an explicit birational map for quadratic vector fields, preserves the symmetry of the linearisation around planar canards. One might ask whether other structure-preserving schemes such as symplectic methods could also provide such symmetries. However, in the pitchfork and transcritical case, there is no conserved quantity, and in the case of the folded canard the conserved quantity is not a Hamiltonian which makes the usage of symplectic methods cumbersome (see also [12] ). We leave it as an open question to investigate a more general categorization of time discretisation schemes which preserve symmetries of the linearisation along canards to give accurate approximations of the dynamics.
