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Abstract 
Static analysis is the name given to a number of compile time analysis techniques used 
to automatically generate information which can lead to improvements in the execu-
tion performance of function languages. This thesis provides an introduction to these 
techniques and their implementation. 
The abstract interpretation framework is an example of a technique used to extract 
information from a program by providing the program with an alternate semantics and 
evaluating this program over a non-standard domain. The elements of this domain rep-
resent certain properties of interest. This framework is examined in detail, as well as 
various extensions and variants of it. The use of binary logical relations and program 
logics as alternative formulations of the framework , and partial equivalence relations 
as an extension to it, are also looked at. 
The projection analysis framework determines how much of a sub-expression can be 
evaluated by examining the context in which the expression is to be evaluated, and 
provides an elegant method for finding particular types of information from data struc-
tures. This is also examined. 
The most costly operation in implementing an analysis is the computation of fixed 
points. Methods developed to make this process more efficient are looked at. 
This leads to the final chapter which highlights the dependencies and relationships 
between the different frameworks and their mathematical disciplines. 
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Chapter 1 
Introd uction 
Since the conception of abstract interpretation twelve years ago, a considerable amount 
of research has been taking place in the field of analysis techniques for functional 
languages. Almost all implementations of lazy functional languages are termed "naive" 
if they do not embody some form of analysis; and in addition, they almost certainly 
suffer from severe efficiency problems. 
The simple and clean semantics of functional languages has prompted the rigorous de-
velopment of powerful and complex techniques for the extraction of information from a 
program. This development has necessitated the construction of rigorous mathematical 
models , drawing from many branches of mathematics. Domain theory, category theory, 
logic and equivalence relations are only a few of the tools used in the construction of 
analysis frameworks . Strictness analysis, binding time analysis, evaluation order anal-
ysis and update analysis are only a handful of the applications developed using these 
frameworks. 
We begin this chapter by first examining why program analysis techniques are needed, 
motivating this by claiming that abstraction is both the cause of, and solution to per-
formance problems. We then introduce analysis techniques and frameworks, concluding 
with the objectives and an overview of the thesis. 
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1.1 Program Analysis Matters! 
The purpose of this section is to motivate the need for analysis techniques for functional 
languages. Many needs motivate such analysis, the most common of which is the 
need to improve performance. Most functional languages have inferior performance in 
comparison with their imperative counterparts2 , and so analysis techniques need to be 
developed to counter this. 
We believe that this performance issue is not the core reason for the need of analysis 
techniques. There is something more fundamental than this need, and that is the cost 
of abstraction. 
1.1.1 The Cost of Abstraction 
John Backus writes on the benefits of using a functional paradigm over an imperative 
one: "Unlike von Neumann languages, these systems have semantics loosely coupled 
to states - only one state transition occurs per major computation." [Bac78] A severe 
price has to be paid for this abstraction. Functional languages abstract away many 
features of a von Neumann architecture, including memory management and explicit 
execution order, enabling us to write programs at a higher level. As Vegdahl [Veg84] 
writes , this ability "may be a blessing during programming, but a curse during ex-
ecution" . The languages are so far removed from the architectures on which they 
are ultimately implemented that special architectures have been proposed to execute 
functional languages [Veg84] . These architectures include physical architectures and 
abstract machines [Lan63, Tur79 , BPR88] . 
A key feature of a functional language, which results in much of its abstraction, is that 
of referential transparency, which Stoy [Sto77] defines as: 
"The only thing that matters about an expression is its value, and any sub-
expression can be replaced by any other equal in value. Moreover, the value 
of an expression is , within certain limits, the same wherever it occurs." 
The consequences of this are manifold. 
lThis is the title of Gomard's thesis [GS91j. 
'The introduction of static analysis has now increased the performance dramatically. 
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• An expression has the same value in any context, implying that "the value of 
an expression is independent of the history of the computation." [Tri90] Thus 
the order of evaluation of expressions is no longer fixed, and we have freed the 
language of any specific execution order. 
• Parallelism and laziness are now viable execution options. Freedom of execution 
order allows us to find much parallelism [BurB7b, GolBB, HKL9l] in a functional 
language, and this is often exploited and hailed as yet another benefit of using 
functional languages. It also allows us to choose the (less efficient) call-by-need 
reduction order which is needed for laziness. Indeed, many of the analyses are 
used to determine when the lazy evaluation order of a lazy language can 'safely' 
be converted to an eager evaluation order. 
• There are no side effects. Allowing an expression to have a side effect could de-
stroy our referential transparency. A variable is a simple expression, and allow-
ing assignment would allow an expression to take on different values, destroying 
referential transparency. A consequence of this is that the hitherto ubiquitous 
assignment is banished from our language. 
An implication of the last point is that of non-destructive updates . If we have an 
array and wish to change a particular element in the array, we have to copy the entire 
array and give this new object a different name, preserving referential transparency. 
Abstracting away memory leads to the need of time-consuming garbage collection, and 
lazy evaluation leads to a great overhead in the storing of closures. 
All of these issues obviously impact on run-time efficiency. 
1.1.2 The Benefits of Staying Pure 
However, abstraction also aids us in finding the solution to our problems. 
The functional language paradigm provides mechanisms not found in conventional 
languages which allow us to reap the benefits of abstraction at a much lower cost. 
Referential transparency itself, the very source of implementation inefficiency, provides 
features which aid us in the optimization of the language. 
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In mathematics, we view functions as being referentially transparent; any function 
denotes a value, and we can replace it with any expression equal in value. Since 
functional languages share this property, this forms the basis for using mathematical 
reasoning in proving properties about programs. We are now able to construct a 
simple algebra of programs, enabling an optimizing compiler to transform and reduce 
a program to a more efficient version, in a provably correct manner. 
This property also filters down to the denotational description of the language, which 
is simpler than that of an imperative language. Although many optimizations are 
performed at the language level itself, many of the analyses described in this thesis 
mostly focus on the denotational description. Using denotational semantics [Sc076, 
Sc082 , GS80j to model the semantics of the functional language, we obtain a firm 
mathematical basis. Analyses can now be built at this denotationallevel , and proved 
correct by using the mathematics of denotational semantics, namely domain theory. 
1.1.3 Utilizing the Formal Basis 
The primary goal of static analysis is to "obtain as much information as possible 
about a program's possible run time behavior without actually having to run it on 
all input data; and to do this automatically." [JN90j . In their seminal works , the 
Cousots [CC79, CC77j developed a method of abstract interpretation to analyse pro-
grams, and although their techniques applied to data-flow languages, they provided the 
basis upon which Mycroft [Myc81 j constructed a rigorous framework for the abstract 
interpretation of functional languages. 
We will now consider an example in which some uses of analysis are introduced. 
Consider the following fragment of code: 
fact x = 1 if x==O, 
x * fact (x-i) otherwise 
In a lazy functional language3 , the actual parameter of the function f act would be 
passed as a suspension every time that it is called. This closure mechanism allows for 
3Most of this thesis addresses analysis techniques for lazy functional languages. ie. languages which 
form suspensions (closures, thunks) of the code and environment , so as to implement the call-by-need 
mechanism. Eager languages implement the call-by-value mechanism. 
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the implementation of laziness, yet produces a lot of run-time overhead. An obvious 
step in the optimization of such a language, would be to try and eliminate the creation 
of the closures, and perform the computation in a manner like that of an eager language. 
A question we then ask is: "When can the evaluation of a function be changed from 
a lazy manner, to an eager manner , without changing the meaning of the function" . 
Obviously, if we changed the evaluation order to an eager method and an expression 
did not terminate, we might have changed the run-time behavior, as a lazy language 
might not have executed that non-terminating expression at all. 
A motivating analysis which will be used throughout this thesis is strictness analysis , 
which allows us to perform just those optimizations that are hinted at above. 
Strictness analysis is one of the most heavily researched analysis techniques. It is this 
analysis which detects whether an expression is going to be needed in a computation. 
If we know that an expression is going to be needed, we are sure that it is going to 
be evaluated at some time using a lazy strategy, and so evaluating it eagerly will not 
change the operational semantics of the program. To rephrase this , if we know that an 
expression is going to be needed in a computat ion, and if in computing this expression 
eagerly we introduce a non-termination, we have not changed the operational semantics 
as the lazy evaluation scheme would not have terminated either. 
In the abstract interpretation framework, we would perform a strictness analysis by 
manipulating the denotational semantics meaning of a program and proving that any 
transformations suggested would not change the meaning of our program. 
1.2 Analysis Frameworks and Disciplines 
Abramsky [Abr90J writes of program analysis: 
"The task of a theoretical framework for this technique is to provide ap-
propriate concepts to formalize the notion of correctness of an analysis, 
and mathematical tools and theories to support proofs of correctness of 
particular analyses." 
To highlight some of the differences between analyses and the mathematics that imple-
ments and supports them, we will look at some of the key concepts behind an analysis 
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and also at the disciplines used in their description. We call the former analysis frame-
works, and the latter analysis disciplines. 
1.2.1 Analysis Disciplines 
As expressed above, there are various mathematical underpinnings to each analysis 
framework. Initially only the mathematics behind denotational semantics was used, 
namely domain theory. 
As the analyses developed, it was found that the underlying mathematics had to be 
changed in order to capture different properties of a program. As an example, an 
initial change to Mycroft's theory was to use different powerdomain constructs, using 
the Hoare powerdomain instead of the Plotkin powerdomain. This enabled the theory 
to capture the property of 'definitely will not terminate' as opposed to 'definitely will 
terminate. ' 
The mathematics describing an analysis was also 'rephrased' in other formalisms, such 
as relations and logic. As researchers tried to capture even more properties, the math-
ematical frameworks were developed, some using other features of domain theory such 
as projections, others being described in a completely different manner using partial 
equivalence relations. Because analyses also address typed functional languages and 
there is a tight relationship between type theory and category theory, this was also 
used. 
Finding fixed points in lattices is essential if an analysis is to operate on recursive 
function definitions . On an implementation side, finding fixed points in lattices is 
computationally very expensive, and so research has been devoted to lattice theory to 
find more efficient ways of computing these fixed points. 
We will use the words 'analysis discipline' to mean the mathematical model which is 
used in the construction of an analysis. 
The various theories developed to describe analyses have found roots in many mathe-
matical disciplines, and in this thesis we hope to expose some of the different mathe-
matics needed behind the analysis frameworks . 
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1.2.2 Analysis Frameworks 
Various analysis frameworks have been developed utilizing different mathematical dis-
ciplines. A framework essentially provides the tools for proving the correctness of a 
particular analysis, and is often specialized to the analysis. A more formal definition 
of correctness is given in a later chapter, but an analysis can be thought of as 'cor-
rect ' if the information that the analysis yields is not in contradiction to the actual 
run-time behavior. The most heavily researched analysis frameworks, namely abstract 
interpretation and projection analysis, are presented in this thesis. 
1.3 The Objectives of this Thesis 
This thesis endeavours to provide an overview and taxonomy of the static analysis 
techniques that are currently available for functional languages. Many papers have been 
written introducing new analysis frameworks, and many more on their development and 
extensions. We hope to provide the reader with at least an insight into these. 
Those frameworks that have received the greatest attention, namely abstract interpre-
tation and projection analysis, are examined; abstract interpretation especially since 
research in this field has been taking place for many more years than in any other. 
Another objective is to expose the different mathematical disciplines that have been 
used in the description of the various frameworks, providing pointers to material that 
should be read if a particular topic is to be examined in depth. Rather than concen-
trating on the mathematical proof of all of the results, the concepts and intuitions 
behind the material have been emphasized. 
A secondary goal is to explore several relationships that have been found between 
abstract interpretation and projection analysis, and also to look briefly at developments 
that have been made to improve the efficiency of various frameworks by improving fixed 
point techniques. 
Many of the results presented in this thesis are formal by nature, thus some prerequisite 
mathematics is needed. Elementary domain theory and denotational semantics (as 
found in [Sto77, Sch86, GS80j) is assumed, together with various other mathematical 
constructs, a summary of which appears in the following section. 
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1.4 Notation and Terminology 
Definition 1.1 (Partial Ordered Set (Poset)) A partially ordered set is a pair 
(P, r;p), with P a set (the carrier) and r;p a relation on P satisfying; 
d r;p d (reflexivity) 
d1 r;p d2 and d2 r;p d3 =? d1 r;p d3 (transitivity) 
d1 r;p d2 and d2 r;p d1 =? d1 = d2 (anti - symmetry) 
We usually write P to denote both the poset and the carrier, the context making it 
clear which is intended. 
Definition 1.2 (Chain) An w-chain in P is a countably infinite family {xn}nEw of 
elements of P such that Xn r; Xn+l for all nEw. 
Definition 1.3 (Directed Set) A subset D' ~ D of a partially ordered set D IS 
directed iff every finite subset of D' has an upper bound in D'. 
Definition 1.4 (Least Element) Given a partially ordered set (P, r;p'), if there ex-
ists an element d E P such that for all c E P, d r;p c, then d is the least element in P 
and is denoted by the symbol 1., pronounced "bottom". 
Definition 1.5 (Bounds) We write the least upper bound (join) of two elements x 
andyasxUy. 
We write the greatest lower bound (meet) of two elements x and y as x n y. 
Definition 1.6 (Lattices) A join semi-lattice is a poset in which every pair of ele-
ments has a join. A meet semi-lattice is defined dually. 
A lattice is a poset in which every pair of elements has both a meet and a join. 
A complete lattice has joins and meets for all subsets of the poset. 
Definition 1. 7 (Monotone Functions) Let A, B be posets. A map f : A --+ B is 
monotone if for elements a,a' E A, when a r; a' then f(a) r; f(a'). 
A pointwise ordering on monotone maps is a partial order defined by 
f r; 9 <==> Va E A,j(a) r; g(a). 
A poset of all monotone maps under the pointwise ordering is written [A --+m B]. 
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Definition 1.8 (Continuity) A map f : D -+ E defined on domains D, E is contin-
uous if for all w-chains {xn},f(U{xn}) = U{f(xn)}. 
The collection of all continuous maps from D to E under the pointwise ordering forms 
a domain, written [D -+ E]. 
Definition 1.9 (Products and Sums) Let A , and B be posets. A cartesian product 
of A and B, written A x B, is ordered by (a, b) ~ (ai, b' ) ¢=> a ~ a'and b ~ b' 
The separated sum is written A + B and has as carrier set {1..} U {in1 (a) I a E A} U 
{in2(b) I b E B} and is ordered by 1.. ~ x, 'Ix E A + Band ini(a) ~ inj(b) ¢=> i = 
j and a ~ b. 
The left and right projections on a product are denoted by 11"1 and 11"2 respectively, thus 
11"1 (a, b) = a. 
Definition 1.10 (CPO) A partially ordered set P is a complete partial order (cpo) 
iff every w-chain in P has a least upper bound in P. 
Definition 1.11 (Lifting) Given a poset A, A.L has as carrier set {1..} U {lift( a) I a E 
A} ordered by 1.. ~ x for all x and lift(a) ~ lift(a') ¢=> a ~ a' . 
Definition 1.12 (Domain) A domain is a bounded-complete w-algebraic cpo with 
least element. See [Sch86} for ~ more formal introduction. We will not be considering 
these complex domains as those found in this thesis are more often finite lattices . 
Thus, any finite lattice is a domain. If D, E are domains, then so are D x E, D + E 
and D.L ' 
Definition 1.13 (Flat Domains) A domain D is said to be fiat if d ~ d' ¢=> d = 
1.. or d = d'. A fiat domain that is often used in this thesis is the domain 2, with 
carrier set {O, 1} and 0 ~ 1. 
1.5 Overview of the Thesis 
The following is a brief introduction to each chapter: 
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• Chapter 2 introduces the concepts behind the abstract interpretation framework, 
typical of a forward analysis that propagates information from the leaves of the ex-
pression tree to the root. A denotational description of the simply typed lambda 
calculus is given, and it is shown that by providing alternate domains, and ab-
stract functions modeling the concrete ones, properties can be extracted from a 
program. Denotational semantics and domain theory are used as the main tools 
in the development of the framework, and an application of abstract interpreta-
tion to strictness analysis is shown. The notions of properties, abstraction and 
concretisation maps, best interpretations and correctness are also introduced. 
• Chapter 3 introduces some extensions to the abstract interpretation framework. 
Issues such as combining properties, non-standard types systems, the use of log-
ical relations and the analysis of non-flat domains are introduced. The use of 
various other mathematical disciplines is emphasized by exploring instantiations 
of the abstract interpretation framework using logic, logical relations and partial 
equivalence relations. 
• Chapter 4 describes the projection analysis framework. This technique is an 
example of a backwards analysis in which properties about an expression are 
propagated through the expression to sub-expressions. Projections are shown to 
be able to very easily capture a property that we are unable to find using abstract 
interpretation, namely head strictness. The framework in which we construct 
the analysis technique uses projection functions found in domain theory, and 
denotational semantics. 
• Chapter 5 describes various implementation issues related to the finding of fixed 
points in lattices. The pending analysis and frontier analysis techniques are 
introduced, as well as a method of finding approximate fixed point information. 
• The final chapter reviews the material covered in the thesis . 
1.6 Conclusion 
In this chapter we have addressed some of the issues relating to why program analysis 
techniques are needed in lazy functional languages . It was argued that abstraction was 
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the fundamental cause of the efficiency problems, though it also contributes towards 
the finding of a solution. 
Backus [Bac78] and Hughes [Hug89b] argue convincingly on 'why functional program-
ming matters '. In addition Hughes addresses the many benefits gained by using a lazy 
functional language. 
Unfortunately we pay a severe price for this laziness, and this thesis examines aspects 
of static analysis techniques which are geared towards optimizing implementations of 
these types of languages. 
Chapter 2 
Abstract Interpretation 
In this chapter we examine the abstract interpretation framework. To introduce the 
concepts of the framework, an informal analogy is drawn between abstract interpreta-
tion and the familiar 'rule of signs' calculation which is used to verify the sign of an 
answer in a mathematical calculation. The fundamental goals of abstract interpreta-
tion are then put forward, and we proceed to give a more formal view of the framework, 
using denotational semantics and domain theory as the basic underlying disciplines. 
Abstraction and concretisation maps are introduced as ways of relating various inter-
pretations. Scott-closed sets, best interpretations and a notion of correctness are also 
introduced. 
Finally, the history and development of the theory is given. 
2.1 Informal Abstract Interpretation 
In this section we give an informal introduction to the key ideas behind the abstract 
interpretation framework. These notions are relatively simple to express and we will 
do this by drawing an analogy with the familiar 'rule of signs' calculation which is used 
to verify the sign of an arithmetic result. We conclude this section by making some 
important observations which should be kept in mind as the more formal development 
of the theory takes place in the following sections. 
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2.1. INFORMAL ABSTRACT INTERPRETATION 
Consider the following language of (somewhat restricted) arithmetic expressions, 
Exp ::=Cn 
I EXPI times EXP2 
I EXPI plus EXP2 
which has the following denotational semantics: 
E't : Exp ..... D't 
E't [cn~ = n 
E't[el times e2~ = E·t[el~ x E't[e2~ 
E't[el plus e2~ = E't[el~ + E't [e2~ 
18 
We use the superscript st to denote that this is the standard semantics. Such deno-
tational descriptions are typically like those found in standard texts on denotational 
semantics [St077, Sch86]. The domain over which the functions are expressed is the 
flat domain of integers D,t, where the bottom element of the domain represents an 
undefined integer. We also choose our functions times and plus to be strict in this 
value, meaning that if either of their arguments are .L, then so is the result. Using 
this language we can create expressions such as C233 times C_IO and C234 plus C-546 
whose standard denotational meaning reflects our standard notions of multiplication 
and addition. 
Now let us suppose that we need the sign of an evaluated expression to perform some 
optimization. One approach to calculating this is to evaluate the entire expression 
and check the sign of the result. For the example expressions above, this reduces to 
C233 times c_)O = 233 x -10 = -2330. The answer is clearly negative. A similar 
calculation can be performed to find out whether C234 plus C-546 is positive, negative 
or zero. 
However, there is a simpler method which yields these results much more quickly. If 
the set of integers is replaced with an alternative set , say {.L, positive, negative, zero} , 
and the addition function is modified to work over this new set using the familiar 'rule 
of signs '), a less computationally expensive solution can be found. We will parenthe-
size the multiplication and addition symbol to remind us that it is the ' rule of signs ' 
operation, and not the usual operator over the integers. 
'This rule says that a negative number multiplied by a negative number, yields a positive number 
etc. 
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As an example, C233 times CIO reduces to positive (x) negative which on application 
of the rule of signs, reduces to negative. Although this method looks very promis-
ing, a problem has been introduced by abstracting away the values of the numbers. 
Specifically, what is the sign of C234 plus CS46? This reduces to positive plus negative 
for which we have no answer. To cater for this occurrence, we extend the alternative 
domain with the value T (pronounced 'top ') which represents the 'unknown' quantity. 
To formulate the above analysis , we have done two things. Firstly, the base type over 
which the language operated has been changed from the flat domain of integers, 
~Oy 
1. 
to a lattice of elements which denote properties of interest: 
T 
/~ 
negat~r;sitive 
1. 
We will call this new domain Dab, the superscript emphasizing that it is an abstract 
domain, as opposed to the concrete (standard) domain D't . 
The semantics for the changed language of expressions is then: 
Eab : Exp -+ Dab 
Eab[Cn] = sign(E't[Cn]) 
Eab[el times e2]= Eab[el] (x) Eab[e2] 
Eab[el plus e2] = Eab[el] (+) Eab[e2] 
where the rules for (+) and (x) are those for the 'rule of signs', and the function sign 
is defined as follows: 
positive if x> 0 
sign(x) = negative if x < 0 
zero if x = 0 
1. if x = 1. 
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Finding the sign for C234 times CS46 now reduces to calculating positive (+) positive, 
which by the 'rule of signs' reduces to positive. A calculation of the sign for the 
expression C234 plus C-S46 reduces to positive (+) negative which is T . 
One reason for using abstract values instead of the concrete ones is for computability, 
as we want to ensure that the analysis can be performed in a finite time. By insist-
ing that the abstract domain is finite, we have ensured the effective computation of 
fixed points over this domain. Something which has not been illustrated in the above 
example is that we want the results of the analysis to describe all possible program 
executions [JN90J . Having abstract values denote sets of possible inputs allows us to 
do this. 
As pointed out in [JN90], no 'interesting' analysis over a sufficiently powerful language 
that always terminates can be exact (due to the undecidability of the halting problem). 
There are three suggested alternatives to this: 
• Restrict the language to allow only finite behaviour and decidable properties. 
• Have the system interactively ask for help. 
• Find approximate but safe information. 
The first point would obviously impair the programmer, and so we discard this idea. 
We do the same for the second suggestion as we want an automatic system. We thus 
settle for the third alternative. By 'approximate but safe' we mean that the analysis 
is allowed to be too conservative in the answer produced, but it must be ensured that 
the answer is always correct. For the language Exp, this means that it is safe to use 
T as an answer to C234 times CS462 , but not ~ , negative or zero. 
Some important observations can be made about the above example, and the reader 
should keep these in mind when we explore the framework more formally. 
• The property of interest in the above example was the sign of an evaluated ex-
pressIOn. 
2Note that positive is also safe, and is a 'better' description. This leads us to a notion of a best 
abstraction, which we examine in section 2.4.6 
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• The expression could be fully evaluated with the standard semantics to find the 
sign. Alternatively, the expression language could be given a different semantics , 
and the expression could then be evaluated, giving either the identical answer or 
a 'do not know' (ie. the answer is expressed as top). 
• The analysis is safe. 
• Giving the language an alternate semantics meant finding a new domain and a 
modification of the semantics of the language to work over this new domain. 
• The elements of the new domain somehow capture subsets of the original domain. 
Positive represents all the numbers greater than zero, negative all those less than 
zero and zero the number zero in the domain of integers of the original semantics. 
T could be interpreted to represent all of them. 
• In abstracting away the value of a number, some information has been lost which 
prevents the analysis from determining the sign of certain expressions. 
As illustrated in figure 2.1 there are now two interpretations for the language of arith-
metic expressions. The first expresses the standard semantics of the language, and the 
second a semantics which allows for the extraction of certain properties. 
Figure 2.1 Two interpretations for the language of expressions. 
Standard Abstract 
2.1.1 Abstraction and Concretisation 
Having two interpretations for a language, we need to relate them if we are going to 
show that one is safe with respect to the other. We observed in the previous section 
that the elements of the abstract domain somehow modeled subsets of the domain of 
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integers (which we called the concrete domain). It is thus natural to define a mapping 
from the abstract domain to all possible subsets of the concrete domain, with the 
intention that this map will map abstract elements to the subsets that they represent. 
We can represent all possible subsets with a powerdomain, and so we define the fol-
lowing concretisation map: 
Cone: Dab -+ P(D") 
Instead of defining this map directly, we will define it in terms of other maps. A map 
that will be useful in its definition is the abstraction map, which maps values of our 
concrete domain D" to the abstract domain Dab: 
abs : D " -+ Dab 
An example of an abstraction map is the sign function defined in the abstract semantics 
for the arithmetic expression language. It takes as arguments elements of the type D" 
and returns elements in the abstract domain. 
Trying to build up to a natural dual of the Cone map, we now define an abstraction 
of sets of elements: 
Abs : P(D" ) -+ Dab 
If the set of elements was {-5,-4,-1} then we could apply our abs function to each 
element and obtain the set {negative, negative, negative}. The obvious element in the 
abstract domain which represents this is the element negative. If however the set of 
elements was {-I, I} and we apply the abs function getting {negative, positive} we will 
have to use the element T to represent the fact that we do not know what the sign will 
be. The abstraction map abs then maps elements of the standard domain to elements 
in the abstract domain, while Abs maps sets of elements of the standard domain to 
elements in the abstract domain. 
Keeping in mind that the elements in our abstract domain are ordered, we can write 
the Abs function as follows: 
Abs(S) = U{abs(s) Is E S} 
Using this definition the abstractions of the sets {-5,-4,-1} and {-I, I} yield negative 
and T respectively. 
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The concretisation map can now be defined. Recall that we wanted Cone : Dob -> 
P (D't) to map elements in the abstract domain to the sets of elements that they 
represent . Thus, 
Cone(a) = U{S I Abs(S) ~ a} where a E Dob 
which tells us that the concretisation of a value in the abstract domain is the union of 
the set of elements which when abstracted, are as defined as that value. As an example, 
we will concretise all of the elements in our abstract domain, 
Cone(l..) 
- U{S I Abs(S) ~ l..} = {l..} 
C one( negative) 
-
U{S I Abs(S) ~ negative} = {n In < O} U {l..} 
C one(positive) = U{S I Abs(S) ~ positive} - {n ln>O}U{l..} 
Cone(zero) - U{S I Abs(S) ~ zero} {O} U {l.} 
Cone(T) = U{S I Abs(S) !;;; T} D't 
and obtain just what we expected. We have now found a coneretisation map Cone 
from the abstract domain to subsets of the concrete domain. We have also found an 
abstraction map, Abs, from sets of concrete values to elements of the abstract domain. 
2.1.2 Correctness 
We can now state what it means for our abstract semantics to correctly model the 
concrete semantics. In the abstract semantics, the (+) function takes arguments of 
type Dob X Dob to arguments of type Dob . That is: 
Dob X Dob ___ (_+) __ ~) Dob 
In addition to this, there is also the standard addition function: 
D't x D't ___ + __ ~) D't 
In the previous section the maps Abs and Cone were defined, but these operated 
over the powerdomain of the sets. To account for this, we raise the addition function 
pointwise to obtain: 
P(Dst) X P(D't) --+-----7) P(D6t) 
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Putting all of this together, utilizing the Abs and C onc maps in the previous section, 
we can get: 
P(D't) X P(D't) -----+--------»> P(D't) 
nl 
Abs x Abs Conc 
(+) 
Dab X Dab ------------------7) Dab 
An intuitive reading of the above is as follows : If we calculated CZ33 plus C343 (which 
when raised to the powerdomain is of the form P(DBt) X P(DBt)) we would get an 
answer lying in P(D't) , namely {576} . 
The Abs function allows us to abstract the CZ33 and C343 to positive and positive (Dab X 
Dab), which on application of the ' rule of signs' version of the addition function leads to 
an element in the abstract domain, positive (Dab). We can now concretise this element, 
and we define our analysis to be correct if this concretisat ion results in a superset of 
the values which would have resulted if we had done the calculation in the concrete 
domain P(DBt). Note that it has to be a superset as we have lost the value of the 
number in the abstraction, and so we cannot concretise back to the correct number. 
2.2 The Goal of Abstract Interpretation 
Given a program in some language which has a particular standard semantics, the goal 
of abstract interpretation is to give this language an alternative semantics (an abstract 
semantics) and to execute the program within this semantics. By doing so, properties 
about the program can be found. In addition to this , the process must be automatic. 
Assigning an abstract interpretation to the language entails the choice of the correct 
abstract domain which somehow captures the properties of interest. In addition to this, 
an alternative semantics has to be given to some of the statements in the language. 
A notion of correctness has to be defined, which informally means that if the abstract 
interpretation yields a property, then when the program is executed it will also yield 
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that property under all possible inputs. Abstract interpretation must never falsely infer 
a property, that is, it must be safe. As the previous sections have shown, an abstract 
semantics is proved correct by relating it to the standard semantics of the language. 
When analyzing a language, the abstract interpretation must terminate. To ensure 
this, all infinite domains (such as the natural numbers) are replaced with finite ones3 
allowing for the solution of fixed point equations. 
2.3 The language AT 
This section introduces a language that is to be used throughout this thesis, the 
monomorphically typed lambda calculus with constants, which we denote by AT. 
It is assumed that there exists a finite set of base types 
Z,) E To 
which includes bool and int representing the booleans and integers. The type system 
T is then: 
u, T E T ::= z I u X T I u -+ T 
For each type we assume the sets V ar u and C onu from which the variables and con-
stants are drawn. The sets of all variables and constants are then: 
x,y, . . . E Var = UuETVaru 
It is further assumed that when u and T are distinct types , then Varu and VarT are 
disjoint, as are C onu and C onT • Thus every variable and constant can be uniquely 
decorated with its type. This may sometimes be omitted to simplify the notation. 
The syntax of terms in AT is, 
8This is not absolutely necessary. The Cousots have developed a method which does not use this 
restriction.[CC92] 
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with x denoting the variables, c the constants, AX. e lambda abstractions, ele2 appli-
cation, (el ' e2) tuppling and fst(e),snd(e) decomposition of tuples. 
All terms are well-formed in accordance with the type-checking schemata in figure 2.2. 
Figure 2.2 Typing schemata for AT 
(1) XU : (J' if x E V ar u (2) e : (J' if e E Conu 
(3) el : a ~ T e2 : (J' (ele2) : T (4) 
e:T 
(hu . e) : (J' -+ T 
(5) el : (J' e2 : T (el' e2) : (J' X T (6) 
e:(J'XT 
fst(e) : (J' 
(7) e : (J'XT 
snd(e) :T 
The constants of the language include the following: 
• plus, minus: int -+ int -+ int 
• true, false : bool 
• iszero : int -+ bool 
• ifu : bool -+ (J' -+ (J' -+ (J', for each type (J' E T 
• y u : ((J' -+ (J') -+ (J', for each type (J' E T 
2.4 Formal Abstract Interpretation 
This section explores the abstract interpretation technique proper. We begin by intro-
ducing the notion of an interpretation, following this by giving the standard semantics 
and interpretation of the language introduced in the previous section. Scott-closed 
sets are then investigated, and an abstract interpretation to find strictness properties 
is given to AT. The Abs and Cone maps are reviewed, and a more formal notion of 
correctness is given. 
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2.4.1 Interpretations 
As hinted at previously, when forming an abstract interpretation, only some of the con-
structs of the language will be given a different interpretation. To formalize the notion 
of an abstract interpretation, we will now look at the definition of an interpretation. 
An interpretation I, is a tuple 
where: 
• D; are domains , giving interpretations for the base types. 
• K: are maps from Conu ..... D! which are the interpretations of the constants of 
type (7 . 
The interpretations for the base types are extended to interpretations for the tuple and 
function types by, 
D;XT - D! x D; 
D!_T - [D; ..... D;] 
where [D; ..... D;] represents the set of all continuous functions between D! and D~ . 
The set of all partial maps p from Var to UuET D; is written Env I . 
I then induces a valuation function [-f : AT ..... Env I ..... UuETD;. The complete 
function is given in figure 2.3. 
A standard interpretation S can now be given to AT. bool and int are interpreted as 
flat domains of booleans and integers. figure 2.4 gives the standard interpretation for 
the language. An intuitive reading is as follows: 
• The meaning of an integer n is just the value of the integer in the flat domain of 
into This domain is written Df:., . 
• The meaning of true and false are just their denoted values in the flat domain 
of bool. This domain is written D~ool and its carrier set is written {tt,jJ , J.}. 
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• If iszero's argument is undefined, then so is the result. Otherwise, the value 
returned is either tt or ff depending on the value of the argument. The same 
principle holds for plus and minus. 
• The if is interpreted as a conditional, and there exists a separate if for each type 
(because our language is monomorphic). 
• Each Y is interpreted as a least fixed point operator, and again there is a separate 
Y for each type. 
Figure 2.3 The Valuation function induced by I 
[-]I : AT -> Env I -> UaET D~ 
[c]I p = J{~[cJ 
[x]Ip = p(x) 
[Ax . ejIp = Ad E D~ . [ejIp [x -> d] if x E Vara 
[el e2]I p = ([elf p)([e2Jf p) 
[(el' e2)Jf p = ([eti I p, [e2J1 p) 
[fst(e)Jfp = ll'l([ejIp) 
[snd(e)jI p = 1l'2([eF p) 
It is now possible to give an abstract interpretation to the language. By the definition 
of an interpretation above, a new set of base domains has to be supplied, as well as a 
new set of constants over these domains. We proceed by defining a useful analysis that 
will be used throughout the thesis, strictness analysis, and we will denote this abstract 
interpretation by the symbol B (expressing the origin of the framework, due to Burn, 
Hankin and Abramsky [BHA86]). 
Informally a function is strict if, when given a non-terminating argument, the function 
itself does not terminate. Formally: 
Definition 2.1 (Strictness) A funct ion f: D -> E is said to be st rict if f(l..n) = l..E. 
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Figure 2.4 The Standard Interpretation of AT 
D~nt and D~ool are interpreted as flat domains. 
= n 
= tt 
= ff 
.1 if x = .1 
• S 
IS zero x = tt if x = 0 
ff otherwise 
.1 ifx=.lory=.l 
-
x+y otherwise 
plusS x y 
minuss x y 
.1 ifx=.lory=.l 
-
x-y otherwise 
.lq if b = .1 
if; b x y = x if b = tt 
Y if b = ff 
Y~f = i S UiEw f .lq 
By giving a very simple alternate interpretation, we can define a strictness analysis 
over the terms of our language which will determine whether a function is strict or not. 
To calculate the information of interest, we need to answer the question "Does this 
function, when applied to a non-terminating argument, terminate?". We choose a two 
point domain to answer this question, named 2, with points 0 and 1 with 0 I;;; 1. We 
intend the abstraction of x to be 1 if x may terminate, and the abstraction of x to be 
o if x definitely fails to terminate. 
We would expect the evaluation of any integer or boolean to terminate, and so would 
naturally set n B = trueB = falseB = 1. 
For iszero we would expect this function to terminate if its argument terminates, and 
so we set iszeroBx = x. For the arithmetic function, we expect something similar. 
If either of the two arguments fail to terminate, then so does the expression. This is 
conveniently expressed using the meet operator as our domain is ordered. We thus set 
plusB x y = minusB x y = x n y. 
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We would expect that if~ b x y would not terminate if b did not terminate or if both 
x and y did not terminate. We thus set this to x U y if b terminates, 0 otherwise. 
The full interpretation for strictness analysis is shown in figure 2.5. 
Figure 2.5 The Abstract Interpretation for Strictness analysis 
D!t and Drool are interpreted as the two point domain, 2 
nB 
-
1 
trueB 
-
1 
false B 
-
1 
iszeroBx = x 
plusB X Y = xny 
minusB x y 
-
xny 
if~ b x y - bn(xUy) 
Y~f = i B UiEw f .i. 
2.4 .2 An Example 
To demonstrate the application of a strictness interpretation, we will consider deter-
mining the strictness of the function, 
f x y z = if (iszero y) (I2 3 x) x 
which when expressed in our language, involves finding the strictness of: 
Y(AJ.>.x .>.y.>.z.if(iszero y) (I 2 3 x) x) 
As indicated in figure 2.5, the constant numbers take on the value 1 in the abstract 
interpretation, and so the above expression reduces to 
Y(AJ'.>'x'.>'y'.>'z'.if (y') (I' 11 x') x') 
where we have primed the variables to indicate that we are now in the abstract domain. 
Using the rule for the conditional, we get: 
Y(AJ' .>'x'.>'y' .>.z' .y' n ((I' 11 x') U x')) 
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To find the fixpoint of the above expression, we turn to the the ascending Kleene chain, 
UiEW fi 1.~. Calculating the fixed point then involves iterating the formula until it 
converges (at which point the least upper bound has been found). See the introduction 
of chapter 5 for more information on finding fixed points. We then have: 
f'l x' y' Zl = y' n ((f'0 11 x') U x') 
= y' n (0 U x') 
= y' n x' 
The next element in the chain will be: 
f'2 x' y' Zl y' n ((fH 11 x') U x') 
= y' n (1 U x') 
= y' n 1 
= y' 
Continuing, we get: 
f'3 x' y' Zl = y' n (U12 11 x') U x') 
y' n (1 U x') 
= y' 
and so we have indeed found the fixed point, and we denote this function by f" . 
To test for strictness, need only set the variable of interest to 0 and the others to 1, 
and calculate the result . This provides an effective test for f 1. = l.. Thus to test for 
strictness of x, we calculate f" 0 11 which is 1. Thus the function is not strict in x . 
This also holds for z. For y however, we have that f" 1 0 1 = o. Thus the function f 
is strict in y . 
The strictness analysis presented here is an example of a safe analysis. Any overes-
timation of information means that we fail to infer that a function is strict when it 
is. Termination analysis [Myc81 , Abr90j is a live analysis. In termination analysis, 1 
represents definite termination, and 0 possible non-termination. Any underestimation 
then means that we fail to infer that a function terminates when it actually does. 
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2.4.3 Forward Analyses 
Following Hughes [Hug90], abstract interpretation can be motivated as providing a 
framework which conveys information in a 'forwards' manner. To illustrate this idea, 
we turn back to the strictness analysis example. 
Let us examine the syntax tree for the expression: 
f x y = if x = 10 then 2 else x + y 
shown in figure 2.6. 
Figure 2.6 Syntax tree for an if statement . 
In a forward analysis we propagate information from the leaves of the tree to the root . 
We want to produce some information about the arguments of a function , and deduce 
information about the expression itself. Thus in an analysis where we tried to show 
that the above function is strict in x, we would set x to 0 and the constants and y to 
1 and then propagate this information through the tree as in figure 2.7. 
Figure 2.7 Forward analysis showing strictness in x 
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This should be compared to the analysis in figure 2.8 where we show that the function 
is not strict in y . 
Figure 2.8 Forward analysis showing no strictness in y 
• 1 • • if 
Vlt~ 
V~27~ 
2.4.4 Scott-Closed Sets 
Previously, we observed that the elements of the abstract domain somehow modeled 
subsets of the concrete domain. Here, we build on this, showing that the elements 
represent Scott-closed subsets of the concrete domain. 
Definition 2.2 (Down-closed) Given a domain D, a subset S is said to be down-
closed if whenever s E S and there exists an s' E D such that s' !;; s, then 5' E S. 
The down-closed sets of the domain Dob defined in section 2.1 are {1.}, {1.,positive}, 
{1. , negative },{ 1., negative, positive, zero}, ... 
Definition 2.3 (Scott-closed) A set S is Scott-closed if: 
• it is down-closed, 
• when X is a directed subset of S, then U XES. 
The abstract interpretation framework of [BHA86] uses , as we have thus far, each 
element of the abstract domain to model Scott-closed sets of the concrete domain. All 
of the sets on the right hand side of the equations defining C onc on page 23 are Scott-
closed sets . We thus say that a property is a Scott-closed set. In later sections we will 
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see that properties can be represented by other objects, specifically partial equivalence 
relations. 
Some important attributes of Scott-closed sets are that finite unions and intersections 
of Scott-closed sets are Scott-closed. This implies that our theory can also represent 
finite conjunctions and disjunctions [Bur91] as they can be represented as properties. 
Note that the complement of a Scott-closed set is not necessarily Scott-closed and so 
we cannot represent the negation of a property. 
The set of all non-empty Scott-closed subsets of a domain D is called the Hoare power 
domain and forms a complete meet semi-lattice when ordered by subset inclusion. We 
write this power domain as 'PH(D). 
The abstract interpretation framework of [BHA86] uses this as the powerdomain op-
erator. A consequence of this is that if the property of interest is not representable by 
Scott-closed sets, then this particular implementation of abstract interpretation will be 
unable to find it. 
2.4.5 Abs, Cone and Correctness 
Although this section does not prove the abstract interpretation framework, we rephrase 
some of the material presented in section 2.1 .2 using terms in AT and the Hoare power 
domain. The ideas about providing abstract interpretations is that we can use them 
to make assertions about computations in the standard interpretation. Thus for a 
function, say f : u -+ 1' , with standard interpretation: 
[f)S pS D~ - - --;);:. D~ 
we wish to deduce certain properties from the abstract interpretation: 
[f IB pB DB ___ -;);:. DB 
U T 
Our notion of safety says that an abstract interpretation is correct if whenever: 
then for all s' represented by s, that is s' E C oncu (s ), 
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holds. The diagram in figure 2.9 says just this. 
Figure 2.9 The Safety Diagram for Abstract Interpretation 
PH([fDSpS) 
PH(D~)---------~> PH(D~) 
nl 
Cone., 
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Another way of looking at this is to say that with every function f : D S --+ D S we 
will associate an abstract function Abs f : DB --+ DB. We want Abs f to predict every 
possible result that f might produce, and when this happens we say that Abs f is safe. 
We thus say: 
for s E DB and for each x E Conc(s), f x E Cone ((Abs f)s) 
A result used in the proof of the above, is the following: 
Theorem 2.1 Suppose that [e,,]B pB ;! abs,,([e,,]S pS) for all constants (each constant 
is safely abstracted) then for all environments pB, pS in which all variables are safely 
abstracted, that is, pB(xT) ;! absT(l(xT)), we will have for all terms e : 0": 
This theorem tells us that we can prove a strong relationship between the abstract 
and concrete semantics of the language by only proving that the above conditions hold 
for the constants of the language. This theorem is used to prove the main result of 
the abstract interpretation framework, which is the correctness theorem for abstract 
interpretation: 
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Theorem 2.2 (The Correctness Theorem for Abstract Interpretation) Given 
a function f : a -+ T and environments and interpretations of constants satisfying the 
conditions of the previous theorem, we have that if: 
then for all s E Concq{s'), 
Proofs of the above theorems can be found in [BHAS6, BPRSS]. In the framework, 
finite lattices are used for the abstract domains (to ensure effectiveness of the analysis) 
and the maps Abs and Cone are shown to be monotonic. The final proof shows that 
figure 2.9 is indeed true for the strictness interpretation B presented in figure 2.5. 
2.4.6 Best Interpretations 
In section 2.1.1 abstraction and concretisation maps were introduced as mechanisms 
to allow us to relate a standard and an abstract interpretation. We will now look at a 
notion of the best interpretation. 
If we consider the abstract lattice Dab representing the signs of an expreSSIOn, the 
top element was looked at as a representation of sets of conflicting information, such 
as {-1,2}. Being the top element , it is also capable of representing a set such as 
{-1, -3}, and although there is nothing wrong with this representation, it is not the 
best in the sense that we could do better if negative was to represent the set instead. 
More precisely, a set C is safely described by an element of the abstract domain a, if 
C ~ Cone{a) 
Thus for the example above, both negative and T are safe, but negative should be 
preferred because if we have two elements such that a I; b then C one{ a) will be a 
subset of the Cone{b), (by monotonicity of Cone). The larger the abstract value, the 
larger the set of values it represents and thus the less precise information is conveyed. 
To show that the abstraction map produce a best description (relative to the con-
cretisation maps), we need to have some relation between the two maps, and this is 
captured by the notion of adjoinedness [CC79]. 
2.5. RELATED WORK 
Definition 2.4 (Adjoined) Abs and Cone are said to be adjoined if 
Cone(Abs(a)) ~ a 
Abs(Cone(a)) ~ a 
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The abstraction and concretisation maps then, in a sense, model each other. The above 
definition of adjoinedness can be used to show the following equivalence [CC79]: 
Definition 2.5 (Adjoined) If Abs and Cone are adjoined then for eaeh X E PH(DS ), 
a E DB; 
X S;; Cone(a) <=> Abs(X) ~ a 
This is exactly the requirement that we need to ensure best interpretations. As an 
example, consider the above definition with a instantiated to negative (a point in the 
abstract domain), and X to the subset {-2, l.} . The definition above then says that if 
X S;; Cone(negative) , then the abstraction of the set X will be as defined as negative. 
This precludes top from being a description of the set and this is what we want if we 
are looking for a best description. In category theory, we say that Abs and Cone form 
a Galois connection. 
Abramsky and Hunt [Abr90, Hun91] show that abs can be defined inductively by: 
abs,(e) 
absq_AJ) 
absqXT(x, y) 
to produce best interpretations. 
2.5 Related Work 
= {o ife=l. 
1 otherwise 
= Aa. U{absT(J d) I absq(d) ~ a} 
= (absq(x),absT(y)) 
The Cousots [CC79] were pioneers in the formalization of analysis techniques for im-
perative data flow languages, and in essence developed abstract interpretation as we 
know it . (The basic ideas of substituting abstract values can actually be traced back to 
Peter Naur in 1963). Mycroft [MycB1] put the Cousots' work in a functional language 
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framework, though his initial formulation was only capable of analyzing first order 
functions and flat data structures and operated on a type-less language. 
Burn, Hankin and Abramsky [BHA85, BHA86] founded the "BHA-style" of analysis 
which is essentially an extension of Mycroft's work to operate over a monomorphically 
typed higher order functional language. The framework presented in this thesis is a 
typical BHA-style abstract interpretation. Burn has since generalized this work in his 
thesis [Bur87a] . 
Abstraction and concretisation maps can be found in the Cousots' work where they 
were used to relate successive approximate interpretations to a collecting interpretation. 
Nielson [NN91] investigates these maps extensively, and also discusses adjoinedness and 
best interpretations in detail. These issues are also addressed in most presentations of 
the abstract interpretation framework. 
Scott-closed sets were used implicitly in the BHA presentation, and also in Burn's 
thesis . The notions of associating properties with Scott-closed sets became more evi-
dent when researchers attempted to explore the limitations of the framework and its 
relationship with other frameworks [Bur92, Bur9l, Bur90a]. 
The distinction between forward and backward analyses became more apparent once 
the backwards projection analyses evolved [Hug87]. These notions are perhaps a bit 
misleading since recently Hughes and Launchbury have shown how to reverse abstract 
interpretation [HL91, HL92a, HL92b] . 
A description of an implementation of the BHA framework can be found in Seward's 
thesis [Sew91]. Formal results indicating how strictness information can be used to 
change the evaluation order can be found in [Bur87b, Bur92] . 
2.6 Conclusion 
In this chapter we have looked at the basic abstract interpretation framework as found 
in [BHA86, Bur87a] and all other standard texts on the subject. Emphasis has not 
been placed on proving the framework correct, (see the above references for details on 
this), but rather on the important concepts behind the framework . 
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These include: 
Computing with Abstract Values By drawing an analogy with the rule of signs 
calculation, we have shown that properties can be found for a program by ex-
ecuting this program over an abstract domain of values. This is the essence of 
abstract interpretation. Having a finite set of abstract values also allows for an 
effective analysis as we can now compute fixed points. We also observed that 
the abstract values were representative of the concrete standard domain, thus 
introducing the notion of a property. 
Properties In the formal setting Scott-closed sets were shown to model properties, 
and analyses could only be developed in this particular framework if the proper-
ties of interest could be modeled by Scott-closed sets. 
Abs and C onc In striving to prove that properties found using abstract interpretation 
are indeed correct , abstraction maps mapping values from the concrete domain to 
abstract values in the abstract domain, and concretisation maps mapping values 
from the abstract domain to subsets of values in the concrete domain were intro-
duced. It was shown that if these maps form adjoints then best interpretations 
could be made. 
Correctness The notion of correctness was introduced. A value computed by an 
abstract function was said to be correct if it described every possible output of 
the concrete function. 
Chapter 3 
Abstract Interpretation: Extended 
The previous chapter introduced abstract interpretation from a purely domain theoretic 
vantage point, with the Hoare powerdomain playing an important role. In this chapter 
we look at other formulations such as non-standard type systems, logical relations and 
partial equivalence relations. 
We will introduce non-standard type systems by following Jensen and viewing them as 
program logics. Logical relations can be seen as a very clean way of specifying the ab-
stract interpretation framework, and our presentation will follow Abramsky and Hunt 
in the use of Plotkin's binary logical relations theorem. We will also look at a limitation 
of the framework due to the use of Scott-closed sets as models of the properties and 
introduce Hunt's partial equivalence relations as an alternate representation. 
Wadler's extension to non-flat data types are also introduced, as well as issues con-
cerning the combination of properties using the cartesian and tensor product . 
3.1 Other Disciplines 
In this section we examine three different analysis disciplines which embody abstract 
interpretation. One property of functional languages that is routinely derived automat-
ically is its type correctness. We would obviously benefit if these inference algorithms 
could be put to use to calculate strictness properties as well. Non-standard type sys-
tems are a means of calculating strictness properties using specialized types. These 
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concepts are examined in section 3.1.1. 
Logical relations provide a clean mathematical reformulation of the abstract interpre-
tation framework presented in the previous chapter. Its primary contribution is in the 
elimination of the need for powerdomains in the theory. We look at this in section 3.1.2. 
Partial equivalence can be seen as an extension to the logical relations approach. A 
restriction of the abstract interpretation presented thus far is that the property of 
interest must be describable by the Scott-closed sets. The partial equivalence relation 
(per) discipline allows for the capturing of different properties than the Scott-closed 
set discipline by making the elements of the abstract domain represent pers over the 
domain rather than Scott-closed sets of the domain. This is examined in section 3.1.3. 
3.1.1 Non-Standard Type Systems 
By using non-standard type inference rules , Kuo and Mishra [KM87, KM89] have 
shown that it is possible to extract properties from a program. Jensen [Jen91, Jen92] 
has extended this work and introduced the use of a program logic. We will introduce 
some of Jensen 's work on abstract interpretation in a logical form. This will be done by 
first introducing the basic concepts behind the framework. Ideals and filters of lattices 
are then looked at with the purpose of presenting an axiomatic system for deducing 
properties. We then introduce a strictness logic and provide an example of its use. It 
may be beneficial to first read the example section directly after this one to get a feel 
for the application. 
The Basic Intuitions 
In chapter 2 correctness theorems were presented which related the non-standard sys-
tems to the standard system. Here, we take a slightly different approach and relate 
a non-standard type system to an abstract interpretation system. Recall that the 
standard type system for AT was presented in figure 2.2. 
If we create an analysis framework and prove that it is correct with respect to abstract 
interpretation, we can rely on existing correctness proofs for abstract interpretation to 
show that our system is indeed correct. Specifically, we will create a strictness logic for 
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the lambda calculus, and show that it is complete and sound with respect to a strictness 
analysis performed via abstract interpretation. This ensures that it is also correct 
with respect to the standard semantics of the language. Jensen originally created his 
framework as a way of relating the relative powers of the abstract interpretation and 
type inference analysis techniques. 
Lattices and Properties 
To relate the domain-theoretic abstract interpretation to logic, we start by constructing 
a map between the domains used in the abstract interpretation and a collection of 
properties. Because we are hoping to show that the logic is complete with respect to 
abstract interpretation, we also construct a mapping which does the reverse. 
In a set-based logic we identify a property by the subset of elements satisfying that 
property. Likewise, any subset will determine a property. We say that property P 
entails property Q if the sets of elements that satisfy P is a subset of the set of elements 
satisfying Q. We will henceforth write P for 'property P ' and use the letters P and Q 
to denote properties. 
As an example, a domain that was used frequently in the abstract interpretation frame-
work of the previous chapter, is the domain 2 where we interpret the bottom element as 
denoting non-termination, and the top denoting termination. (Note that the domains 
used in abstract interpretation are join-semilattices.) Here we have properties {D}, {I} 
and {D, I}. Note that the latter element denotes the vacuous property satisfied by all 
elements. If we are only interested in non-termination, we need only look at properties 
{D} and {D, I}. A key idea in [Jen91] is to realize that if the set is ordered (just as 
D ~ 1), we can require that our properties embody this ordering. As an example, we 
can require that the properties must be down closed sets. This will give us just those 
two points mentioned previously for non-termination. This concept is formalized by 
insisting that each property in an analysis must be an ideal of a join semi lattice. 
Definition 3.1 An ideal of a join-semilattice A is a non-empty subset X ~ A where: 
1. X is down closed 
2. X is closed under binary joins. (x,y E X ~ xUy E X) 
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If all of the ideals of A are ordered by subset inclusion we will form a meet-semilattice, 
with the meet of two ideals being represented by the set intersection of the ideals . 
(Note that the union of two ideals is generally not an ideal.) 
If we denote the class of all finite join-semilattices by JSL, and that of finite meet-
semilattices by MSL, we have just created a mapping Idl : JSL -> MSL which maps 
a join-semilattice to its meet-semilattice of ideals. 
Now that we have constructed a collection of properties from a domain, we want to 
reverse the process and construct a domain from the set of properties. We will do this 
by constructing a new domain, whose elements are properties using the notion that an 
element should be fully described by the properties it satisfies. This cannot be done 
ad hoc. If P1 holds for some element p, and we have that P1 implies P2 , then P2 must 
hold for p as well. To accomplish this, we ensure that only properties closed under 
implication and conjunction are considered. This is formalized by the concept of a 
filter of a meet-semilattice. 
Definition 3.2 A filter of a meet-semilattice B is a non-empty subset X ~ B where: 
1. X is upward closed. 
Our domain will then be the filters of the properties ordered by reverse inclusion, 
and the least upper bound operator being set intersection. We thus have a map Fil : 
MSL -> JSL 
Jensen shows that this resulting JSL is isomorphic to the original JSL, implying that 
the abstract domains found in abstract interpretation can equally well be represented 
by a join-semilattice of elements or as a meet-semilattice of properties as these two 
structures determine each other up to an isomorphism. 
Axiomatisation 
We are now in a position to present a formal system for reasoning about properties. 
As in section 2.4.1 we will consider the base domain 2. We will however, restrict this 
presentation by only considering the base types and the function type. See [Jen92] 
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for an analysis which also caters for pairs of elements. To each type in the abstract 
interpretation we can associate a join·semilattice by D : T --> JSL defined as: 
D(2) = {O, I} with 0 ~ 1 
D(O" --> r) = D(O") -->m D(r) 
The results of the previous section guarantee that these join-semilattices can be rep-
resented by the meet-semilattice of their ideals. We now give an axiomatic system 
for defining these meet-semilattices. Thus we axiomize the description of the meet-
semilattice I dl(A) where A is a join-semilattice created above. 
For every type 0" we need to define a logical theory: 
£(0") = (L(O") , I\,~, =) 
where L( (j) is a set of formulae denoting the properties, II is a binary conjunction 
operator, ~ is our entailment relation and = is logical equivalence between formulae. 
We distinguish two properties (ideals), t denoting the empty meet (ie. it is the top 
element, the greatest ideal), and f the least ideal (ie. the least element). The set of 
formulae are then defined inductively by the following set of rules: 
• t,f E L(O") • -+rP..:...' 1/J'-c-::E -;L (,,0"",,) 
rPlI1/JEL(O") 
• .:,..rP _E _L?-( 0"-'.:.) '+,1/J;-E_L-'.( r-+) 
rP --> 1/J E L( 0" --> r) 
We now need to define the axioms and rules which impose a meet-semilattice structure 
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on L(a). Note that ordering is by entailment. 
• <p/\ 1/! ~<p 
<p ~ 1/!, 1/! ~ <p 
• <P=1/! 
• <p ~ 1/!1, <p ~ 1/!2 
<p ~ 1/!1 /\ 1/!2 
• <p ~ 1/!,1/! ~ X 
<P~X 
• <p /\ 1/! ~ 1/! 
<P=1/! 
• (<p --+ 1/!1 /\ <p --+ 1/!2) ~ <p --+ 1/!1 /\ 1/!2 
• <P2 < <P1, 1/!1 < 1/!2 
<P1 --+ 1/!1 ~ <P2 --+ 1/!2 
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To establish a connection between the logical system defined above, and the collection 
of ideals of D(a), we establish a semantic function [-~u : £(a) --+ Id/(D(a)) defined 
by: 
[tlu D(a) 
[flu = ...L", 
[<P1 /\ <P2]U = [<P1]U n [<P2]U 
[<p --+ 1/! ]u-, = {J I "Ix E [<p]u .j x E [1/!],} 
Thus the logical system £( a) provided an axiomatic description for the meet-semilattice 
formed by the ideals of the join-semilattice of the abstract domains. The semantic 
function [-]u : £(a) --+ Jd/(D(O")) then provides a way of relating this logical system 
to the meet-semilattice. 
Readers familiar with logic will recognize that the ideals are a model for the logic. 
Jensen [Jen91] proves the completeness and soundness theorems: 
Definition 3.3 (Soundness) For all elements <p,1/! E £(0"): 
and 
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Definition 3.4 (Completeness) For all elements rp,.p E £(0"): 
Finally, it is also shown that all ideals can be denoted by a formula from the formal 
system, that is: 
Definition 3.5 (Definability) For all elements a: D(O") there exists a formula.po E 
£(0") such that: 
down closure( a) = [.po]q 
Note that this theorem might generate different formulae denoting the same ideal, but 
the completeness theorem guarantees us that these formulae are all logically equivalent . 
If we could group together all of the equivalent formulae (that is , quotient the set of 
formulae by logical equivalence) we will arrive at a structure that is isomorphic to 
the ideals of the domain D(O"). (This quotient structure is known as the Lindenbaum 
algebra £A(O") of the logical structure £(0")). We have thus shown that: 
D(O") 2;! Fil(Idl(D(O")) 2;! Fil(£A(O")) 
A Strictness Logic 
The work of the previous section constructs a very general framework for relating non-
standard type systems to abstract interpretation. Jensen applies these developments 
to strictness analysis and constructs a strictness logic which is proved to be sound and 
complete with respect to abstract interpretation. That is, he proves that the denotation 
of any expression given by a strictness analysis is determined by, and determines, the 
set of formulae provable of e in the strictness logic. 
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We will present the strictness logic and give an example of its use: 
r ::; !::. , !::. 'r E : 4>, 4> ::; 'if; 
r 'r E : ,p Weak 
r'r E : t Taut r[x 1-+ 4>] 'r x : 4> Var 
r[x 1-+ 4>] 'r E : 'if; 
=-c-'-".-----::':-'-,...,----'-,-,- A b 5 
r'r )..x.E : (4) -+,p) 
r'rE: 4> -+ 4> . 
r'r Y : 4> FIX 
Other rules can added for other constants, so for + which is strict in both arguments , 
we will add the rule: 
The relationship between abstract interpretation and the logic should now be appar-
ent. In abstract interpretation, establishing strictness of some function f' x y in each 
argument separately requires showing that f' 0 1 = 0 and f'1 0 = O. The two logical 
formulae f -+ t -+ f and t -+ f -+ f correspond directly to this. 
An Example 
As an example of an application of the above theory, consider proving the strictness of 
an expressIOn: 
Y()..J.).,x.)..y .)..z.if(z = 0, x + y, f y x (x - 1))) 
If we want to prove that this function is strict in x and y separately, then we want to 
prove the formula: 
We will abbreviate this formula with 'if; , and let ,pI and 'if;2 denote either side of the 
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conjunction. Also, let E denote the term AX.Ay.Az.if(z = 0, x + y, 1 y x (x - 1)). Let 
r denote the environment [I : .p, x : t, y : f , z : t]. 
Then: 
rr/:.p 
r r x : t r r y : f r r 1 :.pl r r y : f r r x : t r r (x - 1) : t 
r r x + y : f r r 1 y x (x - 1) : f 
. Cond - 2 
r r If(z = O,x +y,Jyx (x -1))f Ab Ab b 
[/: ?jJ]rE:?jJ2 s, s,A s 
Similarly, with r as [J: .p, x : f, y : t, z : t], 
rr/:.p 
r r x : f r r y : t r r 1 :.p2 r r y : t r r x : f r r (x - 1) : t 
r r x + y : f r r 1 y x (x - 1) : f 
. Cond - 2 
r r If(z = 0, x + y,J y x (x - 1))f Ab Ab Ab 
[/:?jJ]rE:?jJ1 s, s, s 
Combining these and proceeding further: 
[I : ?jJ] r E :?jJ1 [J:?jJ] r E : ?jJ2 C . 
[I : .p] r E : ?jJ onJ 
r AJ.Ax.Ay.Az.if(z = 0, x + y, 1 y x (x - 1)) : ?jJ -+ ?jJ A.bs 
Y(>.J.Ax.Ay.Az.if(z = 0, x + y, 1 y x (x - 1))) FIX 
3.1.2 Relations 
Previously, we have used concretisation and abstraction maps to relate the different 
interpretations given to a language. We will now introduce the use of logical relations 
to relate the interpretations and prove them correct. What follows is a synthesis 
of [Abr90] and [Hun91]. In order to present the results on relations, it is necessary to 
have a mathematical look at them first. 
Mathematical Preliminaries 
We will write R : A H B to mean that R is a relation between the sets A and B. 
Given a E A and b E B, we write aRb to mean that a and b are related with the 
relation R. R( A, B) denotes the set of all relations between the sets A and B. 
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If relations P, Q E R( A , 8), and a E A, b E B , then we say that P = Q when, 
aPb {=} aQb 
and we order relations by implication, that is, 
P<:::,Q {=} aPb,*aQb 
The product of two relations Pl : Al H Bl and P2 : A2 H B2 is a relation 
Pl X P2 : Al x A2 H Bl X B2 defined by 
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We are now in a position to define a logical relation and how it can be used to prove 
an analysis correct. 
The Logical Relation and Its Use 
In relating the abstract and standard interpretations in chapter 2, concretisation maps 
were constructed at each type. The approach that we present here is to create a special 
type of relation at each type, such that two elements are correct with respect to each 
other if they are related by the relation. With this in mind, we say that a relation 
between two interpretations I and J, R : I H J , is a family {Rq } where Rq ~ D~ x D"/, . 
The type of relations used are logical relations. 
Definition 3.6 (Binary Logical Relation) Given interpretations I and J, R : I H 
J is a family of binary relations indexed by types, {Rq }qET with Rq : D~ H D"/, . We 
call R logical if for all a, rET: 
The first point ensure that a logical relation relates functions which, when they are 
applied to related arguments, yield related results. The second point ensures that the 
products are related elementwise. 
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Our notion of what an abstract interpretation has now changed from the definition given 
in section 2.4. An abstract interpretation now consists of some finite interpretation B , 
and a logical relation RB : B H S. 
As pointed out in Hunt [Hun9l], there is an isomorphism 
R(A,B) ~ A --4 P(B) 
which implies that there is an explicit relationship between the framework utilising 
powerdomains and concretisation maps, and that using logical relations. To see this , 
given a logical relat ion RB B H S we can define a family of concretisation maps 
Cone, haL.a, by 
la a = {b E D~ I bRa a} 
which are all of the form seen in the previous chapter, la: D~ --4 P(D~) 
Using the strictness analysis as a sample analysis , we can define logical relations for 
the base types as follows: 
• dR~O <=> d=l.f 
• dR~l <=> dEDf 
IT these definitions are expanded using the above equation for the isomorphism, we will 
get I ' 0 = {b E D~ I b R O} = {l..} . Likewise, I ' 1 = D~ which is exactly what we had 
in the initial definition of concretisation maps in chapter 2. Of course, both {l.n and 
D~ are Scott-closed sets. 
The Binary Logical Relation Theorem 
Proving correctness of B means showing that for every term e in AT, the standard 
interpretation of the term c and the abstract interpretation a of the term are always 
such that e R~ a. This is done in [Abr90] by using the binary logical relation theorem 
due to Plotkin [Plo80] : . 
Definition 3.7 (The Binary Logical Relation Theorem) Let R : I H J be a 
logical relation between two interpretations I and J . Suppose that el R, cJ for all T and 
for all constants e : T, then for all a, for all e : a , for all p E Env I , pi E Env J : 
pRp' =? [efpRa [efp' 
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The correctness of an interpretation B, is then that whenever c and a are the standard 
and abst ract interpretations of some term, then c R~ a always holds. More formally, 
we will say that an abstract interpretation B is correct with respect to the standard 
interpretation, if for all types (J", and all terms of that type e : (J" , and all p E Envs, pi E 
Env B : 
Since the relation is logical, the Binary Logical Relation Theorem implies that to prove 
this correctness condition it suffices that we prove all the constants correct only. Note 
how closely this resembles the correctness theorem of abstract interpretation presented 
in theorem 2.2, where we also needed to just prove the constants (shown in figure 2.4) 
correct. 
To illustrate the correctness condition, we will show that this holds for our strictness 
example. Consider a function I : (J" --4 T in the standard interpretation, with the 
abstract interpret ation of the function being f' . 
Now if f' is strict , that is f' 0 = 0, and we have a logical relation such that I R~_T I', 
then if .L~ R~ 0 we will have that I .L~ R~ f' 0 because RB is logical. Now the only 
c E D~ such that cR~ 0 is .L~, which allows us to conclude that I .L~ = .L~. So we have 
proved that a strict function in the abstract interpretation implies that the function 
will be strict in the standard interpretation. This is precisely our notion of correctness. 
3.1.3 Partial Equivalence Relations 
Partial equivalence relations are most easily introduced by example, and so we will 
follow [Hun9! , HS9!j and introduce them from a binding time analysis 'perspective'. 
A binding time analysis usually takes place before partial evaluation and involves de-
termining which parts of a program are dependent solely on some given parameters. It 
can also be viewed as a dependency analysis. Given a set of functions and a description 
of some of the function 's inputs that are to be fixed, we then compute those parts of the 
results that are determined by this input. Obviously, if the analysis is to be effective, 
we can only compute an approximation to the result . We call the parts of the input 
that are fixed , static; otherwise they are known as dynamic. 
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Consider a function c : A -+ B defined by 
c(x) = b 
where b E B. That is, c( x) is a constant function mapping its input to the same 
constant value b. If x is static then c( x) will be static. If x is dynamic, c( x) will still 
be static as it is a constant function . Thus this function is always static independent 
of its argument. We can express this by: 
'v'x,x' E A,c(x) = c(x') 
Consider another function f st : A x B -+ A defined by: 
fst(x,y) = x 
If x is static, then this function becomes static, and this is true whether or not y 
is fixed. An important thing to observe is that this is true no matter what value x 
actually takes. This can be succinctly expressed by: 
'Ix E A, 'v'y, y' E B.fst(x, y) = fst(x, y') 
A more challenging function is swap : A x B -+ B x A defined by: 
swap(x,y) = (y,x) 
When the first element of the pair is static, so is the second element of the result , and 
vice versa. Thus, 'Ix , x' E A, 'v'y, y' E B 
1I"1(swap(x,y)) = 1I"1 (swap(x',y)) 
1I"z(swap(x, y)) = 1I"z(swap(x, y')) 
Recall that the projection functions 11"1 and 1I"z are defined in section 1.4. We will now 
introduce equivalence relations which succinctly capture the above notions of constancy. 
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Equivalence Relations 
For each set D we define equivalence relations AI/D, IdD ~ D2 where for all x , x' E D: 
X AIID x' 
X Id D x' <==} X = x' 
For a function I : A --+ B and relations P ~ A2 and Q ~ B2 we write I: p ~ Q iff 
Vx,X/EA. xPx' <==} (fx)Q(fx' ) 
Thus I : P ~ Q implies that whenever two elements are related by P, then their 
results (after application of f) are related by Q and vice versa. As before, we define 
the relation P x Q elementwise. 
This allows us to express the constancy of the c function by: 
and of 1st by 
and of swap by: 
and 
In [HS91] it is proposed that the term static be associated with Id, and dynamic with 
All. The above equations then read quite easily. swap: IdD X AilE ~ AilE X IdD 
then reads as saying that given a static first argument, and dynamic second argument , 
swap then returns a pair whose first element is dynamic and second element is static. 
An informal look at the per framework 
We will now present an informal summary of the partial equivalence relation framework 
presented in [Hun91, HS91]. 
3.1. OTHER DISCIPLINES 54 
A partial equivalence relation is a binary relation which is symmetric and transitive. 
(It is thus a less restricted class of relations than the equivalence relations above as we 
have dropped reflexivity.) A complete partial equivalence relation P is strict if .1.. P .1.. , 
and inductive if for all chains {X;} iEw , {YihEw such that if for all i E W , Xi P Yi then 
(UiEw Xi) P (UiEW Yi) . 
We denote the class of all complete pers over a domain D by CPER(D). Hunt [Hungl] 
shows that for any domain D, CPER(D) is closed under intersection and forms a com-
plete meet semi-lattice. The abstract interpretation framework shares many traits with 
that presented in the previous chapter. The purpose of the framework is to provide an 
effective test for statements of the form: 
[e~: P ~ Q 
We will denote the abstract interpretation using pers by the symbol H (for Hunt) . As 
in the formulation for abstract interpretation in chapter 2, we will create an abstract 
domain D;; as a finite lattice. For the purposes of the constancy analysis, the base 
domain is chosen as: 
D~={D,S} withsCD 
Instead of associating with each element of the abst ract domain a concretisation map 
which maps to subsets of the power domain of the concrete domain, we associate a 
'concretising' per "(a (a) E CPER(D~) . We then choose the interpretations of the 
constants in such a manner so that for any term e : a -+ T and Va E D;;, b E D~ : 
Thus if we perform the abstract interpretation and determine that [e~Ha = b, we can 
be sure that [e~ :"(a (a) ~"(T (b). 
At the base types , Hunt defines the concretlsatlOn maps as: "(. (a) = . . . {All. if a = D 
ld, If a = S 
Thus, if the abstract interpretation framework determined that [e~HD = s then we can 
conclude that [e~ : All ~ ld. That is , that if e is given a dynamic argument , it will 
return a static result. 
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3.2 Extensions to the Framework 
In the following sections we will investigate a technique developed to analyse functions 
over non-flat domains, and various aspects of the cartesian and tensor product. 
3.2.1 Lists 
The abstract interpretation presented in the previous chapter only allowed flat domains 
as the base types. We will now examine a method developed by Wadler [Wad87] which 
is used to analyse non-flat domains, in particular, lists. As is well known [Sch86], a 
list has a potentially infinite domain. An important aspect of Wadler 's work is that it 
allows the analysis of lists using a finite abstract domain. 
The domain proposed by Wadler captures the definedness of the list structure and also 
of all of the elements within the list. Represented by four points, Wadler proposes the 
abstract domain presented in figure 3.1 to describe the non-flat domain of lists of base 
types. 
Figure 3.1 An abstract domain for lists of base types. 
IE All finite lists with finite members 
I 
DE All finite lists containing a .1.. 
I 
00 All infinite lists or partial lists 
I 
.1.. The undefined list 
Here, a partial list is a list ending in bottom and a finite list is a list ending in Nil 
(We will write 'Nil' as opposed to [l). We will make use of the function cons instead 
of the usual infix notation of ':' . As an example of the above description, the list 
cons 2 (cons .1.. [])) would be represented by the value DE, and the list cons 2 (cons 2 .1..) 
by the value 00 . 
We will write the abstract version of the cons function as cons'. The following table is 
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a representation of the abstracted cons function with abstracted arguments: 
X' 
Xs" T .L 
00 00 00 
.L 00 00 
We would expect that the Cons of a terminating element (T) and a finite list containing 
bottom (Of) will be a finite list containing bottom (Of). From the table , we see that 
Cons'T Of = Of as expected. Similarly, Cons' T 00 = 00. That is, the Cons' of a 
terminating element to an infinite list will yield an infinite list. The abstract form 
for the Nil constructor is just IE. It cannot be Of as this element refiects lists with a 
bottom element, and the Ni l list obviously will not have one. 
If our language has lists it will also need a way to decompose these lists, and Wadler 
presents a method to analyse functions presented in a case analysis style. We will thus 
write our functions in the following manner: 
h 1 = case 1 of 
Nil -> a 
Cons x xs -> f x xs 
end 
Suppose that we have an expression length I and we know that the argument to length 
is a finite list which may contain .L as elements. That is, the definedness of I is Of. In 
order to determine the abstract value for the application, length I, we need to determine 
what x' and xs' could be if Cons' x' xs' is Of. Looking up the values in the cons' table, 
we find that: 
• x can be T, xs can be Of, or 
• x can be .L , xs can be Of, or 
• x can be .L , xs can be If 
3.2. EXTENSIONS TO THE FRAMEWORK 57 
For the analysis to be safe, we must return the highest possible level of definedness for 
h' Of, thus: 
Because the abstract interpretation framework ensures that all of the functions are 
monotonic, we can reduce the above equation to: 
Repeating this analysis three more times, we arrive at the complete definition of the 
abstract form of h: 
h' I f = a' U (f' T If) 
h'Of = (f' T Of) U (f' 1. If) 
h'oo = f' T 00 
h'1. = 1. 
As an application of this, we will consider analysing the sum function : 
This is abstracted as: 
sum'lf 
sum' Of 
sum' 00 
sum' 1. 
sum 1 = case 1 of 
= 
= 
= 
= 
-
-
Nil -> 0 
Cons x xs -> x + sum xs 
end 
T U (T n (sum' If)) 
T 
(1. n (sum' If)) U (T n (sum' Of)) 
sum' Of 
(T n (sum' 00)) 
sum' 00 
1. 
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After fixedpoint iteration, we will find that sum has an abstract function: 
sum' it 
sum' Ot 
sum' 00 
sum' .L 
-
= 
= 
= 
T 
.L 
.L 
.L 
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which says that the sum function will only terminate if executed over a finite list with 
finite members (it) . 
3.2.2 Combining Properties 
In chapter 2 we represented the tuppling in figure 2.3 as a cartesian product. This 
Section will illustrate that this is not necessarily the best representation. We begin 
by providing an example in which the cartesian product gives poor results. We then 
introduce some issues relating to faithfully modeling the properties of a constructed 
data type from the representation of its constituent parts , and examine the tensor 
product as an alternative representation. Finally, we will look at some applications of 
this technique. 
To illustrate the poor results obtained when using a cartesian product, let us consider 
finding the strictness properties of the function: 
)'b.).x.if b (x , 2) (2, x) 
If we interpret the tuppling as a product, then a pair (0 , 1) in the abstract domain 
representing pairs of elements taken from some base type in our concrete domain would 
represent the set {(.LD~ ' X) I x E D~}. That is , if this set is abstracted, it will be 
represented by the pair (0,1) . Likewise the pair (1,0) represents the set {(x , .LD~) I x E 
Dn, 
A problem surfaces if we were to determine whether the function above is strict in x, as 
this would require us to represent the property that either the first value of the tuple 
may be bottom, or that the second value of the tuple may be bottom. Recall the rule 
for if. 
That is , the set {(.LD~ ' x) I x E Dn U{(x , .LD~) I x E Dn. Because we are using the 
product, the point in the abstract domain which we use to represent this is (0 , 1) U 
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(1,0) = (1,1), which represents D~ x D~, thus denying us the ability to state whether 
the above function is strict in x, (which of course it is) . The property (1 , 1) is a safe 
approximation, but we can hope for something better. 
If we use a tensor product! instead, which we write as ®, then there is an additional 
point in the abstract domain, namely 0 ® 1 u 1 ® 0 different from 1 ® 1 which can 
represent the needed property. 
Jones and Muchnick [JM81] were the first to distinguish between analyses able to derive 
information using different products. Analyses which use the cartesian product are said 
to use the independent attribute method, while those using the tensor product use a 
relational method. 
3.2.3 Properties 
In the framework derived in section 2.4, we chose to represent properties by Scott-
closed sets . It was seen in section 3.1.3 that properties could also be represented by 
partial equivalence relations. We expand on this a little , pointing to literature where 
other forms of properties have been used. 
In [MZ92] a different approach is taken in forming abstract domains. Instead of the 
user of the framework creating them, the approach generates the abstract domain from 
the concrete domain itself, with sufficient structure so as to capture useful properties. 
The properties are denoted by ideals, and the paper restricts abstract domains to being 
weak powerdomains. 
In [Abr90], Abramsky develops a termination analysis (it can infer that certain pro-
grams definitely do terminate) which uses upper closed sets as representations of prop-
erties. This analysis is developed in an abstract interpretation framework with logical 
relations. 
IThe actual definition of the tensor product is rather complicated, and the reader is directed 
to [NN92J . 
3.3. RELATED WORK 60 
3.3 Related Work 
Wadler [Wad87] extended the framework of [BHA86] to analyse non-flat domains. Niel-
son [NN92] gives a more methodical approach to the analysis. 
The framework was also extended to analyse polymorphic functions by Abramsky [Abr85]. 
The underlying mathematical framework has also developed considerably. Initially, de-
notational semantics, domain theory and power domains were the constructs used to 
build the framework [BHA85]. The theory has now been reformulated using logic [BL93], 
relations [MJ85], two-level semantics [Nie89] and partial equivalence relations [Hun91]. 
In almost all of these cases, the abstract interpretation framework itself has remained 
relatively constant. What has changed much are the various mathematical formulations 
of the framework, and their relative powers in deducing properties. 
3.4 Conclusion 
In this chapter we have looked at some of the extensions to the abstract interpretation 
framework. We began by looking at the framework embedded in various other disci-
plines, such as non-standard type systems, relations and partial equivalence relations. 
In the non-standard type system, the type system was seen to be a program logic, 
defined over properties. The domains used in abstract interpretation were seen to form 
join-semilattices. The ideals of this lattice formed a meet-semilattice, and a logic was 
introduced to axiomatise the construction of this lattice. It was also shown that filters 
of this lattice would create a structure isomorphic to the original join-semilattice. This 
provided a framework for relating the non-standard type system to the domains used 
in abstract interpretation. 
In the relational discipline, binary logical relations were introduced as a simple means of 
relating the abstract and standard interpretations. An isomorphism was shown to exist 
between relations and the powerdomain function approach demonstrated previously, 
implying directly that this is merely just a different formalism demonstrating the same 
thing. The crux of the system was the use of the binary logical relations theorem which 
allowed us to show correctness by just demonstrating the correctness of the constants. 
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The partial equivalence relations were introduced due to the inability of the foregoing 
systems to capture certain properties such as constancy for binding time analysis. 
Kamin [Kam92] has shown that the abstract interpretation framework presented in the 
previous chapter is unable to capture head strictness. (Informally, a list is head strict 
if the elements of the list are required to be defined. See the introductory paragraphs 
of the following chapter for a more thorough explanation.) Hunt's partial equivalence 
relation framework , however, can determine head strictness. The results of the previous 
sections shown that the relational, logical and powerdomain abstract interpretations 
are all equivalent in power, and so are not able to determine head strictness. It remains 
an open question as to exactly how powerful the per framework is. 
Various other issues were also discussed, namely lists and properties. An analysis over 
a non-fiat data structure was demonstrated by introducing a four point domain which 
represented different definedness levels on a list. Some important notions concern-
ing properties were introduced, especially those relating to the tensor and cartesian 
product. 
Chapter 4 
Projection analysis 
One of the weaknesses of the strictness analysis in the previous chapter is that it is 
unable to determine a particular type of strictness on list structures [Kam92]' namely 
head strictness. Loosely, a function is said to be head strict if it examines the head 
elements of a list . As pointed out by Wadler [WH87], many functional programs operate 
with functions which read some of the input list and produce some of the output . These 
kind of functions are typically head strict, and not being able to detect this discards 
many optimization opportunities. A projection analysis however, can determine this 
kind of strictness. In investigating this framework, we will look deeper at the concept 
of head strictness and how domain projection functions can capture the definedness 
levels of a function. A notion of safety is also introduced, and finally the rules for 
performing a projection analysis are given. 
We begin by informally introducing projection functions, building up to their formal 
description. 
4.1 Projections, informally 
We can, very loosely, think of a projection as a function which maps its argument to 
either itself, or something smaller (the function is less than the identity function), and 
that repeated applications of this function will yield the same value (the function is 
'idempotent ' ). 
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4.1. PROJECTIONS, INFORMALLY 
Consider two functions over pairs defined as follows for all u and v . 
F(u,v ) = (u,.L ) 
S(u,v) = (.L ,v) 
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An application of For S to a pair will always yield something as defined, or less defined 
than the argument. Also, if the same function was re-applied to the result , the same 
result would be generated. Thus we can consider F and S as projections over pairs. 
Let us consider another function , H, which is applied to a list . We define H as a 
function which accepts a list as an argument, and which replaces all occurrences of the 
list constructor ':' with a head strict version ':H' . The list constructor :H is identical 
to :, except that it is strict in the head field. That is , it expects its first argument 
to be defined. If this argument is not defined, then the result is also not defined. 
Operationally, the :H evaluates its first argument at the time of building the list cell. 
As an example, 
Obviously, if we apply H again to this result, we will get the same result. We now give 
the formal definition of head strictness. 
Definition 4.1 (Head Strictness) A function f is said to be head strict if f = f 0 H . 
The before function defined in figure 4.1 is an example of a head strict function. before 
examines the head of each cons cell to see if it is equal to zero, and this demands the 
evaluation of the head. Thus before is head strict. To illustrate this, let us consider 
two cases , one in which the zero occurs before the bottom, and one in which the zero 
occurs after the bottom. In the first case, we have 
before (1 : .L : 0 : [J) = 1 : .L 
before (H(l : .L : 0 : [])) = before (1 : .L) = 1 : .L 
and in the second, 
before (0 : .L : 3 : [J) = [] 
before (H(O : .L : 3 : [J)) = before (0 : .L) = [] 
4.1. PROJECTIONS, INFORMALLY 64 
and each case satisfies definition 4.1. 
Recall that strictness analysis could be used to eliminate the building of closures, 
leading to a (more efficient) eager evaluation strategy. If we are able to detect that a 
function is head strict, we can then replace the (lazy) cons operator with one which is 
eager in its first argument , leading to optimization. 
Figure 4.1 Example programs before and doubles. 
before xs =case xs of 
0 => 0 
y : ys => if y == 0 
then [] 
else y : before ys 
doubles xs =case xs of 
0 => [] 
y : ys => (2 x y) : doubles ys 
As another example, consider the function doubles shown in figure 4.1. This function 
is not head strict, because 
doubles (1 : .L : []) = 2 : .L : [] 
which is not equivalent to 
doubles (H(l : .L : [J)) = doubles (1 : .L ) = 2 : .L 
So for doubles we have that doubles of doubles 0 H. The essential difference between 
doubles and before , is that before had to evaluate y to test its value. Because we are 
dealing with a lazy functional language, doubles does not actually calculate the value 
of 2 x y but inserts a closure for this expression which will only be evaluated if the 
value is demanded. 
This begs the question, "Does the behaviour of doubles change when its result is de-
manded? That is, can the context in which a function appears, modify its behaviour?" . 
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4.2 Contexts 
The identity function, which we name ID , defined by 
IDu = u 
is also a projection, and is in fact the greatest projection (due to the fact that ID maps 
its argument to itself). The fact that it is the greatest projection hints at an ordering 
between the projection functions, and we will later encounter a complete lattice of 
projections which will aid in the finding of fixed points over domains of projections. 
Projections can be used to show how much of an argument is required. In the words 
of Davis and Wadler [DW90], 
"Projections can be used to specify a degree of sufficient definedness of their 
arguments by regarding those parts of their arguments which are mapped 
to 1. as definitely not needed, and those parts left unchanged as possibly 
needed." 
It is this important property of projections that allow us to use them in an analysis . 
Let us consider the functions F and S defined in the previous section, and a function 
9 (which we wish to analyse) defined by 
g(u,v) = (v,u) 
Suppose, in an expression, that we are only interested in the first component of the 
result of the application of g. That is, we do not look at the second component in the 
rest of the computation. This means that in an expression containing g, we can replace 
all occurrences of the function 9 with the function Fog. It is safe to do this, as we 
discard the second element. We say that the function 9 was evaluated in the context 
F . We can use this information in optimizing our program, because if we know that 
the second value is not required, we could perhaps change the code of 9 to not even 
generate that component. 
The context of a function thus gives some indication of how defined the arguments of 
the function may be. Let us extend our example of Fog. Because we know that 9 is 
going to discard its second element we can write: 
Fog=FogoS 
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This can be read as follows. If we know that 9 is going to discard its second component, 
(the left hand side), then the output produced will be the same as first discarding the 
first element of the argument pair (because 9 swaps its arguments to produce the result) 
and applying F to this. 
To see this , note that F(g(u,v)) = (v, 1.) and that F(g(S(u,v))) = F(g(1.,v)) -
(v , 1.). Thus for the function g, evaluated in the context of F , it is safe to first apply 
S to its arguments. So the projection F denotes the context in which the function is 
to be evaluated. An alternative reading of the above statement is that if we know that 
9 is to be evaluated in a context which requires its result to be as defined as F , then 
we need only have g's arguments as defined as S to guarantee the result. 
We will henceforth assign Greek letters a and (3 to projections. We also define some 
notation to capture the above concept . 
Notation 4.1 If, for projections a and (3, and some function 9 we have that a 0 9 = 
a 0 9 0 (3 , then we write this as 9 : a=?(3 
The equation a 0 9 = a 0 9 0 (3 could be interpreted as saying that "if a's worth of 
output is demanded, then it is safe to demand (3's worth of input" [HL91]. We will 
therefore call the above equation the safety equation. 
Turning back to the functions before and doubles, we have already noted that before 
is head strict. The before function is head strict in any context. We associate the ID 
projection with 'any context' because this projection (context) makes no optimization 
assumptions about its arguments. We can thus begin thinking about different pro-
jections conveying to us different levels of information. In this case, ID gives us no 
information about the context of the function and we will soon find that the smaller 
the projection, the more information is conveyed. 
Turning back to our example, we can now write before: ID =? H. That is , IDo before = 
ID 0 before 0 H which just reduces to our definition of head strictness. 
We concluded that doubles was not head strict , but what happens when it is evaluated 
in a context other than ID, say in a head strict context? It is easy to verify that if 
doubles is evaluated in a head strict context , (in a context which expects the head 
argument to every cons cell to be defined), then we need have the input to doubles as 
defined as head strict. Put more formally, H 0 doubles = H 0 doubles 0 H . Since we 
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know that the before function is head strict, we have that 
before 0 doubles = before 0 H 0 doubles = before 0 H 0 doubles 0 H 
That is, if the result of doubles is used in a head strict context, then the argument to 
doubles can be provided in a head strict context . We can express this succinctly by 
doubles : H => H. 
4.3 The Goal of a Projection Analysis 
This leads us to the main goal of projection analysis. Given a projection which rep-
resents the context in which an expression is to be evaluated, we want to be able 
to determine a context in which each of the sub-expressions may be evaluated. In 
addition, this derived context must be safe in the sense of our safety equation. 
The propagation of information in a projection analysis is opposite to that found in 
abstract interpretation. Here we want to propagate information downwards, from the 
root of the tree to the leaves, as shown in figure 4.2. 
In essence, we start with information about how the result of a computation will be 
used, and use this to derive information about how the arguments will be used. More 
accurately, we want to propagate variations of the context, so that the resulting pro-
jection satisfies our safety condition. Unary functions from projections to projections 
are called projection transformers. Given some projection Q, and a function f, we want 
to find the (3 such that Q 0 f = Q 0 f 0 (3 . The (3 will take the form of T Q where T is 
the projection transformer. Moreover, we want the smallest projection (3 that satisfies 
the equation. Taking (3 = ID, that is, setting T = Ax . ID will obviously always satisfy 
the equation, but smaller (3 will yield more useful information. 
It is these projection transformers that are the holy grail of the projection analysis. 
As in the abstract interpretation framework, a finite domain of projections ensures 
that we can effectively compute fixed points for recursive descriptions of projection 
transformers. 
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Figure 4.2 Backward Analysis of a function 
, 
T 
f 
y!~2 
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The rest of this chapter introduces the theory behind these concepts, and is essentially 
orientated around the development of a technique which can be used to propagate 
projections, in a safe manner, through expressions. 
4.4 Projections, formally 
This section introduces the projections used to model the context analysis . The math-
ematical projections described here are based very closely on those described in sec-
tion 4.1. 
In domain theory, a continuous function a is a projection if, for every object u, 
au ~ u 
a(au) = au 
(4.1) 
(4.2) 
In other words, a projection is an idempotent function less than the identity. This can 
also be expressed as 
aCID 
a oa = a 
The identity function ID is the function defined by 
IDu=u 
for all u. The function BOT is defined by 
BOTu = 1. 
( 4.3) 
( 4.4) 
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for all u, and projections form a complete lattice under the I;;; ordering, with ID as the 
top element, and BOT as the least element. 
As we have seen, the functions H, F and S are also projections. We now develop some 
of the mathematics surrounding projections so that we can apply these results in the 
development of the projection analysis proper. 
The following definition is essentially a rewording of the piece of notat ion introduced 
earlier. 
Definition 4.2 (Safety Equation) A function f is f3·strict in a context a if a 0 f = 
a 0 f 0 f3 I and we write this as f : a =} f3 . 
As before, we call this equation the safety equation. Given a context in which a function 
f is to be evaluated, say a, we want to be able to determine the projection transformer 
T such that a 0 f = a 0 f 0 (T a). If this equation is satisfied, then we are sure that 
the projection 'T a applied to the arguments of the function does not affect the result. 
A useful rewriting of f : a =} f3 is shown in the next proposition. 
Proposition 4.1 f : a =} f3 iff a 0 f I;;; f 0 f3 
We also show a composition result , which will prove useful in the propagation of some 
contexts. 
Proposition 4.2 If f : a =} f3 and g : f3 =} f then fog : a =} f 
Thus for before : ID =} H and doubles: H =} H we can write before 0 doubles : ID =} 
H. 
The set of all projections over a domain will form a complete lattice, and this allows 
us to find fixed points. 
Unfortunately, the greatest lower bound of two projections aand f3 cannot be defined 
by the greatest continuous function smaller than a and f3 as this is not necessarily a 
projection (see [WH87] for an example) , and so we define the greatest lower bound as 
Definition 4.3 (Greatest Lower Bound) Th e greatest lower bound of a set of pro-
jections is defined by n A = U{f3 I for all a E A, f3 I;;; a } 
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The greatest lower bound of projections Ct and (3 is thus the greatest projection less 
than than both Ct and (3. 
For our projections F and S , we then have: 
(u ,v) (FUS)(u ,v) = 
(F n S)(u, v) - CL,1.) -
- ID 
BOT 
which gives us the following lattice of projections. 
Figure 4.3 The lattice of projections F , S , ID and BOT 
ID 
/~ 
F S 
~/ 
BOT 
4.5 Capturing Strictness 
The above tools do not capture precisely the notion of strictness. Their failing is that 
the form of the projections only allow us to express sufficiency and not necessity. In 
other words , the projections as defined above can only tell how much of the argument 
is sufficient for a particular result . For the purposes of strictness analysis , we need to 
know how much of an expression is necessary. If we consider the before function which 
is head strictU = f a H), we know that it is sufficient to use 1 : 2 : 1. instead of the 
list 1 : 2 : 1. : 4 : [J as H(l : 2 : 1. : 4 : []) = 1 : 2 : l.. To determine strictness 
information, it turns out that we need to know that it is necessary that the value is 
more defined than 1., and as yet there is no machinery available to convey this type of 
information. 
To accomplish this, we create a projection, which we will call STR (strict), which must 
only accept objects that are more defined than 1.. Unfortunately, we have 1. as the 
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least element of our domain already, and so we need to introduce another , even less 
defined element, which we will call abort and write as ~ . (More formally, we lift' the 
domain.) We thus define STR as: 
STR ~ - ~ 
STR .1 - ~ 
STR u = u otherwise 
Thus STR is a projection, that is strict in abort. Moreover, it accepts any other value 
except for .1, putting us in position to be able to express strictness. As mentioned 
before, we can view projections as specifying a degree of definedness. Anything that 
is mapped to abort is definitely not needed, and STR indicates that it requires its 
argument to be more defined that .L. The lifting of the domain has thus allowed us to 
say that it is necessary that a function be more defined than .1. Theorem 4.1 captures 
this. 
We also define a new function, FAIL , which maps its argument to ~ . 
FAILu = ~ for all u 
The ~ is less than any other element in our domain, including the .1, thus whereas 
before BOT was our least projection, we now have FAIL . 
Our old projection BOT, we will now call ABS (absent) and is defined by 
ABS ~ ~ 
ABS u = .1 if u f. ~ 
Intuitively, if an expression is labeled with this context then we know that the value 
of the expression is ignored, whereas if the expression was labeled with STR , then we 
know that the expression is going to be needed. If it is labeled with ID then we do not 
know anything. (See section 4.5.1) 
The four projections ID , STR , ABS , FAIL form a complete lattice as shown in 
figure 4.4 and each projection plays a big part in describing the properties of interest. 
ID is obviously the largest projection, and FAIL the smallest . Both ABS and STR are 
more defined than FAIL , and less defined than ID , and they are incomparable. 
1 See definition 1.11 
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Figure 4.4 The projections ID , STR , ABS , FAIL 
ID 
/~ 
ABS STR 
~/ 
FAIL 
Definition 4.4 A value u is unacceptable to a context a ii a u = ~ 
With the above definition, all values are unacceptable to FAIL , whereas only those 
more defined than .1. are acceptable to STR . 
Now we present a propagation result for acceptability in contexts. 
Proposition 4.3 II I : a=>{3 and u unacceptable t.o {3, then Iu unacceptable to a . 
We are now, at last, in a position where we can define simple strictness. Having the 
abort has allowed us to talk about necessity and we can now make statements about 
.1. and strictness. 
Theorem 4.1 I: STR => STR iff I is strict 
Proof In the forwards direction, the only value unacceptable to STR is 1.. and so by 
the previous result, we have that 1.1. is unacceptable to STR , and so I is strict . In the 
backward direction we have that I is strict, and we must show that I : STR => STR , 
that is STR(f u) I;; I(STR u) for all u. There are two cases to consider. If u i .1. then 
STR u = u and STR(f u) I;; I u as STR is a projection. If u = .1. then the the left hand 
side is STR(f .1.) = STR.1. = ~ and the right hand side is I(STR .1.) = I ~ = ~ 0 
To determine whether a function is strict or not we need to perform a context analysis 
of the function in a STR context. If we determine that the result is STR , that is , 
I : STR => STR, then by the above theorem we know that the function is strict . 
It can also be shown that I : FAIL => FAIL and I : ABS => ABS for all functions I . 
Other useful results are that I : STR => FAIL if I u = .1. for all u, and I : STR => ABS 
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if f u = f 1- for all u. If f u = f 1- for all u then we say that f ignores its argument . 
4.5.1 Interpretations of Projections 
We can now collect all of the interpretations that we have given to the projections . 
We will read a context of an expression as defining the demand on the expression. 
In other words, the context tells us to what degree an expression evaluation is to be 
performed [DW90] . 
If an expressions e has been labeled with one of the following contexts, then we interpret 
them as follows 
FAIL No degree of evaluation yields an acceptable value for this context. We can 
implement this expression with code that aborts . 
ill This context gives us no information about e, and we implement this by the 
(lazy) manner of construct ing a graph for the expression. 
ABS This context indicates that the result from the expression evaluation is not de-
manded (as it maps the value of the expression to 1- for all values), and so we 
can implement this expressions by returning a dummy value. 
STR This context requires evaluation of the expression far enough to guarantee that 
the result is not 1-, and can be implemented by evaluating the expression to weak 
head normal form [Pey86]. 
We will follow Davis [DW89] and reinterpret these projections in terms of safety in the 
following section. 
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4.6 Context Analysis 
We introduce a first-order language on which we will perform the context analysis: 
e ::= x 
c 
fel . .. en 
if eo then el else e2 
variables 
constants 
function applications 
condi tional 
with function definitions having the form 
f Xl· ·· X2 = e 
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Definition 4.5 (Projection Transformer) A projection transformer is a function 
from projections to projections. Thus a projection transformer applied to a projection, 
will yield another projection. 
If we have a function of one argument, and a projection a, we want to ensure that 
f : a =} f3 holds, where f3 is the projection which is applied to the argument of 
f . In general we deduce f3 from a , and this is done by finding a suitable projection 
transformer P which when applied to a, yields (3. Thus f3 = pa . 
What we deduce in this section is a set of rules (forming the context analysis) , which 
allows us to find projection transformers and propagate projections through the terms 
of . the language above. 
Extending the safety equation to a function of n arguments, we want the following to 
hold: 
for all Ul ... Un, where (3i = pa . 
It is easy to show that the safety requirements for all P .. . f" are satisfied iff 
for all Ul .. . U n, where f3i = pa . 
We do likewise for expressions, defining a transformer eX for each free variable x in e, 
which takes a projection applied to the result of e to a projection that may safely be 
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applied to each instance of x in e. Thus we have the following safety requirement. 
Cte!:;; e[(,8 xl/xl 
where,8 = eXCt and this equation holds for all values of the variables in e. 
In a denotational setting, we would write: 
Ct (E[e~p) !:;; E[e~(p [(,8 (p [xm/x]) 
for each environment p . 
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This equation is exactly the same as the safety equation we introduced earlier, except 
that it is now phrased in denotational semantics. 
We now need to define the i and eX which satisfy the above safety conditions. We 
init ially consider the definitions for the function transformers for non-primitive f. If 
we have f defined as 
f Xl ·· · X n = e 
then for each i from 1 to n we define 
We read the last equation as: Evaluating the function f in some context Ct will cause 
its ith argument to be evaluated in context e X; Ct. Thus eX; is the projection transformer 
that transforms Ct. If our expression is recursive, we can expect recursive representa-
tions of the projection transformers. 
Thus we create a projection transformer for each argument to the function , named by 
superscripting the functions name with the arguments position. We will later develop 
a rule for combining these transformers. 
The last equation above reduces searching for a transformer for a function, to finding 
a set of transformers for the expression (based on each argument) . 
Consider an expression consisting of just the variable y, and a projection Ct which will 
be applied to this expression. If we are performing our analysis with respect to some 
variable x , different from y, then we can safely replace Ct with ABS , as the value is 
essentially ignored. The same rule applies to any constant c. If however , the expression 
is x , we can only safely propagate Ct. 
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To summarize, we define the transformer eX by the following rules: 
yXOI ABS if x of y 
eX 01 = ABS if e is a constant 
These can be read as: Evaluating x in context 01 causes x to be evaluated in context 
01 . Similarly, evaluating y in context 01 causes x to be ignored. 
We can now try our new techniques on a simple function, the function K defined by 
K x y = x . We want to generate the two projections transformers (Kl and K2) for 
this function K , when evaluated in a context 01 . By the above definitions, this reduces 
to finding the transformers over the expression, giving us: 
KIOi = XXOI = 01 
K 201 = XYOI = ABS 
which can be interpreted to say, that for the first argument we have K : 01 =} 01 and 
for the second K : 01 =} ABS . In other words , when K is evaluated in a context 01 , 
then the first argument can be evaluated in context 01, and the second can be ignored. 
4.6.1 The Guard Property 
We will now use some of the propositions in section 4.5 to help us in defining the 
projection transformer eX . 
We have already seen that f : FAIL =} FAIL holds for all functions , and so it is safe 
to set eX FAIL = FAIL. Likewise, f : ABS =} ABS holds for all functions and it is safe 
to set eX ABS = ABS. 
We call the strict part of a projection 01, STR n 01 , and if 01 is equal to its strict part 
then 01 is called a strict projection. Likewise, the non-strict form of a projection 01 is 
01 U ABS. As explained in [WH87, DW89], we can restrict the projection analysis to 
a strict context, as for all f and projections 01 , if we have that f : 01 n STR =} f3 then 
f : 01 U ABS =} f3 U ABS. In defining the eX 01 we can use these facts to simplify 
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matters, and so we introduce the guard operator, Do , defined by: 
FAILDo{3 = FAIL 
ABB Do {3 = ABB 
0: Do {3 = {3 if Ct strict and not FAIL 
(ABB U Ct) Do {3 = ABB U (3 if Ct strict and not FAIL 
From the above we can see that it is safe to set: 
We use this rule implicitly and so assume in all others that 0: is strict and not FAIL . 
If f is some primitive function such as (+) and (=) which is strict in all of its arguments, 
we set: 
i Ct = Ct Do BTR 
4.6.2 Combining Projections 
If we are to analyse function application, we will need some way to combine projections. 
To see this, consider a function f el ez and a context 0:. If we want to find (J el ez)X 0: , 
then we need to find a 0 such that: 
From the definition of i above, we know that 
and assuming that we are finding the projection with respect to the variable x occurring 
in e, we have from the definition of ei that 
where {31 = ef j1 0: and {3z = e~ j2 0: 
We need to find a 0 for the entire application such that 
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Clearly, the projection defined by /31 U /32 satisfies this criteria, remembering that 
a 'greater' projection is a safe approximation for a smaller one. We also have the 
condition that if an argument to any of these projections is abort, then their result is 
also abort, thus we define our projection to be /31 & /32 where we define the operator & 
as follows : 
Definition 4.6 (The & Operator) 
(0< & /3) u ~ if 0< U = ~ or /3 u = ~ 
(0< & /3) u - (0< U /3) u otherwise 
What we have shown then, is that 
4.6.3 Properties of & 
It can easily be shown that & satisfies the following properties: 
0< & 0< = 0< 
ABS & 0< = 0< 
ABS &STR STR 
FAIL & 0< 
-
FAIL 
0< & (/3 U 0) = (0< & /3 ) U (0< & 0) 
(0< &/3)&0 = 0< & (/3 & 0) 
0< & /3 = /3 & 0< 
All of these are quite easy to show. As an example, we will prove that ABS & STR = 
STR . To do this, we have to show that for all possible values of u, (ABS & STR) u = 
STRu. 
Because all functions are strict in abort , this obviously holds if u = ~. If u = .1, 
then the right hand side reduces to abort by definition of STR , and the left hand side 
reduces to abort as well because STR.1 = ~ and by the definition of &. If u is a value 
other than .1 or ~, then the right hand side reduces to u, and the left to STRu U ABSu 
which is u U .1 which is u. 
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We now give the rule for the conditional, derived in [WH87J: 
(if eo then el else ez )zQ = e~ STR & (e~ Q U e~ Q) 
which can be read as saying that when the conditional statement is evaluated under 
context Q, then in eo, x will be evaluated under STR, and then either x will be evaluated 
under Q in el or under Q in ez. 
4.6.4 Examples 
We will now return the the constant function K introduced in section 4.6, and try to 
analyse the function in a STR context, with respect to each of the variables x and y. 
First, we do the analysis with respect to x. Then, we have: 
(K x yt STR = xZ(I(l STR) & yZ(KZ STR) 
= xZ(STR) & yZ(ABS) 
STR&ABS 
= STR 
which tells us that K is strict in its first argument, as expected. Performing the analysis 
with respect to y, we get: 
(K x y)Y STR - xY(Kl STR) & yY(K2 STR) 
= xY(STR) & yY(ABS) 
= ABS &ABS 
= ABS 
which tells us that K ignores its second argument. 
To show the use of fixed points, we will now consider a recursive function given by: 
f x y = if x = 0 then x else f x 3 
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Calculating p we get: 
p a - (if x = 0 then x else (f x 3) ya 
- (x = O)X STR & (XX a U (f x 3)Xa) 
_ xx(=1 STR) & ox(=2 STR) & (a U XX (fla)& 3X (Fa)) 
- (STR c> STR) & ABS & (a U pa & ABS) 
- STR & (a U fla) 
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which we have to now solve by fixed point iteration. Since we are looking for strictness 
information, we set a = STR , and get: 
fl(O) 
= FAIL 
fl(l) 
= STR & (STR U FAIL) 
= STR & STR 
= STR 
f1(2) 
= STR & (STR U STR) 
= STR 
We thus conclude that the function is strict in the first argument. For the second 
argument , we get: 
Fa = (if x = 0 then x else (f x 3) )Ya 
= (x = 0)" STR & (xYa U (f x 3)"a) 
= ABS & (ABS U (x Y(j1a) & 3"(Fa)) 
= ABS 
No fixed point iteration is needed here, and we can conclude that if the function is 
evaluated in any context then the second argument is ignored. 
4.7 Related Work 
The presentation of the projection analysis in this chapter has followed that of Wadler 
and Hughes [WH87] very closely. Their paper considers projection analysis for a first-
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order monomorphic language, and also includes extensions of the analysis to cater 
for lists. Hughes [Hug89a] has subsequently shown how to handle polymorphism in a 
projection analysis and also produced a higher order projection analysis in [Hug87]. 
Davis and Wadler [DW90] have extended the work of [WH87] to create a high fidelity 
(it can find strictness in more than one argument at a t ime) analysis . 
In [Bur90b], Burn shows how the projection analysis results can be used in compiling 
a lazy functional language by introducing evaluators as a means of specifying when the 
evaluation order can be changed. 
4.8 Conclusion 
In this chapter we introduced projections as a technique for capturing strictness infor-
mation. The important concepts highlighted in this chapter include: 
Definedness Projections were seen to capture the definedness level of an expression, 
by mapping that which was definitely not needed to J.. 
Contexts Projections specified contexts, and by using this information regarding the 
definedness of the context in which an expression was to be evaluated, it was pos-
sible to derive information about the necessary definedness of the sub-expressions . 
Safety equation The safety equation is a precise description of the above point , spec-
ifying that the level of definedness induced upon a sub-expression was not to 
change the result of the evaluation of the expression in a particular context. 
Context Analysis A context analysis was introduced by a set of rules illustrating 
how the projection specifying the context of an expression could be changed to 
specify the context of the sub-expressions. That is, the context analysis was a 
specification of the projection transformers. 
Chapter 5 
Implementation Issues 
The previous chapters have all focused on the theoretical aspects of various analysis 
techniques. We will now look at some theoretical issues relating to the implementation 
of the analyses. 
Because solving for recursive functions requires finding a fixed point of a functional , 
the fixed point operator is present in all of the analysis frameworks that have been 
presented. This operator has always been interpreted as the least upper bound of the 
ascending Kleene chain: 
Y~f = U t l..~ 
iEw 
We thus build up a sequence of approximations to a function. 
If we had a recursive definition for some function f : u -+ T given by: 
fx= .. · f .. · 
we would build a chain: 
r x - .1.. The base of the recursion 
p x - ... r . .. The first approximation 
j2x - .. . p ... 
Because the sequence r, p , ... is increasing, and we have ensured that the lattice 
[D. -+ Dr 1 is of finite height, a fixed point will definitely be reached. Obviously, if 
I'" = 1"'-1, then any greater x will result in the same value, and we have found a fixed 
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point. The problem therefore reduces to finding out when two successive functions in 
the chain are equal. 
To compare two functions, we have to compare their entire graphs. This is obviously 
a very expensive operation. If we consider strictness analysis, where our base domains 
have only two elements, this effectively implies that we have to build a truth table for 
each function. Since the number of points (rows) is 2" for an n-argument function, the 
cost of the comparisons grow exponentially with the number of arguments. 
Important questions to consider are then: 
• Can we optimize the comparison of the function graphs? This optimization will 
obviously improve the efficiency of the analysis. 
• Can we represent the graph of a function more efficiently? The function cat I = 
foldr append I [] invokes foldr at an instantiation of [[4 -+ 4 -+ 4] -+ 6 -+ 4 -+ 4] 
which has well over a million elements in its argument domain [HH91] . (Recall 
that if we worked with the simplest type which has domain 2 , we would by the 
results of chapter 3 use (21.)1. = 4 for the representations of the lists.) A more ef-
ficient representation of the graph would thus decrease the resource requirements 
of the analysis . 
• Can we determine upper and lower bounds for the number of iterations needed 
before a fixed point is found? If an upper bound existed then a naive approach to 
finding the fixed point would be to simply iterate that many times, eliminating 
entirely the need to perform any equality checks between successive iterations. 
The Nielsons [NN91] prove various results relating to the finding of bounds for 
fixed point iteration in various types of lattices. 
• Can we put bounds on the true fixed point and find some approximation to it, 
yielding safe but approximate results. This would allow us to balance the time 
spent on finding fixed points and the resolution of the analysis. 
The following sections answer these questions . 
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5.1 Pending Analysis 
The pending analysis is based on the simple observation that if in the evaluation of f x 
we find that the result depends on that same f x again, then we can return ~ as the 
result of the second call. This result is proved correct in [YH86] with respect to the 
semantics of recursive monotone boolean functions, that is , those functions that have 
the form f( Xl, .. . , Xn ) = body where body is an expression of the form: 
exp ::= ° 111 eXPl U exp21 eXPl n exp21 Xi I f(exPl, . . . , eXPn) 
The functions that we find in abstract interpretation are often of this form . 
Consider a function, 
For a particular argument permutation, we can recursively evaluate this expression: 
f(l , 1, 0) 
-
(1 n 0) U (J(1 , 1, 0) n (J(O , 1, 1)) 
= ° U (0 n f(O, 1, 1)) on application of the theorem 
-
on f(O, 1, 1) 
-
° 
Similarly, 
f(O,l , l) - (0 n 1) U (J(1 , 1, 0) n f(l , 0, 1)) 
- ° U (0 n f(l,O , 1)) from the previous result 
= on f(l,O , 1) 
= 
° 
and 
f(l,O , l) = (1 n 1) U (J(O , 1,0) n f(l, 1, 1)) 
= 1 
An important observation of the above is that we can optimize even more by memoiz-
ing [Hug85] the result of all the evaluations. In the above example we used the result of 
f(l, 1, 0) instead of re-evaluating it. The main disadvantage of this technique is that 
there is no obvious way to extend it to higher order functions. 
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5.2 Frontiers 
The frontier representation was developed by Clack and Peyton Jones [CP85] in an 
attempt to represent the graph of a function more efficiently by exploiting the mono-
tonicity of the abstract functions. Although [OP85] was only concerned with monotone 
functions of the form f : 2n -+ 2, the representation applies to all monotone functions 
of the form f : X -+ 2 for any finite domain X. 
In calculating the Kleene chain, we need to keep successive graphs of functions to 
compare. One way to represent the graph of a function f : 2 -+ 2 is by the set: 
{(x , y) E 2 x 2If(x) =y} 
but this leads to the efficiency problems mentioned earlier. 
We can improve on this by representing the function graph by the set, 
{x E 21 f(x) = I} 
because if f(x) =J 1 then f(x) = o. 
This too can be improved upon; because f is monotonic, we know that 
x I; y '* f(x) I; f(y) 
Using this information, if we know that x I; y, and f(x) = f(y) = 1, then we need 
only record the fact that f(x) = 1 because by monotonicity we are sure that any y 
such that x I; y means that f(x) I; f(y) implying that f(y) must be 1. We can thus 
refine our previous graph representation to: 
Min{x E 21 f(x) = I} 
where Min(X) are the minimal elements of X, defined by: 
Min(X) = {x E X 1 for each y E X,y I; x '* y = x} 
We call the resulting set a frontier. If the set is composed of those points that evaluate 
to 1, we call the set a I-frontier. Likewise, the O-frontier is composed of maximal 
(rather than minimal) elements of {x E 21 f(x) = o}. 
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As an illustration, if we had a function f : 23 -+ 2, the arguments would form a lattice. 
Figure 5.1 shows this lattice with the arguments in parentheses and an example output 
resulting from applying f to the argument within square brackets. 
Figure 5.1 Lattice of arguments for f : 23 -+ 2 
(1,1,1) [1] 
(0,1,1)[1] (1,0,1)[1] (1,1,0)[0] 
(0,0,1)[1] (0,1,0)[0] (1,0,0)[0] 
(0,0,0)[0] 
If the result of applying the function to an argument results in a 0, we will call the 
argument node a O·node. Similarly for a I·node. 
In the naive representation, this whole lattice of values would have to be kept as a 
representation of the graph of the function. 
If we represented the graph by all of the I·nodes, we will have only four points. If 
however, we took the minimal set of these four points, we will only have one node to 
keep, namely that for the argument (0, 0,1). By monotonicity all the nodes of the 
graph are actually represented by this one point. Thus the I·frontier for this function 
is the set {(O, 0, I)}. Similarly we could have generated the O-frontier which is the set 
{(I, 1, O)}. 
An implementation of an analysis which uses the above frontier representation now 
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has to generate the frontier by applying the abstract function to particular argument 
points. If 'good' points are chosen then a lot of the argument space will be 'covered' 
by the frontier . As mentioned in [CP85], "It is this heuristic which offers the hope 
of almost always getting better than worst case performance". A typical (and naIve) 
algorithm for computing the frontier would involve a loop which chose a point , evaluates 
the abstract function at that point , and then modifies the frontier accordingly. Clack 
and Peyton Jones [CP85] have found that when generating a frontier , the frontier often 
'flips ' from being somewhere near the top(bottom) of the lattice to being somewhere 
near the bottom(top), and so suggest generating the O-frontier and the 1-frontier in 
parallel to avoid more expense in finding it. 
This elegant representation of the function graphs helps in two ways: 
• Less resources are needed to keep the representations of successive function graphs 
for comparison purposes. 
• The operation of comparing two graphs for equality now reduces to the comparing 
of two frontiers for equality. Since the number of points in a frontier will generally 
be less than that in the entire graph, this is an obvious improvement. 
5.3 Reducing the size of a lattice 
Hunt and Hankin [HH91] claim that higher order functions are often badly behaved 
(in the sense that the fixed points are not near the top or the bottom of the lattice) 
and that frontier analysis is not enough. They suggest that the problem can be solved 
by working in smaller lattices and establishing bounds on the fixed point. 
The family of (finite) lattices, 1:-, used in strictness analysis (see chapter 2 and sec-
tion 3.2.1) can be defined inductively by: 
• 2 E I:-
• D 1. E I:- if DEI:-
• Dl X ••• x Dn E I:- if Di E 1:-, 1 :S i :S n 
• [D -+ D'] E I:- if D, D' E I:-
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To formalize the notion of one lattice being smaller than another, we define an abstrac-
tion ordering, ~, on members of .c: 
2 -< D 
Dl x ... x Dn -< D; x ... x D~ if D; ~ D; , 1 ~ i ~ n 
Dl. -< D' l. if D ~ D' 
[D -> E] -< [D' -> E'] if D ~ D' and E ~ E' 
The objective is to define ways of relating the fixed points in the various lattices. To 
do this, we introduce 'abstraction' and 'concretisation' maps. For each D, D' E .c with 
D' ~ D, the abstraction and concretisation maps are of the form: 
AbsD,D' E [D -> D'] and ConcD',D E [D' -> D] 
To place upper and lower bounds on the fixed point of a lattice, we introduce two fami-
lies of these maps, the safe and the live versions. The safe maps will give overestimates 
of values and thus allow us to derive upper bounds on fixed points, and the live maps 
will give underestimates and allow us to derive lower bounds on the fixed points. 
As an example (see [HH91] for the complete definition), the live and safe maps of the 
Abs function are defined by: 
if x = ..LD 
otherwise Absv,2 X = { ~ 
Absb,2 X = { 1 ifx=TD o otherwise 
The central theorem then shows that for all lattices D, D' E.c such that D' ~ D, and 
for all f E [D -> D'] 
• Conch',D(jixD,(Abs[D_D),[D'_D') f)) ;) fixD f 
• Concb"D(jixD,(AbsfD_D),[D'_D') J)) ~ fixD f 
This tells us that we can find safe and live approximations to the value of a functions 
fixed point over some member of .c by abstracting the functional to a smaller member 
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of [. and finding the fixed point in this lattice and this is exactly what we need to 
provide some optimizations. Consider finding the fixed point of some function f with 
functional F E [A --+ A]. If we find that the lattice A is too large to work with, we can 
choose a smaller lattice (by our abstraction ordering) A'. By using the two formulae 
above, we can determine upper and lower bounds on the fixed point of A by working 
in the smaller lattice A'. 
If the lower bound of the fixed point, fixlb does not indicate that the function is strict 
in a way in which we are interested (that is, the lower bound gives us an overestimate 
of the function, and if this function is not strict then the actual function would not 
be strict anyway) then we need not do anymore computation. If however we find that 
fixlb indicates that the function may be strict in ways that we are interested in, then 
we can compute fixub. If this result indicates that the function is strict, then we can 
retire as we have found the needed information. If it does not indicate that the function 
is strict, then we are still not sure (because we have an underestimate) and so we can 
choose yet another lattice A" such that A' :5 A" :5 A and repeat this entire process 
again. 
This entire operation has allowed us to calculate an approximation to a fixed point to 
any desired level of definedness. At any time we can stop and take what information 
we have, or keep choosing bigger lattices until we find what we want . 
5.4 Related Work 
Chronologically, the frontier analysis was developed by Clack and Peyton Jones [CP85]. 
Pending analysis was then developed by Young and Hudak [YH86] . Hunt and Han-
kin [H un89, HH91] gave a more formal description to the frontier analysis in terms 
of minimal and maximal sets. The theory of reducing the sizes of lattices in which 
to find fixed points can also be found in [HH91]. Martin and Hankin [MH87, Mar89] 
extended the original frontiers method to allow representation of functions of the form 
f : X --+ 2 for finite lattices X. 
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5.5 Conclusion 
This chapter has addressed some issues relating to the implementation of the analyses 
presented in the previous chapters. 
Exponential The most intensive operation found in the analyses was the finding of 
fixed points. Even taking into account that the domains involved are often small, 
the cost was seen to rise exponentially for each argument. 
Pending Analysis The pending analysis was introduced as a way of optimizing the 
search for fixed points for first order languages if the equations could be expressed 
as recursive monotone boolean functions. 
Frontier Analysis The frontier analysis is a technique which takes advantage of the 
monotonicity of the functions involved, allowing for a tight representation of 
function graphs by the maximal elements of a frontier. This provides a more 
efficient means for storing and comparing graphs of functions. 
Lattice Sizes For certain functions it was found that the resulting domains are still 
too large for even the frontier analysis to be effective, and ways of reducing the 
size of the lattice and putting bounds on the fixed point were introduced. 
Chapter 6 
Review and Summary 
In this chapter we will look at the work presented in this thesis by stepping back and 
building an overall picture of the analysis techniques, the role that they play in an 
implementation of a functional language, and various relationships between them. 
6.1 Review 
• Need for Analysis: In the first chapter we examined the need for analysis tech-
niques in the implementation of a functional language, arguing that it is the cost 
of abstraction that has led to the poor performance. Referential transparency was 
then introduced as a mechanism which allowed for abstraction and also a free-
dom of execution order, permitting lazy functional languages. All of the analyses 
presented in this thesis address the inefficiencies of these languages , and are often 
used to change the execution order of programs in a safe manner to permit the 
joint benefits of lazy languages and eager execution orders . 
• Abstract Interpretation: In chapter 2 we found that the basic concepts behind 
the abstract interpretation framework were very simple, and based on the idea of 
giving a different interpretation to a language. An interpretation took the form 
of defining a set of domains to be used at the base types, and a set of constants 
to operate over these domains. Moreover, it was ensured that the domains were 
finite to ensure the effective computation of fixed points when finding the mean-
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ing of recursive abstract functions. Abstraction and concretisation maps were 
introduced as a way of relating the standard and abstract interpretations, and it 
was shown that if these functions were adjoined then best interpretations would 
result, forcing a more accurate representation of information. The Correctness 
Theorem of abstract interpretation proved that the analysis for all expressions 
was correct if the analysis of the constants was correct, with a value computed 
by an abstract function being correct if it described all possible outputs of the 
concrete function. This analysis was also seen to be a forwards analysis as infor-
mation was propagated from the leaves of an expression tree to the expression 
itself. 
Figure 6.1 A View of Abstract Interpretation 
Properties 
Scott-closed sets 
Ideals 
Partial Equivalence Relations 
1 
Combining Properties 
Independent attribute method 
Relation method 
Abstract Interpretation 
Correctness 
Abstraction maps 
Concretisation maps 
"'. T""'"IAdjO;"""~' 
Implementing Correctness 
Powerdomains 
Soundness and Completeness 
Logical Relations Theorem 
Disciplines 
Domain Theory 
Powerdomains 
Logical Relations 
Non-Standard Types 
• Abstract Interpretation and other disciplines: Chapter 3 looked at various exten-
sions and reformulations of the abstract interpretation framework. 
A non-standard type system was then introduced, based on program logics. This 
particular type system could be proved correct with respect to the standard se-
mantics of a language by proving that it is equivalent to an abstract interpretation 
utilizing Scott-closed sets. 
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In chapter 2, properties were equated with Scott-closed sets, an implication of 
which is that if an analysis is to detect some property of interest, that property has 
to be describable by Scott-closed sets. The abstract interpretation using partial 
equivalence relations is an attempt to get around this restriction by having the 
elements of the abstract domain represent partial equivalence relations over the 
standard domain as opposed to Scott-closed sets . Constancy was a property that 
was illustrated as being describable by pers and not by Scott-closed sets. 
Finally, the abstract interpretation framework was shown to be equally well rep-
resented by using domain theory or relations. Figure 6.1 represents a summary 
of the important aspects behind the second and third chapter . 
• Projection Analysis: This framework was based on the propagation of the infor-
mation about an expression, the context of the expression, to the sub-expressions. 
Given a function, and a projection describing the context of the function, a pro-
jection analysis is able to determine a projection transformer that can propagate 
new projections into the sub-expressions. 
It was found that to capture strictness, the domain over which the projections 
operated had to be lifted. Smaller projections were seen to convey more infor-
mation, and the projections formed a complete lattice, again allowing for the 
effective computation of fixed points. This analysis was seen to be an example of 
a backwards analysis in which information is propagated from the expression to 
the sub-expressions . 
• Implementing the Analyses: In any implementation of the above analyses, the 
greatest costs are incurred when trying to find fixed points of recursive definitions . 
Pending analysis was introduced as a way of saving some computation in the 
first order case, and the frontier analysis which exploited the monotonicity of the 
functions involved, was shown to greatly reduce the number of points needed to 
represent a function, thus making the operation of comparing and storing graphs 
of a function much more efficient. The results on reducing the lattice size enable 
the successive approximating of the least fixed point, allowing the implementor 
to trade computation time against accuracy of results. 
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Figure 6.2 A View of Static Analysis 
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Figure 6.2 shows how the techniques, frameworks and mathematics presented in this 
thesis fit together. The dependencies are directional and indicated by a solid line while 
the dashed lines indicate that the techniques are equivalent. 
6.2 Summation 
One of the prime motivations for functional languages is their referential transparency 
and abstraction, and it has long been a goal of the functional language community 
to exploit the firm mathematical foundations of these languages. Much progress has 
been made, especially in the areas described in this work. But there is still some 
considerable gap between the theoretical techniques and their realization in current 
functional language compilers. 
There also appears to be a substantial skills gap - the mathematics behind the tech-
niques can be problematic for the compiler writer, and the theoreticians sometimes fail 
to appreciate implementation difficulties. 
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Bridging this gap will involve refining the formal techniques and an on-going process 
of organizing the material and simplifying its presentation to make it more accessible. 
This work contributes to that process. 
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