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A Class of Morse Functions on Flag Manifolds
P. Duarte
Abstract Given a positive definite symmetric matrix in one of the groups SL(n,R)
or Sp(n,R), we analyse its actions on Flag Manifolds, proving these are diffeomor-
phisms which admit as strict Lyapunov functions a special class of quadratic functions,
all of them Z2-perfect Morse functions. Stratifications on the Flag Manifolds are pro-
vided which are invariant under both the diffeomorphisms and the gradient flows of the
Lyapunov functions.
1 Introduction
Let G ⊆ SL(n,R) be a subgroup, (X, µ) be a probability space, T : X → X a
measurable transformation which preserves measure µ, and A : X → G a measur-
able function. These objects, (X, µ), T and A, determine a linear cocycle, a name
which is often given to the skew-product map F : X × Rn → X × Rn, defined
by F (x, v) = (Tx,A(x) v), whose iterates are given by F k(x, v) = (T kx,Ak(x) v),
where Ak(x) = A(T k−1x) · · · A(Tx)A(x). This cocycle is said to be integrable when∫
X
log+ ‖A(x)‖ dµ(x) < ∞, where where log+(x) = max{log x, 0}. A classical theo-
rem of Oseledet states that if the cocycle is integrable and we assume, for the sake of
simplicity, that T is ergodic w.r.t. µ, then there are n ∈ N, λ1 > λ2 > · · · > λm real
numbers, and Rn = E1(x) ⊃ E2(x) ⊃ . . . ⊃ Em(x) an F -invariant measurable filtra-
tion such that: for µ-almost every x ∈ X (1) λi = limk→∞ 1k log
∥∥Ak(x) v∥∥, for every
v ∈ Ei(x) − Ei+1(x), and (2)
∑m
i=1 λi (dimEi(x) − dimEi+1(x)) = 0. The numbers
λ1, . . . , λm are called the Lyapunov exponents of the linear cocycle. The computation
of Lyapunov exponents is an active and important subject in the theory of Linear Co-
cycles and Dynamical Systems. Although there are some formulas for the Lyapunov
exponents, in general they can not be explicitely evaluated. One of the first formulas for
the Lyapunov exponents appeared in the seminal work of H. Furstenberg [F2]. There
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the author is concerned with proving ”law of large number” theorems for products of in-
dependent and identically distributed ramdom matrices, but his setting can be brought
to the linear cocycles’ framework by letting the probability space to be (GN, µN), where
µ is some given probability measure on G, T : GN → GN, T (gk)k∈N = (gk+1)k∈N, be the
shift transformation, and A : GN → G be the function A(gk)k∈N = g0. In the language
of the Linear Cocycle’s Theory, Furstenberg gives a formula for the largest Lyapunov
exponent λ1, and proves that λ1 > 0 under very general assumptions. There are several
extensions and generalizations of Furstenberg’s theorems, first by Y. Guivarch’h, A.
Raugi and also Ta. Gol’dsheid, G. Margulis still in the context of Random matrices,
and later by A. Avila, C. Bonatti, and M. Viana for generic base maps.
We now make a short overview of the basic concepts behind Furstenberg’s formula
and theorems. In [F2] the author considers a semisimple real Lie group G with finite
center. Two examples of such groups are (1) G = SL(n,R), the special linear group
of square n× n matrices with determinant one, and (2) G = Sp(n,R), the symplectic
linear group of square (2n) × (2n) symplectic matrices. Under these assumptions the
group G has three subgoups: K maximal compact, A abelian and N nilpotent such
that G = K · A · N . Moreover, for each g ∈ G, there is a unique decomposition
g = k a n with k ∈ K, a ∈ A and n ∈ N . The decomposition G = K · A · N
is called Iwasawa’s decomposition, but it is not unique. The group S = A · N is
solvable. On the examples above, the group factorization G = K · S comes from
the QR-decomposition, which is associated with the Gram-Schmidt orthogonalization
algorithm. Let us now identify each of these factor subgroups on the two previous
examples. On example (1), K = SO(n,R) is the special orthogonal group, A is the
group of determinant one positive diagonal matrices, N is the group of upper triangular
matrices with ones on the diagonal, while S is the group of upper triangular matrices
with positive diagonal and determinant one. On example (2), K = Osp(n,R), the group
of symplectic orthogonal matrices, which is isomorphic to U(n,C), and whence called
the unitary group, A is the group of symplectic positive diagonal matrices, N is the
group of symplectic matrices of the form
(
u v
0 u−T
)
where u and v are square n× n
matrices, u is upper-triangular with ones on the diagonal, and v is such that vT u−T is
symmetric. We shall refer to these matrices as symplectic upper-triangular. Finally, in
this case S is the group of symplectic upper-triangular matrices with positive diagonal.
For a compact manifold M , P(M) will denote the space of probability measures on
M , which is a convex compact set when equipped with the weak-∗ topology. A key
concept is that of boundary of a Lie Group. A boundary of G is any compact manifold
with transitive action G ×M → M with the following property: for every measure
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π ∈ P(M) there is a sequence gk ∈ G such that gk π converges weakly to a point mass
δp, with p ∈ M . The following relation is defined among boundaries of G. Given
two boundaries M and M ′ of G, we write M  M ′ iff M is the surjective image
of M ′ by some G-equivariant map f : M ′ → M , where a map f : M → M ′ is said
to be G-equivariant if f(g x) = g f(x), for every x ∈ M and g ∈ G. The relation
 is a partial order on the set of G-equivariant equivalence classes of boundaries of
G. The poset of G-equivariant equivalence classes of boundaries of G has a unique
maximal element, whose representatives are referred as maximal boundaries of M .
The quotient G/K ≃ S is a non-compact symmetric space with a transitive action
of G. The ”boundary” name is justified, see [F2] page 403, by the fact that every
boundary of G can be realized as part of the boundary of some compactification of the
symmetric space G/K. A class of boundaries for the group G = SL(n,R) are the so
called flag manifolds that we now describe. See section 5 of [F1]. Given a sequence
of numbers k = (k1, k2, . . . , km) with 1 ≤ k1 < k2 < . . . < km ≤ n, any sequence
V∗ = (V1, . . . , Vm) of linear spaces V1 ⊂ V2 ⊂ . . . ⊂ Vm ⊂ Rn such that dim Vi = ki for
every i = 1, . . . , m is called a k-flag in Rn, and Fn,k = Fk(Rn) will denote the k-flag
manifold consisting of all k-flags in Rn. There is a natural action of SL(n,R) on Fn,k
defined by SL(n,R) × Fn,k → Fn,k, AV∗ = (AV1, . . . , AVm) where V∗ = (V1, . . . , Vm).
Given A ∈ SL(n,R) we denote by ϕA : Fn,k → Fn,k the diffeomorphism ϕA(V∗) = AV∗.
Notice that ϕ : SL(n,R) → Diff(Fn,k), A 7→ ϕA, is a representation of SL(n,R) as
a group of diffeomorphisms of the flag manifold Fn,k. For each symmetric matrix
A ∈ SL(n,R) with simple spectrum the diffeomorphism ϕA : Fn,k → Fn,k has a unique
attractive fixed point whose basin of attraction has full measure. This property alone
easily implies that Fn,k is a boundary of SL(n,R). Note that the flag manifolds include
the Grassman ones Gn,k = Gk(Rn) = { V ⊂ Rn : V is a linear subspace, dimV = k },
because Gn,k = Fn,(k). The maximal boundary of SL(n,R) is the full flag manifold Fn,k
determined by the sequence k = (1, 2, . . . , n). Next we define the class of isotropic flag
manifolds which are boundaries for the group G = Sp(n,R). We consider on R2n the
usual symplectic structure defined by the matrix
J =
(
O −I
I O
)
.
Given a sequence k = (k1, k2, . . . , km) with 1 ≤ k1 < k2 < . . . < km ≤ n, a k-flag V∗ in
R2n is called isotropic iff the largest subspace Vm ⊂ R2n is isotropic, i.e., utJv = 0 for
every u, v ∈ Vm. When k = (1, 2, . . . , n) the k-flag V∗ is said to be a Lagrangian flag.
We denote by Fspn,k = F
sp
k (R
2n) the submanifold of all isotropic k-flags in Fk(R2n).
To each matrix B in SL(n,R), resp. Sp(n,R), let us associate an angle matrix
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R ∈ O(n), resp R ∈ U(n), and a vector b = (b1, . . . , bn) ∈ Rn with b1 ≥ b2 ≥ . . . ≥
bn > 0 where b consists of the ordered singular values of B and R is such that for
some other orthogonal matrix S we have B = RDb S. This is the singular value
decomposition of matrix B. We look at the angle R and the singular values b as
coordinates of B. Now, let A be another matrix in SL(n,R), resp. Sp(n,R), and
let R′ be the angle of AB, while b′ be the singular values of AB. We would like
to understand the transformation B 7→ AB in terms of these of coordinates, i.e., to
describe (R, b) 7→ (R′, b′) in terms of matrix A. We have R′ = ϕA(R) = A ∗ R.
Whence this first coordinate map relates to the action of our group on the complete
flag manifold, resp. Lagrangian flag manifold. About the second coordinate map,
note that ‖AB‖hs = ‖Db′‖hs = QAtA,b(R)1/2. Therefore, the function QAtA,b gives
us valuable information on the expansion of the singular values as we multiply by A.
The singular values’ vector b′ can be computed as the singular values of the nilpotent
matrix U Db, where U is the matrix in the QR-decmposition AR = K U of AR. We
belive that to analyze Lyapunov exponents it is worth to studing the geometry of
the tranformations ϕA and of the functions QAtA,b on the maximal boundary. In this
article we only study the geometry of these objects without any reference to possible
implications on Lyapunov exponents.
We will denote by Gn any of the groups SL(n,R) and Sp(n,R) and by gn the
corresponding Lie algebra. The first is the group of real n×nmatrices with determinant
one, while the second is the group of real 2n× 2n symplectic matrices. Every theorem
below will hold in two different contexts: Gn = SL(n,R) and gn = sl(n,R) on one
hand, and Gn = Sp(n,R) and gn = sp(n,R) on the other.
Any sequence V∗ = (V1, . . . , Vk) of linear spaces V1 ⊂ V2 ⊂ . . . ⊂ Vk ⊂ Rn such
that dimVi = i for every i = 1, . . . , k is called a k-flag in Rn, and Fn,k = Fk(Rn) will
denote the k-flag manifold consisting of all k-flags in Rn. We consider on R2n the usual
symplectic structure defined by the matrix
J =
(
O −I
I O
)
.
A k-flag V∗ in R2n is called isotropic iff the subspace Vk ⊂ R2n is isotropic, i.e., utJv = 0
for every u, v ∈ Vk. When k = n the k-flag V∗ is said to be a Lagrangian flag. We
denote by Fspn,k the submanifold of all isotropic k-flags in Fk(R
2n). The subscript sp will
be omitted on symplectic contexts, i.e., we adopt the convention that in each context
where Gn and Fn,k appear, Fn,k stands for the isotropic k-flag manifold F
sp
n,k whenever
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Gn = Sp(n,R). There is a natural action of Gn on Fn,k defined by
Gn × Fn,k → Fn,k, (A, V∗ = (V1, . . . , Vk) ) 7→ AV∗ = (AV1, . . . , AVk) .
Given A ∈ Gn we denote by ϕA : Fn,k → Fn,k the diffeomorphism ϕA(V∗) = AV∗.
Notice that ϕ : Gn → Diff(Fn,k), A 7→ ϕA, is a representation of Gn as a group of
diffeomorphisms of the flag manifold Fn,k. Given A ∈ gn, the family {ϕetA }t∈R is a
flow on Fn,k that we shall simply denote by ϕ
t
A. Note that ϕ
1
A = ϕeA.
We introduce now a family of quadratic functions on the flag manifolds Fn,k. Given
two linear subspaces E ⊂ F denote by F⊖E the orthogonal complement F⊖E = E⊥∩
F . Given a matrix A ∈ gn and a vector b ∈ Rk+ we define the function QA,b : Fn,k → R
as follows: For each V∗ ∈ Fn,k take a vector v1 ∈ V1 with ‖v1‖ = b1, and a vector
vi ∈ Vi ⊖ Vi−1 with ‖vi‖ = bi (2 ≤ i ≤ k) and then set
QA,b(V∗) =
1
k
k∑
i=1
〈Avi, vi〉 .
Because V1 and Vi ⊖ Vi−1 (2 ≤ i ≤ k) are one-dimensional spaces this definition is
clearly independent of the choice of vectors vi.
We denote by Diag+n the subgroup of positive diagonal matrices in Gn. Any sub-
group of Gn which is conjugated to Diag
+
n by some orthogonal matrix in Gn will be
referred as a commutative positive symmetric subgroup. Notice that matrices in such
subgroups are always symmetric and positive definite. The Lie algebra of a com-
mutative positive symmetric subgroup will be referred as a commutative symmetric
subalgebra.
We shall call stratification on a manifold F to any collection S of closed 1 connected
submanifolds, that we refer as strata of F, such that
1. F ∈ S is the unique stratum of dimension N = dimF;
2. There are several strata of dimension zero;
3. Each stratum S ∈ S of dimension d < N is contained in some stratum S ′ ∈ S of
dimension d+ 1;
4. Given S, T ∈ S such that S ⊂ T and S 6= T then dimS < dimT ;
1compact without boundary
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5. Given S, T ∈ S, either S ∩ T = ∅ or else S ∩ T ∈ S.
We denote by Si the union of all strata S ∈ S with dimS = i. It follows from 2. and 3.
that each Si is non-empty. By 3. we have S0 ⊂ S1 ⊂ . . . ⊂ SN = F, and by 4. and 5.
each Si−Si−1 is a (disconnected) manifold of dimension i. We say that a stratification
S on F is invariant under a diffeomorphism ϕ : F → F iff ϕ(S) = S for every stratum
S ∈ S.
We prove the following results about the objects Fn,k, ϕ
t
A and QA,b. We say that two
symmetric matrices A,B ∈ gn share the same ordered eigen-directions iff there is a
common basis of eigenvectors v1, . . . , vn such that the eigenvalues of A, Avi = λi(A) vi,
are ordered in the same way as the eigenvalues of B, B vi = λi(B) vi, which means that
λi(A) > λj(A) ⇔ λi(B) > λj(B), for i, j = 1, . . . , n. For instance, A and eA share the
same ordered eigen-directions.
Theorem A Given b1 > b2 > . . . > bk > 0, and two symmetric matrices A,H ∈ gn
sharing the same ordered eigen-directions then QA,b : Fn,k → R is a strict Lyapunov
function for ϕtH : Fn,k → Fn,k.
Theorem B Given a commutative symmetric subalgebra h ⊂ gn, there is a stratifica-
tion on Fn,k which is invariant under both ϕ
t
H : Fn,k → Fn,k and the gradient flow of
the function QH,b : Fn,k → R, for each H ∈ h and each b ∈ Rk+.
Theorem C Given a symmetric matrix A ∈ gn with simple spectrum and b1 > b2 >
. . . > bk > 0, QA,b : Fn,k → R is a Z2-perfect Morse function.
For reader’s reference we recall the key definitions above. A matrix A ∈ gn is said
to have simple spectrum iff the eigenvalues of A are all simple. A function Q : F → R
is said to be a Lyapunov function for a flow ϕt : F → F iff Q(ϕt(x)) ≥ Q(x), for all
x ∈ F and t ≥ 0. Function Q is called a strict Lyapunov function when furthermore it
satisfies Q(ϕt(x)) = Q(x) ⇔ ϕt(x) = x, for every x ∈ F and t > 0. A smooth function
Q : F → R is called a Morse function iff all its critical points are non-degenerate.
Function Q is said to be Z2-perfect iff the Poincare´ polynomial of F with coefficients in
the field Z2, Pt(F,Z2) =
∑dimF
i=0 dimHi(F;Z2) t
i, coincides with the Morse polynomial
of Q. Finally, the Morse polynomial of Q is defined by Mt(Q) =
∑dimF
i=0 ci(Q) t
i,
where ci(Q) is the number of critical points with index i, the index of a critical point
being the number of negative eigenvalues of its Hessian matrix.
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2 Notation
All the notation below is defined in the text’s body, but we gather it here for an easy
reference.
2.1 Matrices
Matn×k(R) the space of real n× k matrices
(X)i the column i of matrix X
[X ]i the submatrix formed by the first i columns of X
[X ]I the submatrix formed by the columns of X with index i ∈ I
〈X〉I the space spanned by the columns of X with index i ∈ I
δi,j the Kronecker symbol, δi,j =
{
1 if i = j
0 if i 6= j
In,k the n× k matrix with entries δi,j
X⊳ the matrix (x⊳i,j)i,j, where x
⊳
i,j =

xi,i if i = j
xi,j + xj,i if i < j
0 if j < i
for X = (xi,j)i,j.
2.2 Inner Products
〈X, Y 〉hs the Hilbert-Schmidt inner product of matrices X and Y
‖X‖hs the Hilbert-Schmidt norm of matrix X
2.3 Groups
O(n) the real orthogonal group
U(n) the unitary group
UT(n) the upper triangular group
UT+(n) the positive diagonal upper triangular group
2.4 Homogeneous Spaces
k the signature (k1, k2, . . . , km), with 1 ≤ k1 < k2 < . . . < km ≤ n, of a flag
Fn,k the k-flag manifold
F
sp
n,k the isotropic k-flag manifold
On,k the k-orthogonal frame manifold
Ospn,k the k-unitary frame manifold
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3 Flag Manifolds
A sequence of numbers k = (k1, k2, . . . , km) with 1 ≤ k1 < k2 < . . . < km ≤ n, is
called a signature of length m in the set {1, 2, . . . , n}. We denote by Λ(n) the set
of all signatures in {1, 2, . . . , n}, which is partially ordered as follows: We say that
k ≥ k′ iff k′ is a subsequence of k. The sequence (1, 2, . . . , n) is the unique maximal
element of Λ(n), while every sequence of length one (i), with 1 ≤ i ≤ n, is a minimal
element of Λ(n). Given a signature k ∈ Λ(n) of length m, any sequence of linear spaces
V∗ = (V1, . . . , Vm) such that V1 ⊂ V2 ⊂ . . . ⊂ Vm ⊂ Rn and dimVi = ki for every
i = 1, 2, . . . , m is called a k-flag in Rn. We denote by Fn,k = Fk(Rn) the space of all
k-flags in Rn.
Proposition 1. The space Fn,k is a compact connected manifold of dimension
n(n−1)
2
−∑m+1
i=1
ni(ni−1)
2
, where n1 = k1, ni = ki − ki−1 for i = 2, . . . , m and nm+1 = n− km.
The order on Λ(n) induces a hierarchy on flag manifolds. Given k, k′ ∈ Λ(n), if k ≥
k′ and k′i = ksi, for i = 1, . . . , m
′, then there is a natural projection map π : Fn,k → Fn,k′
defined by π(V1, . . . , Vm) = (Vs1, . . . , Vsm). The flag π(V∗) is called the restriction of
V∗. This projection map is a smooth submersion. Note that if the signature k
′ satisfies
k′m < n and k is obtained appending n at the end of k
′, i.e., k = (k′1, . . . , k
′
m, n), then
the projection π : Fn,k → Fn,k′ is actually a diffeomorphism. Whence, we identify these
two flag manifolds and restrict our attention to flag manifolds with signatures in the
set Λ′(n) = { k ∈ Λ(n) : km < n }. The flag manifold associated with the maximum
signature k = (1, . . . , n − 1) is called the complete flag manifold, which as explained
in the introduction, is the maximal boundary of the group SL(n,R). Flag manifolds
include an important subclass of varieties called the Grassmann manifolds. For each
k = 1, . . . , n−1, Gn,k := Fn,(k) is the Grassmann manifold of all k-dimensional subspaces
V ⊂ Rn. Note that for k = 1 the Grassmann manifold Gn,1 is the real projecticve space.
The action of the group SL(n,R) on the flag manifold Fn,k is SL(n,R)× Fn,k → Fn,k,
g V∗ = (gV1, . . . , gVm) with V∗ = (V1, . . . , Vm). Two important, but obvious, facts about
this action are:
Proposition 2. The action of SL(n,R) on Fn,k is transitive, and for k ≥ k′, the
projection π : Fn,k → Fn,k′ is SL(n,R)-equivariant, i.e., π(g V∗) = g π(V∗), for every
g ∈ SL(n,R) and V∗ ∈ Fn,k.
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4 Isotropic Flag Manifolds
Given a signature k ∈ Λ(n), a k-flag V∗ ∈ F2n,k = Fk(R2n) is called isotropic iff
the largest subspace Vkm is isotropic, which means that the restriction of the linear
symplectic structure to Vkm is the zero 2-form. We denote by F
sp
n,k = F
sp
k (R
2n) the
space of all isotropic k-flags on R2n.
Proposition 3. The space Fspn,k is a compact connected manifold of dimension n
2 −∑m+1
i=1
ni(ni−1)
2
, where n1 = k1, ni = ki − ki−1 for i = 2, . . . , m and nm+1 = n− km.
Note that if k ≥ k′ then the projection π : F2n,k → F2n,k′ maps Fspn,k onto Fspn,k′
and, therefore, restricts to a map we still denote by π : Fspn,k → Fspn,k′ . Clearly, the
action of the subgroup Sp(n,R) ⊂ SL(2n,R) on F2n,k leaves invariant each isotropic
flag manifold Fspn,k, and whence induces by restriction an action Sp(n,R)×Fspn,k → Fspn,k.
Proposition 4. The action of Sp(n,R) on Fspn,k is transitive, and for k ≥ k′, the
projection π : Fspn,k → Fspn,k′ is Sp(n,R)-equivariant.
For k = (1, 2, . . . , n) ∈ Λ(n), the k-flags are called Lagrangian flags, and the corre-
sponding manifold Fspn,k, which as we have see is the maximal boundary of the group
Sp(n,R), is called the Lagrangian flag manifold.
5 Orthogonal Frame Manifolds
Given 1 ≤ k ≤ n, we denote by Matn×k(R) the space of all real n×k matrices. A matrix
X ∈ Matn×k(R) is called orthogonal iff X tX = I, i.e., the k columns of X form an
orthonormal family of vectors in Rn. Such matrices will be referred as k-ortho-frames.
We denote by On,k the manifold of k-ortho-frames
On,k = {X ∈ Matn×k(R) : X is orthogonal } .
This is a compact connected manifold of dimension k (2n−k−1)/2. When k = n, On,n is
identified with the orthogonal group O(n). The group O(n) acts by left multiplication
on the space On,k and O(k) acts by right multiplication on On,k. Each space On,k
has a distinguished element In,k ∈ On,k, which is the matrix formed by the first k
columns of the identity matrix In ∈ Matn×n(R). Given a matrix X ∈ On,k let (X)i
be its ith-column. Given a set I ⊂ {1, 2, . . . , n} we define 〈X〉I to be the linear span
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of the columns (X)i with i ∈ I. Finally, given k ∈ Λ(n), we define the projection
p : On,km → Fn,k by p(X) =
( 〈X〉{1,...,k1}, 〈X〉{1,...,k2}, . . . , 〈X〉{1,...,km} ). We shall
call Vk = p(In,k) the canonical k-flag. Consider the subgroup Dk of O(km) consisting
of block diagonal matrices of the form R = diag(R1, . . . , Rm) with R1 ∈ O(k1) and
Ri ∈ O(ki − ki−1) for i = 2, . . . , m. Let On,k/Dk be the quotient orbifold, i.e., the
space of orbits of the right action of Dk on On,k. Note the projection p : On,km → Fn,k
defined above is invariant under the action of Dk. Whence it induces a quotient map
p : On,km/Dk → Fn,k, and it is not difficult to see that in fact
Proposition 5. p : On,km/Dk → Fn,k is a diffeomorphism.
Given 1 ≤ k′ ≤ k and a matrix E ∈ Matn×k′(R) we denote by [E]k ∈ Matn×k(R) the
matrix formed by the first k columns of E. With this notation we define a projection
π : On,k → On,k′ by π(X) = [X ]k′. Later, after having defined a natural action of
SL(n,R) on On,k, we shall show this projection is SL(n,R)-equivariant. For now we
make two remarks about π : On,k → On,k′. First, given k ≥ k′ in Λ(n), the following
diagram commutes
On,km
π−−−→ On,k′m
p
y py
Fn,k
π−−−→ Fn,k′
.
Let φ : Dk → Dk′ be the group homomorphism which maps each km × km matrix in
Dk to the k
′
m×k′m submatrix with indices in the set {1, . . . , k′m}, which clearly belongs
to Dk′ . The second remark is that π : On,k → On,k′ is φ-equivariant, in the sense that
π(X g) = π(X)φ(g) for every X ∈ On,k and g ∈ Dk.
6 Unitary Frame Manifolds
Given 1 ≤ k ≤ n, a matrix X ∈ Mat2n×k(R) is called symplectic iff X t J X = 0, i.e.,
the k columns of X span an isotropic subspace of R2n. A matrix X ∈ Mat2n×k(R) is
called unitary iff X is orthogonal and symplectic. Such matrices will be referred as
k-unitary-frames. We denote by Ospn,k the manifold of k-unitary-frames
Ospn,k = {X ∈ Mat2n×k(R) : X is unitary } .
This a compact connected manifold of dimension k (2n− k).
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Let U(n) denote the unitary group which is formed of all matrices A ∈ Mat2n×2n(R)
such that At J A = J and AtA = I. When k = n, we write Ospn in stead of O
sp
n,n.
Any matrix X =
(
X1
X2
)
∈ Ospn determines a unique matrix
(
X1 −X2
X2 X1
)
which
belongs to U(n). We can therefore identify Ospn with U(n). The group U(n) acts by
left multiplication on the manifold Ospn,k and O(k) acts by right multiplication on O
sp
n,k.
Note that if X is symplectic, resp. unitary, and R ∈ O(k) then X R is also symplectic,
resp. unitary. Whence the right multiplication action of the group O(k) leaves Ospn,k
invariant. Given k ∈ Λ(n), by restriction the projection p : O2n,km → F2n,k induces a
projection p : Ospn,km → Fspn,k, which is Dk-invariant. Therefore, it induces a quotient
map p : Ospn,km/Dk → Fspn,k, which is again a diffeomorphism. We have a commutative
diagram
Ospn,km
π−−−→ Ospn,k′m
p
y py
F
sp
n,k
π−−−→ Fsp
n,k′
where the top map is obtained restricting the projection π : O2n,km → O2n,k′m. We shall
later define a natural action of Sp(n,R) on Ospn,k for which this projection is Sp(n,R)-
equivariant. For now we can say that the map π : Ospn,km → Ospn,k′m in the above diagram
is φ-equivariant, where φ : Dk → Dk′ is the same group homomorphism introduced in
the previous section.
7 Action on Frame Manifolds
Let UT(k,R) be the group of upper triangular real matrices with non-zero diagonal,
and UT+(k,R) denote the subgroup of upper triangular real matrices with positive
diagonal. The action of SL(n,R) on On,k uses the QR-decomposition.
Theorem 1 (QR-decomposition). Given A ∈ Matn×k(R) there are unique matrices
K ∈ On,k and U ∈ UT+(k,R) such that A = K U .
The QR-decomposition is used to define the following projection map
Π : Matn×k(R)→ On,k , by Π(A) = K , (1)
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and with it the multiplication ∗ : SL(n,R)×On,k → On,k
A ∗X = Π(AX) . (2)
Proposition 6. The operation ∗ defined above is a left action of SL(n,R) on On,k.
Proof. Given A ∈ SL(n,R) and X ∈ On,k, consider the QR-decompositions AX =
K1 U1 of AX , and BK1 = K2 U2 of BK1. Notice that U = U2 U1 ∈ UT+(k,R) so that
BAX = BK1 U1 = K2 U2 U1 = K2 U is the QR-decomposition of BAX . Therefore
B ∗ (A ∗X) = B ∗K1 = Π(BK1) = K2 = Π(BAX) = (BA) ∗X .
⊔⊓
Given 1 ≤ k ≤ n, denote by In,k the n × k matrix whose columns are the first k
columns of the n×n identity matrix. Notice that for any matrix X ∈ Matm×n(R), the
product X In,k is the submatrix of X formed of its first k columns.
Proposition 7. The following projections are SL(n,R)-equivariant:
1. π : On,k → On,k′ for any k ≥ k′ ≥ 1, and
2. p : On,km → Fn,k for any k ∈ Λ(n).
Proof. Let us prove first that π : On,k → On,k′ is SL(n,R)-equivariant. Take
A ∈ SL(n,R), X ∈ On,k and let AX = K U be its QR-decomposition with K ∈ On,k
and U ∈ UT+(k′,R). Then
AX Ik,k′ = K U Ik,k′ = K Ik,k′ (Ik,k′)
t U Ik,k′ = (K Ik,k′) ((Ik,k′)
t U Ik,k′) = K
′ U ′ ,
where K ′ = K Ik,k′ is orthogonal and U
′ = (Ik,k′)
t U Ik,k′ ∈ UT+(k′,R). Therefore, this
is the QR-decomposition of AX Ik,k′. Finally, since π(X) = X Ik,k′, we get
A ∗ π(X) = A ∗ (X Ik,k′) = K ′ = K Ik,k′
= (A ∗X) Ik,k′ = π(A ∗X) .
Now, for the equivariance of p : On,k → Fn,k, first remark that given K ∈ On,k and
U ∈ UT+(k) we have p(K U) = p(K), and given A ∈ SL(n,R) and X ∈ On,km we
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have Ap(X) = p(AX). Considering then the QR-decomposition AX = K U , we get
p(AX) = p(K U) = p(K) = p(A ∗X), and whence p(A ∗X) = Ap(X). ⊔⊓
Let us now turn to unitary frame manifolds. Consider the set Spn,k of symplectic
2n × k matrices. Symplectic matrices, defined in section 6, are those whose columns
span isotropic subspaces of R2n. Clearly, Spn,k is not a linear space, but it has two
important obvious properties whose proofs are left to the reader.
Proposition 8. The space Spn,k is invariant under:
1. the left multiplication action of Sp(n,R);
2. the right multiplication action of GL(k,R).
Consider the projection Π : Matn×k(R)→ On,k defined in (1).
Proposition 9. We have
(a) Π(Spn,k) ⊆ Ospn,k, and
(b) Ospn,k is invariant under the left action of Sp(n,R).
Proof. Let us prove (a). Given A ∈ Spn,k ⊂ Mat2n×k(R), let A = K U be its
QR-decomposition. Then K is orthogonal and U ∈ UT+(k,R), and, since Ospn,k =
O2n,k ∩ Spn,k, we are left to prove that K is symplectic. This follows by item 2 of
proposition 8 because K = AU−1. Finally, (b) follows combining (a) with item 1 of
proposition 8. ⊔⊓
Therefore, by restriction we obtain a left action of Sp(n,R) on Ospn,k. The projections
π : O2n,k → O2n,k′, for k ≥ k′ ≥ 1, and p : O2n,km → F2n,k, for k ∈ Λ(n), respectively
induce by restriction maps π : Ospn,k → Ospn,k′ and p : Ospn,km → Fspn,k. It is now easy to
check that both these projections are Sp(n,R)-equivariant.
8 Tangent Actions
Let ut(k,R) be the Lie algebra of upper triangular real matrices. Given a matrix
X = (xi,j)i,j ∈ Matk×k(R), denote by X⊳ = (x⊳i,j)i,j the matrix in ut(k,R) defined by
x⊳i,j =

xi,i if i = j
xi,j + xj,i if i < j
0 if j < i
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Then X 7→ X⊳ is a linear projection operator. An important property of this
operator is that for all A ∈ Matk×k(R),
(A⊳)t + A⊳ = At + A . (3)
We notice that given X ∈ On,k,
TXOn,k = { V ∈ Matn×k(R) : X tV + V tX = 0 } ,
and TUUT+(k,R) = ut(k,R), for every U ∈ UT+(k,R), since ut(k,R) is a linear space
and UT+(k,R) an open subset of ut(k,R).
Theorem 2 (Tangent QR-decomposition). Given X, V ∈ Matn×k(R), let X = K U
be the QR-decomposition of X, where K ∈ On,k and U ∈ UT+(k,R). Then there are
unique matrices V0 ∈ TKOn,k and V1 ∈ ut(n, k) such that V = V0 U +K V1.
V0 = V U
−1 −K (KtV U−1)⊳ (4)
V1 = (K
tV U−1)⊳ U (5)
Proof. Consider the QR-decomposition X = K U . Then X is the unique point in
the transversal intersection of the two orbits On,k · U and K · UT+(k,R). An easy
argument shows that given V ∈ Matn×k(R) there are unique vectors V0 ∈ TKOn,k and
V1 ∈ TUUT+(k,R) = ut(k,R) such that V = V0 U +K V1. It follows that V0 satisfies
KtV0 + V
t
0K = 0, and V1 is upper triangular.
We have
KtV U−1 + (KtV U−1)t = KtV U−1 + U−tV tK
= Kt(V0U +KV1)U
−1 + U−t(V0U +KV1)
tK
= KtV0 + V1U
−1 + V t0K + U
−tV t1
= KtV0 + V
t
0K︸ ︷︷ ︸
=0
+V1U
−1 + (V1U
−1)t
= V1U
−1 + (V1U
−1)t
and since V1U
−1 is upper triangular it follows from the identity (3) that V1U
−1 =
(KtV U−1)⊳, which proves (5). Replacing the value (5) for V1 in the equality V =
V0 U +K V1 we get (4). ⊔⊓
This theorem gives us formulas for the derivatives of the canonical projections
Π : Matn×k(R) → On,k and Π′ : Matn×k(R) → UT+(k,R) associated with the QR-
decomposition. Given matrices X, V ∈ Matn×k(R), assume X = K U is the QR-
decomposition of X . Then we have
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Figure 1: The Tangent QR-decomposition
1. DΠX(V ) = V U
−1 −K (KtV U−1)⊳
2. DΠ′X(V ) = (K
tV U−1)⊳ U
When X ∈ On,k these formulas simplify even further
1’. DΠX(V ) = V −X (X tV )⊳
2’. DΠ′X(V ) = (X
tV )⊳
Given a matrix A ∈ sl(n,R) and k ∈ Λ(n), we define a flow on the k-flag manifold,
ϕtA : Fn,k → Fn,k by ϕtA(V ) = et A V . Analogously, given k ≥ 1 we define a flow on the
k-ortho frame manifold On,k, ϕ
t
A : On,k → On,k by ϕtA(X) = et A ∗ X . Proposition 7
shows these two flows are semiconjugate by the submersion p : On,km → Fn,k. We
denote by FA the vector field on On,k associated to the flow ϕ
t
A, which is defined by
FA(X) =
d
dt
[
et A ∗X]
t=0
for X ∈ On,k. We have the following explicit formula:
Proposition 10. Given A ∈ sl(n,R) and X ∈ On,k, FA(X) = AX −X (X tAX)⊳.
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Proof. From remark 1’ above we get
FA(X) =
d
dt
[
et A ∗X]
t=0
=
d
dt
Π
(
et AX
)
t=0
=
[
DΠetAX(Ae
tAX)
]
t=0
= DΠX(AX)
= AX −X (X tAX)⊳ .
⊔⊓
Given A ∈ sp(n,R), the flows ϕtA on O2n,k and F2n,k respectively induce by res-
triction flows on the invariant submanifolds Ospn,k and F
sp
n,k, which we still denote by ϕ
t
A.
We also denote by FA the vector field on O
sp
n,k associated with the flow ϕ
t
A : O
sp
n,k → Ospn,k.
Remark 1. Proposition 10 holds with the same expression for the induced flow ϕtA on
the unitary frame manifold Ospn,k.
Assume now that A ∈ sl(n,R) is a symmetric matrix.
Proposition 11. Given X ∈ On,k, FA(X) = 0 ⇔ every column of X is an eigen-
vector of A.
Proof. Assume every column of X is an eigenvector of A. Then if D ∈ Matk×k(R)
is the diagonal matrix with the corresponding eigenvalues AX = X D, and whence
FA(X) = AX − X (X tAX)⊳ = X D − X (X tXD)⊳ = XD − XD⊳ = 0, because
D⊳ = D. Conversely, if N = (X tAX)⊳ and 0 = FA(X) = AX −X N , it follows that
〈X〉{1,...,i} is an invariant subspace under A, for i = 1, . . . , k. Since A is symmetric and
the columns of X are pairwise orthogonal, every column of X must be an eigenvector
of A. ⊔⊓
Proposition 12. Given k ∈ Λ(n) and V ∈ Fn,k, V = ϕtA(V ) for some t > 0 ⇔ there
is some matrix X ∈ On,km such that p(X) = V and FA(X) = 0.
Proof. Assume V = p(X) for some X ∈ On,km with FA(X) = 0. Then X = ϕtA(X)
for all t, and since p : On,km → Fn,k semiconjugates the flows ϕtA on On,km and Fn,k it
follows that V = ϕtA(V ) for all t. Conversely, assume that V = ϕ
t
A(V ) for some t > 0.
Then each subspace Vi in the flag V is invariant under A. Because A is symmetric,
the same is true about the subspaces W1 = V 1 and Wi = Vi ⊖ Vi−1, for i = 2, . . . , m.
Whence each Wi is a direct sum of eigenspaces of A, and we can find an orthonormal
basis for Wi formed by eigenvectors of A. Putting these basis together, as columns of
a matrix X , we have that V = p(X) and FA(X) = 0. ⊔⊓
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Remark 2. Propositions 11 and 12 also hold for isotropic flags and unitary frames
provided the symmetric matrix A is chosen in the symplectic Lie algebra sp(n,R).
9 Riemannian Metrics
Consider the Hilbert-Schmidt inner product on Matn×k(R)
〈E, F 〉hs = 1
k
tr (Et F )
with its associated norm
‖E‖hs =
√
1
k
tr (EtE) .
We take the Riemannian structures induced by this inner product on the ortho frame
and unitary frame manifolds On,k and O
sp
n,k. We shall refer to them as the Hilbert-
Schmidt metrics on these manifolds.
Lemma 1. Given X ∈ On,k, E ∈ Matn×k(R), R ∈ SO(n) and S ∈ O(k),
1. ‖X‖hs = 1,
2. ‖RE S‖hs = ‖E‖hs.
From this lemma, we see that both the left action of SO(n) and the right action
of O(k) on On,k leave the Hilbert-Schmidt metric invariant, which means that both
these actions are isometric. Since Ospn,k is a submanifold of O2n,k invariant under both
the left action of U(n) and the right action of O(k), these actions too are isometric
for the Hilbert-Schmidt metric on Ospn,k. We consider on Fn,k and F
sp
n,k the unique
Riemannian metrics which respectively turn the projections p : On,km → Fn,k and
p : Ospn,km → Fspn,k to Riemannian submersions, i.e., such that the tangent maps DpX :
TXOn,km → Tp(X)Fn,k and DpX : TXOspn,km → Tp(X)Fspn,k are orthogonal projections. A
linear map A : E → F between Euclidean spaces E and F is said to be an orthogonal
projection iff 〈AX,AY 〉 = 〈X, Y 〉 for every X, Y ∈ Ker(A)⊥.
The following propositions describe the tangent-normal space decompositions over
the orthogonal and unitary frame manifolds.
Proposition 13. Given X ∈ On,k,
17
(a) TXOn,k = {S ∈ Matn×k(R) : StX +X t S = 0 },
(b) T⊥XOn,k = {S ∈ Matn×k(R) : StX −X t S = 0 and (I −XX t)S = 0 }.
The corresponding projections ΠT : Matn×k(R) → TXOn,k and Π⊥ : Matn×k(R) →
T⊥XOn,k are given by :
(a’) ΠT (B) = 1
2
X (X tB − BtX) + (I −XX t)B,
(b’) Π⊥(B) = 1
2
X (X tB +BtX).
Proof. Given X ∈ On,k define
E+n,k(X) = {S ∈ Matn×k(R) : StX +X t S = 0 } ,
E−n,k(X) = {S ∈ Matn×k(R) : StX −X t S = 0 } .
These two spaces are transversal, i.e., Matn×k(R) = E+n,k(X) + E
−
n,k(X), and their
intersection is E0n,k(X) = E
+
n,k(X) ∩ E−n,k(X) = {S ∈ Matn×k(R) : X X t S = 0 }.
Because XX t is the orthogonal projection onto the linear subspace of Rn spanned by
the columns of X , it follows that the orthogonal complement of E0n,k(X) is E
0
n,k(X)
⊥ =
{S ∈ Matn×k(R) : (I −XX t)S = 0 }. This implies that
E±n,k(X)
⊥ = E∓n,k(X) ∩ E0n,k(X)⊥ . (6)
Now, it is obvious that (a) TXOn,k = E
+
n,k(X), and then (6) implies (b). It is also clear
that B = ΠT (B) + Π⊥(B). Finally, one can easily check that R = ΠT (B) defined in
(a’) satisfies RtX = −X tR, and that S = Π⊥(B) defined in (b’) satisfies StX = X t S,
(I −X X t)S = 0. ⊔⊓
In the symplectic case we have
Proposition 14. Given X ∈ Ospn,k,
(a) TXO
sp
n,k = {S ∈ Mat2n×k(R) : StX +X tS = 0 and StJX +X tJS = 0 },
(b) T⊥XO
sp
n,k is the sum of two subspaces:
i. {S ∈ Mat2n×k(R) : StX −X tS = 0 and (I −XX t)S = 0 },
ii. {S ∈ Mat2n×k(R) : StJX −X tJS = 0 and (I + JXX tJ)S = 0 }.
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The corresponding projections ΠT : Mat2n×k(R) → TXOspn,k and Π⊥ : Mat2n×k(R) →
T⊥XO
sp
n,k are given by :
(a’) ΠT (B) = 1
2
X(X tB − BtX) + 1
2
JX(BtJX −X tJB) + (I −XX t + JXX tJ)B,
(b’) Π⊥(B) = 1
2
X(X tB +BtX)− 1
2
JX(X tJB +BtJX).
Proof. Differentiating the two defining equations of Ospn,k we obtain that TXO
sp
n,k =
E+n,k(X) ∩ E−n,k(JX), which proves (a). Therefore, by (6), we get that TXOspn,k⊥ is the
sum of the subspaces i. and ii. above
TXO
sp
n,k
⊥ = (E+n,k(X) ∩ E−n,k(JX) )⊥ = E+n,k(X)⊥ + E−n,k(JX)⊥
= E−n,k(X) ∩ E0n,k(X)⊥︸ ︷︷ ︸
i.
+ E+n,k(JX) ∩ E0n,k(JX)⊥︸ ︷︷ ︸
ii.
.
One can easily check that B = ΠT (B) + Π⊥(B). To finish the proof we need, as in
the previous lemma, to show that R = ΠT (B) defined in (a’) satisfies RtX +X tR = 0
and RtJX +X tJR = 0, and also to show that writing S = Π⊥(B) defined in (b’) as
S = S1+S2 with S1 =
1
2
X(X tB+BtX), S2 = −12JX(X tJB+BtJX), then S1 belongs
to space i. while S2 belongs to space ii.. Because this argument does not shade any
light on formulas (a’) and (b’), we describe now a more geometric approach on how
to derive these projection formulas. First we need a couple of definitions. We denote
by PE the orthogonal projection onto a subspace E of some euclidean space. Let us
say that two subspaces E and F are perpendicular iff the inner product of any vector
u ∈ (E ∩F )⊥ ∩E with any vector v ∈ (E ∩F )⊥ ∩F is always zero. When this occurs,
the following general formulas hold
PE∩F = PE ◦ PF and P(E∩F )⊥ = PF⊥ + PE⊥ ◦ PF .
Finally, formulas (a’) and (b’) can be driven from these abstract formulas applied to
the subspaces E = E−n,k(JX) and F = E
+
n,k(X), showing first they are perpendicular.
⊔⊓
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10 Quadratic Functions
Let ∆k = { b = (b1, . . . , bk) ∈ Rk : b1 ≥ b2 ≥ . . . ≥ bk > 0 }, and for each b ∈ ∆k
denote by Db the diagonal matrix
Db =

b1 0 · · · 0
0 b2 · · · 0
...
...
. . .
...
0 0 · · · bk
 .
Definition 1. Given a symmetric matrix A ∈ sl(n,R) and b ∈ ∆k, we define the
quadratic functions QA,b : On,k → R and QA : On,k → R respectively by
QA,b(X) = 〈AX Db, X Db〉hs and QA(X) = 〈AX,X〉hs .
For each k ∈ Λ(n) set
∆k = { b ∈ ∆km : b1 = · · · = bk1 < bk1+1 = · · · = bk2 < . . . < bkm−1+1 = · · · = bkm }
∆k = { b ∈ ∆km : b1 = · · · = bk1 ≤ bk1+1 = · · · = bk2 ≤ . . . ≤ bkm−1+1 = · · · = bkm }
Note that QA = QA,b with b = (1, . . . , 1). Also, given k ≥ 1, the family {∆k}k indexed
over all k ∈ Λ(n) with last entry km = k is a partition of ∆k.
Proposition 15. Given a symmetric matrix A ∈ sl(n,R), k ∈ Λ(n) and b ∈ ∆k, the
function QA,b : On,km → R is invariant under the right action of Dk.
Proof. Use lemma 1 and the fact that for b ∈ ∆k the diagonal matrix Db commutes
with every matrix in Dk. ⊔⊓
This proposition shows that given a symmetric matrix A ∈ sl(n,R), k ∈ Λ(n) and
b ∈ ∆k, QA,b : On,km → R induces a quotient function QA,b : Fn,k → R. For symplectic
matrices A ∈ sp(n,R) we denote by QA,b : Ospn,km → R and QA,b : Fspn,k → R the
restriction functions. Note that Ospn,km and F
sp
n,k are submanifolds respectively of O2n,km
and F2n,k.
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Proposition 16. Given A ∈ sl(n,R), resp. A ∈ sp(n,R), and b = (b1, . . . , bk) ∈ ∆k, if
we write ωi = i (b
2
i − b2i+1)/k > 0 for i = 1, . . . , k− 1 and ωk = b2k, then the function
QA,b : On,k → R, resp. QA,b : Ospn,k → R, is given by
QA,b(X) =
k∑
i=1
ωi (QA ◦ πi)(X) , (7)
where each πi : On.k → On,i, resp. πi : Ospn.k → Ospn,i, denotes the canonical projection
πi(X) = [X ]i.
Proof. With the convention that bk+1 = 0, we have
QA,b(X) = 〈AX Db, X Db〉hs = 1
k
k∑
i=1
(AX Db)i · (XDb)i
=
1
k
k∑
i=1
b2i (AX)i · (X)i
=
1
k
k∑
i=1
(b2i − b2i+1) ((AX)1 · (X)1 + · · ·+ (AX)i · (X)i )
=
k∑
i=1
i
k
(b2i − b2i+1) 〈[AX ]i, [X ]i〉hs =
k∑
i=1
i
k
(b2i − b2i+1) 〈A [X ]i, [X ]i〉hs
=
k∑
i=1
ωiQA( πi(X) ) .
⊔⊓
If b ∈ ∆k with k = (k1, . . . , km) then ωki > 0 for i = 1, . . . , m, and ωj = 0 for all
j 6= ki. This shows that QA,b : Fn,k → R is a sum of pullbacks of functions defined over
the Grassmannian manifolds Gn,ki = Fn,(ki)  Fn,k.
Lemma 2. The gradient of QA : On,k → R at X is given by
▽(QA)(X) = 2 (I −X X t)AX .
Proof. Consider the natural quadratic extension of QA to the linear space of all
matrices: QA(X) = tr (X
tAX). The gradient of this extension at X is 2AX . Then
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by proposition 13,
▽(QA)(X) = ΠT ( 2AX )
= X (X tAX − (AX)tX)︸ ︷︷ ︸
=0
+2 (I −XX t)AX
= 2 (I −XX t)AX .
In the symplectic case we compute the following expression for the gradient
▽(QA)(X) = 2 (JX)(JX)tAX + 2 (I −XX t + JXX tJ)AX
which simplified gives exactly the same expression 2 (I −XX t)AX . ⊔⊓
Remark 3. Let PX be the orthogonal projection onto 〈X〉{1,...,k}. Then we can write
▽(QA)(X) = 2 (I − PX)AX.
Next we derive an explicit formula for the gradient of QA,b. Given X ∈ On,k, we
denote by PXi = Pi (1 ≤ i ≤ k + 1) the following orthogonal projection matrices: For
k ≤ i, Pi is the projection onto the linear span 〈X〉{i}, while for i = k + 1, Pk+1 is the
orthogonal projection onto (〈X〉{1,...,k})⊥. Notice that P1+ . . .+Pk+1 = I. We write as
above ωi = i (b
2
i−b2i+1)/k > 0. Notice that for i ≤ j we have ki ωi+. . .+ kj ωj = b2i−b2j+1.
Let Ei(b) ∈ Matk×k(R) denote the matrix
Ei(b) =

b21 − b2i+1 0 · · · 0 0 · · · 0
0 b22 − b2i+1 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · b2i − b2i+1 0 · · · 0
0 0 · · · 0 0 · · · 0
...
...
. . . 0
...
. . .
...
0 0 · · · 0 0 · · · 0

, (8)
and let Ei ∈ Matk×k(R) be the matrix representing the orthogonal projection onto the
linear span 〈e1, . . . , ei〉.
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Proposition 17. The gradient of QA,b : On,k → R at X is given by
▽(QA,b)(X) = 2
k+1∑
i=1
PXi AX Ei−1(b) .
Proof. Notice that Ik,i Ii k = Ei. The projection πi can be written as πi(X) = X Ik,i.
Its derivative (Dπi)X V = V Ik,i has adjoint (Dπi)
∗
X W =
k
i
W Ii,k. Therefore, using
lemma 2, we get that
▽(QA ◦ πi)(X) = (Dπi)∗X(▽QA)(πi(X))
=
k
i
(▽QA)(XIk,i) Ii×k
=
2k
i
(I − (P1 + · · ·+ Pi)) AX Ei
=
2k
i
(Pi+1 + · · ·+ Pk+1) AX Ei .
Thus
▽(QA,b)(X) =
k∑
i=1
ωi ▽ (QA ◦ πi)(X)
= 2
k∑
i=1
k
i
ωi
(
k+1∑
j=i+1
Pj
)
AX Ei
= 2
k+1∑
j=2
Pj AX
(
j−1∑
i=1
k
i
ωiEi
)
= 2
k+1∑
j=2
Pj AX Ej−1(b) .
⊔⊓
Proposition 18. Given A ∈ gsymn , b1 > b2 > . . . > bk > 0, and X ∈ On,k, X is a
critical point of QA,b iff every column of X is an eigenvector of A.
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Proof. It is clear that if each column of X is an eigenvector of A then X is a critical
point of QA ◦πi, for every i = 1, . . . , k. Therefore, X is a critical point of QA,b. Assume
now that ▽(QA,b)(X) = 0. Fix j = 1, . . . , k. Since
0 =
1
2
▽ (QA,b)(X) ej =
k+1∑
i=j+1
(b2j − b2i )PiAX ej =
k+1∑
i=j+1
(
>0︷ ︸︸ ︷
b2j − b2i )PiA (X)j ,
it follows that PiA (X)j = 0 for every i = j+1, . . . , k+1, which implies that A (X)j ∈
〈[X ]j〉. By induction we derive (see proof of lemma 4) that (X)j is an eigenvector of
A. ⊔⊓
11 Lyapunov functions
We shall denote by Gsymn,+ the space of symmetric positive definite matrices in Gn and
by gsymn the space of symmetric matrices in gn. We write SL
sym
n,+ , Sp
sym
n,+ , sl
sym
n or sp
sym
n
to emphasize that Gn = SL(n,R), Gn = Sp(n,R), gn = sl(n,R) or gn = sp(n,R).
To establish Theorem A it is enough proving that the lift QA,b : On,k → R is a
Lyapunov function for lifted flow ϕtH : On,k → On,k when A,H ∈ gn are symmetric
matrices sharing the same ordered eigen-directions.
Proposition 19. Given B ∈ SL(n,R) and X ∈ On,k, let BX = RDR′ be the singular
value decomposition of BX, with R ∈ On,k, R′ ∈ Ok orthogonal, and D a diagonal
positive k × k matrix. Then there is an orthogonal matrix S ∈ Ok such that B ∗X =
RS.
Proof. Let BX = K U be the QR-decomposition of BX . We have B∗X = K = RS
with S = DR′ U−1 ∈ SL(k,R). Since K and R are both orthogonal, it follows
I = KtK = (RS)t (RS) = St (RtR)S = St S ,
which proves that S ∈ Ok. ⊔⊓
Remark 4. With the notation of the previous proposition it follows that
QA(B ∗X) = 〈AR,R〉hs .
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Lemma 3. Given matrices E, F ∈ Matn×n(R), if E and F are symmetric positive
semi-definite, i.e., E, F ≥ 0, then tr (E F ) ≥ 0, with tr (E F ) = 0 iff E F = 0.
Proof. We can write E = Rt1D1R1 and F = R
t
2D2R2 with Di diagonal positive
semi-definite and Ri orthogonal, for i = 1, 2. Then
tr (E F ) = tr ( (Rt1D1R1) (R
t
2D2R2) )
= tr (
√
D1R1R
t
2D2R2R
t
1
√
D1 )
= tr (
√
D1 (R2R
t
1)
tD2 (R2R
t
1)
√
D1 )
= n
∥∥∥√D2 (R2Rt1)√D1∥∥∥2
hs
≥ 0 .
Since the matrices E F and
√
D2 (R2R
t
1)
√
D1 are conjugated, tr (E F ) = 0 implies√
D2 (R2R
t
1)
√
D1 = 0, which in turn forces E F = 0. ⊔⊓
Lemma 4. Given B ∈ Gsymn,+ and X ∈ On,k, B ∗X = X iff every column of X is an
eigenvector of B.
Proof. Assume every column ofX is an eigenvector of B. Then there is some positive
diagonal matrix D such that BX = X D, which implies that B ∗ X = Π(BX) =
Π(X D) = X . Conversely, if B ∗X = Π(BX) = X there is some U ∈ UT+(k,R) such
that BX = X U . Denote by Xi the i
th-column of X and let Vi = 〈X1, . . . , Xi〉 be the
linear span of the first i columns of X . Then {0} = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vk is a flag
invariant by B. Since Xi ∈ Vi ∩ V ⊥i−1, for each i = 1, . . . , k, it follows that Xi must be
an eigenvector of B. ⊔⊓
Remark 5. Let B ∈ Gsymn,+ , A ∈ gsymn , X ∈ On,k and S ∈ Ok.
1. If B ∗X = X then in general B ∗ (X S) 6= X S, but
2. if QA(B ∗X) = QA(X) then QA(B ∗ (X S)) = QA(X S).
Let P ∈ gl(n,R) be an orthogonal projection matrix, i.e., P = P t = P 2. We define
a bilinear form ξP : g
sym
n × gsymn → R by ξP (A,H) = tr (P A (I − P )H).
Proposition 20. Given symmetric matrices A,H ∈ gn sharing the same ordered eigen-
directions, ξP (A,H) ≥ 0, and ξP (A,H) = 0 ⇔ AP = P A and H P = P H.
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Proof. We can with no loss of generality assume that A and H are diagonal matrices.
Denote by Dx the diagonal matrix with diagonal entries x = (x1, . . . , xn) ∈ Rn. Then
the bilinear form ξP can be seen as the bilinear form ξP : Rn × Rn → R defined by
ξP (x, y) = tr (P Dx (I − P )Dy). Consider the cone Γ = { x ∈ Rn : x1 ≥ . . . ≥ xn }.
We want to see that given a, h ∈ Γ, ξP (a, h) ≥ 0, and ξP (a, h) = 0 ⇔ Da P = P Da
and Dh P = P Dh. We define the vectors vi = (1, . . . , 1, 0, . . . , 0) ∈ Γ with the first i
coordinates equal to 1 for 1 ≤ i ≤ n, which form a basis of Rn. Notice that because
Dvn = I is the identity matrix we get that ξP (vn, x) = 0 = ξP (x, vn) for every x ∈ Rn.
If i ≤ j ≤ n− 1
ξP (vi, vj) =
i∑
k=1
pk,k −
i∑
k=1
j∑
r=1
(pk,r)
2 =
i∑
k=1
(
pk,k −
j∑
r=1
(pk,r)
2
)
=
i∑
k=1
n∑
r=j+1
(pk,r)
2 ≥ 0 ,
and otherwise, if j < i ≤ n− 1,
ξP (vi, vj) =
j∑
k=1
pk,k −
i∑
r=1
j∑
k=1
(pr,k)
2 =
j∑
k=1
(
pk,k −
j∑
r=1
(pr,k)
2
)
=
j∑
k=1
n∑
r=i+1
(pr,k)
2 ≥ 0 .
Now, given a, h ∈ Γ we can write
a = an vn +
n−1∑
i=1
(ai − ai+1) vi and h = hn vn +
n−1∑
i=1
(hi − hi+1) vi .
Whence
ξP (a, h) =
n−1∑
i,j=1
(ai − ai+1)︸ ︷︷ ︸
≥0
(hj − hj+1)︸ ︷︷ ︸
≥0
ξP (vi, vj)︸ ︷︷ ︸
≥0
≥ 0 .
Assume now that ξP (a, h) = 0, and ai > aj ⇔ hi > hj , for every 1 ≤ i < j ≤ n. Then
for every i = 1, . . . , n such that ai > ai+1 we have 0 = ξP (vi, vi) =
∑i
k=1
∑n
r=i+1(pr,k)
2,
which implies that pr,k = pk,r = 0 for all k ≤ i and r > i. This shows that P is a
block-diagonal matrix whose blocks correspond in A = Da and H = Dh to multiples
of identity matrices. Therefore P commutes with A = Da and H = Dh. ⊔⊓
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Lemma 5. Given A,B ∈ gl(k,R), if At = A and Bt = B then tr (BA⊳) = tr (BA).
Proof. Let S = A⊳ − A. The entriy si,j of S is si,j = ai,j + aj,i − ai,j = ai,j when
i < j, si,j = ai,i − ai,i = 0 when i = j, and si,j = 0 − ai,j = −ai,j if i > j. Therefore S
is skew-symmetric and
tr (B S) = tr (S B) = tr (−StBt) = −tr ((B S)t) = −tr (B S) ,
which implies tr (B (A⊳ − A)) = tr (B S) = 0 and proves the lemma. ⊔⊓
Lemma 6. Given H ∈ gsymn and X ∈ On,k, FH(X) = 0 iff every column of X is an
eigenvector of H.
Proof. Assume every column ofX is an eigenvector ofH . Then there is some positive
diagonal matrix D such that HX = X D, which implies that
FH(X) = HX −X (X tHX)⊳ = XD −X (X tXD)⊳ = XD −XD⊳ = 0 .
Conversely, assume 0 = FH(X) = H X − X U with U = (X tH X)⊳ ∈ UT+(k,R), so
that HX = X U . Denote by Xi the i
th-column of X and let Vi = 〈X1, . . . , Xi〉 be the
linear span of the first i columns of X . Then {0} = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vk is a flag
invariant by H . Since Xi ∈ Vi ∩ V ⊥i−1, for each i = 1, . . . , k, it follows that Xi must be
an eigenvector of H . ⊔⊓
Remark 6. Given A,H ∈ gsymn , X ∈ On,k and S ∈ Ok.
1. If FH(X) = 0 then in general FH(X S) 6= 0, but
2. if QA(ϕ
t
H(X)) = QA(X) then QA(ϕ
t
H(X S)) = QA(X S).
Proposition 21. Given A,H ∈ gsymn sharing the same ordered eigen-directions, we
have for every X ∈ On,k and t > 0,
QA(ϕ
t
H(X)) ≥ QA(X) ,
with equality iff for some S ∈ Ok, FH(X S) = 0.
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Proof. Given X ∈ On,k, using lemma 5 and proposition 20 we get
D(QA)X FH(X) = 2 〈AX,FH(X)〉hs
= 2 k−1 tr (X tAFH(X))
= 2 k−1 tr (X tA (HX −X (X tHX)⊳))
= 2 k−1 tr (X tAH X)− 2 k−1 tr ((X tAX) (X tHX)⊳))
= 2 k−1 tr (X tAH X)− 2 k−1 tr (X tAX X tH X)
= 2 k−1 tr (X tA (I −X X t)HX)
= 2 k−1 tr (X X tA (I −XX t)H)
= 2 k−1 tr (P A (I − P )H) = 2 k−1 ξP (A,H) ≥ 0 ,
where P = XX t is the orthogonal projection onto the subspace 〈X〉 spanned by
the columns of X . Whence QA is a Lyapunov function for the flow ϕ
t
H of FH . To
see it is a strict Lyapunov function assume QA(ϕ
t
H(X)) = QA(X) for some t > 0.
Then D(QA)X FH(X) = 0 which by proposition 20 implies that H P = P H . This
commutativity shows that the subspace 〈X〉 is H-invariant. Therefore, there is an
orthogonal matrix S ∈ Ok such that every column of X S is an eigenvector of H , and
by lemma 6 it follows that FH(X S) = 0. ⊔⊓
Remark 7. The argument above also proves that QA(ϕ
t
H(X)) = QA(X) iff 〈X〉 is
an H-invariant subspace.
Corollary 1. Given A,H ∈ gsymn sharing the same ordered eigen-directions, the func-
tion QA : On,k → R is a Lyapunov function for ϕA : On,k → On,k, but it is only a strict
Lyapunov function when k = 1.
Theorem 3. Given A,H ∈ gsymn sharing the same ordered eigen-directions and b1 >
b2 > . . . > bk > 0, the function QA,b : On,k → R is a strict Lyapunov function for the
map ϕA : On,k → On,k.
Proof. By propositions ??, 21 and 16, QA,b is a sum of k Lyapunov functions for
the flow ϕtH , and, therefore, it is also a Lyapunov function of ϕ
t
H . Assume now that
QA,b(ϕ
t
H(X) ) = QA,b(X) for some t > 0. Then QA( πi ◦ ϕtH(X) ) = QA( πi(X) ),
for every i = 1, . . . , k. By remark 7 this implies that 〈[X ]i〉 is H-invariant for all
i = 1, . . . , k. By induction we can easily prove that each column of X is an eigenvector
of H . Therefore, by lemma 6, FH(X) = 0. ⊔⊓
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12 The Stratifications
Fix a commutative positive symmetric subgroup Hn ⊂ SL(n,R), and let E1, E2, . . . , En
be its eigen-directions. Each Ei is a one dimensional subspace such that AEi = Ei
for all A ∈ Hn, and we have Rn = E1 ⊕ E2 ⊕ . . . ⊕ En. We also assume that a
commutative positive symmetric subgroup Hn ⊂ Sp(n,R) is fixed. In this case Hn has
2n eigen-directions denoted by E1, E2, . . . , E2n, and we assume the directions Ei and
Ei+n to be conjugate in the sense that JEi = Ei+n, for every i = 1, . . . , n. Given a set
I ⊂ {1, 2, . . . , n} we shall write EI :=
⊕
i∈I Ei. In all examples given we shall assume
that Hn = Diag
+
n .
In this section we define the stratifications associated to Hn whose existence is
asserted in Theorem B.
Definition 2. We call (n, k)-tree to any sequence P = (P1, P2, . . . , Pk) of subsets
Pi ⊂ {1, 2, . . . , n} such that for every 1 ≤ i < j ≤ k either Pi ∩ Pj = ∅ or Pi ⊆ Pj.
In other words, (n, k)-trees are just trees in a set of k nodes consisting of subsets of
{1, 2, . . . , n}. We say that k is the length of the (n, k)-tree P and write |P | := k. The
union ∪kj=1Pj is called the support of P and denoted by supp(P ).
We shall borrow the following terminology from Graph Theory. We say that Pj is
a parent of Pi iff Pi ⊆ Pj. We say that Pi is the mother of Pj iff j < i, Pj ⊆ Pi
and there is no j < s < i with Pj ⊆ Ps ⊆ Pi. We say that Pi is a leaf iff there is
no 1 ≤ s < i with Ps ⊆ Pi. In other words, Pi is a node with no daughters. We say
that Pi is a root iff there is no i < s ≤ k such that Pi ⊆ Ps, which means that Pi
is a node with no mother. Given an increasing map π : {1, . . . , r} → {1, . . . , k} and
a (n, k)-tree Q we define a new (n, r)-tree setting π∗Q = (Qπ(1), . . . , Qπ(r)). We shall
refer to it a subtree of Q. A connected component subtree of Q means a (n, r)-tree
P = π∗Q where π : {1, . . . , r} → {1, . . . , k} is an increasing map such that Qπ(r) is
a root of Q and {π(1), . . . , π(r)} = { j ∈ {1, . . . , k} : Qj ⊆ Qπ(r) }. The number of
connected components of P is the number of roots of P . Given a tree P we define the
two functions cardP , depthP : {1, 2, . . . , k} → N by
cardP (i) = #Pi and
depthP (i) = #{ s ∈ {1, . . . , i− 1} : Ps ⊆ Pi } .
The second one gives the depth of a node in the tree P , which can be recursively defined
as follows: leaves have depth zero. For all other nodes, the depth is the number
of its daughter nodes plus the sum of all its daughter nodes’ depths. Alternatively,
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depthP (i) + 1 is the length of the subtree of P consisting of all nodes Pj such that
Pj ⊆ Pi (Pi included).
Given a (n, k)-tree P we define
SP = { V ∈ Fn,k : Vi ⊆ EP1∪···∪Pi, ∀1 ≤ i ≤ k } ,
S˜P = {X ∈ On,k : (X)i ∈ EPi , ∀1 ≤ i ≤ k } .
It follows easily that S˜P = p
−1(SP ) for each (n, k)-tree P , where p is the canonical
projection from On,k onto Fn,k defined in section ??. These sets will be referred as
(n, k)-strata.
Proposition 22. Given a (n, k)-tree P , the following are equivalent:
1. the (n, k)-stratum SP is non-empty ,
2. depthP (i) + 1 ≤ cardP (i) for every i = 1, . . . , k.
Proof. Assume first SP is non-empty and take X ∈ S˜P . We have cardP (i) = dimEPi .
Denote by Ci(P,X) linear span of the columns of (X)j of X with j < i and Pj ⊂ Pi.
Then depthP (i) = dimCi(P,X), and because EPi must contain Ci(P,X) ⊕ 〈(X)i〉
item 2. follows. The converse is proved recursively constructing (column by column)
an orthogonal matrix X ∈ S˜P . ⊔⊓
This motivates the definition
Definition 3. We say that a (n, k)-tree P is consistent iff depthP (i) + 1 ≤ cardP (i)
for every i = 1, . . . , k. We say that a node Pi is full in P iff depthP (i) + 1 = cardP (i).
Given a (n, k)-tree P = (P1, . . . , Pk) and 1 ≤ i ≤ k we define πi(P ) := (P1, . . . , Pi),
which clearly is a (n, i)-tree. Consider the projection πi : Fn,k → Fn,i defined in the
previous section. One can easily check that the (n, k)-strata are preserved by these
projections in the following sense:
Proposition 23. For any (n, k)-tree P and 1 ≤ i ≤ k , πi(SP ) = Sπi(P ).
We are now going to prove that strata are always closed manifolds.
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Proposition 24. Given a consistent (n, k)-tree P , the (n, k)-stratum SP is a compact
connected manifold (without boundary) of dimension
dim(SP ) = −k − κ(P ) +
k∑
i=1
#Pi , (9)
where κ(P ) := #{ (i, j) : 1 ≤ i < j ≤ k, Pi ⊆ Pj }. The stratum S˜P is also a
compact manifold without boundary of the same dimension, which in general may be
disconnected.
Proof. Consider the linear space
Ŝn,k(P ) = {B ∈ Matn×k(R) : (B)i ∈ EPi, ∀ i = 1, . . . , k } ,
which has dimension dim Ŝn,k(P ) =
∑k
i=1#(Pi). Consider the set
Σ = { (i, j) : 1 ≤ i < j ≤ k, Pi ⊆ Pj } ,
and define Φ : Ŝn,k(P )→ Rk × RΣ by
Φ(X) =
( { ‖(X)i‖2 − 1 }1≤i≤k , { (X)i · (X)j }(i,j)∈Σ )
Notice that S˜P = Ŝn,k(P ) ∩On,k = Φ−1(0, 0). To finish the proof it is enough showing
that every point X ∈ S˜P is a regular point of Φ, in the sense that the derivative
DΦX : Ŝn,k(P )→ Rk ×RΣ is surjective. Then S˜P being a regular level set of Φ will be
a closed manifold of the claimed dimension. The derivative of Φ is explicitly given by
DΦX(Y ) =
( { 2 (X)i · (Y )i }1≤i≤k , { (X)i · (Y )j + (Y )i · (X)j }(i,j)∈Σ ) .
Given (d, c) =
( { di }1≤i≤k , { ci,j }(i,j)∈Σ ) ∈ Rk×RΣ, we shall prove by induction that
there is a matrix Y ∈ Matn×k(R) such that DΦX(Y ) = (d, c). Fix X ∈ S˜P = Φ−1(0, 0)
and consider the following property in the index i: there are vectors Y1, . . . , Yi in Rn
such that
1. 2 (X)j · Yj = dj, for all j = 1, . . . , i,
2. (X)s · Yj + Yi · (X)j = ds,j, for all (s, j) ∈ Σ with j ≤ i,
3. Yi ∈ EPi, for all i = 1, . . . , k.
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For i = 1 this is true: condition (2) is empty, and condition(1) is obvious because
(X)1 6= 0. Assume this property holds for i − 1 with vectors Y1, . . . , Yi−1. To find Yi
such that (1)-(3) above hold, we have to solve the following system of equations in the
unknown Yi ∈ EPi .{
2 (X)i · Yi = di
(X)j · Yi = c′j,i for every (j, i) ∈ Σ ,
where c′j,i = dj,i − (X)i · Yj is already determined. This system is determined because
the columns of X are orthonormal. In particular, the columns (X)i and (X)j with
(j, i) ∈ Σ form an orthonormal system in EPi. Therefore property above holds for i,
which completes the induction, and proves DΦX is surjective.
The strata S˜P are not connected in general. For instance if P = ({1}) then S˜P
consists of two points, and if P = ({1}, {2, 3}) then S˜P consists of two circles. The
proof that every strata SP is connected goes by induction on k. For k = 1, every stratum
is diffeomorphic to some projective space and is therefore connected. In general the
projection πk−1 : Fn,k → Fn,k−1 preserves strata. For each consistent (n, k)-tree P
let P ′ be the (n, k − 1)-tree P ′ := (P1, P2, . . . , Pk−1). Then πk−1(SP ) = SP ′ and the
projection πk−1 : SP → SP ′ is a fibration with connected fibers. Knowing (by induction
hypothesis) that SP ′ is connected it follows that SP is also connected. Notice that
each fiber of πk−1 : SP → SP ′ is the submanifold of all k-dimensional vector subspaces
V ∈ Gm,k (m = #(∪ki=1Pi)) that contain a given k − 1 dimensional subspace, which is
clearly a connected space. ⊔⊓
Corollary 2. Let P be a consistent (n, k)-tree and 2 ≤ i ≤ k. Then the node Pi is full
in P iff dimSπi(P ) = dimSπi−1(P ).
Given two (n, k)-trees P = (P1, P2, . . . , Pk) and Q = (Q1, Q2, . . . , Qk), we say that
Q is contained in P , and write Q ≤ P , iff Qi ⊆ Pi for every i = 1, . . . , k. The relation
≤ is a partial order on the set of all (n, k)-trees. The following monotony is obvious.
Proposition 25. Given (n, k)-trees P,Q, if P ≤ Q then SP ⊆ SQ. In particular,
dimSP ≤ dimSQ.
Consider two trees: a (n, r)-tree P = (P1, . . . , Pr) and a (n, s)-treeQ = (Q1, . . . , Qs).
We say they are disjoint iff supp(P ) ∩ supp(Q) = ∅. In this case we define their con-
catenation to be (n, r + s)-tree P ⋄Q = (P1, . . . , Pr, Q1, . . . , Qs).
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Proposition 26. Given two disjoint trees P and Q, S˜P⋄Q ≃ S˜P × S˜Q.
Proof. The diffeomorphism takes a matrix X ∈ S˜P⋄Q to the pair of matrices
([X ]r, [X ]s) ∈ S˜P × S˜Q where [X ]r is formed by the first r columns of X and [X ]s
is formed by the last s columns of X . ⊔⊓
Corollary 3. For any tree P , S˜P is diffeomorphic to the cartesian product of its
connected component strata. In particular, dim SP is the sum of dimensions of the
connected component strata of P .
Definition 4. We say that a (n, k)-tree P is irreducible iff for each full node in P is
a root of P .
Given a (n, k)-tree P , we denote by P ∗ = (P ∗1 , . . . , P
∗
k ) the tree obtained from P as
follows: if P is irreducible then we set P ∗ := P . Otherwise take the first i = 1, . . . , k
such that depthP (i) + 1 = cardP (i) and Pi is not a root of P . Define P
′ = (P ′1, . . . , P
′
k)
where P ′j = Pj when j ≤ i, and P ′j = Pj − Pi for all other j. It is not difficult to check
that P ′ is still a (n, k)-tree with P ′ ≤ P . If it is irreducible we set P ∗ := P ′. Otherwise
we repeatedly apply this procedure until we reach an irreducible tree, which we set
to be P ∗. We denote by Kn,k the set of all consistent irreducible (n, k)-trees. Then
P 7→ P ∗ is a projection operator mapping consistent (n, k)-trees onto the set Kn,k.
Proposition 27. For any consistent (n, k)-tree P , SP = SP ∗.
Proof. The inclusion SP ∗ ⊆ SP follows because P ∗ ≤ P . For the reverse inclusion it
is enough proving that SP ⊆ SP ′ for each one step operation P 7→ P ′ in the reduction
procedure. Take X ∈ S˜P . We shall use the notation introduced in the proof of
proposition 22. Let i = 1, . . . , k be the first index such that depthP (i) + 1 = cardP (i).
Then EPi = Ci(P,X)⊕ 〈(X)i〉 and for every j > i, because X is orthogonal, we have
(X)j ∈ EPj−Pi = EP ′j . Therefore X ∈ S˜P ′ . ⊔⊓
Therefore, restricting to irreducible trees we still get all (n, k)-strata .
Lemma 7. Given a consistent tree P ,
1. #supp(P ) ≥ |P | ,
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2. #supp(P ) ≥ |P |+ 1 when P has no full nodes in P .
Proof. There is an easy proof by induction in the length of P . ⊔⊓
Proposition 28. If P ,Q ∈ Kn,k, P ≤ Q and dimSP = dimSQ then P = Q.
Proof. Because strata are connected manifolds, it is clear that P ≤ Q and dim SP =
dimSQ imply that SP = SQ. The proof goes by induction in k. It is trivial for
k = 1. Assume it holds for k − 1, and take P ,Q ∈ Kn,k, such that P ≤ Q and
dimSP = dimSQ. Then πk−1(P ) ≤ πk−1(Q) and πk−1(SP ) = πk−1(SP ). Therefore
dimSπk−1(P ) = dim πk−1(SP ) = dim πk−1(SP ) = dim Sπk−1(Q) ,
and by induction hypothesis πk−1(P ) = πk−1(Q). It remains to prove that Pk = Qk.
Let T (i) (1 ≤ i ≤ ℓ) be the (distinct) connected component subtrees of P such that
supp(T (i)) ⊆ Qk − Pk. Because their supports are disjoint, using lemma 7, we have
0 = dimSQ − dim SP = #(Qk − Pk)−
ℓ∑
j=1
∣∣∣T (j)∣∣∣
≥
ℓ∑
j=1
#supp(T (j))−
∣∣∣T (j)∣∣∣ ≥ ℓ ≥ 0 .
Whence ℓ = 0, i.e., there is no connected component subtree of P with support con-
tained in Qk − Pk. Therefore, #(Qk − Pk) = 0 and Pk = Qk. ⊔⊓
There is a unique maximum tree in Kn,k, which corresponds to take Pi = {1, . . . , n}
for every i = 1, . . . , k. We have SP = Fn,k and S˜P = On,k for the maximum stratum.
The dimension of SP is of course k (2n− k − 1)/2 = dimFn,k.
There are many minimal trees in (Kn,k,≤). They are the trees where each Pi is a
singular set, Pi = {ni}, i.e., P = ({n1}, {n2}, . . . , {nk}). The set {n1, n2, . . . , nk} must
be formed by k-distinct elements from {1, 2, . . . , n}. The minimal trees correspond to
zero dimensional strata: SP is a one point set, while S˜P is a set with 2
k points.
Proposition 29. Given trees P,Q ∈ Kn,k, then either SP ∩SQ = ∅ or else the infimum
P ∧Q exists in (Kn,k,≤) and SP ∩ SQ = SP∧Q.
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Proof. Given two (n, k)-trees P and Q define P ∩ Q := (P1 ∩ Q1, . . . , Pk ∩ Qk).
This may not be a tree because Pi ∩ Qi = ∅ for some i = 1, . . . , k, but if all these
intersections are non-empty then it is straightforward checking that P ∩ Q is a tree.
We claim that SP ∩ SQ = SP∩Q and S˜P ∩ S˜Q = S˜P∩Q, which follow easily from the
fact EPi ∩ EQi = EPi∩Qi. Now, if SP ∩ SQ is non-empty then the (n, k)-tree P ∩Q is
consistent, and the tree P ∧Q := (P ∩Q)∗ is both consistent and irreducible. This tree
is the infimum of P and Q in the partially ordered set (Kn,k,≤). By proposition 27,
SP∧Q = SP∩Q = SP ∩ SQ. ⊔⊓
Proposition 30. Given P ∈ Kn,k with dimSP < dimFn,k there is P ′ ∈ Kn,k such that
P ≤ P ′ and dim SP ′ = 1 + dimSP .
Proof. The proof goes by induction in k. It is obvious for k = 1 since in this case the
dimension of a stratum corresponds to the cardinal of the unique tree node. Assume
the statement of this proposition holds for k − 1, and let us prove it holds for k too.
Along the proof we use the following definition: we say a tree P = (P1, . . . , Pk) is a full
chain when P1 = . . . = Pk. We shall consider four exhausting cases:
Case 1. supp(P ) $ {1, 2, . . . , n}. In this case we take α ∈ {1, 2, . . . , n} − supp(P )
and define P ′ = (P ′1, . . . , P
′
k) setting
P ′j =
{
Pj for 1 ≤ j < k
Pi ∪ {α} for j = k .
It is then clear that dimSP ′ = 1 + dimSP .
Case 2. supp(P ) = {1, 2, . . . , n} and all the tree connected components of P are full
chains. Notice that in this case P must have more than one connected components,
because otherwise P would be the maximum (n, k)-tree whose dimension equals that
of Fn,k. Assume Pi and Pk (i < k) are two distinct roots of P . Notice that Pi∩Pk = ∅.
Choose any element α ∈ Pk and define P ′ = (P ′1, . . . , P ′k) setting
P ′j =

Pj if 1 ≤ j < i
Pi ∪ {α} if j = i
Pj if i < j ≤ k and Pj 6= Pk
Pi ∪ Pk if i < j ≤ k and Pj = Pk
.
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Let ni = #Pi and m = #{ i < j ≤ k : Pj = Pk }. Then
dimSP ′ − dimSP =
k∑
j=1
#(P ′j)−#(Pj)− κ(P ′) + κ(P )
= 1 +mni −#{ (j, j′) : j ≤ i < j′, Pj = Pi and Pj′ = Pk }
= 1 +mni −mni = 1 .
The next two cases make use of the induction hypothesis.
Case 3. supp(P ) = {1, 2, . . . , n} and the tree P is connected. In this case Pk =
{1, 2, . . . , n}. Take Q = πk−1(P ). By induction hypothesis there is a (n, k − 1)-tree
Q′ such that Q ≤ Q′ and dimSQ′ = 1 + dimSQ. Set P ′ = (Q′1, . . . , Q′k−1, Pk). Then,
because P ′k = Pk = {1, 2, . . . , n},
dim SP ′ − dimSP = dimSQ′ − dimSQ = 1 .
Case 4. supp(P ) = {1, 2, . . . , n}, the tree P is disconnected, and at least one of its
connected components is a not a full chain. We apply the induction hypothesis to the
connected component of the tree P which is not a full chain. Keeping all other tree
connected components of P unchanged we obtain a new tree P ′. Using proposition 26
we get that dimSP ′ = 1 + dimSP . ⊔⊓
We define Sn,k := { SP : P ∈ Kn,k } and S˜n,k := { S˜P : P ∈ Kn,k }. Collecting
information above we see that
Proposition 31. Sn,k is a stratification on Fn,k, while S˜n,k is a stratification on On,k
with possibly disconnected strata.
In the rest of this section we discuss the symplectic case. Some notation is needed:
Given a subset P ⊂ {1, 2, . . . , 2n}, let P be the conjugate set P := { i = i+n (mod 2n) :
i ∈ P }, P# be the reduced set P# := { i (modn) : i ∈ P }, and P̂ be the conjugation
saturated set P̂ := P ∪ P .
Definition 5. We call symplectic (n, k)-tree to any sequence P = (P1, P2, . . . , Pk) of
subsets Pi ⊂ {1, 2, . . . , 2n} such that for every 1 ≤ i < j ≤ k
1. either Pi ∩ Pj = ∅ or Pi ⊆ Pj,
36
2. either Pi ∩ Pj = ∅ or Pi ⊆ Pj.
The full support of a symplectic (n, k)-tree P is the set ŝupp(P ) := ∪̂kj=1Pj. Given a
symplectic (n, k)-tree P define SspP := SP ∩Fspn,k and S˜spP := S˜P ∩Ospn,k. We shall refer to
these as symplectic (n, k)-strata. Consider the conjugate-depth function co-depthP :
{1, 2, . . . , k} → N defined by
co-depthP (i) = #{ j < i : Pj ⊆ Pi } .
Proposition 32. Given a symplectic (n, k)-tree P , the following are equivalent:
1. the symplectic (n, k)-stratum SspP is non-empty ,
2. depthP (i) + co-depthP (i) + 1 ≤ cardP (i) for every i = 1, . . . , k.
Proof. The proof is analogous to that of proposition 22. Denote by Ci(P ,X) the
linear span of the columns of (X)j of X with j < i and Pj ⊂ Pi, and by C i(P,X)
the linear span of the columns of (X)j of X with j < i and Pj ⊂ Pi. Assume SspP is
non-empty and take X ∈ S˜spP . The key point is that EPi must contain the subspace
Ci(P ,X)⊕ C i(P,X)⊕ 〈(X)i〉 ,
whose dimension is depthP (i) + co-depthP (i) + 1. ⊔⊓
This motivates the definition
Definition 6. We say that a symplectic (n, k)-tree P is symplectic consistent iff
depthP (i) + co-depthP (i) + 1 ≤ cardP (i) for every i = 1, . . . , k. When depthP (i) +
co-depthP (i) + 1 = cardP (i) we shall say that Pi is a full isotropic node of P .
We are now going to prove that symplectic strata are always closed manifolds.
Proposition 33. Given a symplectic consistent (n, k)-tree P , the symplectic (n, k)-
stratum SspP is a compact connected manifold (without boundary) of dimension
dim(P ) = −k − κ(P )− µ(P ) +
k∑
i=1
cardP (i) , where (10)
κ(P ) := #{ (i, j) : 1 ≤ i < j ≤ k, Pi ⊆ Pj } , and
µ(P ) := #{ (i, j) : 1 ≤ i < j ≤ k, Pi ⊆ Pj } .
The stratum S˜spP is also a compact manifold without boundary of the same dimension,
which in general may be disconnected.
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Proof. Consider the linear space Ŝ2n,k(P ) defined in the proof of proposition 24, and
the sets Σ, Γ where
Σ = { (i, j) : 1 ≤ i < j ≤ k, Pi ⊆ Pj } ,
Γ = { (i, j) : 1 ≤ i < j ≤ k, Pi ⊆ Pj } .
Then define Φ : Ŝ2n,k(P )→ Rk × RΣ × RΓ by
Φ(X) =
( { ‖(X)i‖2 − 1 }1≤i≤k , { (X)i · (X)j }(i,j)∈Σ , { J(X)i · (X)j }(i,j)∈Γ )
Notice that S˜spP = Ŝ2n,k(P )∩Ospn,k = Φ−1(0, 0). To finish the proof it is enough showing
that every point X ∈ S˜spP is a regular point of Φ, in the sense that the derivative
DΦX : Ŝ2n,k(P )→ Rk × RΣ × RΓ is surjective. Then S˜spP being a regular level set of Φ
will be a closed manifold of the claimed dimension. The derivative of Φ is explicitly
given by
DΦX(Y ) = ( { 2 (X)i · (Y )i }1≤i≤k ,
{ (X)i · (Y )j + (Y )i · (X)j }(i,j)∈Σ ,
{ J(X)i · (Y )j + J(Y )i · (X)j }(i,j)∈Γ
)
.
Given (d, c, e) =
( { di }1≤i≤k , { ci,j }(i,j)∈Σ , { ei,j }(i,j)∈Γ ) ∈ Rk × RΣ × RΓ, we shall
prove by induction that there is a matrix Y ∈ Matn×k(R) such thatDΦX(Y ) = (d, c, e).
Fix X ∈ S˜spP = Φ−1(0, 0) and consider the following property in the index i: there are
vectors Y1, . . . , Yi in Rn such that
1. 2 (X)j · Yj = dj, for all j = 1, . . . , i,
2. (X)s · Yj + Yi · (X)j = ds,j, for all (s, j) ∈ Σ with j ≤ i,
3. J(X)s · Yj + JYi · (X)j = es,j, for all (s, j) ∈ Γ with j ≤ i,
4. Yi ∈ EPi, for all i = 1, . . . , k.
For i = 1 this is true: condition (2) and (3) are empty, and condition(1) is obvious
because (X)1 6= 0. Assume this property holds for i − 1 with vectors Y1, . . . , Yi−1.
To find Yi such that (1) and (2) above hold, we have to solve the following system of
equations in the unknown Yi ∈ EPi .
2 (X)i · Yi = di
(X)j · Yi = c′j,i for every (j, i) ∈ Σ
J(X)j · Yi = e′j,i for every (j, i) ∈ Γ
,
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where c′j,i = dj,i − (X)i · Yj and e′j,i = ej,i + J(X)i · Yj are already determined. This
system has a solution because the columns of X and JX are orthogonal. In particular,
the columns (X)i, (X)j with (j, i) ∈ Σ and J(X)j with (j, i) ∈ Γ form an orthonormal
system in EPi. Therefore property above holds for i, which completes the induction
and proves that DΦX is surjective.
The connectedness of strata SspP is proved as in proposition 24. ⊔⊓
Corollary 4. Let P be a symplectic consistent (n, k)-tree and 2 ≤ i ≤ k. Then the
node Pi is full isotropic in P iff dimS
sp
πi(P )
= dimSspπi−1(P ).
Definition 7. We say that a symplectic consistent (n, k)-tree P is symplectically irre-
ducible iff each full isotropic node Pi is a root of P .
The partial order among symplectic (n, k)-trees is the same Q ≤ P iff Qi ⊆ Pi for
every i = 1, . . . , k. Then the following monotony is obvious.
Proposition 34. Given symplectic (n, k)-trees P,Q, if P ≤ Q then SspP ⊆ SspQ . In
particular, dimSspP ≤ dim SspQ .
Concatenation of symplectic trees P ⋄ Q is defined when their full supports are
disjoint, i.e., ŝupp(P ) ∩ ŝupp(Q) = ∅.
Proposition 35. Given two symplectic trees P and Q with disjoint full supports,
S˜spP⋄Q ≃ S˜spP × S˜spQ .
Corollary 5. For any symplectic tree P whose roots satisfy P̂i ∩ P̂j = ∅ for every pair
of distinct roots Pi, Pj, S˜
sp
P is diffeomorphic to the cartesian product of its connected
component strata. In particular, dimSspP is the sum of dimensions of the connected
component strata of P .
Given a symplectic (n, k)-tree P , we denote by P ∗ = (P ∗1 , . . . , P
∗
k ) the tree obtained
from P as follows: if P is symplectically irreducible then we set P ∗ := P . Otherwise
take the first i = 1, . . . , k such that depthP (i) + co-depthP (i) + 1 = cardP (i) and Pi is
not a root of P . Define P ′ = (P ′1, . . . , P
′
k) setting P
′ = (P ′1, . . . , P
′
k) setting
P ′j =
{
Pj if 1 ≤ j ≤ i
Pj − P̂i otherwise .
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It is not difficult to check that P ′ is still a symplectic (n, k)-tree with P ′ ≤ P . If
it is symplectically irreducible we set P ∗ := P ′. Otherwise we repeatedly apply this
procedure until we reach a symplectically irreducible tree, which we set to be P ∗.
We denote by Kspn,k the set of all symplectic consistent and symplectically irreducible
(n, k)-trees. Then P 7→ P ∗ is a projection operator mapping symplectic consistent
(n, k)-trees onto the set Kspn,k.
Proposition 36. For any symplectic consistent (n, k)-tree P , SspP = S
sp
P∗.
Proof. The inclusion SspP ∗ ⊆ SspP follows because P ∗ ≤ P . For the reverse inclusion it
is enough proving that SspP ⊆ SP ′ for each one step operation P 7→ P ′ in the symplectic
reduction procedure. Take X ∈ S˜spP . We shall use the notation introduced in the
proof of proposition 32. Let i = 1, . . . , k be the first index such that depthP (i) +
co-depthP (i) + 1 = cardP (i). Then Ci(P,X)⊕C i(P ,X)⊕ 〈(X)i〉 = EPi and for every
j such that j > i, because X is unitary, we have (X)j ∈ EPj−P̂i = EP ′j . Therefore
X ∈ S˜sp
P ′
. ⊔⊓
This means that restricting to symplectic irreducible trees we still get all symplectic
(n, k)-strata .
Proposition 37. If P ,Q ∈ Kspn,k, P ≤ Q and dimSP = dimSQ then P = Q.
Because this section is already long we omit the proof of this and of the following
propositions, which are simple adaptations of the general case arguments.
There is a unique maximum symplectic tree in Kspn,k, which corresponds to take
Pi = {1, . . . , 2n} for every i = 1, . . . , k. We have SspP = Fspn,k and S˜spP = Ospn,k for the
maximum stratum. The dimension of SspP is k (2n− k).
There are many minimal trees in (Kspn,k,≤). They are the symplectic trees where
each Pi is a singular set, Pi = {ni}, i.e., P = ({n1}, {n2}, . . . , {nk}). The set
{n1, n1, n2, n2, . . . , nk, nk} must be formed by 2k-distinct elements from {1, 2, . . . , 2n}.
The minimal symplectic trees correspond to zero dimensional strata: SspP is a one point
set, while S˜spP is a set with 2
k points.
Proposition 38. Given trees P,Q ∈ Kspn,k, then either SspP ∩SspQ = ∅ or else the infimum
P ∧Q exists in (Kspn,k,≤) and SspP ∩ SspQ = SspP∧Q.
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Proposition 39. Given P ∈ Kspn,k with dimSspP < dimFspn,k there is P ′ ∈ Kspn,k such that
P ≤ P ′ and dim Ssp
P ′
= 1 + dimSspP .
We define S˜n,k := { SspP : P ∈ Kspn,k } and S˜n,k := { S˜spP : P ∈ Kspn,k }. Collecting
information above we see that
Proposition 40. S
sp
n,k is a stratification on F
sp
n,k, while S˜
sp
n,k is a stratification on O
sp
n,k
with possibly disconnected strata.
13 Invariance of the Stratifications
The aim of this section is to establish the invariance of the previous section’ strati-
fications under both the diffeomorphisms ϕA and the gradient flows of the functions
QA,b.
Proposition 41. The stratification Sn,k is invariant under ϕA for any given A ∈ Hn.
Proof. Given P ∈ Kn,k it is enough seeing that S˜P = ϕA(S˜P ) in order to prove that
SP is invariant under ϕA. Take X ∈ S˜P . We need to prove that (A∗X)i ∈ EPi, for every
i = 1, . . . , k, which is done by induction. We shall write x
.
= y to express colinearity of
the vectors x and y. For i = 1 we have (A∗X)1 .= A (X)1 ∈ EP1 because AEP1 = EP1 .
Assume now that (A ∗ X)j ∈ EPj for every j < i, and let I = { j < i : Pj ⊆ Pi }.
Using this assumption we get
(A ∗X)i .= (AX)i −
∑
j<i
(AX)i · (A ∗X)j
‖(A ∗X)j‖2
(A ∗X)j
= A (X)i −
∑
j∈I
A (X)i · (A ∗X)j
‖(A ∗X)j‖2
(A ∗X)j︸ ︷︷ ︸
∈EPj⊆EPi
,
which proves that (A∗X)i ∈ EPi because AEPi = EPi . The invariance in the symplec-
tic case follows from the general invariance, because the submanifold Fspn,k of F2n,k is
invariant under the diffeomorphism ϕA : F2n,k → F2n,k and by definition of symplectic
strata SspP = SP ∩ Fspn,k. ⊔⊓
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We consider the manifolds On,k and O
sp
n,k with Riemannian metrics induced from
the Hilbert-Schmidt inner product on the respective matrix spaces, Matn×k(R) and
Mat2n×k(R). Then, using the covering mappings p : On,k → Fn,k and p : Ospn,k → Fspn,k,
we project these Riemannian structures onto the flag manifolds Fn,k and F
sp
n,k.
Proposition 42. The stratification Sn,k is invariant under the gradient flow of the
function QA,b : Fn,k → R for any A ∈ Hn and b ∈ Rk.
Proof. We have only to prove that that the gradient of QA,b is tangent to Fn,k, and
we shall do it on the covering space On,k. It is enough to prove this proposition for
the function QA : On,k → R, because of (7) and the fact that the derivatives of the the
projections πi are self-adjoint operators (see the proof of proposition 17). The matrix
PX = I−X X t ∈ Matn×n(R) represents the orthogonal projection onto the orthogonal
complement 〈X〉⊥ of the linear space spanned by the columns of X . Consider a (n, k)-
stratum P and let Ŝn,k(P ) denote the linear space defined in proposition 24. Then
S˜P = Ŝn,k(P ) ∩ On,k and TX S˜P = Ŝn,k(P ) ∩ TXOn,k. By lemma 2, where we have
computed the gradient of QA, we only need to prove that
X ∈ S˜P ⇒ PX A2X ∈ Ŝn,k(P ) .
Take X ∈ S˜P so that (X)i ∈ EPi for every i = 1, . . . , k. Because the linear spaces Ei
are eigen-directions of the symmetric matrix A it follows that A2X ∈ Ŝn,k(P ). Whence
it is enough to show that PX EPi ⊂ EPi , for every i = 1, . . . , k. Let us say that a basis
(w1, . . . , wn) of Rn is adapted to P when each space EPi is spanned by the vectors wj
(1 ≤ j ≤ n) with wj ∈ EPi. By induction in k we can easily prove that the columns of
X ∈ S˜P can always be extended to form a basis (w1, . . . , wn) adapted to P . Therefore
for every j = 1, . . . , n, either P wj = 0 (when wj is a column of X), or else P wj = wj,
which implies that PX EPi ⊂ EPi.
The invariance in the symplectic case follows from the general invariance, because
the submanifold Fspn,k of F2n,k is invariant under the gradient flow of QA,b : F2n,k → R
and by definition of symplectic strata SspP = SP ∩ Fspn,k.
⊔⊓
14 The Stratifications Skeleton Graphs
In this section we describe the structure of zero and one dimensional strata.
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Given 1 ≤ k ≤ n we denote by Sn,k the set of all permutations π = (π1, . . . , πk)
with length k of the set {1, 2, . . . , n}. Sn,k is a set with n!/(n − k)! elements. When
k = n we write Sn instead of Sn,n. This set has a group structure: it is the so called
nth symmetric group. Given a permutation π ∈ Sn,k we denote by π the (n, k)-stratum
π := ({π1}, {π2}, . . . , {πk}), we denote by Vπ the flag in Fn,k defined by
Vπ = (Eπ1, Eπ1 ⊕ Eπ2, . . . , Eπ1 ⊕ · · · ⊕ Eπk ) ,
and we denote by Xπ any matrix in On,k whose i
th-column belongs to Eπi (1 ≤ i ≤ k).
There are 2k such matrices, all them in the coset Xπ Dk. We have p(Xπ) = Vπ ∈ Sπ.
Proposition 43. A stratum P ∈ Kn,k has dimension zero iff there is a permutation
π ∈ Sn,k such that P = π.
This shows that the correspondence π 7→ π is one-to-one from Sn,k onto the set of
zero dimensional strata in Kn,k.
For the symplectic case we make the following definition: A permutation π ∈ S2n,k is
called isotropic iff the set { πi (modn) : i ∈ {1, . . . , k} } has k distinct elements in Zn.
We denote by Sspn,k the set of all (2n)(2n− 2) · · · (2n − 2k + 2) isotropic permutations
of length k. We say that π ∈ S2n is an isotropic permutation iff πi = πi for every
every i = 1, 2, . . . , 2n, where i = i+ n(mod 2n). We denote by Sspn the subgroup of all
isotropic permutations in S2n. This group has order 2
nn!. When k = n the set Sspn,n can
be identified with the group Sspn because each permutation of length n in S
sp
n,n can be
uniquely extended to an isotropic permutation in Sspn . Given an isotropic permutation
π ∈ Sspn,k, the flag Vπ is isotropic, i.e., Vπ ∈ Fspn,k, the matrix Xπ ∈ O2n,k is unitary, i.e.,
Xπ ∈ Ospn,k, and the same relation p(Xπ) = Vπ ∈ Sspπ holds.
Proposition 44. A symplectic stratum P ∈ Kspn,k has dimension zero iff there is an
isotropic permutation π ∈ Sspn,k such that P = π.
Therefore π 7→ π is a one-to-one correspondence from Sspn,k onto the set of zero
dimensional strata in Kspn,k.
We now turn our attention to one-dimensional strata.
Proposition 45. A stratum P ∈ Kn,k has dimension one iff either
1. supp(P ) has k + 1 elements, all but one node has exactly one element, while the
exceptional node has two elements, or else
43
2. supp(P ) has k elements, all but two nodes have exactly one element, while the
two exceptional nodes share the same two elements.
In any case SP is diffeomorphic to a circle and contains exactly two zero dimensional
strata.
Proof. Assume dimSP = 1 and look at the dimensions dimSπi(P ) (1 ≤ i ≤ k).
We see at once that there is exactly one index i for which Pi is not a full node of P .
We have dim Sπj(P ) = 1 for all j ≥ i and dimSπj(P ) = 0 for all j < i. Recall that
full nodes are roots because we have assumed that P ∈ Kn,k. For j < i the node
Pj is root corresponding to a zero dimensional connected component subtree, whence
it has exactly one element. The node Pi must have exactly two distinct elements,
different from all elements in the previous nodes, because dimSπi(P ) = 1. We have two
possibilities: either for some j > i, Pj is a root with the same two elements in Pi, and
we are in case 1., or else every Pj with j > i is a root with exactly one element (distinct
fro the previous ones), and we are in case 2..
The stratum SP is diffeomorphic to Sπi(P ) through the projection πi, but this is
clearly diffeomorphic to the (2, 1)-stratum of the tree Q = ({1, 2}), and a simple
computation shows SQ is the projective line, therefore a circle. The fact that there is
only room for two zero dimensional strata inside SP is obvious. ⊔⊓
We say that two distinct permutations π, π′ ∈ Sn,k are linked iff there is a one-
dimensional stratum P ∈ Kn,k such that P contains π and π′. With this linking
relation Sn,k becomes a graph that we refer as the skeleton graph of the stratification
Sn,k. We shall use the notation R(π) = {π1, . . . , πk} and C(π) = {1, . . . , n} − R(π).
Proposition 46. Given two permutations π, π′ ∈ Sn,k, π and π′ are linked iff either
(1) there is some (i, j) ∈ {1, . . . , k} ×C(π) such that π′ is obtained from π replacing
πi by j, or else
(2) there is a pair (i, j) with 1 ≤ i < j ≤ k such that π′ is obtained from π switching
the entries πi and πj of π.
Proof. Assume π, π ∈ Sn,k are linked, and let P ∈ Kn,k be the one-dimensional tree
whose stratum contains both π and π′. Case 1. of proposition 45 implies case (1) here,
while case 2. of proposition 45 implies case (2) here. The converse is also clear. ⊔⊓
Next we prove that the skeleton graph of the stratification Sn,k is a regular graph
whose degree is the dimension of the flag manifold Fn,k.
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Proposition 47. Sn,k is a regular graph of degree d = k (2n− k − 1)/2.
Proof. By proposition 46, the degree of graph Sn,k at π is the number of pairs (i, j) in
case (2), which is k (k−1)/2, plus the number of pairs (i, j) in case (1), which is k (n−k).
Therefore the degree of graph Sn,k at π is d = k (k−1)/2+k (n−k) = k (2n−k−1)/2.
⊔⊓
With a straightforward adaptation of the argument used in the proof of proposi-
tion 45 we can show that:
Proposition 48. A symplectic stratum P ∈ Kspn,k has dimension one iff either
1. supp(P ) has k + 1 elements, all but one node Pi has exactly one element and
is a full isotropic node in P , while the exceptional node Pi has two elements
Pi = {a, b}, or else
2. supp(P ) has k elements, all but two nodes Pi, Pj (i < j) have exactly one element
and are full isotropic nodes in P , while the two exceptional nodes Pi, Pj share the
same two elements Pi = Pj and Pj is a full isotropic node in P , or else
3. supp(P ) has k + 2 elements, all but two nodes Pi, Pj (i < j) have exactly one
element and are full isotropic nodes in P , while the two exceptional nodes Pi, Pj
are such that Pi ∩ Pj = ∅, Pi = Pj and Pj is a full isotropic node in P .
In any case SP is diffeomorphic to a circle and contains exactly two zero dimensional
symplectic strata.
We say that two distinct isotropic permutations π, π′ ∈ Sspn,k are linked iff there is
a one-dimensional stratum P ∈ Kspn,k such that P contains π and π′. With this linking
relation Sspn,k becomes a graph that we refer as the skeleton graph of the stratification
S
sp
n,k. As before we write R(π) = {π1, . . . , πk} and i = i+ n (mod 2n).
Proposition 49. Given two permutations π, π′ ∈ Sspn,k, π and π′ are linked iff one of
the following cases occurs:
(1) there is 1 ≤ i ≤ k such that π′ is obtained from π replacing πi by πi;
(2) there are 1 ≤ i ≤ k and j /∈ R(π)∪R(π) such that π′ is obtained from π replacing
πi by j.
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(3) there are 1 ≤ i < j ≤ k such that π′ is obtained from π switching πi with πj;
(4) there are 1 ≤ i < j ≤ k such that π′ is obtained from π replacing πi by πj and πj
by πi;
Proof. Assume π, π ∈ Sspn,k are linked, and let P ∈ Kspn,k be the one-dimensional tree
whose symplectic stratum contains both π and π′. Case 1. of proposition 48 with
Pi = {a, b} and b = a implies case (1) here; case 1. of proposition 48 with Pi = {a, b}
and b 6= a implies case (2) here; case 2. of proposition 48 implies case (3) here, and
finally case 3. of proposition 48 implies case (4) here. ⊔⊓
Proposition 50. Sspn,k is a regular graph of degree d = k (2n− k).
Proof. By proposition 49, the degree of graph Sspn,k at π is the sum of the numbers of
pairs (i, j) in each of the four cases (1)-(4) above. These numbers are: k (k − 1)/2 in
case (3), k in case (1), k (k−1)/2 again in case (4) and k (2n−2k) in case (2). Therefore
the degree of graph Sspn,k at π is d = k (k−1)/2+k+k (n−k) = k (2n−2k) = 2nk−k2.
⊔⊓
15 Oriented Skeleton Graphs
In the sequel we use the order of the eigendirections E = {Ei}i of the group Hn fixed in
the beginning of section 12. Given a positive definite matrix A ∈ Hn, we say that E is
A-ordered iff denoting by λi(A) the eigenvalue of A associated with the eigenspace Ei
we have λm(A) ≥ λm−1(A) ≥ . . . ≥ λ2(A) ≥ λ1(A), where m = n or m = 2n (in the
symplectic case). We denote by Hn(E) the subset of all matrices A ∈ Hn such that E is
A-ordered. In all statements of this and the following section where a matrix A ∈ Hn
plays a role we shall assume that A ∈ Hn(E).
Next we are going to introduce orientations on Sn,k and S
sp
n,k which will make them
oriented graphs with no cycles.
Definition 8. Given two permutations π, π′ ∈ Sn,k, we say that π leads to π′, and
write π  π′, iff either
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(1) there is (i, j) ∈ {1, . . . , k} × C(π) with πi < j such that π′ is obtained from π
replacing πi by j, or else
(2) there is (i, j) with 1 ≤ i < j ≤ k, πi < πj and π′ is obtained from π switching the
entries πi and πj.
Definition 9. Given two permutations π, π′ ∈ Sn,k, we say that π precedes π′ iff
either
(1) there is (i, j) ∈ {1, . . . , k}×C(π) with j = πi+1, and π′ obtained from π replacing
πi by j, or else
(2) there is a pair (i, j) with 1 ≤ i < j ≤ n, πi < πj, π′ obtained from π switching
the entries πi and πj, for which no s ∈ {1, . . . , k} exists with πi < πs < πj.
Comparing the definition of the ”leads-to” relation with proposition 46 we see that
given π, π′ ∈ Sn,k, π and π′ are linked iff either π leads to π′ or else π′ leads to π. In
other words, the ”leads-to” relation orients each and every edge of Sn,k, making it an
oriented graph, with an oriented edge from π to π′ whenever π  π′. The ”precede”
relation determines a subgraph of Sn,k with an an oriented edge from π to π
′ whenever
π precedes π′.
Lemma 8. Given π, π′ ∈ Sn,k, if π leads to π′ then there is a sequence of permutations
π(0), π(1), . . . , π(m) in Sn,k such that
1. π = π(0) and π′ = π(m),
2. π(i) precedes π(i+1), for i = 0, 1, . . . , m− 1.
This lemma proves that the transitive closures of relations ”leads-to” and ”precede”
do coincide. We shall denote this transitive closure by ≺, and write π  π′ iff π = π′
or π ≺ π′.
Given a permutation π ∈ Sn,k, consider the set Σn,k(π) of all pairs (i, j) satisfying
either one of the following conditions:
(1) 1 ≤ i ≤ k, j /∈ C(π) and πi > j;
(2) 1 ≤ i < j ≤ k and πi > πj ,
47
and define the function H : Sn,k → N by H(π) := #Σn,k(π). Note that H(π) counts
the number of oriented edges of Sn,k which arrive at the vertex π. Later we shall see
(c.f. propositions 55 and 56) that H(π) is exactly the dimension of the stable manifold
at Vπ of the diffeomorphism ϕA : Fn,k → Fn,k and of the gradient flow of the function
QA,b : Fn,k → R, for any matrix A ∈ Hn(E) with simple spectrum.
Lemma 9. Given π, π′ ∈ Sn,k, if π precedes π′ then H(π′) = H(π) + 1.
Corollary 6. Given π, π′ ∈ Sn,k, if π ≺ π′ then H(π) < H(π′).
Corollary 7. The oriented graph Sn,k has no cycles. Therefore,  is a partial order
on Sn,k.
Figure 2: The graphs S4,2 and S4,4
We now turn our attention to the symplectic case. Let R(π) = {π1, . . . , πk}, and
Ĉ(π) := {1, . . . , 2n} −
(
R(π) ∪ R(π)
)
. Consider on Z2n = {1, 2, . . . , 2n} the following
order
1 ⊳ 2 ⊳ · · · ⊳ n ⊳ 2n ⊳ 2n− 1 ⊳ · · · ⊳ n+ 1 .
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Definition 10. Given two permutations π, π′ ∈ Sspn,k, we say that π leads to π′, and
write π  π′, iff one of the following cases occurs:
(1) there is 1 ≤ i ≤ k such that πi ⊳ πi and π′ is obtained from π replacing πi by πi;
(2) there are 1 ≤ i ≤ k and j ∈ Ĉ(π) such that πi ⊳ j and π′ is obtained from π
replacing πi by j;
(3) there are 1 ≤ i < j ≤ k such that πi ⊳ πj and π′ is obtained from π switching πi
with πj;
(4) there are 1 ≤ i < j ≤ k such that πi ⊳ πj and π′ is obtained from π replacing πi
by πj and πj by πi.
Definition 11. Given two isotropic permutations π, π′ ∈ Sspn,k, we say that π precedes
π′ iff any one of the following situations occurs:
(1) there is 1 ≤ i ≤ k such that πi and πi are consecutive elements for ⊳ (which
implies πi = n and πi = 2n), and π
′ is obtained from π replacing πi by πi;
(2) there are 1 ≤ i ≤ k and j ∈ C(π) such that πi and j are consecutive elements for
⊳, and π′ is obtained from π replacing πi by j;
(3) there are 1 ≤ i < j ≤ k such that πi ⊳πj, no s ∈ {1, . . . , k} exists with πi ⊳πs ⊳πj,
and π′ is obtained from π exchanging πi with πj;
(4) there are 1 ≤ i < j ≤ k such that πi and πj are consecutive elements for ⊳, and
π′ is obtained from π replacing πi by πj and πj by πi.
Comparing the definition of the ”leads-to” relation with proposition 49 we see that
given π, π′ ∈ Sspn,k, π and π′ are linked iff either π leads to π′ or else π′ leads to π. In
other words, the ”leads-to” relation orients each and every edge of Sspn,k, making it an
oriented graph, with an oriented edge from π to π′ whenever π  π′. The ”precede”
relation determines a subgraph of Sspn,k with an an oriented edge from π to π
′ whenever
π precedes π′.
Lemma 10. Given π, π′ ∈ Sspn,k, if π leads to π′ then there is a sequence of permutations
π(0), π(1), . . . , π(m) in Sn,k such that
1. π = π(0) and π′ = π(m),
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2. π(i) precedes π(i+1), for i = 0, 1, . . . , m− 1.
This lemma proves that the transitive closures of relations ”leads-to” and ”precede”
do coincide. We shall denote this transitive closure by ≺, and write π  π′ iff π = π′
or π ≺ π′.
Given a isotropic permutation π ∈ Sspn,k, consider the set Σn,k(π) of all pairs (i, j)
satisfying either one of the following conditions:
(1) 1 ≤ i ≤ k, j = i+ n and πi ⊲ πi+n;
(2) 1 ≤ i ≤ k, j /∈ Ĉ(π) and πi ⊲ j;
(3) 1 ≤ i < j ≤ k and πi ⊲ πj ;
(4) 1 ≤ i < j ≤ k and πi ⊲ πj+n ,
and define the function Hsp : Sspn,k → N by Hsp(π) := #Σn,k(π). As in the general
context, Hsp(π) counts the number of oriented edges of Sspn,k which arrive at the vertex
π. We shall see (c.f. propositions 57 and 58) that Hsp(π) is exactly the dimension of
the stable manifold at Vπ of the diffeomorphism ϕA : F
sp
n,k → Fspn,k and of the gradient
flow of the function QA,b : F
sp
n,k → R, for any matrix A ∈ Hn(E) with simple spectrum.
Lemma 11. Given π, π′ ∈ Sspn,k, if π precedes π′ then Hsp(π′) = Hsp(π) + 1.
Corollary 8. Given π, π′ ∈ Sspn,k, if π ≺ π′ then Hsp(π) < Hsp(π′).
Corollary 9. The oriented graph Sspn,k has no cycles. Therefore  is a partial order on
Sspn,k.
The partial ordered sets (Sn,k,) and (Sspn,k,) are not lattices for k > 1. For
instance, π = (4, 1) and π′ = (2, 3) do not have a greatest lower bound (g.l.b.), nor a
least upper bound (l.u.b.), neither in S4,2 nor in S
sp
2,2. However, many subsets of Sn,k
and Sspn,k have g.l.b. and l.u.b.
Proposition 51. Given a tree P ∈ Kn,k, resp. an isotropic tree P ∈ Kspn,k, the set of
all permutations π ∈ Sn,k, resp. π ∈ Sspn,k, such that π ≤ P has a g.l.b. and l.u.b. in
(Sn,k,), resp. (Sspn,k,).
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Figure 3: The graph Ssp2,2
Proof. The proof goes by induction in k. Let AP := { π ∈ Sn,k : π ≤ P }. For k = 1
P = (P1), and the permutations π = g.l.b.AP and π
′ = l.u.b.AP are simply defined
by π1 := minP1 and π
′
1 := maxP1. In the symplectic case we must use the order ⊳.
Assume now that the statement of this proposition holds for k− 1, and take P ∈ Kn,k.
By induction hypothesis there exist π = g.l.b.Aπk−1(P ) and π
′ = l.u.b.Aπk−1(P ). We
define πk := minPk−R(π) and π′k := maxPk−R(π), and set π := (π1, . . . , πk−1, πk) and
π′ := (π′1, . . . , π
′
k−1, π
′
k). Then it is easily checked that π = g.l.b.AP and π
′ = l.u.b.AP .
In the symplectic case we proceed as above but taking πk := minPk − (R(π) ∪ R(π))
and π′k := maxPk − (R(π) ∪ R(π)). ⊔⊓
We shall use the following notation
∧P = g.l.b.{ π ∈ Sn,k : π ≤ P } ,
∨P = l.u.b.{ π ∈ Sn,k : π ≤ P } .
Proposition 52. Given A ∈ Hn(E) with simple spectrum, b ∈ Rk+ with bk > . . . > b1 >
0, and a tree P ∈ Kn,k, resp. an isotropic tree P ∈ Kspn,k, let π = ∧P and π′ = ∨P .
Then denoting by lebP the Lebesgue measure on SP ,
(a) Vπ is the unique attractive fixed point for both ϕA : Fn,k → Fn,k and the gradient
flow of QA,b : Fn,k → R over the invariant stratum SP . Moreover, for both these
dynamical systems, Vπ is the ω-limit of lebP -almost every flag V ∈ SP ;
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(b) Vπ′ is the unique repeller fixed point for both ϕA : Fn,k → Fn,k and the gradient
flow of QA,b : Fn,k → R over the invariant stratum SP . Moreover, for both these
dynamical systems, Vπ′ is the α-limit of lebP -almost every flag V ∈ SP .
16 Morse Functions
In this final section we prove that QA,b : Fn,k → R are Z2-perfect Morse functions.
Proposition 53 (Fixed Points). Given A ∈ Hn with simple spectrum and V ∈ Fn,k,
resp. V ∈ Fspn,k, V = ϕA(V ) iff V = Vπ for some permutation π ∈ Sn,k, resp. isotropic
permutation π ∈ Sspn,k.
Proof. Follows from lemma 4. ⊔⊓
In particular ϕA : Fn,k → Fn,k has n!/(n − k)! fixed points, while ϕA : Fspn,k → Fspn,k
has (2n)(2n− 2) · · · (2n− 2k + 2) fixed points.
Proposition 54 (Critical Points). Given A ∈ Hn with simple spectrum and V ∈ Fn,k,
resp. V ∈ Fspn,k, V is a critical point of QA,b iff V = Vπ for some permutation
π ∈ Sn,k, resp. isotropic permutation π ∈ Sspn,k.
Proof. Follows from lemma 18. ⊔⊓
In particular QA,b : Fn,k → R has n!/(n− k)! critical points, while QA,b : Fspn,k → R
has (2n)(2n− 2) · · · (2n− 2k + 2) critical points.
We use abstract lemmas to compute the eigenvalues at the fixed and critical points.
Assume E ⊂ Rn is an A-invariant 2-dimensional plane, and define S1(E) = { x ∈ E :
‖x‖ = 1 }, and φA : S1(E) → S1(E) by φA(x) = Ax/ ‖Ax‖. Denote by λi (i = 1, 2)
the eigenvalues of A on E, and by vi (i = 1, 2) the corresponding eigenvectors of A,
i.e., Avi = λi vi, with vi ∈ E and ‖vi‖ = 1.
Lemma 12. If the eigenvalues are distinct, λ1 6= λ2, then φA : S1(E) → S1(E) has
four fixed points: ± v1 and ± v2. The eigenvalues of φA are: λ2/λ1 at ± v1, and λ1/λ2
at ± v2.
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Consider the function q : S1(E)→ R, q(x) = c
2
‖Ax‖2.
Lemma 13. If the eigenvalues are distinct, λ1 6= λ2, then q : S1(E) → R has four
critical points: ± v1 and ± v2. The eigenvalues of the Hessian of q are: c ((λ2)2−(λ1)2)
at ± v1, and c ((λ1)2 − (λ2)2) at ± v2.
Consider now the function q : O(2, E) → R, q(X) = 1
2
‖AX Dc‖2, where O(2, E)
is the space of orthogonal linear maps X : R2 → E onto the 2-plane E, and Dc =(
c1 0
0 c2
)
with c1 > c2 > 0.
Lemma 14. If the eigenvalues are distinct, λ1 6= λ2, then q : O(2, E) → R has four
critical points: ± v1 and ± v2. The eigenvalues of the Hessian of q are: c ((λ2)2−(λ1)2)
at ± v1, and c ((λ1)2 − (λ2)2) at ± v2, where c = (c1)2 − (c2)2 > 0.
Given two linked permutations π, π′ ∈ Sn,k there is a unique one-dimensional
stratum containing π and π′. We shall denote it by E(π, π′). By proposition 46
in case (1) Ei(π, π
′) = {πi, j} and Es(π, π′) = {πs} for s 6= i, while in case (2)
Ei(π, π
′) = Ej(π, π
′) = {πi, πj} and Es(π, π′) = {πs} for s /∈ {i, j}. π and π′ are
the unique zero dimensional strata contained in the circle stratum E(π, π′). These cor-
respond to attractive and repelling fixed points on E(π, π′) for both ϕA and the gradient
flow of QA,b. In the following propositions λi will always denote the eigenvalue of the
given matrix A ∈ Hn associated with the eigendirection Ei.
Given a permutation π ∈ Sn,k we call eigenvector basis at Vπ ∈ Fn,k to any basis
of TVpiFn,k whose vectors are tangent to the one dimensional strata SE(π,π′) containing
π = {Vπ}. A similar definition is given for every isotropic permutation π ∈ Sspn,k.
Proposition 55 (Jacobian at the Fixed Points). Given π ∈ Sn,k, the Jacobian matrix
D(ϕA)Vpi is a diagonal matrix w.r.t. any eigenvector basis at Vπ with the following
eigenvalues:
1. λj/λπi for every pair 1 ≤ i ≤ k, j ∈ {1, . . . , n} − R(π),
2. λπj/λπi for every pair 1 ≤ i < j ≤ k.
The Jacobian D(ϕA)Vpi has H(π) eigenvalues λ with λ > 1 and d−H(π) eigenvalues
λ with 0 ≤ λ < 1, where d = k (2n− k − 1)/2 = dimOn,k.
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Proof. We have to compute the eigenvalue of the Jacobian matrix D(ϕA)Vpi along the
each eigen-direction tangent to an invariant one-dimensional stratum SE(π,π′) with π
′
linked to π. There are two cases according to proposition 46. Consider the A-invariant
2-plane: E = E{πi,j} in case (1), and E = E{πi,πj} in case (2), and the projection
p : S˜E(π,π′) → S1(E) defined by p(X) = (X)i in both cases. We can easily check that
p ◦ ϕA = φA ◦ p. This shows that the eigenvalue of ϕA at the fixed point Xπ (along
S˜E(π,π′)) coincides with the eigenvalue of φA at p(Xπ), and the claimed eigenvalues
follow from lemma 12. ⊔⊓
Proposition 56 (Hessian at the Critical Points). Given π ∈ Sn,k, the Hessian matrix
Hess(QA,b)Vpi is a diagonal matrix w.r.t. any eigenvector basis at Vπ with the following
eigenvalues:
1. 2 k−1 b2i ( (λj)
2 − (λπi)2 ) for every pair 1 ≤ i ≤ k, j ∈ {1, . . . , n} − R(π),
2. 2 k−1 (b2i − b2j ) ( (λπj)2 − (λπi)2 ) for every pair 1 ≤ i < j ≤ k.
The Hessian Hess(QA,b)Vpi has H(π) positive eigenvalues and d−H(π) negative eigen-
values, where d = k (2n− k − 1)/2 = dimOn,k.
Proof. We have to compute the eigenvalue of the Hessian matrix Hess(QA,b)Vpi along
the each eigen-direction tangent to an invariant one-dimensional stratum SE(π,π′) with
π′ linked to π. There are two cases according to proposition 46. Let E be the 2-plane
defined in the proof of proposition 55. In case (2) consider the projection p : S˜E(π,π′) →
O(2, E) defined by
p(X)(u1, u2) = (X)i u1 + (X)j u2 .
We can easily check that for X over S˜E(π,π′)
QA,b(X) =
1
k
k∑
i=1
b2i ‖(AX)i‖2
= const +
b2i
k
‖(AX)i‖2 +
b2j
k
‖(AX)j‖2
= const +
1
2
‖Ap(X)Dc‖2 = const + (q ◦ p)(X)
where ci := 2 b
2
i /k > cj := 2 b
2
j/k > 0, and q(Y ) =
1
2
‖AY Dc‖2, for Y ∈ O(2, E). This
shows that the eigenvalue of Hess(QA,b)X along S˜E(π,π′) coincides with the corresponding
eigenvalue of Hess(q)p(X), and the claimed eigenvalues follow from lemma 14.
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In case (1) consider the projection p : S˜E(π,π′) → S1(E) defined by p(X) = (X)i.
We can check that for X over S˜E(π,π′)
QA,b(X) =
1
k
k∑
i=1
b2i ‖(AX)i‖2
= const +
b2i
k
‖(AX)i‖2
= const +
c
2
‖Ap(X)‖2 = const + (q ◦ p)(X)
where c := 2 b2i /k > 0, and q(y) =
c
2
‖Ay‖2, for y ∈ S1(E). This shows that the
eigenvalue of Hess(QA,b)X along S˜E(π,π′) coincides with the corresponding eigenvalue of
Hess(q)p(X), and the claimed eigenvalues follow from lemma 13. ⊔⊓
In the symplectic case, given linked isotropic permutations π, π′ ∈ Sspn,k we have
four cases by proposition 49. In case (1) Ei(π, π
′) = {πi, πi} and Es(π, π′) = {πs}
for s 6= i. In case (2) Ei(π, π′) = {πi, j} and Es(π, π′) = {πs} for s 6= i. In case (3)
Ei(π, π
′) = Ej(π, π
′) = {πi, πj} and Es(π, π′) = {πs} for s /∈ {i, j}. Finally, in case (4)
Ei(π, π
′) = {πi, πj}, Ej(π, π′) = {πi, πj} and Es(π, π′) = {πs} for s /∈ {i, j}.
Proposition 57 (Symplectic Jacobian at the Fixed Points). Given π ∈ Sspn,k, the Ja-
cobian matrix D(ϕA)Vpi of ϕA : F
sp
n,k → Fspn,k is a diagonal matrix w.r.t. any eigenvector
basis at Vπ with the following eigenvalues:
1. λπi/λπi for every 1 ≤ i ≤ k,
2. λj/λπi for every pair 1 ≤ i ≤ k, j ∈ {1, . . . , 2n} − R̂(π),
3. λπj/λπi for every pair 1 ≤ i < j ≤ k,
4. λπj/λπi for every pair 1 ≤ i < j ≤ k.
The Jacobian D(ϕA)Vpi has H
sp(π) eigenvalues λ with λ > 1 and d − Hsp(π) eigen-
values λ with 0 ≤ λ < 1, where d = k (2n− k) = dimOspn,k.
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Proposition 58 (Symplectic Hessian at the Critical Points). Given π ∈ Sspn,k, the
Hessian matrix Hess(QA,b)Vpi of QA,b : F
sp
n,k → R is a diagonal matrix w.r.t. any
eigenvector basis at Vπ with the following eigenvalues:
1. 2 k−1 b2i ( (λπi)
2 − (λπi)2 ) for every 1 ≤ i ≤ k,
2. 2 k−1 b2i ( (λj)
2 − (λπi)2 ) for every pair 1 ≤ i ≤ k, j ∈ {1, . . . , 2n} − R̂(π),
3. 2 k−1 (b2i − b2j ) ( (λπj)2 − (λπi)2 ) for every pair 1 ≤ i < j ≤ k,
4. 2 k−1 (b2i − b2j ) ( (λπj)2 − (λπi)2 ) for every pair 1 ≤ i < j ≤ k.
The Hessian Hess(QA,b)Vpi has H
sp(π) positive eigenvalues and d − Hsp(π) negative
eigenvalues, where d = k (2n− k) = dimOspn,k.
Proposition 59. Given A ∈ Hn(E) with simple spectrum and b = (b1, . . . , bk) ∈ Rk
with b1 > b2 > . . . > bk > 0, the functions QA,b : Fn,k → R and QA,b : Fspn,k → R are
Morse functions.
Proof. By proposition 18 the critical points of QA,b are exactly the points Vπ with
π ∈ Sn,k, or π ∈ Sspn,k. Then propositions 56 and 58 show that every critical point is
non-degenerate. Therefore, QA,b is a Morse function.
⊔⊓
Proposition 60. The Poincare´ polynomial of Fn,k with coefficients in Z2 is
Pn,k(t) =
(1− tn) (1− tn−1) · · · (1− tn−k+1)
(1− t)k . (11)
The Poincare´ polynomial of Fspn,k with coefficients in Z2 is
P
sp
n,k(t) =
(1− t2n) (1− t2n−2) · · · (1− t2n−2k+2)
(1− t)k . (12)
Proof. See [B] or [MN]. ⊔⊓
We define the following coefficients: Given 1 ≤ k ≤ n, 0 ≤ s ≤ d = k (2n−k−1)/2,
pn,ks := #{ (s1, . . . , sk) : s1 + · · ·+ sk = s and 0 ≤ si ≤ n− i, ∀i } . (13)
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Analogously, given 1 ≤ k ≤ n, 0 ≤ s ≤ d = k (2n− k),
sppn,ks := #{ (s1, . . . , sk) : s1 + · · ·+ sk = s and 0 ≤ si ≤ 2n− 2i, ∀i } . (14)
Lemma 15. The Poincare´ polynomials given in (11) and (12) are respectively equal
to
Pn,k(t) =
k(2n−k−1)/2∑
i=0
pn,ki t
i and Pspn,k(t) =
k(2n−k)∑
i=0
sppn,ki t
i .
Proof. Follows easily from the relations
Pn,k(t) =
k∏
i=1
(1− tn−i+1)
(1− t) =
k∏
i=1
(1 + t + t2 + · · ·+ tn−i)
P
sp
n,k(t) =
k∏
i=1
(1− t2n−2i+2)
(1− t) =
k∏
i=1
(1 + t+ t2 + · · ·+ t2n−2i+1)
⊔⊓
Proposition 61. The Morse polynomial of QA,b : Fn,k → R is equal to Pn,k(t). In
particular, this function is Z2-perfect.
Proof. We claim that for every 1 ≤ k ≤ n and 0 ≤ i ≤ d = k (2n− k − 1)/2,
pn,ki = # { π ∈ Sn,k : H(π) = i } .
Thus, by proposition 56 and lemma 15, Pn,k(t) is the Morse polynomial of QA,b. Let
us now prove the claim. For 1 ≤ k ≤ n, let
Γn,k = { (s1, . . . , sk) : 0 ≤ si ≤ n− i, ∀ 1 ≤ i ≤ k } .
We shall define a mapping φ : Γn,k → Sn,k such that H ◦ φ(s1, . . . , sk) = s1 + · · ·+ sk,
for every (s1, . . . , sk) ∈ Γn,k, and prove that φ is one-to-one. Given π ∈ Sn,k write
Ci(π) := {1, . . . , n} − {π1, . . . , πi−1}. Define ψ : Sn,k → Γn,k by ψ(π) := (s1, . . . , sk),
where si := #{ j ∈ Ci(π) : πi > j }. By definition we have 0 ≤ si ≤ n − i, so
that ψ(π) = (s1, . . . , sk) ∈ Γn,k. Conversely, π = φ(s1, . . . , sk) is recursively defined as
follows: πi is taken to be the (si+1)
th-element of Ci(π). In this way, there are exactly
si indices j = i+ 1, . . . , n such that j ∈ Ci(π) and πi > j, and this shows that φ is the
inverse of ψ. ⊔⊓
57
Proposition 62. The Morse polynomial of QA,b : F
sp
n,k → R is equal to Pspn,k(t). In
particular, this function is Z2-perfect.
Proof. We claim that for every 1 ≤ k ≤ n and 0 ≤ i ≤ d = k (2n− k),
sppn,ki = # { π ∈ Sn,k : Hsp(π) = i } .
Thus, by proposition 58 and lemma 15, Pn,k(t) is the Morse polynomial of QA,b. Let
us now prove the claim. For 1 ≤ k ≤ n, let
Γspn,k = { (s1, . . . , sk) : 0 ≤ si ≤ 2n− 2i, ∀ 1 ≤ i ≤ k } .
We shall define a mapping φ : Γspn,k → Sspn,k such thatHsp◦φ(s1, . . . , sk) = s1+· · ·+sk, for
every (s1, . . . , sk) ∈ Γspn,k, and prove that φ is one-to-one. Given π ∈ Sspn,k write Ĉi(π) :=
{1, . . . , 2n}−{π1, . . . , πi−1, π1, . . . , πi−1}. Define ψ : Sspn,k → Γspn,k by ψ(π) := (s1, . . . , sk),
where si := #{ j ∈ Ĉi(π) : πi > j }. By definition we have 0 ≤ si ≤ 2n − 2i, so that
ψ(π) = (s1, . . . , sk) ∈ Γspn,k. Conversely, π = φ(s1, . . . , sk) is recursively defined as
follows: πi is taken to be the (si+1)
th-element of Ĉi(π). In this way, there are exactly
si indices j = i+ 1, . . . , n such that j ∈ Ĉi(π) and πi > j, and this shows that φ is the
inverse of ψ. ⊔⊓
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