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Abstract
For any Set-endofunctor F , the category SetF of F-coalgebras has preimages, i.e. pullbacks
along an injective map. If F preserves preimages, then SetF is distributive, and the converse
holds, whenever SetF has 6nite products.
c© 2002 Elsevier B.V. All rights reserved.
1. Introduction
In the category Set of sets the equation
A× (B+ C) = A× B+ A× C
holds, i.e., products distribute over disjoint unions. In general, we call a category C
with 6nite sums distributive, if for all objects A; B; C ∈C for which A×B and A×C
exist, also A× (B+ C) exists, and the canonical morphism
A× B+ A× C → A× (B+ C)
is an isomorphism. Distributive categories were studied e.g. by Cockett [4], and by
Carboni et al. [3].
There are many categories where distributivity fails to hold. An easy example is ob-
tained by considering a lattice as a category: sums and products are just joins and meets,
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so a lattice L is distributive as a category iF the distributive law x∧ (y∨ z)= (x∧y)∨
(x∧ z) holds in L.
Coalgebras of various types, as general mathematical models of state-based systems
(see [15] for an introduction), have found applications in diverse 6elds, including
functional programming [5,6], automata theory [13], semantics and veri6cation of object
oriented programs [10], concurrency theory [16], 6nal semantics [20,22], hidden algebra
[21], analysis [14], and foundations of mathematics [2].
In this note we ask, under which conditions on the base category C and on the
endofunctor F : C→C the category CF of coalgebras is distributive. For an arbitrary
category C, a suGcient condition is easy, but for C= Set, we can do better. Assuming
the existence of 6nite products in SetF , distributivity is equivalent to the type functor
F preserving preimages with nonempty domains (Theorem 2). It has been shown in
[7] that this very condition is equivalent to the property that homomorphic preimages
of F-subcoalgebras are always F-subcoalgebras.
Even if 6nite products fail to exist in SetF , we will be able to conclude that F
preserving preimages with nonempty domain is equivalent to a categorical property of
SetF closely related to distributivity, extensiveness—indeed, any extensive and 6nitely
complete category is distributive.
2. Basic notions
2.1. F-coalgebras and homomorphisms
Let F : C→C be an endofunctor. An F-coalgebra is a pair A=(A; A), consisting
of an object A and a morphism A : A→F(A). A is called the carrier and A is called
the structure map of A.
If A=(A; A) and B=(B; B) are F-coalgebras, then an arrow ’ : A→B is
called a homomorphism if B ◦ ’=F(’) ◦ A, that is, if the following diagram
commutes:
F-coalgebras and their homomorphisms form a category CF , together with an evident
forgetful functor U : CF →C. It is well known that U creates colimits, in the sense
that, for any diagram D : G→CF , if the colimit of UD exists, then the colimit of D
exists and UcolimD∼=colimUD. In particular, the sum (i.e., coproduct) ∑i∈IAi of a
family of F-coalgebras Ai =(Ai; i) has as carrier the sum
∑
i∈I Ai of the carriers in
the base category C, and the coalgebra structure is the unique arrow  :
∑
i∈I Ai→
F(
∑
i∈I Ai) with  ◦ ei =F(ei) ◦ i for all i∈ I , where each ei : Ai→
∑
i∈I Ai is the
canonical “co-projection”.
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2.2. Factorization systems
Let E, M be collections of arrows in C. We say that (E;M) is a factorization
system for C if the following hold:
• E and M contain all isomorphisms of C and are closed under composition with
isomorphisms;
• every arrow f in C factors as f=m ◦ e, where e∈E and m∈M;
• (E;M) satis6es the diagonal <ll-in property, i.e., every commutative square
where e∈E and m∈M, yields a unique arrow d, as shown, making each triangle
commute.
We use two-headed arrows  for E-morphisms and hooked arrows ,→ for M-
morphisms, and we write f(A) for the unique (up to isomorphism) object occurring
in the factorization of f, as in the diagram below:
For A∈C, de6ne Sub(A) to be the M-subobjects of A, that is, Sub(A)
consists of isomorphism classes of arrows • ,→A. Given two subobjects P;Q ,→A, we
write P6Q just in case there is a morphism P→Q such that the diagram below
commutes:
If C has coproducts, then the category Sub(A) has all joins. Given a collection
{Pi | i∈ I}⊆Sub(A) of subobjects of A, the join
∨
i∈I Pi is given via the factorization
shown below:
134 H.P. Gumm et al. / Theoretical Computer Science 308 (2003) 131–143
2.3. Assumptions on the base category C and on the functor F
For our development, we shall make the following assumption on our base category.
All of them are common and are satis6ed in the category Set:
• C is well-powered,
• C has in6nite sums, with initial object 0,
• C has a factorization system (E;M) with RegMono⊆M⊆Mono.
Every Set-endofunctor F preserves all monos with nonempty domain. If necessary,
we may modify F on empty maps and on the empty set to a functor F ′ preserving
all monos (see [19]). F and F ′ have the same coalgebras, therefore, without loss of
generality, we may always assume that our Set-endofunctors preserve all monos.
This observation justi6es that in our general setting we may require of our functor:
• Fm∈M, whenever m∈M.
This assumption entails that the category CF of F-coalgebras inherits a factorization
system (U−E; U−M) from C. Later, it will also guarantee that structure maps on
subcoalgebras are unique (since M⊆Mono).
2.4. Subcoalgebras
AnM-subobject V6A is called a subcoalgebra of A=(A; A), provided there exists
a coalgebra structure V : V →F(V ) so that the inclusion V ,→A is a homomorphism
from V=(V; V ) to A. Because F : C→C preserves all M-morphisms, the struc-
ture map on any subcoalgebra is uniquely determined. Hence, we will use the term
“subcoalgebra” interchangeably for the coalgebra V and for its carrier V .
There is an evident forgetful functor UA : SubCoalg(A)→Sub(A) (sometimes
denoted U ), taking a subcoalgebra to its carrier. Moreover, UA creates joins. That
is, given a family Bi of subcoalgebras of A, we have U (
∨
iBi)=
∨
i B.
For any subobject P6A, there is a largest subcoalgebra [P] contained in P, the
subcoalgebra cogenerated by P. Explicitly, [P] is given by the join of all B6A such
that UB6P. This yields an adjunction UA  [−]A. In what follows, we make use of
the fact that this adjunction exists for every coalgebra A.
3. Limits in CF
While colimits in CF are formed just like in C, the situation is more complicated
for limits. Lambek’s lemma [12], for instance, has as a consequence that SetP cannot
not have a terminal object, when P is the powerset functor.
In [8], mild conditions on F were found which guarantee that SetF is complete.
But it should be noted that the forgetful functor does not generally preserve these
limits. As an example, a 6nite coalgebra A was constructed, whose product A×A is
in6nite.
Clearly, if F preserves a certain type of limit then the forgetful functor CF →C
creates such limits. However, CF can have limits that are not preserved by F . In fact,
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we shall see in this section, that regardless of F , equalizers and preimages always exist
in CF , assuming they exist in C.
3.1. Equalizers in CF
The assumptions of Section 2.3 ensure that the category C has equalizers eq(f; g).
In fact, we can take the join of all M-subobjects equalizing f and g. Therefore, CF
has equalizers, too [8]: If ’;  : A→B are two F-homomorphisms, their equalizer
eq(’;  ) in CF is given by the largest subcoalgebra contained in eq(U’;U ), i.e.
eq(’;  ) = [eq(U’;U )]:
This is an easy consequence of the adjunction UA  [−]A. In the next section we will
see that CF also has preimages (i.e. pullbacks of monos along arbitrary arrows) for
any functor F , as above.
Let (fi; gi : Ai→B)i∈I be a family of pairs of homomorphisms, and for each i, let
Ci be the equalizer of fi and gi. We say that coproducts preserve equalizers in C if
the evident morphism
∑
i∈I Ci→
∑
i∈I Ai is the equalizer of the induced morphisms
[fi]; [gi] :
∑
i∈I
Ai−→−→B:
In this case, coproducts in CF preserve equalizers as well.
Indeed, let (’i;  i : Ai→B)i∈I be a family of homomorphisms, with corresponding
equalizers Ci. The equalizer of the induced morphisms
∑
i∈I
Ai −→−→B
is given by [
∑
Ci]∼=
∑
[Ci]∼=
∑
Ci.
3.2. Preimages in C and CF
For each arrow f : A→B and V6B, the preimage f−(V ) of V under f is given
by the pullback in C of f along the inclusion V ,→ B.
(Note that M-morphisms are always stable under pullback.) When C= Set, the preim-
age f−(V ) is given (up to isomorphism) by f−(V )= {a∈A |fa∈V}. If A;B are
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coalgebras and V is a subcoalgebra of B, then f−(V ) need not be a subcoalgebra
of A. However we have:
Lemma 1. Let ’ : A→B be an F-homomorphism, V6B a subcoalgebra. Then the
pullback of the inclusion morphism 6 : V ,→B along ’ in CF , exists and is given
by [’−(V )], the subcoalgebra of A cogenerated by ’−(V ).
Proof. The diagram obviously commutes. Given a coalgebra C and two homomor-
phisms  1 : C→A,  2 : C→V with ’ ◦  1 =6 ◦  2, then  1(C)6’−(V ). Hence,
by the adjunction UA  [−]A, we have  1(C)6[’−(V )], with  : C→ [’−(V )] the
inclusion, as shown below, making the upper triangle commute.
It follows 6 ◦ ’ˆ ◦ =6 ◦  2, therefore ’ˆ ◦ =  2, so  is a mediating morphism,
and it is obviously unique.
This lemma raises the question, under which conditions ’−(V ) itself is a subcoalge-
bra of A, or, equivalently, ’−(V )= [’−(V )]. Clearly, it is suGcient that F preserves
preimages, i.e., pullbacks along M-morphisms. Therefore, we get as a result of this
section:
Theorem 1. If C has equalizers and preimages then so does CF . If, moreover, F :
C→C preserves pullbacks alongM-morphisms, then U : CF →C preserves preimages.
4. Extensive categories
In [3] the notion of an extensive category was introduced to capture categories in
which sums exist and are well-behaved. See also [4] for a discussion of extensive
categories.
De!nition 1 (Carboni et al. [3]). Let C be a category with 6nite sums and
pullbacks along injections into 6nite sums. C is extensive if, for all commutative
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diagrams
in C, with the lower row being a sum, we have: both squares are pullbacks iF (Z; iX ; iY )
is a sum.
We state without proof a theorem (found as Theorem 5.5.8 in [18]) giving an equiv-
alent de6nition of extensive.
Proposition 1. Let C have all pullbacks. C is extensive just in case
• C has a strict initial object, i.e., any morphism •→ 0 is an isomorphism;
• coproducts are disjoint, i.e., the diagram below is always a pullback;
• coproducts are stable under pullback, i.e., if the squares in De<nition 1 are pull-
backs, then Z ∼=X + Y .
See [11] for a discussion of categories of coalgebras with stable coproducts.
De!nition 2. We say that a category C has universal binary sums if, whenever the left
diagram in the 6gure below is a pullback for i=1; 2, then so is the right
diagram:
If the same property holds for arbitrary coproducts, we say that C has universal
sums.
We will make use of the following well-known result in Section 5. In fact, it is
an equivalence, but we only need the implication whose proof we sketch here for
convenience.
Proposition 2. If a category C has all pullbacks and stable coproducts, then it has
universal binary sums.
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Proof. Let h, k be given such that the diagram below commutes.
Take the pullbacks C1, C2, shown below:
Then, X ∼=C1 + C2. We 6nd mediating arrows C1→B1 and C2→B2 by the pullback
diagrams for B1 and B2, and this yields a morphism X →B1 + B2 as desired.
In an extensive category, one can interpret a morphism f : A→B+ C as a partition
of A into two subobjects, 1 namely f−(B) and f−(C), since f−(B) +f−(C)∼=A. In
other terms, f splits its domain.
Example 1. Consider the Set-functor FX =N×X . As we will soon see, the category
SetF is extensive, but that is not essential to illustrate our notion of domain splitting.
The 6nal F-coalgebra T=(T; T ) is the set of streams over N, with the evident
structure map T =(h; t). Consider the subcoalgebra B and C with carriers
B = {s ∈ T | ∃n∀m:h ◦ tn+m(s) = 17};
C = {s ∈ T | ∀n∃m:h ◦ tn+m(s) = 17};
respectively. That is, B consists of all those streams which eventually stabilize to 17,
and C is its complement. 2
Given any F-coalgebra A=(A; A), the unique morphism A→T partitions A into
those elements which represent streams that eventually stabilize to 17 and those which
do not. Interpreting B as a (behavioral) coequation (as in [9] or [1]), then the co-
equation B partitions any coalgebra A into two subcoalgebras, AB and AC , where the
former satis6es B and the latter C.
If F preserves preimages, then U : CF →C creates them. Since U also creates co-
products, we see the following.
1 In an extensive category with terminal object 1, the canonical morphisms B→B + C (C→B + C, resp.)
are necessarily regular monos [18] and hence M-morphisms.
2 In general, if B is a subcoalgebra of A, it is not the case that its complement ¬B is also a subcoal-
gebra of A. In other terms, SubCoalg(A) is not generally a Boolean algebra, even if Sub(A) is Boolean.
(SubCoalg(A) is, however, a Heyting algebra, given that Sub(A) is, where ¬B= [¬B].)
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Proposition 3. Let C be extensive. If F : C→C preserves preimages, then CF is also
extensive.
The notion of a distributive category is closely related to extensive categories. Indeed,
it is an immediate corollary of Proposition 3 that the category CF is distributive as
well.
De!nition 3. A category C with 6nite sums is distributive, if binary products distribute
over sums, i.e., for all A; B; C ∈C we have: If the products A×B and A×C exist, then
the product A× (B+ C) exists and the canonical morphism
A× B+ A× C → A× (B+ C)
is an isomorphism.
Of course, one can generalize this de6nition to in6nite sums, and all our proofs
extend to this more general case.
Notice that there are diFerent notions of distributive category in the literature [3,4].
The diFerences consist in “how many” limits the category in question is supposed to
have. The de6nition we have given is the one which requires only those limits that are
absolutely necessary to de6ne the notion.
Since extensive categories are always distributive, we see the following.
Proposition 4. Let C be extensive. If F preserves preimages, then the category CF is
distributive.
The above holds for in6nite sums as well, provided that in C, in6nite sums induce
domain-splitting in the evident sense.
5. Coalgebras over Set
In this section, we narrow our attention to coalgebras for endofunctors F : Set→ Set
and show that the implications in Propositions 3 and 4 yield equivalences for SetF .
Explicitly, we wish to 6nd a converse to Proposition 4, in the case C= Set. We shall
show that, if SetF is distributive and has 6nite products, F preserves preimages.
5.1. Endofunctors on Set
Let F : Set→ Set be a Set-endofunctor. If FA= ∅ for some A = ∅, then it follows
that FB= ∅ for all sets B, i.e. F is trivial. Hence, for the remainder of this section, we
may assume that FA = ∅ for all A = ∅.
The following result, which appears as Theorem 5.8. in [7], is the key lemma which
will allow the implications in Propositions 3 and 4 to be turned into equivalences for
coalgebras over Set.
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Lemma 2. Let F : Set→ Set be given. The following are equivalent:
(1) F preserves nonempty preimages.
(2) Given a map f : A→B and V ⊆B with 0 =f−(V ) =A, then for each x∈FA,
y∈FV with (Ff)x=F(⊆BV )y there is a (necessarily unique) z ∈F(f−(V )) with
F(⊆Af−(V ))z= x.
(3) Homomorphic preimages of F-subcoalgebras are always F-subcoalgebras.
(4) [’−(V )]=’−(V ) for each F-homomorphism ’ : A→B and each V6B.
It has been proved by TrnkovQa [19], that F preserves all nonempty intersections.
This means that F preserves the pullback of a 6nite family of injective mappings
(ji : Ui ,→U )i∈I provided that the domain of this pullback, which is just
⋂
i∈I ji[Ui],
is not empty. TrnkovQa proved in addition that F can be turned into a functor Fr
preserving nonempty and empty 6nite intersections, just by modifying F on the empty
set and the empty mappings. This modi6cation does not change the F-coalgebras, since
obviously SetF ∼= SetFr .
With the so modi6ed functor, we can actually drop the condition “nonempty” in the
above lemma, as has been shown in [17]:
Lemma 3. Fr preserves preimages i> it preserves nonempty preimages.
5.2. Extensiveness of SetF
The following result is central to this note:
Proposition 5. Let F : Set→ Set be given. The following are equivalent:
(1) F preserves nonempty preimages.
(2) SetF is extensive.
Proof. Implication (1)⇒ (2) has been discussed above, so we prove (2)⇒ (1) by
checking the second condition of Lemma 2.
Given f : A→B and V ⊆B with ∅ =f−(V ) =A and elements x∈FA, y∈FV with
(Ff)x=F(⊆BV )y, we set A0 :=f−(V ) and A1 :=A\A0.
Here, W is the complement of V in B and f|V|A0 , resp. f
|W
|A1 , are domain–
codomain-restrictions of f, and f−(W )=A1, since preimages commute with
complements.
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Fix an element k ∈F(A1) and introduce coalgebra structures A on A and B on B
by de6ning, for arbitrary a∈A and b∈B:
Aa :=
{
x; if a ∈ A0;
F(⊆AA1 )k; if a ∈ A1
and Bb :=
{
(Ff)x; if b ∈ V;
F(f|A1 )k; if b ∈ W:
These structure maps turn f into an F-homomorphism (A; A)→ (B; B), since
(Ff)(Aa) =
{
(Ff)x = B(fa); if a ∈ A0;
(Ff)(F(⊆AA1 )k) = F(f|A1 )k = B(fa); if a ∈ A1:
V , resp. W , with the constant structure maps with result y, resp. F(f|W|A1 )k, are easily
checked to be subcoalgebras of (B; B), so B=V+W in SetF . This allows us to con-
clude that A0 is a subcoalgebra of A, so there is a coalgebra structure + : A0→F(A0)
turning ⊆AA0 into a homomorphism. Now, z := +(u) for an arbitrary u∈A0 is the re-
quired element, since
F(⊆AA0 )z = F(⊆AA0 )(+u) = A(⊆AA0 u) = x:
The proof generalizes to show that preservation of preimages by F is equivalent to
the fact that every F-homomorphism ’ : A→ ∑i∈I Bi into a (possibly in6nite) sum
induces a corresponding splitting of its domain.
5.3. Distributivity of SetF
Proposition 6. The following are equivalent:
1. F preserves nonempty preimages.
2. In SetF , in<nite sums are universal.
3. In SetF , binary sums are universal.
Proof. Implication (1)⇒ (2) is proved similarly to Proposition 4, and (2)⇒ (3) is
trivial.
(3)⇒ (1): We check the condition of Proposition 5. Let ’ : A→B1 + B2 be a
homomorphism. For i=1; 2 we form the pullback
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in SetF . Then by assumption the following diagram is a pullback:
On the other hand, the domain of the pullback of ’ along idB1+B2 must be A itself,
hence [’−(B1)] + [’−(B2)]=A, which implies (1) by Proposition 5.
Since the pullback of ’ : A→C,  : B→C is nothing but the equalizer of
’ ◦ -1;  ◦ -2 : A×B→C, where -1; -2 are the projections of A×B, we obtain:
Proposition 7. If SetF has <nite products and is distributive, F preserves preimages.
Summarizing Propositions 4–7, we conclude:
Theorem 2. The following are equivalent:
• F preserves (nonempty) preimages.
• Preimages of F-subcoalgebras under homomorphisms are subcoalgebras.
• In SetF any homomorphism into a sum induces a splitting of its domain.
• SetF has universal binary sums.
Each of these conditions implies that SetF is distributive. If SetF has <nite products,
then the converse is also true.
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