Abstract. Let Z(t) := ζ 1 2
Introduction
The Riemann zeta-function satisfies the following functional equation Hardy's function Z(t), defined by
is a smooth, real-valued function in t and So the zeros of ζ 1 2 + it are the zeros of Z(t). Since ζ 1 2 + it has infinitely many zeros [8, Lemma 2.3] , Z(t) often changes sign. In this paper, we will investigate the sign changes of Z(t) by computing lower bounds for its large positive and negative values. Define Z + (t) := max(0, Z(t)), and Z − (t) := max(0, −Z(t)).
And denote log . . . log k times t by log k t.
Ivić [9] has proved the following lower bounds for large values of Z + (t) and Z − (t):
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On the other hand, Balasubramanian and Ramachandra [2, 3] proved that there exists a constant B(∼ 0.530) such that
So either Z + (t) or Z − (t) is bigger than exp B log H log 2 H , which suggests that the above lower bounds for Z + (t) and Z − (t) can possibly be improved. The lower bound for ζ 1 2 + it has been improved by several authors using the resonance method, while allowing t to vary on a larger interval. Soundararajan [10] proved that
Later, Bondarenko and Seip [4, 5] improved this bound significantly
Recently, Bretéche and Tenenbaum [6] optimized the constant in [5] to
In this paper, we will use the resonator constructed by Bondarenko and Seip in [4] to prove Theorem 1. For any arbitrarily small ǫ > 0 and for sufficiently large T , (A) max
and max
Our proof is based on the following observation. Suppose we could find a nonnegative function K(t) such that
To show the above, note that there exists a constant C 1 > 0 such that
Assume that our claim is not true and
which contradicts to the fact that
dt . This proves our claim for Z − (t). Similarly we can argue for Z + (t). We may also note that the lower bound of ζ 1 2 + it in [6] is the optimal bound that can be obtained using the resonance method and the gcd sum technique, while the lower bounds we obtain for Z + (t) and Z − (t) are not necessarily optimal. There are some technical difficulties in our proof that do not allow us to improve our result. In the course of the proof we will observe that if we could improve the upper bound of m∈M ′ r(m) in Lemma 2 to T ǫ √ L, then we can improve the lower bounds in
. We will explain the notations r(m) and M ′ in Section 2. Further, if we could find an optimal upper bound for the 4-th moment of R(t) ( where R(t) is as defined in [6] ), then we could improve the bound to exp √ 2 − ǫ log T log 3 T log 2 T . We can also modify our proof of Theorem 1 by using the resonator defined by Sondararajan [10] to prove a weaker lower bound but with a better localization of t.
Theorem 2. For any ǫ > 0 and for sufficiently large T ,
Since the proof of Theorem 2 is same as that of Theorem 1, we will skip the proof.
It is possible to compute lower bounds for the Lebesgue measures of the sets where Z + (t) and Z − (t) attain the bounds given in Theorem 1 and Theorem 2. But these lower bounds are much weaker in compare to the bounds obtained in [7] and [9] . As the gain from these computations are not significant and to keep the paper short, we will not carry out this task.
In Section 2, we will go through the notations from [4] to define the resonator R(t) and state some related results. In Section 3, we will estimate an integral involving Z(t) and R(t). This will be used in Section 4 to prove Theorem 1.
Construction of The Resonator
The resonator R(t) constructed by Bondarenko and Seip [4] has the form of a Dirichlet polynomial
To define r(m) and M ′ , we need the following notations. Let γ = 1 − 3ǫ, where ǫ > 0 is arbitrarily small. Let P be the set of primes in the interval (e log N log 2 N, log N exp((log 2 N ) γ ) log 2 N ]. Define
for p ∈ P and 0 on other primes. We assume that f is supported on square-free integers and extend the definition of f (n) as a multiplicative function. For a fixed 1 < a < 1 1−ǫ1 , let M k be the set of integers having at least a log N k 2 log 3 N prime divisors in P k , and let
]. Let J be the set of integers j such that
and let m j be the minimum of (
for every m j in M ′ . We will also denote L := n∈M f (n) 2 , and Φ(t) := e −t 2 . Now we state some results from [4] .
Lemma 1 (Lemma 2 of [4]). For large N ,
Lemma 2. The sum of the Dirichlet coefficients of the resonator R(t) has the following upper bound
Proof. Using the Cauchy-Schwarz inequality
In [4] (see proof of Theorem 1), it has been proved that
and by Lemma 1, M ′ ≤ T 1/4 . Substituting these bounds in (3) proves the lemma.
Lemma 3. For large T ,
Proof. See (22) of [4] .
Proposition 1.
For an arbitrarily small ǫ > 0, we have
Proof. See (25) of [4] .
Resonator and Hardy's Function
Hardy's function Z(t) has the following approximation formula ((2.3) [8] ):
where
We also need the second derivative test to estimate certain integrals involving Z(t)
Using the above approximation formula for Z(t) and the second derivative test, we prove the following proposition. 
Z(t)|R(t)|
Proof. Plugging in the expressions of Z and R from (2) and (4) in the above integral, and then exchanging the sums and the integral, we get
exp (iF k (t) + it log(m/n)) Φ t log T T dt .
To apply the second derivative test, observe that 
