The results of the direct numerical integration of the Navier-Stokes equations are evaluated against experimental data for problem on a flow around bluff bodies in an unstable regime. Experiment records several stable medium states for flow past a body. Evolution of each of these states, after losing the stability, inevitably goes by periodic vortex shedding modes. Calculations based on the Navier-Stokes equations satisfactorily reproduced all observed stable medium states. They were, however, incapable of reproducing any of a vortex shedding modes recorded experimentally. The solutions to the classic hydrodynamics equations successfully reach the boundary of instability field. However, classic solutions are unable to cross this boundary. Most likely, the reason for this is the Navier-Stokes equations themselves. The classic hydrodynamics equations directly follow from the Boltzmann equation and naturally contain the error involved in the derivation of classic kinetic equation. Just the Boltzmann hypothesis, which closed kinetic equation, allowed us to construct classic hydrodynamics on only three lower principal hydrodynamic values. The use of the Boltzmann hypothesis excludes higher principal hydrodynamic values from the participation in the formation of classic hydrodynamics equations. The multimoment hydrodynamics equations are constructed using seven lower principal hydrodynamic values. The numerical integration of the multimoment hydrodynamics equations in the problem on flow around a sphere shows that the solutions to these equations cross the boundary and enter the instability field. The boundary crossing is accompanied by appearance of very uncommon acts in scenario of system evolution.
Introduction
The possibility to interpret unstable phenomena becomes very topical. In particular, the reason is conditioned by visualized increase in the intensity of disasters in nature. Experiment expects that the phenomenon of vortex shedding is the example of unstable process. Vortex shedding behind bluff bodies has been studied systematically at least since the days of Strouhal. Vortex shedding is welldefined instability development regime, which is fairly extended along the Reynolds scale. Sometimes, the phenomenon of vortex shedding is called the von Karman instability. Sometimes, the phenomenon is called the Kelvin-Helmholtz instability. However, the study of evolution of solution, after losing the stability, by means of direct numerical integration of the Navier-Stokes equations became feasible comparatively recently.
The phenomenon of vortex shedding behind bluff bodies is taken for evaluation of the results of direct numerical integration of the Navier-Stokes equations against experimental data [1, 2] . In Section 2, the analysis of numerous divergences between the results of numerical integration of the Navier-Stokes equations and the experiment is given. The analysis is accompanied by corresponding conclusions. In Section 3, the concepts that lie in foundation of the multimoment hydrodynamics [3] are discussed. The characteristic features of unstable solution to the multimoment hydrodynamics equations in the problem on flow around a sphere [4, 5] are considered.
Evaluating the Results of Numerical Integration against Experiment
In each of the problems on flow around a bluff bodies experiment records several independent directions of instability development. For 3D flow past a sphere experiment records three stable medium states. The   0 exp s U x stable stationary flow consists of an axisymmetric toroidal recirculating zone in the near wake, which originates a single rectilinear thread in the far wake, see Figure 1 (g) in [6] . The stable nonaxisymmetric flow consists of two weakly asymmetric halves in the near wake, which originate two rectilinear threads in the far wake, see Figure 12 (a) in [7] . The After the attainment of a certain critical Reynolds number value 2 , the one-periodic vortex loop street appears in the wake behind a sphere, the upper branch in Figure 1 . The periphery of the recirculating zone is periodically detached from the core and moves downstream in the form of hairpin vortex loop. The vortex loops move uniformly along one of the paths of the double undulated thread, which forms the far wake [7] . According to experiment, two vortex shedding modes existed at . In the twoperiodic mode, hairpin vortex loops are shed, whereas the 2 two-periodic mode is characterized by vortex ring shedding. As with , the 2 vortex rings are alternately shed from two symmetry related recirculating zone points and rush downstream along different double undulated thread paths [7, 8] , the upper branch in Figure 1 . Figure 1 . The periphery of the recirculating zone of the oneperiodic flow separates from its core and moves downstream along one of the double rectilinear thread paths in the form of hairpin vortex loop [9] .
 x
After the attainment of a certain critical Reynolds number the toroidal recirculating zone in the near wake behind a sphere begins to pulsate periodically, the lower branch in Figure 1 . The frequency of pulsations is anomalously low. The pulsating flow remains axisymmetric [6, 10] . After the passage of , vortex rings depart from a sphere downstream and move along the spiral path, that is, the * 0 For 2D flow past a circular cylinder experiment records two stable medium states. The
stable stationary flow is characterized by axisymmetric recirculating zone in the near wake. The centraltype stable state is characterized by periodic restructuring in the near nonaxisymmetric wake without vortex shedding. Experiment finds at least two independent directions of instability development. Vortex shedding along each of the two directions, and [11, 12] , is characterized by its own characteristic features intrinsic in it.
one-periodic flow becomes nonaxisymmetric [10] . The attainment of 0 is accompanied by a change in the regime of vortex shedding from a sphere. Vortex rings penetrate into each other and form the 0 twoperiodic continuous spiral sheet in the wake behind a sphere [10] , the lower branch in Figure 1. five years, thanks to the vigorous development of computer facilities. As distinct from the earlier studies, the direct numerical integrations of the Navier-Stokes equations performed recently directly reproduce unstable flow conditions without artificially introducing non-stationary features into the stationary problem. Under artificial modeling a problem with time independent boundary conditions after stability loss is substituted by non-stationary stable problem [13, 14] . Such substitution is need of initial conditions for non-stationary problem. The initial conditions consist of a solution for a fully developed vortex-shedding flow field. It is necessary to attract experimental data to construct such conditions. In particular, experiment must give eddy sizes and eddy positions in space, initial eddy velocities and vortex shedding frequency, beginning and completion of vortex shedding process at the Reynolds scale. To summarize, such modeling draws a picture of eddies movement. It is incapable of showing the direction of instability development.
Under the linear analysis of stability, the NavierStokes equations are linearized for small hydrodynamic values perturbations. Perturbations are expanded in Fourier series in time [15, 16] . The linear character of studies does not allow evolution calculations to be extended to long times. That is, the linear analysis is incapable of defining the final stable saturated state. However, the linear analysis predicts characteristics of final solution, in particular, the oscillation frequencies around a stable position.
The direct numerical integration of the Navier-Stokes equations gives three stable solutions for flow around a sphere, , , and . These solutions reproduced three stable flows observed experimentally,   0   , , and , correspondently. In all calculations without exception performed by the direct numerical integration of the NavierStokes equations, instability development occurs in strict correspondence to classic Landau-Hopf scenario [17] . The calculation leads the instability development process in the direction given by dashed slanting line in Figure 1 . [22] .
The bifu a limiting cycle is represented in Figure 2 . The Figure  2 was drawn for a flat plate [23] . Later, qualitatively analogous pictures were drawn for different bluff bodies [24] . The Figure 2 gives the temporal development of the A absolute value of the velocity disturbance amplitu at an isolated point in the wake of a bluff body. After the attainment of the time moment 0 Figure 2 . The temporal development of the absolute value of the velocity disturbance amplitude A: 0 < t < t 1 -exponential growth; t 1 < t < t 2 -onset of nonlinearity; t > t 2 -saturation state. Figure 2 was drawn using the data from [23] . Re Re Re   , but its manifestations are exceedingly indistinct; the intensity of vortex shedding monotonically increases as Re grows. Earlier, this point of view was formulated in [25] . An attempt was made [7] ). According to Figure 12 (c) from [7] , the vortex structure appears in the wake suddenly and is fairly well defined starting with the moment of its origination. Secondly, in accordance with calculations, the
cal s t U x solution after the attainment of the Reynolds number value approximately equals to 500 [21] . However, in accordance with experiment, periodic vortex shedding is a well-defined mode, which is fairly extended along the Reynolds scale. In the experiments when a sphere was towed through an unperturbed medium vortex shedding was observed over the whole range of Reynolds numbers studied, up to Re = 30000 [10] . i.e., calculation predicts the early transition to chaos. This prediction is, however, at variance with experiment. Thirdly, three regimes of the six vortex shedding regimes actually observed are the one-period modes. These include Re critical value. A detailed examination of these flow as executed in [2, 20] . To summarize, after the arance in the wake behind a sphere, the size of the vortex structure becomes substantial at the surface of the sphere. Subsequently, the structure moves toward the periphery of the recirculating zone, which is accompanied by its continuous dissipation. Lastly, it fully disappears at the periphery of the recirculating zone.
This picture is qualitatively different from the observed full period of oscillation of the recirculat pictures w appe ing zone. As in calculations, the experimental vortex structure engendered begins to expand and move downstream. After reaching the periphery of the recirculating zone, this vortex structure, however, acquires a maximum size rather than dissipates as predicted by calculations. At the end of the period, the vortex localized at the periphery of the recirculating zone separates from this zone. The separation of the shed vortex from the recirculating zone is very clearly shown in Figure 40 in [20] . The periphery of the recirculating zone, which is periodically shed from the recirculating zone, rushes downstream and forms a vortex street Figure 7 (a,i) in [7] ). Because of the absence of the detachment of the recirculating zone in Figure 25 in the ca periphery lculation [20] , there is no vortex loop street in the wake behind a sphere. This is an essential difference between calculation and experiment. Analyzed Figure 25 from [20] , the authors confirmed the disappearance of the vortex structure at the periphery of the recirculating zone. They note that the vortex structure "loses its spiral shape" at the periphery of the recirculating zone.
So, combining of the . The study performed in [28] showed that the flow pictures presented by streaklines, the lines having a form of hairpin vortices appear in near wake behind a sphere. However, a vortex street is absent too in the far wake on flow pictures presented by streaklines.
The authors of all the numerical experiments without exception the wake behind different bluff bodies on flow pictures. Numerical simulations were performed both for 2D and for 3D problems on flow around a circular cylinder and a flat plate, around a sphere and a disk, and so on. However, passed years gave no numerical experiments in which stability loss results in a periodic vortex shedding mode. Then, the conclusion of agreement between calculation and experiment is based in early direct numerical simulations on a comparison of the calculated vorticity distributions with visual observation results [18, 21] . However, even insignificant twist in a streamline can create closed curves in the vorticity distribution pictures. And, really, the comparison of streamline flow pictures with the vorticity distributions ( Figures 25 and 29 in [20] ) shows that closed curves in the vorticity pictures correspond to wavy motion in the far wake behind a sphere rather than vortex structures. So, there is no reason at all for identifying the closed vorticity distribution curves in the wake with vortex structures.
That is why, Johnson and Patel [20] do not confine to drawing of streamline curves, str ity distribution curves. To interpret the obvious contradiction between the observed vortex shedding and calculation results they put the regions of the supposed existence of vortex structures   2 , t  x in correspondence to the observed vortex shedding. The latter direct numerical simulations select name way to interpret the discrepancies between calculation and experiment [26, 27] . The sense is that both calculated and experimental flow pictures are known to change qualitatively depending on the system of coordinates used to observe or calculate flows. Flow pictures represented by streamlines are not invariant with respect to the Galilean transformation. Vortex structures can be absent in a certain system and well defined in another. It follows that the uniform motion of a coordinate system can mask the vortex structure which, in reality, exists.
Taking this into consideration, Jeong and Hussian developed a method for distinguishing   

x region pattern s not remove the discrepancy between the streamline flow picture calculated in th system of coordinates and the flow picture obser e same system. Really, the experiment records the hairpin vortex shedding in the wake behind a sphere (Fig  7(a,i) in [7] ). The streamline flow picture draws the periodic restructuring in the near wake, which causes wavy motion in the far wake without vortex shedding (Figure 25 in [20] ).
There may exist such reference system odes that have not been recorded up to now. It is also possible that the modes that have been recorded will be differently distributed over the three directions shown in Figure 1 , and new modes will force us to modify the concepts upon which the three turbulence development directions are based. However, irrespective of any modifications of the scheme shown in Figure 1 , it is very improbable that one of the conclusions drawn from comparing it with experiment will change. Namely, calculations are incapable of reproducing any of the six periodical vortex shedding modes observed along the three turbulence development directions (Figure 1) . Most likely [1, 2] , the reason for simulation failure is the NavierStokes equations themselves.
Increase in the Number of Principal
Hydrodynamic Value quations for pair functions and the multimoment ydrodynamics equations are derived from the second of chain of equations, i.e., the BBGKY hierarchy [30] . The kinetic e h these equations. The BBGKY hierarchy is closed by the Liouville equation (Figure 3) . To pass from the classical mechanics equations to the Liouville equation, the concept of the Gibbs ensemble is invoked. The Gibbs concept is the connecting link between the dynamical deterministic approach and the statistical deterministic approach [30] .
The th s equation of the BBGKY hierarchy has the form, Classic hydrodynamics equations exist for abo centuries. By definition, these equations are valid scription of arbitrary continuo to continuity and unlimited deformability principles [29] . Statistically grounded hydrodynamics equations are, however, far from being completely established. The greatest progress in this direction was made for one of continuous medium states, namely, for the rarefied gas state, where the characteristic free path  far exceeded the characteristic size of particles d . In a rarefied gas, that is, at d   , the path from classic mechanics equations written separately for each of the medium particle to classic hydrodynamics eq ations was passed without ad l assumptions. The only exception was the Boltzmann hypothesis of molecular s "Stosszahlansatz" (Figure 3) .
Classic direction and pair-multimoment direction are two independent branches of the statistical deterministic approach to medium 
where is the mass of the particle; is the force of th of the on pa d are the sp rdina ve f th p re- , , , , F t x ξ x ξ two-particle function is responsible for the interaction of particle 1 with some particle 2.
There are several variants of the deriv n directly from the first equation of the BBGKY hierarchy [30] . Each of them reaches , , ,
Equation (2) is valid for a rarefied gas, th
at is, at 
 
1 in e numele- (Figure 4) , that is, the first term on the ht hand side of (2 s responsible for an increase in the number of 1 ξ -particles caused by collisions. The factorization of two-particle distribution functions
, , , J t x ξ ξ from Equation (2) , that is, their representation in the form of the product of two one-particle functions,
The approximation that we use was called the molecular chaos hypothesis "Stosszahlansatz" [31] . Classic hydrodynamics equations follow directly from the Bo m x ) ltzann equation (Figure 3) and, naturally, include errors made in the derivation of the classic kinetic equation. Let us elucidate the physical meaning of the error introduced by the Boltzmann hypothesis into hydrodynamics.
Let us pass in Equation (2) 2  1 1  2  2  2 , , ,
The velocity of the center of mass of pair particles, and the modulus of the relative velocity of particles  parameter values and relative motion v orientations is strictly balanced by a collision induced increase in the num r of pairs of particles in this interval with these parameters, Suppose that weight function (7), we th
This means that particle collisions cannot influence the formation of
air. In other ords, particle collisions cannot tune the distributions of all these hydrodynamic values to distributions of some other hydrodynamic Th t is, the set of hydrodynamic values constructed on the property of
is a set of the principal hydrodynamic values, t is local proportionality coefficient. Set (9) , particle collisions do not participate in the formation of distributions of hydrodynamic values. These distributions are formed under the influence of the initia boundary problem conditions, that is, each hydrodynamic value is principal. As the density of medium increases, the influence of intermolecular collisions on the formation of hydrodynamic value distributions increases. In a continuous medium, L   , this influence becomes predominant. Namely, binary particle collisions tune the distributions of all the function moments to distribution of moments (9) . The vel ities G and v are invariants of a particle binary collision. That is why, according to Equation (8), moments (9), as previously, do not experience the influence of binary particle collisions. As in the free molecular mode, that is, at L oc   , moments (9) remain principal hydrodynamic values. The equation for the
, , f t x ξ one-particle distribution function is written in a si di ensional phase space of one particle ( x-m  space). The dimensionality of the  space allows o perties of particle
 , to be accommodated in it; binary particle collision invariants, that is, , , , J t x ξ ξ collision integral strictly correspond to the symmetry proper e Boltz nn collision integral (5), [31] . It follows that only three lower partic namely , , J t x ξ collision integral. Let us sequentially accommodate three lower properties of a particle in the ties of th ma le properties,  space. We then have,
Equations (10) [32] .
rticles [3] . The symmetry properties allow all the moments of the two-particle distrib odd with respect to v to be removed fro It follows that the integrals that contain the lower particle properties , , f t x ξ one-particle distribution function moments, the density of the num ticles   , n t x , medium velocity pressure   , p t x . It follows that, when we pa the rodynamic stage fro e space of one particle, such hydrodynamics equations cannot be constructed using han three lower pr hydrodynamic values co ding to the 2 1 1 1, , ξ ξ particle properties. The transition to the hydrodynamic stage from the phase space of one particle excludes higher principal hydrodynamic values (9) sage is closed because Equation (2) is not closed. The use of the Boltzmann hypothesis ("Stosszahlansatz") (4) opens up the possibility of approximate passage to hydrodynamics. So, the physical meaning of the error introduced by the Boltzmann hypothesis into hy trary positions of p 2 in space with respect to each ot not closed. There drodynamics is as follows. It follows that just Boltzmann hypothesis allows us to construct hydrodynamics on only three lower principal hydrodynamic values. It follows that the use of the Boltzmann hypothesis excludes higher principal hydrodynamic values (9) from the participation in the formation of classic hydrodynamics equations. Since the classic three-moment hydrodynamics is constructed without the use of values (9), its applicability range is limited to states that are only weakly removed from the statistical equilibrium state. To substantiate this conclusion, we must find passage to hydrodynamics from the phase space capable of accommodateing the whole set of binary particle collision
, , , , F t x ξ x ξ two-particle distribution function obeys the second equation of the BBGKY hierarchy (1) . The second equation is valid for arbi articles 1 and her. It is are, however, positions of particles 1 and 2 for which the second equation is considerably simplified.
The left hand side of the second equation of the BBGKY hierarchy (1), 3  1 1  2  2  3  3  3  3   2 , , , , , ,
describes the free movement of particles 1 and 2 and the interaction between the particles 1 and 2. The integral terms containing the 3  1 1  2  2  3  3 , , , , , , F t x ξ x ξ x ξ ction are responsible for threeparticle distribution fun teraction of particles 1 and 2 with some third par Presuming that a particle may be present at all phase space locations with equal probabilities, introduce the dimensionless quantities, the inticle 3.
In Equation (12) the hat appears above the dimensionless quantities, c is the characteristic velocity of the particle, the ratio of 
x . In this case, the ratio of order of the right hand side terms to order of the left hand side terms of Equation (11) 1,3  3  1 1  2  2  3  3  3  3  1   3  1 1  2  2   2  , , , , , ,  dd   2 , , , , , , 1 1  2  2  3  1 1  2  2  3  3 , , , , , , , , , , , ,
  r x x , 1 3   w ξ ξ . In the right hand side of Equaresponsible for triple collisions convective terms responsible rticles 1 and 2 during the time of 1 with particle 3 are omitted too.
gible with respect to s side of Equation (13 Positions of particles 1 and 3, described by the first and second terms of the right hand side of Equation (13) , are depicted in Figure 4 . However, when interpreting the collision integral (13) the vectors v , Figure 4 , should be replaced respectively by the vectors w , (Figure 5(b) ).
The motion and interaction of particles 1 and 2 are, however, described by the left-hand side terms of the second equation of hierarchy (11) that are proportional to   2  1 1  2  2 , , , , F t x ξ x ξ . For this reason, the terms containing   3 3 ,ξ d equatio descri groups of icles, in which two of three particles (1 and 3) find itself either at the age of approaching before the collision with each r, or in the stage of departure from each other after collision. The second term of the right hand side of Equ ion (11) has the identical physical meaning.
The idea that leads to th oncept of pair distribution functions is as follows. For instance, in a rarefied gas at each time moment, each particle after its last collision moves toward the next collision. This means that every particle 1 in a rarefied gas simultaneously flies away from some particle 2 with which it collided last at point D (Figure 5 ), and approaches some particle 2 with which it is to collide next at point B.
It follows that it is particle 2 be three part c     st othe at e c plays the role of a third particle 3 for particle 1, with which particle 1 has already experienced a collision and will be in the stage of departure within a time interval not exceeding c  ( Figure   5(a) ). At the same time, it is particle 1 plays the role of a third particle 3 for particle 2, with which the particle 2 has already experienced a collision and will be in the stage of departure within a time interval not exceeding c  (Figure 5(a) ). From the other hand, it is a particle 2 plays the role of a third particle 3 for particle 1, with which particle 1 should collide within a time interval not exceeding c  (Figure 5(b) ). At the same time, it is particle 1 plays the role of a third particle 3 for particle 2, , , , , F t x ξ x ξ function, which obeys the second equation of hierarchy (11) . If a single particle 2, which Figu either flies away from ure 5(b)), some pa particle, this function that obey ( re 5(a)), or appr rticle 1, is selected as a pa pair is described by the s Equation (14) . N is valid for an arbitrary gas particle rather than some par- , , , ξ x ξ ular particle 1 ( Figure 5 ). For this reason, Equation (14) is capable of describing the gas as a whole -ous derivation of Equation (14) is given in [33] . There is n the derivation [33] and Grad method used in deriving the Boltzmann equation for a gas consisting of rigid spheres [30] .
The arguments of the   x , which are the spa particles 1 and 2. Information about the position of a separate particle in space, however, becomes lost in kinetics and hydrodynamics. Classic kinetics and hydrodynamics deal with the place in space near which a set of particles are situated rather than with particle coordinates. It follows that a necessary condition for the transition from (14) to kinetics and hydrodynamics equations is
