In this study we present how some version control history based metrics affect maintainability of the source code. These metrics cover intensity of modifications, code ownership and code aging. We determine the order of source files based on each analyzed metrics, and compare it with their maintainability based order. As a cross-check we perform a comparison test with post-release defects as well.
I. INTRODUCTION A. Motivation
Software maintenance consumes huge efforts: based on the experiences, high proportion of the total amount of software development costs are spent on this activity. As maintainability is in direct connection with maintenance costs, our motivation is to investigate the effect of the development process on the maintainability of the code. Our goal is to explore typical patterns causing similar changes in software maintainability, which could either help to avoid software erosion, or provide information about how to better allocate efforts spent on improving software maintainability.
B. Road Map
In previous works we already tackled this area of research. In paper [1] we presented that there is a strong connection between the version control operations and the maintainability of the source code. We also performed a study [2] that revealed the connection of the version control operations and maintainability. It turned out that file additions have rather positive, file updates have rather negative effect on maintainability, while a clear effect of file deletions was not identified. In work [3] we presented the results of a variance analysis. File additions and file deletions increase the variance of the maintainability, and operation Update decreases it. In study [4] we checked how code ownership impacts maintainability, and concluded that common code is more likely to erode further than code with clear ownership. In article [5] we analyzed code churn, i.e. the intensity of past modifications, and found that modifying high-churn code is more likely to decrease the overall maintainability of a software system.
In the two most recent works [4] , [5] we argued that a possible practical application of these results is to create an IDE-plugin which determines and highlights the hotspots of source code in real-time, based solely on the history of the software in the version control system. In these studies our assumption was that source code with lack of ownership and high cumulative code churn values are already the hard-to-maintain parts of the software, which only erode further. However, the first part of the statement -i.e. the source code with the mentioned properties are already eroded -were not yet proved, which is necessary for next steps, and this study fills this gap. The current paper is a step towards the manifestation of this application: we consider another aspect of the impact of code ownership and code churn on maintainability, and extend the analysis on code aging.
In this paper we examine six metrics belonging to the following three types: code modification intensity, ownership and code aging related metrics, A hotspot detector tool which calculates the hotspots of a software based solely on version control history metrics is the following step on this road and is left for future work.
C. Comparison with Maintainability
To check the strength of the defined metrics on maintainability, we determined the order of the source files based on their relative maintainability indexes, considering concrete revisions of some software systems. The relative maintainability index (RMI) is the maintainability of the actual source file within the actually analyzed system. A positive number indicates that it belongs to the more maintainable source files. The RMI was calculated with the QualityGate SourceAudit tool [6] implemented based on the work of Bakota et al. [7] . We checked how these orders (i.e. the version control metrics based and RMI based orders of the source files) correlate using the Spearman's rank correlation test.
The methodology of RMI calculation are described in detail in sections III-B and III-C. We stress that these are calculated solely using static source code analysis. On the other hand, neither of the version control history based metrics are directly connected to the content of the source code.
For a cross-check, we also calculated the correlation between the version control based metrics and the post-release bugs in the source files found in the PROMISE bug dataset [8] .
D. Research Question
Formally, we investigated the following research questions in this paper: RQ1: How modifications intensity affects maintainability? RQ2: How code ownership affects maintainability? RQ3: How code aging affects maintainability? The null hypothesis of each question is that there is no correlation between these version control history based metrics and their maintainability, because the source of information are independent.
E. Overview of the Article
The remaining of the paper is organized as follows. Section II provides a brief overview of works that are related to this research. In Section III we present the methodology of how we collected the data and what kinds of tests we performed. In Section IV we describe which versions of which software systems the tests were performed on, and present the results of the statistical tests. In Section V we list the possible threats to the validity of the results, while Section VI answers the research questions formally and concludes the paper.
II. RELATED WORK Several papers deal with various software metrics based fault prediction, most of them are object-oriented ones. The quality model used by us relies on such metrics that have been proven to highly correlate with fault occurrences.
Studies by Li and Henry [9] and Chidamber and Kemerer [10] are among the earliest object-oriented metric proposals. Li and Henry [9] proposed the following additional metrics: coupling through inheritance, coupling through message passing, coupling through data abstraction, number of local methods, number of semicolons in a class, and number of attributes + number of local methods. Chidamber and Kemerer [10] proposed the following 6 metrics: depth of inheritance tree (DIT), number of children (NOC), coupling between objects (CBO), response for a class (RFC), lack of cohesion methods (LCOM) and weighted methods per class (WMC). The quality model used by us primarily relies on these metrics.
Brito and Melo [11] examined how metrics of object-oriented design can be used for fault prediction. Among the 6 checked metrics 4 showed a strong negative correlation (method hiding factor, method inheritance factor, attribute inheritance factor, polymorphism factor), with the fault numbers, one of them showed a strong positive correlation (coupling factor), and one (attribute hiding factor) did not show any significant correlation. The results were evaluated using programming languages C++ and Eiffel. The metrics used in that study were quite different from the ones we are using, however, this relatively early study in this area pointed out an important research direction.
Briand et al. [12] also examined the impact of the object-oriented metrics on faults. They made a case study with the help of 8 groups of students, who implemented the same task in C++. They found that the coupling and inheritance measures are strongly related to the probability of fault detection in a class. They did not find significant impact of cohesion on fault proneness. Among others, the quality model used by us uses these factors, and other studies showed significant correlation between all the above mentioned metrics and fault density in the Java programming language.
Subramanyan and Krishnan [13] examined the connection between the number of defects and the following object-oriented metrics: methods per class, coupling between objects, depth of inheritance tree and number of children. They validated the theory using both C++ and Java programming languages. All of these metrics are applied by the quality model used by us.
In their study [14] , Gyimóthy et al. examined how various object-oriented metrics [10] can be used for fault prediction. They found a strong positive correlation between the number of faults and the following metrics: number of methods per class, depth of inheritance tree, response for class, coupling between objects, lack of cohesion and number of logical lines of code. Although the validation was performed on C++ programs, the results can be applied for Java as well. The quality model used in this paper relies heavily on these previous results.
Nagappan et al. [15] presented an universal quality model using software metrics. They used it for bug prediction; however, the method is adaptable to arbitrary measure of quality, i.e. maintainability as well. They found no single set of metrics that fitted all projects. The model used by us was shown to be an adequate one for several projects.
Moser et al. [16] presented a comparative analysis of the predictive power of two different sets of metrics for defect prediction. The described methodology provided a classification of Java sources, based on if they are defective or defectfree, with high precision and high recall. The authors found that process metrics are more effective in defect prediction than code metrics. The quality model used by us currently relies on code metrics only, and the above study shows us a possible direction for fine-tuning the model.
III. METHODOLOGY A. Version Control History Metrics
We calculated the orders of files based on the following version control history metrics (each metric defined an own order).
Modification intensity related metrics include cumulative code churn and number of modifications. Cumulative code churn is the absolute sum of number of added and removed lines of code so far. Number of modifications is the number of times the file in question has been modified so far.
Ownership related metrics include contributors and the contributors with tolerance. Contributors is the number of different contributors of the file so far. Contributors with tolerance is the number of different contributors of the file so far, but if someone contributed to the file only once, then that contribution is not considered.
Aging related metrics include age and last modification date. Age is date when the file was added. Last modification date is the date of the last modification.
Each of these metrics determines an order of files.
B. Measuring Maintainability on System Level
To calculate the maintainability values of the systems we used ColumbusQM, our probabilistic software quality model [17] that is able to measure the quality characteristics defined by the ISO/IEC 25010 standard. The model considers the following class related low-level quality properties: clone coverage, logical lines of code, rule violations, weighted methods per class, number of attributes, number of methods, comment density, commented lines of code, API documentation, lack of cohesion, number of ancestors and coupling between object. These metrics are compared with those of other systems in a benchmark, and then the results of the comparisons are aggregated using a probabilistic statistical algorithm utilizing also weights provided by experts.
The model was empirically validated, resulting that there is a correlation between the calculated maintainability values and the real development costs [18] . This was implemented primarily to analyze source code of Java programs.
C. Relative Maintainability Indexes
The above approach is used to obtain a system-level measure for source code maintainability. We extended the ColumbusQM with a drill-down approach [7] , which provides the so called Relative Maintainability Indexes (the RMIs) for lower-level source code elements (e.g. classes or methods).
The RMI calculation works as follows: the maintainability analysis was performed on the whole system, and on the system without the analyzed source code element (which can be a package, a class or a function; in this study the classes were considered). The RMI is difference between the original maintainability value and the maintainability value without that source code element. If the actual source code element is a hard to maintain code, compared to the rest of the system, then the maintainability value without that will be higher than the original one, therefore the RMI index of that element will be negative.
The RMIs were calculated for every class of the source code. The reason of this choice was the fact that in Java the source files and the classes are strongly correlated with each other: most of the source files contain exactly one class.
D. Number of Bugs
We considered bug data found in the PROMISE bug database [8] , where the number of post release bugs of each source files of given release are made public.
E. Correlation Tests
We performed the Spearman's rank correlation check on every combination of version control history metrics on one hand, and RMIs and number of bugs on the other hand. This resulted 6 · 2 = 12 combinations of every analyzed versions. We performed the analysis using the R statistical software [19] , using the cor.test() function.
IV. RESULTS

A. Results of the Statistical Tests
We selected the following open source software systems for analysis, all written in Java, developed in SVN version control systems and post release bug data available (analyzed versions in brackets):
• Ant (1.3, 1.4, 1.5, 1.6, 1.7) • JEdit (4.0, 4.1, 4.2, 4.3) • Log4J (1.0, 1.1, 1.2) • Xerces (1.3, 1.4) . Tables I and II contain the results of the correlation tests between the version control history metrics, and RMI and bug, respectively. The rows of the tables contain the name of the analyzed software system, its version, and the results of correlation between RMI (or bug) based order, and the order of the following: cumulative code churn, number of modifications, ownership, ownership with tolerance, added date and last modified date.
The correlation test between cumulative code churn and RMI resulted a very strong negative result, meaning the higher the cumulative code churn of a file is (i.e. it has been more intensively modified in the past), it is more likely that the RMI is lower (i.e. its maintainability is worse). This result is also supported by the bug comparison as well, with positive correlation (higher cumulative code churn results in higher number of post-release bugs), with weaker correlation in absolute values.
The problem with cumulative code churn calculation is that it is very slow. On the other hand, the intensity of past modification can also be expressed by the mere number of past modifications. The connection is similar to cumulative code churn, with weaker correlation.
The correlation between ownership and RMI is similar to churn or modification comparison, with somewhat moderate results. In 3 cases the comparison was not applicable, as all the affected files had the same number of contributors. In one case of bug comparison there was a contradiction. We think this was casual, and it was resulted by the small number of post release bugs of that version and the small number of contributors.
The ownership with tolerance comparison resulted in more significant correlation. All the tests resulted a value, and there was no contradictory result.
In case of added date analysis the results indicate that the later added source files have better maintainability. That was a surprising result. Somewhat ironic explanation of this result can be the following: an early added source file had enough time to erode. However, the correlation in absolute value is weak, with two contradictions in case of bug comparison.
Finally, we found that the recently modified files are more likely to have worse maintainability, with higher number of bugs, and the correlations are significantly higher than those of file addition dates. In case of bug comparison cross check there was one contradicting result.
V. THREATS TO VALIDITY
We performed the analysis on open source software systems exclusively, all implemented in Java. The lack of industrial systems threatens the general validity of our findings. Furthermore, the lack of the analysis covering other programming languages also threatens the generality. A possible direction of development is analysis of C# programs; the quality model can be based on the study of Hegedűs [20] . Anyway, we think that the results of the 14 analyzed version of 4 software systems are quite convincing.
The metrics calculation was performed on file basis, and the bug database is also file based. On the other hand, the RMI calculation was performed on class basis. Taking the common intersection lead to loss of the maintainability indexes of subclasses. This could lead some loss of precision in the results.
The bug database come from external source, and we do not know anything about the methodology of the data collection. Therefore it is not possible to analyze it deeper, and to find other connections.
The bug database contained data about a bit old version of software. We could not perform the general analysis (i.e. comparing with bug database as well) on more recent versions or on more recent projects.
VI. CONCLUSIONS AND FUTURE WORK
In this study we considered 6 version control history metrics, and performed correlation test between these on one hand, and relative maintainability index and number of post release bugs on the other hand. Based on the results we can answer research questions.
RQ1: Higher intensity of file modifications result in worse maintainability and higher post release bugs. The cumulative code churn turned out to result in the highest correlation values. The number of file modifications also resulted in high, but lower correlation values.
RQ2: Source files of lacking clean code ownership result in worse maintainability and higher post release bugs. The mere number of contributors so far has a moderate strength of predicting maintainability and post release bugs, and it is somewhat higher if we apply a tolerance, not considering only one contributions.
RQ3: Earlier added and later last modified files result in worse maintainability and higher post release bugs. However, the strength of these correlations are the smallest, with a few contradictory results in case of bug comparison.
Next step is planned to be the normalization of the metrics and aggregating them for hotspot detection.
