In this paper we give a survey of some results concerning the computation of quadrature formulas on the unit circle.
Introduction
A well known procedure to approximate the integral I σ (f ) = b a f (x)dσ(x), σ being a positive measure on [a, b] , is an n-point Gauss-Christoffel quadrature rule which takes the form I σ n (f ) = n j=1 A j f (x j ) and is such that I σ (P ) = I σ n (P ) for any polynomial of degree up to 2n − 1. The effective computation of the nodes {x j } n j=1 and weights {A j } n j=1 in I σ n (f ) has become an interesting matter of study both from a numerical and a theoretical point of view. As shown by Gautschi among others (see e.g. [30, 31] ), the basic element is the three-term recurrence relation satisfied by the sequence of orthogonal polynomials for the measure σ. This recurrence is characterized by a tridiagonal matrix (Jacobi matrix) so that the eigenvalues of the n-th principal submatrix coincides with the nodes {x j } n j=1 i.e., with the zeros of the n-th orthogonal polynomial. Furthermore, the weights {A j } n j=1 are precisely the first component of the normalized eigenvectors.
$ Dedicated to our friend and co-author of these results: Professor Pablo González-Vera. In Memoriam.
In this paper, we shall be concerned with the approximate calculation of integrals of 2π-periodic functions with respect to a positive measure µ on [−π, π] or more generally, of integrals on the unit circle like I µ (f ) = π −π f e iθ dµ(θ). In analogy with Gaussian rules, we propose an n-point quadrature rule I n (f ) = n j=1 λ j f (z j ) with distinct nodes on the unit circle but now imposing exactness not for algebraic polynomials but for trigonometric polynomials or more generally, Laurent polynomials. It should be recalled that Laurent polynomials on the real line were used by Jones and Thron in the early 1980's in connection with continued fractions and strong moment problems (see [43] and [45] ) and also implicitly in [46] . Their study underwent a rapid development in the last decades giving rise to a theory of orthogonal Laurent polynomials on the real line (see e.g., [15, 24, 41, 42, 50, 54] ), and it was extended to a theory of more general orthogonal rational functions (see [8] ).
On the other hand, the rapidly growing interest in problems on the unit circle, like quadratures, Szegő polynomials and the trigonometric moment problem has suggested to develop a theory of orthogonal Laurent polynomials on the unit circle introduced by Thron in [54] , continued in [16, 37, 44] and where the recent contributions of Cantero, Moral and Velázquez in [11] [12] [13] have meant an important and definitive impulse for the spectral analysis of certain problems on the unit circle. Here, it should be remarked that the theory of orthogonal Laurent polynomials on the unit circle establishes features totally different from the theory on the real line because of the close relation between orthogonal Laurent polynomials and the orthogonal polynomials on the unit circle (see [18] ).
The orthogonal polynomials are a particular case of a more general kind of orthogonal functions with interest in many pure and applied sciences: the orthogonal rational functions with prescribed poles (see [8] and references therein). We may look at polynomials as a special case of rational functions having only a pole at ∞. The main difference between orthogonal polynomials on the real line and on the unit circle is not only the location of the support of the measure, but also the relative localization of the pole with respect to this support. The natural generalization of (orthogonal) polynomials with pole at infinity is to have rational functions with poles in a neighborhood of infinity. Hence on the real line, where polynomials are assumed to be real, it is natural to choose the poles of the (orthogonal) rational functions to be real as well, i.e., choose them on the extended real line. For the unit circle however, the polynomials depend on a complex variable, and are therefore also assumed to be complex functions, so that the generalization to rational functions will be to select poles that can be anywhere 'near' infinity, i.e., away from the support of the measure, which in our case will mean in the exterior of the closed unit disk.
A more general situation can also be considered with respect to the quadrature formulas: involving orthogonal rational functions on the unit circle with prescribed poles not on T, but inside or outside of the unit disk. This situation, already studied in [6] , gives rise to the rational Szegő quadrature formulas. In this case, the nodes are the zeros of the corresponding para-orthogonal rational functions and the quadrature formula is the integral of the rational Lagrange interpolant in these nodes, so that the weights are obtained from the integral of the corresponding rational Lagrange basis functions. An alternative approach to these quadrature formulas, using Hermite interpolation is considered in [6] .
In the paper [2] , an alternative way to calculate the nodes and the weights to the rational Szegő quadrature formulas was presented by using the recently obtained matricial representation for orthogonal rational functions on the unit circle with prescribed poles (see [55] ). These matrices are the result of applying a matrix Möbius transformation of unitary Hessenberg and unitary fivediagonal matrices, having the same form as in the polynomial case. The five-diagonal matrices are also known as CMV matrices. The operator Möbius transformation of the unitary truncations of order n of these matrices, led us to obtain the nodes and the weights of rational Szegő quadrature formulas as in the polynomial case, by computing the eigenvalues and the first component of the normalized eigenvectors of such matrices.
The main purpose of this paper is to give a survey of recent results obtained in the study of matricial representations, both for orthogonal Laurent polynomials defined with respect to any order and for orthogonal rational functions, as well as the analysis and computation of the nodes and weights of Szegő quadrature formulas. Also, some new theoretical approaches along with new numerical experiments will be given.
The rest of the paper is organized as follows: In Section 2, sequences of orthogonal Laurent polynomials on the unit circle with respect to a general order and satisfying certain recurrence relations are constructed. The multiplication operator in the space of Laurent polynomials with a general nesting of the subspaces is considered in Section 3. On the unit circle, this operator plays a fundamental role in the five-diagonal or Hessenberg representation obtained in [12] that are the analogs of the Jacobi matrices on the real line. Our main result of this section is the minimal representation obtained with an approach that differs from the one in [13] . In Section 4 a matrix approach to Szegő quadrature formulas in the more natural framework of orthogonal Laurent polynomials on the unit circle is analyzed and we illustrate these results with a numerical example in Section 5. Section 6 is dedicated to the study of orthogonal rational functions for which in Section 7 we will introduce two different bases in the space of rational functions that will generalize the orthogonal polynomials and the orthogonal Laurent polynomials. This allows the derivation of two different matrix representations of the multiplication operator with respect to these bases that will be operator Möbius transformations of a Hessenberg and a five-diagonal matrices respectively. We also give the expressions for the sequences of para-orthogonal rational functions, whose zeros are eigenvalues of unitary truncations of the multiplication operator. In Section 8, we apply these results to the computation of the nodes and weights of rational Szegő quadrature formulas on the unit circle. Finally, in Section 9 we illustrate the preceding results with some numerical examples.
Orthogonal Laurent polynomials on the unit circle
We start this section with some convention for notation and some preliminary results that we will use in the rest of the paper. We denote by T := {z ∈ C : |z| = 1}, D := {z ∈ C : |z| < 1} and E := {z ∈ C : |z| > 1} the unit circle, the open disk and the exterior of the closed unit disk in the complex plane, respectively. P = C[z] is the vector space of polynomials in the variable z with complex coefficients, P n := span{1, z, z 2 , . . . , z n } is the corresponding subspace of polynomials with degree less than or equal to n while P −1 := {0} is the trivial subspace. Λ := C[z, z −1 ] denotes the complex vector space of Laurent polynomials in the variable z and for m, n ∈ Z, m ≤ n, we define the subspace Λ m,n := span{z m , z m+1 , . . . , z n }. Also, for a given function f we define the "substar-conjugate" as f * (z) := f (1/z). For a polynomial P n ∈ P n \P n−1 its reversed (or reciprocal) polynomial is defined by P * n (z) := z n P n * (z) = z n P n (1/z). Throughout the paper, we shall be dealing with a positive Borel measure µ supported on the unit circle T, normalized by the condition π −π dµ(θ) = 1 (i.e, a probability measure). As usual, the inner product induced by µ is given by
For our purposes, we start constructing a sequence of subspaces of Laurent polynomials
This can be done by taking a sequence {p n } ∞ n=0 of nonnegative integers such that p 0 = 0, 0 ≤ p n ≤ n and s n = p n − p n−1 ∈ {0, 1} for n = 1, 2, . . .. In the sequel, a sequence {p n } ∞ n=0 satisfying these requirements will be called a "generating sequence". Then, set
Observe that {q n } ∞ n=0 is also a generating sequence and that Λ = ∞ n=0 L n if and only if lim n→∞ p n = lim n→∞ q n = ∞. Moreover,
In any case, we will say that {p n } ∞ n=0 has induced an "ordering" in Λ, i.e., a nesting of the subspaces L n . Sometimes we will need to define p −1 = 0 and hence s 0 = 0. Now, by applying the Gram-Schmidt orthogonalization procedure to L n , an orthogonal basis {ψ 0 (z), . . . , ψ n (z)} can be obtained. If we repeat the process for each n = 1, 2, . . ., a sequence {ψ n (z)} ∞ n=0 of Laurent polynomials can be obtained, satisfying Proposition 2.4. The family {χ n (z)} ∞ n=0 of orthonormal Laurent polynomials for the measure µ and the generating sequence p n = E n 2 satisfies
A similar matrix recurrence exists for the generating sequence p n = E n+1 2
. The equivalence of these recurrences with the recurrence given by Proposition 2.3 is proved in [10] .
Remark 2.5. Note that the three-term recurrence given in Proposition 2.3 involves alternatingly a multiplication by z and by z −1 whereas the recurrence given in Poposition 2.4 involves only multiplication by z. These latter relations will play a fundamental role in the next section.
Until now we have deduced recurrences for the families of orthogonal Laurent polynomials when the generating sequences associated with the balanced orderings are considered. In the next result (see [10] ) we will consider an arbitrary generating sequence, starting with a three-term recurrence relation for {φ n (z)} ∞ n=0 involving multiplication by z and z −1 .
Theorem 2.6. The family of (monic) orthogonal Laurent polynomials {φ n (z)} ∞ n=0 with respect to the measure µ and the generating sequence {p n } ∞ n=0 satisfies for n ≥ 2 the three-term recurrence relation
with initial conditions φ 0 (z) ≡ 1 and φ 1 (z) = k 1 + z 1−2s1 , A n , B n , C n depending on the Schur parameters δ n and δ n−1 while k 1 is either δ 1 or δ 1 depending on s 1 being 0 or 1 and s 0 = 0.
Matricial representations
Throughout this section, a fundamental role will be played by the multiplication operator defined on Λ, namely
As we have seen, if we consider the sequence of orthonormal Laurent polynomials with respect to the measure µ and the generating sequence p n = 0 for all n ≥ 0, then the n-th orthonormal Laurent polynomial coincides with the n-th orthonormal Szegő polynomial, for all n ≥ 0. Since the operator M leaves P invariant, taking {ϕ n (z)} ∞ n=0 as a basis for P, then the following matrix representation of the restriction of M to P, with Hessenberg structure, is obtained (see e.g. [16] , [17] or [38] ):
if j = i + 1. 
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If we consider now the generating sequence p n = E n 2 then it follows from the recurrence given in Proposition 2.4 that we get the following five-diagonal matrix C(δ) (CMV representation, see [52] ) for the multiplication operator M
and it can also be expressed as a product of two tri-diagonal ones C(δ) = C e (δ)C o (δ), (see [12] ), where
Moreover, it is easy to check that the matrix representation when the generating sequence
is considered is C(δ) T . Our aim now is to analyze the structure of the matrix representation for the multiplication operator M when an arbitrary generating sequence is considered. We start with a generalization of [12, Proposition 2.4] where the result was derived only in the case of a balanced generating sequence. It can be found as [10, Theorem 4.1] but because the proof is short and elegant, we repeat it for the convenience of the reader. Theorem 3.1. Let {χ n (z)} ∞ n=0 be the sequence of orthonormal Laurent polynomials for the measure µ and the generating sequence {p n } ∞ n=0 and suppose that lim n→∞ q n = ∞. Then, for each n ≥ 0 there exist k = k n ≥ 1 and t = t n ≥ 1 such that zχ n (z) ∈ span{χ n−t (z), · · · , χ n+k (z)}, i.e.
Moreover, k = k n and t = t n are defined as follows:
Observe that the existence of k is guaranteed from the condition lim n→∞ q n = ∞. On the other hand, since χ n ⊥ L n−1 then
⊃ L n−1−t with t = t n ≥ 1. Since zχ n (z) ⊂ L n+k and zχ n (z) ⊥ L n−1−t , the proof follows.
Note that the indices k and t provide the upper width and lower width of the band matrices. Thus, from Theorem 3.1 we can analyze the matrix representation for the operator M with respect to a generating sequence with a minimal number of diagonals. As we have seen, the balanced orderings give rise to five-diagonal matrices. An obvious question is whether there exist other generating sequences that give rise to a matrix representation with five or less diagonals. We start by remarking that a five-diagonal representation is obtained if and only if one of the following cases is satisfied:
1. k n = 1, t n ≤ 3 for all n, 2. k n ≤ 2, t n ≤ 2 for all n, 3. k n ≤ 3, t n = 1 for all n. Hence, we have the following considerations:
1. If the sequence {s n } n≥1 contains three or more consecutive zeros or ones, then the representation will not be five-diagonal. Suppose for example that there are 3 consecutive zeros: (s n , s n+1 , s n+2 , s n+3 , s n+4 ) = (1, 0, 0, 0, 1). Then Theorem 3.1 implies that there is a block (k n , k n+1 , k n+2 ) = (1, 1, 1) and k n+3 ≥ 2 while (t n+1 , t n+2 , t n+3 , t n+4 ) = (1, 2, 3, 4) . Similarly a block of 3 consecutive ones, say (s n , s n+1 , s n+2 , s n+3 , s n+4 ) = (0, 1, 1, 1, 0), implies by the same theorem that (k n , k n+1 , k n+2 , k n+3 ) = (4, 3, 2, 1) and t n+1 ≥ 2 with (t n+2 , t n+3 , t n+4 ) = (1, 1, 1). In both cases the condition (3.3) fails. Thus, we obtain a matricial representation with more than five diagonals. In other words, to obtain a fivediagonal representation the number of consecutive zeros or ones in the sequence {s n } n≥1 must be at most 2. 2. If the number of consecutive zeros or ones is just one for all n then the situation corresponds to the generating sequences
and the five-diagonal matrix representations C(δ) and C(δ)
T are obtained, respectively. Now, let us concentrate on what happens if two consecutive zeros or ones appear in the sequence {s n } n≥1 . Indeed, a block of the form (s n , s n+1 , s n+2 , s n+3 ) = (1, 0, 0, 1) implies t n+2 = 2, k n+2 ≥ 2, t n+3 = 3, k n+3 ≥ 1 and hence a five-diagonal representation is not obtained since condition (3.3) does not hold. Suppose now a block of the form (s n , s n+1 , s n+2 , s n+3 ) = (0, 1, 1, 0). If s n−1 = 0 then t n+1 = 3 and k n+1 = 2 whereas if s n−1 = 1 then t n = 1, k n = 3 and t n+1 = k n+1 = 2, implying in both cases that the condition (3.3) is not satisfied. Observe that this argument is valid for all n ≥ 2, but it really holds for n ≥ 0. Indeed, if we consider the generating sequences
for all n ≥ 2 with p 0 = p 1 = 0 or p n = E n 2 for all n ≥ 2 with p 0 = 0 and p 1 = 1 then it is easy to check that a non-five diagonal matrix representation is obtained. Summarizing, we can state: . Moreover, this representation is the narrowest one in the sense that any matrix representation for another different generating sequence gives rise to a d-diagonal matrix representation with d ≥ 6. Remark 3.3. This proof of Theorem 3.2 based on orthogonality conditions was obtained in [10] , but it had been deduced previously in [13] by using operator theory techniques.
Example 3.4. Suppose that we consider a generating sequence {p n } n≥1 corresponding to the following order of the natural basis for Λ {1, z, z
By following similar arguments as in [10, Example 4.5] , or alternatively from [17, Section 3] , it is an exercise to 8 check that the corresponding matrix representation has the following nine-diagonal structure:
Hessenberg and CMV matrices are actually two particular cases of a more general structural theorem (see [17] ). Indeed, denote by G k−1,k a Givens (or Jacobi) transformation
where I k−1 and I denotes identity matrices of sizes k − 1 and ∞, respectively. Givens transformations can be considered as the most elementary type of unitary matrices and they can be used as building blocks to construct more general unitary matrices. Our interest is the fact that the infinite Hessenberg (3.1) and CMV (3.2) matrices allows a factorization as a product of Givens transformations in the form
Note that the latter corresponds to the factorization
. This factorization must be understood in the sense that the principal n × n submatrices of H(δ) and C(δ), and their corresponding expansion in products of Givens transformations, coincide for each n. The following theorem, proved in [17] , gives the recipe to construct the matrix representation of the multiplication operator on Λ when an arbitrary ordering induced by a generating sequence {p n } ∞ n=0 is considered. Theorem 3.5. Let {χ n (z)} ∞ n=0 be the sequence of orthonormal Laurent polynomials on the unit circle for a measure µ and the ordering induced by a generating sequence {p n } ∞ n=0 . Then, the matrix representation S(δ) of the multiplication operator in Λ for the orthogonal basis corresponding to this ordering can be characterized by a 'snake-shaped' matrix factorization S(δ) = S (∞) (δ) constructed by the following algorithm: We initialize with S (0) (δ) = G 0,1 . Then, for k ≥ 1 we apply the following procedure:
1. If s k = 0 then we multiply the matrix with a new Givens transformation on the right by setting
then we multiply the matrix with a new Givens transformation on the left by setting
The factorization must be understood in the sense that the principal n × n submatrices of S (n−1) (δ) and S(δ) coincide for all n.
Example 3.6. Suppose that the generating sequence {p n } n≥1 is as in Example 3.4. Then the associated nine-diagonal matrix is factored as
The terminology 'snake-shaped' matrix factorization, duly explained in [17] , arises from the distribution of the non-zero elements in this matrix representation in a zig-zag shape around the main diagonal.
Matricial computation of Szegő quadrature formulas
Throughout this section we shall be concerned with the estimation of integrals on T of the form,
For the polynomial case, the Szegő-quadrature formulas were introduced in [26] . Also it is remarkable the work of Geronimus (see [32] ). A different approach, for Laurent polynomials, is considered in [44] . We shall first derive the formulas for nodes and weights of the Szegő quadrature formulas and then we shall show how these can be practically computed using our different matricial representations.
Formulas for the nodes and the weights of Szegő quadrature
As usual, estimates of I µ (f ) may be produced by replacing in (4.1), the integrand f by an appropriate approximating (or interpolating) function L for which the integral I µ (L) is easily computed. Because the space of Laurent polynomials Λ is dense in the space C(T) of continuous functions on T with respect to the uniform norm (see e.g., [22] and [53] ), it seems reasonable to approximate f in (4.1) by some appropriate Laurent polynomial. The integral of this approximation gives a "quadrature rule on the unit circle". By an n-point quadrature formula on the unit circle we mean an expression like
where the nodes {z j } n j=1 and the coefficients or weights {λ j } n j=1 are chosen so that I n (L) = I µ (L) for any L ∈ Λ −p,q with p and q nonnegative integers depending on n with p + q as large as possible. If we first try with subspaces of the form Λ −p,p , it can be easily checked that there can not exist an n-point quadrature formula I n (f ) of the form (4.2) which is exact in Λ −n,n . Hence, it holds that p ≤ n − 1. In [16] the following "necessary condition" on the nodal polynomial is proved:
. . , n be exact in Λ −(n−1),n−1 , and set P n (z) = n j=1 (z − z j ). Then,
i.e., the nodal polynomial P n is proportional to a para-orthogonal polynomial P u n := ρ n + uρ * n , where, for every n, the proportionality constant C n depending on the Schur parameters δ n .
Moreover, in [44] the following converse result is proved (sufficient conditions on the nodal polynomial):
2. There exist positive real numbers λ 1 , . . . , λ n such that
I.e., the zeros of a para-orthogonal polynomial can be used as nodes in a quadrature formula satisfying (4.4).
The quadrature formula I n (f ) given by (4.4), and earlier introduced in [44] is called an "npoint Szegő quadrature formula". It is the analogue on the unit circle of the Gaussian formulas for intervals of the real axis. However, in this respect two big differences should be remarked: the nodes are not the zeros of the n-th orthogonal polynomial with respect to µ and the n-point Szegő formula is exact in Λ −(n−1),n−1 , whose dimension is 2n − 1 instead of 2n. Observe that since the nodes are the zeros of an n-th para-orthogonal polynomial depending on a parameter u ∈ T, a one-parameter family of quadrature formulas exact in Λ −(n−1),n−1 arises. Moreover, it can be shown that there is a subspace of dimension 2n, depending on u, for which the quadrature formula is exact (see [51] ), but it is not of the form Λ −r,s with r + s + 1 = 2n.
On the other hand, starting from a generating sequence {p n } ∞ n=0 we know that L n−1 is a Chebyshev system on T of dimension n (since 0 ∈ T). Hence, for n distinct nodes z 1 , . . . , z n on T, we can find a unique set of parameters λ 1 , . . . , λ n so that, I n (L) = I µ (L) for all L ∈ L n−1 . In order to recover Szegő formulas in the natural framework of the orthogonal Laurent polynomials on the unit circle, and inspired by the ordinary polynomial situation, we will deal with subspaces of Λ of the form L n L r * = Λ −(pn+qr),qn+pr with dimension n + r + 1 (observe that L n−1 ⊂ L n L r * , 0 ≤ r ≤ n − 1). Now we might try to make r = r(n) as large as possible. The first trial should be to consider r = n − 1, but a negative answer is proved in [16] :
There cannot exist an n-point quadrature formula like (4.2) with nodes on T which is exact in L n L (n−1) * for any given arbitrary generating sequence {p n } ∞ n=0 .
The second step is to consider r = n − 2. For this purpose, we set ß n = p n − p n−2 ∈ {0, 1, 2}. The results obtained in [16] are summarized in:
be the sequence of orthonormal Laurent polynomials with respect to the measure µ and the ordering induced by the generating sequence {p n } ∞ n=0 . Let {δ n } ∞ n=0 be the sequence of Schur parameters associated with µ, η n given by (2.3), suppose that ß n = p n −p n−2 = 1 and consider
where C n = 0 and
with u ∈ T. Then,
. . , z n are the zeros of R u n (z), then there exist positive numbers λ 1 , . . . , λ n such that
( 4.7) 3. There cannot exist an n-point quadrature formula with nodes on T which is exact in L n L (n−2) * if ß n = 0 or ß n = 2.
Thus, under the assumption that ß n = p n − p n−2 = 1, we see that L n L (n−2) * = Λ −(n−1),n−1 . Therefore, the quadrature rule given by (4.7) coincides with an n-point Szegő quadrature formula for µ and, taking into account that the solutions of the finite difference equation ß n = p n −p n−2 = 1 for n ≥ 2 are given by
we see that the natural balanced orderings earlier introduced by Thron in [54] are again recovered. Furthermore, they are the only ones which produce quadrature formulas with nodes on T with a maximal domain of validity. On the other hand, as we have seen in Section 3, these orderings correspond with the narrowest matricial representation of a sequence of orthonormal Laurent polynomials. We want to emphasize that the generating sequence {p n } ∞ n=0 necessary to provides the maximal domain of validity of Szegő quadrature rules coincides with the ordering for which we obtain the narrowest matricial representation for the multiplication operator defined in Λ.
In order to complete the construction of such quadrature formulas we give expressions for the weights also proved in [16] :
be the sequence of orthonormal Laurent polynomials with respect to the measure µ and the ordering induced by a generating sequence {p n } ∞ n=0 . Then, the weights {λ j } n j=1 for the quadrature formula (4.7) are given for j = 1, . . . , n by
or equivalently, by
where the nodes {z j } n j=1 are the zeros of R u n given by (4.5), or the zeros of P n given by (4.3). Once quadrature formulas on T with a maximal domain of validity have been constructed (nodes from (4.3) or (4.5) and weights by (4.8) or (4.9)) we need some efficient method to compute them. Traditionally the numerical values for nodes and weights of Szegő quadrature have mostly been obtained either for measures whose sequences of Szegő polynomials are explicitly known or by computing the polynomials by Levinson's algorithm (see e.g. [48] , [21] and [37] ). In these situations the zeros of (4.3) or (4.5) can be found by using any standard root finding method available in the literature (as for a specific procedure concerning rational modifications of the Lebesgue measure see also [36] ).
In the rest of the section we shall review some alternative strategies to effectively compute the nodes {z j } n j=1 and weights {λ j } n j=1 for an n-point Szegő quadrature formula based on the matricial representations of Section 3. These will involve eigenvalue computations much like the traditional Golub-Welsch algorithm for Gauss-Christoffel quadrature formulas on the real line [35] .
Computation using Hessenberg matrices
Recall the nodal polynomial P n (z) = n j=1 (z − z j ) given by (4.3) we can write from (2.2) (see [11] ) as P n (z) = P u n (z) = zρ n−1 (z) + uρ * n−1 (z) , |u| = 1. It can be easily checked that {zϕ 0 (z), . . . , zϕ n−2 (z), −uϕ * n−1 (z)} is an orthonormal basis of P n−1 which must be related to {ϕ 0 (z), . . . , ϕ n−1 (z)} by a unitary matrix U n . Setting for n ≥ 0, e n = ρ n , ρ n µ (recall that e n = n k=1 η 2 k for n ≥ 1 and that ϕ n = e −1/2 n ρ n ) it is straight forward to check that U n is the n-truncation of the Hessenberg matrix (3.1) in which the Schur parameter δ n is replaced by u. Therefore we shall denote it as H u n :
where all entries d i,j are equal to the corresponding entries h i,j of (3.1), except on the last row, i.e.,
Hence, we can write
Observe that, if we introduce the notation H n (δ 0 , . . . , δ n ) to indicate the principal submatrix of H(δ) (given by (3.1)) of order n, then H u n = H n (δ 0 , . . . , δ n−1 , u) (i.e., replace δ n by u).
. . .
Thus, we have the identity
where
with |u| = 1. From (4.12) one sees that any zero ξ of P u n (z) is an eigenvalue of H u n , and vice versa, with associated eigenvector V n (ξ). So, let z j be a zero of P u n (z) for j = 1, . . . , n and consider the corresponding normalized eigenvector of H u n :
If we write W n (z j ) = (q 0,j , . . . , q n−1,j ) T and select out the first components of both sides of (4.13),
we obtain q 0,j = λ 1/2 j ϕ 0 (z j ). But, since we are dealing with a probability measure, then ϕ 0 ≡ 1 and hence, λ j = q 2 0,j for all j = 1, . . . , n. In short, the following theorem has been proved: Theorem 4.6. Let I n (f ) be the n-th Szegő quadrature formula (4.7) in a balanced situation. Then, This can be stated in an elegant formula following Golub and Meurant [33, 34] as follows:
T . Indeed, note that H u n is unitary so that with the previous notation, its eigenvalue decomposition can be written as 
In this form there are many applications in linear algebra solving large scale problems with iterative methods (e.g., [40] ).
Special purpose algorithms for eigenvalue computation of unitary Hessenberg matrices have been designed in the literature. See for example [25, 39] .
Computation using CMV matrices
We give now an alternative approach to the computation of a Szegő quadrature formula (4.7) by using truncations of the five-diagonal matrix C(δ). In the next result we will use the matrix C n (δ 1 , . . . , δ n−1 , u), that is, the n-th principal submatrix of C(δ) of order n where the Schur parameter δ n is replaced by u ∈ T. Without loss of generality, we can fix the ordering induced by p n = E n 2 (recall that the matrix representation associated with the ordering induced by
Theorem 4.7. Let I n (f ) be the n-th Szegő quadrature formula (4.7) in a balanced situation. Then,
1.
The nodes {z j } n j=1 are the eigenvalues of C u n = C n (δ 1 , . . . , δ n−1 , u), for all u ∈ T. 2. The weights {λ j } n j=1 are given by the squared modulus of the first components of the corresponding normalized eigenvectors.
The first part has been already deduced in [14] by using operator theory techniques while a proof based on the recurrence relations satisfied by the family of orthonormal Laurent polynomials is given in [10, Theorem 5.7] .
Thus also in this case the Golub-Meurant formula holds
Computation using 'snake-shaped' matrix factorizations
Finally, suppose we have a matrix representation S of the multiplication operator in Λ consisting in a factorization of ∞ k=1 G k−1,k , where the factors under the -symbol may occur in a certain order, but by following the recipe given in Theorem 3.5. A drawback is that the principal n × n submatrix of S is in general not unitary and hence it has eigenvalues strictly inside the unit disk. A solution to this is to slightly modify the principal n × n submatrix of S in such a way that it becomes unitary. To do this, Gragg [38] and also Watkins [56] introduced the idea to redefine the 2 × 2 block in the n-th Givens transformation bỹ
where u, v ∈ T (v will actually be irrelevant for what follows), so that we can absorb u and v in the 2 × 2 blocks of the previous and next Givens transformations, respectively:
We can then putG n−1,n = I 2 , and it is easily seen that S = U V with U = n−1 k=1 G k−1,k (submatrix formed by rows and columns 1, . . . , n) and V = ∞ k=n+1 G k−1,k (submatrix formed by rows and columns n + 1, . . . , ∞). U and V have complementary zero pattern, and hence they commute each other. The matrix U is a n × n unitary snake-shape matrix factorization and coincide with the n × n submatrix of S with δ n ∈ D replaced by u ∈ T. Now, one could ask why there is such a similarity between finite Hessenberg and CMV matrices (Theorems 4.6 and 4.7). This is explained in the next result, which is essentially due to Ammar, Gragg and Reichel [1] , and it is based on the general fact that AB and BA have the same eigenvalues (see [17] ): Theorem 4.8. The eigenvalues and the first component of the normalized eigenvectors of U depend on the Schur parameters but not on the shape of the snake.
A numerical example
In order to numerically illustrate the results given in the previous section we demonstrate the computation of nodes and weights of the Szegő quadrature formulas considering the absolutely continuous measure defined on [−π, π] by dµ(θ) = ω(θ)dθ with
The corresponding monic orthogonal polynomials are the so-called Rogers-Szegő q-polynomials. Throughout this section we also fix the ordering induced by the generating sequence p n = E n+1 2 . An explicit expression for such polynomials is given in [52, Chapter 1] and so the following explicit expression for the corresponding monic orthogonal Laurent polynomials is deduced from Proposition 2.2:
where, as usual, the q-binomial coefficients n j q are defined by
and {b j } k j=−(k+1) can be recursively computed by
Also for this particular weight function the corresponding sequence of Schur parameters is given by δ n = (−1) n q n 2 for all n ≥ 1 (see [52, Chapter 1] ). In order to illustrate our results we have computed the nodes and the weights of the n-point Szegő quadrature formula (4.7) with n ∈ {15, 16} and q ∈ {0.1, 0.25, 0.5, 0.75, 0.9} (our aim is merely illustrative and for that reason, a small number of nodes is used). We propose three methods:
1. The nodes are the zeros of R u n (z) given by (4.5) (we have taken u = 1). As for the weights, we can make use of (4.9) taking into account that χ n (z) = φn(z)
, with φ n explicitly given by (5.1). 2. From Theorem 4.6 by computing the eigenvalues and the first component of the normalized eigenvectors of H 15 (δ 0 , . . . , δ 14 , 1) and H 16 (δ 0 , . . . , δ 15 , 1) by using a standard eigenvaluefinding method. 3. As before but now from Theorem 4.7, by considering the matrices C 15 (δ 0 , . . . , δ 14 , 1) and C 16 (δ 0 , . . . , δ 15 , 1).
The results for the three methods by using matlab 3 software for n = 15 are displayed in Table 1 , whereas for n = 16 we have represented the locations of the nodes of the Szegő quadrature formula for the Rogers-Szegő case, in the plots of Figure 1 . Since our aim is merely illustrative, a low number of nodes has been considered here and the results for the three methods coincide. We display them only once. Table 1 : Five different cases, depending on the value of q, for a 15-point Rogers-Szegő quadrature formula with u = 1. Since ω is a symmetric weight and u is real, the coefficients of the n-th orthonormal Laurent polynomial are real, and hence it follows from (4.8) that the weights corresponding to a pair of complex conjugate nodes are equal. The nodes are e iθ k and the left columns give the θ k . Moreover, it is easy to check that for u = 1, z = −1 = e iπ is always a node of the rule if n is odd whereas if n is even, then the rule has no real nodes (see Figure 1) . Table 1 and Figure 1 , and also the reason why the weights corresponding to nodes with higher real parts are greater than those weights associated with nodes with lower real parts, specially as q increases (see Table 1 ).
Here, it should be remarked that if a prescribed precision is required, then a higher number of nodes should be used, and special eigenvalue-finding methods should be considered because of the error propagation. For reasons of efficiency and numerical stability, the eigenvalue computation should preferably be performed using their factorization as a product of Givens transformations, rather than using their entry-wise expansions. A whole variety of practical eigenvalue computation algorithms for unitary Hessenberg and CMV matrices has already been developed in the literature, e.g. LR-iterations, implicit QR-algorithms, divide and conquer algorithms, two half-size singular value decompositions, matrix pencils methods or the unitary equivalent of the Sturm sequence method (see [25] ).
In the same way that we have analyzed the computation of Szegő quadrature formulas using the matricial representation of Szegő polynomials and orthonormal Laurent polynomials, we shall in what follows study the situation for the rational case. First of all we will introduce the orthogonal rational functions and their matricial representations.
Orthogonal rational functions
Polynomials can be considered as rational functions with all their poles at infinity. The idea of orthogonal rational functions is to generalize orthogonal polynomials by allowing other poles than infinity. In the context of this survey we will only consider orthogonal polynomials with respect to a measure on the unit circle T, and since infinity is as far away from the unit circle as possible, the generalization will consist in considering poles in the "neighborhood of infinity" which is here loosely interpreted as all poles are outside the closed unit disk. But just as in the polynomial case the Laurent polynomials introduce also poles at the origin using the substar conjugate, also here we will be able to introduce poles inside the disk using the same substar conjugate.
In order to introduce our spaces of rational functions we use a Möbius transform as a building instrument. It is defined as
where α (z) = 1 − αz. This ζ α is a bijection on C that leaves the sets T, D and E invariant. Note that the inverse is given by
If α ∈ D, then this first degree rational function ζ α has a pole in E. So, to introduce the rational functions with prescribed poles we shall define a sequence {α n } ∞ n=0 ⊂ D (we define α 0 = 0 in the rest of this paper) and introduce elementary Blaschke factors as ζ n = ζ αn . We shall similarly denote αn as n , etc. By defining Blaschke products {B n } n≥0 as
where π n (z) = 1 (z) · · · n (z), we can finally define a nested sequence of rational subspaces, defined by
If f ∈ R n then it has all its poles in the setα = {α i : i = 1, . . . , n} ⊂ E, withα i = 1/α i . Note that the polynomials are included as a special case because R n = P n if all α k are chosen to be zero. By our choice of the α n sequence, the overall space R = ∪ n≥0 R n , i.e., R = span{B n } n≥0 will only contain functions analytic in D. As mentioned above, poles inside the disk can be introduced using the substar conjugate:
: q ∈ P n , and R * = ∪ n≥0 R n * . For m, n ∈ N denote L −m,n = R m * + R n and L = R * + R, which generalizes the space of all Laurent polynomials. Note that
We also need a reciprocal operation generalizing the polynomial reciprocal. To arrange that R * n ⊂ R n , we shall define it for any r n = p n /π n ∈ R n \ R n−1 as follows:
Given the inner product induced by a probability measure µ on T, we can construct the sequence {φ n } n≥0 of orthogonal rational functions (ORF) according to the sequence {α n } n≥0 satisfying R n−1 ⊥ φ n ∈ R n \ R n−1 for n ≥ 1 and φ 0 = 1. These are not uniquely defined since we can always multiply with a unimodular constant. This constant can be fixed by making the leading coefficient of φ n with respect to the basis {B k } k≥0 positive, i.e., φ * n (α n ) > 0. In this paper, this constant is not essential and we prefer to use the following simplified recurrence which fixes these unimodular factors implicitly (see [8] ) : 18
A first verification of the rational formulas is that at any moment, setting all α n = 0, one should recover the polynomial equivalent. In this case, (6.1) turns out to be exactly (2.4) since indeed then ζ n (z) = z, n (z) = 1, c n = 1/η n and the δ n become the Schur parameters. For that reason we shall keep the notation δ n since they are the direct generalizations of the Schur parameters in the rational case. As in the polynomial situation these parameters {δ n } n≥1 of (6.1) lie in D.
We should mention here that we have chosen the α n to be all in D for convenience, but that it is possible to choose them anywhere outside T on condition that α iαj = 1 for all i and j. This was used in the context of matrix valued ORF in the papers by Lasarow and coworkers (e.g., [27] [28] [29] 47] ). A different approach to introduce poles in D and E for a balanced situation is explained in Section 7 where the CMV representation is derived. This ordering of the poles inside or outside the disk will influence the computation of sequence of ORF and the spaces that are spanned in the sequence just like in the Laurent case. We do not include a full generalization here for simplicity. Anyway, whatever the location and order of the α n , the resulting rational Szegő quadrature formulas derived in Section 8 will be exact in spaces of rational functions with poles in the set of selected points α k (in D and/or E) and in the reflected pointsα k , i.e., the space R n +R n * and that does not depend on whether the R n has or has not all its poles in E.
Matricial representations of ORF

The multiplication operator in rational function spaces
Like in the polynomial case, it will be crucial to find the matrix representation for the multiplication operator M : L → L, f (z) → zf (z) with respect to some ORF basis. Choosing the ORF basis {φ n } n≥0 that we just introduced, and noting that L is M -invariant we get a representation V that was obtained in [55] as
1)
A being the diagonal matrix with the sequence {α n } n≥0 on its diagonal, H is like the Hessenberg matrix given by (3.1) where η n = 1 − |δ n | 2 with δ n as in (6.2) and ζ
−1
A (H) is the inverse of the Möbius transformation ζ α (z) but generalized to a matrix form:
where, ν A = √ 1 − AA † and A † is the adjoint of A. (Note that in a scalar version ν-factors cancel out.) Thus where in the polynomial case, the unitary matrix V was a Hessenberg matrix, here it is the operator Möbius transformation of a Hessenberg matrix. There is some "rational intuition" for this formula. To go from the polynomial to the rational case, we have transformed products of z into products of the form ζ i (z), e.g., powers of z are replaced by Blaschke products. Hence to find a multiplication with z in the rational setting (and this multiplication is what H represented in the polynomial case) we have to do the inverse transform to go from the ζ i (z) back to z, and this is exactly what (7.2) does.
But there is an alternative basis for L that can be used. In the polynomial case, the basis of orthogonal polynomials in P could be replaced by a basis of orthogonal Laurent polynomials in Λ. Similarly, we can also in the rational case obtain a somewhat simpler matricial representation for M than the one given above.
However in the rational case, it is not so obvious how this should be done. Let us consider the balanced situation for simplicity. Then we can consider the rational generalization of the nesting of the Laurent polynomial subspaces of the form Λ −pn,qn with p n = E n 2 orp n = E n+1 2 and p n + q n = n. So that could be generalized to the rational spaces L n = L −pn,qn = span{B pn * , . . . , B 0 , . . . , B qn } = span{φ −pn * , . . . , φ 0 , . . . , φ qn }. The problem is that the latter is not an orthogonal basis. Instead we will reshuffle the factors of the Blaschke products and define odd and even Blaschke products:
and consider the rational functions given by
The subspaces L n = span {χ 0 , χ 1 , . . . , χ n } are = L −n,n+1 i.e., L 2n and L 2n+1 are the sets of rational functions whose poles, counted with multiplicity, are in {α 1 , α 2 , . . . , α 2n−2 ,α 2n−1 , α 2n } and in {α 1 , α 2 , . . . ,α 2n−1 , α 2n ,α 2n+1 } respectively.
The orthonormality of {φ n } n≥0 is equivalent to the orthonormality of the sequence {χ n } n≥0 (see [55] ). So now we do have χ n ∈ L n \ L n−1 and χ n ⊥ µ L n−1 . Another way of constructing this basis is introduced in [7] .
This new basis {χ n } n≥0 provides a simpler matricial representation for the multiplication operator under non-restrictive conditions. As in the Hessenberg case, if the sequence {α n } n≥1 is compactly included in D, the ORF {χ n } n≥0 associated with {α 1 ,α 2 , α 3 ,α 4 , . . .}, form a basis for L 2 µ and the matrix of M with respect to {χ n } n≥0 is
where again A is the diagonal matrix with the poles on its diagonal, C is given by (3.2) with η n = 1 − |δ n | 2 with δ n like on (6.2) and ζ
A (C) the inverse matrix Möbius transform given by (7.2). The unitary matrix U is not a five-diagonal matrix as in the polynomial case, but it is an (inverse) operator Möbius transformation of a five-diagonal matrix.
Para-orthogonal rational functions
The zeros of the ORF {φ n } n≥1 and the zeros of {χ n } n≥1 are the same, but they are all inside D, and not on T, so that they are not suitable as nodes for rational Szegő quadrature formulas. Thus we need a para-orthogonal rational functions (PORF) generalizing the para-orthogonal polynomials and that have simple zeros on T. The next step is then to show that these zeros can be obtained by solving some eigenvalue problem.
Given a sequence of orthogonal rational functions {φ n } n≥0 with poles {α 1 ,α 2 , . . . ,α n } in E, the para-orthogonal rational functions (PORF) are defined by
The following result (see [8] ) shows that these satisfy our needs perfectly.
Theorem 7.1. The para-orthogonal rational function P v n with v ∈ T has n simple zeros which lie on the unit circle.
To arrive at the eigenvalue problem, we use the recurrence (6.1) for the ORF φ n in the definition (7.4) of the PORF so that we can rewrite P v n as follows:
Compare this with the recurrence relation for the ORF (6.1) then it is clear that P v n (making abstraction of the constant factor (1 + δ n v) which does not influence the zeros) can be obtained from the same recurrence relation as the ORF, except that in the last step we have to replace δ n by u = ζ
We are now all set to mimic the polynomial situation and get unitary truncations of the matrix representation of the multiplication operator M restricted to R with respect to the basis {φ n } n≥0 or with respect to the basis {χ n } n≥0 in L. I.e., we have to find unitary truncations of ζ The factorization of the five-diagonal matrix as a product of two simple block diagonals as in (3.2) for the polynomial case will of course also hold for the rational case. When we truncate this factorization at the nth principal submatrices and replacing δ n by u ∈ T in C as well as in the factors C e and C o , i.e., C u on = C o (δ 0 , . . . , δ n−1 , u) and C u en = C e (δ 0 , . . . , δ n−1 , u), we obtain that C 
An .
Hence, the eigenvalue decomposition for U u n , viz. U u n X n = X n Λ n can be rewritten as
In other words, we have proved the following theorem which implies yet another computational scheme for the nodes and weights of the quadrature formulas as we shall elaborate in the next section.
Theorem 7.3. Let {α n } n≥1 be an arbitrary sequence in D, µ a measure on T, {φ n } n≥0 the corresponding ORF and {χ n } n≥0 the ORF associated with the sequence {α 1 ,α 2 , α 3 ,α 4 , . . .}. Furthermore let P v n = φ n + vφ * n be the n-th PORF related to v ∈ T, and suppose that C 
Matricial computation of rational Szegő quadrature formulas.
In this section we consider again the approximation of the integral
for any function f defined on T, and for a finite Borel measure which we again assume to be a probability measure for simplicity of the formulas. As before we shall estimate it by a formula of the form
with mutually distinct nodes z j on T and positive weights λ j , j = 1, . . . , n,. However instead of designing it in a way that it has a maximal domain of exactness in the space of Laurent polynomials, we will consider the more general rational functions introduced in the previous sections. This gives rise to the class of rational Szegő quadrature formulas considered for example in [4] [5] [6] [7] .
Like in Section 4 we may start from rational interpolatory type quadrature formulas. Since our space of rational functions has poles that are fixed by the {α n } n≥0 , we can still use the freedom in the numerator to construct a unique rational interpolant in a given set of interpolation points on T and approximate the integral by the integral of the interpolating rational function. Thus if R ∈ L −k,k is the interpolant for f , defined by 2k + 1 interpolation conditions, then by construction its integral will be exact in that space L −k,k . The following theorem states this formally and it can be found in [5] .
Theorem 8.1. Let n = 2k + 1. Given the sequence {z j } n j=1 ⊂ T of mutually distinct points, then there exist unique positive numbers λ 1 , . . . , λ n depending on µ, such that
Furthermore, I n (f ) = I µ (R n ) where R n is the unique rational function in L −k,k satisfying the interpolation condition R n (z j ) = f (z j ), j = 1, 2, . . . , n.
Similarly one may choose 2k interpolation points and construct a rational interpolant from L −k+1,k or L −k,k−1 to construct a corresponding rational quadrature formula that is exact for these spaces. However, these interpolatory quadrature formulas with n nodes are exact in the space of dimension n. Rational Szegő quadrature formulas will generalize the polynomial Szegő quadrature formulas and rely on a special choice of the n nodes to obtain a quadrature formula that is exact in a rational space of the form L −p,q with p + q = 2n − 2, i.e., of dimension 2n − 1. Therefore, the nodes should be chosen as the zeros of para-orthogonal rational functions that we introduced earlier. Thus, we can improve on the previous theorem as follows. Theorem 8.2. Let z 1 , z 2 , . . . , z n be the zeros of the n-th PORF P u n (with u ∈ T). Then, there exist positive numbers λ 1 , . . . , λ n such that
i.e., the rational Szegő quadrature formula is exact on the space L −(n−1),n−1 , which has dimension 2n − 1.
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In this case, L −(n−1),n−1 is the maximal domain of validity in the sense that the formula can not be exact in L −n,n−1 nor in L −(n−1),n . Moreover, it was also proved in [6] that the only quadrature formulas with such a maximal domain of validity are just the ones given in Theorem 8.2, i.e., with weights given by
with L j,n ∈ L 0,n−1 the rational form of the Lagrangian interpolation basis, that is, defined by the interpolation conditions L j,n (z i ) = δ ij . The quadrature formulas of the previous theorem are called rational Szegő quadrature formulas. It should be noted that there is some subspace L u n of dimension 2n, depending on u, such that L −(n−1),n−1 ⊂ L u n ⊂ L −n,n in which the quadrature formula is exact (see [9] ), but it is not of the form L −p,q .
Given the result by Theorem 8.2 that the nodes of the rational Szegő quadrature have to be the zeros of a PORF, and given our matricial representations of Theorem 7.2, we can immediately state the following corollaries. For the weights we need to check whether they can be obtained from corresponding eigenvectors. Therefore we first have to verify whether the weights are given by formulas similar to the polynomial case and secondly we should check whether these results are obtainable from the eigenvectors corresponding to the eigenvalues defining the nodes in a way similar to the polynomial case.
With respect to the first problem we refer to [8, Theorem 5.4.2] where it has been proved that the weights λ j of the n-point rational Szegő quadrature formulas are given by
where (φ k ) k≥0 are the ORF for the measure µ and the sequence {α n } n≥0 . So now it has to be verified if these values are computable from the eigenvectors given in Theorem 7.2. There it was shown that if z j is an eigenvalue of V u n then V n (z j ) = (φ 0 (z j ), · · · , φ n−1 (z j )) † is a corresponding eigenvector. Thus a normalized eigenvector W (z j ) = (w 0 (z j ), · · · , w n−1 (z j )) † is given by
, or equivalently, using (8.2),
Equating the first component of both sides gives
If we are dealing with a probability measure, then φ 0 (z j ) ≡ 1 so that λ j = w 0 (z j ) 2 , showing that the weight corresponding to the node z j is indeed the squared modulus (the eigenvectors can be complex) of the first component of the corresponding normalized eigenvector.
Similarly, it also follows from Theorem 7.2 that if z j is an eigenvalue of U u n then the corresponding eigenvector is (χ 0 (z j ), · · · , χ n−1 (z j )) † , so that it suffices to remind that
to obtain the same result for this situation as in the case of V u n . In short the following Proposition has been proved: Proposition 8.4. If z 1 , . . . , z n are the nodes of the rational Szegő quadrature formula, i.e., the eigenvalues of V u n (resp. U u n ), then the weights are given by the squared modulus of the first components of the corresponding normalized eigenvectors.
We have formulated the previous results in terms of V u n and U u n but in practice we may of course implement the computations using the pencils that are mentioned in Theorems 7.2 and 7.3.
This new point of view avoids the calculation of the nodes of rational quadrature formulas on the unit circle by first constructing the corresponding PORF and then computing its zeros. It provides a method to calculate the nodes as eigenvalues of the above mentioned matrices or pencils, that require only the knowledge of the parameters δ n and the poles of the corresponding orthogonal rational functions. The practical drawback is that there are only few examples where the expressions for the δ n are known, and they depend moreover on the choice of the {α n } sequence and these are to be chosen in function of the problematic points in the integrand. Hence the {δ n } differ for each problem. The latter dependency kills the hope for simple generic expressions for these rational Schur parameters. They are rather trivial exceptions for cases like the Lebesgue or Poisson measure. Other known cases where the rational Schur parameters are computable are Chebyshev rational functions (e.g., [3] ), or rational modification of simpler measures for which the δ n are known (e.g., [23] ).
Exactly like it was done for the polynomial case in Sections 4.3 and 4.4, our results of Corollarie 8.3 in combination with Proposition 8.4 can be summarized in the Golub-Meurant formulas
Such formulas for rational Gauss formulas on the real line can be found in [49] . They received much attention recently in the context of rational Krylov methods for large scale problems for example in the analysis of complex networks (see e.g. [40] ).
Numerical examples
As in the Szegő quadratures on the unit circle, for rational Szegő quadrature formulas we also will illustrate the preceding results with some numerical examples. Again the algorithms were implemented in matlab.
Example 9.1. In this first example we will consider the function f given by
and we will approximate I µ (f ), µ being the Chebyshev measure (1 − cos θ)dθ/(2π). For a matricial computation using the operator Möbius transform for Hessenberg and five-diagonal matrices, we need the poles and the sequences {δ n } and {η n } that parameterize these matrices. We consider n = 7 and we choose α n = 1/(n + 1), n = 1, . . . , 7 and α 0 = 0 as usual. For the Chebyshev measure the δ n can be derived from the explicit expressions for the φ k in [3] as shown in [2] . We list the first seven parameters in Table 2 .
Solving, in this case, the generalized eigenvector problem for the pencil with an appropriate v ∈ T, A n + H u n , I n + A † n H u n , we obtain the nodes and weights of the Table 3 .
If we compute them via the eigenvalues and eigenvectors of the matrix V u n , the results are as accurate, showing possibly a slight difference in the last digit. when the poles are given by α k = 1/(k + 1), k = 1, . . . , 7. n δ n 1 6.666666666666666E − 01 2 5.555555555555556E − 01 3 2.682926829268292E − 01 4 1.844660194174757E − 01 5 1.433278418451400E − 01 6 1.184971098265896E − 01 7 1.017011834319527E − 01 Because the given function belongs to the domain of validity, the quadrature formula should give the exact integral, viz. −1.385700268332733, which is indeed the case within machine precision, because the relative error is O(10 −16 ). For a different, nonreal, choice of v ∈ T, the symmetry is lost, as can be seen in Table 4 where we listed the nodes and weight for v = i = √ −1. when the poles are given by α k = 1/(k + 1), k = 1, . . . , 7 and v = i. θ j of nodes z j = exp(iθ j ) weights −9.852343382366260E − 01 5.111787059177298E − 02 −8.551217874454911E − 01 2.792640925331908E − 01 −3.467594087977110E − 01 5.837499871365035E − 03 2.602181673212490E − 01 3.533166059075208E − 01 6.297216857300113E − 01 1.869962102376529E − 02 1.319929652919720E + 00 1.907125846597272E − 01 1.339860693483318E + 00 1.010517254126578E − 01
Although the symmetry is lost, the integral is still approximated with the same accuracy as inthe symmetric case. In practice, of course one usually does not know the poles exactly, but if some good approximations are known, one gets very fast very good approximations. For example if we replace the estimated poles by α k = 1/(k + 1.1), we get with the same routine using 7 nodes an error of O(10 −6 ), but if we take n = 13 and repeat our approximate poles cyclically as α k+7 = 1/(k + 1.1), k = 1, 2, . . ., then the error is already O(10 −12 ) and for n = 19, it is O(10 −15 ) which means an exact result up to machine precision. We know the Schur parameters for the corresponding ORF which are particularly simple since they are all equal to zero except the first one, which is δ 1 = −r. This can be derived from the formula (3.1) in [6] giving explicit expressions for the ORF, and knowing that δ n = φ n (α n−1 )/φ * n (α n−1 ). Note that this can also be obtained by considering this weight as a rational modification of the Lebesgue measure, [23, Theorem 7] .
The function f (z) for z ∈ T is plotted as a function of θ ∈ [−π, π] where z = e iθ in Figure 2 . It is clear that the essential singularity at z = c p causes some problems near θ = π/2, i.e., at z = i on T. When we use the Szegő quadrature formula in the polynomial case, i.e., setting all α k = 0 we get no convergence. The 10-log of the relative error is seen in Figure 3 . It is the graph that stagnates with no more than two to three digits correct in the result. However when placing the α k all at 1/c p ≈ 0.91i, corresponding to the singularity at c p (recall that all our α k are in D), we see in the same Figure 3 that the method converges linearly to machine precision for n = 400. The reason is that for all α k = 0, the nodes are almost uniformly distributed over T, while if we set all α k = 1/c p , then this will attract most of the nodes to the problematic neighborhood of z = i on T where the function f is highly oscillating. This is illustrated on Figure 4 . The explanation of the periodic dips in the error curve can then be explained by how the nodes align with these oscillations. If we distribute K nodes in the region with N oscillations, then the accuracy of the quadrature formula will depend on whether this distribution is in phase with the oscillations or not. When they are in phase we get a much better approximation, than when they are not.
In the rational case, the previous examples show that these (generalized) eigenvalue methods for computing the nodes and weights of rational Szegő quadrature formulas are very efficient and stable as are the polynomial counterparts. The main purpose of the second part of this paper was to show that also in the case of quadrature formulas on the unit circle based on orthogonal rational functions, the nodes and weights can be computed by solving an eigenvalue problem for a (structured) matrix. In this case, this matrix is a matrix Möbius transform of a unitary Hessenberg matrix H u n or a five-diagonal matrix C u n .
To end this section it should be remarked that we have some indications that these results can be also stated for matrix Möbius transform of snake-shaped matrices. More details on this issue are postponed to a future paper. 
