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Abstract—Genetic algorithms are best suited for optimization
problems involving large search spaces. The problem space
encountered when optimizing the transmission parameters of an
agile or cognitive radio for a given wireless environment and set
of performance objectives can become prohibitively large due to
the high number of parameters and their many possible values.
Recent research has demonstrated that genetic algorithms are
a viable implementation technique for cognitive radio engines.
However, the time required for the genetic algorithms to come
to a solution substantionally increases as the system complexity
grows.
In this paper, we present a population adaptation technique for
genetic algorithms that takes advantage of the information from
previous cognition cycles in order to reduce the time required to
reach an optimal decision. Our simulation results demonstrate
that the amount of information from the previous cognition
cycle can be determined from the environmental variation factor
(EVF), which represents the amount of change in the environment
parameters since the previous cognition cycle.
I. INTRODUCTION
Cognitive radio is a promising technique for overcoming
the apparent spectrum scarcity problem, as well as improv-
ing the communications efﬁciency. An ideal cognitive radio
can be deﬁned as a wireless system with the capability
for sensing, perceiving, orienting, planning, decision making,
and autonomous learning [1]. Therefore, a cognitive radio
needs to continuously observe and learn the environmental
parameters, identify the primary requirements and objectives
of the user, and appropriately decide upon the transmission
parameters in order to improve the overall efﬁciency of the
radio communications.
Due to the time varying radio channel characteristics, as
well as the spectrum band availability, cognitive radios need
to support time varying quality-of-service (QoS) requirements.
Even though the principal goal of dynamic spectrum access
(DSA) is to improve the spectrum utilization efﬁciency, other
goals such as minimizing the bit-error-rate (BER), maximizing
the data throughput, minimizing the power consumption, and
minimizing the interference, need to be met. To achieve
these goals, a cognitive radio needs to optimize the radio
transmission parameters based on the user requirements as
well as the environmental parameters.
It has been shown that a genetic algorithm-based engine can
provide awareness-processing, decision-making, and learning
elements of cognitive functionality [2]. Similarly, in our pre-
vious work [3], we have implemented a cognitive engine
employing a genetic algorithm and analyzed the QoS require-
ments, such as time and memory.Genetic algorithms (GA) rely
upon evolving a set of solutions over a period of time, by com-
bining different possible solutions in hopes that through this
combination an optimal solution will eventually be found. The
starting point of this evolution is typically selected randomly
in order to provide a diverse initial population that enables
the genetic algorithm to search different parts of the search
space. Although it has been shown that genetic algorithms do
convergeto an aqdequate transmission parameter set according
to a speciﬁed QoS [2], our study has shown the amount of time
needed to achieve this solution can be unrealistic for practical
implementations [3]. We have discovered that information
about the wireless environment that has already been learned
throughprevious cognition cycles can be used in order to speed
up the convergence of the GA.
In this paper, we present a population adaptation technique
for reducing the amount of time required to reach an optimal
decision for a GA-based cognitive engine. Using information
about the variation of the environment, we seed the initial
generation of the genetic algorithm with high scoring chromo-
somes from a previous run. The proposed technique will bias
the initial generation toward the optimal decision found in the
previous genetic algorithm cycle. We show that by employing
population seeding based upon the amount of variation in the
operating environment, the proposed technique can lead to
faster GA convergence times in order to yield acceptable radio
transmission parameters. Speciﬁcally, our simulation results
show that in wireless environments with a small amount of
variation, a large amount of population seeding can improve
the time needed to ﬁnd a sufﬁcient solution by up to 480%
when compared to the standard randomly initialized GA.
The rest of the paper is organized as follows: In Section II,
we present a brief introduction to parameterization for GA-
based cognitive radios. We elaborate our proposed scheme in
Section III. Simulation results are shown in Section IV and
several concluding remarks are presented in Section V.
II. ARTIFICIAL INTELLIGENCE ALGORITHMS FOR
COGNITIVE RADIOS
A. Environmental Parameters: Dials
Environmental variables inform the system about the char-
acteristics of the surrounding environment. These characteris-
tics include: the internal information about the radio operatingTABLE I
COMMON RADIO ENVIRONMENTAL PARAMETERS
Parameter Description
1 Signal Power Signal power as seen by the receiver
2 Noise Power Noise power density for a given channel
3 Delay Spread Variance of the path delays and their
amplitudes for a channel
4 Battery Life Estimated energy left in the batteries
5 Power consumption Power consumption of the current con-
ﬁguration
6 Spectrum Information Spectrum occupancy information
TABLE II
COMMON RADIO TRANSMISSION PARAMETERS
Parameter Description
1 Transmit Power Raw transmission power
2 Modulation Type Type of modulation
3 Modulation Index Number of symbols in a given mod-
ulation constellation
4 Carrier Frequency Center frequency of the transmis-
sion signal
5 Bandwidth Bandwidth of transmit signal
6 Channel Coding Rate Speciﬁc rate of coding
7 Frame Size Size of transmission frame
8 Time Division Duplexing Percentage of transmit time
9 Symbol Rate Number of symbols per second
state as well as the external information representing the
wireless channel environment. Both types of information can
be used to aide the cognitive engine for decision making.
These variables, along with the performance objectives, are
used as inputs to the cognitive engine. Table I shows a list
of six common environmental parameters that can affect the
operational state of a wireless communications system.
B. Transmission Parameters: Knobs
Cognitive radios use the control parameters made available
by the underlying software-deﬁned radio (SDR) system. These
control parameters, along with the environmental parameters,
are used as inputs to the cognitive engine. Deﬁning an
adequate list of transmission parameters used to implement
different cognitive engine techniques is important since they
control the operation of the communications system. A well-
constructed list consists of common transmission parameters
that each have a large impact on multiple performance ob-
jectives. This paper focuses on cognitive engines designed to
adapt low level physical and MAC layer operating parameters
that would normally be adjusted over a short period of time
in order to adapt to the operating environment. Table II shows
a list of nine transmission parameters commonly used in
wireless systems.
C. Performance Objectives
The general purpose of a cognitive radio is to autonomously
strive for improving the communications link between wireless
nodes. However, there exists several types of improvements
that can be experienced by a communications link. Although
a substantial research effort is focused on improving the
spectral efﬁciency of the communication links, other important
TABLE III
COMMON RADIO PERFORMANCE OBJECTIVES
Parameter Description
1 Minimize
Bit-Error-Rate
Improve the overall BER of the
transmission environment
2 Maximize Data
Throughput
Increase the overall data
throughput transmitted by the radio
3 Minimize Power
Consumption
Decrease the amount of power
consumed by the system
4 Minimize
Interference
Reduce the radio interference
contributions
5 Maximize Spectral
Efﬁciency
Maximize the efﬁcient use of the
frequency spectrum
objectives include the transmission error rate, the overall
data throughput, interference caused by the radio itself, and
actual radio power consumption. In order to properly deﬁne a
cognitive radio system, these aspects must be translated into
properly deﬁned and well recognized performance objectives.
As shown in Table III, we deﬁne ﬁve wireless communication
performance objectives that guide the cognitive radio decision
making technique to a speciﬁc optimal output.
To facilitate the decision making in a cognitive engine,
each performance objective is represented by a mathematical
relationship that relates a set of transmission and environ-
mental parameters to a scalar value describing how well this
set achieves the speciﬁc goal. As a result, these functions
will provide a way for the cognitive engine to evaluate
combinations of transmission parameters and environmental
states by using their scores to make decisions about the radio
conﬁguration.
The GA-based cognitive engine studied in this paper makes
use of three out of the ﬁve objectives presented in Table III. In
our previous work [3], we have derived the ﬁtness functions for
minimizing bit-error-rate, minimizing power consumption, and
maximizing data throughput performance objectives. Eq. (1)
gives the ﬁtness function for the minimize power consumption
performance objective:
fmin power = 1 −
Pi
N × Pmax
(1)
where Pi is the transmit power on channel i, N is the total
number of channels, and Pmax is the maximum possible
transmit power for a single channel. The relationship for the
minimize BER objective is given by Eq. (2) as:
fmin BER =
 
1 −
log10(0.5)
log10(Pbe(M))
!α
(2)
where Pbe(M) is an average BER over N channels for M-
ary quadrature amplitude modulation (M-QAM) in an additive
white Gaussian noise (AWGN) channel. This average is nor-
malized to the worst case BER of 0.5 and then raised to the
power of α1 to provide an approximately linear relationship
between the BER values and the ﬁtness score. The ﬁtness
1Empirically, we ﬁnd α = 4 is sufﬁcient to provide approximately linear
relationship between the BER values and the ﬁtness score.TABLE IV
WEIGHTING SCENARIO VALUES
Performance Objective Emergency Low Power
Minimize Bit-Error-Rate (w1) 0.80 0.15
Minimize Power Consumption (w2) 0.05 0.80
Maximize Data Throughput (w3) 0.15 0.05
function for maximizing data throughput is given by Eq. (3)
as:
fmax throughput = 1 −
Mi
N × Mmax
(3)
where Mi is the modulation index on channel i, and Mmax is
the maximum modulation index available to the channels.
In our previous work, we have shown that these individual
relationships can be combined to form an aggregate ﬁtness
function that is used to guide the GA-based cognitive engine
to an optimal decision [3]. To achieve this we use an aggregate
sum approach to combine the individual ﬁtness functions [4,
5]. These weights represent the relative importance among the
performance objectives and provide the means for the GA to
converge to a single solution. The aggregate weighted ﬁtness
function is given by Eq. (4) as:
f =w1 ×
￿
1 −
Pi
N × Pmax
￿
+ w2 ×
￿
1 −
log10(0.5)
log10(Pbe)
￿α
+ w3 ×
￿
1 −
Mi
N × Mmax
￿
(4)
where wi represents the amount of importance, or the weight
placed upon performance objective i.
In this paper, we look at various weighting combinations
that place an emphasis on minimizing BER, or the emergency
scenario, and another that places an emphasis on minimizing
power, or the low power scenario. Table IV show three exam-
ple weighting scenarios. Each of the example weighting sce-
narios place a weighting emphasis on a different performance
objective. These speciﬁc combinations were chosen arbitrarily
to demonstrate the use of the weighting approach and should
be choosen to match the current performance objectives. The
simulation results show that for different weighting scenarios,
the environmental variation has different effects on the time
needed to reach a solution using the GA. This result comes
from the inherent fact that certain objectives (e.g. minimize
power consumption) rely less on the environmental character-
istics than other performance objectives, thus a variation in the
environment causes little or no change in the optimal decision
needed for transmission.
D. Genetic Algorithms
A genetic algorithm is a biologically inspired heuristic
search technique that performs well in problems with large
search spaces. This is due to the fact GAs work on a population
of solutions in parallel instead of processing a single solution
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Fig. 1. A block diagram for genetic algorithm
at a time. This technique allows the GA to explore several
parts of the solution space in parallel [6].
The GA ﬁnds optimal solutions by evolving a population
of solutions, or chromosomes, toward better solutions. The
chromosomes are represented as a string of binary digits.
This string grows as more parameters are used by the system.
Standard GA techniques begin with a randomly selected pop-
ulation of chromosomes and evolve over several generations.
A block diagram describing the primary steps of a GA is
shown in Fig. 1. In each generation, the ﬁtness of individual
chromosome is evaluated and checked against the stopping
criteria. If an adequate ﬁtness has been achieved or a time
criteria has been met, the GA sends the appropiate set of
transmission parameters to the radio. If the stopping criteria is
not met, multiple chromosomes are selected from the current
population in order to form a new generation. The selection
process chooses chromosomes based upon their ﬁtness score,
where higher scoring chromosomes have a better chance
to be selected. Once the selected chromosomes have been
chosen, they are modiﬁed by mutation, a random bit ﬂip,
or crossover, which combines two chromosomes into one.
The new population is then used in the next iteration of the
algorithm.
In the area of wireless communications optimization, QoS
requirements may limit the time required to determine a
decision. To facilitate these QoS requirements, typically the
GA engine would be required to terminate after a predeﬁned
number of generations have been executed, in order to guar-
antee a decision in a set amount of time. However, this does
not guarantee that the GA has converged to a adequate set
of transmission parameters. Fig. 2 shows the ﬁtness conver-
gence for a 16 channel GA-based implementation operating in
emergency mode (i.e. emphasis on bit-error-rate). This graph
provides information about how quickly the system converges
to the optimal decision. For a complex cognitive radio system
with a large number of parameters, using a standard GA-based
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Fig. 2. Fitness convergence for a standard GA implementation
to complete one generation increases as the system complexity
increases. We propose a modiﬁcation to the initialization stage
of the GA algorithm that enables the engine to take advantage
of previous measurements and decisions in order to improve
the convergence time of the algorithm. Using the assumption
that the wireless channel environment changes slowly, we
can seed the initial generation of the GA algorithm with
chromosomes from the ﬁnal generation of the previous GA
cycle. This technique biases the initial generation to the ﬁnal
decision of the last GA cycle. We show that by seeding the
initial generation we can achieve increased convergence times,
thus decreasing the amount of processing needed to achieve
the same results as the standard GA implementation.
III. PROPOSED POPULATION ADAPTATION FOR GENETIC
ALGORITHM
Using information about the problem domain, we can use
initial seeding techniques to improve the operation of a GA al-
gorithm [7]. In a quasi-static wireless channel environment,we
can assume the environment parameters are changing slowly.
In this case, the results from the previous evolutions in the GA
can be utilized by seeding a percentage of the initial generation
with chromosomes from ﬁnal generation of the last cognition
cycle. Doing this will bias the initial generation toward the last
decision. Depending on the amount of environmentalvariation,
this seeding will improve the convergence rate of the GA
algorithm.
In our proposed population adaption technique, the change
in environment parameters can be characterized by a ﬁgure of
merit called the environmental variation factor (EVF), which
is used to determine the amount of seeds to be utilized from
the previous cognition cycle. The EVF represents the amount
of variation that has occurred in the environment since the
last cycle of environmental sensing. The proposed technique
can signiﬁcantly reduce the number of generations required
for the convergence of the cognition cycle by using the EVF
to determine the amount of seeding.
The EVF is deﬁned as the weighted sum of the percentage
changes in the environment parameters, which is the single
metric for determining the changes in the environmental pa-
rameters. For example, an EVF of .20 tells us that the average
variation over all the environmental parameters was 20%. For
our simulations, we restricted the variation in the environment
in such a way that the environment could only worsen with
respect to the ﬁtness. Had we not restricted the EVF in this
way, certain scenarios where the noise decreased signiﬁcantly
caused uncharacteristicly high ﬁtness scores due to the BER
ﬁtness function being normalized to a BER of 0.5. Using this
information about the variation in the environment, we can
select the appropiate amount of population seeding for the GA
algorithm. The assumption is that at low values of EVF, higher
seeding percentages will improve the convergence rate of the
GA. This is due to the fact that a low EVF represents a wireless
environment that has only slightly changed. In this case, the
previously determined decision will be a better starting point
than a randomly selected population of decisions. However,
in the case of a large change in the wireless environment, or
a high EVF, the initial population should be more diverse to
enable the algorithm to explore a larger portion of the search
space.
IV. SIMULATION RESULTS
For simulation purposes, we considered following two
cases:
• Emergency Mode (minimize BER)
• Low Power Mode (minimize power)
Fig. 3(a) shows the effect on the convergencerate of varying
population seeding percentages over a system with a 10%
EVF operating in emergency mode. In our simulation, the
EVF represents the percentage change in the noise power and
channel attenuation. The ﬁtness convergence statistics shown
represent the average ﬁtness of the best chromosomes for each
generation. The simulation results are averaged over 500 dif-
ferent randomly generated environments for each generation.
The standard line represents the standard GA implementation
that is initialized randomly. The ﬁgure shows that as the seed-
ing percentage increases, the initial ﬁtness of the population
increases. The seeding is giving the GA algorithm a better
estimate of where to begin the search initially, enabling the
algorithm to start at an increased initial ﬁtness and converge to
a higher value. As a validation of these ﬁtness scores, Fig. 3(b)
shows the simultaneous BER convergence with respect to the
number of generations. This plot veriﬁes that the higher ﬁtness
scores are providing lower BER.
As the population seeding increases, the algorithm uses
more information from previous cognition cycles to determine
a good initial population. Fig. 3(b) shows that a 10% seeding
value allows the algorithm to start at a higher initial ﬁtness and
converge to a higher value than the standard GA algorithm. In
addition, the proposed population adaptation technique reaches
within 1% of the standard GAs converged value in 70 genera-
tions and continues to improve past this value. This is an 480%
improvement in speed over the standard GA implemenation
that converges at approximately 337 generations. However, at
50% seeding the GA converges to a lower ﬁtness value than0 100 200 300 400 500 600 700 800 900 1000
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(b) BER convergence.
Fig. 3. Fitness and BER convergence in emergency mode with 10%
EVF, where X/Y represents the ratio of the seeding percentage and EVF
percentage.
the standard GA. This is due to the large number of similiar
chromosomes being seeded initially. This lack of diversity
causes the algorithm to become stuck within an area of the
search space that is not optimal. This affect becomes more
prominent as the environment becomes more dynamic.
As the EVF increases, the wireless environment is allowed
to become more dynamic and as a result of our restriction
on the variation of the environment the average noise level
increases. This causes the population seeding technique to
become less effective at higher values, because the information
from previous cognitive cycles becomes less accurate when
predicting the new location. Fig. 4 shows the convergence
statistics with a 50% EVF value. The initial ﬁtness with
a 50% EVF is lower than the environment with only 10%
EVF, however it still is initially higher than the standard GA.
However, as the seeding is increased, the convergence rate
quickly degrades more than the 10% EVF case. This effect is
also shown in Fig. 5.
The ﬁgures also show the effect of the increased average
noise on the ﬁtness scores. As the EVF increases, the increased
average noise causes the average ﬁtness scores to decrease.
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Fig. 4. Fitness convergence with 50% EVF in emergency mode, where X/Y
represents the ratio of the seeding percentage and EVF percentage.
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Fig. 5. Fitness convergence with 90% EVF in emergency mode, where X/Y
represents the ratio of the seeding percentage and EVF percentage.
This is because the BER ﬁtness function must be normalized
to a worst case BER of 0.5 for all values of EVF. This
causes environments with lower average noises to achieve
higher ﬁtness scores. Ideally, the BER ﬁtness function would
be normalized to the worst possible BER given the speciﬁc
environment values. Practically, we can not quickly determine
the speciﬁc worst case BER, so we normalize the function to a
BER of 0.5. This causes the range of possible ﬁtness scores to
vary according to the environment values used. However, this
effect on the range of ﬁtness scores as seen by the different
standard GA lines in Fig. 3(a), Fig. 4, and Fig. 5, does not
change the fact that the GA is still determining the best
possible ﬁtness for the given environment.
Fig. 5 shows how a highly dynamic environment is affected
by population seeding. With 10% seeding the proposed tech-
nique is an improvement over the standard GA, however, there
is less of an improvement in the case of 90% EVF than the
lower EVF situations. In this case, the 10% seeding coverges
to within 1% of the standard GAs converged value in 192
generations, whereas the standard GA in the 90% EVF case
converges in 426 generations. This indicates an improvement
of approximately 220% over the standard GA. We can also see0 100 200 300 400 500 600 700 800 900 1000
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Fig. 6. Fitness convergence with 10% EVF in Low Power mode, where
X/Y represents the ratio of the seeding percentage and EVF percentage.
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Fig. 7. Power convergence with 10% EVF in Low Power mode, where X/Y
represents the ratio of the seeding percentage and EVF percentage.
from the plot that the 100% seeding case convergence is much
lower relative to the standard GA than the previous plots. This
is because as the environment becomes more dynamic, large
amounts of seeding only cause the algorithm to become stuck
further away from the optimal decision, thus causing a lower
average ﬁtness score.
Fig. 6 shows the simulation results in low power mode with
10% EVF. Low power mode is deﬁned in a way that changes in
the environment do not have such a big affect on the selection
of an optimal decision as they do in emergency mode. This
is because in low power mode, the performance objectives
emphasis is on operating with low power consumption. In
our simple case this means lower transmit power translates
to higher ﬁtness, disregarding the current environmental state.
For example, if a cognitive cell phone detects low battery
power, the primary performance objective would switch into
low power mode. Fig. 8 shows the results in low power mode
with 50% EVF, which are similiar to the results with 10%
EVF. For this mode, the radio can take advantage of higher
percentage seeding to achieve signiﬁcantly improvements in
the convergence rate with respect to the standard GA conver-
gence.
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Fig. 8. Fitness convergence with 50% EVF in Low Power mode, where
X/Y represents the ratio of the seeding percentage and EVF percentage.
V. CONCLUSION
In this paper, we proposed a population adaptation tech-
nique for minimizing the generations required for a GA-
based cognitive engine to determine an optimal transmission
parameter set. GA-based approaches have the advantage of
being able to explore large parameter spaces by processing
multiple solutions in parallel.
We have demonstrated that information about the past states
of the environment from previous cognition cycles, can be
used to reduce the convergence time of the GA by 480%.
The optimal amount of population seeding can be determined
by calculating the EVF, or the amount of variation in the
environment since the previous cognition cycle and biasing
your seeding on this observation. In our simulations, a seeding
value of 10% gave the largest improvement for all EVF values.
We also demonstrated how the performance objective can
affect the selection of the seeding percentages. Future work
will explore more combinations of weighting scenarios, EVF
values, and seeding percentages to provide a more in-depth
view of how these parameters are related.
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