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√We present the directed ﬂow (v1) measured in Au+Au collisions at sNN  = 62.4 GeV in the midpseudorapidity 
region |η| < 1.3 and in the forward pseudorapidity region 2.5 < |η| < 4.0. The results are obtained using the 
three-particle cumulant method, the event plane method with mixed harmonics, and for the ﬁrst time at the 
Relativistic Heavy Ion Collider, the standard method with the event plane reconstructed from spectator neutrons. 
Results from all three methods are in good agreement. Over the pseudorapidity range studied, charged particle 
directed ﬂow is in the direction opposite to that of fragmentation neutrons. 
DOI: 10.1103/PhysRevC.73.034903 PACS number(s): 25.75.Ld 
Directed ﬂow in heavy-ion collisions is quantiﬁed by the plane [1]. It describes collective sideward motion of produced 
ﬁrst harmonic (v1) in the Fourier expansion of the azimuthal particles and nuclear fragments and carries information on the 
distribution of produced particles with respect to the reaction very early stages of the collision [2]. The shape of v1(y) in the  
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central rapidity region is of special interest because it might 
reveal a signature of a possible quark-gluon plasma (QGP) 
phase [3–5]. 
At AGS and SPS energies, v1 versus rapidity is an almost 
linear function of rapidity [6–8]. Often just the slope of v1(y) 
at midrapidity is used to deﬁne the strength of directed ﬂow. 
The sign of v1 is by convention deﬁned as positive for nucleons 
in the projectile fragmentation region. At these energies, the 
slope of v1(y) at midrapidity is observed to be positive for 
protons and signiﬁcantly smaller in magnitude and negative 
for pions [6,7,9]. The opposite directed ﬂow of pions is usually 
explained in terms of shadowing by nucleons. At Relativistic 
Heavy Ion Collider (RHIC) energies, directed ﬂow is predicted 
to be smaller near midrapidity with a weaker dependence 
on pseudorapidity [10,11]. It may exhibit a characteristic 
wiggle [3,4,10,11], whereby directed ﬂow changes sign three 
times outside the beam fragmentation regions, in contrast to 
the observed sideward deﬂection pattern at lower energies 
where the sign of v1(y) changes only once, at midrapidity. The 
observation of the slope of v1 at midrapidity being negative for 
nucleons or positive for pions would constitute such a wiggle. 
In one-ﬂuid dynamical calculations [3,4], the wiggle struc­
ture appears only under the assumption of a QGP equation of 
state, thus becoming a signature of the QGP phase transition. 
Then the wiggle structure is interpreted to be a consequence of 
the expansion of the highly compressed, disk-shaped system, 
with the plane of the disk initially tilted with respect to the 
beam direction [3]. The subsequent system expansion leads to 
the so-called antiﬂow [3] or third ﬂow component [4]. Such 
ﬂow can reverse the normal pattern of sideward deﬂection as 
seen at lower energies and hence can result in either a ﬂatness 
of v1 or a wiggle structure if the expansion is strong enough. 
A similar wiggle structure in nucleon v1(y) is predicted if one 
assumes strong but incomplete baryon stopping together with 
strong space-momentum correlations caused by transverse 
radial expansion [10]. Although the predictions for baryon 
directed ﬂow are unambiguous in both hydrodynamical and 
transport models, the situation for pion directed ﬂow is less 
clear. RQMD model calculations [10] for Au+Au collisions at √ 
sNN  = 200 GeV indicate that shadowing by protons causes 
the pions to ﬂow mostly with opposite sign to the protons, but 
somewhat diffused because of higher thermal velocities for 
pions. Similar UrQMD calculations [11] predict no wiggle for 
pions in the central rapidity region with a negative slope at 
midrapidity as observed at lower collision energies. 
At RHIC, most of the detectors cover the central rapidity 
region where the directed ﬂow signal is small and the analysis 
procedures easily can be confused by azimuthal correlations 
not related to the reaction plane orientation, the so-called 
nonﬂow effects. Only recently have the ﬁrst v1 results been 
reported by the STAR Collaboration [12] and preliminary 
results by the PHOBOS Collaboration [13]. In Ref. [12], 
the shape of v1 in the region on either side of midrapidity 
is poorly resolved because of large statistical errors. This 
shortcoming arose from having only about 70,000 events from 
the forward time projection chambers (FTPCs) [14] during 
their commissioning in the RHIC run II period (2002). 
In this article, we present directed ﬂow measurements in √Au+Au collisions at sNN  = 62.4 GeV. Results are obtained 
by three different methods, namely the three-particle cumulant 
method (v1{3}) [15], the event-plane method with mixed 
harmonics (v1{EP1, EP2}) [1,16], and the standard method [1] 
with the ﬁrst-order event plane reconstructed from neutral 
fragments of the incident beams (v1{ZDC-SMD}). According 
to the standard method [1], directed ﬂow can be evaluated by 
v1{Standard} = (cos(φ − w1))/Res(w1), (1) 
where φ and w1 denote the azimuthal angle of the particle 
and the ﬁrst-order event plane, respectively, and Res(w1) = 
(cos(w1 − wRP)) represents the resolution of the ﬁrst-order 
event plane. In the three-particle cumulant method [15], the 
ﬂow is evaluated from 
((cos(φa + φb − 2φc))) ≡ (cos(φa + φb − 2φc)) 
−(cos(φa + φb))(cos(−2φc)) 
−(cos φa )(cos(φb − 2φc)) 
−(cos φb)(cos(φa − 2φc)) 
+ 2(cos φa)(cos φb)(cos(−2φc)) 
= v1,a v1,bv2,c, (2) 
where on the r.h.s. of the ﬁrst equality, the ﬁrst term is a 
three-particle correlation and the other terms are to isolate the 
genuine three-particle correlation from spurious correlations 
induced by detector effects. Subscripts a, b, and c denote 
three different particles. This method was used in the ﬁrst v1 
publication at RHIC [12]. The event plane method with mixed 
harmonics [16] utilizes the second-order event plane from the 
TPC, wTPC, and two ﬁrst-order event planes from random 2 
and wFTPC2subevents in the FTPCs, wFTPC1 . It measures 1 1 
v1{EP1, EP2} ( ( )) 
φ +wFTPC + 2wTPCcos 1 2 = j , (3) ( ( )) ( )
w
FTPC1 +wFTPC2 + 2wTPC wTPCcos · Res1 1 2 2 
where the emission angle of the particle φ is correlated with the 
ﬁrst-order event plane wFTPC of the random subevent (made 1 
of tracks of both FTPCs) which does not contain the particle. 
Res(wTPC) represents the resolution of the second-order event 2 
plane measured in the TPC [16]. Both the cumulant method and 
the event plane method with mixed harmonics offer enhanced 
suppression of nonﬂow effects, including correlations because 
of momentum conservation, compared with the standard 
method (in which the event plane is reconstructed for the same 
harmonics and in the same rapidity region where the event 
anisotropy is measured). In the present study, the procedures 
to obtain v1{3} and v1{EP1, EP2} are essentially the same 
as in Ref. [12]. In the third method, the reaction plane 
was determined from the sideward deﬂection of spectator 
neutrons (“bounce-off”) [8] measured in the zero-degree 
calorimeters (ZDCs) [17]. This is the ﬁrst report from RHIC of 
ﬂow results with the event plane reconstructed from spectator 
fragments. Five million minimum-bias events were used in 
this study for each of the three analyses, and all the errors 
presented are statistical. Cuts used in the TPC (|η| < 1.3) [18] 
and FTPC (2.5 < |η| < 4.0) analyses are the same as listed in 
Table II of Ref. [16], except that the vertex z cut is from −30 
to 30 cm. The centrality deﬁnition, based on the raw charged 
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TABLE I. The resolution of the ﬁrst-order 
event plane [1] provided by the ZDC-SMDs, 
4
as determined from the subevent correlation 
between east and west SMDs. The errors in 2 
the table are statistical. 
-2 
0 











Centrality Event-plane resolution 
-4 
70−80% 0.179 ± 0.005 -6 
60−70% 0.185 ± 0.004 
50−60% 0.176 ± 0.005 
40−50% 0.167 ± 0.005 
30−40% 0.138 ± 0.006 
20−30% 0.110 ± 0.008 
10−20% 0.081 ± 0.010 
particle TPC multiplicity with |η| < 0.5, is the same as used 
previously [16]. 
In the fall of 2003, STAR installed shower maximum 
detectors (SMDs) sandwiched between the ﬁrst and second 
modules of each existing STAR ZDC at |η| > 6.3. Each 
SMD consists of two plastic scintillator planes, one of seven 
vertical slats and another of eight horizontal slats. The two 
SMDs provide event-by-event information on the transverse 
distribution of energy deposition of the spectator neutrons. 
The weighted center of the energy distribution determines 
the event plane vector on each side. The combination of the 
east and west event plane vectors provides the full event 
plane and the event-plane resolution is obtained from the 
correlation of the two event plane vectors in the standard way. 
The v1{ZDC-SMD} should have minimal contribution from 
nonﬂow effects because of the large rapidity gap between the 
spectator neutrons used to establish the reaction plane and 
the rapidity region where the measurements were performed. 
The resolution, as deﬁned in Ref. [1], of the ﬁrst-order event 
plane reconstructed using the ZDC-SMDs is listed in Table I. √The centrality ranges of Au+Au collisions at sNN  = 
62.4 GeV where the three v1 methods work are slightly 
different: v1{3} fails at centralities less than 5% and centralities 
greater than 70%, because the four-particle cumulant v2{4}, 
which is a necessary ingredient for measuring v1{3}, is  
not measurable in those regions possibly because of large 
v2 ﬂuctuations; v1{ZDC-SMD} fails for centrality less than 
10% because of insufﬁcient event-plane resolution in central 
collisions. Figure 1 shows charged particle v1 as a function 
of pseudorapidity, η, for centrality 10–70% where all three √
methods work, from Au+Au collisions at sNN  = 62.4 GeV.  
The arrows in the upper panel indicate the direction of ﬂow for 
spectator neutrons as determined from the ZDC-SMDs. The 
lower panel shows on expanded scales the midpseudorapidity 
region measured by the STAR TPC. The results from the three 
different methods agree with each other very well. In Ref. [12], 
the relative systematic uncertainty in v1{3} and v1{EP1, EP2}
was estimated to be about 20%. That error estimate was 
obtained under the assumption that the directed ﬂow measure­
ments using two-particle correlations were totally dominated 
by nonﬂow effects. Such an assumption provides an upper 
limit on the systematic errors. Reference [16] provides further 
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FIG. 1. (Color online) Directed ﬂow of charged particles as a 
function of pseudorapidity, for centrality 10–70%. The arrows in the 
upper panel indicate the direction of ﬂow for spectator neutrons. 
The arrow positions on the pseudorapidity axis corresponds to where 
the incident ions would lie on a rapidity scale. The lower panel shows 
the midpseudorapidity region in more detail. The plotted errors are 
statistical only, and systematic effects are discussed in the text. 
of v1{ZDC-SMD} and v1{3} indeed shows that the relative 
difference is no more than 20% around midpseudorapidity 
(where the directed ﬂow itself is less than 0.005) and the dif­
ference is only about 5% in the forward pseudorapidity region. 
v1{ZDC-SMD} was also calculated using the information from 
the east and west ZDCs separately as well as separately from 
correlations in the vertical and horizontal directions (note that 
the ZDC-SMDs have a rectangular shape); all the results agree 
within 15%. In another systematic study of v1{ZDC-SMD}, a  
tighter distance of the closest approach (dca) cut was applied 
to reduce the number of weak decay tracks or secondary 
interactions. The ratio of v1 obtained with dca <1 cm  to  the  
v1 result with the default cut (dca <2 cm) was measured to be 
dca<1 cm  /vdca<2 cm  v1 1 = 1.00 ± 0.07 for charged particles. 
AMPT [19], RQMD [2], and UrQMD [20] model calculations √for the same centrality of Au+Au collisions at sNN  = 
62.4 GeV are also shown in Fig. 1. Most transport models, 
including AMPT, RQMD, and UrQMD, underpredict elliptic ﬂow 
(v2) at RHIC energies, and we now report that they also 
underpredict the charged particle v1(η) within a unit or so of 
midpseudorapidity but then come into good agreement with the 
data over the region 2.5 < |η| < 4.0. Although the magnitude 
of v1 for charged particles increases with the magnitude of 
pseudorapidity below |η| ∼ 3.8 for centralities between 10 and 
70%, our results are compatible with the peak in |v1| lying in 
the |η| region predicted by all three models, namely 3.5 to 4.0. 
No apparent wiggle structure, as discussed above, is ob­
served within our acceptance. Throughout our pseudorapidity 
acceptance, charged particles on a given side of η = 0 ﬂow  
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would conclude that over the entire pseudorapidity range v1(η) 
changes sign three times. However, this does not prove the 

















 < 1 GeV)tproton (0.15 GeV < p
 < 0.75 GeV)tpion (0.15 GeV < p
 < 2 GeV)tcharged (0.15 GeV < p 
existence of the wiggle structure for protons and pions sep­
arately. Measurements of directed ﬂow of identiﬁed particles 
could be more informative in this respect. In STAR, particle 
identiﬁcation is feasible only in the main TPC, which covers 
the pseudorapidity region |η| < 1.3. In this region, the RQMD 
model predicts very ﬂat v1(η) for pions and a clear wiggle 
structure, with negative slope dv1/dη at midpseudorapidity for √ protons at sNN  = 62.4 GeV. (The relatively strong wiggle for 
pions reported in Ref. [10] is developed only at higher collision 
energies.) To maximize the magnitude of the possible slope, we 
η (or y) 
FIG. 2. (Color online) v1 versus rapidity for protons and pions. 
The charged particle v1(η) is plotted as a reference. The different 
upper end of the pt range for protons and pions is because of different 
limits of the dE/dx  identiﬁcation method. The solid and dashed lines 
are results from linear ﬁts described in the text. All results are from 
analyses using the reaction plane reconstructed by the ZDC-SMD, 
v1{ZDC-SMD}. The plotted errors are statistical only, and systematic 
effects are discussed in the text. 
in the opposite direction to the fragmentation neutrons on 
that side. This is consistent with the direction expected in 
the “antiﬂow” scenario [3] but it is also the same direction as 
measured for pions at lower energies that is usually related to 
the pion shadowing by nucleons. Assuming that the charged 
particle ﬂow at beam rapidity is dominated by protons, one 
select the centrality interval 40 to 70%, where ﬂow anisotropies 
normally are at their peak. The result is shown in Fig. 2. With 
the current statistics, we observe that pion ﬂow is very similar 
to that of charged particles, with the slope at midrapidity 
dv1/dy about −0.0074 ± 0.0010, obtained from a linear ﬁt 
over the region |y| < 1.3 (dashed line). For protons, the slope 
dv1/dy is −0.025 ± 0.011 from a linear ﬁt in |y| < 0.6 (solid 
line). At present, STAR’s statistics for baryons are rather small 
compared with the statistics for all charged particles, and our 
best estimates of the ﬁtted slope are such that a negative baryon 
slope with comparable magnitude to the RQMD prediction is not 
decisively ruled out. For the identiﬁed particles, the inﬂuence 
of the particle identiﬁcation procedures on the ﬂow values for 
pions and protons may be a source of errors. By default we 
eliminate particles 3σ away from the expected TPC energy 
loss for the relevant particle type. When we tightened the cut 
to 2σ instead of 3σ , we found that for 40–70% most central 
events, the v1{ZDC-SMD} of pions is reduced by less than 
70% - 80% 60% - 70% 50% - 60% 
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FIG. 3. (Color online) Directed ﬂow of charged particles as a function of pseudorapidity for different centralities. The plotted errors are 
statistical. 
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FIG. 5. (Color online) Directed ﬂow of charged particles as 
a function of impact parameter for the midpseudorapidity region
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50%-70% | < 4η2.5 < |
(|η| < 1.3, with the left vertical scale) and the forward pseudorapidity 
region (2.5 < |η| < 4.0, with the right vertical scale). The differential 
directed ﬂow of particles with negative η has been changed in sign as 
stated in the text. The plotted errors are statistical.-10 
p (GeV/c)
t
FIG. 4. (Color online) The upper panel shows v1{3} versus pt 
measured in the main TPC (|η| < 1.3), for centrality 10–70%. The 
lower panel shows v1{3} versus pt measured by the TPC (2.5 < |η| < 
4.0) for different centralities. Note the different scales on both axes 
for the two panels. The differential directed ﬂow of particles with 
negative η has been changed in sign as stated in the text. The plotted 
errors are statistical. 
10%, whereas the proton v1{ZDC-SMD} stays constant within 
errors. 
Figure 3 shows v1 of charged particles as a function of 
η for different centralities. We do not observe an onset of 
any special feature in the pseudorapidity dependence of v1 at 
any centrality. Preliminary v1(η) results from PHOBOS [21] 
for centrality 0 to 40% are consistent with our data at the 
same centrality except that |v1(η)| from PHOBOS has its 
peak at |η| of about 3 to 3.5, whereas STAR’s |v1(η)| peaks 
at |η| about 3.8 or higher. A signiﬁcant change in particle 
abundances below STAR’s transverse-momentum acceptance 
cut (0.15 GeV/nucleon), might account for some or all of this 
difference in the |v1| peak position. 
The transverse-momentum dependence of v1 is shown 
in Fig. 4. Because v1(η, pt ) is asymmetric about η = 0, 
the integral of v1(η, pt ) over a symmetric η range goes 
to zero. We change v1(η, pt ) of particles with negative η 
into −v1(−η, pt ) and integrate over all η. because of the 
small magnitude of the v1 signal close to midpseudorapidity 
(|η| < 1.3), only the averaged v1(pt ) over centralities 10–70% 
is shown. For 2.5 < |η| < 4.0, the v1 signal is large enough 
to be resolved for different centrality regions. The poor pt 
resolution for higher pt in FTPCs limits the pt range to below 
1 GeV/nucleon for 2.5 < |η| < 4.0. For all centralities and 
pseudorapidity regions, the magnitude of v1 is observed to 
reach its maximum at pt ≈ 1 GeV/nucleon for |η| < 1.3 and 
at pt ≈ 0.5 GeV/nucleon for 2.5 < |η| < 4.0. Note that from 
its deﬁnition, v1(pt ) must approach zero as pt approaches 
zero. The centrality dependence of pt -integrated v1 is shown 
in Fig. 5. The values of the impact parameter were obtained 
using a Monte Carlo Glauber calculation [22], listed in Table II. 
As expected, v1 decreases with centrality. It is seen that v1 
in the more forward pseudorapidity region 2.5 < |η| < 4.0 
varies more strongly with centrality than in the region closer 
to midpseudorapidity (|η| < 1.3). 
It has been observed that particle emission (both spectra 
and ﬂow) as a function of rapidity distance from beam rapidity 
appears unchanged over a wide range of beam energies 
[12,23,24], a pattern known as limiting fragmentation [25]. 
Figure 6 presents v1 results in the projectile frame for 
three beam energies. In this frame, zero on the horizontal 
axis corresponds to beam rapidity for each of the three 
beam energies. The data support the limiting fragmentation 
hypothesis in the region −2 < y  − ybeam < −1. 
In summary, we have presented the ﬁrst measurements 
of charged particle directed ﬂow in Au+Au collisions at√ 
sNN  = 62.4 GeV. The analysis has been performed using 
three different methods and the results agree very well with 
each other. One of the methods involves the determination 
of the reaction plane from the bounce-off of fragmentation 
neutrons, the ﬁrst measurement of this type at RHIC. This 
method provides measurements of directed ﬂow that are 
expected to have negligible systematic uncertainty arising from 
nonﬂow effects. In addition, these measurements provide a 
TABLE II. The correspondence between 
centrality and impact parameter. 
Centrality Impact parameter (fm) 
70−80% 12.82 + 0.62 − 0.67 
60−70% 11.89 + 0.67 − 0.52 
50−60% 10.95 + 0.58 − 0.52 
40−50% 9.91 + 0.47 − 0.42 
30−40% 8.71 + 0.52 − 0.31 
20−30% 7.36 + 0.47 − 0.26 
10−20% 5.72 + 0.32 − 0.21 
5−10% 4.08 + 0.16 − 0.21 
0−5% 2.24 + 0.07 − 0.14 
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 = 62.4 GeVNNsSTAR: 
= 200 GeVNNsSTAR: 
= 17.2 GeVNNsNA49: 
pt ≈ 1 GeV/nucleon in the midpseudorapidity region and 
pt ≈ 0.5 GeV/nucleon in the forward pseudorapidity region. 
Over the pseudorapidity range studied, no sign change in the 
slope of charged-particle v1 versus pseudorapidity is observed 
at any centrality. The centrality dependence of v1 in the region 
of 2.5 < |η| < 4.0 is found to be stronger than what is observed 
closer to midpseudorapidity. The rapidity dependence of 
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FIG. 6. (Color online) Charged particle v1 for Au+Au collisions 
(10–70%) at 200 GeV [12] (open stars) and 62.4 GeV (solid stars), as a 
function of η − ybeam. Also shown are results from NA49 [7] (circles) 
for pions from 158A GeV midcentral (12.5–33.5%) Pb+Pb collisions 
as a function of y − ybeam. The 62.4- and 200-GeV points are averaged 
over the positive and negative rapidity regions. All results are from 
analyses involving three-particle cumulants, v1{3}. The plotted errors 
are statistical. 
determination of the sign of v1. In this way, we conclude 
that charged particles in the pseudorapidity region covered 
by the STAR TPC and FTPCs (up to |η| = 4.0) ﬂow in the 
[1] A. M. Poskanzer and S. A. Voloshin, Phys. Rev. C 58, 1671 
(1998). 
[2] H. Sorge, Phys. Rev. Lett. 78, 2309 (1997). 
[3] J. Brachmann, S. Soff, A. Dumitru, H. Stocker, J. A. Mahruhn, 
W. Greiner, L. V. Bravina, and D. H. Rischke, Phys. Rev. C 61, 
024909 (2000). 
[4] L. P. Csernai and D. R ¨ohrich, Phys. Lett. B458, 454 (1999). 
[5] H. St ¨ocker, Nucl. Phys. A750, 121 (2005). 
[6] E877 Collaboration, J. Barrette et al., Phys. Rev. C 55, 1420 
(1997); J. Barrette et al., Phys. Rev. C 56, 3254 (1997). 
[7] NA49 Collaboration, C. Alt	 et al., Phys. Rev. C 68, 034903 
(2003). 
[8] W. Reisdorf and H. G. Ritter, Annu. Rev. Nucl. Part. Sci. 47, 
663 (1997); N. Herrmann, J. P. Wessels, and T. Wienold, Annu. 
Rev. Nucl. Part. Sci. 49, 581 (1999). 
[9] WA98 Collaboration, M. M. Aggarwal et al., nucl-ex/9807004. 
[10] R. J. M. Snellings, H. Sorge, S. A. Voloshin, F. Q. Wang, and 
N. Xu, Phys. Rev. Lett. 84, 2803 (2000). 
[11] M. Bleicher and H. St ¨ocker, Phys. Lett. B526, 309 (2002). 
[12] STAR Collaboration, J. Adams	 et al., Phys. Rev. Lett. 92, 
062301 (2004). 
[13] M. Belt Tonjes, for PHOBOS Collaboration, B. B. Back et al., 
J. Phys. G 30, S1243 (2004). 
[14] K. H. Ackermann et al., Nucl. Instrum. Methods A 499, 713 
(2003). 
[15] N. Borghini, P. M. Dinh, and J.-Y. Ollitrault, Phys. Rev. C 66, 
014905 (2002). 
ACKNOWLEDGMENTS 
We thank Sebastian White for consultations and help in 
construction of the STAR ZDC-SMD, and we acknowledge 
the RHIC Operations Group and RCF at BNL and the NERSC 
Center at LBNL for their support. This work was supported in 
part by the HENP Divisions of the Ofﬁce of Science of the U.S. 
DOE; the U.S. NSF; the BMBF of Germany; IN2P3, RA, RPL, 
and EMN of France; EPSRC of the United Kingdom; FAPESP 
of Brazil; the Russian Ministry of Science and Technology; the 
Ministry of Education and the NNSFC of China; IRP and GA 
of the Czech Republic; FOM of the Netherlands; DAE, DST, 
and CSIR of the Government of India; Swiss NSF; the Polish 
State Committee for Scientiﬁc Research; STAA of Slovakia; 
and the Korea Sci. & Eng. Foundation. 
[16] STAR Collaboration, J. Adams et al., Phys. Rev. C 72, 014904 
(2005). 
[17] C. Adler	 et al., Nucl. Instrum. Methods A 470, 488 (2001); 
The STAR ZDC-SMD has the same structure as the 
STAR EEMC SMD: C. E. Allgower et al., ibid. 499, 740 
(2003); STAR ZDC-SMD proposal, STAR Note SN-0448 
(2003). 
[18] M.	 Anderson et al., Nucl. Instrum. Methods A 499, 659 
(2003). 
[19] Z.-W. Lin and C. M. Ko, Phys. Rev. C 65, 034904 (2002); L.-W. 
Chen and C. M. Ko, J. Phys. G 31, S49 (2005); L.-W. Chen 
(private communication). 
[20] S. A. Bass et al., Prog. Part. Nucl. Phys. 41, 225 (1998); 
M. Bleicher et al., J. Phys.  G  25, 1859 (1999); X.-L. Zhu 
(private communication). 
[21] PHOBOS Collaboration, B. Alver et al., nucl-ex/0510030. 
[22] PHOBOS Collaboration, B. B. Back et al., Phys. Rev. C 65, 
031901(R) (2002);PHENIX Collaboration, K. Adcox et al., 
Phys. Rev. Lett.  86, 3500 (2001); BRAHMS Collaboration, 
I. G. Bearden et al., Phys. Lett. B523, 227 (2001); STAR 
Collaboration, J. Adams et al., nucl-ex/0311017. 
[23] PHOBOS Collaboration, B. B. Back et al., Phys. Rev. Lett. 91, 
052303 (2003); 94, 122303 (2005). 
[24] STAR Collaboration, J. Adams	 et al., Phys. Rev. Lett. 95, 
062301 (2005). 
[25] J. Benecke, T. T. Chou, C.-N. Yang, and E. Yen, Phys. Rev. 188, 
2159 (1969). 
034903-7 
