Abstract. We define the notions of finite-state and functionally recursive matrices and their growth. We also introduce two rings generated by functionally recursive matrices. The first is isomorphic to the 2-generated free ring. The second is a 2-generated monomial ring such that the multiplicative semigroup of monomials in the generators is nil of degree 5 and the ring has Gelfand Kirillov dimension 1 + log(2) log(α)
Introduction
Infinite dimensional matrices which are recursively defined and rings generated by them have received attention stimulated to some degree by works on representations of the group algebras of the infinite torsion groups of Grigorchuk and of Gupta-Sidki [10] , [13] , [4] , [8] . The most recent formulations of notions of matrix recursion are due to L. Bartholdi in [2] and in the software [3] with applications to group algebras and by R. Bacher in [1] with applications to Dirichlet characters.
In the first part of this paper, we consider vector spaces having for base a finitely generated free monoid and we consider linear transformations which leave invariant the span of monoid elements of equal length. Following the model of tree automorphisms, we define or re-define the notions of finite-state and functionally recursive matrix transformations. We also extend the notion of growth of tree automorphisms to matrix transformations.
In the second and longest part of the paper we introduce two recursive rings as case studies. With the proper definition of recursive matrices, we prove the following results. Theorem 1. Let R 1 be the ring generated by s = 1 0 0 2s , t = 0 2s 0 2t over Z. Then R 1 is isomorphic to the free 2-generated ring.
The matrices s, t in R 1 are functionally recursive of exponential growth. Even though they are not finite-state, the linear spans of their states have finite rank.
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(ii) Let λ be the endomorphism of the free ring F = σ, τ defined by λ : σ → τ , τ → στ . Then R 2 affords the monomial presentation σ, τ | u i = 0 (i ≥ 1) where
(iii) The Gelfand-Kirillov dimension of R 2 is 1 +
log (2) log(α) where α = 1+ √ 5
2 .
The matrices s, t in R 2 are finite-state and have bounded growth. More detailed information about the structure of R 2 and its quotients can be found in the text.
Tree indexed linear spaces and linear transformations
Let Y = {y 1, y 2, ..., y m } be a finite alphabet with m ≥ 2 elements, S the set of finite sequences on the alphabet Y (or words from the free monoid freely generated by Y ), S n be the subset of S of sequences of length n ≥ 0 and denote the empty sequence by φ. Then,
The order on Y may be extended to S in two ways. The first is lexicographic. The second order is length-lexicographic, where first we compare lengths of two sequences and then order lexicographically those sequences of the same length.
Let k be field and V /k be the vector space with basis S. If u ∈ S then let uV denote the linear span of uS and V n denote the k-span of S n for all n ≥ 0. Then,
On repeating the first decomposition, we obtain subspaces uV of V where yuV ≤ uV for all y ∈ Y, u ∈ S; thus, the subspaces uV form a one-rooted tree T m . The space V can also be seen as the tensor space k ⊕ i≥0 ⊗ i U where U = V 1 ,
which is clearly residually finite dimensional. Another form for L which interests us is the following
where L φ ∈ k and where L y,y ′ ∈ E (T m , k) for each pair y, y ′ ∈ Y .
Using the length-lexicographic order on S and writing the vectors in row form, we get a matrix representation of L ∈ E (T m , k) in block diagonal form
where L m n ×m n is the matrix of the transformation L n induced by L on V n for all n. The ring of matrices ⌈L⌉ is denoted by M (T m , k).
On the other hand, on using the lexicographically ordered basis S we obtain the matrix representation of L as an (m + 1)
We note that in the first matrix representation ⌈L⌉ the block L m×m has for its entries the values of L y,y ′ at φ and the entries of the block L m 2 ×m 2 the values of (L y,y ′ ) y ′′ ,y ′′′ at φ and so on.
Define the set of states of L as
Example 1. Automorphisms of the binary tree Write y 1 =0, y 2 =1. Then automorphism of the tree σ : φ → φ,0u ↔1u is and in M (T 2 , k) as
A general automorphism of the binary tree has the form α = (α 0 , α 1 ) (inactive)
where in the first case α 4×4 = β 2×2 0 0 γ 2×2 and in the second case α 4×4 =
according to the two cases above. We extend the definitions of finite-state and of functionally recursive automorphisms of rooted regular trees in [6] to M (T m , k).
is said to be functionally recursive provided each of the states (N i ) y,y ′ is the value of some polynomial in non-commuting variables with constants from M (m + 1, k), evaluated at the N j 's. A matrix L is said to functionally recursive provided it is an element of some functionally recursive set.
A finite-state matrix is functionally recursive. Both sets of matrices form kalgebras. The notion of finite-state transformation may be extended by assuming the space generated by the states to be finite dimensional.
Our constructions in the large algebra M (T m , k) often deal with sequences of transformations which are convergent in some sense, or have a special growth type. We formalize a notion of convergence in a more general setting. Let {W i /k | i ≥ 1} be a sequence of finite dimensional vector spaces with dim(
. Under the usual operations, the set of sequences {L i | i ≥ 1} form a k-algebra. We say that the sequence {L i | i ≥ 1} converges provided the sequence r = {r i | i ≥ 1} converges. It is direct to show that the set of convergent sequences of transformations is a k-algebra. Clearly, if the L i´s are invertible then r is the constant sequence 1. Also, those sequences of transformations whose r converges to 0 form a k-algebra.
One notion of growth for an automorphism α of a tree counts the number of active states in {α u | u ∈ S n } for each n [11] . We give here an additive form of this version of growth. Consider V as the tensor space k ⊕ i≥0 ⊗ i U , where
We define the growth function associated to the sequence {∂L i | i ≥1} as f : i → rank (∂L i ). The set of sequences {L i | i ≥1} of a given growth type form a k-algebra. for short. Then s, t are functionally recursive and have exponential growth. Let R be the ring generated by s and t. Given a monomial m = s i1 t j1 ...s i l t j l , where i 1 , ..., i l , j 1 , ..., j l are non-negative integers, let |m| denote its formal length i 1 + j 1 + ... + i l + j l . We find that for
Lemma 1. The generator s is transcendental in R.
Proof. Suppose not. Let p (x) = 0≤i≤l a i x i be a non-zero polynomial of minimal degree l such that p (s) = 0. Note that s is invertible in M (Q, T 2 ) and so a 0 = 0. Now, from the matrix form
It follows that 2 i − 1 a i = 0 and so, a i = 0 for all 1 ≤ i ≤ l. Thus, 0≤i≤l a i = a 0 = 0; a contradiction.
A word w in R has the form
Proof of Theorem 1.
Suppose there exists a non-trivial word w such that w = 0 in R. By the previous lemma, we may assume b n = 0; choose w having minimal v such that b n = 0. Then,
We eliminate the leading term of w:
By the minimality of w,
If a i = 0 for some i, then i = |m n | and a j = 0 for all j = i; but, as 0≤j≤u a j = 0, we have a contradiction. Hence, w = 1≤k≤n b k m k and |m k | = |m n | for all k, and as s is invertible,
Therefore, k = l; a contradiction. Hence, by minimality of w, we obtain 2 |mn|−i1(m k ) b k = 0 and b k = 0 for all k; a final contradiction.
A 2-generated monomial ring
for short. Then s, t are finite-state transformations and both have bounded growth. Let R be the ring generated by s and t.
Before stating results about the ring R, we introduce some notation. For a general ring A generated by a set X, let µ (A) denote the multiplicative semigroup generated by X.
Given u ∈ µ (A) we let |u| denote the formal length of u as a word in X. For w ∈ A, let δ (w) denote the nilpotency degree of w; if w is not nilpotent, then let δ (w) be infinite.
Let ran (A) , lan (A) the the right and left annihilators of A, respectively. Also, define the ascending left annihilator series
We will prove in the next sections various properties of R. Some of these are gathered below.
Theorem 3. (i)
The ring R is torsion-free and has infinite Z-rank.
(ii) The element w = s + t is transcendental over Z.
(iii) The ideal ran (R) = 0, and the ideals
The ideals ran R = lan R = 0. Furthermore, R has infinite Z-rank (v) The semigroup µ (R) is nil of degree 5 and µ R is nil of degree 4.
(vi) The ring R modulo the ideal generated by (tst) 3 has finite Z-rank. (vii) The ring R affords the monomial presentation in Theorem 2.
and we have the following decompositions
Let T = Rt = t, st . Then T is a proper subring of R and the projection ϕ :
other words, the ring R is recurrent. Therefore, we conclude from R = Rs ⊕ T that R has infinite Z-rank. We decompose R in terms of T .
Proof.
The above decomposition provides us with five monomial types.
Lemma 3. Elements of µ (R) have the following five matrix types and nilpotency degrees:
The following short list of monomials and their nilpotency degrees will be helpful in later computations.
Lemma 4. The monomials of length at most 3 are
The nilpotency degrees of these elements are as follows:
We are now able to prove a number of important properties of R.
(ii) Let u, v be non-zero monomials such that u = v in R. Then, u is freely equal to v.
Proof. (i) First check that the contraction property holds for monomials of length 3. Now the assertion follows from Lemma 3, by induction on the length |v|.
(ii) Proceed by induction on max{|u| , |v|} and assume |u| ≤ |v|. From the matrix representations of u, v, we may assume u = 0 u 12
By the contraction property, we may assume furthermore, |v| ≤ 2. The assertion follows by checking the list. (iii) Let v i = 0 be formally distinct monomials and n i ∈ Z (i = 1, ..., k). If 1≤i≤k n i v i = 0, then we will show that n i = 0 for all i.
Proceed by contradiction. Choose k minimum and let v i ∈ µ (R) be such that k |v i | is minimum. We represent v i as in Lemma 3 above. Let
. Therefore, t.w i (s, t), t.w j (s, t) are freely equal and so, w i (s, t) = w j (s, t) and v i = v j ; a contradiction.
Similarly, it follows that {i ∈ I | (v i ) 11 = 0} is empty. Hence, for all i in I we
.
We repeat the argument above for the partition
. Then, as |v 22 | < |v| we have v 22 is nilpotent, say δ (v 22 ) = n. Now
for all i ≥ 1, we conclude v n+1 = 0. The case where
(v) Let u = s + t. For all n ≥ 1, u n is the sum of all non-zero monomials of length n. Since µ (R) is infinite and R is a monomial ring, it follows that u is transcendental.
Since R is a monomial ring, it follows clearly that R is torsion-free.
Right and Left Annihilators.
A subring U of R is called a monomially closed provided if w ∈ U and w = u i where u i ∈ µ (R) then u i ∈ µ (U ). If u ∈ R then let ran (u) and lan (u) denote the right and left annihilator of u, respectively.
Lemma 5. Let u be a homogenous element in R. Then, ran (u) and lan (u) are monomially closed.
Proof. The element u = n i u i where the u i´s are distinct monomials of the same length. Suppose w = m j w j ∈ ran (u) where the w i are monomials and the sum is reduced. Then, uw = n i m j u i w j = 0 and so, u i w j are distinct or null.
Proof. Since lan (s) and ran (R) are monomially closed, it suffices to describe the monomials in these subrings. We will use in our analysis the five types of monomials u in Lemma 3.
(i) We note that u ∈ lan (s)∩µ (R) if and only if u = s, t.w (t, st) .s, st.w (t, st) .s and these clearly generate Rs.
(ii) Suppose s.u = t.u = 0. We check that u = 0 or |u| ≥ 3. Suppose
. Then, t.w(s, t) = 0, ts.w (s, t) = 0. It follows that s.w (s, t) ∈ ran (R) and by induction, s.w (s, t) = 0. Therefore, we have t.w(s, t) = 0, s.w (s, t) = 0 and w(s, t) ∈ ran (R), w(s, t) = 0.
Proposition 2. The ideals in {L i (R) | i ≥ 1} are nilpotent and distinct. The quotient ring R L∞(R) has infinite Z-rank.
Proof. Note that u ∈ µ (L i ) if and only if uw = 0 for all w ∈ µ (R) of length i. This shows that L (R) 2 = {0} and more generally, L i (R) 1+i = {0}. Define the sequence
and
i for all i ≥ 1. Then
Since y 1 s = 0, y 1 t = 0, we conclude that y 1 ∈ L 1 = lan (R). Furthermore,
Suppose R = R L∞(R) has finite rank. Then, R is finite over Z 2 and is therefore nilpotent, say of degree m. Hence (s + t) m ∈ L ∞ (R) and it follows that s + t is nilpotent; a contradiction. Proof. Let w ∈ R such that sw, tw ∈ lan (R). Then, sws, tws, swt, twt are all zero. From s (ws) = t (ws) = 0 we obtain ws = 0 and likewise, wt = 0. Therefore, w ∈ lan (R). Hence, ran In order to calculate powers of monomials we need to evaluate words of the form (tw) (sw) i and (sw) (tw) i , as in (tw (t, st))
Proposition 3. For any w ∈ µ (R) of length greater than 2 and for any k ≥ 1 the non-zero block entries of elements of
Proof. First, check that S(w, k) = {0} for w = sw ′ or t 2 w ′ ; thus, we need to verify the assertion only for w = tv(t, st), tv(t, st)s.
Let
(stw) = 0.
Lemma 8. The quotient of the ring R by the ideal generated by (tst) 3 has finite Z-rank.
Proof. Let u = tst and N be the 2-sided ideal in R generated by u 3 . We need to consider only monomials which contain the subword t 2 . Since t 3 = (st) 3 = 0, non-zero monomials which contain two occurrences of t 2 
is nil of degree 4.
Proof. First we evaluate the set S (w, k) for all monomials w of length at most 2; therefore, we need to substitute only w = 1, t, ts. The set of values produced is
More specifically, we find
(i) To prove S (w, 4) = {0}, we proceed by induction on the length of w. The fact M (4) = {0} takes care of the first step of the induction. Suppose w has length greater than 2, then by the previous proposition, S (w, 4) is contained in ∪ {S(v, k) | |v| < |w|} and thus we are done by induction.
(ii) We note that (ts) 3 , st 2 3 , t 2 s 3 ∈ L 2 (R) and therefore M (3) is contained in L 2 (R). By induction on the length of w and by using
(iii) To prove that w ∈ µ (R) is nil of degree at most 5, we proceed by induction on |w| and use part (i) above. To prove that the degree is exactly 5, it is sufficient to check that δ tst 2 s = 5.
(iv) To prove that w ∈ µ (R) is nil of degree at most 4, we proceed by induction on |w| and use part (ii) above. Suppose the nil degree is less than 4 then u = (tst) 3 ∈ L ∞ (R) and by Lemma 9, R has finite Z-rank, which contradicts Proposition 2.
We note here that µ (R) is not a maximal nil multiplicative semigroup. Indeed, for u = s + t 2 , we easily check that δ (u) = 8 and
thus, the multiplicative semigroup u, s, t is nil of degree 8.
Presentation of R. Recall the elements u
in the free ring F = σ, τ and the endomorphism of F defined by λ : σ → τ , τ → στ .
Proposition 5. The ring R has the presentation σ, τ | u i = 0 (i ≥ 1) .
Proof. (1) By Proposition 1, if w (s, t) = 0 is a minimal relation then w (s, t) is a monomial.
(2) Let w (s, t) = 0 be minimal and w (s, t) = v (s, t) s. Then, by Lemma 6, v (s, t) ∈ lan (s) = Rs and thus, w (s, t) = s 2 . (3) Let w (s, t) = 0 and w (s, t) = v (s, t) t. Then, by Lemma 3, w (s, t) = stw
and not minimal. Similarly, if u 1 = r 1 tr 2 . As u 2 = sx 2 , we are left with the possibility u 1 empty; that is, w ′ (s, t) = u 2 . But then, tw ′ (t, st) = 0 and w (s, t) = stw ′ (t, st) is not minimal. (3.2) If w (s, t) = tw ′ (t, st) then w ′ (s, t) = 0. We assert: w ′ (s, t) = 0 not minimal ⇒ w (s, t) = tw ′ (t, st) = 0 not minimal. Suppose w ′ (s, t) = u 1 u 2 u 3 where u 2 = 0 minimal and u 1 or u 3 non-empty. Furthermore suppose w (s, t) = 0 minimal.
We have,
We may assume
Then, u 1 = s and so, w ′ (s, t) = s (su ′ 2 ) u 3 =.s 2 u 4 . As s 2 = 0, we are done. Hence, the set of minimal monomial relators is
where λ : s → t, t → st.
Growth of R.
Let F (n) be the number of non-zero elements of µ (R) of length at most n. This function is the growth function for µ (R) and also of R. Let V (n) to be the set of non-zero elements of µ (R) of length n and let f (n) =| V (n) |. 2, 3, 4, 5, 7, 8, 9, 11, 13, 15 We note the occurrence of powers of 2 i (1 ≤ i ≤ 7) in this list. This suggests that f (a i − 2) = 2 i−3 for i ≥ 4 where a i is the ith term of the Fibonacci sequence (a 0 = 0, a 1 = 1, ..., a i = a i−1 + a i−2 for i ≥ 2). The proof of this observation is a lengthy argument. The appearance of the Fibonacci sequence can be explained in part by the fact that the linearized form of the endomorphism λ : σ → τ , τ → στ which produces the relations of R, has the matrix representation
Computer enumeration provides the following values
for all i.
To start we show Lemma 9. Suppose f is strictly monotone increasing and that f (a i − 2) = 2
2 . Proof. First, we recall that ,
holds for all i ≥ 3, where α = 1+ √ 5
2 . Let n be a length of a nonzero monomial and let k be such that a k ≤ n < a k+1 . Then,
Since f is a strictly monotone increasing function, we have
and thus 1 8 n c < f (n) < 2n c .
We will reduce the problem of the growth of V (n) to the growth of
by showing that g (n) =| W (n) |= f (n + 1) − f (n) , the discrete derivative of f .
Toward this end we let U be the set of monomial relations of R,
Proof. As ran (R) = 0, we have
We have
From the partition
we conclude
Next we show that there are two operations acting on W .
Proposition 6. (i)Let W s , W t be the subsets of monomials in W which end in s, t, respectively. Then
(ii) The function f is strictly monotone increasing.
Proof. (i) To start with, t ∈ W since s.t = 0 = t.t. Let w = w ′ t ∈ W (n) then ws = w ′ ts = 0 and sws = sw ′ ts, tws = tw ′ ts are both non-zero and so, ws ∈ W (n + 1)
Let w = w ′ s ∈ W (n). Then wt ∈ W (n + 1) iff wt = s\u, t\u. It w = tsqt ∈ W (n + 1) then sqt = v λ , w = tv λ and v = tv ′ ; for if v = sv ′ then v λ = t * and w = t 2 * , a contradiction. Suppose sv = 0; then v = (s\u 2n ) r = u ′ r. However,
both non-zero and (sv (s, t)) λ is of type (k t , 1 + k s + k t ) = (k t , 1 + k) has length 1 + n = 1 + k s + 2k t .
(ii) Since ran (R) = 0, we conclude that f is monotone increasing.
4.5.1. Word types in W . We have seen that the following two transformations act on W ∪ {0}:
where σ 2 = 0 and where {(w) κ n | n ≥ 0} is an infinite set for all w ∈ W . Given positive integers m, n 1 , n 2 ..., n m , let q = q (n 1 , n 2 ..., n m ) = κ n1 σκ n2 ...σκ nm . Let ζ be the set of transformations consisting of e (the trivial operator), σ and q, σq, qσ, σqσ for all possible q. Then, W = (t) ζ.
Given w ∈ W , let c denote the s-length, d the t-length of w and call w = (c, d) the type of w. Then (W ) ⊂ N × N and
Corresponding to σ, λ, κ, we define operations σ * , λ * , κ * on Z × Z:
Then, σ * , λ * are invertible transformations. Let ρ * be the group generated by σ * , λ * . We verify
and ρ * is metabelian group, an extension of the normal closure of σ * by λ * .
We write λ * = 0 1 1 1 with respect to the canonical basis of Z × Z, with action on the right hand side. Then as noted before, for any integer i we have
where a i is the ith term of the extended Fibonacci sequence defined by a 0 = 0, a 1 = 1, ..., a i = a i−1 + a i−2 for i ≥ 2 and a −i = (−1) i+1 a i for i ≥ 1. We gather together in the following lemma some facts about the Fibonacci numbers which we will need in the sequel.
Lemma 11. (Some Fibonacci facts) The following equations hold a 1 + a 2 + ... + a n = a n+2 − 1,
for all integers n ≥ 1; a m a n + a m−1 a n−1 = a m+n−1 for all integers m, n.
We consider within ρ * the set of words ζ * corresponding to ζ. For positive integers m, n 1 , n 2 ..., n m and n = n 1 + n 2 + ... + n m ,there are 4 word forms in ζ * :
We need to introduce numerical functions ∆ 1 (n : n 1 , ..., n m ) , ∆ 2 (n : n 1 , ..., n m ) defined by: ∆ 1 (n : n 1 , ..., n m ) = ∆ 2 (n : n 1 , ..., n m ) = 0 for m = 1 and ∆ 1 (n : n 1 , ..., n m ) = a n−(n1+1) + a n−(n1+n2+1) + ... + a n−(n1+n2+...+nm−1+1) , ∆ 2 (n : n 1 , ..., n m ) = a n−n1 + a n−(n1+n2) + ... + a n−(n1+n2+...+nm−1) .
for m > 1.
Lemma 12. The functions ∆ 1 , ∆ 2 satisfy the following properties: (i) ∆ 1 (n : n 1 , ..., n m ) ≤ ∆ 1 (n : 1, ..., 1) = n−2 a i = a n − 1;
∆ (n : n 1 , ..., n m ) = ∆ 1 (n : n 1 , ..., n m ) + ∆ 2 (n : n 1 , ..., n m ) = a n−n1+1 + a n−(n1+n2)+1 + ... + a n−(n1+n2+...+nm−1)+1 ≤ a n+2 − 2; (viii) ∆ 2 − ∆ 1 = a n−(n1+2) + a n−(n1+n2+2) + ... + a n−(n1+n2+...+nm−1+δ) where δ = 1 if n m = 1 and δ = 2 otherwise; (ix) ∆ 2 − ∆ 1 ≤ a n−n1 − 1;
In the next two lemmas we determine the image of a word type (c, d) under the application of elements of the group ζ * .
Next, we derive the following more general formulae.
Lemma 14.
= (a n−1 c + a n d + a n+1 + ∆ 1 (n : n 1 , ..., n m ) , a n c + a n+1 d + a n+2 + ∆ 2 (n : n 1 , ..., n m ) − 1);
= (a n−1 c + a n d + a n+1 + ∆ 1 (n : n 1 , ..., n m ) − 1, a n c + a n+1 d + a n+2 + ∆ 2 (n : n 1 , ..., n m ) − 1);
= (a n−1 (c + 1) + a n d + a n+1 + ∆ 1 (n : n 1 , ..., n m ) , a n (c + 1) + a n+1 d + a n+2 + ∆ 2 (n : n 1 , ..., n m ) − 1);
Proof. We compute the first formula:
= (a n−1 c + a n d + a n+1 + a n−n1−1 + a n−(n1+n2)−1 + ... + a n−(n1+n2+...+nm−1)−1 , a n c + a n+1 d + a n+2 + a n−n1 + a n−(n1+n2) + ... + a n−(n1+n2+...+nm−1) − 1).
The other formulae can be derived similarly.
On substituting c = 0, d = 1, in the above, we get the following set of possible types (c n , d n ) and the corresponding lengths of elements of W :
.., n m )) of length (2a n+3 − 2) + ∆ (n : n 1 , ..., n m ) .
Lengths of words and Fibonacci lengths.
Suppose an integer ∆ is in the range (0, a n+2 − 2). Then, there exists at least one partition n 1 , ..., n m of n such that ∆ = ∆ (n : n 1 , ..., n m ): let a k1 ≤ ∆ < a k1+1 ; then k 1 ≤ n + 1. Write ∆ in base Fibonacci: ∆ = a k1 + a k2 + ... + a kr with r ≥ 1 and k 1 > k 2 > ... > k r ≥ 1. We call r the Fibonacci length of ∆. Then r < n : for the maximum Fibonacci length of ∆ is k 1 , in which case, ∆ = a k1 + a k1−1 + ... + a 1 = a k1+2 − 1 < a n+2 − 2 and therefore, k 1 < n. Now, the partition (n 1 , ..., n m ) of n is determined by
Let w ∈ W have length l (w). Let l (w) lie in the range [a n+4 − 2, a n+5 − 2) for n ≥ 0; then n is unique. The length l (w) has four possible forms (a n+4 − 1) + ∆ (n : n 1 , ..., n m ) , (a n+4 − 2) + ∆ (n : n 1 , ..., n m ) , (2a n+3 − 1) + ∆ (n : n 1 , ..., n m ) , (2a n+3 − 2) + ∆ (n : n 1 , ..., n m ) .
Each unordered partition n 1 , ..., n m of n produces a ∆ (n : n 1 , ..., n m ) which determines ∆ 1 (n : n 1 , ..., n m ) , ∆ 2 (n : n 1 , ..., n m ) and thus produces 4 different words with lengths in the given range. On the other hand, given an integer l in the given range, then at least one of the values l − (a n+4 − 2) , l − (a n+4 − 1) , l − (2a n+3 − 2) , l − (2a n+3 − 1), call it ∆, is in the range [0, a n+2 − 2] and therefore there exists a partition n 1 , ..., n m such that ∆ = ∆ (n : n 1 , ..., n m ). There are 2 n−1 unordered partitions of n. Therefore, the number of different monomials w ∈ W with lengths in the range [a n+4 − 2, a n+5 − 2) is 4.2 n−1 = 2 n+1 . Now we compute, for n ≥ 4
f (a n+1 − 3) = f (a n+1 − 4) + g (a n+1 − 3)
= f (a n+1 − 3 − i) + g (a n+1 − 3 − i + 1) + ... + g (a n+1 − 3) = f (a n+1 − 3 − a n−1 ) + g (a n+1 − 3 − a n−1 + 1) + ... + g (a n+1 − 3)
= f (a n − 3) + (g (a n − 2) + ... + g (a n+1 − 3)) = f (a n − 3) + 2 n−3 = f (a 4 − 3) + 2 2 + ... + 2 n−3 = 2 n−2 − 1.
Thus, as g (a n+1 − 2) = 1, we obtain the desired f (a n+1 − 2) = 2 n−2 .
Hence, by Lemma 9, we have proved the growth type of f equal to n log (2) log(α) , that of F equal to n 1+ log (2) log(α) and thence the Gelfand-Kirillov dimension of R equal to 1 + log (2) log(α) .
Final Comments
It was shown by M. Vorobets and Y. Vorobets in [14] that, in our notation, the group generated by
is free of rank 3. It would be interesting to know whether the algebra a, b, c is a free group algebra. With respect to the second ring of this paper, we recall a construction of a 2-generated ring having its multiplicative semigroup of monomials nil of degree 3, which is obtained simply as follows. Consider the free ring F = a, b in two generators and in it the set M of all monomials in a, b which contain cubic subwords. The complement of M contains the Morse-Thue sequence (generated by the substitution a → ab, b → ba) [7] ) and is therefore infinite. The linear closure of M in F is an ideal and F M is an infinite ring where each monomial is nil of degree at most 3. Does the ring F M admit a faithful finite-state representation? In the context of this paper, it is important to decide whether there exist associative finitely generated infinite nil algebras which are recursive and finitestate. V. Petrogradsky [9] and I. Schestakov-E.Zelmanov [12] have produced new exciting constructions of nil Lie algebras in finite characteristic, which are generated by recursively defined derivations of a polynomial ring. These constructions may prove to be relevant to the problem for associative algebras.
Bartholdi and Reznykov studied in [5] the semigroup generated by the recursive matrices s = 0 1 1 0 , t = s 0 t 0 with s φ = t φ = 1 and showed that this semigroup satisfies the identity w 6 = w 4 . We thank R. Grigorchuk for his insistence on knowing the growth of R 2 and thank Ricardo Nunes de Oliveira for computer computations which were helpful in answering the question. We note that the types of growth for our ring R 2 , of the Petrogradsky Lie algebra and that of Bartholdi-Reznykov semigroup are all equal.
