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В статье рассмотрен вопрос измерения динамических переменных открытых нелинейных динамиче-
ских систем. К нелинейным динамическим системам можно отнести большинство из реальных систем 
окружающего мира физического и биологического происхождения. В таких системах вследствие дисси-
пации образуются пространственные, временные и пространственно-временные структуры, возможны 
коллективные эффекты, связанные с процессами самоорганизации и эволюции. Целью работы являлось 
составление уравнения измерения энтропии Шеннона нелинейных динамических систем. Для решения 
этой задачи предложено использовать методы интервальной математики. Показано, что измерение и 
анализ результатов измерения величин со сложным хаотичным поведением находятся за рамками клас-
сических метрологических подходов, отображенных в нормативных документах, таких как GUM. Это 
обусловлено несоответствием используемых математических и физических подходов процессам, проте-
кающим в реальных динамических системах. Для измерения характеристик нелинейных динамических 
систем разработаны специальные модели измерения и анализа результатов измерений, основанные на 
теории открытых систем, теории динамического хаоса и теории информации. В качестве инструментов 
оценки состояния систем предлагается использовать фрактальные, временные и энтропийные шкалы. В 
результате исследования получены уравнения измерения энтропии Шеннона отдельной динамической 
переменной и всей нелинейной динамической системы на основе интервальных представлений резуль-
татов измерения. Уравнения, составленные таким образом, содержат точные решения и дают возмож-
ность полного учета неопределенностей. Полученные результаты дополнят предложенные ранее моде-
ли измерения и анализа результатов измерения динамических переменных нелинейных динамических 
систем.
Ключевые слова: нелинейная динамическая система, уравнение измерения, интервальные величины, 
энтропия Шеннона.
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Введение
Общепризнанным методом выражения и 
оценки неопределенности измерений является ме-
тод, предлагаемый Руководством по выражению 
неопределенности измерения (GUM) [1]. В случае, 
когда его применение невозможно, рекомендуется 
использовать метод Монте-Карло, изложенный в 
дополнении к GUM [2]. Оба метода подтвердили 
свою эффективность при измерениях в линейных 
или линеаризованных системах. Трудности возни-
кают при измерениях в нелинейных динамических 
системах (НДС). 
Физический и математический аппараты, по-
ложенные в основу методов [1, 2], не всегда адек-
ватны процессам, протекающим в открытых НДС 
со сложным, например хаотичным, характером по-
ведения. В таких системах вследствие диссипации 
образуются пространственные, временные и про-
странственно-временные структуры, возможны 
коллективные эффекты, связанные с процессами 
самоорганизации и эволюции. К НДС можно отне-
сти большинство из реальных систем окружающе-
го мира — живые организмы и экосистемы, вихри 
в атмосфере и океане, лазеры и др. [3, 4]. 
Задачи измерения в НДС являются новыми и 
сложными метрологическими задачами, которые 
можно выделить в отдельное новое направление 
— «нелинейная метрология». Подходы и методы, 
разрабатываемые для измерения в таких системах, 
сегодня востребованы в физике, инженерии, меди-
цине, экономике, биологии [5]. В этом направле-
нии разработаны модели измерения [6] и анализа 
результатов измерений характеристик НДС [7], 
основанные на теории открытых систем, теории 
динамического хаоса и теории информации. В ка-
честве инструментов оценки состояния НДС пред-
лагается использовать фрактальные, временные и 
энтропийные шкалы [8, 9].
Целью работы являлось составление уравне-
ния измерения энтропии Шеннона нелинейных ди-
намических систем с использованием методов ин-
тервального анализа. Для достижения цели выпол-
ним анализ возможностей классических методов 
выражения и оценки неопределенности измерений, 
а также подходов к составлению уравнений измере-
ния, изложенных в GUM [1] и дополнении [2]. 
Условия составления уравнения измерения
В большинстве случаев на практике имеют 
дело с косвенными измерениями. Поэтому состав-
ление уравнения измерения является ключевым 
этапом процедуры оценки неопределенности. При 
этом для определения искомой величины Y необ-
ходимо измерить значения N входных величин Xi, 
связанных с Y функциональной зависимостью:
       (1)
Входные величины Xi при этом могут быть 
функциями других величин. В случае временных 
зависимостей имеют дело с измерением динами-
ческих переменных (ДП) Xi(t) и уравнение измере-
ния (1) принимает вид:
     
Уравнение измерения, наряду с входными ве-
личинами, должно содержать константы, а также 
величины, влияющие на их значения. При этом 
входные величины могут иметь как линейную, так 
и нелинейную зависимость от времени:
где Xi – значение Xi в начальный момент времени 
t0; Xi(ti) – значение Xi в момент времени ti; F – вре-
менная зависимость ДП.
Определение временной зависимости F являет-
ся стандартной задачей динамических измерений 
[10]. Знание Xi(t) позволяет прогнозировать значе-
ния Xi(t) в любой момент времени. Исходя из это-
го, уравнение измерения (1) можно представить в 
виде:
     (2)
В руководстве [1] очерчены рамки примене-
ния GUM. Предполагается, что согласно уравне-
нию (1) существует способ определения Y по ре-
зультатам измерения входных величин Xi и полу-
ченное при этом значение Y – единственное. При 
этом в случае НДС результат определения – может 
характеризоваться рядом значений, заполняющих 
сложным образом интервал значений Ymin ≤ Y ≤ Ymax.
Входные величины Xi в GUM ассоциируются 
со случайными величинами. Допускается, что они 
(все или часть из них) могут быть связаны между 
собой, однако GUM рассматривает преимуще-
ственно независимые случайные величины. Для 
описания связанных величин руководство допу-
скает использование совместных распределений. 
Считается, что результаты многократных измере-
ний входных величин описываются распределени-
ем Гаусса при оценке неопределенности по типу 
А и прямоугольным распределением при оценке 
неопределенности по типу B [1]. 
Y f X XN= ( ,..., ).1
Y t f X t X tN( ) ( ),..., ( ) .= [ ]1
F X t , , X t X t , , X tN i N i[ ( ) ( )] ( ) ( )],0 01 1... [ ...→
Y t f tN( ) ... .= [ ]{ }F X t , , X t1( ) ( ) ,0 0
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При этом входные величины Xi НДС не всег-
да могут быть представлены случайными вели-
чинами. Как правило, они представляют собой 
немарковские величины, связаны между собой и 
подвержены влиянию извне даже слабых флуктуа-
ций. Динамика ДП НДС имеет сложный характер, 
поэтому априори утверждать, что входные вели-
чины и результат измерения имеют гауссово или 
прямоугольное распределение нельзя. Ключевой 
элемент классической теории измерения – эргоди-
ческая гипотеза – в случае НДС с хаотичным по-
ведением не подтверждается [11].
Когда применение GUM дает некорректные 
результаты измерения, например, вследствие 
сложности уравнения измерения (1), для оценки 
неопределенности предлагается использовать ме-
тод Монте-Карло, изложенный в приложении к 
GUM [2]. Метод рекомендуется использовать, ког-
да линеаризация уравнения измерения (1) не обе-
спечивает адекватного представления о процессе, а 
распределение выходной величины не может быть 
описано нормальным распределением или мас-
штабированным смещенным t-распределением. 
Преимущество данного метода заключается в том, 
что предлагаемая трансформация распределений 
входных величин позволяет всегда получить рас-
пределение вероятностей выходной величины на 
основе распределений входных величин.
Метод Монте-Карло применим для выражения 
неопределенности измерения хорошо определен-
ной физической величины, характеризуемой един-
ственным значением. Он всегда дает корректные 
результаты в случае линейного уравнения изме-
рения. Функция измерения f (Xi , Xi ,..., XN) должна 
иметь непрерывную производную по компонен-
там входных величин Xi в окрестностях оценок xi. 
Функция распределения для выходной величины 
Y непрерывна и строго возрастающая. Плотность 
распределения вероятностей Y имеет единствен-
ный максимум и др. При этом в случае измерений 
в сложных динамических системах измеряемая 
величина ведет себя нелинейным образом, не мо-
жет быть определена единственным значением, 
а плотность распределения имеет больше одного 
максимума.
Таким образом, сопоставление возможностей 
GUM [1] и метода Монте-Карло [2] со свойствами 
реальных НДС приводит к выводу о необходимости 
создания специальных подходов к измерению в та-
ких системах и выборе адекватного математическо-
го аппарата и составлению уравнения измерения. 
О необходимости индивидуального подхода к 
неординарным метрологическим задачам говорят 
сами составители GUM, декларируя, что оценку 
неопределенности не следует рассматривать как 
стандартную задачу, требующую применения ти-
повых математических процедур. Успех решения 
этой задачи зависит от понимания физики и крити-
ческого анализа протекающих процессов [1]. 
Для составления уравнения измерения ДП 
НДС необходимо учитывать следующие условия. 
Результат измерения Y характеризуется рядом 
значений, заполняющих сложным образом ин-
тервал значений Ymin ≤ Y ≤ Ymax. Значения каждой 
из N входных величин Xi находятся в интервалах 
Xi
min ≤ X ≤ Xi
max . Закон распределения входных ве-
личин в рамках интервала неизвестен. Таким об-
разом, как результат измерения, так и входные ве-
личины представляют собой интервальные вели-
чины с неизвестным законом распределения.
Применение методов интервальной математики
В качестве математического аппарата для со-
ставления уравнения измерения и анализа резуль-
татов измерения ДП НДС предлагается использо-
вать методы интервальной математики [12]. Такой 
выбор обусловлен интервальным характером зна-
чений ДП реальных НДС. 
Основная идея интервального анализа за-
ключается в замене арифметических операций и 
вещественных функциональных преобразований 
вещественных чисел интервальными операциями 
и функциями, преобразующими интервалы, со-
держащие эти числа. Ценность интервальных ре-
шений заключается в том, что они содержат точ-
ные решения исходных задач, дают возможность 
полного учета неопределённостей начиная с не-
точных данных уравнения измерения и заканчивая 
ошибками округления [11]. 
При изучении НДС сталкиваются как с пря-
мыми измерениями при измерении ДП, так и с 
косвенными при измерении общих характеристик 
системы. К примеру, если объектом изучения явля-
ется организм человека, то прямыми измерениями 
можно оценить такие характеристики, как частота 
пульса, артериальное давление, температура тела 
и прочие [8]. Измерение времени возвращения 
возбужденной ДП в равновесное состояние, как 
и измерение информационной энтропии, выпол-
няется косвенно и требует составления уравнения 
измерения вида (2).
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Рассмотрим уравнение измерения информа-
ционной энтропии сложной системы. Информаци-
онная энтропия, или энтропия Шеннона, H явля-
ется функцией состояния системы и описывается 
выражением вида:
      (3)
где p = p(xi)  – плотность распределения вероятно-
сти величины xi; X – оценка значения ДП Xi.
В случае измерения постоянной физической 
величины X энтропия характеризует качество из-
мерительного эксперимента, при этом закон рас-
пределения считается нормальным. При измере-
нии ДП энтропия содержит информацию и о каче-
стве измерения и об ее распределении. Наиболь-
шей трудностью при определении энтропии НДС 
является определение закона распределения p(xi) 
изучаемой величины. Для решения этой задачи 
предлагается использовать подходы интервального 
анализа, а именно гистограммную арифметику [9]. 
Если НДС характеризуется набором из N ДП 
Xi, то в результате измерений и оценки результатов 
измерения ДП будут получены N интервалов зна-
чений [xi
min, xi
max], где [xi
min, xi
max] представляет со-
бой интервал оценок значений [Xi
min, Xi
max] . Значе-
ния xi заполняют интервал [xi
min, xi
max] неравномер-
но, сложным образом, отличным от  классических 
законов распределения. 
Согласно положениям интервальной матема-
тики плотность распределения интервальных зна-
чений xi может быть задано кусочно-постоянной 
функцией xi, результаты измерений xi образуют 
интервалы постоянных значений функции p(xi). 
Такие случайные величины называются гисто-
граммными числами или гистограммами. Требует-
ся определить функцию плотности вероятности p
X
 
величины xi с заданной точностью в классе кусоч-
но-постоянных функций – гистограмм. Использо-
вание гистограммного выражения ДП позволяет 
определить наиболее вероятные участки попада-
ния неизвестных Xi.
Интервал значений xi [xi
min, xi
max] разобьем на 
K частей размером di
k
 , k = 1,..., K. Разбиение вы-
полняется таким образом, чтобы интервальные 
значения dk и dk+1 считались не связанными между 
собой. Тогда плотность вероятности попадания Xi 
в интервал [dk, dk+1]  определяется выражением:
      (4)
Совокупность из K значений, полученных со-
гласно (4), представляет собой гистограмму плот-
ностей вероятностей разной протяженности по 
оси значений Xi.
Для определения плотности вероятности на 
интервалах dk воспользуемся рекомендацией до-
полнения к GUM [2] о том, что при отсутствии 
дополнительной информации о величине, в соот-
ветствии с принципом максимума энтропии [12] 
случайная величина может быть описана криво-
линейно-трапецеидальным распределением. Если 
значения dk и dk+1  известны с точностью до интер-
валов (a ± d) и (b ± d) соответственно, выражение 
для криволинейно-трапецеидального распределе-
ния примет вид:
    (5)
где h = (a ± b) ⁄ 2; w = (b − a) ⁄ 2. 
Из выражений (3)–(5) можно найти вклад в 
значение энтропии отдельной ДП Xi:
       (6)
Если ДП системы не связаны между собой, 
выполняется принцип аддитивности энтропии 
всей системы , иначе должна быть
определена совместная плотность распре-
деления результатов измерения и введе-
но понятие условной энтропии системы. 
Полученные уравнения измерения энтропии 
Шеннона (3)–(6) содержат точные решения исходных 
задач и дают возможность полного учета неопреде-
ленностей, включая неточные исходные данные.
Заключение
В работе получила развитие задача создания 
теоретических основ измерений характеристик 
нелинейных динамических систем.
Показано, что измерение величин со сложным 
поведением находится за рамками классических 
метрологических методов, закрепленных в норма-
тивных документах, таких как GUM и приложе-
нии к нему, использующему метод Монте-Карло. 
Это обусловлено несоответствием используемых 
математических и физических подходов процес-
сам реальных динамических систем.
Предложено использовать методы интерваль-
ной математики для составления уравнения изме-
H p x p xi i
i
= −∑ ( ) ( )ln ,
p
d d
p x dxXki
k k d
d
k
k
=
−+
+
∫
2
1
1
( ) .i
p x
d
w d
x h w d
( ) max ln
max( , )
, ,= +
− −






1
4
0
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рения динамических переменных открытых нели-
нейных динамических систем.
Выбор обусловлен интервальным характером 
значений измеряемых динамических переменных. 
Ценность интервальных решений заключается в 
том, что они содержат точные решения исходных 
задач и дают возможность полного учета неопре-
деленностей, включая неточные данные уравне-
ния измерения.
Получены уравнения измерения энтропии Шен-
нона отдельной динамической переменной и всей 
нелинейной динамической системы на основе ин-
тервальных представлений результатов измерения.
Описанные результаты дополнят предложен-
ные ранее модели измерения и анализа результа-
тов измерения динамических переменных нели-
нейных динамических систем.
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Abstract. The article considers the issue of measurement of dynamic variables of open nonlinear dynamical 
systems. Most of real physical and biological systems in the surrounding world are the nonlinear dynamic sys-
tems. The spatial, temporal and spatio-temporal structures are formed in such systems because of dissipation. 
The collective effects that associated with the processes of self-organization and evolution are possible there 
too. The objective of this research is a compilation of the Shannon entropy measurement equations for case of 
nonlinear dynamical systems. It’s proposed to use the interval mathematics methods for this. It is shown that 
the measurement and measurement results analysis for variables with complex dynamics, as a rule, cannot be 
described by classical metrological approaches, that metrological documents, for example GUM, contain. The 
reason of this situation is the mismatch between the classical mathematical and physical approaches on the 
one hand and processes that occur in real dynamic systems on the other hand. For measurement of nonlinear 
dynamical systems variables  the special measurement model and measurement results analysis model are cre-
ated. They are based on Open systems theory, Dynamical chaos theory and Information theory. It’s proposed 
to use the fractal, entropic and temporal scales as tools for evaluation of a systems state. As a result of research 
the Shannon entropy measurement equations, based on interval representations of measurement results. are cre-
ated, like for an individual dynamic variable as for nonlinear dynamic system.  It is shown that the measurement 
equations, based on interval mathematics methods, contains the exact solutions and allows take into account 
full uncertainty. The new results will complement the measurement model and the measurement results analy-
sis model for case of nonlinear dynamic systems.
Keywords: nonlinear dynamic system, measurement equation, interval variables, Shannon entropy.
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