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1 HAUTEURS DE POLYNÔMES ET DE VAR-
IÉTÉS
1.1 Mesures absolues :
Soit P un polynme de C[X1, . . . , Xn] (n ∈ N∗), on dénit la mesure de Gauss-
Weil de P , notée M˜(P ), omme le maximum des normes de tous les oeients de
P et on dénit la mesure de Mahler de P , notée M(P ), par la relation :
log M(P ) :=
∫ 1
0
∫ 1
0
. . .
∫ 1
0
log
∣∣P (e2πix1 , . . . , e2πixn)∣∣dx1 . . . dxn.
Si maintenant P est un polynme homogène de C[X0, . . . , Xn] (n ∈ N∗), on dénit
-omme dans [7℄3- la mesure unitaire homogène de P , notée M(P ), par la relation :
logM(P ) :=
∫
Sn+1(1)
log |P (X0, . . . , Xn)|σn+1 + d◦totP.
n∑
j=1
1
2j
où Sn+1(1) est la sphère unité de C
n+1
et σn+1 est la mesure invariante de masse
totale 1 sur Sn+1(1).
Finalement, si P est un polynme multihomogène en des ensembles de variables
X(1), . . . , X(p) (ave X(i) = (X
(i)
0 , . . . , X
(i)
mi) pour i = 1, . . . , p), on dénit aussi
(omme dans [7℄3) la mesure unitaire multihomogène M(P ) de P par :
logM(P ) :=
∫
Sm1+1(1)×···×Smp+1(1)
log
∣∣∣P (X(1), . . . , X(p))∣∣∣σm1+1 × · · · × σmp+1
+
p∑
i=1
d◦X(i)P. mi∑
j=1
1
2j
 .
La omparaison entre les deux mesures M˜ et M est donnée par le lemme suivant :
Lemme 1.1 Soient n un entier ≥ 1 et P un polynme de C[X1, . . . , Xn] (ou un
polynme homogène de C[X0, . . . , Xn]) de degré total d. Alors on a :(
d+ n
n
)−1/2
M(P ) ≤ M˜(P ) ≤ 2ndM(P ). (1.1)
Démonstration. Démontrons le lemme 1.1 dans le as où P est un polynme
quelonque de C[X1, . . . , Xn] (la démonstration est la même pour le as homogène).
Commenons par démontrer l'inégalité de droite de (1.1) en raisonnant par réur-
rene sur n ∈ N∗.
Pour n = 1, P est un polynme d'une variable de degré d, don, en appelant
α1, . . . , αd ses raines dans C, P se fatorise en :
P (X1) = a0X
d
1 + a1X
d−1
1 + · · ·+ ad = a0
d∏
i=1
(X1 − αi) .
D'une part, la mesure de Gauss-Weil de P vaut par dénition :
M˜(P ) := max {|a0 |, . . . , |ad|}
et d'autre part, d'après [4℄ (pp. 5-6), la mesure de Mahler de P vaut :
M(P ) := |a0 |.
d∏
i=1
max {1, |αi |} .
2
La formule -bien onnue- exprimant les aj (j = 0, . . . , d) en fontion de a0 et des
α1, . . . , αd est donnée par :
aj = (−1)ja0.
∑
1≤s1<···<sj≤d
αs1 . . . αsj (∀j ∈ {0, . . . , d});
don, pour tout j ∈ {0, . . . , d} on a :
|aj | ≤ |a0 |
(
d
j
) d∏
i=1
max {1, |αi |}
≤ 2d|a0 |
d∏
i=1
max {1, |αi |} = 2dM˜(P ),
d'où :
M˜(P ) := max
0≤j≤d
|aj | ≤ 2dM(P )
e qui est l'inégalité de droite de (1.1) pour n = 1. Soit maintenant n un entier ≥ 2.
Supposons que l'inégalité de droite de (1.1) est vraie pour l'entier n−1 et montrons
la pour l'entier n. Soit, pour ela, P un polynme de C[X1, . . . , Xn] de degré total
d et érivons P sous la forme :
P (X1, . . . , Xn) =
∑
j∈J
Pj (X1, . . . , Xn−1)X
j
n
pour un ertain sous-ensemble ni J de N et ertains polynmes Pj (j ∈ J) de
C[X1, . . . , Xn−1]. En fait, omme P est de degré total égal à d, on a J ⊂ {0, . . . , d}
et les polynmes Pj (j ∈ J) de C[X1, . . . , Xn−1] sont tous de degrés totaux majorés
par d. On a lairement :
M˜(P ) = max
j∈J
M˜(Pj)
et, d'après l'hypothèse de réurrene, pour tout j ∈ J :
M˜(Pj) ≤ 2(n−1)dM(Pj);
d'où
M˜(P ) ≤ 2(n−1)dmax
j∈J
M(Pj). (1.2)
On a par ailleurs :
logmax
j∈J
M(Pj) = max
j∈J
log M(Pj)
= max
j∈J
∫ 1
0
. . .
∫ 1
0
log
∣∣Pj (e2πix1 , . . . , e2πixn−1)∣∣dx1 . . . dxn−1
≤
∫ 1
0
. . .
∫ 1
0
log
(
max
j∈J
∣∣Pj (e2πix1 , . . . , e2πixn−1)∣∣) dx1 . . . dxn−1
et, d'après le as n = 1 (déja démontré) :
max
j∈J
∣∣Pj (e2πix1 , . . . , e2πixn−1)∣∣ = M˜(P (e2πix1 , . . . , e2πixn−1, Xn))
≤ 2dM(P (e2πix1 , . . . , e2πixn−1 , Xn))
où -dans es deux inégalités- x1, . . . , xn−1 sont onsidérés omme paramètres et Xn
onsidéré omme l'unique variable. D'où :
logmax
j∈J
M(Pj) ≤
∫ 1
0
. . .
∫ 1
0
log
(
2dM
(
P
(
e2πix1 , . . . , e2πixn−1 , Xn
)))
dx1 . . . dxn−1,
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'est-à-dire :
logmax
j∈J
M(Pj) ≤ d log 2 +
∫ 1
0
. . .
∫ 1
0
log
∣∣P (e2πix1 , . . . , e2πixn)∣∣dx1 . . . dxn
ou enore :
logmax
j∈J
M(Pj) ≤ d log 2 + log M(P )
(ar log M(P (e2πix1 , . . . , e2πixn−1, Xn)) :=
∫ 1
0 log
∣∣P (e2πix1 , . . . , e2πixn)∣∣dxn).
D'où, en passant à l'exponentielle :
max
j∈J
M(Pj) ≤ 2dM(P ). (1.3)
De (1.2) et (1.3) suit l'inégalité :
M˜(P ) ≤ 2ndM(P )
qui n'est rien d'autre que l'inégalité de droite de (1.1) pour l'entier n. L'inégalité
de droite de (1.1) est démontrée.
Montrons maintenant l'inégalité de gauhe de (1.1). On utilise pour ela le
théorème de l'inégalité arithmétio-géometrique dont l'énoné est :
 Pour toute fontion régulière
1 f de Cn on a :
exp
(∫ 1
0
. . .
∫ 1
0
log
∣∣f (e2πix1 , . . . , e2πixn)∣∣dx1 . . . dxn)
≤
∫ 1
0
. . .
∫ 1
0
∣∣f (e2πix1 , . . . , e2πixn)∣∣dx1 . . . dxn. ˇ
En appliquant ette dernière à f2 (au lieu de f) on obtient l'inégalité :
exp
(∫ 1
0
. . .
∫ 1
0
log
∣∣f (e2πix1 , . . . , e2πixn)∣∣dx1 . . . dxn)
≤
(∫ 1
0
. . .
∫ 1
0
∣∣f (e2πix1 , . . . , e2πixn)∣∣2dx1 . . . dxn)12 .
(1.4)
Étant donné maintenant un polynme P de C[X1, . . . , Xn] de degré total d, appli-
quant (1.4) à f = P on a :
M(P ) ≤
(∫ 1
0
. . .
∫ 1
0
∣∣P (e2πix1 , . . . , e2πixn)∣∣2dx1 . . . dxn)12 = ‖P ‖2
où ‖P ‖2 désigne la norme eulidienne du veteur formé de tous les oeients de
P . Comme P est à n variables de degré total d, P ontient au plus
(
d+n
n
)
monmes,
d'où :
‖P ‖2 ≤
(
d+ n
n
)1/2
M˜(P ),
e qui donne nalement :
M(P ) ≤ ‖P ‖2 ≤
(
d+ n
n
)1/2
M˜(P )
qui n'est rien d'autre que l'inégalité de gauhe de (1.1). La démonstration est
ahevée. 
1
La régularité ii onsiste en l'existene des intégrales onstituants notre inégalité arithmétio-
géométrique.
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1.2 Mesures v-adiques et hauteurs de polynmes :
1.2.1 Mesures v-adiques :
Soient K un orps de nombres et v une plae de K. On dénit M˜v et Mv
les mesures v-adiques des polynmes à oeients dans K, assoiant à tout P ∈
K[X1, . . . , Xn] (n ∈ N∗) les réels positifs notés respetivement M˜v(P ) et Mv(P ) et
dénis, selon le as v nie ou v innie, par :
1) Si v est nie, M˜v(P ) oïnide ave Mv(P ) et est dénie omme le maximum
des valeurs absolues v-adiques des oeients de P ;
2) Si v est innie et assoiée à un plongement σ: K →֒ C, M˜v(P ) désigne toujours
le maximum des valeurs absolues v-adique des oeients de P et :
Mv(P ) := M(P
σ),
où P σ désigne le polynme de C[X1, . . . , Xn] obtenu à partir de P en rem-
plaant haque oeient de P par son image par σ.
On dénit aussiMv la mesure v-adique des formes (homogènes ou multihomogènes)
à oeients dans K, assoiant à toute telle forme P le réel positif :
Mv(P ) :=
{
M˜v(P ) si v est nie
M(P σ) si v est innie, assoiée à un plongement σ: K →֒ C .
Avertissement. On désigne -dans les prohains lemmes qui suivent- par Hv la
mesure v-adique M˜v dénie i-dessus et par Lv l'appliation de K[X1, . . . , Xn] dans
R+ assoiant à tout polynme P , la somme des valeurs absolues v-adiques de ses
oeients. Hv et Lv sont appelées hauteur et longueur v-adique et leurs loga-
rithmes -désignés respetivement par hv et ℓv- sont appelés hauteur logarithmique
v-adique et longueur logarithmique v-adique.
1.2.2 Hauteurs :
Soit K un orps de nombres. On dénit h˜ et h les hauteurs dites respetivement
de Gauss-Weil (ou simplement de Weil) et de Mahler, assoiant à tout polynme P
de K[X1, . . . , Xn] (n ∈ N∗) les réels :
h˜(P ) :=
∑
v∈MK
[Kv : Qv]
[K : Q]
log M˜v(P )
h(P ) :=
∑
v∈MK
[Kv : Qv]
[K : Q]
log Mv(P )
oùMK désigne l'ensemble des plaes deK, normalisées de sorte que |2|v = 2 lorsque
v est innie et |p|v = p−1 lorsque v est nie et étend la plae p de Q.
On dénit aussi h la hauteur dite unitaire, qui assoie à toute forme P (homogène
ou multihomogène) à oeients dans K, le réel h(P ) déni par :
h(P ) :=
∑
v∈MK
[Kv : Qv]
[K : Q]
logMv(P ).
Notons que es trois hauteurs h˜, h et h sont positives, indépendantes du orps de
nombres K hoisi et invariantes par homothétie d'un élément de K.
Pour tout entier n ≥ 1 et tout P ∈ Q[X1, . . . , Xn] (ou un polynme homogène de
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Q[X0, . . . , Xn]) de degré total d, le lemme 1.1 nous permet d'obtenir immédiatement
la relation de omparaison entre h˜(P ) et h(P ) suivante :
h(P )− 1
2
log
(
d+ n
n
)
≤ h˜(P ) ≤ h(P ) + nd log 2. (1.5)
Par ailleurs, dans le as où P est une forme de Q[X0, . . . , Xn] (n ≥ 1), il est montré
dans [3℄ (théorème 4) qu'on a :
h(P ) ≤ h(P ) ≤ h(P ) + d
n∑
j=1
1
2j
. (1.6)
Finalement, toujours dans le as où P est une forme de degré d de Q[X0, . . . , Xn]
(n ≥ 1), la relation de omparaison entre h˜(P ) et h(P ) résultant immédiatement
de (1.5) et (1.6) est :
h(P )− 1
2
log
(
d+ n
n
)
− d
n∑
j=1
1
2j
≤ h˜(P ) ≤ h(P ) + nd log 2. (1.7)
1.3 Hauteurs de variétés projetives :
Soit V une variété algébrique dénie sur un orps de nombres K et plongée dans
un espae projetif PN via un plongement ϕ. La hauteur de Gauss-Weil (resp de
Mahler, unitaire) de V est dénie omme étant la hauteur de Gauss-Weil (resp de
Mahler, unitaire) de la forme éliminante fV de l'idéal de dénition de ϕ(V ) dans
K[X0, . . . , XN ]. Cette hauteur dépend évidemment du plongement ϕ mais elle ne
dépend pas du hoix de la forme éliminante grâe à la formule du produit sur K,
on la note h˜ϕ(V ) (resp hϕ(V ), hϕ(V )). On a don :
h˜ϕ(V ) := h˜(fV ) , hϕ(V ) := h(fV ) et hϕ(V ) := h(fV ).
2 ESTIMATIONS SUR LES COEFFICIENTS DES
FONCTIONS ALGÉBRIQUES
Quelques notations :
• Lorsque n ∈ N∗ et I = (i1, . . . in) ∈ Nn, on désignera par |I | la somme des
oordonnées de I, 'est-à-dire :
|I | := i1 + · · ·+ in.
On appellera e dernier nombre : longueur de I.
• On désignera aussi par I! le nombre :
I! := i1! . . . in!.
• Si de plus X = (X1, . . . , Xn) est un ensemble de n variables indépendantes, on
notera XI le monme :
XI := X i11 . . . X
in
n ,
omme on posera :
∂XI := ∂X i11 . . . ∂X
in
n
6
et on notera enn par DI l'opérateur de la dérivation divisée d'ordre I :
DI :=
1
I!
∂i1
∂X i11
. . .
∂in
∂X inn
.
Lemme 2.1 Soit K un orps de nombres et P un polynme deK[T, Y1, . . . , Yn] (n ∈
N∗) de degré total majoré par d (d ∈ N∗). On pose Y := (Y1, . . . , Yn). Alors, en tout
point x = (t, y) de la sous-variété dénie par P où la dérivée partielle de P par
rapport à T est non nulle (i.e : ∂P∂T (x) 6= 0), on a pour tout m ∈ N∗ et tout I ∈ Nn
tel que |I | = m :
1
I!
∂mT
∂Y I
(x) =
PI(x)(
∂P
∂T (x)
)2m−1 .
où PI est un polynme de K[T, Y1, . . . , Yn], de degré total majoré par (2m−1)(d−1)
et pour toute plae innie v de K, PI est de longueur v-adique Lv majorée par :
Lv(PI) ≤ (8n)m−1d3m−2Lv(P )2m−1.
Démonstration. On proède par réurrene sur m ∈ N∗. Pour m = 1, on a
|I | = 1 don I est de la forme I = (0, . . . , 0, 1, 0, . . . , 0) et I! = 1. Ainsi, on a :
1
I!
∂1T
∂Y I
=
∂T
∂Yk
=
− ∂P∂Yk
∂P
∂T
.
Il sut de poser PI = − ∂P∂Yk qui est de degré total majoré par d et de longueur
v-adique :
Lv
(
− ∂P
∂Yk
)
≤ dLv(P ).
Don le lemme 2.1 est vrai pour m = 1.
Supposons maintenant que les majorations du lemme 2.1 sont vraies jusqu'à
un ertain entier m ≥ 1 et montrons es majorations pour m + 1. Soit I ′ =
(i1, . . . , in) ∈ Nn quelonque tel que |I ′| = m + 1. Choisissons k ∈ {1, . . . , n} tel
que ik = max(i1, . . . , in). Puisque I
′ 6= 0 (ar |I ′| = m+ 1), il est lair que ik ≥ 1.
Posons I = (i1, i2, . . . , ik − 1, . . . , in) ∈ Nn, don |I | = m.
Remarquons qu'on a ik ≥ i1+...+inn = m+1n , d'où
1
ik
≤ n
m+ 1
. (2.1)
On a :
1
I ′!
∂m+1T
∂Y I
′
=
1
I ′!
∂
∂Yk
(
∂mT
∂Y I
)
=
I!
I ′!
∂
∂Yk
(
1
I!
∂mT
∂Y I
)
=
1
ik
∂
∂Yk
(
1
I!
∂mT
∂Y I
)
.
Or, d'après l'hypothèse de réurrene :
1
I!
∂mT
∂Y I
=
PI
(∂P∂T )
2m−1
.
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D'où :
∂
∂Yk
(
1
I!
∂mT
∂Y I
)
=
(
∂PI
∂Yk
+ ∂T∂Yk
∂PI
∂T
)(
∂P
∂T
)2m−1− (2m− 1)PI (∂P∂T )2m−2( ∂2P∂Yk∂T + ∂T∂Yk ∂2P∂T 2 )(
∂P
∂T
)2(2m−1) .
En remplaant, dans le membre de droite de ette égalité,
∂T
∂Yk
par
− ∂P
∂Yk
∂P
∂T
et en
simpliant la fration obtenue -en divisant son numérateur et le dénominateur par
(∂P∂T )
2m−3
- on trouve :
∂
∂Yk
(
1
I!
∂mT
∂Y I
)
=
∂PI
∂Yk
(
∂P
∂T
)2 − ∂PI∂T ∂P∂T ∂P∂Yk − (2m− 1)PI [∂P∂T ∂2P∂Yk∂T − ∂P∂Yk ∂2P∂T 2 ](
∂P
∂T
)2m+1 .
Il sut alors de poser :
PI′ =
1
ik
[
∂PI
∂Yk
(
∂P
∂T
)2
− ∂PI
∂T
∂P
∂T
∂P
∂Yk
− (2m− 1)PI
(
∂P
∂T
∂2P
∂Yk∂T
− ∂P
∂Yk
∂2P
∂T 2
)]
.
Les majorations sur les degrés se vérient failement puisque les quatres polynmes(
∂P
∂T
)2
, ∂P∂T
∂P
∂Yk
, ∂P∂T
∂2P
∂Yk∂T
et
∂P
∂Yk
∂2P
∂T 2
sont tous de degré total majoré par 2(d− 1).
Maintenant, étant donné une plae innie v de K, pour obtenir la longueur
v-adique Lv de PI , on utilise les estimations bien onnues :
Lv(A+B) ≤ Lv(A) + Lv(B),
Lv(A.B) ≤ Lv(A).Lv(B)
pour tout A,B ∈ K[T, Y1, . . . , Yn]. En tenant ompte, de plus, de (2.1) on a :
Lv(PI′ ) ≤ n
m+ 1
[
4(2m− 1)d3Lv(P )2Lv(PI)
]
≤ 8nd3Lv(P )2Lv(PI).
Comme d'après notre hypothèse de réurrene :
Lv(PI) ≤ (8n)m−1d3m−2Lv(P )2m−1,
alors :
Lv(PI′) ≤ (8n)md3m+1Lv(P )2m+1.
Ce qui montre l'estimation du lemme pour la longueur v-adique de PI′ et ahève
ette démonstration. 
Lemme 2.2 Soit A un anneau ommutatif unitaire intègre, B := A[Y1, . . . , YD][T ]
et P un polynme de B tel que ∂P∂T 6= 0. On pose X := (X1, . . . , XD) et Y :=
(Y1, . . . , YD). Alors, il existe une unique série formelle U(X) ∈ S−1B[[X1, . . . , XD]]
satisfaisant :
P (Y +X,T + U(X)) = P (Y , T ) ,
où S est la partie multipliative de B engendrée par ∂P∂T .
Démonstration. La onstrution de la série formelle U(X) se fait pas à pas en
onstruisant au n-ième pas la partie homogène de degré n de U(X). En appelant,
pour tout n dans N, Vn(X) la partie homogène de degré n de U(X), on a :
U(X) = V0(X) + V1(X) + . . .+ Vn(X) + . . .
Plus préisément, on onstruit pour tout n dans N un polynme Un(X) dans
S−1B[X1, . . . , XD] de degré ≤ n tel que (P (Y +X,T + Un(X))− P (Y , T )) soit
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d'ordre ≥ (n+1) en X, et tel que le (n+1)-ième polynme Un+1(X) soit une somme
de Un(X) et d'un polynme homogène de S
−1B[X1, . . . , XD] de degré n+ 1. Ainsi
Un+1(X) − Un(X) est exatement la partie homogène de degré n + 1 de U(X). Il
sut alors de poser :
U(X) = U0(X) + (U1(X)− U0(X)) + (U2(X)− U1(X)) + . . .
On aura P (Y +X,T + U(X))− P (Y , T ) de degré inni en X , d'où :
P (Y +X,T + U(X)) = P (Y , T ).
On onstate d'abord que U0(X) = U(0) = 0. Construisons les Un(X) : Pour
tout G dans S−1B[[X1, . . . , XD]], on pose
ΦG (Y , T,X) = P (Y +X,T +G(X))− P (Y , T ) .
On va montrer par réurrene que, pour tout n dans N, il existe un polynme Un(X)
dans S−1B[X1, . . . , XD] vériant :
1) ordXΦUn ≥ n+ 1 ;
2) U0(X) = 0, Un(X) = Un−1(X) +
∑
|γ|=nAγXγ .
En eet, remarquons que pour G dans S−1B[[X]] on a :
ΦG (Y , T,X) = P (Y +X,T +G(X))− P (Y , T )
=
∑
Λ=(θ,m)
DΛP (Y , T )XθGm − P (Y , T )
=
∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )XθGm.
(2.2)
Pour n = 0 on a U0(X) = 0, d'où d'après (2.2) :
ΦU0 (Y , T,X) =
∑
θ 6=0
D(θ,0)P (Y , T )Xθ.
Don ordXΦU0 ≥ 1, par suite 1) et 2) sont satisfaites pour n = 0. Supposons pour
n ≥ 1 que Un−1(X) est onstruit satisfaisant 1), 'est-à-dire : ordXΦUn−1 ≥ n. Par
la ontrainte 2) on pose :
Un(X) = Un−1(X) +
∑
|γ|=n
AγX
γ .
Il sut alors de herher les Aγ dans S
−1B de faon à avoir ordXΦUn ≥ n + 1.
Or, on a d'après (2.2) :
ΦUn =
∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )Xθ
(
Un−1(X) + Σ|γ|=nAγXγ
)m
= ΦUn−1 +
∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )Xθ
[(
Un−1(X) + Σ|γ|=nAγXγ
)m
− (Un−1(X))m
]
.
Comme l'expression∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )Xθ
[(
Un−1(X) + Σ|γ|=nAγXγ
)m
− (Un−1(X))m
]
vaut
∂P
∂T
(Y , T )Σ|γ|=nAγXγ
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pour Λ = (0, 1) et est une série en X d'ordre ≥ n+ 1 pour tout Λ = (θ,m)
6∈ {(0, 0), (0, 1)}, alors ΦUn s'érit :
ΦUn = ΦUn−1 +
∂P
∂T
(Y , T )Σ|γ|=nAγXγ +R1(X)
ave R1(X) une série d'ordre ≥ n+ 1. Mais, d'après l'hypothèse de réurrene,
ordXΦUn−1 ≥ n, d'où ΦUn−1(X) s'érit sous la forme :
ΦUn−1(X) =
∑
|γ|=n
BγX
γ +R0(X)
où les Bγ sont dans S
−1B et R0 est une série d'ordre ≥ n+ 1 en X. D'où :
ΦUn(X) =
∑
|γ|=n
BγX
γ + P ′T
∑
|γ|=n
AγX
γ +R2(X)
où R2 est une série d'ordre ≥ n + 1 en X (R2 = R1 + R0). Il faut et il sut alors
de prendre, pour tout γ :
Aγ = −
Bγ
P ′T
En résumé, la onstrution des Un(X) se fait tout simplement omme suit : U0(X) =
0 et une fois Un−1(X) onstruit, on onsidère la série ΦUn−1(X) qui est d'ordre ≥ n
en X et soit
∑
|γ|=nBγXγ sa partie homogène de degré n, on prend alors :
Un(X) = Un−1(X) +
∑
|γ|=n
−Bγ
P ′T
Xγ . (2.3)
L'uniité des Un(X) est évidente ar on est obligé de prendre U0(X) = 0 et une
fois que Un−1(X) est onstruit on a une et une seule faon de hoisir Un(X). La
déomposition de U(X) en somme de ses parties homogènes est alors :
U(X) = U0(X) + (U1(X)− U0(X)) + (U2(X)− U1(X))
+ . . .+ (Un(X)− Un−1(X)) + . . .
e qui termine la preuve du lemme. 
On note Vn(X)
(∈ S−1B [X1, . . . , XD]) la partie homogène de U(X) de degré n,
'est-à-dire : Vn(X) = Un(X)−Un−1(X). Pour tout k ≥ 1 entier, on note 1P ′T kB les
éléments de S−1B qui sont le produit de 1
P ′
T
k par un élément de B. On remarquera
que
1
P ′
T
kB est stable par l'addition, mais e n'est pas un anneau.
Corollaire 2.3 Pour tout entier n ≥ 1, les oeients de Un(X) sont dans 1P ′
T
2n−1B
et pour tout entier d ≥ n+ 1, les oeients de la partie homogène de degré d de
ΦUn(X) sont dans
1
P ′
T
2d−2B.
Démonstration. On proède par réurrene sur n. Pour n = 1, omme on a
U0(X) = 0 alors
ΦU0(X) =
∑
θ 6=0
D(θ,0)P (Y , T )Xθ.
Et, omme pour tout θ 6= 0 : D(θ,0)P (Y , T ) est dans B, alors ΦU0(X) est à o-
eients dans B. Don, d'après (2.3) les oeients de U1(X) sont dans
1
P ′T
B et
U1(X) s'érit :
U1(X) = U0(X) +
∑
|γ|=1
AγX
γ ,
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ave Aγ ∈ 1P ′T B pour tout γ. Don :
U1(X) =
∑
|γ|=1
AγX
γ .
Par suite :
ΦU1(X) =
∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )Xθ
(
Σ|γ|=1AγXγ
)m
.
Soit maintenant d ≥ 2 un entier. Les oeients de la partie homogène de degré d
de ΦU1(X) sont des oeients des polynmes homogènes de la forme :
DΛP (Y , T )Xθ
(
Σ|γ|=1AγXγ
)m
ave |θ|+m = d. Don, omme les Aγ sont dans
1
P ′
T
B, on déduit que es oeients sont dans un ertain 1P ′
T
mB (m ≤ d) don aussi
dans
1
P ′T
dB. Et, omme d ≤ 2d− 2 ar (d ≥ 2), on déduit que les oeients de la
partie homogène de degré d de ΦU1(X) sont -a fortiori- dans
1
P ′
T
2d−2B, le orollaire
est vrai pour n = 1.
Soit maintenant n ≥ 2 un entier. Supposons que le orollaire est vrai pour tout
k ≤ n − 1 et montrons le pour l'entier n. L'hypothèse de réurrene pour n − 1
implique, en prenant d = n ≥ (n− 1)+ 1, que les oeients de la partie homogène
de degré n de ΦUn−1(X) sont dans
1
P ′
T
2n−2B d'où, d'après (2.3), les oeients de
Un(X) sont dans
1
P ′
T
2n−1B e qui montre la première assertion du orollaire pour
l'entier n.
D'autre part, soit d ≥ n+ 1 un entier. Erivons la déomposition homogène de
Un(X) :
Un(X) = V1(X) + . . . Vn(X),
où pour tout α (1 ≤ α ≤ n), Vα(X) désigne la partie homogène de degré α de
Un(X). On sait que : V1(X) = U1(X), V2(X) = U2(X) − U1(X), . . . , Vn(X) =
Un(X)−Un−1(X). D'après l'hypothèse de réurrene, pour tout α (1 ≤ α ≤ n− 1),
les oeients de Vα(X) sont dans
1
P ′
T
2α−1B et d'après la première assertion du
orollaire pour l'entier n déja prouvée i-dessus, les oeients de Vn(X) sont dans
1
P ′
T
2n−1B.
On érit :
ΦUn(X) =
∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )Xθ (Un(X))
m
=
∑
Λ=(θ,m) 6=(0,0)
DΛP (Y , T )Xθ (V1(X) + · · ·+ Vn(X))m .
La partie homogène de degré d ≥ n+1 de ΦUn(X) est don une somme de polynmes
homogènes de degré d de la forme :
DΛP (Y , T )XθV1(X)
k1 . . . Vn(X)
kn
ave :
k1 + · · ·+ kn = m
et
|θ|+ k1 + 2k2 + · · ·+ nkn = d.
Les oeients de tels polynmes sont dans
1
P ′T
(2.1−1)k1+(2.2−1)k2+···+(2α−1)kα+···+(2n−1)kn
B;
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or :
(2.1− 1)k1 + (2.2− 1) k2 + · · ·+ (2α− 1)kα + · · ·+ (2n− 1)kn
= 2 (k1 + 2k2 + · · ·+ nkn)− (k1 + · · ·+ kn)
= 2 (d− |θ|)−m
= 2d− (2|θ|+m) .
On remarque que 2|θ| + m ≥ 2 ar soit |θ| ≥ 1 ou bien θ = 0 et m ≥ 2 (ar
d ≥ n+ 1). D'où :
(2.1− 1)k1 + (2.2− 1) k2 + · · ·+ (2α− 1)kα + · · ·+ (2n− 1)kn ≤ 2d− 2.
Don -a fortiori- les oeients de tels polynmes sont dans
1
P ′T
2d−2B, et enn les
oeients de la partie homogène de degré d de ΦUn(X) sont dans
1
P ′
T
2d−2B. Cei
termine la preuve du orollaire. 
Corollaire 2.4 Si
U(X) =
∑
Λ
αΛX
Λ
où les αΛ sont dans S
−1B, alors pour tout Λ on a :
αΛ
(
∂P
∂T
)2|Λ|−1
∈ B.
Démonstration. C'est une onséquene immédiate du orollaire 2.3. 
Lemme 2.5 Soient K un orps de nombres et P un polynme de K[Y1, . . . , Yn][T ]
de degré total majoré par d. Soit aussi x = (y, t) un point à oordonnées dans K de
la sous-variété ane dénie par P tel que :
∂p
∂T
(x) 6= 0,
et T = T (Y ) la branhe de la sous-variété d'équation P = 0 ontenant le point x.
En posant pour tout I ∈ Nn :
aI :=
1
I!
∂|I |T
∂Y I
(y) ∈ K,
on a pour tout m ∈ N et toute plae v de K :
max (1, |aI |v; |I | ≤ m)
≤
8nd3(d+ 1)2(n+1)Hv(P )2Hv(1, x)2(d−1).max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2m .Hv(1, x)
(2.4)
si v est innie et :
max(1, |aI |v; |I | ≤ m) ≤
Hv(P )2Hv(1, x)2(d−1)max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2m.Hv(1, x)
(2.5)
si v est nie.
De plus pour tout m ∈ N on a :
h(1, aI ; |I | ≤ m) ≤
[
4h˜(P ) + 4(d− 1)h(1 : x) + (4n+ 9)(log d+ 1)
]
m+ h(1 : x).
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Démonstration. Supposons sans restreindre la généralité que l'un des oe-
ients de P vaut 1 et érivons :
P (Y , T ) :=
∑
j=(j0,j1,...,jn)∈Λ
bjT
j0Y j11 . . . Y
jn
n
pour un ertain sous-ensemble ni Λ de Nn+1 formé des uplets de longueurs ≤ d et
ertains nombres bj (j ∈ Λ) de K.
Pour une plae donnée v de K et un entier m ∈ N on estime dans e qui suit, selon
le as v nie ou v innie, le maximum entre 1 et les valeurs absolues v-adiques des
aI (I ∈ N, |I | ≤ m).
Premier as (si v est innie) D'après le lemme 2.1, pour tout I ∈ Nn, I 6= 0 et
ℓ := |I | on a :
aI =
PI(x)(
∂P
∂T (x)
)2ℓ−1
d'où :
|aI |v =
|PI(x)|v∣∣ ∂P
∂T (x)
∣∣2ℓ−1
v
.
En érivant :
PI(Y , T ) =
∑
j∈J
cjT
j0Y j11 . . . Y
jn
n
pour un ertain sous-ensemble ni J de Nn+1 et ertains nombres cj (j ∈ J) dans
K, on a :
PI(x) =
∑
j∈Λ
cjt
j0yj11 . . . y
jn
n
d'où :
|PI(x)|v ≤
∑
j∈J
∣∣∣cj ∣∣∣
v
|t|j0v |y1 |j1v . . . |yn |jnv
≤ Lv(PI).max {1, |t|v, |y1|v, . . . , |yn |v}d
◦
totPI
≤ (8n)ℓ−1d3ℓ−2Lv(P )2ℓ−1Hv(1, x)(2ℓ−1)(d−1) (d'après le lemme 2.1)
≤
(
8nd3Lv(P )
2
Hv(1, x)
2(d−1)
)ℓ
.
Par suite :
|aI |v = |PI(x)|v.
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
2ℓ−1
v
≤
8nd3Lv(P )2Hv(1, x)2(d−1).max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2ℓ
≤
8nd3(d+ 1)2(n+1)Hv(P )2Hv(1, x)2(d−1).max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2ℓ
ar, omme d◦totP ≤ d, le polynme P ontient au plus
(
d+n+1
n+1
) ≤ (d + 1)n+1
monmes et Lv(P ) ≤ (d+ 1)n+1Hv(P ).
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Par ailleurs, si I = 0 on a : aI = a0 = t don |aI |v = |t|v ≤ Hv(1, x). D'où, pour
tout m ∈ N :
max (1, |aI |v; |I | ≤ m)
≤
8nd3(d+ 1)2(n+1)Hv(P )2Hv(1, x)2(d−1).max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2m .Hv(1, x).
Ce qui est la relation (2.4) du lemme.
Deuxième as (si v est nie) Soit, dans e as, Av l'anneau des entiers v-adique
de K :
Av = {α ∈ K/ |α|v ≤ 1}.
Choisissons un nombre algébrique ℓv(P ) ∈ K tel que :
ℓv(P ) ∈
{
1
bj
; j ∈ Λ, bj 6= 0
}
et
|ℓv(P )|v = min
{∣∣∣∣∣ 1bj
∣∣∣∣∣
v
; j ∈ Λ, bj 6= 0
}
.
Ainsi hoisi, ℓv(P ) ∈ Av et pour tout j ∈ Λ : ℓv(P )bj ∈ Av, e qui entraîne que le
polynme q(Y , T ) := ℓv(P )P (Y , T ) appartient à Av[Y , T ] et de plus :
∂q
∂T
(x) = ℓv(P )
∂P
∂T
(x) 6= 0
d'après les hypothèses du lemme 2.5.
En appliquant le lemme 2.2 aveA remplaé par Av, on déduit l'existene et l'uniité
d'une série
U(X) ∈ S−1Av [Y , T ] [[X]]
(ave X := (X1, . . . , XD) et S est la partie multipliative de Av [Y , T ] engendrée
par
(
∂q
∂T
)
) telle que :
q(Y +X,T + U(X)) = q(Y , T ),
d'où, en simpliant les deux membres de ette égalité par ℓv(P ), on a aussi :
P (Y +X,T + U(X)) = P (Y , T ).
En spéialisant dans ette dernière égalité T en T (Y ) (déni dans le lemme 2.5),
on obtient :
P (Y +X,T (Y ) + U(X)) = 0.
Et, omme la spéialisation : (X,Y ) = (0, y) donne Y +X = y et T (Y )+U(X)) = t,
on déduit que : T (Y ) + U(X) = T (Y + Y ), d'où :
U(X) = T (Y +X)− T (Y )
=
∑
I∈Nn
DIT (Y ).XI − T (Y ),
où DIT (Y ) désigne la dérivation divisée d'ordre I de T (Y ), i.e
DIT (Y ) :=
1
I!
∂|I |T (Y )
∂Y I
.
14
On a :
U(X) =
∑
I∈Nn,I 6=0
DIT (Y ).XI ,
mais, d'après le orollaire 2.4, étant donné I ∈ Nn, I 6= 0, si l'on pose m := |I |, on
a :
DIT (Y ).
(
∂q
∂T
)2m−1
∈ Av [Y , T ] ,
'est-à-dire : (
ℓv(P )
∂P
∂T
)2m−1
.DIT (Y ) ∈ Av [Y , T ] .
Or, d'après le lemme 2.1,
(
ℓv(P )
∂P
∂T
)2m−1
.DIT (Y ) est un polynme de degré total
majorés par (2m− 1)(d− 1). D'où, en spéialisant (Y , T ) en (y, t) = x ∈ Kn+1 :(
ℓv(P )
∂P
∂T
(x)
)2m−1
.aI ∈ Av
[
y, t
]
et plus préisement aI s'érit sous la forme :
aI =
f(y, t)(
ℓv(P )
∂P
∂T (x)
)2m−1
où f est un polynme de Av[Y , T ] de degré total majoré par (2m− 1)(d− 1). Don
|aI |v =
∣∣f(y, t)∣∣
v∣∣ℓv(P )∂P∂T (x)∣∣2m−1v ≤
max {1, |t|v, |y1 |v, . . . , |yn |v}(2m−1)(d−1)
|ℓv(P )|2m−1v .
∣∣ ∂P
∂T (x)
∣∣2m−1
v
.
Comme, par dénition de ℓv(P ),
1
|ℓv(P )|v
= max
{
1,
∣∣∣bj ∣∣∣
v
, j ∈ Λ
}
= Hv(P ),
alors pour tout I ∈ Nn \ {0}, on a :
|aI |v ≤ Hv(P )2|I |−1.Hv(1, x)(2|I |−1)(d−1).
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
2|I |−1
v
≤
Hv(P )2Hv(1, x)2(d−1)max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2|I | .
Maintenant, si I = 0, on a |aI |v = |t|v ≤ Hv(1, x) d'où, pour tout m ∈ N :
max(1, |aI |v; |I | ≤ m) ≤
Hv(P )2Hv(1, x)2(d−1)max
{
1,
∣∣∣∣∣ 1∂P
∂T (x)
∣∣∣∣∣
v
}2m.Hv(1, x).
Ce qui est la relation (2.5) du lemme.
La partie restante du lemme s'obtient en reportant, pour toute plae v de K,
les estimations (2.4) et (2.5) (déjà démontrées i-dessus) dans la dénition de la
hauteur logarithmique de la famille {1, aI ; |I | ≤ m} (m ∈ N). En eet, on obtient
ainsi pour tout m ∈ N :
h(1, aI ; |I | ≤ m) ≤
[
2h˜(P ) + 2(d− 1)h(1 : x) + 2h
(
1 :
1
∂P
∂T (x)
)
+ log(8n) + 3 log d+ 2(n+ 1) log (d+ 1)
]
m+ h(1 : x).
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Comme on montre failement, en raisonnant plae par plae, qu'on a :
h
(
1 :
1
∂P
∂T (x)
)
= h
(
1 :
∂P
∂T
(x)
)
≤ h˜(P ) + (d− 1)h(1 : x) + log
(
d
(
d+ n
n+ 1
))
≤ h˜(P ) + (d− 1)h(1 : x) + (n+ 2) log d,
alors pour tout m dans N :
h(1, aI ; |I | ≤ m) ≤
[
4h˜(P ) + 4(d− 1)h(1 : x) + log (8n) + (2n+ 7) log d
+(2n+ 2) log (d+ 1)
]
m+ h(1 : x).
Il ne reste qu'à remarquer que l'expression :
log (8n) + (2n+ 7) log d+ (2n+ 2) log (d+ 1) est majorée grossièrement par :
(4n+ 9)(log d+ 1) pour avoir nalement pour tout m ∈ N :
h(1, aI ; |I | ≤ m)≤
[
4h˜(P ) + 4(d− 1)h(1 : x) + (4n+ 9)(log d+ 1)
]
m+ h(1 : x).
Ce qui ahève la démonstration. 
3 APPLICATION AUX PARAMÉTRISATIONS DE
VARIÉTÉS
Soit G une variété algébrique dénie sur un orps de nombres K, irrédutible,
plongée dans PN (N ∈ N∗), de dimension g et e un point de G représenté dans
PN par un système de oordonnées projetives e = (e0 : e1 : . . . : eN). Soient
aussi K[X] (X := (X0, . . . , XN)) l'anneau des oordonnées de PN , G l'idéal de
dénition de l'adhérene de Zariski G de G dans K[X] et A := K[X]/G l'anneau
des oordonnées de G.
En faisant un hangement de oordonnées onvenable, nous pouvons nous ramener
aux hypothèses suivantes :
Hypothèses de normalisation
1) e0 = 1 et l'espae tangent TeG de G en e a pour équations :
Xg+1 = · · · = XN = 0.
2) Un point générique (y0 : y1 : . . . : yN ) de G →֒ PN vérie :
degtrKK(y0, . . . , yg) = degtrKK(y0, . . . , yN) = g + 1,
'est-à-dire que y0, . . . , yg sont K-algébriquement indépendants.
L'hypothèse 2) entraîne (suivant la terminologie de [5℄) que G est inomplètement
déni dans PN par des équations de la forme :
P˜i(X0, . . . , Xg, Xi) = 0 (g + 1 ≤ i ≤ N)
où, pour tout i ∈ {g+1, . . . , N}, P˜i est un polynme homogène (non identiquement
nul) de K[X0, . . . , Xg, Xi] et vérie P˜i(e0, . . . , eg, ei) = 0 (puisque e ∈ G). Nous
supposons sans perte de généralité que pour tout i = g + 1, . . . , N , l'un au moins
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des oeients de P˜i vaut 1.
Par suite, la forme de l'espae tangent de G en e supposée en 1) entraîne qu'on a :
∂P˜i
∂Xi
(e0, . . . , eg, ei) 6= 0 (pour g + 1 ≤ i ≤ N).
Posons pour tout g + 1 ≤ i ≤ N :
Pi(X1, . . . , Xg, Xi) := P˜i(1, X1, . . . , Xg, Xi),
alors on a aussi :
∂Pi
∂Xi
(e1, . . . , eg, ei) =
∂P˜i
∂Xi
(e0, . . . , eg, ei) 6= 0 (pour g + 1 ≤ i ≤ N).
Soit maintenant pour tout g + 1 ≤ i ≤ N , fi la fontion algébrique en X1, . . . , Xg
dénie impliitement au voisinage de (e1, . . . , eg) par :{
fi(e1, . . . , eg) = ei
Pi(X1, . . . , Xg, fi(X1, . . . , Xg)) = 0
.
Le théorème des fontions impliites implique l'existene et l'uniité des fontions fi
(g+1 ≤ i ≤ N) grâe au fait qu'on a pour tout i ∈ {g+1, . . . , N} : Pi(e1, . . . , eg, ei) =
0 et ∂Pi∂Xi (e1, . . . , eg, ei) 6= 0. Ce théorème montre de plus que es fontions fi
(g +1 ≤ i ≤ N) sont développables en séries de Taylor au voisinage de (e1, . . . , eg).
Notons es développements :
fi(X1, . . . , Xg) =
∑
I∈Ng
a
(i)
I T
I (g + 1 ≤ i ≤ N)
ave T = (T1, . . . , Tg) := (X1 − e1, . . . , Xg − eg).
En désignant par (~v1, . . . , ~vg) la base anonique de C
g
, onsidérons de même les
variables X1, . . . , Xg omme des polynmes (don des séries) en T , en érivant pour
tout i = 1, . . . , g :
Xi =
∑
I∈Ng
a
(i)
I T
I
ave
a
(i)
I =

e1 si I = 0
1 si I = ~vi
0 sinon
.
Posons nalement :
a
(0)
I :=
{
1 si I = 0
0 sinon
.
On a ainsi une paramétrisation de G au voisinage de e, utilisant omme paramètres
T1, . . . , Tg et donnée par le monomorphisme de paramétrisation ϕ de A = K[X]/G
dans K[[T ]] suivant :
ϕ: A −→ K[[T ]]
tel que :
ϕ(X0) = 1,
pour i = 1, . . . , g :
ϕ(Xi) = Xi = ei + Ti =
∑
I∈Ng
a
(i)
I T
I
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et pour i = g + 1, . . . , N :
ϕ(Xi) = fi(T ) =
∑
I∈Ng
a
(i)
I T
I .
Don, pour tout i = 0, . . . , N :
ϕ(Xi) =
∑
I∈Ng
a
(i)
I T
I .
Pour une plae donnée v de K, l'estimation des valeurs absolues v-adiques des
nombres a
(i)
I (I ∈ Ng, i = 0, . . . , N) est donnée par le lemme suivant qui n'est
qu'une onséquene immédiate du lemme 2.5.
Lemme 3.1 Pour tout I ∈ Ng, tout i ∈ {0, . . . , N} et toute plae v de K on a :
max
(
1,
∣∣∣a(i)I ∣∣∣
v
)
≤
 8gd(G)3(d(G) + 1)2(g+1). N∏
j=g+1
Hv(P˜j)
2
.Hv(e)
2(d(G)−1)
×
N∏
j=g+1
max
1,
∣∣∣∣∣∣ 1∂Pj∂Xj (e1, . . . , eg, ej)
∣∣∣∣∣∣
v

2

|I |
.Hv(e)
(3.1)
si v est innie et
max
(
1,
∣∣∣a(i)I ∣∣∣
v
)
≤
 N∏
j=g+1
Hv(P˜j)
2
.Hv(e)
2(d(G)−1)
×
N∏
j=g+1
max
1,
∣∣∣∣∣∣ 1∂Pj∂Xj (e1, . . . , eg, ej)
∣∣∣∣∣∣
v

2

|I |
.Hv(e)
(3.2)
si v est nie.
Démonstration. Étant donné une plae v de K et I ∈ Ng, pour i = 0, . . . , g, les
estimations du lemme 3.1 sont triviales et pour i = g+1, . . . , N , es dernières resul-
tent de l'appliation du lemme 2.5 pour P = Pi, n = g, (Y1, . . . , Yn) = (X1, . . . , Xg),
T = Xi et x = (e1, . . . , eg, ei). Il sut juste de remarquer que l'entier d du lemme
2.5 vaut dans ette appliation :
d := d◦totPi ≤ d◦totP˜i ≤ d(G),
que Hv(Pi) = Hv(P˜i) ≤
∏N
j=g+1Hv(P˜j) et que Hv(1, e1, . . . , eg, ei) ≤ Hv(e). Le
lemme 3.1 s'ensuit. 
4 UN LEMME DE ZÉROS DANS LES GROUPES
ALGÉBRIQUES COMMUTATIFS SOUS UNE
PARAMÉTRISATION NON EXPLICITE
Soit G un groupe algébrique ommutatif de dimension g (g ≥ 1), déni sur
un orps de nombres K et plongé dans un espae projetif PN (N ≥ 1). Soient
aussi e l'élément neutre de G représenté dans PN par un système de oordonnées
projetives e = (e0 : e1 : . . . : eN) et x un point xé de G. Désignons par K[X]
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(X = (X0, . . . , XN )) l'anneau des oordonnées de PN , par G l'idéal de dénition
de l'adhérene de Zariski G de G dans K[X] et par A l'anneau des oordonnées de
G :
A := K[X]/G.
4.1 Hypothèses sur la paramétrisation du groupe G et esti-
mations de base :
Nous supposons qu'il existe un entier stritement positif p, des entiers strite-
ment positifs n1, . . . , np, g1, . . . , gp, δ1, . . . , δp, un réel stritement positif s, des sys-
tèmes de oordonnées projetives e1, . . . , ep ne dépendants que de e et appartenant
aux espaes projetifs Pn1(K), . . . ,Pnp(K) respetivement, des fontions additives
t1, . . . , tp de N
g
dans R+ satisfaisant pour tout I ∈ Ng :
t1(I) + · · ·+ tp(I) = |I |
et un système T = (T1, . . . , Tg) de variables paramétrisant G au voisinage de l'orig-
ine e, dont la paramétrisation induit un monomorphisme :
ϕ: A −→ K[[T ]]
tel que pour tout i = 0, . . . , N , l'image ϕ(Xi) de la oordonnée Xi de A s'exprime
omme une série en T à oeients dans K :
ϕ(Xi) =
∑
I∈Ng
a
(i)
I T
I
ave les a
(i)
I (I ∈ Ng, i = 0, . . . , N) satisfaisant pour tout I ∈ Ng, tout i = 0, . . . , N
et toute plae v de K :∣∣∣a(i)I ∣∣∣
v
≤ sg1δ1+···+gpδpv Et1(I)1,v . . . Etp(I)p,v Hv(e1)δ1 . . . Hv(ep)δp , (4.1)
où
sv :=
{
1 si v est nie
s si v est innie
et les Eℓ,v ≥ 1 (ℓ = 1, . . . , p) sont des expressions suppérieures ou égales à 1 ne
dépendants que de nℓ, G et eℓ.
Posons pour tout ℓ = 1, . . . , p :
Eℓ :=
∏
v∈MK
E
[Kv :Qv ]
[K:Q]
ℓ,v .
Étant donné k ∈ N∗ et (m1, . . . ,mp) ∈ N∗p, en utilisant (4.1), on estime dans
la proposition qui suit les hauteurs loales ainsi que la hauteur de Gauss-Weil de
la famille de nombres de K onstituée des produits a
(i1)
I1
. . . a
(ik)
Ik
pour 0 ≤ i1 ≤
N, . . . , 0 ≤ ik ≤ N et t1(I1 + · · ·+ Ik) ≤ m1, . . . , tp(I1 + · · ·+ Ik) ≤ mp.
Proposition 4.1 Sous toutes les hypothèses préédentes, on a pour tout k ∈ N∗,
tout (m1, . . . ,mp) ∈ N∗p et toute plae v de K :
Hv
(
a
(i1)
I1
. . . a
(ik)
Ik
; 0 ≤ i1 ≤ N, . . . , 0 ≤ ik ≤ N,
t1(I1 + · · ·+ Ik) ≤ m1, . . . , tp(I1 + · · ·+ Ik) ≤ mp
)
≤ sk(g1δ1+···+gpδp)v Em11,v . . . Empp,vHv(e1)kδ1 . . .Hv(ep)kδp .
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Par onséquent, pour tout k ∈ N∗ et tout (m1, . . . ,mp) ∈ N∗p, on a :
h
(
a
(i1)
I1
. . . a
(ik)
Ik
; 0 ≤ i1 ≤ N, . . . , 0 ≤ ik ≤ N,
t1(I1 + · · ·+ Ik) ≤ m1, . . . , tp(I1 + · · ·+ Ik) ≤ mp
)
≤
p∑
ℓ=1
log (Eℓ).mℓ + k
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s) .
Démonstration. Soient k ∈ N∗ et (m1, . . . ,mp) ∈ N∗p. Pour tous 0 ≤ i1 ≤
N, . . . , 0 ≤ ik ≤ N , tous I1, . . . , Ik dans Ng tels que t1(I1+· · ·+Ik) ≤ m1, . . . , tp(I1+
· · · + Ik) ≤ mp et toute plae v de K, on a d'après les relations (4.1) et en tenant
ompte de l'additivité des fontions tℓ (1 ≤ ℓ ≤ p) :∣∣∣a(i1)I1 . . . a(ik)Ik ∣∣∣v ≤ sk(g1δ1+···+gpδp)v Et1(I1+···+Ik)1,v . . . Etp(I1+···+Ik)p,v Hv(e1)kδ1 . . . Hv(ep)kδp
≤ sk(g1δ1+···+gpδp)v Em11,v . . . Empp,vHv(e1)kδ1 . . .Hv(ep)kδp .
Ce qui entraîne l'estimation de la proposition 4.1 pour toute hauteur loale v-
adique de la famille {a(i1)I1 . . . a
(ik)
Ik
; 0 ≤ i1 ≤ N, . . . , 0 ≤ ik ≤ N, t1(I1 + · · ·+ Ik) ≤
m1, . . . , tp(I1 + · · · + Ik) ≤ mp}. On n'a qu'à reporter les estimations loales dans
la dénition de la hauteur de Gauss-Weil pour onlure. 
Corollaire 4.2 Pour tout i ∈ NN+1, on a :
ϕ
(
X i
)
=
∑
I∈Ng
C(i, I)T I ,
où les C(i, I) (I ∈ Ng) sont des nombres de K satisfaisant pour tout k ∈ N∗, tout
(m1, . . . ,mp) ∈ N∗p et toute plae v de K :
Hv(C(i, I); |i| = k, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤ 2m1+···+mp+g(k−1)sk(g1δ1+···+gpδp)Em11,v . . . Empp,vHv(e1)kδ1 . . .Hv(ep)kδp
si v est innie et :
Hv(C(i, I); |i| = k, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤ Em11,v . . . Empp,vHv(e1)kδ1 . . .Hv(ep)kδp
si v est nie.
Par onséquent, pour tout k ∈ N∗ et tout (m1, . . . ,mp) ∈ N∗p, on a :
h(C(i, I); |i| = k, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤
p∑
ℓ=1
(log (Eℓ) + log 2)mℓ + k
(
g log 2 +
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s)
)
.
Démonstration. Pour tout i = (i0, . . . , iN) ∈ NN+1, on a :
ϕ(Xi) = ϕ(X0)
i0ϕ(X1)
i1 . . . ϕ(XN )
iN
=
(∑
I∈Ng
a
(0)
I T
I
)i0
. . .
(∑
I∈Ng
a
(N)
I T
I
)iN
,
'est-à-dire :
ϕ(X i) =
∑
I∈Ng
 ∑
I0,1+···+I0,i0+···+IN,1+···+IN,iN=I
a
(0)
I0,1
. . . a
(0)
I0,i0
. . . a
(N)
IN,1
. . . a
(N)
IN,iN
T I .
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Les C(i, I) (i ∈ NN+1, I ∈ Ng) sont alors les nombres de K dénis par les relations :
C(i, I) =
∑
I0,1+···+I0,i0+···+IN,1+···+IN,iN=I
a
(0)
I0,1
. . . a
(0)
I0,i0
. . . a
(N)
IN,1
. . . a
(N)
IN,iN
(i ∈ NN+1, I ∈ Ng).
(4.2)
Pour tout k ∈ N∗, tout (m1, . . . ,mp) ∈ N∗p et toute plae v de K, de (4.2) déoule
immédiatement les estimations :
Hv(C(i, I); |i| = k, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤ Hv
(
a
(i1)
I1
. . . a
(ik)
Ik
; 0 ≤ i1 ≤ N, . . . , 0 ≤ ik ≤ N,
t1(I1 + · · ·+ Ik) ≤ m1, . . . , tp(I1 + · · ·+ Ik) ≤ mp
)
si v est nie,
Hv(C(i, I); |i| = k, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤ R.Hv
(
a
(i1)
I1
. . . a
(ik)
Ik
; 0 ≤ i1 ≤ N, . . . , 0 ≤ ik ≤ N,
t1(I1 + · · ·+ Ik) ≤ m1, . . . , tp(I1 + · · ·+ Ik) ≤ mp
)
si v est innie, ave :
R := max
I∈Ng,t1(I)≤m1,...,tp(I)≤mp
card
{
(I1, . . . , Ik) ∈ (Ng)k/I1 + · · ·+ Ik = I
}
.
De plus,
h(C(i, I); |i| = k, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤ h
(
a
(i1)
I1
. . . a
(ik)
Ik
; 0 ≤ i1 ≤ N, . . . , 0 ≤ ik ≤ N,
t1(I1 + · · ·+ Ik) ≤ m1, . . . , tp(I1 + · · ·+ Ik) ≤ mp
)
+ logR
(pour le même R).
le orollaire 4.2 suit alors de l'appliation de la proposition 4.1 et de la majoration
de R par :
R = max
I=(I1,...,Ig)∈N
g
t1(I)≤m1,...,tp(I)≤mp
(I1 + k − 1
k − 1
)
. . .
(Ig + k − 1
k − 1
)
≤ max
I=(I1,...,Ig)∈N
g
t1(I)≤m1,...,tp(I)≤mp
2I1+k−1 . . . 2Ig+k−1
≤ max
I∈Ng ,t1(I)≤m1,...,tp(I)≤mp
2|I |+g(k−1)
≤ 2m1+···+mp+g(k−1) (ar |I | = t1(I) + · · ·+ tp(I)).
La démonstration est ahevée. 
4.2 Opérateurs :
Fixons pour tout point y de G une famille Ay = (Ay,0, . . . , Ay,N) de formes
de k[X,Y ] (ave X := (X0, . . . , XN) et Y := (Y0, . . . , YN )) représentant l'addition
dans G →֒ PN au voisinage de {e} × {y}.
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Pour toute forme P de A, tout point y de G et tout g-uplet I dans Ng, on pose
∆IyP le oeient dans A du monme T
I
de la série (ϕ⊗ id)(P (Ay)) de K[Y ][[Z]]
qu'on obtient en prenant la forme P (Ay) de K[X,Y ], dénie naturellement par :
P
(
Ay
)
(X,Y ) := P (Ay,0 (X,Y ) , . . . , Ay,N (X,Y )) ,
et en lui appliquant ϕ ⊗ id, qui revient simplement à substituer dans P (Ay) aux
variables X0, . . . , XN leurs images par ϕ. La série (ϕ⊗ id)(P(Ay)) s'érit :
(ϕ⊗ id)(P (Ay))(Y ) = ∑
I∈Ng
(
∆IyP
)
(Y ) .T I .
On utilise la notion de dessous d'esalier dénie dans [6℄, page 1071 et pour un
dessous d'esalier ni W de Ng, on désigne par ti(W ) (i = 1, . . . , p) les quantités
positives :
ti(W ) := max
I∈W
ti(I) (i = 1, . . . , p).
Pour toute sous-variété V de G et tout dessous d'esalier ni W de Ng, on note
aussi par mW (V ) la quantité de [6℄ dénie à la page 1072.
N.B. Bien que les formes ∆IyP (I ∈ Ng) dépendent du hoix de Ay, un sous-
ensemble algébrique de G déni par une famille de formes ∆IyP , pour I dérivant
un ertain dessous d'esalier W de Ng, est indépendant de e hoix. Cei justie les
dénitions suivantes :
Dénitions 4.3
1) On dit qu'une forme P de A s'annule en un point y de G ave une multipliité
dénie par un dessous d'esalier W de Ng, si pour tout I ∈ W on a :(
∆IyP
)
(y) = 0,
ave y un système de oordonnées projetives représentant y ∈ PN .
2) On dit qu'une forme P de A s'annule sur un sous-ensemble algébrique E de G
ave une multipliité dénie par un dessous d'esalier W de Ng, si P s'annule
en tout point y de E ave la multipliité dénie par W (en se référant à 1)).
On a le lemme suivant :
Lemme 4.4 Soient P une forme de A et V une sous-variété de G de dimension
≥ 1. On a :
1) Si P s'annule sur presque2 toute V , alors P s'annule sur V .
2) Si P s'annule sur presque toute V ave une multipliité dénie par un dessous
d'esalier W de Ng, alors P s'annule sur V ave la multipliité dénie par
W .
Démonstration. Démontrons 1) : supposons que P s'annule sur presque toute
V et soit X le sous-ensemble de V onstitué de tous les points d'exeption. En
appelant H l'hypersurfae de G dénie par P , on a don :
V ⊂ H ∪X.
Comme H ∪X est lui aussi un sous-ensemble algébrique de G et V est irrédutible
(ar 'est une sous-variété) alors V doit être ontenue dans l'une au moins des om-
posantes irrédutibles de H∪X ; or haune de es dernières est soit une omposante
irrédutible de H , soit une omposante de dimension < X . Mais, V ne peut pas
être ontenue dans une omposante irrédutible de dimension < dim(X). Don, V
2
Le mot presque veut dire ii : à l'exeption d'un nombre ni de diviseurs.
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est forément ontenue dans une omposante irrédutible de H ; par onséquent
V ⊂ H , 'est-à-dire que P s'annule sur V . Cei démontre 1).
Démontrons 2) : Supposons que P s'annule sur presque toute V ave une multipli-
ité dénie par un dessous d'esalier ni W de Ng et soit Y le sous-ensemble de V
onstitué de tous les points d'exeptions.
Soient y un point quelonque de V représenté dans PN par y et I un g-uplet quel-
onque de W . On peut trouver Ωe un voisinage ouvert de Zariski dans G du point
e et Ωy un voisinage ouvert de Zariski dans G du point y de faon à e que la
représentation de l'addition dans G au voisinage de {e} × {y} par la famille de
formes Ay soit valable sur tout le produit Ωe × Ωy. Ainsi, d'après la note de la
page 22, l'hypothèse de 2) entraîne que la forme ∆IyP s'annule en tout point de
(V ∩Ωy) \ Y , don s'annule sur presque toute V (puisque la diérene ensembliste
entre V et (V ∩ Ωy) \ Y est ontenue dans un diviseur) ; d'où, d'après 1) (déja dé-
montré), ∆IyP doit s'annuler sur V toute entière et en partiulier elle doit s'annuler
en y, 'est-à-dire qu'on a : (∆IyP )(y) = 0. Comme ei est vrai pour tout y ∈ V et
tout I ∈W , ela revient à dire (par dénition même) que P s'annule sur V ave la
multipliité dénie par W . Ce qui établit 2) et ahève ette démonstration. 
Pour tous P,Q dans A, tout point y de G et tout I dans Ng, on vérie immédi-
atement les identités suivantes :
∆Iy(P +Q) = ∆
I
yP +∆
I
yQ
∆Iy(P.Q) =
∑
I1+I2=I
∆I1y P.∆
I2
y Q.
(4.3)
Une autre propriété intéressante de es opérateurs ∆Iy (y ∈ G, I ∈ Ng), qui suit
prinipalement de l'assoiativité de la loi d'addition dans G, est donnée par le
lemme suivant :
Lemme 4.5 Pour toute forme P de A, tout point y de G et tous I, J dans Ng ;
la forme ∆Iy(∆
J
yP ) appartient à l'idéal engendré par la famille de formes ∆
L
yP ;
L ≤ I + J (où L ≤ I + J veut dire ii que haque omposante de L est inférieure
ou égale à la omposante orrespendante de I + J).
Dénition 4.6 Plus généralement, pour tout dessous d'esalier W de Ng, tout
point y de G et tout idéal homogène I de A, on dénit ∆Wy I omme l'idéal ho-
mogène de A engendré par la famille de formes :
∆IyP ; I ∈ W,P ∈ I.
On vérie aisément, en utilisant les relations (4.3), que si I est engendré par des
formes P1, . . . , Ps de A, alors ∆
W
y I est engendré par les familles de formes : ∆
I
yP1
(I ∈ W ), . . . ,∆IyPs (I ∈ W ).
An d'alléger l'ériture, on note A = (A0, . . . , AN ) pour Ax, pour I ∈ Ng et
P ∈ A, on note ∆IP pour ∆IxP et pour un dessous d'esalier W de Ng et un idéal
I de A, on note ∆WI pour ∆Wx I. On xe aussi Oe et Ox deux voisinages ouverts
de Zariski dans G des points e et x respetivement, tels que la représentation de
l'addition dans G au voisinage de {e}×{x} soit valable sur tout le produit Oe×Ox.
Notons nalement (c, c′) (c, c′ des entiers ≥ 1) le bidegré des formes A0, . . . , AN de
K[X,Y ] onstituant la famille A.
Etant donné P une forme de K[X] de degré δ (δ ∈ N), les ∆IP (I ∈ Ng) sont -
par dénition- les oeients de la série (ϕ⊗id)(P (A))(Y ) deK[Y ][[Z]] et sont don
des formes de K[Y ] de degré c′δ, puisque P (A) est une forme de K[X,Y ] de bidegré
(cδ, c′δ). Pour tout (m1, . . . ,mp) ∈ N∗p, on estime dans la proposition qui suit la
hauteur de Gauss-Weil de la famille de formes ∆IP , t1(I) ≤ m1, . . . , tp(I) ≤ mp
en fontion de δ = d◦P , h˜(P ), c, c′, h˜(A), N , g = dimG, d(G), h(G), e, g1, . . . , gp,
δ1, . . . , δp, E1, . . . , Ep, m1, . . . ,mp et s.
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Proposition 4.7 Pour toute forme P ∈ K[X] de degré δ (δ ∈ N) et tout (m1, . . . ,mp)
∈ N∗p, on a :
h˜
(
∆IP ; t1(I) ≤ m1, . . . , tp(I) ≤ mp
) ≤
p∑
ℓ=1
(log (Eℓ) + log 2)mℓ + cδ
(
g log 2 +
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s)
)
+ h˜(P ) + δh˜(A)
+ δ(2c+ c′ + 1) log (N + 1).
Démonstration. P (A) est une forme de K[X,Y ] de bidegré (cδ, c′δ) et de hau-
teur de Gauss-Weil failement estimée en raisonnant plae par plae (et en utilisant
les longueurs pour les plaes innies et les hauteurs pour les plaes nies) par :
h˜(P (A)) ≤ h˜(P ) + δh˜(A) + log
((
N + δ
δ
)(
N + c
c
)δ(
N + c′
c′
)δ)
. (4.4)
En érivant :
P (A)(X,Y ) =
∑
|i|=cδ,|j|=c′δ
ρ(i, j)X iY j
et :
ϕ(X i) =
∑
I∈Ng
C(i, I)T I (pour i ∈ NN+1)
(omme dans le orollaire 4.2), on a :
(ϕ⊗ id) (P (A)) := P (A) (ϕ(X), Y )
=
∑
|i|=cδ,|j|=c′δ
ρ(i, j)
(∑
I∈Ng
C(i, I)T I
)
Y j
=
∑
I∈Ng
 ∑
|i|=cδ,|j|=c′δ
ρ(i, j)C(i, I)Y j
T I
(en permutant les signes de sommations). D'où, par dénition même des ∆IP (I ∈
Ng), pour tout I ∈ Ng :
∆IP (Y ) =
∑
|i|=cδ,|j|=c′δ
ρ(i, j)C(i, I)Y j
=
∑
|j|=c′δ
 ∑
|i|=cδ
ρ(i, j)C(i, I)
Y j ,
et par suite, pour tout (m1, . . . ,mp) ∈ N∗p :
h˜
(
∆IP ; t1(I) ≤ m1, . . . , tp(I) ≤ mp
)
= h
 ∑
|i|=cδ
ρ(i, j)C(i, I); ∣∣j∣∣ = c′δ, t1(I) ≤ m1, . . . , tp(I) ≤ mp

≤ h(ρ(i, j); |i| = cδ, ∣∣j∣∣ = c′δ)+ h(C(i, I); |i| = cδ, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
+ log
(
N + cδ
cδ
)
(4.5)
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(grâe à un alul standard sur les hauteurs). Or
h
(
ρ(i, j); |i| = cδ, ∣∣j∣∣ = c′δ) = h˜(P (A))
≤ h˜(P ) + δh˜(A) + log
((
N + δ
δ
)(
N + c
c
)δ(
N + c′
c′
)δ)
(d'après (4.4)),
(4.6)
et :
h(C(i, I); |i| = cδ, t1(I) ≤ m1, . . . , tp(I) ≤ mp)
≤
p∑
ℓ=1
(log (Eℓ) + log 2)mℓ + cδ
(
g log 2 +
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s)
)
(4.7)
(d'après le orollaire 4.2).
La proposition 4.7 en résulte en reportant (4.6) et (4.7) dans (4.5) et en majorant
le produit de binmes
(
N+cδ
cδ
)(
N+δ
δ
)(
N+c
c
)δ(N+c′
c′
)δ
par :(
N + cδ
cδ
)(
N + δ
δ
)(
N + c
c
)δ(
N + c′
c′
)δ
≤ (N + 1)cδ(N + 1)δ(N + 1)cδ(N + 1)c′δ
≤ (N + 1)δ(2c+c′+1).
La démonstration est ahevée. 
4.3 Multipiités, degrés et hauteurs :
Rappelons que, lorsque A est un anneau noetherien, I un idéal de A ontenu
dans le radial de A et M un A-module de type ni, de dimension d (d ∈ N) et tel
que M/IM soit de longueur nie, la multipliité (de Samuel) de M relativement à
I, notée eI(M), est dénie par la formule de Samuel :
eI(M) := d! lim
n→∞
(
longA(M/I
nM)
nd
)
.
En partiulier, lorsque A est loal, régulier, d'idéal maximal M et I est M-primaire
(don I est une puissane de M ; I = Mr pour un ertain entier r ≥ 1), eI(A) est
simplement la multipliité de A relativement à I ('est-à-dire eI(A) = r). Pour les
propriétés de la multipliité de Samuel, on se refère à [1℄, hapitre 8, 7.1.
Soient maintenant G →֒ PN le groupe algébrique ommutatif, irrédutible, du
4 et G l'idéal premier homogène de dénition de l'adhérene de Zariski G de G,
dans K[X] (X := (X0, . . . , XN )). Appelons A l'anneau :
A := K[X]/G
et
s: K[X]→ A
la surjetion anonique de K[X] sur A.
Pour tout idéal Q de A, s induit un isomorphisme d'anneaux entre K[X]/s−1(Q)
et A/Q. De plus, es anneaux sont isomorphes aussi en tant qu'anneaux gradués et,
pour un δ ∈ N donné, les deuxK-espaes vetoriels de dimensions nies (K[X]/s−1(Q))δ
et (A/Q)δ (formés des éléments homogènes de degrés δ de K[X]/s
−1(Q) et de A/Q
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respetivement) sont isomorphes et ont don la même dimension. On a ainsi par
dénition même du degré d'un idéal :
degA(Q) := lim
δ→∞
(dim (A/Q))!
dimK(A/Q)δ
δdim(A/Q)
= lim
δ→∞
(
dim
(
K[X]/s−1(Q)
))
!
dimK
(
K[X]/s−1(Q)
)
δ
δdim(K[X]/s−1(Q))
= degK[X]
(
s−1(Q)
)
,
i.e :
degA(Q) = degK[X]
(
s−1(Q)
)
.
En d'autres termes, ela veut dire que le degré est onservé lors du passage d'un
idéal Q de A à l'idéal s−1(Q) de K[X]. Pour avoir une propriété analogue pour les
hauteurs, remarquons que pour tout idéal premier de A l'idéal s−1(Q) de K[X] est
aussi premier et posons par dénition :
h(Q) := h(s−1(Q)),
où h(s−1(Q)) désigne la hauteur unitaire d'une forme de Chow de s−1(Q) dans
K[X]. La hauteur est ainsi onservée lors du passage d'un idéal premier Q de A
à l'idéal premier s−1(Q) de K[X]. Par onséquent, elle est aussi onservée lors du
passage d'un idéal quelonque Q de A à l'idéal orrespondant s−1(Q) de K[X].
Le lemme suivant rappelle le lemme 5 de [6℄ et donne un résultat analogue pour
la hauteur.
Lemme 4.8 Soit I un idéal de A engendré par des formes de degrés ≤ δ (δ ∈ N)
et hauteurs ≤ η (η > 0) et soit d := rangI, alors on a :∑
P∈AssI, minimal
rangP=d
eIAP(AP) .deg(P) ≤ deg(G).δd
et ∑
P∈AssI, minimal
rangP=d
eIAP(AP) .h(P) ≤ h(G).δd + g(η + 3 log(deg(G).δg + 1)) deg(G).δd−1.
Démonstration. Soit I un idéal de A engendré par des formes de degrés ≤ δ
(δ ∈ N∗) et de hauteurs ≤ η (η > 0). En suivant [6℄ (début de la démonstration du
lemme 5 de ette référene), on onstruit des formes P1, . . . , Pd de I, de degrés ≤ δ,
de hauteurs ≤ η + 2d log δ et telles que dim(AP/P1AP + · · · + PdAP) = 0. D'où,
d'après [1℄ (hapitre 8, 7.5, théorème 1.b) :
eIAP(AP) ≤ eIAP(AP/P1AP + · · ·+ PdAP)
≤ longAP(AP/ (P1AP + · · ·+ PdAP)) .
En appelant J l'idéal de A engendré par les d formes P1, . . . , Pd, on a don :
eIAP(AP) ≤ longAP(AP/JAP)
pour tout P ∈ AssI minimal de rang d. Ce qui donne, en sommant sur tous es
idéaux P, les inégalités :∑
P∈AssI,minimal
rangP=d
eIAP(AP) .deg(P) ≤
∑
P∈AssI,minimal
rangP=d
longAP(AP/JAP) .deg(P) (4.8)
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et ∑
P∈AssI,minimal
rangP=d
eIAP(AP) .h(P) ≤
∑
P∈AssI,minimal
rangP=d
longAP(AP/JAP) .h(P). (4.9)
Or, pour P ∈ AssI minimal de rang d, on montre i-dessous que l'idéal JAP de AP
est primaire :
JAP = Q
(P)AP
où Q(P) désigne l'unique omposante primaire de J assoiée à P. En eet, en on-
sidérant une déomposition primaire normale ∩i∈IQi = J pour J, on obtient pour
l'idéal JAP de AP la déomposition primaire normale :
JAP =
⋂
i∈I,Qi⊂P
QiAP
(ar si Qi 6⊂ P alors QiAP = AP ne ompte pas dans l'intersetion).
Comme, par onstrution même des formes P1, . . . , Pd, l'idéal JAP de AP est une in-
tersetion omplète, don pure de rang d (d'après le théorème de Cohen-Maauley),
toute omposante primaire QiAP (i ∈ I,Qi ⊂ P) de JAP doit être d'idéal premier
assoié de rang d, 'est-à-dire que pour tout i ∈ I tel que Qi ⊂ P :
rang
√
QiAP = d.
Il s'ensuit que pour tout i ∈ I tel que Qi ⊂ P, les deux idéaux premiers
√
QiAP et
PAP de AP sont de même rang (égal à d) et de plus le premier est inlus dans le
seond, don forément
√
QiAP = PAP, par suite
√
Qi = P. On vient de montrer
que toute omposante primaire de J ontenue dans P est d'idéal premier assoié
P. Comme la déomposition primaire hoisie est normale, il ne peut exister qu'une
unique omposante primaire de J ontenue dans P et, en la notant Q(P) on a :
JAP = Q
(P)AP. Ce qui démontre notre assertion.
On a ainsi pour tout P ∈ AssI, minimal de rang d :
longAP(AP/JAP) deg(P) = longAP
(
AP/Q
(P)AP
)
deg(P) = deg
(
Q(P)
)
et
longAP(AP/JAP)h(P) = longAP
(
AP/Q
(P)AP
)
h(P) = h
(
Q(P)
)
.
Puis en reportant es dernières égalités dans (4.8) et (4.9) :∑
P∈AssI,minimal
rangP=d
eIAP(AP) .deg(P) ≤
∑
P∈AssI,minimal
rangP=d
deg
(
Q(P)
)
(4.10)
et ∑
P∈AssI,minimal
rangP=d
eIAP(AP) .h(P) ≤
∑
P∈AssI,minimal
rangP=d
h
(
Q(P)
)
. (4.11)
Soit maintenant O un ouvert de Zariski de K[X] ontenant tous les s−1(P) pour
P ∈ AssI, minimal de rang d. Comme G est O-parfait3 (ar pour tout P ∈ AssI,
3
La dénition d'un idéal O-parfait est rappelée dans [7℄3 page 358.
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minimal de rang d, AP est semi-régulier), on déduit du théorème 6 de [7℄3 (qu'on
applique ave Rm remplaé par K[X], l'idéal homogène I de Rm remplaé par G et
l'idéal J = (I, p1, . . . , pℓ) de ette référene remplaé par s
−1(J) = (G, P1, . . . , Pd)) :
∑
P∈AssI,minimal
rangP=d
deg
(
Q(P)
)
 δg−d ≤
∑
s−1(P)∈O
deg
(
s−1
(
Q(P)
))
δg−d
≤ dO
(
Z
(
s−1(J)
)
; δ
)
≤ dO (Z(G); δ) = deg(G).δg
et
∑
P∈AssI,minimal
rangP=d
h
(
Q(P)
)
 δg−d+1 ≤
∑
s−1(P)∈O
h
(
s−1
(
Q(P)
))
δg−d+1
≤ hO
(
Z
(
s−1(J)
)
; δ
)
≤ hO (Z(G); δ) + g (η + 2d log δ + log (dO (Z(G); δ) + 1)) dO (Z(G); δ)
≤ h(G)δg+1 + g (η + 2d log δ + log (deg(G)δg + 1)) deg(G)δg
≤ h(G)δg+1 + g (η + 3 log (deg(G)δg + 1)) deg(G)δg.
D'où : ∑
P∈AssI,minimal
rangP=d
deg
(
Q(P)
)
≤ deg(G)δd
et ∑
P∈AssI,minimal
rangP=d
h
(
Q(P)
)
≤ h(G)δd + g (η + 3 log (deg(G)δg + 1)) deg(G)δd−1.
Il ne reste qu'à reporter es deux dernières inégalités dans (4.10) et (4.11) pour
aboutir au lemme 4.8. La démonstration est ahevée. 
4.4 Énoné du lemme de zéros :
À partir de e paragraphe, on utilisera la notion de la  multipliité d'une sous-
variété V de G relativement à un dessous d'esalierW de Ng  dénie dans [6℄, page
1072. Cette multipliité est notée mW (V ). On démontre le théorème suivant :
Théorème 4.9 Soit G un groupe algébrique ommutatif de dimension g (g ≥ 1),
déni sur un orps de nombres K, plongé dans un espae projetif PN(N ≥ 1) et
d'élément neutre e représenté dans PN par un système de oordonnées projetives
e = (e0 : . . . : eN). On désigne par K[X](X = (X0, . . . , XN)) l'anneau de oordon-
nées de PN , par G l'idéal de dénition de l'adhérene de Zariski G de G dans K[X]
et par A := K[X]/G l'anneau de oordonnées de G. Soient aussi x un point xé
de G, A une famille de formes de K[X,Y ](X := (X0, . . . , XN), Y := (Y0, . . . , YN ))
représentant l'addition dans G →֒ PN au voisinage de {e} × {x} et (c, c′) ∈ N∗2 le
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bidegré des formes onstituant A. Soient enn W0, . . . ,Wg des dessous d'esaliers
nis de Ng et P une forme de A non identiquement nulle de degré δ (δ ∈ N∗). Sous
les hypothèses du 4.1 pour G, si P s'annule en x ave une multipliité dénie par
le dessous d'esalier W0 + · · ·+Wg, alors il existe 1 ≤ r ≤ g et une sous-variété V
de G de dimension d ≤ g− r, ontenant x, inomplètement dénie4 dans G par des
équations de degrés c′δ et satisfaisant :
mWr (V )degV ≤ degG.(c′δ)g−d
et
mWr (V )h(V ) ≤ h(G)(c′δ)g−d + g
[
p∑
ℓ=1
(log (Eℓ) + log 2) tℓ(W0 + · · ·+Wr−1)
+ cδ
(
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s) + g log 2
)
+ h˜(P ) + δh˜(A)
+δ(2c+ 2c′ + 1)(logN + 1) + 3 log((degG).(c′δ)g + 1)
]
(degG)(c′δ)g−d−1.
De plus, P s'annule sur V ave la multipliité dénie par le dessous d'esalier
W0 + · · ·+Wr.
Démonstration. On onsidère la suite roissante d'idéaux homogènes de A :
∆W0(P ) = I1 ⊂ I2 ⊂ · · · ⊂ Ig+1 ⊂Mx
dénis par :
Ii := ∆
W0+···+Wi−1(P ) (pour 1 ≤ i ≤ g + 1)
et Mx l'idéal de dénition dans A de la sous-variété de G réduite au point x.
Notons que les inlusions d'idéaux I1 ⊂ I2 ⊂ · · · ⊂ Ig+1 résultent des inlusions de
dessous d'esaliers W0 ⊂ W0 +W1 ⊂ · · · ⊂ W0 + · · · +Wg qui ont lieu puisqu'un
dessous d'esalier non vide de Ng ontient l'origine 0 de Ng. Par ailleurs l'inlusion
Ig+1 ⊂Mx exprime simplement l'hypothèse : P s'annule en x ave une multipliité
dénie par le dessous d'esalier W0 + · · ·+Wg.
Pour tout i = 1, . . . , g + 1, appelons Ei le sous-ensemble algébrique de G déni par
l'idéal Ii de A. On a alors :
G ! E1 ⊃ E2 ⊃ · · · ⊃ Eg+1 ⊃ {x}.
On peut hoisir, pour tout i = 1, . . . , g + 1, une omposante irrédutible isolée Vi
de Ei de faon à avoir :
G ! V1 ⊃ V2 ⊃ · · · ⊃ Vg+1 ⊃ {x}.
En eet, on proède par réurrene : on ommene par hoisir Vg+1 une omposante
irrédutible isolée quelonque de Eg+1 ontenant le point x (e qui est possible
puisque x ∈ Eg+1), puis en supposant que Vi+1 est onstruite (pour un ertain
1 ≤ i ≤ g), il sut de prendre pour Vi une omposante irrédutible isolée de Ei
ontenant Vi+1 (e qui est possible puisque Vi+1 ⊂ Ei+1 ⊂ Ei) et on obtient ainsi
des sous-variétés V1, . . . , Vg+1 de G, emboitées omme i-dessus.
Posons maintenant pour tout i = 1, . . . , g + 1 :
di := dimVi,
4
selon la terminologie de [5℄.
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on a alors :
g > d1 ≥ d2 ≥ · · · ≥ dg+1 ≥ 0.
Cette dernière haine d'inégalités entraîne l'existene d'au moins un entier 1 ≤ r ≤ g
pour lequel on a dr = dr+1. De plus, en prenant r le plus petit possible ayant ette
propriété, 'est-à-dire :
g > d1 > d2 > · · · > dr = dr+1,
on a
dr = dr+1 ≤ g − r.
Les deux sous-variétés algébriques Vr et Vr+1 de G ont don la même dimension
d := dr = dr+1 ≤ g−r et omme Vr ⊃ Vr+1, alors forément Vr = Vr+1. En posant :
V := Vr = Vr+1,
V est bien une sous-variété algébrique de G, de dimension d ≤ g− r, ontenant x et
inomplètement dénie dans G par les idéaux Ir et Ir+1 qui sont engendrés par des
formes de degrés c′δ (puisque deg∆IP = c′δ pour tout I ∈ Ng). Montrons que P
s'annule sur V ave la multipliité dénie par le dessous d'esalier W0 + · · ·+Wr :
D'après la dénition même de l'idéal Ir+1, pour tout I ∈ W0 + · · ·+Wr, la forme
∆IP := ∆IxP s'annule sur Er+1 don s'annule -a fortiori- sur Vr+1 = V ; d'où (en se
reportant aux dénitions 4.3) P s'annule en tout point de V ∩Ωx ave la multipliité
dénie par le dessous d'esalier W0 + · · · + Wr, par suite P s'annule sur presque
toute V ave la multipliité dénie par le dessous d'esalier W0 + · · · + Wr (ar
V \ V ∩Ωx est ontenu dans un fermé de V ). Si on a dimV ≥ 1, le lemme 4.4 nous
permet de onlure que P s'annule sur V toute entière ave la multipliité dénie
par le dessous d'esalier W0 + · · · +Wr ; sinon dimV = 0, 'est-à-dire V = {x} et
dans e as -par hypothèse même- P s'annule sur V ave la multipliité dénie par
le dessous d'esalier W0 + · · · +Wg ⊃ W0 + · · · +Wr , don s'annule -en tout as-
sur V ave la multipliité dénie par le dessous d'esalier W0 + · · ·+Wr. Montrons
nalement que V satisfait bien les deux inégalités du théorème 4.9 :
Soit pour ela P ∈ AssIr ∩ AssIr+1 le premier dénissant V dans A. D'après le
lemme 4.5, on a :
∆WrIr ⊂ Ir+1 ⊂ P,
par onséquent, en appliquant le lemme 7 de [6℄ :
eIrAP(AP) ≥ mWr (V ). (4.12)
L'idéal Ir de A est engendré par les formes ∆
IP (I ∈ W0 + · · · +Wr−1) qui sont
toutes de degré c′δ et de hauteurs de Gauss-Weil majorées (grâe à la proposition
4.7) par :
p∑
ℓ=1
(log (Eℓ) + log 2) tℓ(W0 + · · ·+Wr−1)+cδ
(
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s) + g log 2
)
+h˜(P ) + δh˜(A) + δ(2c+ c′ + 1) log (N + 1),
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puis de hauteurs unitaires majorées (grâe à la relation de omparaison (1.7) entre
hauteurs de Gauss-Weil et hauteurs unitaires) par :
h
(
∆IP
) ≤ h˜ (∆IP )+ 1
2
log
(
c′δ +N
N
)
+ c′δ
N∑
j=1
1
2j
≤ h˜ (∆IP )+ 1
2
c′δ log (N + 1) +
1
2
c′δ(logN + 1)
≤
p∑
ℓ=1
(log (Eℓ) + log 2) tℓ(W0 + · · ·+Wr−1)
+ cδ
(
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s) + g log 2
)
+ h˜(P ) + δh˜(A)
+ δ(2c+ 2c′ + 1)(logN + 1)
(pour tout I ∈ W0 + · · ·+Wr−1).
Les inégalités du théorème 4.9 déoulent de (4.12) et de l'appliation du lemme 4.8
à l'idéal Ir. En eet, on a :
mWr (V )degV ≤ eIrAP(AP)degP (d'après (4.12))
≤
∑
P′∈AssIr ,minimal
rangP′=g−d
eIrAP′(AP′) .degP
′
≤ degG.(c′δ)g−d (d'après le lemme 4.8)
et de même
mWr (V )h(V ) ≤ eIrAP(AP)h(P)
≤
∑
P′∈AssIr ,minimal
rangP′=g−d
eIrAP′(AP′) .h(P
′)
≤ h(G)(c′δ)g−d + g
[
p∑
ℓ=1
(log (Eℓ) + log 2) tℓ(W0 + · · ·+Wr−1)
+ cδ
(
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log s) + g log 2
)
+ h˜(P ) + δh˜(A)
+δ(2c+ 2c′ + 1)(logN + 1) + 3 log((degG).(c′δ)g + 1)
]
(degG)(c′δ)g−d−1.
Ce qui ahève ette démonstration. 
5 LEMMES DE ZÉROS EXPLICITES
5.1 Un lemme de zéros expliite dans un groupe algébrique
ommutatif G plongé dans un espae projetif PN :
Soit G un groupe algébrique ommutatif déni sur un orps de nombres K, ir-
rédutible, plongé dans PN (N ≥ 1), de dimension g(g ≥ 1) et d'élément neutre e
représenté dans PN par un système de oordonnées projetives e = (e0 : e1 : . . . :
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eN ). Soient aussi x un point xé de G, A une famille de formes de K[X,Y ](X :=
(X0, . . . , XN ), Y := (Y0, . . . , YN )) représentant l'addition dans G →֒ PN au voisi-
nage de {e}×{x} et (c, c′) ∈ N∗2 le bidegré des formes onstituantA. Nous désignons
par K[X](X := (X0, . . . , XN )) l'anneau de oordonnées de PN , par G l'idéal de déf-
inition de l'adhérene de Zariski G de G dans K[X] et par A := K[X]/G l'anneau
de oordonnées de G.
Sous les hypothèses de normalisation du 3 pour G et e ∈ G, on a une paramétri-
sation deG au voisinage de l'origine e utilisant omme paramètres T := (T1, . . . , Tg) :=
(X1 − e1, . . . , Xg − eg) et représentée par un monomorphisme ϕ de A dans K[[T ]].
De plus, en érivant pour tout i ∈ {0, . . . , N} :
ϕ(Xi) =
∑
I∈Ng
a
(i)
I T
I ,
les nombres a
(i)
I (I ∈ Ng, i = 0, . . . , N) de K vérient (d'après le lemme 3.1), pour
toute plae v de K, la relation :∣∣∣a(i)I ∣∣∣
v
≤ Ev(N,G, e)|I |.Hv(e) (I ∈ Ng, i = 0, . . . , N), (5.1)
où les Ev(v ∈ MK) sont les expressions (supérieures ou égales à 1) dépendant de
N , G et e dénies par :
Ev := Hv(e)
2(d(G)−1)
N∏
j=g+1
Hv(P˜j)2max
1,
∣∣∣∣∣∣ 1∂Pj∂Xj (e1, . . . , eg, ej)
∣∣∣∣∣∣
v

2

si v est nie et
Ev := 8gd(G)
3
(d(G) + 1)2(g+1).Hv(e)
2(d(G)−1)
×
N∏
j=g+1
Hv(P˜j)2max
1,
∣∣∣∣∣∣ 1∂Pj∂Xj (e1, . . . , eg, ej)
∣∣∣∣∣∣
v

2

si v est innie.
Les relations (5.1) montrent bien que les hypothèses du 4.1 pour G sont satisfaites
ave p = 1, n1 = N , δ1 = 1, e1 = e, t1 la fontion additive de N
g
dans R+ dénie
par :
t1(I) = |I | (pour tout I ∈ Ng)
et E1,v = Ev pour toute plae v de K. Cei nous permet don d'appliquer le
théorème 4.9 an d'obtenir -sous les hypothèses de normalisation faites sur G- un
lemme de zéros expliite dans G. Avant ette appliation, nous posons :
E :=
∏
v∈MK
E
[Kv :Qv ]
[K:Q]
v
(E orrespond à E1 du 4.1) et nous majorons dans le lemme qui suit logE (ou
logE + log 4 même) par une expression qui dépend seulement de N , g, d(G), h(G)
et h(e) (dans le but de se débarrasser des polynmes Pj(g + 1 ≤ j ≤ N) gurant
dans les Ev(v ∈MK)).
Lemme 5.1 On a :
log (E) + log 4 ≤ 4(N − g)h(G) + [2(N − g + 1)h(e) + 4(N − g)] d(G)
+ (N − g + 1)(2g + 5)(log (d(G)) + 1)− 2(N − g + 1)h(e).
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Démonstration. Par dénition même de E et des Ev(v ∈MK) on a :
log (E) =
∑
v∈MK
[Kv : Qv]
[K : Q]
log (Ev)
= 2
N∑
j=g+1
h˜(P˜j) + 2
N∑
j=g+1
h
1 : 1
∂Pj
∂Xj
(e1, . . . , eg, ej)
+ 2(d(G)− 1)h(e)
+ log (8g) + 3 log (d(G)) + 2(g + 1) log (d(G) + 1).
Or, on peut montrer en raisonnant plae par plae qu'on a pour tout j ∈ {g +
1, . . . , N} :
h
1 : 1
∂Pj
∂Xj
(e1, . . . , eg, ej)
 = h(1 : ∂Pj
∂Xj
(e1, . . . , eg, ej)
)
≤ h˜(Pj) + (d◦totPj − 1)h(1 : e1 : . . . : eg : ej) + log
(
d◦totPj
(
d◦totPj + g
g + 1
))
≤ h˜(P˜j) + (d(G)− 1)h(e) + (g + 2) log (d(G))
ar : h˜(Pj) = h˜(P˜j), d
◦
totPj ≤ d◦totP˜j = d(πj(G)) ≤ d(G) et le oeient binomial(
d◦totPj+g
g+1
)
étant majoré par (d◦totPj)
g+1 ≤ d(G)g+1. D'où :
log (E) + log 4 ≤ 4
N∑
j=g+1˜
h(P˜j) + 2(N − g + 1)(d(G)− 1)h(e)
+(N − g)(2g + 4) log (d(G)) + log (8g) + 3 log (d(G)) + (2g + 2) log (d(G) + 1) + log 4
≤ 4
N∑
j=g+1˜
h(P˜j) + 2(N − g + 1)(d(G) − 1)h(e) + (N − g + 1)(2g + 5)(log (d(G)) + 1)
ar : (N−g)(2g+4) logd(G)+log (8g)+3 log (d(G))+(2g+2) log (d(G) + 1)+log 4
est majorée par (N − g + 1)(2g + 5)(log (d(G)) + 1). Pour nir, nous montrons
i-dessous que les formes P˜j (g + 1 ≤ j ≤ N) sont toutes de hauteur de Gauss-
Weil majorée par h(G)+d(G). Ces majorations reportées dans l'estimation d'avant
pour log (E) + log 4 aboutissent immédiatement au lemme 5.1 et ahèvent ette
démonstration.
Pour j ∈ {g + 1, . . . , N}, montrons qu'on a eetivement h˜(P˜j) ≤ h(G) + d(G).
D'après [7℄3 (page 347) on a :
h (πj(G)) = h(P˜j) + d
◦
totP˜j .h(Pg),
don
h(P˜j) = h (πj(G)) − d◦totP˜j .h(Pg)
≤ h(G)− d◦totP˜j .h(Pg).
D'où, d'après la relation de omparaison (1.7) entre les deux hauteurs h˜ et h :
h˜(P˜j) ≤ h(P˜j) + (g + 1)d◦totP˜j . log 2
≤ h(G)− d◦totP˜j .h(Pg) + (g + 1)d◦totP˜j . log 2,
i.e
h˜(P˜j) ≤ h(G) + d◦totP˜j ((g + 1) log 2− h(Pg)) . (5.2)
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Posons, provisoirement, pour tout n ∈ N :
ψ(n) = (n+ 1) log 2− h(Pn)
= (n+ 1) log 2−
n∑
m=1
m∑
k=1
1
2k
(voir [7℄3 page 346)
= (n+ 1) log 2−
n∑
k=1
n∑
m=k
1
2k
= (n+ 1) log 2−
n∑
k=1
n+ 1− k
2k
= (n+ 1) log 2− n+ 1
2
n∑
k=1
1
k
+
n
2
=
n+ 1
2
(
2 log 2 + 1−
n∑
k=1
1
k
)
− 1
2
.
De ette dernière égalité, on vérie failement que ψ(0), ψ(1), ψ(2), ψ(3) et ψ(4)
sont inférieurs à 1 et que ψ(n) < 0 pour tout n ≥ 5. Don ψ(n) ≤ 1 pour tout
n ∈ N, et en partiulier ψ(g) ≤ 1. Ainsi, de la relation (5.2) s'ensuit :
h˜(P˜j) ≤ h(G) + d◦totP˜j
≤ h(G) + d(G).
Ce qui omplète la démonstration. 
En appliquant le théorème 4.9 à G et en tenant ompte de la majoration du
lemme 5.1, on obient le théorème suivant :
Théorème 5.2 Soit G un groupe algébrique ommutatif de dimension g (g ≥ 1),
déni sur un orps de nombres K, plongé dans un espae projetif PN(N ≥ 1) et
d'élément neutre e représenté dans PN par un système de oordonnées projetives
e = (e0 : . . . : eN). On désigne par K[X](X = (X0, . . . , XN)) l'anneau de oordon-
nées de PN , par G l'idéal de dénition de l'adhérene de Zariski G de G dans K[X]
et par A := K[X]/G l'anneau de oordonnées de G. Soient aussi x un point xé
de G, A une famille de formes de K[X,Y ](X := (X0, . . . , XN), Y := (Y0, . . . , YN ))
représentant l'addition dans G →֒ PN au voisinage de {e} × {x} et (c, c′) ∈ N∗2 le
bidegré des formes onstituant A. Soient enn W0, . . . ,Wg des dessous d'esaliers
nis de Ng et P une forme de A non identiquement nulle de degré δ(δ ∈ N∗). Sous
les hypothèses de normalisation :
1) e0 = 1 et l'espae tangent TeG de G en e a pour équations :
Xg+1 = · · · = XN = 0;
2) Un point générique (y0 : y1 : . . . : yN ) de G →֒ PN vérie :
degtrKK(y0, . . . , yg) = degtrKK(y0, . . . , yN) = g + 1,
('est-à-dire que y0, . . . , yg sont K-algébriquement indépendants) ;
si P s'annule en x ave une multipliité dénie par le dessous d'esalier W0+· · ·+Wg
(voir les dénitions 4.3), alors il existe 1 ≤ r ≤ g et une sous-variété V de G de
dimension d ≤ g−r, ontenant x, inomplètement dénie5 dans G par des équations
5
selon la terminologie de [5℄.
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de degrés c′δ et satisfaisant :
mWr (V )degV ≤ degG.(c′δ)g−d
et
mWr (V )h(V ) ≤ h(G)(c′δ)g−d + g[f(N,G, e)H(W0 + · · ·+Wr−1)
+ cδ (h(e) + g log 2) + h˜(P ) + δh˜(A) + δ(2d◦A+ 1)(logN + 1)
+3 log ((degG).(c′δ)g + 1)](degG)(c′δ)g−d−1,
où
f(N,G, e) := 4(N − g)h(G) + [2(N − g + 1)h(e) + 4(N − g)] d(G)
+ (N − g + 1)(2g + 5)(log d(G) + 1)− 2(N − g + 1)h(e)
et
H(W0 + · · ·+Wr−1) := max
I∈W0+···+Wr−1
|I |.
De plus, P s'annule sur V ave la multipliité dénie par le dessous d'esalier
W0 + · · ·+Wr.
5.2 Un lemme de zéros expliite dans un groupe produit G =
G1 × · · · × Gp plongé dans un espae multiprojetif P =
Pn1 × · · · × Pnp :
Soient G1, . . . , Gp(p ∈ N∗) des groupes algébriques ommutatifs dénis sur un
même orps de nombresK, irrédutibles et plongés respetivement dans des espaes
projetifs Pn1 , . . . ,Pnp(n1, . . . , np ∈ N∗). Pour tout ℓ = 1, . . . , p, nous appelons
gℓ(gℓ ≥ 1) la dimension et eℓ l'élément neutre de Gℓ représenté dans Pnℓ par un
système de oordonnées projetives eℓ = (eℓ0 : . . . : eℓnℓ). Soient aussi pour tout
ℓ ∈ {1, . . . , p}, xℓ un point xé de Gℓ et Aℓ une famille de formes deK[Xℓ, Y ℓ](Xℓ =
(Xℓ0, . . . , Xℓnℓ), Y ℓ = (Yℓ0, . . . , Yℓnℓ)) représentant l'addition dans Gℓ →֒ Pnℓ au
voisinage de {eℓ}×{xℓ}, que nous supposons onstituée de formes de bidegré (c, c′) ∈
N∗2 indépendant de ℓ. Appelons G le groupe produit G := G1 × · · · × Gp plongé
dans l'espae multiprojetif P := Pn1 × · · · × Pnp , de dimension g := g1 + · · ·+ gp,
d'élément neutre e := (e1, . . . , ep) et ontenant le point x := (x1, . . . ,xp). Nous
posons X := (X1, . . . , Xp) et A := (A1, . . . , Ap) la famille de formes représentant
l'addition dans G →֒ P au voisinage de {e} × {x} et nous désignons par Gℓ(ℓ =
1, . . . , p) l'idéal de dénition dans K[Xℓ] de l'adhérene de Zariski Gℓ de Gℓ et
par Aℓ := K[Xℓ]/Gℓ(ℓ = 1, . . . , p) l'anneau de oordonnées de Gℓ. Nous désignons
nalement par G l'idéal de dénition dans K[X] de l'adhérene de Zariski G de G
et par A := K[X]/G l'anneau de oordonnées de G.
Par ailleurs, nous posons pour tous réels stritement positifs donnés ε, δ1, . . . , δp
et pour δ := (δ1, . . . , δp) :
W (δ, ε) :=
{
(α1, . . . , αp) ∈ Ng1+···+gp/
|α1 |
δ1
+ · · ·+
∣∣αp∣∣
δp
< ε
}
qui est un dessous d'esalier ni de Ng.
En se mettant dans la situation dérite par les hypothèses de normalisation
du 3 pour haque groupe Gℓ(ℓ = 1, . . . , p) et eℓ ∈ Gℓ, le groupe Gℓ →֒ Pnℓ est
inomplètement déni par des équations de la forme : P˜ℓj(Xℓ0, . . . , Xℓg, Xℓj) = 0
(gℓ + 1 ≤ j ≤ nℓ), où les P˜ℓj(gℓ + 1 ≤ j ≤ nℓ) sont des formes, non identique-
ment nulles de K[Xℓ0, . . . , Xℓgℓ , Xj ] ayant haune un de es oeients égal à
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1. Posons aussi Pℓj(ℓ = 1, . . . , p; j = gℓ + 1, . . . , nℓ) le polynme obtenu en sub-
stituant dans P˜ℓj , l'indétérminée X0 par 1. On a d'après le 3, une paramétri-
sation de Gℓ au voisinage de son élément neutre eℓ utilisant omme paramètres
T ℓ = (Tℓ1, . . . , Tℓgℓ) := (Xℓ1 − eℓ1, . . . , Xℓgℓ − eℓgℓ) et représentée par un monomor-
phisme ϕℓ de Aℓ dans K[[T ℓ]]. De plus, en érivant pour tout i ∈ {0, . . . , nℓ} :
ϕℓ(Xℓi) =
∑
Iℓ∈N
gℓ
a
(ℓi)
Iℓ
T Iℓℓ ,
les nombres a
(ℓi)
Iℓ
(Iℓ ∈ Ngℓ , i = 0, . . . , nℓ) de K vérient, pour toute plae v de K
(d'après le lemme 3.1), la relation :∣∣∣a(ℓi)Iℓ ∣∣∣v ≤ Fℓ,v(nℓ, Gℓ, eℓ)|Iℓ |Hv(eℓ) (Iℓ ∈ Ngℓ , i = 0, . . . , nℓ) (5.3)
où les Fℓ,v(v ∈ MK) sont les expressions (supérieures ou égales à 1) dépendant de
nℓ, Gℓ et eℓ dénies par :
Fℓ,v := Hv(eℓ)
2(d(Gℓ)−1)
nℓ∏
j=gℓ+1
Hv(P˜ℓj)2max
1,
∣∣∣∣∣∣ 1∂Pℓj∂Xℓj (eℓ1, . . . , eℓgℓ , eℓj)
∣∣∣∣∣∣
v

2

si v est nie et
Fℓ,v := 8gℓd(Gℓ)
3(d(Gℓ) + 1)
2(gℓ+1).Hv(eℓ)
2(d(Gℓ)−1)
×
nℓ∏
j=gℓ+1
Hv(P˜ℓj)2max
1,
∣∣∣∣∣∣ 1∂Pℓj∂Xℓj (eℓ1, . . . , eℓgℓ , eℓj)
∣∣∣∣∣∣
v

2

si v est innie.
On pose aussi :
Fℓ :=
∏
v∈MK
F
[Kv :Qv ]
[K:Q]
ℓ,v .
Les paramétrisations de G1, . . . , Gp au voisinage de e1, . . . , ep respetivement in-
duisent évidemment une paramétrisation du groupe produit G au voisinage de son
élément neutre e, utilisant omme paramètres T := (T 1, . . . , T p) = (T11, . . . , T1g1 ,
. . . , Tp1, . . . , Tpgp) et 'est ette paramétrisation qu'on utilise.
Notons enn que les dénitions 4.3 onernant l'annulation d'une forme de A
sur un sous-ensemble algébrique E de G ave une multipliité dénie par un dessous
d'esalier W de Ng s'étendent d'une manière évidente à notre as G →֒ Pn1 × · · · ×
Pnp . On a le théorème suivant :
Théorème 5.3 (Notre lemme de Roth) Sous toutes les hypothèses préédentes,
soient ε un réel stritement positif et P ∈ A une forme non identiquement nulle de
multidegré δ = (δ1, . . . , δp). On suppose ε ≤ 1, δℓ ≥ gℓ + 1 (pour ℓ = 1, . . . , p) et :
δℓ
δℓ+1
>
(
pc′
ε
)g
d(G1) . . . d(Gp), ℓ = 1, . . . , p− 1. (5.4)
Alors, si P s'annule en x ave une multipliité dénie par le dessous d'esalier
W (δ, gε) de Ng, il existe une sous-variété propre V de G dénie sur K, ontenant
x, dont toutes les omposantes irrédutibles sur K sont des sous-variétés produit
dans P, on a V =
⋃
σ∈Gal(K/K) σ(V˜ ) où V˜ = V1 × · · · × Vp et en posant D := d(V )d(V˜ )
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(qui est -en d'autres termes- le nombre de omposantes irrédutibles de V sur K),
on a :
Dd(V1) . . . d(Vp) ≤
(
gc′
ε
)g−dimV
d(G1) . . . d(Gp)
et
D
d(V1)
d(G1)
. . .
d(Vp)
d(Gp)
p∑
ℓ=1
δℓ
h(Vℓ)
d(Vℓ)
≤
(
(g + 1)c′
ε
)g−dimV [
h˜(P ) +
p∑
ℓ=1
Rℓδℓ + S
]
où pour tout ℓ = 1, . . . , p, on a noté Rℓ l'expression dépendant de nℓ, Gℓ, eℓ et Aℓ
dénie par :
Rℓ :=
1
gℓ + 1
h(Gℓ)
d(Gℓ)
+ (g − 1)ε {4(nℓ − gℓ)h(Gℓ)
+ [2(nℓ − gℓ + 1)h(eℓ) + 4(nℓ − gℓ)] d(Gℓ)
+ (nℓ − gℓ + 1)(2gℓ + 5)(log (d(Gℓ)) + 1)− 2(nℓ − gℓ + 1)h(eℓ)}
+ c (h(eℓ) + gℓ log 2) + h˜(Aℓ) + (3c+ 3c
′ + 4) log (nℓ + 1)
et S l'expression :
S := 3
p∑
ℓ=1
log (d(Gℓ)) + g(3 log p+ 3 log c
′ + c log 2) + 2c+ 2c′ + 4.
De plus, P s'annule sur V ave la multipliité dénie par le dessous d'esalier
W (δ, ε).
Démonstration. An de pouvoir utiliser le théorème 4.9, on plonge P dans un
espae projetif PN par le plongement de Segre-Veronese
ρ : P →֒ PN
(X1, . . . , Xp) 7→
(
X
α1
1 . . . X
αp
p
)
|α1|=δ1,...,|αp|=δp
,
N est alors égal au ardinal de l'ensemble
N := {α = (α1, . . . , αp) ∈ Nn1+1 × · · · × Nnp+1/|α1 | = δ1, . . . , ∣∣αp∣∣ = δp} ,
don :
N =
(
n1 + δ1
δ1
)
. . .
(
np + δp
δp
)
.
Appelons Z =
(
Z(α)
)
α∈N
les oordonnées de PN . A toute forme homogène Q sur
PN (i.e Q ∈ K[Z]) de degré δ ∈ N est assoiée la forme Q
(
Xα, α ∈ N ) (obtenue
en substituant Xα dans Q à haque oordonnée Z(α)(α ∈ N ) de PN ), qui est une
forme multihomogène sur P de degré (δδ1, . . . , δδp). Ainsi, une forme linéaire sur PN
représente une forme multihomogène de degré (δ1, . . . , δp) sur P. Et en partiulier
notre forme P ∈ A du théorème 5.3 est représentée par une forme linéaire L sur
PN .
On obtient à partir des monomorphismes ϕ1, . . . , ϕp de paramétrisation des
groupes G1, . . . , Gp respetivement, au voisinage de leurs origines, un monomor-
phisme ϕ de paramétrisation de G →֒ PN au voisinage de e déni par :
ϕ: K[Z]/I (ρ(G)) → K[[T ]]
Q 7→ ϕ(Q) := (ϕ1 ⊗ · · · ⊗ ϕp)
(
Q(Xα, α ∈ N )) .
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En posant (omme dans le orollaire 4.2) pour tout ℓ ∈ {1, . . . , p} et tout αℓ ∈
Nnℓ+1 :
ϕℓ
(
X
αℓ
ℓ
)
=
∑
Iℓ∈N
gℓ
Cℓ(αℓ, Iℓ)T Iℓℓ (Cℓ(αℓ, Iℓ) ∈ K) ,
on a pour tout α = (α1, . . . , αp) ∈ N :
ϕ
(
Z(α)
)
= ϕ1
(
X
α1
1
)
. . . ϕp
(
X
αp
p
)
=
p∏
ℓ=1
∑
Iℓ∈N
gℓ
Cℓ(αℓ, Iℓ)T Iℓℓ
=
∑
I=(I1,...,Ip)∈Ng1×···×N
gp=Ng
C1(α1, I1) . . . Cp
(
αp, Ip
)
T I ,
'est-à-dire :
ϕ
(
Z(α)
)
=
∑
I∈Ng
a
(α)
I T
I
(5.5)
ave les a
(α)
I (I ∈ Ng) sont les nombres de K dénis par :
a
(α)
I := C1(α1, I1) . . .Cp
(
αp, Ip
)
quand I = (I1, . . . , Ip) ∈ Ng1 × · · · × Ngp = Ng.
Pour pouvoir appliquer le théorème 4.9 à G →֒ PN , nous allons montrer dans
e qui suit que es nombres a
(α)
I (α ∈ N , I ∈ Ng) satisfont bien la relation (4.1) du
4.1 pour un ertain s > 0, ertaines expressions Eℓ,v ≥ 1(ℓ = 1, . . . , p, v ∈ MK) et
ertaines fontions additives tℓ(ℓ = 1, . . . , p) de N
g
dans R+, à détérminer.
Pour tout ℓ = 1, . . . , p, la paramétrisation onsidérée pour le groupe Gℓ →֒ Pnℓ au
voisinage de eℓ satisfait lairement les hypothèses du 4.1 ave p remplaé par 1,
n1 remplaé par nℓ, g1 remplaé par gℓ (ou même quelonque), δ1 remplaé par 1,
s remplaé par 1, e1 remplaé par eℓ, t1 remplaée par la longueur d'un gℓ-uplet
de Ngℓ , T remplaé par T ℓ et E1,v(v ∈ MK) remplaées par les Fℓ,v de la relation
(5.3). Ce qui nous permet d'appliquer le orollaire 4.2 à Gℓ →֒ Pnℓ et on obtient :
pour tout αℓ ∈ Nnℓ+1 tel que |αℓ | = δℓ, tout Iℓ ∈ Ngℓ et toute plae v de K :
|Cℓ(αℓ, Iℓ)|v ≤ 2|Iℓ |+gℓδℓF |Iℓ |ℓ,v Hv(eℓ)δℓ
si v est innie et :
|Cℓ(αℓ, Iℓ)|v ≤ F |Iℓ |ℓ,v Hv(eℓ)δℓ
si v est nie.
Dénissons pour tout ℓ ∈ {1, . . . , p} et toute plae v de K :
s := 2, sv :=
{
1 si v est nie
2 si v est innie
, Eℓ,v := svFℓ,v, Eℓ :=
∏
v∈MK
E
[Kv :Qv ]
[K:Q]
ℓ,v = 2Fℓ
et tℓ: N
g → R+
I = (I1, . . . , Ig) ∈ Ng1 × · · · × Ngp = Ng 7→ tℓ(I) := |Iℓ |
(les tℓ(ℓ = 1, . . . , p) sont lairement des fontions additives satisfaisant t1(I)+ · · ·+
tp(I) = |I | pour tout I ∈ Ng).
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Ave toutes es dénitions, les relations préédentes estimant les valeurs absolues
v-adiques des nombres Cℓ(αℓ, Iℓ)(ℓ, αℓ, Iℓ) s'érivent :
|Cℓ(αℓ, Iℓ)|v ≤ sgℓδℓv E|Iℓ |ℓ,v Hv(eℓ)δℓ (pour tous ℓ, αℓ, Iℓ et v).
D'où, pour tout α ∈ N , tout I ∈ Ng et toute plae v de K :∣∣∣a(α)I ∣∣∣
v
≤ sg1δ1+···+gpδpv Et1(I)1,v . . . Etp(I)p,v Hv(e1)δ1 . . . Hv(ep)δp . (5.6)
On a ainsi vérié (relations (5.5) et (5.6)) les hypothèses du 4.1 pour la paramétri-
sation ϕ de G →֒ PN au voisinage de e, e qui nous autorise enn à utiliser le
théorème 4.9 pour G →֒ PN .
Dans les hypothèses du théorème 5.3, P s'annule en x ave la multipliité dénie
par le dessous d'esalier W (δ, gε). Pour se ramener à la situation du théorème 4.9,
on pose W0, . . . ,Wg les dessous d'esaliers de N
g
:
W0 = {0} et W1 = · · · = Wg = W (δ, ε),
(on a bien W0 + · · ·+Wg = W (δ, gε)). Dans ette appliation du théorème 4.9, la
forme linéaire L sur PN représentant notre forme P sur P a les mêmes oeients
que P don aussi la même hauteur de Gauss-Weil que P . Par ailleurs, omme la
famille de formes A = (A1, . . . , Ap) représentant l'addition dans G →֒ P au voisinage
de {e} × {x} est onstituée de formes, toutes de même bidegré (c, c′), l'addition
dans G →֒ PN au voisinage de {e} × {x} peut être représentée par une famille
B =
(
B(α), α ∈ N
)
de formes de K[Z] de bidegré (c, c′) et tel que B aït la même
hauteur de Gauss-Weil que la famille de formes Aα, α ∈ N de K[X] (en fait haque
forme B(α)(α ∈ N ) représente simplement la forme Aα sur PN ). On a, grâe à un
alul standard sur les hauteurs :
h˜(B) = h˜
(
Aα, α ∈ N )
≤ δ1h˜(A1) + · · ·+ δph˜(Ap) + (c+ c′) [δ1 log (n1 + 1) + · · ·+ δp log (np + 1)] .
La onlusion du théorème 4.9 arme alors l'existene d'une sous-variété propre V
de G ontenant x et satisfaisant :
mWr (V )dPN (ρ(V )) ≤ dPN (ρ(G)) c′g−dimV (5.7)
et
mWr (V )hPN (ρ(V )) ≤ hPN (ρ(G)) c′g−dimV
+ g
[
p∑
ℓ=1
(log (Eℓ) + log 2) tℓ(W0 + · · ·+Wr−1) + c
(
p∑
ℓ=1
δℓ(h(eℓ) + gℓ log 2) + g log 2
)
+h˜(L) + h˜(B) + (2c+ 2c′ + 1)(logN + 1) + 3 log
(
dPN (ρ(G)) .c
′g + 1
)]
dPN (ρ(G)) c
′g−dimV−1
(5.8)
pour un ertain entier 1 ≤ r ≤ g − dimV .
De plus, P s'annule sur V ave la multipliité dénie par le dessous d'esalier W0+
· · · +Wr ⊃ W (δ, ε) (don P s'annule -à fortiori- sur V ave la multipliité dénie
par le dessous d'esalier W (δ, ε)).
On obtient les inégalités du théorème 5.3 à partir des relations (5.7) et (5.8), mais
avant ela nous montrons d'abord que les omposantes irrédutibles de V sur K
sont toutes des sous-variétés produit de P. Soit V˜ une omposante irrédutible de V
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sur K. Pour tout ℓ = 1, . . . , p, soient πℓ la projetion de P sur Pnℓ , y = (y1, . . . ,yp)
un point susamment général de V˜ et Xℓ le sous-ensemble algébrique de P :
Xℓ := V˜ ∩ ({y1} × · · · × {yℓ−1} × Pnℓ × {yℓ+1} × · · · × {yp}) .
Il est lair qu'on a pour tout ℓ = 1, . . . , p : dimXℓ ≤ dimπℓ(V˜ ). De plus, en
supposant que V˜ n'est pas le produit de ses projetions sur les diérents Pnℓ , il
existe 1 ≤ ℓ < p tel que l'on aït :
dimXℓ < dimπℓ(V˜ ).
On hoisit ℓ minimal ayant ette propriété, don pour tout j = 1, . . . , ℓ− 1, on a :
dimXj = dimπj(V˜ ),
qui est équivaut à :
{y1} × · · · × {yj−1} × πj(V˜ )× {yj+1} × · · · × {yp} ⊂ V˜ .
Pour j = 1, . . . , ℓ, on pose αj := dimπj(V˜ ) et βj := gj − dimXj , alors on a
αj + βj = gj pour tout j ∈ {1, . . . , ℓ − 1} et αℓ + βℓ > gℓ. On omplète α1, . . . , αℓ
et β1, . . . , βℓ pour avoir des p-uplets α et β dans N
p
satisfaisant |α| = dimV ,∣∣β∣∣ = g−dimV , dα(V ) 6= 0, mWr (V ) ≥ δβ11 . . . δβpp ε|β| = δβ11 . . . δβpp εg−dimV et α+β
maximal pour l'ordre lexiographique
6
(ei est possible d'après la minimalité de ℓ).
Comme maintenant |α|+∣∣β∣∣ = g = g1+· · ·+gp, α1+β1 = g1, . . . , αℓ−1+βℓ−1 = gℓ−1
et αℓ + βℓ > gℓ, il doit exister un indie ℓ < k ≤ p pour lequel on a αk + βk < gk.
Prenons k minimal pour ette propriété et posons pour tout i = 1, . . . , p :
si :=

αi + βi − gi si i 6= ℓ et i 6= k
αi + βi − gi − 1 si i = ℓ
αi + βi − gi + 1 si i = k
.
On vérie aisemment grâe au hoix de α et β maximaux pour l'ordre lexiographique
(voir la note d'en bas de la page 40) et grâe à la minimalité de k, qu'on a∑i
j=1 sj ≥ 0 pour tout i = 1, . . . , p. Par suite on a :
δα1+β11 . . . δ
αp+βp
p = δ
g1
1 . . . δ
gp
p
δℓ
δk
p∏
i=1
δsii
= δg11 . . . δ
gp
p
δℓ
δk
p∏
i=1
(
δi
δi+1
)∑ i
j=1 sj
(ave δp+1 = 1)
≥ δg11 . . . δgpp
δℓ
δℓ+1
(ar les δi déroissent),
et puis :
δg11 . . . δ
gp
p
δℓ
δℓ+1
εg−dimV ≤ δα11 . . . δαpp .δβ11 . . . δβpp εg−dimV
≤ dPN (ρ(V ))mWr (V )
≤ dPN (ρ(G)) c′g−dimV (d'après (5.7))
≤
(
g
g1 . . . gp
)
d(G1) . . . d(Gp)δ
g1
1 . . . δ
gp
p c
′g−dimV
≤ δg11 . . . δgpp d(G1) . . . d(Gp)(pc′)g
6
Celà veut dire qu'on prend α et β pour que l'on aït :
∑i
j=1(αj + βj) ≥
∑i
j=1 gj pour tout
i = 1, . . . , p.
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où la deuxième inégalité de ette série d'inégalités vient du fait qu'on a :
dPN (ρ(V )) ≥ δα11 . . . δαpp ar dα(V ) 6= 0 (en eet, on a :
dPN (ρ(V )) = (dimV )!
∑
γ∈Np/|γ|=dimV
dγ(V ) (δ
γ1
1 /γ1!) . . .
(
δγpp /γp!
) ≥ δα11 . . . δαpp ). D'où :
δℓ
δℓ+1
≤
(
pc′
ε
)g
d(G1) . . . d(Gp),
e qui ontredit notre hypothèse (5.4) et montre ainsi que V˜ est bien une sous-
variété produit de P.
Maintenant il ne reste qu'à déduire des inégalités (5.7) et (5.8), elles du théorème
5.3. Pour ela, nous allons estimer haune des quantités dPN (ρ(G)) , hPN (ρ(G)),
dPN (ρ(V )) , hPN (ρ(V )) ,mWr(V ), log (Eℓ) + log 2 (ℓ = 1, . . . , p), logN + 1 et
log
(
dPN (ρ(G)) c
′g + 1
)
indépendamment du plongement ρ, deN et de PN . En désig-
nant parHg(G; δ) et Ha(G; δ) (resp Hg(V ; δ) et Ha(V ; δ)) les polynmes multidegré
et multihauteur de G (resp de V ) dénis dans [5℄ (3), on a :
dPN (ρ(G)) = Hg(G; δ) =
(
g
g1 . . . gp
)
d(G1) . . . d(Gp)δ
g1
1 . . . δ
gp
p
(ar G = G1 × · · · ×Gp) et
hPN (ρ(G)) = Ha(G; δ)
=
(
g
g1 . . . gp
)
d(G1) . . . d(Gp)δ
g1
1 . . . δ
gp
p
p∑
ℓ=1
g + 1
gℓ + 1
h(Gℓ)
d(Gℓ)
δℓ.
De même, en posant V˜ = V1 × · · · × Vp et D := dP(V )/dP(V˜ ) (qui est le nombre de
omposantes irrédutibles de V sur K), on a :
dPN (ρ(V )) = DdPN
(
ρ(V˜ )
)
= D
(
dimV
dimV1 . . .dimVp
)
d(V1) . . . d(Vp)δ
dimV1
1 . . . δ
dimVp
p
et
hPN (ρ(V )) = DhPN
(
ρ(V˜ )
)
= D
(
dimV
dimV1 . . . dimVp
)
d(V1) . . . d(Vp)δ
dimV1
1 . . . δ
dimVp
p
p∑
ℓ=1
dimV + 1
dimVℓ + 1
h(Vℓ)
d(Vℓ)
δℓ
(en remarquant que dimV = dim V˜ ).
Minorons maintenant la quantité mWr (V ) (remarquer que Wr = W1 est indépen-
dant de r). On a par dénition même (voir [6℄, page 1072) :
mWr (V ) := (g − dimV )! max
y∈V
1≤i1<···<ig−dim V ≤g
Vol
(
R
g−dimV
+ \ Ci1,...,ig−dim V (Wr)
)
où le maximum est pris pour les points y de V et les 1 ≤ i1 < · · · < ig−dimV ≤ g
tels que les veteurs de la base anonique de Ng : εi1 , . . . , εig−dim V omplète TyV
(l'espae tangent de V en y) dans Cg (en désignant par (ε1, . . . , εg) la base anonique
de Cg) et où Ci1,...,ig−dim V (Wr) désigne l'enveloppe onvexe de la trae de l'esalier
Ng \Wr sur le R-espae vetoriel de dimension g − dimV : Rεi1 + · · ·+Rεig−dim V .
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Il est lair qu'on a mWr (V ) = mWr (V˜ ) et omme V˜ = V1 × · · · × Vp, pour tout
y = (y1, . . . ,yp) ∈ V˜ on a : TyV˜ = Ty1V1×· · ·×TypVp. Don, Pour ompleter TyV˜
dans Cg, on peut ompléter haune des bases des TyℓVℓ(ℓ = 1, . . . , p) dans C
gℓ
.
Ainsi les i1, . . . , ig−dimV orrespondant à ette omplétion satisfont lairement :
Vol
(
R
g−dim V˜
+ \ Ci1,...,ig−dim V (Wr)
)
=
δg1−dimV11 . . . δ
gp−dimVp
p εg−dimV
(g − dim V )! ,
d'où :
mWr (V ) = mWr (V˜ ) ≥ εg−dimV δg1−dimV11 . . . δgp−dimVpp .
En substituant toutes es estimations dans (5.7) et en majorant ensuite(
g
g1...gp
)
/
(
dimV
dimV1...dimVp
)
par gg−dimV , la première inégalité du théorème 5.3 en ré-
sulte. An d'obtenir la deuxième inégalité du théorème 5.3, on substitue dans (5.8)
les estimations préédentes et on utilise de plus les majorations suivantes : pour
ℓ = 1, . . . , p :
log (Eℓ) + log 2 = log (Fℓ) + log 4 (ar Eℓ = 2Fℓ)
≤ 4(nℓ − gℓ)h(Gℓ) + [2(nℓ − gℓ + 1)h(eℓ) + 4(nℓ − gℓ)]d(Gℓ)
+ (nℓ − gℓ + 1)(2gℓ + 5)(log (d(Gℓ)) + 1)− 2(nℓ − gℓ + 1)h(eℓ)
(d'après le lemme 5.1 appliqué au groupe Gℓ),
tℓ(W0 + · · ·+Wr−1) = tℓ (W (δ; (r − 1)ε)) ≤ (r − 1)εδℓ ≤ (g − 1)εδℓ,
logN ≤ δ1 log (n1 + 1) + · · ·+ δp log (np + 1),
log
(
dPN (ρ(G)) c
′g + 1
) ≤ log(dPN (ρ(G)) c′g)+ 1
≤ log
((
g
g1 . . . gp
)
d(G1) . . . d(Gp)δ
g1
1 . . . δ
gp
p
)
+ g log c′ + 1
≤ log(pgd(G1) . . . d(Gp)(n1 + 1)δ1 . . . (np + 1)δp)+ g log c′ + 1
≤ g log p+ log (d(G1)) + · · ·+ log (d(Gp))
+ δ1 log (n1 + 1) + · · ·+ δp log (np + 1) + g log c′ + 1.
où l'avant dernière inégalité est obtenue grâe à l'hypothèse δℓ ≥ gℓ + 1 pour ℓ =
1, . . . , p, qui entraine δgℓℓ ≤ (gℓ + 1)δℓ ≤ (nℓ + 1)δℓ . Après avoir supposé (sans
restreindre la généralité) que dim Vℓ ≤ gℓ − 1, ∀ℓ = 1, . . . , p, on majore enn :
(g+1)
(
g
g1...gp
)
/(dimV +1)
(
dimV
dimV1... dimVp
)
par (g+1)g−dimV 1g1...gp . Le reste onsiste
en des majorations numériques triviales. La démonstration est ahevée. 
5.2.1 Appliation aux puissanes du groupe multipliatif
En prenant dans notre théorème i-dessus G1, . . . , Gp des puissanes du groupe
multipliatif Gm : G1 = G
n1
m , . . . ,Gp = G
np
m , on obtient le orollaire suivant :
Corollaire 5.4 Soit K un orps de nombres, 0 < ε ≤ 1 un réel, p, n1, . . . , np
des entiers stritement positifs et n la somme des entiers n1, . . . , np. Pour tout
1 ≤ i ≤ p, on plonge le groupe algébrique Gnim dans l'espae projetif Pni de la
manière suivante :
Gnim →֒ Pni
(x1, . . . , xni) 7→ (1 : x1 : . . . : xni) .
Ces plongements induisent un plongement du groupe produit G := Gn1m × · · · ×Gnpm
dans l'espae multiprojetif P := Pn1×· · ·×Pnp auquel est assoié un anneau multi-
gradué que l'on désigne par K[X] (ave X := (X1, . . . , Xp) et Xi := (Xi0, . . . , Xini)
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pour tout 1 ≤ i ≤ p).
Soient aussi P une forme non identiquement nulle de K[X] de multidegré δ =
(δ1, . . . , δp) ∈ Np et x un point de G(K) →֒ P(K). On suppose que l'on a pour tout
1 ≤ i ≤ p : δi ≥ ni + 1 et
δi
δi+1
>
(p
ε
)n
.
Alors si P s'annule en x ave la multipliité dénie par le dessous d'esalier W (δ, nε)
de Nn, il existe une sous-variété propre V de G dénie sur K, ontenant x, dont
toutes les omposantes irrédutibles sur K sont des sous-variétés produit dans P et
si l'on désigne par N le nombre de es dernières omposantes et par V1 × · · · × Vp
l'une de es omposantes, on a les inégalités :
Nd(V1) . . . d(Vp) ≤
(n
ε
)n−dimV
Nd(V1) . . . d(Vp)
p∑
i=1
δi
h(Vi)
d(Vi)
≤
(
n+ 1
ε
)n−dimV{
h(P ) + (nε+ 2)
p∑
i=1
(2ni + 5)δi
+ 3(n+ 1)(log p+ 2)
}
.
De plus, P s'annule sur V ave la multipliité dénie par le dessous d'esalier
W (δ, ε).
Démonstration. Appliquons le théorème 5.3 aux groupes algébriquesGi := G
ni
m
plongés dans les espaes projetifs Pni (1 ≤ i ≤ p) omme expliqué dans l'énoné
du orollaire. Ces groupes algébriques G1, . . . , Gp sont de dimensions respetives
g1 := n1, . . . , gp := np ; leur produit G := G1 × · · · × Gp est don de dimension
g := n1 + · · ·+ np = n. De plus, le degré de haque groupe Gi →֒ Pni est bien égal
à 1 et sa hauteur (omme Gi est dense dans Pni au sens de la topologie de Zariski)
est égale à :
h(Gi) = h(Pni)
=
ni∑
ℓ=1
ℓ∑
k=1
1
2k
(voir [7℄3, page 346)
=
ni∑
k=1
ni∑
ℓ=k
1
2k
=
ni∑
k=1
ni + 1− k
2k
=
ni + 1
2
ni∑
k=1
1
k
− ni
2
=
ni + 1
2
ni+1∑
k=2
1
k
≤ 1
2
(ni + 1) log(ni + 1).
Par ailleurs, l'addition dans haque groupe Gi →֒ Pni est représentée par la famille
de formes Ai de K[Xi, Y i] (ave X i := (Xi0, . . . , Xini) et Y i := (Yi0, . . . , Yini))
dénie par :
Ai(Xi, Y i) = (Xi0Yi0, . . . , XiniYini).
La famille Ai est don onstituée de formes de bidegré (c, c
′) = (1, 1) et elle est de
hauteur de Gauss-Weil nulle.
43
Enn, l'élément neutre ei de Gi est représenté dans Pni par le système de oordon-
nées projetives (1 : . . . : 1), don ei est de hauteur de Gauss-Weil nulle aussi.
Le reste ne sont que des majorations numériques triviales. 
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