Abstract. This paper is concerned with estimating the solutions of numerically ill-posed least squares problems through Tikhonov regularization. Given a priori estimates on the covariance structure of errors in the measurement data b, and a suitable statistically-chosen σ, the Tikhonov regularized least squares functional
1. Introduction. We are concerned with the solution of large-scale linear discrete illposed problems such as arise in many physical experiments associated, for example, with the discretization of integral equations [27, 9] , and modeled by the ill-posed system of equations As presented here the regularization term D(x − x 0 ) is also calculated in a weighted norm. If W x can be assumed to be the inverse covariance matrix for normally distributed errors in the mapped model parameters Dx, then it can be shown that the minimum of the functional J follows a χ 2 distribution with m − n + p degrees of freedom, [16, 17] . This extends the standard result on the χ 2 distribution of the unregularized least squares functional [23] . Also, if D = I n and W x = 1/σ 2 x I n , where σ 2 x is the common white noise variance in model parameters x, thenx is the standard maximum a posteriori (MAP) estimate of the solution, [27] . The advantage of assuming that weighting matrices W b and W x are inverse covariance matrices is that it permits our focus on the use of the χ 2 property of the minimum functional to efficiently determine the parameter σ x when W x = 1/σ 2 x I n .
The determination of the optimal λ = 1/σ x is a topic of much previous research, and includes methods, amongst others, such as the L-curve, generalized cross validation (GCV), the unbiased predictive risk estimate (UPRE) and the discrepancy principle estimate of the distance between the exact and regularized solution [19] , all of which are well-described in the literature, see e.g. [9, 27] for comparisons of the criteria and more references. Other recent approaches analyse the statistical properties of the residual of the least squares functional [24, 10] . Some especially promising efforts for determining λ, particularly for large scale problems, have placed emphasis on regularization methods based on iterative Golub-Kahan bidiagonalization, e.g., LSQR [21, 22] and hybrid methods [4, 9, 12, 13, 2, 20] . In hybrid methods the original problem is projected onto a lower dimensional subspace using the bidiagonalization algorithm, which by itself represents a form of regularization by projection.
The projected bidiagonal problem, however, inherits a part of the ill-posedness, and therefore some form of inner regularization is applied to the projected small sub-problem. The bidiagonalization may be stopped when the regularized solution of the projected problem matches any of the previously mentioned stopping criteria. Hybrid methods seek to combine the bidiagonalization procedure with determination of an appropriate regularization parameter for solving the projected system. The hybrid method presented in this paper utilizes efficient iterative bidiagonalization combined with a parameter search algorithm obtained from the χ 2 property of the regularized functional.
Incorporating the χ 2 property of the functional J to find λ is a recent innovation. Provided that the weighting matrix W x is the appropriate inverse covariance matrix for the regularization term and that the prior information x 0 approximates the mean of parameters x, the χ 2 property implies that J lies within an interval centered around its expected value, [17] . Therefore a Newton root-finding algorithm can be designed for determining σ x . This algorithm may be implemented for small-scale problems using a direct solve employing the generalized singular value decomposition (GSVD) of the matrix pair [W
1/2
b A|D], [17] . Here the GSVD direct solve is replaced by the iterative bidiagonalization for the regularized problem. This algorithm has the benefit of reuse of the bidiagonal system for each step of the Newton iteration, namely for each value of σ = 1/λ found in the Newton algorithm, and hence solves the regularized problem for optimal λ at almost no overhead as compared to a single solve for one given λ. Note that a general operator D, D = I, can also be considered, using the conversion to standard form regularization [9, 3] . Another possibility would be to use an algorithm for simultaneous bidiagonalization of A and D as presented in [13] .
First, in Section 2 we present extensions of the theory, relevant for solving more general problems. For example, when x 0 is not the expected value of the model data we show that the minimum functional follows a non-central χ 2 distribution, with centrality parameter related to the choice of x 0 in relation to the actual mean x. Moreover, the use of a truncated (filtered) expansion of the GSVD for providing a filtered direct GSVD solution also modifies the theory, yielding a functional which has fewer degrees of freedom, dependent on the number of terms used in the filtered expansion. The original GSVD-based implementation of the Newton algorithm can be extended for both cases and implementation details are provided in Section 3.
For large scale problems the same Newton algorithm is employed but solutions are obtained iteratively using the hybrid algorithm described in Section 3.2. Numerical experiments detailed in Section 4 contrast the performance of the iterative and direct solve algorithms for small-scale problems, for both central and non-central distributions of the underlying functional. These experiments validate both the algorithm for non-central functionals and for the large scale implementation. The dependence of the regularization parameter obtained in relation to the size of the projected problem is also discussed, Section 4.3. As the subproblem size increases, the solution admits higher frequency components and more regularization is needed. Finally, in Sections 4.4-4.5 the hybrid algorithm is shown to yield efficient and robust results for the deblurring of a relatively large real seismic signal, and the deblurring of a large scale image for which the true image is available. Future work and conclusions are discussed in Section 5.
2. Theoretical Development.
2.1. χ 2 Distribution of the Regularized Functional. The solution of (1.1) with W x = λ 2 I n , assuming invertibility
is given byx
where the residual r is given by r = b − Ax 0 . This is more compactly written using the
b r+ x 0 . With this notation, and introducing the influence matrix A(
is written as a quadratic form,
To obtain the result on the χ 2 distribution of this functional we employ the GSVD, using the notation as given in [17] , to reexpress this quadratic form.
LEMMA 2.1.
[5] Assume the invertibility condition (2.1) and m ≥ n ≥ p. There exist unitary matrices U ∈ R m×m , V ∈ R p×p , and a nonsingular matrix X ∈ R n×n such that
and such that
Now, using the GSVD of the matrix pair [W
This is the starting point for showing that J follows a central χ 2 distribution with m + n − p degrees of freedom as detailed in Theorem 3.1 [17] , provided that x 0 is the expected value,
denoted by x, of x. Typically, x is unknown and x 0 = 0 is chosen. For x 0 = x the following non-central generalization is obtained. 
• that the invertibility condition (2.1) holds, and
• that the expected value of x is x.
Then in the limit m − n + p sufficiently large, the minimum value of the functional J is a random variable which follows a non-central χ 2 distribution with m − n + p degrees of freedom, and non-centrality parameter c = c
Proof. We use the Fisher-Cochran theorem for quadratic forms [23] , to show that in the limit as the number of terms increases (2.6) follows a χ 2 distribution. Because (2.8) expresses the quadratic form in terms of the two norm of the vector k, excepting the components p + 1 : n, it is sufficient to consider the distributions of the relevant components
The argument follow as in [17] but the statistical argument is modified when x 0 is not the mean. In particular, because the data and model errors are mean zero and normally distributed, the expected value of the random variable b is b = Ax, so that r = A(x − x 0 ), and k has mean c = QU
Now, by (2.8), the centrality parameter is calculated excluding the component means of vector k for components p + 1 : n and the result follows, [23] . .7) is positive and constant with respect to σ. On the other hand, given precise values for x and
Theorem 2.2 suggests that an approach for finding a suitable regularization parameter in the single variable case W x = λ 2 I n , given sufficient statistical information on the measured data b, is to find a λ = 1/σ x so that as closely as possible J follows a χ 2 distribution,
. Equivalently, introducing the notationm = m − n + p, and δ(σ x ) = z α/2 2m + 4c(σ x ), we want to determine σ x such that
where z α/2 is the relevant z-value for a standard normal distribution, and α defines the (1−α) confidence interval that J ∼ χ 2 (m−n+p, c). Taking c = 0 this is equivalent to the condition used in [17] for the case when x 0 ≈ x. Here, because c depends on σ, the design of an algorithm to find σ x satisfying (2.12) becomes more challenging. The algorithm design is discussed in Section 3, but first we address a modification of the result when the numerical rank is reduced.
The Truncated GSVD.
We are also interested in the case when the numerical rank of the resolution matrix is reduced, in which case the number of degrees of freedom of the random variable J is also reduced. We illustrate this observation through the use of a truncated GSVD expansion for the solution (2.2).
Suppose that the regularized solutionx(λ) is written in terms of the GSVD expansion.
using the notation f i given in [7] and wherex i , i = 1 . . . n are the columns of matrix (
It is well known, however, that the stable numerical calculation of the GSVD relies on D ≈ Ã , [9, 7] . If C b is not well conditioned, this property carries through toÃ, ill-conditioning will be reflected in υ i andx i for small i, and the full expansion in (2.13) will lead to a solution that is noise-contaminated. Thus, as with the use of the truncated singular value decomposition for ill-conditioned problems, a truncated GSVD expansion, [7] , of the solution has previously been suggested. Setting f i = 0 for small components υ i , i ≤ p − r and 1 otherwise, yields a truncated expansion solution
More generally, we may consider the filtered solution, following the suggestion in [14] for the regularized TSVD, in which the filter function is defined by f i = 0 for υ i < τ for some tolerance τ , but for the other terms we maintain the dependence on the regularization parameter λ
This amounts to setting υ i = 0, µ i = 1, so that γ i = 0, i ≤ p − r. Consequently, we obtain a new expression for the quadratic form (2.7)
Theorem 2.2 is modified appropriately and the distribution applies not for the original J(λ)) but for a new functionalJ(λ)) with the constant terms in (2.16) removed 
the functionJ is a χ 2 random variable with m − n + r degrees of freedom, and centrality parameter c = c
where, generalizing (2.10),
Proof. The proof proceeds as before for Theorem 2.2 but replacing k in (2.8) withk =
Whereas the mean and variance of the components ofk i are unchanged from those for k i for i > p − r, the first p − r components ofk are constant, mean and variance 0. Thereforẽ
is a sum of m − n + r normally distributed random variables each with variance one and respective mean c i .
Inequality (2.12) applies as before but with r replacing p in the definition ofm and c calculated over the relevant components p − r + 1 : p. Notice that the distribution of the functional arises only from the components in the expansion for the solution x FILT which are filtered, the other components are constants independent of the regularization parameter λ. Equivalently the unregularized components do not contribute to the statistical properties of the functional. It appears that the degrees of freedom of the functional is determined by overall numerical rank of the subspace that defines the solution. This observation is a topic for future research.
3. Implementation.
3.1. The Newton Algorithm. In [17] a Newton algorithm to find σ using the original formulation of the theory, without the centrality parameter, was presented. There it was based on the use of the GSVD to find the root of F (σ) = J(σ)−m = 0. The basic Newton iteration, with line search parameter α (k) , may be written generally as
The derivative is given by
This can be determined by implicit differentiation of J(σ) in (2.3), but also follows more easily from the expression for J in terms of the GSVD for the pair [Ã|D],
combined with using the expansion (2.13) for the solution x(λ). Observe, as mentioned in While, the algorithm for the truncated functional given by (2.17) is designed similarly with function F defined by
it is of greater interest to consider an approach to make the calculation efficient for large scale problems. In the following we introduce a method to obtain x(σ) and hence J(σ) iteratively.
3.2. The Hybrid LSQR Algorithm. The algorithm is based on Golub-Kahan iterative bidiagonalization [21, 22] . Here, we only describe the essential components of the algorithm, and refer to references for more details. Given initial vectors g 0 ≡ 0, h 1 ≡ b/β 1 , where β 1 ≡ b = 0, the Golub-Kahan iterative bidiagonalization computes, using two-term recurrences requiring only matrix-vector multipliciations with the matrices A and A T , orthonormal
Then the recurrences (3.5-3.6) can be written in the matrix notation
Then, when D = I, the least squares solution y j (σ) of the augmented system
transformed to the original variables through
represents an LSQR approximation to the solution of the original problem (1.1) for one particular σ, see [21, 22] . Note that x j (σ)
For the general case when D = I, the problem (1.1) can be transformed to the so-called standard form, and then the LSQR algorithm in the basic form can be applied, details of this transformation are provided for example in [9] .
In order to use the root finding algorithm described in Section 3.1 to determine optimal σ, it is important that the updated values for x(σ (k) ) and J(σ (k) ) can be obtained efficiently
is computed by solving (3.9) with the appropriate number of bidiagonalization steps j = j(σ (k) ), and takes advantage of the fact that the matrix L j+ and the right-hand side e 1 β 1 do not depend on
Otherwise the matrix L j+ is augmented by computing additional steps in (3.5-3.6). Note that construction of the matrix L j+ is the most expensive part of the LSQR algorithm. Thus reusing L j+ makes the computation of x(σ (k) ) efficient. The calculation of J(σ (k) ) is clear from the update x(σ (k) ): it is approximated by the augmented residual for the approximate solution x j (σ (k) ). and that when σ is chosen appropriately, J(b, σ) will follow a χ 2 distribution with expected value that depends on its expected mean value. But by Theorem 2.2 this mean value is explicitly given by c = c 2 = k(Ax, σ) 2 . We thus need to solve
Apparently we need to know x. But if x were known, we would actually solve using x 0 = x in (1.1) and then J(Ax, σ) = 0. On the other hand, suppose that indeed x is not known, but we can find an estimate for b from the set of repeated measurements of the experiment which are used to provide the covariance matrix C b . Then we can replace Ax in (3.11) by b and seek to solve F C (σ) ≈ 0. However, from (3.2)
and the functional F C need not be monotonic. Indeed, the root of F C (σ) = 0 need not exist.
An example illustrating this is shown in Figure 3.1.   FIG. 3.1 . Example of the non-monotonicity of function F C in (3.11). F C (σ) is plotted against log 10 (σ). The circles denote the values of the pairs (log 10 (σ (k) ), F C (σ (k) )) during the iteration to find the optimal choice of σ, found at σ = 6.9e − 05 with value F C (σ) = −22.7.
The potential for the nondefinite bevavior of F C , when q = 0, illustrated in Figure 3 .1 is most apparent if we look at the GSVD formulation. In particular, the equivalent equations for the GSVD implementation are, for (3.11, 3.12), resp.
b A(x − x 0 ), and (3.13)
3.3.1. Newton with Bisection to Minimize F C . We seek σ such that F C (σ) is close to zero, equivalently, such that F 2 C (σ) is minimum. If there is a root such that F C (σ) = 0, it will solve the minimization, otherwise we find σ such that F C (σ) = 0, and F 2 C (σ) is minimum. As for the original Newton algorithm to solve F (σ) = 0, the algorithm is made more robust by some basic observations. Both J(b, σ) and J(b, σ) which occur in F C (σ) are positive.
Indeed,
and both norms are monotonically decreasing with σ. Therefore,
Because k(b, σ) 2 is itself monotonically decreasing with σ, for any σ > σ max , where
2 , provides a lower bound for σ. The algorithm to minimize F 2 C (σ) therefore first solves for both σ min and σ max , so as to find a bracket on the optimal σ. Because these two values are found using only the functional J(b, σ), the original fast convergent Newton algorithm can be used, [17] . Indeed, determination of σ max solves the original central distribution problem under the assumption that the given x 0 = x, and can itself be used to give an estimate of the solution, x(b, σ max ). In the rare case that the vector z, defined from its components z i , is itself definite, these bounds on σ effectively bracket the root of a monotonically increasing function, and the original Newton algorithm can now be applied to function F C to find its root. Otherwise we use simple bisection to find the minimum of F C (σ) within the determined bracket. REMARK 2. It might appear that another approach to solve in the case that x 0 = x but b is available, would be to use b to find an estimate of x, and then to solve again using the obtained value for the estimate of the expected value x as x 0 in J(b, σ). However, in this case we would need to find the estimate for x without regularization. We know that for ill-conditioned problems, even without noise, the estimate of the solution x is unlikely to be useful. While such an approach would therefore avoid the problem of finding the minimum for F C , its success would be limited to problems which are well-conditioned. Experiments, not reported here, confirm this observation.
Numerical Experiments. The major goal of the presented numerical experiments is
that they validate the hypothesis that the hybrid LSQR algorithm can be used to efficiently obtain the regularization parameter using the χ 2 properties of the regularized functional for large scale problems. Several experiments are presented. First, in Section 4.1, we contrast the basic Newton algorithm implemented using direct GSVD solves and iterative hybrid LSQR solutions for a set of small scale test problems. The algorithm is implemented as described in Section 3.1 and is based on the original work in [17] . In all cases it is implemented in exactly the same way for both direct GSVD and iterative hybrid LSQR versions, namely line search and bracketing are performed equivalently. A comparison, in Section 4.2, is also provided with two other standard methods for estimating the regularization parameter, the L-curve and unbiased predictive risk estimator (UPRE), see for example [9, 27] . Because the hybrid LSQR is iterative, its performance depends on the number of steps of the bidiagonalization algorithm (3.5-3.6). As proposed in the original papers [21, 22] , two stopping criteria for the generation of the bidiagonal system are used
The quantities r j , x j , A , and A T r j can be estimated at minimal cost in the LSQR iterations. The quantities atol, btol are user specified and should reflect the expected accuracy of the data, see [21] for more details. We therefore also examine the relationship betweeon the estimate of σ and the size of the bidiagonal system used at each inner iteration, together with the choices for atol and btol, see 
Comparing hybrid LSQR and GSVD.
Benchmark problems, shaw, ilaplace, heat and phillips, from the Regularization Tool Box [8] are implemented for different noise levels. The parameter σ obtained using the iterative hybrid LSQR solution is contrasted with that obtained by the direct GSVD solution. In examples using the toolbox the true solutions x true , and matrices A defining the models, were obtained using the relevant function calls to the tool box and true measurements found from b true = Ax true . To obtain noisy data sets the Matlab R function randn [15] , which yields standard normal data, was used to obtain a perturbation matrix E of size m × 500, for b of length m. Each column e l , l = 1 : 500, of E was normalized to two norm length b by e l = e l b / e l and the 500 noisy right hand side vectors b l obtained as b l = b + e l . Data sets were generated for noise levels = .001, .005, .01, .05 and .1. Given the 500 samples we can then directly calculate the covariance C b of the measurements. This method generates a covariance matrix which is nearly diagonal, hence in this first set of experiments we used the diagonal weighting ma-
. . , σ m ). Also, all experiments, other than those with the problem shaw which uses D = I, used D to approximate the first derivative operator.
In this first set of experiments we use very small problems, problem size n = 64, and impose a very tight confidence interval (2.12) using α = .9999, for tolerance .0014 on convergence of the Newton iteration. For the LSQR iterations we use atol = 100 * btol and btol = 10 −9 , and allow the subproblem size to reach full size 64. At each outer Newton step the LSQR algorithm adjusts the size of the projected problem, j(σ) such that the LSQR algorithm meets the convergence criteria (4.1), which may be different for each chosen σ (k) . Therefore, for each noise level we track the average of j(σ (k) ) over outer steps k = 1, 2, ...,
where the maximum number allowed is 15. For both direct and iterative solves we report the total number of calculations K ≤ 15 of σ, equivalently of problem solves, where the count includes the bracketing and subsequent Newton iterations. P-values for a paired t-test between GSVD and hybrid LSQR results for both K and for σ are also given.
The initial experiments are designed to assess the consistency of the σ update strategy when implemented for the hybrid LSQR algorithm. Therefore the results given in Table 4.1 are for the solution of F (σ) = 0, using the unrealistic estimate x = x 0 = 0.
The results in Table 4 .1, demonstrate generally a very high correlation, p-value near 1, between GSVD and hybrid LSQR algorithms for both the average number of solution solves K and for σ. Overall the average size of the projected problem is found to be much smaller than the actual problem size, and decreases with increasing noise level as anticipated. The exceptions, those where the correlation is not high, namely low noise for the problem heat and high noise for ilaplace, can be explained by the regularizing properties of the hybrid LSQR algorithm. Specifically, for the former case with high noise, the LSQR generates a small bidiagonal system, hence introducing significant regularization itself by excluding noisy components of the solution. Consequently, it is likely that the obtained optimal regularization parameter imposes less regularization than is needed for the GSVD algorithm. On the other hand, in the latter case, the LSQR algorithm iterates almost to the actual full problem size of n = 64 and more outer regularization is needed. These characteristics will be examined in more detail in Section 4.3. values for σ as described in Section 3.3.1, and then carries out bisection to find the minimal discrepancy. The iteration count includes all three stages. To simulate the use of average measurement data, we form the average of the b l for the given noise level and use this as b.
Here the average relative errors in the solutions are also calculated, and the failure count is given, where a failure is indicated by a relative error greater than 50%. The relative errors and failures increase with the noise level, but in general the results indicate that the algorithm is robust at finding good regularization parameters. Also these results demonstrate that a high correlation for the obtained σ is not necessary for achieving low relative error, see for example noise level .01 for problem ilaplace. These results reinforce the conclusions about the robustness of the χ 2 method for small scale problems when used with prior information b
instead of x as presented in [17] . the results using the hybrid LSQR and the GSVD based algorithm with centrality parameter obtained using the average of the right hand side vectors. The last two columns are the P-values for paired t-tests between GSVD and LSQR results, for both the obtained σ and the number of σ updates. The first column is the noise level used in generating the noisy data. These results are for problem size 64, over 500 tests of each problem. The mean relative errors are measured in the least squares norm as compared to the known exact solutions and the failure count is the number of problems which did not achieve relative error less than 50%.
Other Regularization Techniques.
Extensive results contrasting the χ 2 method with a priori information x 0 = x for the L-curve and UPRE techniques for finding the regularization parameter were presented in [17] . In Table 4 .3 we thus present just one set of experiments to demonstrate that the new algorithm with the a priori information b is competitive.
The problem size is 128 but all other settings are the same as for the experiments reviwed in Table 4 .2, except that the size of the projected problem is limited to 128, and the total sample size is 250 instead of 500. The failure counts and average relative least squared errors are given. The entries in bold face in each row indicate the result with minimum average relative error. Each method is competitive for some problem set, but less competitive for another problem set. It can also now be seen, compare with Table 4 .2, that the hybrid LSQR algorithm has the potential to outperform the direct solve using the GSVD, even for this relatively small problem size of 128. We anticipate the GSVD to become less reliable as the problem size increases. Moreover, the results for the hybrid LSQR are not tuned in any regard to its convergence parameters. This tuning is the topic of the next set of results.
shaw reported for problem size 128 over datasets each of size 250 for each noise level. The errors are relative least squares errors with respect to the exact solution, and the failure counts are the number of solutions in each case which did not achieve a relative error less than 50%. The parameter settings are set as in Table 4 .2, except that the problem size of the projected problem is allowed to reach size 128, consistent with the given problem size. N aN indicates that the relative error could not be calculated because the test failed for all samples. Minimum values are in bold face for each problem set. .0207, 250000, 750000, for shaw and phillips, resp. The large values here indicate that no regularization is needed, λ is very small, and the actual value is determined by the upper maximum imposed by the algorithm. Equivalently, when btol is large, the hybrid iteration stops early, with a small projected problem size j, and no noise is introduced into the approximate solution. Therefore very little or no regularization is required but the obtained solution is less accurate because insufficient information was actually included in the projected problem. For smaller btol, the projected problem increases in size and the converged value of σ is also smaller, ie more regularization is required. The optimal solutions in each case, for btol = 10 −4 and 10 −5 for shaw and phillips, resp. are compared with solutions using the L-curve and UPRE in In these experiments with large scale problems we found that the estimates of F (σ)
obtained from the projected problem were not close enough for use in the χ 2 parameter choice algorithm, which is predicated on accurate estimates of this underlying functional. Therefore we actually updated F (σ) directly through use of the updated solution x(σ) rather than using the estimate based on the residual of the projected problem. The cost of this additional step is minimal in relation to the overall bidiagonalization step. This indicates that the technique can be useful even without this additional prior information.
For the situation in which x 0 = x, for example x 0 = 0, the theory was extended.
In particular, modifying the basic theory presented in [17] yields the general noncentral χ 2 distribution of the underlying functional. A new algorithm combining Newton with bisection search for obtaining the regularization parameter in this case was also developed and validated. While the numerical results with simulated data support the use of this more complicated algorithm, the results for the seismic signal restoration and the image deblurring suggest that the algorithm could actually be detrimental and lead to oversmoothing.
The theory has been modified when the underlying resolution matrix is ill-conditioned so that the resulting functional is still a χ 2 random variable at optimum, but with reduced degrees of freedom. Utilization of this result for severely ill-conditioned problems, and its possible extension to explain results in a basis other than the basis given by the GSVD expansion, is a topic for future work.
There is considerable work in the statistics literature on the estimate of variance in measurement data without repeat measurements [26] . A topic of future study is thus to utilize this theory so as to make the χ 2 approach useful for data with limited experimental data. Additional study of the stabilizing effect of the regularization combined with the LSQR solution is also needed. The hybrid LSQR approach presented here does stabilize the LSQR solution, but as can be seen from Figure 4 .5, the stabilization for large scale problems is limited. Further modification of the method may be related to the number of degrees of freedom in the subproblem and the choice of the stopping criteria for the bidiagonalization process. Future work will also consider the impact of preconditioning for improving the algorithm.
