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Abstract In this study, an attempt has been made to develop a
neural network-based method for predicting segments in pro-
teins containing aromatic-backbone NH (Ar-NH) interactions
using multiple sequence alignment. We have analyzed 3121 seg-
ments seven residues long containing Ar-NH interactions, ex-
tracted from 2298 non-redundant protein structures where no
two proteins have more than 25% sequence identity. Two con-
secutive feed-forward neural networks with a single hidden layer
have been trained with standard back-propagation as learning
algorithm. The performance of the method improves from 0.12
to 0.15 in terms of Matthews correlation coe⁄cient (MCC)
value when evolutionary information (multiple alignment ob-
tained from PSI-BLAST) is used as input instead of a single
sequence. The performance of the method further improves from
MCC 0.15 to 0.20 when secondary structure information pre-
dicted by PSIPRED is incorporated in the prediction. The ¢nal
network yields an overall prediction accuracy of 70.1% and an
MCC of 0.20 when tested by ¢ve-fold cross-validation. Overall
the performance is 15.2% higher than the random prediction.
The method consists of two neural networks: (i) a sequence-to-
structure network which predicts the aromatic residues involved
in Ar-NH interaction from multiple alignment of protein se-
quences and (ii) a structure-to structure network where the input
consists of the output obtained from the ¢rst network and pre-
dicted secondary structure. Further, the actual position of the
donor residue within the ‘potential’ predicted fragment has been
predicted using a separate sequence-to-structure neural network.
Based on the present study, a server Ar_NHPred has been
developed which predicts Ar-NH interaction in a given amino
acid sequence. The web server Ar_NHPred is available at
http://www.imtech.res.in/raghava/ar_nhpred/ and http://bioin-
formatics.uams.edu/mirror/ar_nhpred/ (mirror site).
@ 2004 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.
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1. Introduction
Hydrogen bonds are the key to many phenomena, including
the formation/stabilization of secondary structures (e.g. K-
helices and L-sheets), protein folding, molecular recognition
and enzymatic reactions [1,2]. The conventional hydrogen
bonds that involve electronegative atoms like oxygen and ni-
trogen have been thoroughly studied over the decades since
their ¢rst introduction into the literature. In addition to con-
ventional hydrogen bonding, there are non-conventional hy-
drogen bonding interactions, which are weak polar interac-
tions in comparison to conventional hydrogen bonding [3].
Broadly, these interactions can be classi¢ed as C^HTZ,
N^HTZ and C^HTO interactions [4]. It has been shown in
recent studies that all these interactions play a crucial role
in proteins, protein^protein, protein^ligand and drug binding
interactions [5^7]. McPhail and Sim [8] reported the ¢rst ex-
ample of an X^HTZ hydrogen bond in a peptide crystal struc-
ture. Much later, N^HTZ hydrogen bonds in proteins at-
tracted greater attention following the observation of local
non-random conformations formed by such interactions in
bovine pancreatic trypsin inhibitor (BPTI) by Kemmink and
Creighton [9,10]. These local structures are formed by inter-
action between the aromatic ring of Tyr10 and the backbone
amide of Gly12 in BPTI.
An aromatic (Ar) NH interaction is one of the categories of
non-conventional hydrogen bonding interaction. The aro-
matic residues Phe, Tyr, and Trp have a Z ring system that
can form a hydrogen bond with the NH moiety, thereby of-
fering additional stability. Depending on the interactions with
the main chain or side chain NH moiety, the interaction can
be classi¢ed as Ar-NH (backbone) or Ar-NH (side chain)
interaction respectively. Throughout this study, Ar-NH inter-
action denotes the interaction between the side chain aromatic
ring and the backbone NH group.
In the past, several analyses of the characteristics of inter-
actions between aromatic residues and main chain NH group
have been performed, including structural and sequence fea-
tures and relevance in di¡erent secondary structure elements.
Studies by Burley and Petsko suggested the involvement of
Ar-NH interactions in the stabilization of protein tertiary
structures on the basis of their spatial distribution [11,12].
Further investigations by various research groups have estab-
lished the role of these interactions in ligand recognition and
stabilization of secondary structures, mainly L-sheets and he-
lix termini [7]. Secondary structures of proteins may create
three-dimensional space that could facilitate Ar-NH interac-
tions, and these then further stabilize these structures [13].
Despite the relevance of Ar-NH interactions in proteins, to
date not a single study has addressed the importance of pre-
dicting the residues involved in Ar-NH interaction. The pre-
diction of the residues involved in Ar-NH interaction can be
an interesting problem whose solution may be useful in pro-
tein folding and in de novo design.
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1.1. An approach to prediction of Ar-NH interactions
In this study, a systematic attempt has been made to devel-
op a method for predicting Ar-NH interactions in proteins
from their amino acid sequence. It has been shown in the
past that arti¢cial neural networks (ANN) are a powerful
tool in solving several kinds of problems, including predic-
tions of both regular [14^16] and irregular [17^20] secondary
structures, transmembrane helices [21], inter-residue contacts
[22], and folding of initiation sites [23]. Thus, ANN has been
used in the present study.
The preliminary analysis of Ar-NH interactions in the data
indicates that a segment of seven residues provides su⁄cient
information for prediction of segments having Ar-NH inter-
action. Beyond seven residues, the number of Ar-NH inter-
actions decreases and moreover neural networks fail to cap-
ture long-range information [24]. For instance, in the present
dataset nearly 88% of Ar-NH interactions occur with a sepa-
ration of up to three residues between donor and acceptor
pair. Thus, for prediction of Ar-NH interactions, an optimal
window size of seven has been constructed by extracting frag-
ments of length seven residues wide with an aromatic residue
at the central position £anked by three residues on both sides.
Depending on the position of the donor residue in the frag-
ment, the Ar-NH interaction has been further categorized as
Ar(i)-NH(i33), Ar(i)-NH(i32), Ar(i)-NH(i31), Ar(i)-NH(i),
Ar(i)-NH(i+1), Ar(i)-NH(i+2) and Ar(i)-NH(i+3) with the ar-
omatic residue at the central ith position. For instance, Ar(i)-
NH(i) is the interaction between the aromatic ring and NH of
the ith residue and Ar(i)-NH(i+1) is the interaction between
the aromatic ring of the ith residue and NH of the ith+1
residue and so forth.
The problems of prediction of Ar-NH interaction within the
fragment and prediction of the actual location of the donor
residue within the positively predicted fragment have been
considered separately. First, we have developed a method
for predicting the presence or absence of Ar-NH interactions
Fig. 1. Flowchart of the prediction method used to predict Ar-NH interactions in proteins.
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in a given segment. For this, a ¢rst level ‘sequence-to-structure
network’ has been trained on single amino acid sequences
encoded as binary bits (0 or 1) or multiple sequence align-
ments (position-speci¢c scoring matrices obtained from PSI-
BLAST [25]). The accuracy of the method has been improved
further by using a second structure-to-structure network
where input to the network consists of the output obtained
from the ¢rst network (sequence-to-structure network) and
secondary structure information predicted using PSIPRED
[26]. Finally, within the positively predicted fragment (frag-
ment predicted to have Ar-NH interaction), the position of
the donor residue has been predicted using a separate ANN
trained with a single sequence on a dataset containing di¡er-
ent types of interactions such as Ar(i)-NH(i), Ar(i)-NH(i+1)
and so on (with the NH moiety at di¡erent positions). The
predicted fragment is classi¢ed as Ar(i)-NH(i), Ar(i)-NH(i+1)
and other types depending on the relative value of the net-
work output. The outline of the prediction method is shown
in Fig. 1.
2. Materials and methods
2.1. The dataset
In this study, we have used a non-redundant dataset of 2298 protein
chains where no two protein chains have more than 25% sequence
identity and have resolution 2.5 AQ or better. The dataset has been
generated from a large set of 2881 protein chains with sequence iden-
tity less than 33% (available at http://cubic.bioc.coulmbia.edu/eva/res/
weeks.html#unique, retrieved on 25th November, 2002). Using the
PROSET program [27] with default parameters, the dataset of 2881
protein chains was reduced by removing all proteins with more than
25% sequence identity.
All the protein structures have been extracted from the Protein
Data Bank [28]. The overlapping fragments of length seven residues
with Phe, Tyr or Trp at the central position, £anked with three res-
idues on both sides have been generated from these proteins.
2.2. Identi¢cation of Ar-NH interaction in the dataset
The Ar-NH interactions in the dataset have been identi¢ed using
the web server NCI (http://www.mrc-lmb.com.ac.uk/genome/nci/) [29]
that is based purely on geometric criteria [30]. The default parameters
(NTZm9 4.3 AQ ; HTZm9 3.5 AQ , N-HTZmv 120‡ and NTZmTZn9 30‡)
have been used where Zm represents the mid-point of the Z-ring and
Zn represents the vector, normal to the plane of the ring. Further, Ar-
NH interactions have been selected which have donor and acceptor
sequential separation (vDA9 U3) up to three residues. This has
yielded a total of 3121 fragments having Ar-NH interaction with
the NH (backbone) group as hydrogen donor and the Z-aromatic
ring as hydrogen acceptor. In these fragments, depending on the po-
sition of the donor residue, the interactions have been categorized as
Ar(i)-NH(i), Ar(i)-NH(i+1) and so forth. The remaining fragments
that do not satisfy the interaction criteria have been considered the
negative dataset or the dataset with fragments having no Ar-NH
interactions. Indeed, in all the fragments, the aromatic residue is
present at the central position. The dataset contains much fewer Ar-
NH interacting fragments than the number of non-Ar-NH fragments,
the ratio being V1:10.
2.3. Five-fold cross-validation
Assessment of a prediction method is often done by the jack-knife
or cross-validation technique [14]. In a full jack-knife test of N pro-
teins, one protein is removed from the set, the parameters are devel-
oped on the remaining N31 proteins, then the accuracy of the method
is tested on the removed protein. This process is repeated N times by
removing each protein in turn. Since some training techniques are
time-consuming, a more limited cross-validation is often performed.
In the cross-validation technique, the set of N proteins are split into
M subsets. Parameters are developed on (M31)N/M proteins, then
tested on the remaining N/M proteins. This process is repeated M
times, once for each subset.
In the present study, due to the size of the dataset and PSI-BLAST
training, the jack-knife method was not feasible, so a ¢ve-fold cross-
validation technique has been used by splitting the whole set of frag-
ments into ¢ve subsets containing an approximately equal number of
examples. At a given time three subsets have been used for training,
one for validating and one for testing. The validation set is used to
avoid over-training or over-learning of ANN. This process is repeated
¢ve times so that each subset is tested once. The ¢nal prediction
results have been averaged over ¢ve testing sets.
2.4. ANN architecture
2.4.1. Software used. In this work, the SNNS version 4.2 neural
network simulation package from Stuttgart University has been used
(publicly available at http://www.informatik.uni-stuttgart.de/) to build
ANN architecture [31]. It allows incorporation of the resulting net-
works into an ANSI C function for use in stand-alone code. A linear
activation function has been used. At the start of each simulation, the
weights are initialized with random values between 31.0 and 1.0. The
training is carried out using error back-propagation with a sum of
square error function [32]. The error is minimized for the validation
subset, the parameters at this minimum error are used to compute the
performance of ANN on the test set.
2.4.2. Classi¢cation of Ar-NH interacting and non-interacting
fragments. To predict whether a given sequence segment contains
Ar-NH interaction or not, two standard feed-forward ANNs have
been used consecutively. Both have a single hidden layer with 10 units.
An input window seven residues wide has been used. The target out-
put consists of a single binary number and is 1 (having Ar-NH inter-
action) and 0 (having no Ar-NH interaction).
The input to the ¢rst ‘sequence-to-structure’ network is either a
single sequence with amino acids as binary bits or multiple alignment
pro¢les with PSI-BLAST-generated position-speci¢c scoring matrices
(PSSM). For single sequences, a binary encoding scheme has been
used where each residue has been encoded as a vector of 21 elements
corresponding to each residue, with one element set to 1 correspond-
ing to the particular residue type and the remaining elements set to 0.
Twenty elements encode 20 amino acids, and the one provides a signal
when the input window overlaps the N- or C-terminus of the protein.
With multiple alignment input, PSSM generated by PSI-BLAST has
been used as input to the neural network. The matrix has 21UM real
number elements, where M is the length of the target sequence. Each
element represents the likelihood of substitution of that particular
residue at that position. Thus, 21 real numbers rather than binary
bits encode each residue.
Using a second structure-to-structure network, the output obtained
from the ¢rst network has been correlated. The input to the second
¢ltering network is predictions obtained from the ¢rst network and
PSIPRED-predicted secondary structure states. Four units encode
each residue where one unit encodes interacting/non-interacting pre-
diction output obtained from the ¢rst network and is the actual pre-
diction score of the ¢rst network. The remaining three units corre-
spond to the three secondary structure states (helix, extended and coil)
obtained from PSIPRED. Secondary structure information is encoded
by the actual probabilities of three states provided in the output of the
PSIPRED prediction. The probabilities are just the strengths of the
prediction for each of the three target states (helix, strand, coil) and
are represented by a real number in the range 0^1.
2.4.3. Prediction of actual position of donor residue. The above
prediction provides information whether a given fragment has Ar-
NH interaction or not. It does not provide any information of the
donor residue within the Ar-NH interacting fragment. Thus, the po-
sition or actual location of the donor residue in the fragment pre-
dicted positively (predicted to have Ar-NH interaction) has been fur-
ther predicted using a separate ‘sequence-to-structure’ network. The
input to the network is a single sequence with amino acids as binary
bits. This network has window size seven and the target output has
seven units, each representing one of the possible Ar-NH interactions
(Ar(i)-NH(i33), Ar(i)-NH(i32), Ar(i)-NH(i31), Ar(i)-NH(i), Ar(i)-
NH(i+1), Ar(i)-NH(i+2) and Ar(i)-NH(i+3)). For a given input and
set of weights, the output of the network will be seven numbers be-
tween 0 and 1. The interaction type is the output unit having the
highest activity level or value or actually corresponds to the position
of the donor residue within the fragment. The architecture of the
whole network system is shown in Fig. 2.
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2.5. Multiple alignment or position-speci¢c scoring matrices
The secondary structure prediction method PSIPRED uses PSI-
BLAST [25] to detect distant homologues of a query sequence and
generate a position-speci¢c scoring matrix as part of the prediction
process, and here we have used these intermediate PSI-BLAST-gen-
erated position-speci¢c scoring matrices as a direct input to the ¢rst
level network. PSI-BLAST has been run against the standard NR
(non-redundant) database. The position-speci¢c scoring matrices
have been obtained with three iterations of PSI-BLAST searches.
2.6. Secondary structure assignment and prediction
The protein secondary structure assignment by DSSP is used to
establish an upper bound of predictive performance, i.e. the maximum
performance that one can expect using secondary structure informa-
tion. DSSP provides eight states assignment of secondary structure
[33]. The eight states of DSSP have been decomposed into three states
(G, H and I are taken as helices, B and E as strands and rest as coil).
PSIPRED has been used to predict the secondary structure of pro-
teins.
2.7. Performance measures
Both threshold-dependent and -independent measures have been
used to assess the performance of the method.
2.7.1. Threshold-dependent measures. Five di¡erent parameters
have been used to measure the performance of the prediction method.
These ¢ve parameters can be derived from the four scalar quantities:
TP (true positives: number of correctly classi¢ed Ar-NH interactions),
TN (true negatives: number of correctly classi¢ed non-Ar-NH inter-
actions), FP (false positives: number of non-Ar-NH interactions in-
correctly classi¢ed as Ar-NH interactions) and FN (false negatives:
number of Ar-NH interactions incorrectly classi¢ed as non-Ar-NH
interactions). The following four parameters are calculated at di¡erent
threshold or cut-o¡ values.
1. Prediction accuracy: ((TN+TP)/t)U100, where t=TP+TN+FP+
FN is the total number of examples.
2. Sensitivity: (TP/(TP+FN))U100 is the percentage of observed Ar-
NH interacting fragments that are predicted correctly.
3. Speci¢city: (TN/(TN+FP))U100 is the percentage of observed
non-interacting fragments that are predicted correctly.
4. Probability of correct prediction: the percentage of predicted ex-
amples that are predicted correctly. It has been calculated for in-
teracting and non-interacting fragments separately as follows:
Probability of correct prediction of positives: (TP/(TP+ FP))U100
Probability of correct prediction of negatives: (TN/(TN+FN))
U100
5. Matthews correlation coe⁄cient (MCC): the commonly used pa-
rameter prediction accuracy may be misleading due to disparity in
the number of Ar-NH interacting fragments (10%) and non-Ar-
NH fragments (90%); hence, it is possible to get an accuracy of
about 90% by predicting all examples as non-Ar-NH fragments.
Thus, there is a need to use more robust measures to evaluate a
method. One of the best performance measures that accounts for
unbalancing (both over- and under-prediction) is the Matthews
correlation coe⁄cient [34]. The correlation coe⁄cient is de¢ned by
MCC ¼ ðTPÞðTNÞ3ðFPÞðFNÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðTPþ FPÞðTPþ FNÞðTNþ FPÞðTNþ FNÞp
The MCC is a number between 31 and 1. If there is no relationship
between the predicted values and the actual values the correlation
Fig. 2. The neural network system used for prediction of Ar-NH interactions. a: Network system used for prediction of Ar-NH interactions
consisting of two networks: sequence-to-structure network and structure-to-structure network. The basic cell has 20+1 units. The second net-
work has four units, one unit encodes the prediction obtained from the ¢rst network and the remaining three units encode three secondary
structure states predicted by PSIPRED. b: Network system used for prediction of position/actual location of the donor residue within the frag-
ment predicted positively by the ¢rst network.
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coe⁄cient is 0 or very low (the predicted values are no better than
random numbers). As the strength of the relationship between the
predicted values and actual values increases so does the correlation
coe⁄cient. A perfect ¢t gives a coe⁄cient of 1.0. Thus the higher the
correlation coe⁄cient the better is the prediction performance.
2.7.2. Performance with respect to random prediction. Another
useful approach is to compare the accuracy of predictions with respect
to predictions generated randomly. Here we have calculated the total
number of patterns that are expected to be predicted correctly by
randomly generated predictions. The requisite formula is
Rtotal ¼ ðTPþ FPÞðTPþ FNÞ þ ðTNþ FPÞðTNþ FNÞt
To measure how well a method is performing compared with random
(Rtotal), the normalized percentage better-than-random (S) has been
calculated as
S ¼ ðTPþ TNÞ3Rtotal
t3Rtotal
U100
Perfect predictions score S=100%, predictions that are no better
than random score S= 0% [17].
2.7.3. Threshold-independent measures. The performance measures
described so far are threshold-dependent. One problem with the
threshold-dependent measures is that they measure the performance
at a given threshold. They fail to use all the information provided by a
method. The receiver operating characteristic (ROC) is a threshold-
independent measure, which is a trade-o¡ between sensitivity and
speci¢city. For a prediction method, an ROC plot is obtained by
plotting all sensitivity values (true positive fraction) on the y-axis
against their equivalent (13speci¢city) values (false positive fraction)
for all available thresholds on the x-axis. The curve always goes
through two points (0,0 and 1,1). 0,0 is where the classi¢er ¢nds no
positives. In this case it always gets the negative cases right but it gets
all positive cases wrong. The second point is 1,1 where everything is
classi¢ed as positive. So the classi¢er gets all positive cases right but it
gets all negative cases wrong. A classi¢er that randomly guesses has a
ROC which lies somewhere along the diagonal line connecting 0,0 and
1,1. An important index of the ROC curve is its area. A random
classi¢er has an area of 0.5, while an ideal one has an area of 1 [35].
2.7.4. A measure of statistical signi¢cance. When comparing dif-
ferent prediction approaches, we need to know whether the di¡erences
in performance measures (prediction accuracies or MCC values)
among them are statistically signi¢cant or not. Statistics theory gives
us a method to compute the ‘signi¢cance interval’ for the di¡erence
between two population proportions [36].
In this case, the ‘proportion’ is the percentage of cases in the test
dataset which have been predicted correctly. If we assume that the
prediction accuracies of two algorithms are p1 and p2 for two test
datasets of r1 and r2 numbers of examples, respectively, and the test
data are randomly selected, then we can say that we are aU100%
con¢dent that the two accuracies are really di¡erent if
Mp13p2MsI
where
I ¼ zð1þ a=2ÞW ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃp1ð13p1Þ=r1 þ p2ð13p2Þ=r2
p
z is the inverse cumulative normal distribution. The larger the dif-
ference between two prediction accuracies, the more signi¢cant it is.
The above equation [37] has been used to determine whether the
di¡erence in the accuracies or other measures is statistically signi¢cant
or not.
3. Results
3.1. Analysis of Ar-NH interactions
3.1.1. Distribution. The occurrence of di¡erent types of
Ar-NH interactions found in the present dataset is presented
in Fig. 3. A plot of the occurrence of Ar-NH interaction as a
function of the NH position reveals prominent peaks at posi-
tions i and i+1. The peaks at position i+1, i+2 and i+3 are
signi¢cantly higher than the corresponding ones at the nega-
tive side, implying that Ar(i)-NH(i+1, i+2, i+3) interactions
are more common than the Ar(i)-NH(i31, i32, i33) interac-
tions. There are very few Ar(i)-NH(i+3, i31, i32, i33) inter-
actions. By far the most frequent Ar-NH interaction is the
kind Ar(i)-NH(i) which occurs between the amino group
and aromatic ring of the same residue. The second most fre-
quent is the Ar(i)-NH(i+1) interaction which is three times
more frequent than Ar(i)-NH(i+2) interactions. These ¢ndings
suggest that the distance and number of separating residues
between the backbone amide and the aromatic residue corre-
late with the occurrence of interaction. The di¡erence in
length seems to account for the predominance of Ar(i)-
NH(i+1, i+2, i+3) interactions over Ar(i)-NH(i31, i32,
i33) interactions.
3.1.2. Acceptor and donor e⁄ciencies. It has been found
that among the aromatic residues, the most e⁄cient Z-accep-
tor is the indole group of the tryptophan residue followed by
the phenol moiety of tyrosine and the benzene ring of phenyl-
alanine. The higher acceptor e⁄ciency of the Trp side chain
compared to Tyr and Phe is due to the conjugate nature of
two planar rings containing a heteroatom.
The protein fragments having Ar-NH interaction have fur-
ther been analyzed to search for amino acid preferences or to
determine the chance of the di¡erent amino acids to be in-
volved in such interactions. From the absolute amino acid
occurrences, the propensities of amino acids have been calcu-
lated and positional frequency histograms have been plotted
for each aromatic amino acid for Ar(i)-NH(i+1, i+2 and i+3)
interactions (Fig. 4). Ar(i)-NH(i31, i32 and i33) interactions
are very few, therefore, no statistical analysis is shown. The
graph presented in Fig. 4 indicates that the NH groups of
Asp, Cys, Ser, Thr, and Gln residues show a marked prefer-
ence for Ar(i)-NH(i+1) interaction with the side chains of Phe,
Tyr and Trp. On the other hand, amino acids such as Leu,
Ala, Phe, and Tyr occur infrequently at position i+1 in Ar(i)-
NH(i+1) interaction. This implies the involvement of polar
residues in such interactions. This ¢nding agrees well with
the results of the database search by Toth et al. [13]. In par-
ticular, a striking feature that can be noted is that the donor
residue in Ar(i)-NH(i+2, i+3) interaction is strongly preferred
to be Gly while such a preference is not observed for Ar(i)-
NH(i+1) interaction (Fig. 4b,c). Around 39% of Ar(i)-
NH(i+2) interactions have Gly at the i+2 position.
Fig. 3. A plot of the distribution of Ar-NH interactions as a func-
tion of distance between the aromatic ring and the backbone NH
moiety.
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3.1.3. Distribution in secondary structures. It has been
found that Ar(i)-NH(i) interactions are equally present in
turns and sheets. However, Ar(i)-NH(i+1) interactions are
more predominant in L-sheets and are present at the edges
of a parallel or antiparallel L-sheet, where half of the amide
hydrogens are free to form an interaction with an aromatic
side chain. These relatively free protons are generally present
at the i or i+1 position. In contrast, in K-helices, most amide
hydrogens are tied up in holding the structure together and
consequently are less available for interaction with any aro-
matic rings.
3.2. Classi¢cation of Ar-NH interacting and non-interacting
fragments
All these investigations of aromatic NH interactions con-
cerning amino acid propensities and secondary structure pref-
erence can help in developing a method for predicting aro-
matic NH interactions from a given amino acid sequence. A
neural network, which is a pattern recognition tool, can be
used to learn these propensities/tendencies.
3.2.1. Architecture of ANN and evaluation. A number of
architectures and parameters have been tried to search the
best architecture and parameters for prediction. It has been
observed that an ANN with seven input units and a single
hidden layer with 10 units performs best, so in this study we
have used this architecture. All the networks have been
trained and tested using a ¢ve-fold cross-validation procedure.
The prediction performance measures have been averaged
over ¢ve sets and are expressed as meanUS.D.
3.2.2. Single sequence. The ANN has been trained and
tested on protein segments where amino acids in binary
form (0 and 1) have been used as input, the performance of
ANN is shown in Table 1. It has been found that Ar-NH
interaction is predicted from sequence alone with an average
accuracy of 58.3% and a MCC of 0.12. The averaged sensi-
tivity and speci¢city of the network are 62.1% and 57.9%
Fig. 4. Propensity values of 20 amino acids to occur in (a) Ar(i)-NH(i+1) interactions, (b) Ar(i)-NH(i+2) interactions, and (c) Ar(i)-NH(i+3) in-
teractions.
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respectively. The probabilities of correct prediction of positive
examples (fragments having Ar-NH interactions) and negative
examples (fragments having no Ar-NH interactions) are
13.0% and 93.8% respectively which indicates that the percent-
age of correctly predicted positive examples is comparatively
low. Further, we have examined whether the result is better
than random or not. It has been found that performance is
7.4% better than random prediction.
3.2.3. Single sequence and secondary structure information.
In order to improve the performance of the method, we
have incorporated secondary structure information. Here,
two networks have been used. The ¢rst network classi¢es
Ar-NH interacting and non-interacting fragments based on
a single sequence. The second network utilizes the output
obtained from the ¢rst network and secondary structure in-
formation. Both the observed (DSSP) and predicted
(PSIPRED) secondary structure information has been used
(Table 1). There is a gain of 2% in prediction accuracy using
PSIPRED information. MCC is raised from 0.12 to 0.15 using
predicted secondary structure information and to 0.19 using
observed secondary structure information. An improvement
of 4% in sensitivity and 2% in speci¢city has also been
achieved. The probabilities of correct prediction of positives
and negatives have also been increased by 1%. The perfor-
mance with DSSP is higher than with PSIPRED, which is
due to the accuracy of secondary structure prediction. To
know whether the improvement due to incorporation of sec-
ondary structure information is real or the result of chance
variation, statistical signi¢cance has been calculated. Accord-
ing to the statistical signi¢cance measure (described in Section
2), the improvement with secondary structure over sequence is
found to be statistically signi¢cant at the 95% con¢dence level.
Although our dataset is non-homologous, it contains some
of the protein chains used to train PSIPRED. As a conse-
quence, we have cross-validated the results by removing those
proteins from our dataset that were used to develop
PSIPRED. The values are given in parentheses in Table 1.
It is clear that the di¡erence in prediction results is very small
or almost negligible, thus the results are not biased by
PSIPRED.
3.2.4. Evolutionary information in the form of multiple
sequence alignment. We have employed evolutionary infor-
mation (in the form of multiple sequence alignment) for pre-
diction. In this case, the input to ANN is a multiple sequence
alignment instead of a single sequence. For this purpose, mul-
tiple alignment in the form of position-speci¢c scoring matri-
ces (generated using PSI-BLAST) have been used. As shown
in Table 2, the performance of the method is improved sig-
Table 1
Performance of a network trained on a single sequence with and without secondary structure
Network with single sequence Network with single sequence and secondary structure
DSSP PSIPRED
Accuracy 58.3U 0.8 61.8U 1.0 60.1U 1.0
(59.8 U 1.0)
Sensitivity 62.1U 1.1 69.1U 2.0 66.5U 1.6
(66.0 U 1.5)
Speci¢city 57.9U 2.0 63.1U 1.0 59.4U 2.2
(58.8 U 2.0)
Probability of correct prediction of positives 13.0U 0.5 15.9U 0.8 14.2U 0.3
(14.0 U 0.5)
Probability of correct prediction of negatives 93.8U 1.0 97.0U 0.4 94.6U 0.5
(94.0 U 0.2)
MCC 0.12U 0.01 0.19U 0.01 0.15U 0.01
(0.15U0.01)
Better-than-random (S) 7.4 U 0.05 12.3U 0.05 9.8 U 0.05
(9.8 U 0.05)
Table 2
Performance of network trained on multiple alignment with and without secondary structure
Network with multiple
alignment
Network with multiple alignment and secondary
structure
DSSP PSIPRED
Accuracy 64.1U 0.8 70.9U 1.0 70.1U 1.0
(69.4U 1.1)
Sensitivity 64.5U 1.1 69.0U 2.0 68.0U 1.6
(68.1U 1.5)
Speci¢city 64.5U 2.0 73.2U 1.0 71.0U 2.2
(71.0U 2.0)
Probability of correct prediction of positives 15.1U 0.5 19.5U 0.8 17.6U 0.3
(17.3U 0.4)
Probability of correct prediction of negatives 94.3U 1.0 95.6U 0.4 94.7U 0.5
(94.3U 0.5)
MCC 0.15U 0.01 0.22U 0.01 0.20U 0.01
(0.20U 0.01)
Better-than-random (S) 10.9U 0.05 17.2U 0.05 15.2U 0.05
(15.0U 0.05)
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ni¢cantly when multiple alignment is used. The prediction
accuracy increases from 58.3% to 64.1% and MCC from
0.12 to 0.15. All other measures also increase. With this ap-
proach, the overall performance is improved as compared to
that of a random prediction by 10.9%, which is better than
that obtained with sequence only. Furthermore, the results are
signi¢cant at the 95% con¢dence level, which indicates that
the di¡erence in performance so obtained using multiple se-
quence alignment is true and not spurious.
3.2.5. Multiple alignment and secondary structure
information. In order to study the combined e¡ect of multi-
ple alignment and secondary structure information on predic-
tion, we have used multiple alignment and secondary structure
information from DSSP and PSIPRED as input to the ANN.
The prediction results are shown in Table 2. This combination
achieved prediction accuracy of 70.9%, 70.1% and MCC 0.22,
0.20 with DSSP and PSIPRED secondary structure respec-
tively. The ¢nal sensitivity and speci¢city values are 68%
and 71% with PSIPRED, which are respectively 2% and
13% higher than the performance obtained with sequence
alone. These values indicate that use of secondary structure
along with multiple alignment considerably increases the num-
ber of true positives and true negatives and decreases over-
and under-predictions. Such improvements are also found to
be statistically signi¢cant at the 0.95 con¢dence level. The
network has a performance 15.2% higher than random pre-
diction and is the best achieved so far in comparison to the
other three above-mentioned approaches.
To check whether the better prediction performance with
secondary structure information is due to PSIPRED or not,
the results have been cross-validated by removing those pro-
teins from the dataset that were used to develop PSIPRED.
The results given in parentheses in Table 2 show negligible
di¡erences in performance measures.
3.2.6. ROC results. The results shown in Tables 1 and 2
depend on the threshold/cut-o¡ value chosen according to the
output of the network, so the results described so far are
threshold-dependent. It means that one can achieve better
performance for a particular method by varying the threshold.
For instance, one can have a higher probability of correct
prediction at the cost of low MCC. Thus, a better comparison
between methods can be made using the single threshold-in-
dependent measure ROC. For all the methods, the ROC curve
has been plotted between 13speci¢city and sensitivity values.
Fig. 5 shows the ROC curves of four di¡erent networks that
have been used for prediction. By calculating the areas under
Fig. 5. ROC curves for four di¡erent network systems.
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the curves, the performance of di¡erent networks has been
compared. The corresponding areas under the curves are:
single sequence, 0.59; multiple alignment, 0.65; single se-
quence with secondary structure, 0.68; and multiple alignment
with secondary structure, 0.74. Therefore, the ¢nal, fourth
network system consisting of a ¢rst network trained on PSI-
BLAST PSSM and a second network trained with secondary
structure tends to show better prediction performance. The
ROC results are in agreement with threshold-dependent re-
sults.
3.3. Prediction of position of donor residues
In the ¢rst stage (described above), we have predicted
whether a given fragment has Ar-NH interaction or not. Fur-
ther, within the positively predicted fragment, the actual loca-
tion/position of the donor residue has been predicted using a
separate network trained with single sequences. A window size
of seven residues has been used. The performance of the meth-
od obtained after ¢ve-fold cross-validation is shown in Table
3. We found that the network reached overall accuracies of
59.2%, 74.3% and 86.0% for Ar(i)-NH(i), Ar(i)-NH(i+1) and
Ar(i)-NH(i+2) interactions respectively. The corresponding
MCC values are 0.23, 0.18 and 0.13. Among all the interac-
tion types, a higher percentage of Ar(i)-NH(i) is predicted
correctly with sensitivity 84.3% and probability of correct pre-
diction 54% followed by Ar(i)-NH(i+1) interactions with sen-
sitivity 22.1%. The large di¡erence in sensitivity values can be
attributed to the fact that Ar(i)-NH(i) interactions are present
in a large fraction, comprising more than 50% of the total
interactions found. Thus, its performance is better than other
interaction types. Overall the results are better than random
prediction, by 20%, 11%, and 17% for interactions Ar(i)-
NH(i), Ar(i)-NH(i+1) and Ar(i)-NH(i+2) respectively. Sur-
prisingly, the network does not recognize even a single
Ar(i)-NH(i+3), Ar(i)-NH(i33), Ar(i)-NH(i32) or Ar(i)-
NH(i31) interaction. This is due to the fact that there are
very few occurrences of these interactions in the dataset
(6 5%) and also neural networks perform poorly when the
available data are sparse.
3.4. Ar_NHPred server
Based on the present study, a web server Ar_NHPred has
been developed that allows the user to predict the Ar-NH
interactions in a given amino acid sequence. The user can
enter a single-letter amino acid sequence and the output con-
sists of predicted donor and acceptor residues along with their
respective position numbers in the sequence. A sample of the
prediction output is shown in Fig. 6.
4. Discussion and conclusions
In the present study, we have made a systematic attempt
towards the prediction of Ar-NH(backbone) interactions in
proteins utilizing the successful approaches commonly used
in the ¢eld of protein structure prediction. It has been shown
in past that ANN is a powerful classi¢cation tool and can
predict protein secondary structures with high accuracy
[14,17^20,26]. Thus, we have used ANN for prediction. It is
also well known that evolutionary information in the form of
multiple alignments and pro¢les signi¢cantly improves the ac-
curacy [16]. This is because the secondary structure of a fam-
Table 3




Accuracy 59.2 74.3 86.0
Sensitivity 84.3 22.1 17.4
MCC 0.23 0.13 0.18
Better-than-random (S) 19.6 11.4 17.3
Fig. 6. A sample of the prediction output of the Ar_NHPred server. The output consists of input sequence (sequence submitted by the user)
where the donor and acceptor residues involved in Ar-NH interaction are marked in blue and red. The residue predicted both donor and ac-
ceptor or in which the NH moiety interacts with the aromatic ring of the same residue is marked in green. Below the input sequence, the re-
sults are presented in tabular format consisting of type of Ar-NH interaction, donor and acceptor residues and their respective positions.
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ily is more conserved than the primary amino acid sequence.
Thus, in this work, multiple alignments have been used as
input for ANN instead of single sequence for classi¢cation.
First, the method predicts whether a given protein fragment
will have Ar-NH interaction or not. For this, two di¡erent
inputs coding to the network have been used. One is based on
single sequence with amino acids as binary bits and the other
is multiple sequence alignment in the form of PSI-BLAST-
generated position-speci¢c scoring matrices. In both cases, a
second ‘structure-to-structure’ network has further been
trained on secondary structure information from PSIPRED.
It has been found that the performance of the network with
multiple sequence alignment is superior to that of sequence
alone. With multiple sequence alignment, the method has a
prediction accuracy of 64.1% and MCC is 0.15, which is 11%
higher than the random prediction. The sensitivity and spec-
i¢city are 64.5%. Even with multiple sequence alignment, the
probability of correct prediction of Ar-NH interactions is very
low, just 15%. This is due to the fact that in the dataset the
number of examples having Ar-NH interactions is far lower
than the number of negative examples, which in turn results in
a large number of false positive predictions and thus a lower
probability of correct prediction. Using secondary structure
along with multiple sequence alignment improves the overall
performance with a ¢nal accuracy of 70.1% and MCC is 0.20.
There is 2% gain in probability of correct prediction of pos-
itive examples, which is found to be statistically signi¢cant.
This network predicts whether the query sequence has Ar-NH
interaction or not and does not provide the actual position of
the residue whose NH group is involved in the interaction.
Thus, the donor residues within the positively predicted frag-
ments have been predicted using a separate network trained
with single sequences as input. The results clearly shows the
ability of the method to predict Ar(i)-NH(i, i+1 and i+2)
interactions (MCC greater than 0.1) and Ar(i)-NH(i31, i32,
i33) interactions (MCC6 0.05). The same distinction applies
to how well the method performs compared to chance; the
normalized better-than-random performance exceeds 10% for
Ar(i)-NH(i, i+1 and i+2) interactions. These results are in line
with our expectations; the most numerous Ar(i)-NH(i) (more
than 50%) are predicted more accurately than the less numer-
ous ones. In the dataset, Ar(i)-NH(i31, i32, i33) interactions
are less than 5% whereas Ar(i)-NH(i), Ar(i)-NH(i+1) and
Ar(i)-NH(i+2) interactions comprise 63.1%, 25.2% and 8.8%
respectively.
This is the ¢rst method developed for prediction of Ar-NH
interactions in proteins, so we cannot compare it with any
other method. The overall performance of the method is
poor in comparison to secondary structure prediction or tight
turn prediction methods. This is expected because the Ar-NH
interaction is not so speci¢c and is very rare (V10%) in pro-
teins, thus one can expect poor performance due to large
unbalancing between positive and negative examples. Sec-
ondly, these interactions are not a consistent feature of pro-
teins unlike helices and L-sheets. Moreover, the number of
helical and sheet residues is far greater than the number of
residues involved in Ar-NH interactions. However, a compar-
ison can be made with prediction of tight turns such as L-, Q-
and K-turns, which occur in small fractions in proteins. L-
turns constitute 25% of the protein residues and a similar
approach of multiple alignment and secondary structure
gave an MCC of 0.43 for a L-turn study [18]. No doubt, the
dataset used in the present study is de¢nitely more unbalanced
(1:10) than the L-turn study (1:4), so the performance of the
present method is not as good as L-turns. However, if we
consider L-turn types such as prediction of type I L-turns,
MCC is 0.22 and the S score is 18% [17]. For type VIII L-
turns, MCC and the S score are just 0.06 and 4.5%, which
clearly indicates that due to its rare occurrence type VIII L-
turn is predicted poorly in comparison to type II L-turns [17].
Even in the present study, the MCC and the S score obtained
with multiple sequence alignment and secondary structure are
only 0.20 and 15% respectively. Ar(i)-NH(i) interactions are
predicted with an MCC of 0.23, 20% higher than a chance
prediction. For Q- and K-turns, the approach of multiple align-
ment and neural network gives MCCs of 0.17 [19] and 0.16
[20] respectively. Moreover, the probabilities of correct pre-
diction of Q- and K-turns are only 6.3% and 9.4%. These
values are also not so impressive, and such poor performance
is due to the fact that neural networks perform poorly when
the data are highly unbalanced (as in the case of Q- and K-
turns) and are sparse. So, in the present case also, the perfor-
mance is not up to the mark, which is due to the unbalanced
dataset (resulting in a large number of false positive predic-
tions) and such an interaction is not a constant feature of
proteins. It is possible to increase the prediction accuracy us-
ing a balanced dataset (equal number of positive and negative
examples) but this network would fail in real life where the
number of interacting residues is low in proteins. The present
work can be extended towards the analysis of correlation
between the number of Ar-NH interactions and solvent acces-
sibility and its further integration along with other biological
features associated with such interactions into the prediction
method. It is possible to achieve high e⁄ciency if more infor-
mation is given in the input to the network system.
In conclusion, Ar_NHPred is the ¢rst approach for predic-
tion of Ar-NH interactions from sequence. The method could
be particularly useful in protein structure prediction, for in-
stance the architecture of a neural network for secondary
structure prediction that utilizes multiple sequence alignments
can be extended to include the information of these interac-
tions as additional input. In addition, Ar-NH interactions are
responsible for shaping local structures, thus provided the
interactions between residues are known for a protein se-
quence, the major features of its three-dimensional structures
can be deduced by combining this knowledge with correctly
predicted motifs of secondary structure. It would lead to a
better understanding of the mechanism of protein folding as
these interactions assist in folding by stabilizing intermediate
structures along the folding pathway [9,10]. Since it is known
that L-sheets have a higher content of Ar-NH(i31, i+1) inter-
actions in comparison to K-helices [13], the prediction results
can be used to relate a protein to its structural class. One can
also take into account Ar-NH interactions in proteins espe-
cially in the modeling of L-sheet regions. The prediction of
Ar-NH interactions in a protein sequence can be related to the
up¢eld and down¢eld NH shifts in its nuclear magnetic reso-
nance data.
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