Abstract-A rigorous empirical comparison of two stochastic solvers is important when one of the solvers is a prototype of a new algorithm such as multi-walk (MWA). When searching for global minima in Rp, the key data structures of MWA include: p rulers with each ruler assigned m marks and a set of p neighborhood matrices of size up to m * ( m -2), where each entry represents absolute values of pairwise differences between m marks. Before taking the next step, a controller links the tableau of neighborhood matrices and computes new and improved positions for each of the m marks. The number of columns in each neighborhood matrix is denoted as the neighborhood radius r-n < = m -2. Any variant of the I)EA (differential evolution algorithm) has an effective population neighborhood of radius not larger than 1. Uncensored first-passage-time performance experiments that vary the neighborhood radius of a MW-solver can thus be readily compared to existing variants of I)K-solvers. This paper considers seven test cases of increasing complexity and demonstrates, under uncensored first-passage-time performance experiments: (1) significant variability in convergence rate for seven DE-based solver configurations, and (2) consistent, monotonic, and significantly faster rate of convergence for the MW-solver prototype as we increase the neighborhood radius from 4 to its maximum value. In the context o f two stochastic solvers, the variable we monitor for reaching a specified value is the target value o f the objective function. Typically, the target value is also the best-known-value (bkv) since the optimum value may not been proven. If the target value is not an integer, its value is specified by the total number o f digits it contains before and after the decimal point. We define the first-passage-time (fpt) stopping criterion for any solver as the stopping time of the solver when it returns the target value fo r the first time. We say that a solver run is censored if it stops due to a timeout limit before reaching the target value. Tn this paper, we compare the performance o f two stochastic solvers by repeating the experiment with at least 100 random seeds and evaluate the answer to this question: "what is the uncensored mean time fo r each solver to reach the same target value?'' We say that the comparison is reliable if at least one o f the solvers has 0 censored runs.
In the context o f two stochastic solvers, the variable we monitor for reaching a specified value is the target value o f the objective function. Typically, the target value is also the best-known-value (bkv) since the optimum value may not been proven. If the target value is not an integer, its value is specified by the total number o f digits it contains before and after the decimal point. We define the first-passage-time (fpt) stopping criterion for any solver as the stopping time of the solver when it returns the target value fo r the first time. We say that a solver run is censored if it stops due to a timeout limit before reaching the target value. Tn this paper, we compare the performance o f two stochastic solvers by repeating the experiment with at least 100 random seeds and evaluate the answer to this question: "what is the uncensored mean time fo r each solver to reach the same target value?'' We say that the comparison is reliable if at least one o f the solvers has 0 censored runs.
In contrast, typical computational experiments to rank the performance stochastic optimization solvers are based on a much simpler approach: take S solvers, P problem instances, N random seeds, run each solver under the stopping criterion of a fixed runtime limit. Then, for each solver, tabulate distances from best-known-values and related statistics. In [2] , most insights are revealed in -3800)/4800 = 21% to (4800 -1200)/4800 = 7 5%. If the error tolerance that defines a 'success' is reduced from 0.005 to 0.0005, the percentage o f censored results in Figure 2 is most likely to increase rapidly towards 100%.
In this paper, the concept o f first-passage-time and runtime limit is measured in units that are platform-independent: on a granular scale we count the number o f objective function evaluations (probes). On a higher level, we report the rate of solver convergence towards the target value by counting the number of iterations or steps. We replace the value o f runtime limit with the value of iterations/steps limit.
In a seminal paper Кас explains the Ehrenfest model o f diffusion with an s * s state-transition probability matrix and makes a connection to random walks on graphs [4] . As part o f an ongoing research to be reported elsewhere, we have transformed this matrix to an objective function e h r e n f e s t (x ) defined on the set of integers in the range [ We briefly explain the solvers and the most important names and values of variables in this table. The first six solvers, DEoFl to DE0 F 6 represent six configurations of the same solver DEoptim, readily accessible as an R-package [5] . A very useful property of DEoptim is that it accepts a user-defined entry for valueTarget, which then allows for implementation of the ftrst-passage-time stopping criterion. Importantly, we must pass the variable targetDigits to the objective function so that the value returned by the objective function is 'quantized' with the R-command 'signif'. (default is at l% or less) , and the tableauLmt (default is the number of marks in each ruler) to control restarts, will be discussed elsewhere.
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IV. Co mpa r a t iv e Pe r f o r ma n c e Ex pe r ime n t s For a summary of first-passage-time experiments with eight solvers and two groups of three hard-to-solve functions, see Figure 5 . The number of rulers associated with each function increases from l to 3. Function w i l d l is from [5] , functions t r e f e t h e n 2 , t r e f e t h e n 3 are from [7] . V. Su mma r y a n d Fu t u r e Wo r k
We expect to observe consistent and improved rate of convergence with MW-solvers also for other hard test instances in continuous domain. As we increase the neighborhood radius, the increasing cost of computing the neighborhood matrix can be balanced with a parallel implementation. An adaptation of multi-walk concepts to hard problems in discrete domains will likely accelerate the convergence rate in comparison with the current state-of-the-art stochastic solvers such as reported in [9] , [10] , and [11] .
