Abstract-An effective lane detection algorithm is a basic, yet fundamental component of both autonomous navigation and advanced road safety systems; this paper presents an approach that produces reliable results exploiting a robust polyline matching technique. The proposed solution has been designed from the ground up so that only very limited hardware resources are required: just one camera is used, and the processing is fast enough to be compatible with mainstream DSP units.
I. INTRODUCTION
Basic environment perception tasks, such as the detection of painted road markings, are an essential component of both intelligent vehicles and advanced road safety systems, being the primary source of information on a rapidly-changing the environment. Besides the inherent difficulties of identifying the lane boundaries, whose appearance greatly varies depending on illumination, weather and road conditions, some applications pose additional constraints on the number and type of sensors and processing resources dedicated to the detection task. For example, the 2007 DARPA Urban Challenge demonstrated the feasibility of autonomous urban navigation, but the lane-detection task was often accomplished by exploiting the presence of expensive LIDAR sensors and highend IMUs [1] , [2] , while typical Lane Departure Warning systems available on the automotive market today [3] , [4] are based on monocular vision setups, possibly combined with in-vehicle odometry; on the other hand, these systems can be reliably used only in much more controlled situations, like highway traffic. Developing driving assistance systems being at the same time robust, low-cost and easy to integrate represents a challenge, nonetheless road safety laws are going to push these technologies onto the market: the European Parliament recently adopted a regulation [5] making Lane Departure Warning systems mandatory on heavy-goods vehicles within just a few years, and the NHTSA will likely follow.
The algorithm presented in this paper has been designed to meet all these requirements, with the aim of handling complex urban scenarios even when running on low-end hardware. Moreover, additional information (like odometry, inertial measurements and the presence of obstacles) can be exploited when available for increased robustness and precision.
II. ALGORITHM
The overall system architecture is presented in Fig. 1 : first an Inverse Perspective Mapping (IPM) transformation [6] , [7] is applied to the frame grabbed by the camera, then a low-level filtering is performed to highlight the Dark-LightDark [8] (DLD) patterns of the image; the resulting points are grouped together, and clusters are finally approximated by continuous piecewise-linear functions. Once the low-level processing is over, the resulting segment lists are compared to existing lane markings in a tracking stage (Fig. 1 ), which produces a set of candidate lane markings; moreover, nontracked segments are also analyzed to extract additional candidates. An expansion step is then performed, in order to join in any pertinent non-connected component still present. Finally each candidate is assigned a score which is tested against an acceptance threshold to produce the end result. The lane markings detection is carried out for solid and dashed markings, using slightly different algorithms, and the whole procedure is performed two times, one for single and one for double lines.
A. Low level processing
The low-level processing stage derives from the one used during the 2007 DARPA Urban Challenge, described in [9] . First DLD and DLDLD transitions (with the former corresponding to single lane marking, and the latter to double ones) are extracted from the IPM and stored in separate buffers; this operation is fast since the filtering kernel is of constant size (5 and 11 pixels respectively). As an example, values of DLD(x, y) are computed as
After the pattern extraction a binarization step is performed ( Fig. 2-c,d ): this process employs a variable threshold proportional to the average luminance of the region, over a window of size 32 × 1 pixels (Fig. 2-e,f) ; this helps to reduce the effects of shadows cast by vehicles and roadside elements, like buildings, trees and guard-rails. The resulting pixels are then grouped together by a clustering algorithm which uses the expansion strategy illustrated in Fig. 3 , with the processing taking place starting from the bottom of the image; results are presented if Fig. 2 -g,h. The various groups of points are then approximated using piecewise-linear functions, so that each node on the polyline corresponds to an element of the cluster, and the maximum distance between any pixel within the label and the closest segment is below a given threshold, as can be seen in Fig. 2 i,j. While different solutions to this problem exist (like the one described in [10] ), the one adopted in this paper has proven to be good enough to deal with the data produced by the preprocessing stage.
B. Lane Marking Extraction
Once the set of polylines has been extracted from the image the actual lane markings extraction can take place. This process consists of three fundamental stages:
• tracking of markings detected in previous frames • generation of new candidates • expansion of the whole set of candidates (new and tracked) that are carried out in that order both for solid and dashed markings, and are detailed in the following. 1) Tracking: Candidate polylines are matched against existing lane markings, and only those resulting close enough can be considered a valid correspondence. The fundamental issue to solve when performing this task is to define a distance function: a number of well-known approaches to this problem exist, like the Hausdorff [11] , Frechét [12] and minimum Euclidean distances [13] , but while they exhibit some interesting mathematical properties, sometimes they can produce counter-intuitive results; instead, area-based algorithms [14] seem to be more appropriate in this kind of applications: building on this idea, the criterion illustrated in the following has been devised.
Before describing the actual algorithm, the preliminary definitions of point-segment distance, point-polyline distance and polyline-polyline overlapping area must be introduced.
Let A be a point in the plane, P a P b a segment, r its support line, and A ⊥ r the perpendicular projection of A on said line; then the distance between A and P a P b can be defined as
and A ⊥ P a P b as the point on P a P b originating that value.
Exploiting Eq. 2, and given a point A and polyline p = {P 0 . . . P n }, it is now possible to define the distance between them d(A, p) as the length of the segment connecting A to the closest point on p (referred to as A ⊥ p in the following).
it is straightforward to prove that A ⊥ p ∈ ]P k−1 , P k+1 [, with its actual value being 1
Given two polylines a and b the overlapping area area(a, b) between them (marked in light blue in Fig. 4) is the area of the polygon constructed by adding the segments V 0 V 3 and V 1 V 2 as extra boundaries; these segments are defined as
The minimum distance between the two polylines a and b can be computed as:
Having introduced the above definitions, the distance between two polylines a and b becomes
where
denotes the length of the polyline portion delimited by the points V m and V n . When performing tracking, each solid lane marking ts i ∈ {ts 0 . . .ts k } identified at time T − 1 is used to compute the score matching it against the candidates {cs 0 . . . cs h−1 } generated by the low-level processing stage at time T ; the candidate obtaining the lowest value is selected, and used in the following expansion stage. Dashed lane marking tracking uses a different comparison criterion, since the length of candidate dashes {cd 0 . . . cd k−1 } is usually too small to be reliable:
. . k − 1} (10) with x j being the x component of the first vertex of cd j . This heuristic allows to obtain as a winning candidate a dash that is near to the lane marking to track while also being as close as possible to the camera, that is, in the IPM region that is more likely to produce accurate results.
After the first dash has been determined, it is used as a starting point to join in any other dash close to the originating lane marking (that is, td i ), iteratively building a new polyline cp. The criterion adopted to perform this task aims at isolating candidates being close both to cp and to td i , sorting dashes according to the following comparison rule:
Each time a dash is added to cp the remaining ones are sorted again using Eq. 11, until no close dashes are left. To further improve the robustness of this step, dashes are joined only if they satisfy the constraints illustrated in Fig. 5 , and further explained in II-B.2.
2) Expansion and validation:
Tracked and non-tracked polylines are iteratively analyzed to determine whether any other compatible candidate exists; if it is found, its points are merged in, and the search continues using the resulting polyline as the new reference. For both solid and dashed lane markings, a common condition for inclusion is that the first vertex of the candidate polyline must be close to the last vertex of the reference one, as it is illustrated in Fig. 5 ; moreover, the orientation of the end segments must be similar (that is, the angle ϕ in Fig. 5 must be small) , and the connection angle (θ in Fig. 5 ) must also be small. Dashed markings bear the additional constraint that dash lengths and pauses between dashes must be similar.
When the search is over, a score is assigned to the resulting polyline p, to determine whether it should be accepted as a valid lane marking or not. The value is computed as
and if p has been successfully tracked, the old score is added to the current. Using this approach means that lines starting far away from the vehicle are considered valid only if they are consistently detected over a high number of frames, while close, long lines are more easily accepted. Tracked lane markings are not discarded immediately in case of a missed detection; instead, they are kept as "ghosts" for up to 5 frames. 2 
III. RESULTS
The algorithm proposed in this paper has been tested on image streams captured in both highway and urban scenarios, in a variety of conditions. Fig. 6 contains some samples from different image sequences, along with lane detections results.
In ideal working conditions outputs are correct ( Fig. 6-a) , even in case of heavy traffic (Fig. 6-b) , and tracking is very stable, with lines being continuously identified for up 2 the value has been determined empirically to 600 frames. Since no predefined model of the road is enforced atypical geometries can be handled as well, like in Fig. 6 -c, where lane markings leading to an intersection at the end of a downhill road are detected correctly. The adopted score criterion shows its effectiveness in Fig. 6 -d: no false detection is introduced, despite the number of objects present in the scene, including a vehicle right in front of the camera, the striped barriers on the left and the guardrail on the right. Fig. 6-e and Fig. 6-f contain the results obtained in two challengig situations, namely on a motorway with a lot of shadows, and under heavy rain at night: in both cases the algorithm correctly detects the road markings; the same happens for the scenarios depicted in Fig. 6-g,h,i . In Fig. 6 -j,k,l are presented some situations which are not handled correctly: a guard-rail is incorrectly labeled as a lane boundary, a dash is identified on the side of a car and finally a strong shadow prevents the detection of a line marking.
Benchmarks have been carried out first on a system equipped with 4 GB DDR2-800 RAM and an Intel R Core TM 2 Quad Q6600 CPU running at 2.40 GHz, and featuring 2x32 KB L1 cache, 2x4 MB L2 cache and a 1066 MHz FSB. The compiler used is GCC version 4.4.1, with optimization flags -O3 -fforce-addr -march=native -ftracer -floop-interchange -floop-strip-mine -floop-block -ftree-loop-distribution. Resulting processing times range from 5 to 11 ms, with an average of 6 ms.
The same code has been run on an embedded system featuring a Texas Instruments TMS320DM642-600 600 MHz DSP with 16 KB L1 cache and up to 64 MB SDRAM, capable of 4800 MIPS. The compiler bundled with Code Composer Studio 3.3 has been used, with optimization flags -O1 3 . Processing times on this platform range from 45 to 70 ms, with an average of 60 ms.
IV. CONCLUSIONS AND FUTURE WORK
This paper has presented a robust lane detection algorithm capable of running at soft real-time rates on mainstream hardware. Detection performed using a single camera, exploiting an IPM transformation: this approach allows different setups, targeting different application fields; the camera can thus be placed behind a car rearview mirror, as it is commonly done, or on top of a truck cabin using lenses with much shorter focal length, as shown in Fig. 7 . Lane boundaries can be successfully recognized up to 60 m even in presence of miscalibrations caused by vehicle pitching, as it has been shown in Sec. III; these results have been achieved thanks to the polyline matching and tracking criterion illustrated in Sec. II-B.
Tests have also allowed to identify some critical scenarios: obstacles and roadside structures can be sometimes incorrectly classified as line markings, and strong shadows reduce the detection rate. However, in some applications more sensors are available that can be exploited to carry 3 higher optimization levels would produce incorrect code Image h has a resolution of 640 × 480 pixels and has been captured using a 6 mm lens; image j has a resolution of 752 × 480 pixels and has been captured using a 4 mm lens; all others have a resolution of 752 × 480 pixels and have been captured using a 6 mm lens. Fig. 7 . Algorithm output using a 640 × 480 pixels camera with a 4 mm lens mounted on top of a truck cabin. Perspective and distortion are both removed using a single LUT [15] , yielding to a bird's-eye view of the scene.
out additional preprocessing steps, in order to improve the precision and the detection performance:
• vehicle pitch can be corrected at runtime by means of an IMU, or using a pitch detector algorithm, such as the one presented in [16] ; • the image areas corresponding to obstacles can be masked, thus reducing the chance of incurring in false detections. The obstacle detection step can exploit various techniques, such as stereovision or LIDAR-based solutions, as in [17] and [1] . Detection of colored lane markings has not been finalized yet, but the algorithm can be used as-is to handle it through two mechanisms, targeted at different scenarios:
• input images can be analyzed to extract the desired colour component (e.g. yellow or blue). This can achieved by converting the image to an appropriate color space (such as HSV), and then isolating the desired component, or performing an approximate color selection (as it is done in [9] ). The resulting images (one for each color to handle) can then be separately processed, combining resulting lane markings in a single map, along with information about their color. In case of multiple detections duplicate markings have to be suppressed: for example a yellow line can be often clearly seen both in the yellow and luminance images, but only the former has to be kept.
• Alternatively, the original frame can be preprocessed in order to enhance the target color: in the resulting grayscale image higher values will correspond not only to white areas, but also to regions of the color of interest. The usual algorithm can then be applied, thus detecting white and non-white lane markings at the same time. The first strategy clearly provides more information, that is useful when color classification needs to be exploited to take navigation decisions (as, for example, yellow lane markings delimit opposing driving directions in some countries), but requires to run the same algorithm multiple times. The second approach can conversely be useful in embedded lane departure warning systems, where the focus is on establishing lane boundaries, and analyzing multiple images is not a viable option, given the limited processing resources available on these platforms.
