Abstract. This paper provides a detailed analysis that shows how to stabilize the generalized Schur algorithm, which is a fast procedure for the Cholesky factorization of positive-definite structured matrices R that satisfy displacement equations of the form R-FRF T GJGT, where J is a 2 x 2 signature matrix, F is a stable lower-triangular matrix, and G is a generator matrix. In particular, two new schemes for carrying out the required hyperbolic rotations are introduced and special care is taken to ensure that the entries of a Blaschke matrix are computed to high relative accuracy. Also, a condition on the smallest eigenvalue of the matrix, along with several computational enhancements, is introduced in order to avoid possible breakdowns of the algorithm by assuring the positive-definiteness of the successive Schur complements. We use a perturbation analysis to indicate the best accuracy that can be expected from any finite-precision algorithm that uses the generator matrix as the input data. We then show that the modified Schur algorithm proposed in this work essentially achieves this bound when coupled with a scheme to control the generator growth. The analysis further clarifies when pivoting strategies may be helpful and includes illustrative numerical examples. For all practical purposes, the major conclusion of the analysis is that the modified Schur algorithm is backward stable for a large class of structured matrices.
In recent work, Bojanczyk et al. [3] further extended and strengthened the conclusions of Sweet [22] by employing elementary downdating techniqles [1, 4, 5] that are also characteristic of array formulations of the Schur algorithm [13, 17] . They considered the larger class of quasi-Toeplitz matrices [13] , which includes the Toeplitz matrix as a special case, and provided an error analysis that establishes that the Schur algorithm for this class of matrices is asymptotically stable.
The interesting formulation of Bojanczyk et al. [3] motivated us to take a closer look at the numerical stability of a generalized Schur algorithm [13, 15, 18 ] that applies to a wider class of positive-definite structured matrices R that satisfy displacement equations of the form R-FRF T GJGT, where J is a signature matrix, F is a stable lower-triangular matrix, and G is a generator matrix. This class is briefly introduced in the next section, where the lower-triangular matrix F is shown to be pivotal in characterizing the structure of the matrix. For example, in the Toeplitz or quasiToeplitz case, the matrix F is equal to the shift matrix Z (i.e., a Jordan block with zero eigenvalue and ones on the first subdiagonal). Multiplying a column vector u by Z simply corresponds to shifting down the entries of u by one position. In general, however, the matrix F can be any lower-triangular matrix (for example, diagonal, bidiagonal, strictly lower triangular, etc.). This creates several complications that we address closely in order to guarantee a reliable algorithm.
For this purpose, we propose several modifications to the generalized Schur algorithm (Matlab codes for the new modified algorithm are provided at the end of this paper). In particular, two new schemes for carrying out the required hyperbolic rotations are introduced and special care is taken to ensure that the entries of the Blaschke matrix are computed to high relative accuracy. Also, a condition on the smallest eigenvalue of the matrix, along with several computational enhancements, is introduced in order to avoid possible breakdowns of the algorithm by assuring the positive-definiteness of the successive Schur complements.
We further use a perturbation analysis to indicate the best accuracy that can be expected from any finite-precision algorithm (slow or fast) that uses the generator matrix as the input data. We then show that the modified Schur algorithm proposed in this work essentially achieves this bound when coupled with a scheme to control the generator growth.
Another interesting idea that was recently suggested by Heinig [10] is the introduction of pivoting into algorithms for structured matrices when F is diagonal. In this paper, we In our opinion, for positive-definite structured matrices, with diagonal or strictly lower-triangular F, the stabilization of the generalized Schur algorithm is critically dependent on the following: proper implementations of the hyperbolic rotations, proper evaluation of the Blaschke matrix-vector product, enforcement of positive-definiteness to avoid early breakdowns, control of the generator growth.
1.1. Notation. In the discussion that follows we use 1[. to denote the 2-norm of its argument. We further assume, without loss of generality, that F is represented exactly in the computer. Also, the notation denotes computed quantities, while the : notation denotes intermediate exact quantities. We further let e denote the machine precision and n the matrix size. We also use subscripted 5's to denote quantities bounded by machine precision in magnitude, and subscripted c's to denote low-order polynomials in n.
We assume that in our floating point This uniqueness condition will be assumed throughout the paper, although it can be relaxed in some instances [13] . The pair (G, J) is said to be a generator pair for R since, along with F, it completely identifies R. Note, however, that while R has n 2 entries, the matrix G has nr entries and r is usually much smaller than n. Therefore, algorithms that operate on the entries of G, with the purpose of obtaining a triangular factorization for R, will generally be an order of magnitude faster than algorithms that operate on the entries of R itself. The generalized Schur algorithm is one such fast O(rn2) procedure, which receives as input data the matrices (F, G, J) and provides as output data the Cholesky factor of R. A recent survey on various other forms of displacement structure and on the associated forms of Schur algorithms is [13] . (6) , the generator G is already in proper form.
The following algorithm is known as the generalized Schur algorithm" it operates on the entries of (F, G, J) and provides the Cholesky factor of R. (We remark that the algorithm can be extended to more general scenarios, e.g., an unstable F, nonsymmetric matrices R, etc.--see [13, 18, 15] (13) l V/1 -Ifil2(I-fiF)-ui.
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where, in view of (13),
Summing (17) over i, up to n-1, we obtain
which is equivalent to
Using ghe above expressions for i and ii in terms of li we obtain
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Expanding and simplifying the ih erm of ghe sum on the left-hand side we get (1
Therefore,
This shows that 'in__l lilT satisfies the displacement equation (10 For notational convenience, we rewrite equation (12) posed which is based on using the SVD of the hyperbolic rotation O (it is a modification of a scheme in [6] ). Its good numerical properties come from the fact that the hyperbolic rotation is applied as a sequence of orthogonal and diagonal matrices, which we shall refer to as the OD (orthogonal-diagonal) procedure. Its other advantage is that it is a general technique that can be applied in other situations, such as the Schur algorithms for nonsymmetric matrices. It can be implemented with the same operation count as the mixed-downdating algorithm of [3] .
Interestingly, though, Bojanczyk et al. [3] showed that for the special case F Z and displacement rank r 2, the direct implementation of the hyperbolic rotation still leads to an asymptotically backward stable algorithm. This conclusion, however, does not hold for higher displacement ranks.
Stewart and Van Dooren [21] showed that for F Z and r > 2, the direct implementation of the hyperbolic rotation can be unstable.
It is straightforward to verify that any hyperbolic rotation of form (22) Let fl f2 0.998842. Then in 6-digit arithmetic 1-flf2 2.31500 x 10-3, whereas the actual answer is 2.31465903600 x 10-3. Therefore, the relative error is approximately 1.5 x 10-4. Using the scheme given below, we find 1 flf2 
fl (@i)y (@)y(1 + 726i2).
We should remark that if the denominator entries (1 fifj) were instead computed directly, the error in computing (@) would also depend on the norm of (I-fF) -i, [7] .
A tighter bound can be obtained by using the fact that R is positive definite to get (recall (13) To begin with, carrying out the hyperbolic rotation as in (26) enforces the relation (S), in all cases, the condition I(Ihuili+l > Ivil+l is required to ensure that the reflection coefficient of the hyperbolic rotation O is less than 1.
We have found that if all these necessary conditions are enforced explicitly the algorithm is more reliable numerically. An example of this can be found in 10.3.
We now show how the OD and H methods can be modified to preserve the sign of the J-norm of each row of the prearray.
10.1. Enhancing the OD method. The OD method can be enhanced to preserve the sign of the J-norm of the row it is being applied to. For this purpose, assume that Then from (27) we see that if the jth row of the perturbed prearray has a positive J-norm then by adding a small perturbation to the jth row of the computed postarray we can guarantee a positive J-norm. If the jth row of the perturbed prearray does not have a positive J-norm, then in general there does not exist a small perturbation for the jth row of the postarray that will guarantee a positive J-norm. For such a row, the prearray must be perturbed to make its J-norm sufficiently positive and then the hyperbolic rotation must be reapplied by the OD method to that row. The new jth row of the postarray can now be made to have a positive J-norm by a small perturbation. The details are given in the algorithm below. For the case of a diagonal and stable F, all the rows of the prearray should have a positive J-norm.
The algorithm should enforce this property.
In the statement of the algorithm, x y stands for a particular row of the prearray i+1, ;I While the current analysis can also be extended to the bidiagonal F case, the error bound will further depend on the norm of the Blaschke matrices, which need not be smaller than one. Further improvements seem possible and will be discussed elsewhere.
We are currently pursuing the extension of our results to general nonsymmetric structured matrices. In these cases, the hyperbolic rotations are replaced by coupled rotations [16] Input data,: An n n stable and diagonal matrix F, a vector u, a vector v (such that Iv < lul), and an index i (1 _< i _< n). Input data: An n n strictly lower-triangular matrix F, a vector u, a vector v (such that Ivl <: lul), and an index (1 _< i _< n). 
