Abstract. Clustering is an underspecified task: there are no universal criteria for what makes a good clustering. This is especially true for relational data, where similarity can be based on the features of individuals, the relationships between them, or a mix of both. Existing methods for relational clustering have strong and often implicit biases in this respect. In this paper, we introduce a novel similarity measure for relational data. It is the first measure to incorporate a wide variety of types of similarity, including similarity of attributes, similarity of relational context, and proximity in a hypergraph. We experimentally evaluate how using this similarity affects the quality of clustering on very different types of datasets. The experiments demonstrate that (a) using this similarity in standard clustering methods consistently gives good results, whereas other measures work well only on datasets that match their bias; and (b) on most datasets, the novel similarity outperforms even the best among the existing ones.
Introduction
In relational learning, the data set contains instances with relationships between them. Standard learning methods typically assume data are i.i.d. (drawn independently from the same population) and ignore the information in these relationships. Relational learning methods do exploit that information, and this often results in better performance. Much research in relational learning focuses on supervised learning [4] or probabilistic graphical models [9] . Clustering, however, has received less attention in the relational context.
Clustering is an underspecified learning task: there is no universal criterion for what makes a good clustering, thus it is inherently subjective. This is known for i.i.d. data [6] , and even more true for relational data. Different methods for relational clustering have very different biases, which are often left implicit; for instance, some methods represent the relational information as a graph (which means they assume a single binary relation) and assume that similarity refers to proximity in the graph, whereas other methods take the relational database stance, assuming typed objects that may participate in multiple, possibly non-binary, relationships.
In this paper, we propose a very versatile framework for clustering relational data. It views a relational dataset as a hypergraph with typed vertices, typed hyperedges, and attributes associated to the vertices. This view is very similar to the viewpoint of relational databases or predicate logic. The task we consider, is: cluster the vertices of one particular type. What distinguishes our approach from other approaches is that the concept of similarity used here is 1 
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Leuven, Belgium, email: {sebastijan.dumancic, hendrik.blockeel}@cs.kuleuven.be very broad. It can take into account attribute similarity, similarity of the relations an object participates in (including roles and multiplicity), similarity of the neighbourhood (in terms of attributes, relationships, or vertex identity), and interconnectivity or graph proximity of the objects being compared. We experimentally show that this framework for clustering is highly expressive and that this expressiveness is relevant, in the sense that on a number of relational datasets, the clusters identified by this approach coincide better with predefined classes than those of existing approaches.
In Section 2 we introduce our approach. We start by discussing a representation we rely on, namely the hypergraph representation. We follow by defining a neighbourhood tree, a structure we use to compare vertices in a hypergraph. Finally, we define a similarity measure over neighbourhood trees and discuss the differences compared to the existing approaches. In Section 4 we explain our experimental setup and discuss the results. Finally, Section 5 concludes this paper.
2 Type-based clustering over neighbourhood trees
Hypergraph Representation
Relational learning encompasses multiple paradigms. Among the most common ones are the graph view, where the relationships among instances are represented by a graph, and the predicate logic or equivalently relational database view, which typically assumes the data to be stored in multiple relations, or in a knowledge base with multiple predicates. Though these are in principle equally expressive, in practice the bias of learning systems differs strongly depending on which view they take. For instance, shortest path distance as a similarity measure is much more common in the graph view than in the relational database view.
In this paper, we introduce a new view that combines elements of both. This view essentially starts out from the predicate logic view, but changes the representation from a purely logical one to a hypergraph representation. To illustrate it, consider the Mutagenesis dataset [25] . This dataset describes a number of chemical compounds; each compound is described by its molecular structure (a list of atoms and bonds between them) and some global properties of the molecule. A small fictive example of logical facts from the Mutagenesis dataset is listed in Figure 1 . Atoms and bonds themselves are described by a number of features such as the element (hydrogen, oxygen, . . . ), the type of bond (single, double, . . . ), etc. In the form of logical facts, atoms are represented as Atom(Atom1, Type1, Charge1, ElementC), where Atom1 identifies a specific atom and Type1, Charge1, ElementC represent its feature values. Similarly, the fact BondType1(Atom1, Atom5) identifies a Figure 1 . The vertices represent objects from one of two domains: compound or atom. The rectangles represent a set of attributes associated with the corresponding vertices, while interactions between objects are represented by edges.
In the purely logical representation, no distinction is made between the constants that identify a domain object (e.g. the constant Atom1, which is an identifier for a particular atom in a molecule), and constants that represent the value of a feature (e.g., for atom types, the value Type1 stands for a specific atom type). Identifiers have no inherent meaning, as opposed to feature values. In practice, learners typically use a language bias that implicitly distinguishes them by allowing the introduction of constants only in argument positions where a feature value is used, and using only variables in the positions of identifiers (see [25] ).
In this paper, we explicitly distinguish domain objects and feature values. Consider a knowledge base, with its Herbrand universe (the set of all constants) partitioned into domain constants and feature values. From this we can infer a typed, labelled hypergraph as follows. The set of vertices V equals the set of domain constants. We assume all constants are typed. Each vertex has a type t(v) that equals the type of the domain constant. For each fact p(d, v1, v2, ..., vn), with d being a domain constant of type p and vi feature values, there is a vertex d with type p and attribute vector (v1, . . . , vm). For each fact r(d1, d2, ..., dm), with di domain constants, there is a hyperedge (d1, d2, . . . , dm) with type r. Hyperedges are ordered sets, and do not have attributes 3 . Figure 2 illustrates how the logical facts from Figure 1 can be transformed into a hypergraph. Vertices represent entities in one of two domains: compound or atom. The domain of an object represented by the vertex denotes a type of the vertex (indicated by different shades of grey). Rectangles represent attributes associated with a certain vertex. The hypergraph structure essentially captures the relational information in the data, whereas non-relational information is stored as attribute values for the individual vertices in the hypergraph.
Formally, the data structure that we assume in this paper is a typed, labelled hypergraph H = (V, E, τ, λ) with V being a set of vertices, and E a set of hyperedges; each hyperedge is an ordered set of vertices. The type function τ assigns a type to each vertex and hyperedge. The set of all vertex types is denoted as TV , whereas TE denotes the set of all hyperedge types. A set of attributes A(t) is associated with each t ∈ TV . The labelling function λ assigns to each vertex a vector of values, one for each attribute of A(τ (v)). If a ∈ A(τ (v)), we denote a(v) the value of a in v.
The clustering task we consider is the following: given a vertex type t ∈ TV , partition the vertices of this type into clusters such that vertices in the same cluster tend to be similar, and vertices in different clusters dissimilar, for some subjective notion of similarity. In practice, it is of course not possible to use a subjective notion; one uses a well-defined similarity function, which hopefully in practice approximates well the subjective notion that the user has in mind. This scenario appears often in practice, but is mostly neglected by the existing methods. For example, in the Mutagenesis example, one is interested in finding clusters of compound vertices, and does not want other vertices to appear in clusters. The existing methods offer limited support for such a scenario.
Neighbourhood tree
Consider a vertex v. A neighbourhood tree aims to compactly represent the neighbourhood of the vertex v and all relationships it forms with other vertices, and it is defined as follows. For every hyperedge E in which v participates, add a directed edge from v to each vertex v ∈ E. Label each vertex with its attribute vector. Label the edge with the hyperedge type and the position of v in the hyperedge (recall that hyperedges are ordered sets). The vertices thus added are said to be at depth 1. If there are multiple hyperedges connecting vertices v and v , v is added each time it is encountered. Repeat this procedure for each v on depth 1. The vertices thus added are at depth 2. Continue this procedure up to some predefined depth d. The root element is never added to the subsequent levels. An example of a neighbourhood tree created for Compound1 from Figure 2 is shown in Figure  3 . The neighbourhood tree can be seen as summary of all paths in a hypergraph, originating at a certain vertex. This notion is similar to path-finding algorithms used to learn relational models [12, 21, 17, 13] . An important conceptual difference is that the mentioned approaches aim at identifying a small set of important paths, whereas our intention is to compactly represent the neighbourhood of a certain vertex by following all the paths in a hypergraph, not only the important ones. Additionally, a practical difference is the distinction between hyperedges and attributes -a neighbourhood tree is constructed by following only the hyperedges, while the mentioned work either treats attributes as unary hyperedges or requires a declarative bias from the user.
Similarity measure
This section introduces a similarity measure for vertices of the hypergraph (we use the standard term similarity measure, though it actually reflects a dissimilarity: lower values indicate higher similarity). We assume the attributes have discrete domains.
The introduced similarity measure compares two vertices by comparing their distributions over attribute values and edge types in their neighbourhoods. This offers two main benefits over existing approaches. Firstly, given that in general a vertex participates in a non-fixed number of relations, where neighbours are described by (often overlapping) sets of attributes and their relations to other vertices, distributions are necessary to reliably model the neighbourhood of a vertex. For example, in the Mutagenesis example it makes a big difference whether a compound consists of 1 positively and 1 negatively charged atom, or 5 positively and 1 negatively charged atom. However, such information is typically ignored by the existing approaches. Secondly, comparing distributions avoids issues arising when comparing the vertices with very different number of neighbours (for example, properly normalizing for such scenario).
The similarity measure we propose relies on the similarity measure between multisets. In principle, any measure over multisets of elements can be used, however, in our experiments, we chose to use the χ 2 -distance between multisets [30] , which is defined as:
where A and B are multisets and fS(x) is the relative frequency of element x in multiset S (e.g., for A = {a, b, b, c}, fA(a) = 0.25 and fA(b) = 0.5).
For any neighbourhood tree g, let B l (g) be the multiset of vertices at depth l in g, and B l,t (g) the multiset of vertices of type t at depth l in g. All the vertices in B l,t have the same attributes, and each vertex assigns one value to each attribute; thus, for each attribute a, a multiset of values B l,t,a (g) is obtained. Let B l,e (g) be the multiset of labels of edges originating at vertices at depth l. Let N be the set of all neighbourhood trees corresponding to the vertices of interest in a hypergraph.
Consider the neighbourhood tree in Figure 3 . According to the definitions above, the multisets contain the following elements:
The similarity of two vertices v and v is defined as the similarity of their neighbourhood tree g and g , equal to:
where i wi = 1 and
• attribute-wise dissimilarity
measures the dissimilarity of the root elements v and v according to their attribute-value pairs, where I is the indicator function, • neighbourhood attribute dissimilarity
measures the dissimilarity of attribute-value pairs associated with the neighbouring vertices of the root elements, per level and vertex type,
measures the dissimilarity of two root elements according to the vertex identities in their neighbourhoods, per level and vertex type, • connection dissimilarity
reflects how many different edges exists between the two root elements, and • edge distribution dissimilarity:
measure the dissimilarity over edge type present in the neighbourhood trees, per level.
Each component is normalized to the scale of 0-1 by the highest value obtained amongst all pair of vertices, ensuring that the influence of each factor is proportional to its weight. The weights w1−5 in Equation 2 allow one to formulate a bias through the similarity measure. For the remainder of the text, we will term our approach as RCNT (Relational Clustering using Neighbourhood Trees).
This formulation is somewhat similar to the multi-view clustering [2] , with each of the components forming a different view on data. However, there is one important fundamental difference: multi-view clustering methods want to find clusters that are good in each view separately, whereas our components do not represent different views on the data, but different potential biases, which jointly contribute to the similarity measure.
Comparison to related approaches
Several similarity-based approaches to relational clustering exists in the literature. The most relevant ones in the context of this work are outlined here.
Hybrid similarity (HS) [15] and Hybrid similarity on Annotated Graphs (HSAG) [29] approaches are amongst the first relational clustering approaches. Both approaches represent a problem as an attributed graph model [19] (not a hyper-graph), and are based on attribute-based similarities between vertices in comparison, while using very limited edge information. HS compares the attributes of all connected vertices, assuming a bias somewhat similar to community detection in social networks. On the other hand, HSAG develops a hybrid similarity measure composed of attributes of the vertices themselves, and attributes of their neighbouring vertices. Both approaches assume homogeneous graphs, where all vertices and edges are of the same type. One can immediately see the main limitation of HS and HSAG -a homogeneous graph assumption makes it difficult to focus on a certain type of vertices, while focus on attribute information imposes a fixed bias often not suitable in practice. In comparison to the presented approach, HS defines dissimilarity as the ad component if there is an edge between two vertices, and ∞ otherwise. HSAG defines the dissimilarity as a linear combination of the ad and nad components for each pair of vertices.
Whereas the above mention approaches all employ a graph view on relational clustering, several methods within ILP approach the problem from the predicate logic view. The two most prominent approaches are Conceptual clustering of Multi-relational Data (CC) [7] and Relational instance-based learning (RIBL) [5] . CC applies standard ILP method of bottom clause saturation [3] to the clustering problem. For each example (corresponding to a vertex in our example), it first generates a set of all clauses 4 that cover the examples, up 4 a clause is a logical formula consisting of a conjunction of literals to the pre-specified length. The obtained set of clauses is treated as a set of binary features. The similarity between two examples is then calculated over their set of features using the Tanimoto similarity -a measure for overlap between sets. In that sense, it is similar to using the ad and ed components for generating clauses. Note that this approach does not differentiate between relations (or interactions) and attributes, does not consider distributions of any kind, nor it has a sense of depth of a neighbourhood.
An approach more related to ours, which uses the ad, nad and nd components, is RIBL [5] . Originally developed for assessing the similarity of logical facts, this approach follows an intuition that the similarity of two objects depends on the similarity of their attributes' values and the similarity of the objects related to them. Using the same reasoning as our approach, the authors present a structure to compactly represent the neighbourhood of a vertex, namely a context descriptor. The depth 1 context descriptor simply contains all logical facts that have an object of interest as one of their arguments 5 . One can easily construct contextual descriptors containing the information further away from the object of interest. However, it still puts an emphasis on the attribute comparison and ignores the existence of different object types and links. This similarity measure was later used for clustering in [11] .
While neighbourhood trees and context descriptors serve similar purposes, there are important differences in how they are defined. To some extent, they are each other's dual: context descriptors consider two facts (hyperedges) linked if they share a domain object, while neighbourhood trees consider two domain objects linked if they co-occur in a hyperedge. This makes it difficult to systematically compare them. One difference is that information about object and hyperedge types is present in neighbourhood trees, but absent in context descriptors, which distinguishes between domain objects and attributes.
Apart from the structures themselves, also the similarity measure defined over them is quite different. In RIBL, computing the similarity between two objects requires computing the similarity of the set of objects they are linked to. That requires matching each object of one set to the most similar object in the other set, which is an expensive operation (proportional to the product of the set sizes). In contrast, the χ 2 similarity is linear in the size of the multiset. Further, the χ 2 similarity takes the multiplicity of elements into account (it essentially compares distributions), which the RIBL approach does not.
Another line of research on similarity of structured objects includes numerous graph kernel approaches. Such approaches assume that the examples are provided in a structured form of a graphthus, they can be used to estimate the similarity of neighbourhood trees directly. There are two prominent approaches within the graph kernel community, namely Weisfeiler-Lehman graph kernels (WL) [24, 23, 8, 10, 1] and random walk based kernels [27, 13] . The main conceptual difference between our approach and the kernel one is that kernels estimate the similarity by capturing the structural properties of a graph rooted at a certain vertex. This effectively means that these approaches do not differentiate between attributes and relations, but keep them as integrated parts. Though the exact structure might be important in some applications, these methods can perform poorly if only one component contains the relevant information, as that one component cannot act independently. Our approach, on contrary, uses paths to identify neighbourhoods of vertices, and systematically enumerates different sources of similarity originating in vertices, hyperedges or their combination, while ignoring any potential structure in the neighbourhood.
WL graph kernels are considered to be the state-of-the-art nowadays. The Weisfeiler-Lehman Graph Kernels is a family of graph kernels developed upon the Weisfeiler-Lehman isomorphism test. The key idea of the WL isomorphism test is to extend the set of vertex attributes by the attributes of the set of neighbouring vertices, and compress the augmented attribute set into new set of attributes. There each new attribute of a vertex corresponds to a subtree rooted from the vertex, similarly to the neighbourhood trees. Shervashidze and Borgwardt have introduced a fast WL subtree kernel [23] for undirected graphs by performing the WL isomorphism test to update the vertex labels, followed by counting the number of matched vertex labels. This approach is the most relevant one to ours, as it allows us to directly measure the similarity of neighbourhood trees. The difference between our approach and WL kernel family is subtle but important: WL graph kernels extend the set of attributes by identifying isomorphic subtrees present in (sub)graphs. Our approach ignores the isomorphic structures in the neighbourhood, and the structure of the neighbourhood in general, and focuses on attributes and interactions vertices participate in instead.
Amongst the random-walk-based approaches, A Rooted Kernel for Ordered Hypergraph (RKOH) [27] has been successfully applied in relational learning tasks. These approaches estimate the similarity of two (hyper)graphs by comparing the walks one can obtain by traversing the hypergraph. However, such approaches often do not differentiate between attributes and hyperedges, but treat everything as an hyperedge instead (an attribute can be seen as an unary edge). RKOH defines a similarity measure that compares two hypergraphs by comparing the paths originating at every edge of both hypergraphs, instead of the paths originating at the root of the hypergraph. A common problem present in walk-based approaches is tottering, which occurs when a random walk on a hyperedge moves to one direction and then immediately returns to the starting position. We avoid such issues in this work as we only care about identifying the neighbourhood, not the exact paths needed to be taken.
Complexity comparison
It is worth considering the complexity each of the approaches introduces. For the sake of clarity of comparison, assume a homogeneous graph with only one vertex type and one edge type. Let N be the number of vertices in a hyper-graph, L be the total number of hyperedges, and d be the depth of a neighbourhood representation structure, where applicable. Let, as well, A be the number of attributes in a data set. Additionally, assume that all vertices participate in the same number of hyperedges, which we will refer to as E.
Assume also that all repeated computation is computed only once and stored, meaning that in the case of RCNT all multisets are computed once in advance, as well as L,P and base-similarities for RIBL (using the original notation from [5] (see [5] for details).
Observing the above-stated complexities, one can conclude that HS and HSAG have considerably lower computation cost than RCNT and RIBL, but more limited applicability, as they encode a bias oriented exclusively to attribute information. The comparison of RCNT and RIBL is more of interest, as they try to use both attribute and edge information, but in different ways. One can easily see that RIBL, compared to RCNT, is substantially more computationally expensive, sensitive to the number of attributes or hyperedges, as well as the depth of the context descriptor. Interesting to notice, though RCNT uses more information to assess the similarity in form of edge distribution, as well as distributions over other attributes, it is less expensive due to the multiset-based similarity assessment.
A similar comparison follows for the graph kernel approaches. According to the complexity stated in [23] , WLST has approximately the same complexity as RCNT,
where h is the number of iterations. RKOH is, however, substantially more complex than RCNT. The procedure defined in [27] compares two neighbourhood trees by comparing all possible paths of a certain length, starting at each edge in the neighbourhood tree. This results in a complexity of O N 2 (E + A) 2d+2l , where l is the length of paths being considered.
Evaluation

Datasets
We evaluate our approach on five real-life dataset of different characteristics and domains. The characterization of datasets, summarized in Table 1 , include the total number of vertices in a hypergraph, the number of vertices of interest, the total number of attributes, the number of attributes associated with vertices of interest, the number of hyperedges as well as the number of different hyperedge types. The datasets range from having a small number of vertices, attributes and hyperedges (UW-CSE, IMDB), to a considerably large number of vertices, attributes or hyperedges (Mutagenesis, WebKB, TerroristAttack). All three chosen datasets are originally classification datasets, which allows us to evaluate our approach with respect to how well it extracts the classes present in the dataset.
The IMDB 6 dataset is a small snapshot of the Internet Movie Database. It describes a set of movies with people acting in or directing them. The goal is to differentiate people into two groups: actors and directors. The UW-CSE 7 dataset describes the interactions of employees at the University of Washington and their roles, publications and the courses they teach. The task is to identify two clusters of people: students and professors. The Mutagenesis 8 dataset, as described is Section 1, describes chemical compounds and atoms they consist of. Both compounds and atoms are described with a set of attributes describing their chemical properties. The task is to identify two clusters of compounds: mutagenic and not mutagenic. The WebKB 9 dataset consists of pages and links collected from the Cornell University's webpage. Both pages and links are associated with a set of words appearing on a page or in the anchor text of a link. The pages are classified into seven groups according to their role, such as personal, departmental or project page. The final dataset, termed Terrorists 10 [22] , describes terrorist attacks each assigned one of 6 labels indicating the type of the attack. Each attack is described by a total of 106 distinct features, and two relations indicating whether two attacks were performed by the same organization or at the same location.
Experiment setup
To evaluate our approach, we perform two sets of experiments. In the first experiment, we compare our similarity measure against the similarity measures discussed in Section 3.1. More specifically, we have compared RCNT against pure attribute based approach (termed Baseline), HS, HSAG, CC, RIBL, as well as Weisfeiler-Lehman subtree kernel (WLST), Linear kernel between vertex histograms (V), Linear kernel between vertex-edge histograms (VE) provided with [26] , and RKOH. We have altered the depth on neighbourhood trees between 1 and 2 wherever it was possible, and report both results. In the second experiment, we aim at gaining insight about the relevance of each each of the five components in Equation 2. In order to do so, we perform clustering using our similarity measure and setting the parameters as wi = 1, w j,j/=i = 0.
In each experiment, we have used the aforementioned similarity measures in conjunction with spectral [16] and hierarchical [28] clustering algorithms. The similarity measures were used to estimate the similarity of vertices which clustering algorithms require. We have intentionally chosen two clustering approaches which assume different biases, to be able to see how each similarity measure is affected by assumptions clustering algorithms make. We evaluate each approach following the user view validation: we set the number of clusters to be equal to the true number of clusters in each dataset, and evaluate the obtained clusterings.
Each obtained clustering is then evaluated using the adjusted Rand index (ARI) [20, 14] . The ARI measures the similarity between two clusterings, in this case between the obtained clustering and the provided labels. The ARI score ranges between -1 and 1, where a score closer to 1 corresponds to higher similarity between two clusterings, and hence better performance, with 0 being the chance level. For each dataset, and each similarity measure, we report the ARI score they achieve. Additionally, we have set a timeout to 24 hours and do not report results for an approach that takes more time to compute. To achieve a fair time comparison, we implemented all similarity measures (HS, HSAG, RIBL, CC, as well as RKOH) in Scala and optimized them in the same way, by caching all the intermediate results that can be re-used, the same way it is discusses in Section 3. We have used the clustering algorithms implemented in Python's scikit-learn package [18] . The hierarchy obtained by hierarchical clustering was cut when it has reached the pre-specified number of clusters. The weights w1−5 were not tuned, and were set to 0.2.
Results
Comparison to the existing methods. Table 2 summarizes the results of the first experiment. With RCNT, HSAG, RIBL and kernel approaches the subscript denotes the depth of the neighbourhood tree (or other supporting structure). The subscript in CC denotes the length of the clauses. The second subscript in WLST and RKOH indicates their parameters: with WLST it is the h parameter indicating the number of iterations, whereas with RKOH it indicates the length of the walk.
The results summarized in Table 2 show that RCNT achieves the overall best result on each dataset. It is important to analyse these results in the context of the nature of each dataset. In order to successfully identify mutagenic compounds, one has to account for both attribute and link information, including the attributes of the neighbours. Chemical compounds that have similar structure tend to have similar properties. This dataset is more suitable to RIBL, RCNT and kernel approaches. RCNT and RIBL achieve the best results here 11 , while kernels approaches surprisingly do not perform better than the chance level. The UW-CSE is a social-network-like dataset where the task is to find two interacting communities with different attribute-values, namely students and professors. This scenario is particularly suited for HS and HSAG; however, they are substantially outperformed by other approaches, especially RCNT and CC. Similarly, the IMDB dataset consists of a network of people and their roles in movie, which can be seen as a social network. In this dataset, the type of interactions between entities matters the most, as it is not an attribute-rich dataset, and is thus more suited for methods that account on structural measures. Accordingly, RCNT, WLST and VE kernels achieve the best results.
The remaining datasets, WebKB and TerroristAttack, are entirely different in nature from the aforementioned datasets. These dataset have a substantially larger number of attributes, but those are not sufficient to identify relevant clusters supported by labels -interactions contain important information. Such bias is implicitly present in HS, and partially assumed by kernel approaches. The results show that RCNT and WSLK and V kernels achieve almost identical The results summarized in Table 2 , point to several conclusions. Firstly, given that our approach achieves the overall best performance on all datasets, the results suggest that our similarity measure is indeed versatile enough to capture relevant information, regardless of whether it comes from the attributes of vertices, their proximity, or connectedness of vertices, even without parameter tuning. Secondly, the results show that one has to account not only on the bias of the similarity measure, but on the bias of the clustering algorithm as well, which is evident on most dataset where spectral clustering achieves substantially better performance than hierarchical clustering. Finally, RCNT and most of the approaches tend to be sensitive to the depth parameter, which is evident in the drastic difference in performance when different depths are used. However, the results suggest that with RCNT the depth of 1 might be sufficient, while performance of kernel methods tend to increase with the depth parameter. To the best of our knowledge, our work is amongst the first ones to evaluate the appropriateness of graph kernel approaches for relational clustering. According to our results, such approaches often suffer from the same problem as the existing relational clustering methods, more precisely, their implicit bias makes them difficult to apply to a wide range of problems.
Moreover, table 3 presents a comparison of runtimes for each approach. The runtimes include the construction of supporting structures (neighbourhood trees and context descriptors), calculation of similarity between all pairs of vertices and clustering. One can see that the measured runtimes are consistent with the previously discussed complexities of the approaches. HS, HSAG, CC, RCNT and kernel approaches (excluding RKOH) are substantially more efficient than the remaining approaches. This is not surprising, as HS, HSAG and CC use very limited information. It is, however, interesting to see that RCNT and WLST approaches which use substantially more information take only slightly more time to compute, while achieving substantially better performance on most datasets. These approaches are also orders of magnitude more efficient than RIBL and RKOH, which did not complete on most datasets with depth set to 2. That is particularly the case for RKOH which did not complete in 24 hours even with the depth of 1, when the walk length was set to 4.
Relevance of components. In this set of experiments, we evaluate how relevant each of the five components in Equation 2 is. Table 4 summarizes the results. There is only one case (Mutagenesis) where using a single component (if it is the right one!) suffices to get results comparable to using all components (Table 4 ). This confirms that clustering relational data is difficult not only because one needs to choose the right source of similarity, but also because the similarity of relational objects may come from multiple sources, and one has to take all these into account in order to discover interesting clusters.
These results also offer an explanation why our approach consistently achieves the best results on all datasets: by decoupling different sources of similarity into separate components, our approach preserves important information even if it is present in a subset of the components. A possible explanation for such effect might be the following one: if an individual component does not contain any pattern or important information, it behaves as addition of random noise to the remaining components (assuming they contain important information). Hence, it follows the assumption every machine learning algorithm makes: the data is composed of a pattern and random noise. This is a direct consequence of decoupling individual sources of similarity into a linear combination. However, this also means that if most of the components are irrelevant, the noise can over-power the pattern, evident on the Mutagenesis dataset when RCNT2 was used with hierarchical clustering. This also explains why kernel approaches achieve comparable performance on datasets rich with attributes and relational structures, which suits their bias.
Note that RCNT achieves the overall best result on all datasets, even without the parameters being tuned. The possibility of tuning offers an additional flexibility to the user (supported by the results in Table 4 ), though we do not evaluate this here. If the right bias is not known in advance, our approach is versatile enough to extract relevant information. On the other hand, if one has the knowledge about the right bias in advance, one can specify it through adjusting the parameters of the similarity measure, potentially achieving even better results than those presented in Table 2 . This flexibility and efficiency make our approach preferable to the existing approaches, which impose a fixed bias.
Conclusion
In this work we propose a novel similarity measure for relational object clustering, based on the hyper-graph interpretation of a relational data set. In contrast with the previous approaches, our approach allows one to focus on a specific vertex type of interest, while at the same time leveraging the information other vertices contain. We develop the similarity measure to be versatile enough to capture relevant information, regardless whether it comes from attributes, proximity or connectedness in a hyper-graph. To make our approach efficient, we introduce neighbourhood trees, a structure to compactly represent the distribution of attributes and hyperedges in the neighbourhood of a vertex. Finally, we experimentally evaluate our approach on several real-life data sets and show that it indeed is versatile enough to adapt to each data set and achieve better results than the competitor methods with regards to the quality of clustering, while being efficient at the same time.
Future work. This work can be extended in several directions. First, extending it to support numerical and provisionally ordered data is straightforward. An interesting extension would be to modify the summations over levels of neighbourhood trees into weighted sums over the same levels, following the intuition that the vertices further from the vertex of interest are less relevant, but at the same time giving them a chance to make a difference. The majority of distance-based clustering algorithms require the construction of prototypes -a representative example of a cluster. While previous work does not support constructing such constructs easily, neighbourhood trees can be turned into a prototype much easier as it represents a distribution over attributes and hyperedge types.
