Abstract. Seismic bright spots are commonly interpreted to mark fluid concentrations, but their nature (melt or aqueous) is usually inferred only from circumstantial evidence of the geologic setting. A band of bright spot reflections has been imaged by Project INDEPTH (International Deep Profiling of Tibet and the Himalayas) at about 15 km depth along 150 km of the northern Yadong-Gulu rift, southern Tibet. We use INDEPTH three-component wide-angle seismic data to measure seismic velocities at the bright spot reflector, and theoretical rock physics bounds to constrain the nature of the fluids. Merging of data from multiple bright spots allows us to use a one-dimensional approximation. Travel time modeling yields average P and S velocities for the upper crust above the bright spots of 5.3 Ϯ 0.2 and 3.2 Ϯ 0.2 km s Ϫ1 , respectively. Reflectionamplitude variation with offset (AVO) modeling constrains the P and S velocities of the bright spots to 3.0 Ϯ 0.8 and 1.6 Ϯ 0.8 km s Ϫ1 , respectively. Multiple modeling procedures suggest these velocities are not model dependent. Our results imply that of the order of 10% volume of free aqueous fluids in the Tibetan middle crust produces the observed bright spot reflections. The presence of relatively large quantities of free aqueous fluids, presumably mostly saline supercritical H 2 O, does not preclude the presence of melt but does constrain the maximum temperature at the bright spots to the wet granite solidus (about 650ЊC) and thus the maximum surface heat flow to Յ110 mW m
Introduction
A seismic bright spot is a segment of a reflection on a near-vertical seismic reflection section which exhibits anomalously high reflection amplitudes. Bright spots have long been used in industry as a direct indication for the presence of hydrocarbons, most typically as an indication of a gas-bearing layer at the top of a hydrocarbon trap [e.g., Stone, 1977; Allen and Peddy, 1993] . The analysis of reflection amplitude variation with offset (AVO; discussed below) has been the most important technique used to identify the fluids associated with these bright spots [e.g., Ostrander, 1984; Castagna and Backus, 1993] . In this paper we will use the term bright spots loosely to refer to the reflective bodies generating bright-spot reflections when imaged on vertical-incidence seismic data. Basement bright spots, or "deep-crustal bright spots," have been observed in different geological settings around the world (A. R. Ross and L. D. Brown, Seismic bright spots and continental rheology, submitted to Reviews of Geophysics, 1998) : in mid-ocean ridges 1-2 km below the seafloor [e.g., Hussenoeder et al., 1996] ; beneath arc volcanoes at about 5 to 20 km depth [e.g., Hammer and Clowes, 1996; Matsumoto and Hasegawa, 1996; Schilling et al., 1997] ; in subduction zones [e.g., Calvert and Clowes, 1990] ; from the midcrust to the Moho of continental rifts [e.g., Brown et al., 1987; Jarchow et al., 1993] ; in orogens [e.g., Brown et al., 1996; Mandler and Clowes, 1998 ]; and even in stable midcontinental areas [e.g., Barnes and Reston, 1992; Lüeschen, 1994; Pratt et al., 1993] . Among the geophysical characteristics assigned in the literature to different basement bright spots are the following: anomalously high vertical-incidence P wave reflection amplitudes, usually of the order of 10 dB above background level [e.g., Brown et al., 1987] ; negative P wave reflection polarity [e.g., Ryberg and Fuis, 1998 ]; complex seismic reflection waveform and frequency response suggesting thin layering [e.g., Ake and Sanford, 1988; Brocher, 1981] ; diffractive character [e.g., Barnes and Reston, 1992] ; distinct S wave reflectivity [e.g., Matsumoto and Hasegawa, 1996; Sanford et al., 1973] ; strong P and S converted mode reflections [e.g., Jarchow et al., 1993; Sanford et al., 1977] ; low electromagnetic resistivity, as low as 1 to 10 ⍀m [e.g., Hyndman and Shearer, 1989; Jones, 1992; Schilling et al., 1997] ; S wave anisotropy [e.g., Lüeschen, 1994] ; and proximity to areas of high microseismic activity [e.g., Sanford et al., 1973] ; Cameli et al., 1993] . Interpretations suggested for the nature of the different basement bright spots include melt bodies [e.g., Jarchow et al., 1993; Matsumoto and Hasegawa, 1996; Sanford et al., 1973] , aqueous fluid concentrations [e.g., Bailey, 1990] , solid mafic bodies [e.g., Pratt et al., 1993] , detachments at rheological boundaries [e.g., Jones and Nur, 1984; Cameli et al., 1993; Ryberg and Fuis, 1998 ], and imaging artifacts. Some of these interpretations are based on investigation of elastic properties [e.g., Pratt et al., 1993] , but usually the crucial arguments are based on the geological setting of the bright spots. Without exception, the nature of fluids in continental basement has previously been inferred to be magmatic or aqueous based primarily on heat flow measurements and evidence for or against recent volcanism. In this paper, uniquely, we explore the evidence given by direct seismic measurements alone to distinguish aqueous fluids from magma.
In the Tibetan plateau, uplifted subsequent to the India-Asia continental collision along the Yarlung-Zangbo suture (YZS) (Figure 1 ), the crust has thickened to double the thickness of normal continental crust [Chun and Yoshii, 1977; Hirn et al., 1984; Nelson et al., 1996; Owens and Zandt, 1997] . However, east-west extension along a series of north trending rifts, most prominently the Yadong-Gulu rift, is currently the active deformational mode observed at the surface in southern Tibet [Armijo et al., 1986; Harrison et al., 1992; Molnar et al., 1981] . Although many models have been suggested for the evolution and deformation of the Tibetan crust [Willett and Beaumont, 1994, and references therein] , the thermal state of this crust, an important aspect and test of these models, is still largely unknown. Hydrothermal activity, including hot springs and fumaroles, is abundant at the surface throughout the Tibetan plateau and, in particular, in the northern Yadong-Gulu rift (north of the YZS) [Wang et al., 1981; Shen et al., 1995] . Anomalously high heat flow of 146 mW m Ϫ2 was measured in Yamdrog lake about 50 km south of the YZS (Figure 1 ) and was taken to suggest the presence of magma at less than 20 km depth [Francheteau et al., 1984] . However, Yang [1992, 1995] show that such high values may be measured at the surface as a result of terrain-induced advective flow, in a valley similar to the Yamdrog-lake valley, with a crustal heat flow of only 60 to 90 mW m Ϫ2 . Heat flow estimates taking into account the advective component, from temperature profiles of deep wells in southern Tibet, vary between 65 mW m Ϫ2 at Lhasa and 80 to 110 mW m Ϫ2 in the vicinity of the Yangbajain geothermal plant ( Figure 1 ) and have been interpreted to define a "heat band" along the northern Yadong-Gulu rift [Hochstein and Yang, 1995; Hochstein and Regenauer-Lieb, 1998 ]. The high surface heat flow values and their variability may be a result of heat convection in a deep-reaching hydrothermal system [Taylor, 1990; Wickham, 1992] and may not reliably constrain the thermal state of the Tibetan crust. Upper mantle earthquakes at a depth range of about 70 to 113 km [Molnar and Chen, 1983; Zhu and Helmberger, 1996] imply a relatively cool boundary condition Ͻ750ЊC for the base of the Tibetan crust (C. Ruppel and D. McNamara, Seismic and rheological constraints on absolute temperature in the Tibetan-plateau upper mantle, submitted to Earth and Planetary Science Letters, 1998 ).
An undulating band of P wave reflections (here named P x P following Sanford et al. [1973] ), locally exhibiting bright-spot characteristics (high reflection amplitude and negative reflection polarity), was serendipitously imaged at 5-to 6-s two-way travel time (twt) by INDEPTH (International Deep Profiling of Tibet and the Himalayas) common midpoint (CMP) profiles Figure 2a . INDEPTH 15-fold stacked section (unmigrated) of CMP profile segments Tib-6 to 11 [after Brown et al., 1996] . The extent of each reflection-profile segment is noted below the sections, together with location of wide-angle stations (stars). Distances along a northeast line are noted above. An undulating about 2-s two-way travel time (twt) wide band of reflectivity (Yamdrog-Damxung reflector (YDR)) locally exhibiting bright-spot characteristics, is imaged at 5-to 6-s twt. Bright-spot groups: ABS-Angang bright spot; YBSYangbajain bright spot; NBS-Nyinzhong bright spot; DBS-Damxung bright spot. Reprinted with permission from Brown et al. [1996] . Copyright 1996 American Association for the Advancement of Science. Alsdorf et al. [1998a] .) beneath much of their 150 km route along the northern Yadong-Gulu rift (north of the IYS), southern Tibet Alsdorf et al., 1998a, b] (Figures 1 and 2 ). High-amplitude P to S converted reflections (P x S; Plate 1) recorded by our INDEPTH wide-angle experiment , a high-conductivity layer observed at the same (about 15 to 20 km) depth on INDEPTH MT data [Chen et al., 1996] , and a broad midcrustal (20 to 60 km depth) low S wave seismic velocity layer [Kind et al., 1996] , are associated with these bright spots. These observations provide evidence that the northern Yadong-Gulu rift is underlain by concentrations of fluids semicontinuously aligned at about 15 km depth at the top of the Tibetan middle crust Chen et al., 1996; Kind et al., 1996; Nelson et al., 1996] . Nelson et al. [1996] suggest that Tibet is underlain by a midcrustal partial-melt layer, the top of which broadly coincides with the 15-km-deep bright-spot horizon. They interpret the Tibetan bright spots to be magma bodies at the top of this layer. This interpretation requires that minimum-melt temperature (about 650ЊC [Luth et al., 1964] ) is reached at the bright spots, at a depth of about 15 km, which is hard to reconcile with the low temperature inferred for the upper mantle. An alternative interpretation is that the Tibetan bright spots mark concentrations of free aqueous fluids. This interpretation constrains (as discussed below) the temperature at the bright spots from exceeding the wet granite solidus and allows for much lower temperatures (Ͻ650ЊC).
The purpose of this paper is to provide a direct measurement, based on seismic data alone, of the physical properties of the Tibetan bright spots, then based on these measured properties to distinguish between the two alternative models discussed above. First, we provide a qualitative characterization of the bright spots as they appear on our single-fold, threecomponent, 10-to 20-Hz, wide-angle data. Subsequently, we describe our scheme for measuring and normalizing the fullwave-field-amplitude variation with offset (AVO), and the modeling procedures we used to constrain the range of brightspot seismic velocities that can produce the measured AVO signature. We describe a wide range of modeling procedures and demonstrate that our results are robust with respect to the various assumptions underlying our measurement and normalization procedures. We conclude by projecting the constrained range of seismic velocities on theoretical rock physics bounds, which suggest that these velocities result from the presence of aqueous fluids at the Tibetan bright spots.
Data Acquisition
Our seismic data were acquired in the summer of 1994 as the second phase of project INDEPTH Zhao et al., 1993] . A Ministry of Geology and Mineral Resources (MGMR) of the People's Republic of China seismic crew acquired CMP reflection data along nine profile segments with a total length of about 250 km stretching from the Crystalline Himalaya northward into the Tibetan plateau (Figure 1 ). Explosive sources, mostly boreholes containing 50-to 200-kg dynamite, were triggered every 200 m along the profile and recorded by a 6-km-long, 240-channel receiver spread. The data were processed to produce 15-fold stacked sections of the line segments Alsdorf et al., 1998a, b] .
The wide-angle component of project INDEPTH acquired three-component seismic data at a wide range of offsets to provide constraints on the deep structure and composition of the Tibetan crust. This paper focuses on data recorded at six wide-angle stations in the northern Yadong-Gulu rift ( Figure  1 ) north of the YZS. These stations were deployed by a Stanford University-Chinese Academy of Geological Sciences (CAGS) team along INDEPTH CMP segments 6-to-11 (Table  1a ; Figure 1 ) for the 5-month duration of the CMP experiment. Each station was equipped with a REFTEK digital threecomponent seismograph and a GPS clock that provided precise absolute timing. The INDEPTH explosive sources were recorded at each of the stations by a single, either broadband Figure 2b . Enlargement of Tib-9 CMP 15-fold stacked section (unmigrated; from Brown et al. [1996] ) showing in detail the Nyinzhong bright spots (NBS). Two bright spots are shown at about 5-to 6-s twt within a 2-s twt wide band of reflectivity (arrow). Note geographic region shown in Plate 1a. . The match with the onset phases of the bright spots' reflective band suggests that the Tibetan bright spots are short segments (diffracting bodies of limited lateral extent), just at the limit of our resolution (about 1 to 2 km). Plate 1. Typical Tibetan bright spots on INDEPTH wide-angle three-component data: two example receiver gathers (stations 5 and 7 (Table 1b) ) formed from the same shots of line Tib-9. Data are bandpass filtered 8 to 36 Hz and plotted trace sequentially with true amplitude and lateral trace equalization. Three panels are displayed for each receiver gather, each panel is an individual component (vertical, radial, and tangential) . P g , direct P wave (P g ); P x P, P x S, phases reflected off the bright spots. Station 7 (Plate 1b) data are time shifted by the twt normal-moveout correction appropriate for a reflector with 5.5-s zero-offset time in a 5.3 km s Ϫ1 constant velocity crust (NMO without stretch). Compare the sharp (only about 0.2-s duration) bright-spot reflections on the vertical component of station 5 single-fold data with the band of reflectivity on the 15-fold stacked section (Figure 2b ). Note the diminution of P x P amplitude at 25-to 35-km offset (Plate 1b). Arrows identify traces used in Figures 3, 4 , and 5. or midfrequency range, three-component sensor (Table 1b) . The data were reduced into receiver (station) gathers (Plate 1) as summarized by and are freely available from the IRIS-PASSCAL Data Management Center (http://www.iris.washington.edu/).
Reflection Character of the Bright Spots

Reflection Geometry and the Extent of a Bright Spot
The bright-spot P wave reflections, P x P, appear on the IN-DEPTH CMP 15-fold stacked sections (Figures 2a, b ) as a wide (1 to 2 s twt) band of reflectivity, with local dips up to 30Њ, at a twt of 5 to 6 s . In contrast these P x P reflections, where seen at near offset on the wide-angle data (Plate 1a), form a series of discrete diffraction hyperbolae, each extending about 10 to 15 km laterally. Examination of the CMP stacked section reveals the same diffraction hyperbolae at the onset of the bright-spot reflections. The curvature of these bright-spot reflection onsets matches the trend of constant-velocity diffraction curves [Sheriff and Geldart, 1995] calculated for point scatterers beneath a constant-velocity layer with a reasonable average upper crustal P wave velocity between 5 and 6 km s Ϫ1 (Figure 2c ). We suggest that reflective phases following these onsets result from near-surface reverberations (as discussed below). Direct migration of the wideangle reflection is not appropriate because the data are too sparse and because of the existence of data gaps, while migration of the CMP stacked section is biased by the dips of the reverberatory phases. The bright-spot scatterers are large enough to give rise to distinct reflections; therefore their minimum dimensions exceed the Rayleigh scattering domain [e.g., Mavko et al., 1998] and are constrained by the largest seismic wavelength reflected (about 500 m at 10 Hz). The less than perfect fit of the onset phases to the calculated diffraction curves (Figure 2c ), and their sometimes complicated appearance (e.g., at about 5 s between 5 to 10 km along Tib-9, Figure  2b ), suggest that a bright spot extends laterally to about the limit of our lateral resolution, given approximately by the width of the first Fresnel zone [Sheriff and Geldart, 1995] ͑V p / 2͒ ⅐ ͱT/f Ϸ 1 to 2 km (1) where V p Ϸ 5.5 km s Ϫ1 is the P velocity above the reflector, T Ϸ 5 s is the reflection twt, and f Ϸ 10 to 25 Hz is the frequency range of the reflected wavelet.
Reflection Amplitude and Composition of the Bright Spots
Reflections from bright spots were recorded by the wideangle stations at offsets of 0 to about 100 km. Data gaps in this coverage result from gaps in the CMP profiles (Table 1a) and from occasional instrumental malfunction of the wide-angle stations (typically, battery failure). The character of these reflections changes considerably with the recording offset. At near-vertical incidence (Plate 1a) the bright spots appear predominantly as 5 to 6 s twt (after normal-moveout (NMO) correction), 10-to 25-Hz, high-amplitude P wave reflections (P x P). The amplitude of P x P rises locally up to about 20 dB above background level (Figure 3a) , equivalent to the amplitudes measured on the higher-frequency CMP data . A. R. Ross et al. (Analysis of seismic bright spots in southern Tibet: The case for magma, submitted to Journal of Geophysical Research, 1998 , hereinafter referred to as submitted manuscript, 1998) estimate the Damzhung (Figure 2a ) bright spot's zero-offset P wave reflection coefficient to be about Ϫ0.4 Ϯ 0.15. This estimate, which is corrected for focusing and tuning, suggests a P wave velocity contrast Ն40% with about 4% density contrast, and is consistent with the estimate of about Ϫ0.6 to Ϫ0.3 for the reflection coefficient of the Socorro bright spot which is about 10 dB above background level [Brocher, 1981; Ake and Sanford, 1988] . Note that the Tibetan bright spots, like many other basement bright spots, are isolated high-amplitude reflections beneath an essentially transparent upper crust (Figure 2 and Plate 1). This, in contrast to most hydrocarbon-reservoir bright spots found within continuously reflective sedimentary basins, suggests that the upper crust above the bright spots, and beneath the shallow (about 1 km deep [Cogan et al., 1998 ]) northern Yadong-Gulu rift basins, is relatively homogeneous with respect to the wavelength of our data (about 10 2 -10 3 m). Prominent P to S converted reflections (P x S) were recorded from the bright spots, predominantly on the horizontal components of our seismometers, at 7 to 8 s twt (after NMO correction) even at nearvertical offsets. The amplitude of P x P decreases with offset until it essentially disappears at offsets of about 30 to 40 km (Plate 1b), whereas the amplitude of P x S increases to about 20 dB above background level at offsets of about 30 to 40 km ( Figure 3b ). This type of AVO for mode-converted reflections (as discussed below) is characteristic of a negative (high over low) velocity contrast at the reflector. The high amplitude of the reflections implies a large reduction in velocity at the top of the bright spots, which in the middle-crust implies the presence of a relatively high volume fraction of fluids at this reflector . Brown et al. [1996] show a negative reflection polarity for the Tibetan bright spots by comparing the onset of the bright-spot reflections to the polarity of the direct wave. Similar direct determination of the P x P reflection polarity at wide angle is essentially impossible due to the emergent nature of our data, a result of automatic application of a zero-phase (acausal) anti-alias filter during acquisition by our Reftek seismographs. The P x P waveform is complex and varies laterally (Figure 4a ), which could be interpreted as an indication for internal structure and layering of the bright spots [Ake and Sanford, 1988; Hussenoeder et al., 1996; A. R. Ross et al., submitted manuscript, 1998 ]. However, the horizontal particle motion projections of P x P, as delineated on polar plots (Figure 5 ), differ significantly between the major phases of the waveform. This variation suggests that the complex waveforms are composed of waves arriving at the station from different directions, as the horizontal particle motion of a P wave incident at the station gives the approximate back-azimuth of its last reflection point. We argue (based on modeling discussed below) that the true P x P waveform is in acceptable agreement with a single-cycle zero-phase wavelet and that the complexity observed on our data results from superposition of reflections from different bright spots and reverberations near the surface (Figure 3) . No additional internal structure is required by our data.
Reflection Waveform and Internal Structure of the Bright Spots
The P x S phase extends up to 2 s in its duration, and exhibits variable waveforms on the radial and tangential components, which are locally significantly different (Plate 1b). Our attempts to define consistent polarization directions were futile, and S wave splitting, if it exists, is not resolvable (Ͻ50 ms). S to P wave converted bright-spot reflections (S x P) should theoretically arrive at the P x S twt and be incorporated with this phase. However, S wave reflections from the bright spots (S x S) are indiscernible on our data, entirely characteristic of data recorded from explosive sources, which leads us to assume that the contribution of S x P to P x S is negligible. We suggest, based on reflectivity modeling (discussed below), that the complex appearance of the P x S phase is a result, as in the case of P x P, of reflections from different bright spots convolved with reverberations of the downgoing P wave and the upgoing S wave in the shallow basins near the receiver. The low propagation velocity of the upgoing S waves results in the long duration of the P x S phase. The complexity of the P x S phase therefore does not necessarily provide evidence for internal structure of the bright spots or for the presence of any significant S wave anisotropy.
AVO Analysis of the Tibetan Bright Spots
To obtain the physical properties of the Tibetan bright spots in terms of their elastic moduli M, we analyzed the AVO of the bright-spot reflections. The reflection coefficient B of a wave incident at different angles i on an interface is a function of the contrast of elastic moduli M at the interface and of the geometry of that interface (see Notation for symbols used in this discussion). Our AVO analysis is based on estimating the reflection coefficient of the bright spots as a function of incidence angle B(i) from the amplitudes measured at the surface as a function of offset A b (h), and then constraining by modeling the range of elastic moduli M that may possibly produce the estimated B(i). AVO analysis is a tool frequently used in hydrocarbon exploration, and many publications discuss the procedures, limitations and potential pitfalls of this technique [e.g., Castagna and Backus, 1993] . The analysis procedure requires the following: (1) a reliable measurement (estimate) of the recorded reflection amplitudes, A b (h); (2) measuring the Figure 12a ). Arrows mark the onset of P x P and P x S reflections from the bright-spots. (a) P x P is about 20 dB above background at near offset and (b) diminishes at longer offsets. P x S is weak at near offset but reaches about 20 dB above background at 30-to 40-km offset.
amplitude of reflections from a uniform reflector, with adequate sampling over a range of offsets; (3) construction of a seismic velocity model for the crust above the reflector, in order to estimate the elastic moduli above the reflector and the reflection ray path geometry, so as to constrain the angle of incidence as a function of the offset, i(h); (4) derivation of the reflection coefficient B from the recorded amplitude A b by correcting the recorded values for all other amplitude contributions along the reflection ray path; and (5) modeling to constrain the elastic moduli and to examine the sensitivity of these parameters with respect to the assumptions made and other sources of error. The particulars of our AVO analysis procedure are as follows.
1. We obtain a robust estimate of the reflected amplitude from the total energy of the full wave field reflected at the bright spots, avoiding the need to confront the complexity of the reflected waveform.
2. We measure the average AVO for a set of reflectors, rather than for a single depth point. This averaging is permitted by the consistency of the amplitudes of reflections from the different bright spots; provides a significant number of measurements over a broad range of offsets; and averages out local effects allowing modeling of the amplitudes in a simplified one-dimensional (1-D) seismic velocity model.
3. We use a data-based correction scheme to derive the bright-spot reflection coefficient from our measured AVO. This scheme uses the observed data amplitude decay to normalize the measured AVO, and is equivalent to correcting the AVO of the bright spot with respect to the "known" AVO of the random crustal reflectivity.
4. We measure and model the shape of the AVO curve out to "postcritical" angles and do not rely on the absolute values or exact change of the reflection amplitudes as is commonly done in industry. This approach makes our results robust with respect to the internal structure of the bright spots and to upper crustal amplitude losses that are not accounted for in detail by our normalization scheme.
Next we discuss details and tests of our procedure.
Our AVO-Measurement Scheme
AVO measurement should generally be performed as a function of incidence angle for each individual point on the bright-spot reflector. This approach is not possible for us because of our sparse data coverage, which in turn is a consequence of the serendipitous discovery of these bright spots and the difficulties of acquiring seismic data in Tibet. We obtain an adequate offset coverage for our analysis by assuming that the bright spots imaged along about 150 km of the INDEPTH profile are similar in their properties, then merging all the reflections we recorded off the bright spots into a single "supergather." This approach is made possible by the homogeneity of crustal basement and tends to average out the effects of Figure 4 . (a) Examples of single-trace P x P waveforms compared to first arrivals (P g ) in 1-s time windows. Data are band-passed 6 to 36 Hz; amplitudes of the different windows are approximately equalized to each other, but there is no internal scaling within each window. Arrows point to approximate onset of the phases. Note the emergent nature of the arrivals, due to zero-phase anti-alias filtering during acquisition. P x P waveform is complex and laterally varying in contrast to the consistent waveform of P g . Full traces are plotted in Plate 1 (arrows). (b) Two examples of synthetic P x P waveforms and associated first arrivals, displayed as in Figure 4a modeled for 4 and 5 km offset in a single run of the explicit reflectivity model (see text), in which the bright spots are 1 km segments, spaced 5 km apart, and the source is a single-cycle zero-phase wavelet. The double pulse at 5-km offset, which might have been interpreted as internal structure, is a combination of reflections from two adjacent bright spots. Full seismograms are presented in Figure 12a . . P x P waveforms and polar plots in the horizontal plane. Each example includes the following: (top) a 2-s time window (encompassing P x P) of vertical, radial, and tangential particle-motion seismograms; (bottom) three time-sequential polar plots of the horizontal components (map projection of the particle motion) corresponding to P x P segments as marked and numbered on the vertical component above. All data are plotted true-amplitude. On the polar plots the dotted line marks the source-receiver azimuth and the arrow marks the (interpreted) temporary particle-motion azimuth, interpreted as the P x P incidence azimuth. In both representative examples (Figures 5a and 5b ) the first two time segments have large vertical amplitudes but differ in horizontal azimuth and amplitude: that is, whereas both represent waves incident steeply from below, each arrives from different reflection points. Segment 3 is a reverberative side-reflection incident at low angle, probably from near-surface reverberations in the shallow basins, and may form a substantial part of the reflectivity band on the CMP section (Figures 2a and 2b ).
small-scale structure of each individual bright spot. Usually, AVO analysis is limited by the typical hydrocarbon-industry recording parameters to so-called "precritical" amplitude variations at incidence angles up to about 40Њ [e.g., Sanford et al., 1977] and is limited to P wave recording only. In contrast our AVO analysis is significantly strengthened by the use of the so-called "critical to postcritical" amplitude variations at angles up to 65Њ (much like the Pratt et al. [1993] analysis of the Surrency bright spot), by integration of the amplitude recorded on three components, and by the use of S wave measurements.
The bright-spot reflection has a variable waveform with length of about 1 s twt on our three-component seismogram. To circumvent the complexity of the waveform, we estimate the reflection amplitude as the square root of the reflected energy recorded at the receiver on all three components. In practice, we calculate the RMS of the amplitudes which is equivalent to the mean energy. We define the complex amplitude (amplitude envelope) A(t) of a three-component seismogram, following the definition for the single component case [Sheriff and Geldart, 1995] , as the sample-by-sample RMS of the three components:
where a k and k are the instantaneous trace amplitude and phase respectively of component k; t is the recording time; i is the complex square root of Ϫ1; and the absolute-value squared implies a multiplication by the complex conjugate. We then integrate the reflected phase energy, approximating the mean amplitude A b of a bright-spot-reflected phase as
where T is the twt of the reflected phase (e.g., for P x P at zero offset T Ϸ 5 s); and ⌬t ϭ 1 s is the duration of our measurement time window. The reflection amplitude A b measured in this way is a scalar value that does not depend on exact picking of the reflection phase, or changes in that phase with offset.
Our Amplitude-Correction Scheme
The AVO of a reflected wave is the integrated result of a series of amplitude-modifying processes affecting the wave along its travel path (e.g., receiver gain, geometrical spreading, attenuation, transmission losses, scattering, etc.), which are different for each trace recorded at the surface. In AVO analysis we are only interested in changes in the bright-spot reflection coefficient B(M, i) from trace to trace, and therefore need to correct for all other amplitude-modifying effects (see Appendix A). This correction is normally done either explicitly, or by comparing the AVO of interest to that of a reflector of known parameters that lies above, and in proximity to, the reflector of interest (e.g., the sea bottom [Allen and Peddy, 1993] ). In our case the parameters needed for an explicit correction are not well defined [cf. Pratt et al., 1993] , and no other clear reflector of known parameters is present ( Figure 2 and Plate 1). We therefore correct the AVO of the measured bright-spot reflections A b (h) using a data-derived factor ͗ A s ͘ estimated for each trace as the median of the complexamplitude (amplitude envelope) A(t) of source-generated energy. The median ͗ A s ͘ is expected to be proportional to the background amplitude due to scattered crustal reflectivity of the seismogram A s (t) (Figure 3 ) at its characteristic decay time (equivalent to the characteristic decay time of an exponent). Thus our normalization scheme is equivalent to normalization of the measured bright-spot reflection AVO with respect to the AVO of the background crustal reflectivity. The derivation below is a conceptual explanation of the correction procedure that we found to work well for our data (as demonstrated in Appendix A) and not a rigorous theoretical derivation.
The mean amplitude A b of the bright-spot P-wave reflection with ray parameter p recorded at the two-way-travel-time T by receiver r, from a source S at an offset h, and measured as described above (equation 3), can be approximately expressed as a function of the bright-spot reflection coefficient B(M, i):
where s is the signal generated at the source; L is the pathdependent amplitude loss of the reflected wave (a composite of spherical spreading, attenuation, transmission losses, and scattering); v is the seismic-velocity structure traversed by the wave; f is the center frequency of the reflection; R is the receiver response; A s is the background amplitude level due to all other seismic phases and to ambient-noise. All the terms in (4) are mean scalar values, modifying the total energy of the reflected wave, thus the dots imply multiplications rather than convolutions, and integration over a range of the ray parameter p is implied. We cannot reliably constrain the parameters needed to extract B(i) from (4) explicitly. However by making several simplifying assumptions, justified by the particulars of our data, we are able to simplify (4) and normalize the measured reflection amplitudes A b with respect to all the other terms of (4). We assume that the southern Tibetan upper to middle crust is homogeneous with weak random reflectivity and constant average seismic velocities and attenuation, beneath the shallow low-seismic-velocity Yadong-Gulu rift basins, so that the pathdependent loss L is independent of s and r. These assumptions are justified by the clear dominance of the direct crustal arrivals (P g and S g ), the scattered P wave crustal reflectivity and the bright-spot reflections (P x P and P x S) throughout our seismograms (Plate 1 and Figure 3 ). Other reflected phases, including S wave crustal reflectivity, have negligible amplitude contributions to our data. The various amplitude losses of the reflected waves in the shallow basins are significant and strongly variable from trace to trace. However these basins are shallow enough to allow these losses to be incorporated into the station S and receiver R terms. Only a limited range of ray parameters p penetrates through these shallow basins to give rise to all the crustal reflections. In addition, integration over a range of ray parameters is implied by our measurement procedure (equation (3)). Thus we neglect the dependence of (4) on the ray parameter p, outside the implicit dependence present in our calculation of the twt T and angle of incidence i from the offset h in a 1-D model. We assume that amplitude losses and scattering due to random crustal reflectivity are constant with time, and we include them in the attenuation term for the reflected waves. In this case the path-dependent loss term of (4) is proportional to spherical spreading and attenuation as a function of the reflection twt; i.e., L Ϸ c ⅐ L(T). The arguments above apply also for the source-generated crustal reflectivity amplitude level, A s (t), which corresponds to the general amplitude-decay outline of our seismograms (e.g., Figure 3 ). Averaged over any time window centered at t, A s can therefore be approximated by
where N 0 , the ambient-noise amplitude-level, S and R are assumed to be time independent, and L is averaged over the time window. Note that an average crustal-reflectivity reflection coefficient term (equivalent to B of (4)) is implicit in (5) as part of the scattering which we assume to be constant with time and include in L. Evaluated over a 1-s time window (as in (3)) centered at the bright spot P x P twt (t ϭ T), (5) yields an expression for A s (T) of (4) as a function of L, S, and R of the same equation 4. Thus evaluating A s (T) of (5) will allow us to cancel these terms (L, S, and R) from (4) and hence provides the required normalization for (4). We estimate the left-hand side of (5) ( A s ) by the median amplitude of the sourcegenerated signal ͗ A s ͘ in the 0-to 20-s reduced-time time window of each trace. This median provides a measure of the time decay rate of the amplitude of the crustal reflectivity A s (t) and is essentially not biased by distinct phases, like direct waves and the bright-spot reflections, which constitute amplitude outliers on the seismogram (as demonstrated in Appendix A). The duration over which the median was calculated (the 20-s trace length) was selected to normalize the background reflectivity on most traces to approximately the same amplitude value at the bright-spot reflection twt ( Figure 3 ). Thus assuming that A s (s, r, T) ϰ ͗ A s ͘ (an assumption examined in Appendix A), we divide (4) by (5), neglect the ambient noise in the denominator, and cancel out the (approximately) common factors to obtain
where c is a constant scaling factor, and A s /͗ A s ͘ is a constant (Ϸ1) of our normalization procedure that expresses the normalized background level. Equation (6) expresses our normalization procedure, and the way we extract our desired parameter B from our observed quantities A b and ͗ A s ͘. Note that because the scaling factor c is not constrained we cannot calculate the actual value of the reflection amplitudes, and hence Figure 6a . A 1007-trace subset (the traces with the largest signal-to-noise ratio) of our 2611-trace supergather plotted in reduced travel time. Each trace is A(t)/͗ A s ͘, the complex amplitude envelope of three components normalized by the median of the first 20 s of reduced time. The P x P and P x S bright-spot reflected phases, although reflected from several different bright spots, appear as coherent and consistent energy bands suggesting that the seismic-velocity structure of the Tibetan crust, down to the bright spots, can be approximated by a 1-D model. (The same coherency is observed with the full data set: a subset of the data was used to produce a clearer image for publication.) Rectangles show predicted travel times of P x P and P x S in a constant-velocity model of the upper crust (V P1 ϭ 5.3 Ϯ 0.2 km s Ϫ1 , V S1 ϭ 3.2 Ϯ 0.2 km s
Ϫ1
, V P1 /V S1 ϭ 1.65), and the trend of the direct P wave phase P g . The direct S wave phase (S g , gray arrow) crosses the P x P reflection at 10-to 20-km offset range and the P x S reflection at 20 to 30 km and distorts amplitude measurements at these offset ranges.
we restrict our analysis to the relative variation of the amplitudes with offset.
Our Actual Measurement Procedure and the Measured AVO of the Tibetan Bright Spots
All 2611 three-component seismograms recorded in the northern Yadong-Gulu rift, on wide-angle stations 4, 5, 6, 7, 8, and 10 from source points along CMP line segments Tib 6 to 11 (Figure 1 , Tables 1a and 1b), were merged into one supergather. For each seismogram we calculated the true-amplitude envelope (complex amplitude) of each component, using the Hilbert transform. Then for every sample we calculated the RMS of the three components to obtain A(t) of (2). The resulting supergather (Figure 6a ) shows, when plotted by offset, the P x P and P x S bright-spot reflections as coherent phases, which supports our methodology of merging data from a large area. The data were reduced with a velocity of 6 km s Ϫ1 , so that the source-generated energy begins within the first 2 s of each trace. The median source-generated signal amplitude, ͗ A s ͘ of (6), was calculated from a 0-to 20-s reduced-time time window. The receiver-gained ambient noise level, N 0 ⅐ R of (5), was estimated as the median amplitude of a 60-to 80-s reduced-time time window. The amplitudes of direct P g and S g , and of reflected P x P and P x S, were obtained from the RMS of 1-s time windows centered at their respective travel-times as measured on our merged supergather (Figure 6a ). The 1-s window length was chosen to include the full duration of each phase, and to account for differences in the depth and velocity of the different bright-spot reflections incorporated into our supergather. The normalized amplitudes of P x P and P x S, A b (h)/͗ A s ͘, measured from the supergather (Figure 6a ), have a bimodal distribution: high values on traces with bright-spot reflections; and low values on traces with only background reflectivity or noise at the travel time of the bright-spot reflections (Figures 7a and 7c) . We estimate the normalized background amplitude level at the travel time of the bright spots, A s /͗ A s ͘, to be 1.75. We then omit those traces which have a combined RMS normalized amplitude of P x P and P x S Ͻ 1.75, thus limiting our analysis to the 1338 traces (about 50% of the traces) that actually display reflections from the bright spots (Figures 7a and 7c ). The amplitudes with values Ͼ7 for P x P (Ͼ5 for P x S) that were measured at offsets of about 10 to 20 km (20 to 30 km for P x S) (Figure 7a ) are biased by the S g phase which crosses the P x P (P x S) phases at those ranges (Figure 6a) . Figure 7a shows that P x P amplitudes have normalized values of about 4 at offsets up to about 20 km, decrease to about 2 at offsets between 30 and 50 km, then rise again at larger offset. Most of the low-amplitude traces omitted based on combined RMS normalized amplitude Ͻ1.75 were recorded at offsets Ͼ35 km (Figure 7a ). The survival of the obvious minimum in P x P amplitude after these traces were omitted suggests that this minimum is a robust feature of our data. The P x S amplitudes are about 2 near zero-offset, rise to about 3 at offsets about 10 to 30 km, then decline again with offset. We tested the variation of these normalized amplitudes, both before and Figure 6b . Synthetic complex amplitude envelope gather generated by explicit reflectivity modeling (see text, and modeled vertical-component seismograms in Figure 12a ) and displayed as above. The model has a constant-velocity (V P1 ϭ 5.3 km s Ϫ1 , V S1 ϭ 3.2 km s Ϫ1 ) crust with random scattered reflectivity, and short (1 km) bright spots, spaced 5 km apart, which have our preferred velocities (V P2 ϭ 3 km s
Ϫ1
, V S2 ϭ 1.6 km s
). 10, 805 after omitting traces, and also with respect to source, receiver, and midpoint locations. We found no correlation of amplitudes with respect to source or receiver, which demonstrates the efficiency of our normalization scheme in removing source and receiver effects. In contrast, high P x P reflection amplitudes are clearly concentrated at some midpoint latitude ranges ( Figure  7c ). These regions of high reflection amplitudes correspond to the bright spots imaged by the CMP profiling (YBS, NBS, DBS ). By omitting the low-reflection-amplitude traces (Figure 7c ) we excluded data with midpoints outside of (6)) from the bright-spots supergather ( Figure  6a ) plotted by offset. Amplitudes are the RMS of 1-s windows centered on the bright spots' travel time; on the left amplitudes measured in the P x P time window, and on the right P x S. Dark gray crosses represent traces that were used for our AVO analysis. Light gray crosses represent traces for which the RMS of the normalized P x P and P x S is smaller than the average background level of 1.75, that is, traces which show no reflections from the bright spots and were omitted from our AVO analysis. Thick black curve in each plot is the median of the normalized amplitudes in each 1-km bin, smoothed over 10 km; thin curves are error bounds based on the RMS misfit of the data to the smoothed curve. Points with amplitudes Ͼ7 (P x P) or Ͼ5 (P x S) are data biased by the direct S wave (S g ; see Figure 6 ). Figure 12a ) with our preferred bright-spot parameters (V P2 ϭ 3 km s Ϫ1 , V S2 ϭ 1.6 km s Ϫ1 ). Amplitudes were measured and normalized with the same procedure used for the data. The bias due to S g is smaller because of the short duration of S g on the synthetics. the high-amplitude ranges and noisy data from our analysis. Thus we made certain that the observed correlation of the amplitudes of P x P and P x S with offset is not an artifact of combining reflections from different midpoints. This suggests that defining a single set of elastic parameters to characterize the bright spots beneath the northern Yadong-Gulu rift is a useful approximation.
To allow easier examination of the reflections' AVO we calculated the median of the measured amplitudes in 1-km bins then applied a 50% trim-mean smoothing over 10 km, producing the curves presented in Figure 7a . As a measure of the scatter of the data around these smoothed curves we calculated the RMS misfit of the data to the curve at each bin, and plotted this misfit as error bounds around the smoothed curves of Figure 7a . We corrected this estimate where our measurements are biased by the S g phase, as discussed above, and where there are only few data points providing only weak constraints for the curves. Thus we manually reduced the error estimate at offsets 5 to 25 km (P x P) and 10 to 30 km (P x S); and manually increased the error bounds for P x P at 45 to 55 km offset. Since the P x S amplitude at zero offset (i.e., normal incidence) should be zero we estimate the normalized background level of the P x S time window to be 1.65, approximately the amplitude measured at zero offset. The background level of the P x P time window is expected to be higher as this phase arrives at earlier travel time, with higher background scattered energy. We estimate the normalized background level of the P x P time window to be 1.85, which is consistent with the lowest amplitudes measured at about 55 km offset, yielding the combined RMS for both phases of 1.75 used above to recognize and omit data without bright-spot reflections. This estimate is somewhat arbitrary, but it has negligible effect on our modeling results (see below).
Fitting the AVO of the Tibetan Bright Spots
The P x P and P x S reflected phases appear on our merged supergather as coherent energy bands with consistent travel times, although they reflect from different bright spots ( Figure  6a ). This suggests that the average seismic velocity structure of the Tibetan crust, down to the bright spots, has only minor lateral variation. Moreover, the normalized reflection amplitudes are consistent between the different traces (Figures 6a  and 7a) , suggesting that the different bright spots have similar seismic character. We therefore match the shape of the AVO curves A b (h)/͗ A s ͘ (Figure 7a ) measured from our merged supergather to the shape of curves modeled using a single set of elastic parameters M for the bright spots and for the crust above them, a 1-D model. We first estimate the velocities of the upper crust from travel time modeling, then use the measured AVO to constrain the parameters of the bright spots. We describe here results of the simplest model (given by the Zoeppritz equations), then show that essentially the same results are obtained from 1-D elastic modeling with increasing levels of complexity. The different models considered here are used to examine the importance of the different assumptions we made in our measurement and correction schemes. Note that while the more complex models may produce results that better resemble the data they also embed additional sets of assumptions. The similarity of all our modeling results suggests that our simple 1-D model, although a gross approximation, Figure 7c . The same amplitudes as in Figure 7a plotted by reflection depth-point latitude (note that depth points are midpoints for P x P but not for P x S). Black curves are binned and smoothed in the same way as the thick curves in Figure 7a . Approximate locations of the bright spots shown in Figure 2a [after Brown et al., 1996] are noted. High reflection amplitudes are correlated with the latitudes of observed bright spots (in the ranges of CMP profiling). Both high and low amplitudes correspond to these latitude ranges, so the correlation of amplitudes with offset visible in Figure 7a is not an artifact of combining reflections from different midpoints.
provides useful information about the nature of the bright spots.
Constant-Velocity Travel Time Modeling of the Upper Crust
We model the Tibetan upper crust above the bright spots as a single layer with uniform elastic properties, P wave velocity V p1 , S wave velocity V s1 , and density 1 , above a horizontal bright-spot reflector (Figure 8a ). In this model the ray paths of the reflected phases are straight lines, and the calculation of travel times and angles of incidence and reflection of these phases as a function of recording offset is straightforward. We estimate a depth of 14.57 Ϯ 1.5 km for the bright spots, V p1 of 5.3 Ϯ 0.2 km s Ϫ1 , and V s1 of 3.2 Ϯ 0.2 km s Ϫ1 by fitting P x P and P x S travel times with calculated travel time curves (Figure 6a ). The lack of strong reflectivity rules out the possibility of largevelocity changes above the bright spots (Figure 2 and Plate 1) except at very shallow levels of the crust. This, together with more detailed analysis of the velocity structure in the Tibetan upper crust (see section about elastic modeling below), leads us to suggest that these average velocities reflect, within our error bounds, the actual interval velocities right above the bright spots. Using these velocity estimates, we calculate the incidence and reflection angles ( Figure 8a ) and plot our "B(i) curves," the measured amplitudes as a function of the downgoing P wave incidence angle (Figure 9 ). Ray tracing through various models with a reasonable range of upper crustal velocity structures (including the consideration of gradual velocity changes) suggests that our errors in calculating the incidence and reflection angles are probably Ϯ5Њ at 65Њ, and significantly less at lower incidence angles. Note that as required by Snell's law, P x P and P x S recorded at the same offset have significantly different incidence angles, and hence significantly different ray paths (Figure 8a ). This fact limits the value of comparing the P x P and P x S amplitudes on a trace-by-trace basis as was done by and calls for comparison of amplitudes recorded on different traces as is done in this paper.
Forward Modeling of the Bright Spots: Outline of the Modeling Procedure
To obtain the elastic moduli M characterizing the brightspot reflecting interface, we forward model our AVO. We calculate the AVO expected for a P wave reflected and converted at the interface for all plausible values of M and compare this calculated AVO to the AVO curves binned and smoothed from our data (Figure 10 ). Our measure of goodness of fit is the RMS misfit between the modeled and measured curves normalized by our estimated RMS misfit of the data to the smooth curves (Figure 9 ), calculated at 1Њ increments between 10Њ to 65Њ incidence angles. A constant scaling factor, c of (6), needs to be applied to the measured AVO curves before comparing them to the modeled curves. This scaling factor, approximately the zero-offset path-dependent term of (4), is usually evaluated from the zero-offset reflection coefficient of the bright-spot reflector [Shuey, 1985] , which is not well constrained by our data. Therefore we only fit the shapes of the modeled and calculated AVO curves by empirically scaling them to each other. The scaling factor is determined so that it "fixes" the measured and calculated P x P curves to each other at either 15Њ or 30Њ incidence angle. For each set of elastic parameters we examine the fit between the calculated curves twice: (1) when they are fixed at 15Њ (which effectively fits the ratio of maximum and minimum of the P x P curve) and (2) when they are fixed at 30Њ (which fits the slope of the P x P curve -D models used in our modeling of the bright spots: the "simple" model (1)-constant-velocity upper-crustal layer above a half-space bright spot (gray); the explicit model (1e)-a horizon of 1-km bright-spot segments (gray), spaced 5 km apart, embedded in a constant velocity (and attenuation) crust with random scattering (random pattern); the "thin-layer" model (2)-thin-layer bright spot (gray) of thickness ⌬ in a constant velocity crust; the "layered" model (3)-layered upper crust above a half-space bright spot (dashed line at 5.5 km represents a velocity gradient). The depth to interfaces, and the values of V p , V s , and density (), are noted for each layer. An enlargement of a bright spot in the explicit model (circle) shows that each bright spot is composed of several point diffractors (gray), each reflecting the waves independently. The incidence angle is calculated in the explicit model from the angle made between the incident and reflected rays. Figure 7a ) plotted as a function of incidence angle calculated using our 1-D constant-velocity model (Figure 8a ). Black curves are binned and smoothed medians and thin curves are error bounds (calculated as in Figure 7a ). Error bounds are only plotted for incidence angles of 10Њ to 65Њ, the range in which they are used to constrain our modeling. Note the most robust feature of the P x P curves, the amplitude minimum at incidence angle of 55Њ Ϯ 5Њ. Horizontal dashed lines at 1.85 for P x P, and 1.65 for P x S, mark the estimated background amplitude levels. Figure 10 . Examples of Zoeppritz-modeled absolute-value amplitude-variation-with-incidence-angle curves for six different bright-spot P and S velocities (listed on right), corresponding to the numbered circles in Figure  11 , compared to our binned and smoothed data curves (dark squares) and their error bounds (gray shading). (left) Measured and modeled P x P amplitude curves; right: P x S curves. The relative scaling between the data and modeled curves (which cannot be determined by our data) is determined by fixing them to each other at 15Њ incidence angle. The bright spots are constrained to have low velocities (curves 1 to 4) by the relative P x P to P x S amplitudes, while the P x P curve, in particular the diminished amplitudes at 55Њ Ϯ 5Њ incidence angle, shows model 1 to be significantly better than models 2, 3, and 4. from 30Њ to 50Њ). The RMS misfit of the measured and calculated AVO curves is calculated in both cases, and the scaling factor that produces the lower misfit is chosen. This same scaling factor is also applied to the P x S curve.
The inspection of AVO curves, modeled with several sets of elastic parameters (numbers 1-6, Figure 10) , reveals that the shape of our measured P x S AVO curve constrains our analysis to the class of models with high above low P wave velocity (i.e., negative reflection coefficient) but is then matched by most models in this class. In contrast, the shape of the measured P x P AVO curve, for which the approximation of (6) is also better defined, is much more indicative of the specific elastic parameters required (Figure 10 ). In fact, the most indicative feature of the P x P AVO curve is the incidence angle, 55Њ Ϯ 5Њ, at which this curve reaches its minimum. This feature is a robust feature of our data; it is emphasized by the high P x S amplitudes at the same range of incidence angles (Figure 9 ), and offsets ( Figures  6a and 7a) , and therefore it does not depend on our normalization scheme (equation (6)).
The modeled AVO curves were obtained by several methods, presented below in order of increasing complexity and embedded assumptions. In this section we discuss modeling using the Zoeppritz equations; in the following section (Synthetic-Seismogram Modeling of the Tibetan Bright Spots) we discuss methods using synthetics calculated first by the reflectivity method, then as solutions to the elastic wave equation.
Modeling the Bright Spots by Zoeppritz Equations: The Simple Model
The amplitude change with incidence angle for an infinitefrequency plane-wave reflected at a 1-D planar interface can be calculated explicitly for a set of elastic moduli M using the Zoeppritz equations [Aki and Richards, 1980] . The explicit analytical formulation of the Zoeppritz equations provides a computationally fast way to examine the relative effect of the various elastic parameters. However, this formulation provides only the contribution of a single planar interface between two constant-velocity layers. In our modeling we used upper crust parameters V p1 ϭ 5.3 km s Ϫ1 , V s1 ϭ 3.2 km s Ϫ1 , and 1 ϭ 2700 kg m Ϫ3 . We searched for acceptable bright-spot elastic properties beneath the interface by varying V p2 from 0 to 7.5 km s Ϫ1 , V s2 from 0 to 4.5 km s Ϫ1 in 0.1 km s Ϫ1 steps, and density 2 from 1500 to 3500 kg m Ϫ3 . This modeling showed that the density 2 affects only the scale and not the shape of the AVO curves and therefore cannot be constrained by our analysis. We therefore fix the density beneath the interface 2 at 2600 kg m Ϫ3 in all subsequent analysis. It must be emphasized that using this density does not affect the results of our analysis, although this density is approximately that of a typical crustal rock saturated with about 5% H 2 O or a minimum of 30% melt ( Table 2) . The most basic way of examining the match of modeled P x P curves ( Figure 10 ) with our data is by comparing contours of the lowest angle at which the absolute value of a modeled curve reaches a minimum (there may be more than one such minimum, for example, when a modeled curve changes its sign twice as the angle of incidence increases), with the angle at which the measured P x P amplitude reaches its minimum (Figure 11a) . Inspection of the contour plot (Figure 11a ) reveals that only a narrow range of bright-spot velocities produces curves with the first minimum at angles higher than 50Њ. Moreover, the more reasonable of these velocities (with V p Ͼ 1.5 km s Ϫ1 ) suggest a minimal to no change in Poisson's ratio between the upper crust and the bright spots.
A more quantitative way of examining the fit of the modeled curves to the data is to plot contours of normalized model misfit as a function of the velocities V p2 and V s2 (for the fixed density 2 ) beneath the interface (Figure 11b ). Visual inspection of modeled curves (Figure 10 ) reveals that only parameter sets with normalized misfit Յ0.5 (in the dark gray area of Figure 11b ; curve 1 (but not curves 2 to 6) in Figure 10 ) fit the observed AVO reasonably and should be considered as representing possible parameters of the Tibetan bright spots. Comparison of the contour plots of Figures 11a and 11b shows that the feature of the data that controls our modeling results is the minimum in the measured P x P AVO curve between 50Њ and 60Њ incidence angle, which is the most robust feature of our data ( Figure 9 ). Our results are therefore not much affected either by the scaling of the measured AVO curves or by the bias of these curves by the S g phase. The general shape of our observed AVO curves (Figure 10 ; curve 1) are reasonably well fit by the simple modeling procedure of the Zoeppritz equations. However, the curves obtained by this procedure do not match the flattening of the observed P x P curve at angles below 20Њ or the vanishing of the observed amplitudes at angles larger than 70Њ.
In the above modeling, we fixed the velocities above the interface, V p1 and V s1 (Figure 8b(1) ), based on the upper crustal velocities constrained by travel time modeling of the P x P and P x S reflected phases and additional data (see section about elastic modeling below). However, these velocities are only an estimate of the interval velocities immediately above the bright-spot reflector. To examine the sensitivity of our results to potential errors in this estimate, we modeled the family of curves resulting by varying V p1 by Ϯ0.3 km s Ϫ1 (Ϫ0.3, 0, and ϩ0.3 km s Ϫ1 ) and V s1 by Ϯ0.2 km s Ϫ1 (Ϫ0.2, 0, and ϩ0.2 km s
Ϫ1
) for each pair of velocities V p2 and V s2 in the ranges described above. The normalized RMS misfit to our observed AVO for each of the nine resulting curves was calculated, and the best fitting curve was selected. These values are contoured in Figure 11c . Comparison of the Յ0.5 range (dark shading) in Figure 11c with that in Figure 11b shows the model sensitivity to the exact velocities above the bright spots and represents an extreme measure of error in determining the range of possible parameters of the bright spots. Our uncertainty in the velocities above the interface essentially maps to an uncertainty of Ϯ0.7 km s Ϫ1 in any of the V s2 values constrained in Figure 11b but does not change the general trend of best fitting models. Bowers [1995] . b Murase and McBirney [1973] . c Fielitz [1971] .
The Յ0.7 RMS misfit contour represents an error estimate for our range of probable parameters of the bright spots.
Synthetic-Seismogram Modeling of the Tibetan Bright Spots
Explicit Reflectivity Modeling in 1 1 2 -D
To gain an intuitive feel and make a qualitative test for the validity of our AVO analysis, we generate "realistic" synthetic seismograms based on our basic assumptions. We model the southern Tibetan crust as a homogenous half-space with the constant seismic velocities and density used above, and weak random reflectivity. The bright spots are modeled as a horizontal series of equally spaced short segments, each composed of a series of horizontally aligned, equally spaced, diffraction points. Each diffraction point independently reflects the downgoing P wave, as a function of its incidence angle (Figure 8b , "explicit" model). This is labeled "1e" in Figure 8b to make clear the relationship to the Zoeppritz curve fitting (Figure  8b (1) discussed in the previous section: both there and here we calculate amplitudes directly from the Zoeppritz equations assuming a reflective half-space. For simplicity, we ignore in model 1e the thickness of the bright spots (to be discussed later) and the width of the diffraction points composing them. An intuitive and computationally affordable approach to compute "realistic" synthetic seismograms is to sum the reflectivity series of each seismic phase explicitly, then convolve the resulting reflectivity series with an assumed source wavelet. In this model we include the contributions of the crustal direct phases (P g , S g ), the scattered P wave crustal reflectivity, and the bright-spot P wave, and P to S wave converted, reflections (P x P, P x S). The contribution of all other phases (e.g., S wave reflectivity, etc.) is neglected. Thus the vertical component reflectivity z as a function of time t and offset h is calculated by Figure 10 . Circle 1 (Vp ϭ 3 km s Ϫ1 , Vs ϭ 1.6 km s Ϫ1 ) represents our preferred parameters for the Tibetan bright spots. (a) Contours of the angle at which the modeled P x P AVO curves reach a minimum. Gray shading is the range of bright-spot velocities that produces P x P AVO curves with the minimum at incidence angles between 50Њ and 60Њ, in agreement with our observed P x P AVO curve. The values of the P wave zero-offset reflection coefficient in our model (with 2 ϭ 2600 kg m Ϫ3 ) are noted on the top axis. (b) Contours of RMS misfits between the modeled P x P AVO curves and our data normalized by the error bounds ( Figure 9 ). Gray shading marks the range of parameters with misfit Յ1 (light) and Յ0.5 (dark): the range of bright-spot parameters that best matches our observations is marked by the Յ0.5 range. (c) Contours of normalized RMS misfit, as in Figure 11c obtained by accounting in our modeling for Ϯ0.3 km s Ϫ1 and Ϯ0.2 km s Ϫ1 error bounds (size of the black square) in the determination of P and S wave velocities immediately above the bright spots, respectively (see text).
where
is the path-dependent loss due to spherical spreading and attenuation here calculated for frequency f ϭ 10 Hz and attenuation quality factor Q ϭ 200. The first two terms in (7) produce crustal direct P wave (P g ) and S wave (S g ) respectively, the next two terms produce random P wave and S wave crustal reflectivity, and the last term sums over the P wave reflections (P x P) and P-to-S wave converted reflections (P x S) from the different diffraction points of the different bright spots. The ␦(t) value is the delta function, H(t) is the step (Heavyside) function (see appendix for nomenclature); rand(t) returns a random number in the range [Ϫ1, 1]; T P g and T S g are the arrival times at offset h of the direct P and S waves, respectively; T P x j,k P and T P x j,k S are the two-way travel time of a P wave reflection and a P to S converted wave from the kth point of the jth bright spot; i P x j,k P and i P x j,k S are the angles of incidence of the downgoing P wave producing the bright-spot P wave reflection and P to S converted wave. These angles were determined from the angle between the incident and reflected rays for each diffraction point. The projections to vertical component of the P wave P and S wave S arrivals were arbitrarily set at 2/3 and 1/3, respectively, for the direct waves and the crustal reflectivity and were calculated from the angle of arrival for the bright-spot reflections. The maximum reflection coefficient of the crustal reflectivity B cr was set at 0.1, thus producing random reflectivity in the range [Ϫ0.1, 0.1]. The brightspot reflection coefficients of the P wave B PP reflections and P to S converted wave B PS are discussed below. The amplitude a z of the vertical component seismogram as a function of offset and time is then calculated by a z ͑t, h͒ ϭ z ͑t, h͒*S ϩ N 0 rand͑t, h͒
where S is a zero-phase source wavelet with 10-to 15-Hz frequency band; N 0 is the ambient noise level set at 10 Ϫ4 ; and the asterisk signifies convolution. The horizontal component reflectivity series and seismogram are calculated by the same approach of (7) and (9). Note that we neglect here possible differences in the frequency of the different phases or in S wave attenuation and any response due to variations in source or receiver or due to the shallow basins.
Synthetic seismograms that match our data are obtained when we model the bright spots as a series of segments, each segment spaced 5 km laterally, 1 km wide and made up of 5 diffraction points (Figure 8b (explicit) ). We calculate the reflection coefficient at each diffraction point using the Zoeppritz equations with the bright-spot velocities of curve 1 ("best") in Figures 10 and 11 . The resemblance of the modeled vertical seismograms (Figure 12a ) to the data (Figure 2 and Plate 1) as further demonstrated by amplitude plots of two of our modeled seismograms (Figure 3 ) additionally corroborates the validity of our simple model and our choice of modeling parameters. The complex reflection pattern of both P x P and P x S is also duplicated by our explicit model, a similarity which is further demonstrated by comparisons of P g and P x P waveforms on two of the modeled seismograms (Figure 4) . These results are consistent with our suggestions that the bright spots are a series of short diffracting segments rather than a single reflector, and that no internal structure is required by the data. We calculate the complex amplitude (envelope) of the modeled vertical and horizontal components using the Hilbert transform, normalize the traces by the median of 0-to 20-s reduced-time time window (exactly as done with the data; see Appendix A for discussion), and compare the result ( Figure  6b ) to our data supergather (Figure 6a) . The observed and modeled gathers show a good match in their general features and their offset dependence. All phases are longer in duration on the observed supergather and are fit better when we use a longer-duration source wavelet. Modeling (below) demonstrates that the longer-duration wavelet is generated by reverberations in the shallow basins. Note the good match in the P x P and P x S travel times yet poor match of the P g phase. The observed P g shows lower than the average (modeled) velocity at the shallow basins and higher than average below that (see discussion below). The bright-spot reflection amplitudes were measured as the RMS of a 1-s time window centered at the modeled travel times (as for the data). Comparing the normalized model amplitudes (Figure 7b ) to the normalized observed amplitudes (Figure 7a) shows a good agreement. The biases due to S g are less pronounced in the modeled amplitudes due to the short duration of this phase in the model, in contrast to its long duration and low-frequency content in the data.
To produce a statistically meaningful contour plot of the misfit between measured and modeled amplitudes (as done above, Figure 11 ) would be computationally too costly for our explicit model because of the large random constituents of the model. However, a useful qualitative evaluation of the validity of the contour plots in Figure 11 can be obtained from a visual comparison of the measured amplitudes with amplitudes modeled with different bright-spot velocities ( Figure 13 , curves 1 to 6). This comparison demonstrates that our normalizing factor ͗ A s ͘ (equation (6)) is not sensitive to the bright spots' AVO (see discussion in Appendix B), and that even amplitude curves modeled with bright-spot velocities in the range of misfit Ͼ0.5 and Ͻ1 (e.g., curves 2 and 4; Figures 10, 11b, and 13) are noticeably different from the measured amplitudes. These differences are more apparent when a comparison is made between the associated modeled seismograms (not shown here) and the observed seismograms. These comparisons corroborate our conclusion that only bright-spot velocities with misfit Յ0.5 should be considered as representing possible velocities of the bright spots.
To test whether interference of reflections from the different bright spots can produce its own AVO effect, biasing our observations, we repeated the modeling with a single diffraction point per bright spot and varied the spacing between the bright spots. We tested the case at which the reflection coefficient of a diffraction point is constant with respect to the angle of incidence. No consistent AVO pattern is observed in this case, only truncation of the overall reflection pattern when the spacing is larger than about 10 km. Such gaps also occur in our data and are accounted for by omitting traces with low combined P x P and P x S amplitudes. In the cases in which the diffraction points' reflection coefficient is a function of angle of incidence, the amplitude change with incidence-angle response of a single diffraction point is matched closely by the overall AVO pattern when interpreted as coming from a single reflector.
We conclude that our approach to AVO analysis is selfconsistent with our basic assumptions, and provides an adequate approximation for our observations.
Elastic Reflectivity Modeling
The Zoeppritz equations only allow direct calculation of reflection amplitudes from a single interface between two constant-velocity media. To examine the cases of a thin-layer bright-spot, and of variation with depth of upper crustal velocities, as well as our technique for measuring the amplitudes, we had to use a more robust procedure. We chose the 2-D Wideband Transfer Functions (OASP) and the pulse postprocessor (PP) modules of the OASES package [Schmidt, 1996; Schmidt and Glattetre, 1985] to calculate the exact solution to the elastic wave equation in horizontally stratified media by using the Direct Global Matrix technique [Schmidt and Tango, 1986 ] to determine the depth-dependent Green's functions of the depth-separated wave equation. We calculated 20-s synthetic seismograms sampled at 100 Hz in the intercept timeslowness domain, resulting from a plane-wave originating at a compressional source pulse of a 5-to 15-Hz bandwidth. In all our models we represent the bright-spots by a velocity perturbation with its top at 14.57 km depth. The effects of spherical spreading, attenuation, and noise were not included in our calculations. To measure the modeled AVO, we separately calculated the RMS of the vertical and horizontal components for each of the synthetic P x P and P x S phases. We then measured the RMS of the absolute amplitudes in a 1-s window centered on the reflected phase, the same procedure we used for measuring the data amplitudes. Our smoothed dataamplitude versus incidence-angle "B(i) curves" and their associated error bounds ( Figure 9 ) were converted to amplitude versus slowness "B( p) curves" using, in keeping with our constant-velocity upper crust assumption, the relation p ϭ sin (i)/V P1 . The RMS misfit between our data and the model amplitudes, normalized by the error bounds (Figure 9 ), were then calculated for the slowness range 0.035 to 0.17 s km
Ϫ1
(approximately equivalent to incidence angles of 10Њ to 65Њ). Several sets of parameters were modeled using spherical waves to produce offset-time domain synthetic seismograms ( Figure  12b ) which can be compared directly with the data and provide a test of the modeling results.
We used this elastic reflectivity methodology to examine three models shown in Figure 8b: (1) constant-velocity upper crust, (2) thin-layer bright spot, and (3) (Figure 8b(1) ) is equivalent to the Zoeppritz model, and the results, comparing curves 1 and ZE in Figure 14 , and comparing Figure 15a with Figure 11b , show that the methods produce essentially the same results for V p2 Ͼ 1.5 km s Ϫ1 . Note that models with V p2 Ͻ 1.5 km s Ϫ1 are presumably nonphysical as no common crustal material, not even pure water, has such low velocities under midcrustal pressure-temperature conditions. Testing this model with an alternative source bandwidth 0.5-to 2-Hz (Figure 14, curve 1a ) results in flattening of the measured P x P AVO curves at incidence angles lower than 20Њ, as in the curves measured from the data. This flattening is thereby shown to be an artifact of our measurement method that occurs because our 1-s measurement window is not large enough to include the full length of the P x P phase at small incidence angles.
6.2.2. Thin-layer model: Constant-velocity upper crustal layer (as described above) and lower crustal half-space (same parameters) above and below a thin-layer bright spot. As discussed above, the bright spots appear on our data as a single-cycle phase which is either the reflection from a firstorder interface (as modeled above) or the interference of reflections from the top and bottom of a layer with subresolution thickness. Constructive tuning occurs at near-vertical incidence when the layer thickness ⌬ is about quarter the wavelength of the P wave within the layer. In our model (Figures 8b(2) and 15b) the layer thickness is expressed by
where f ϭ 10 Hz is the center frequency of our signal. The results (Figure 15b ) show that only a low-velocity layer is in agreement with our measured AVO curves, and constrain essentially the same possible range of velocities V p2 and V s2 within this layer, as in the half-space model (Figure 15a) . Inspection of the resulting modeled curves ( Figure 14 ; curve 2) shows that they do not match the observed disappearance of P x P amplitudes at incidence angles between 50Њ and 60Њ because of the persistence of the bottom reflection in the model. Variations of our thin-layer model with high attenuation within the layer, or 15% lower velocities below the layer, yield essentially the same result as the basic model. Repeating this elastic reflectivity modeling with multiple alternating thin layers of fluid and solid produces a transversely anisotropic layer, but the results are still essentially the same. This result is in agreement with a maximum 5Њ shift in the angle of incidence of minimum P x P amplitude on the AVO curves for a 20% anisotropy change that we calculated using a formulation for transverse anisotropy contrasts [Blangy, 1994] and also with the results for S wave AVO of Yardley et al. [1991] .
The thin-layer model constrains essentially the same range of bright-spot parameters as in our simple half-space model, and although it provides a somewhat less good fit to our observed AVO than the half-space model, it is not clearly rejected by our data. Figure 13 . Normalized observed P x P amplitudes ("data"; same as in Figure 7a ) compared with synthetic normalized P x P amplitudes modeled with the explicit reflectivity model (as in Figure 7b ) for different bright-spot velocities (noted in each panel) and the same average crustal velocities. The scaling constant of (6) is applied to each panel to give equal average amplitudes. Numbers correspond to curves in Figure 10 and circles in Figure 11 . This comparison confirms that modeled AVO curves with parameters outside the Յ0.5 misfit range of Figure 11b (panels 2 to 6) are significantly different from the observed AVO curve. V p2 and V s2 ) . Although we do not have a highly detailed velocity model for the Tibetan upper crust, it is clear that it is not a single constant-velocity layer as in the above modeling. To test the importance of our constantvelocity assumption, we used a simplified horizontally layered velocity model (Figure 8b, model 3 ) that includes the major features of the upper crust as constrained by existing data. The top 1 km of the model is a one-or two-layer basin with average P wave velocity of 3 km s Ϫ1 , in agreement with the results of Cogan et al. [1998] for the northern Yadong-Gulu rift basins. Below, down to 5 km depth, is a layer of 5.7 km s Ϫ1 in agreement with the slope of P g on our wide-angle supergather (Figure 6) . A low-velocity layer, with V p ϭ 5.3 km s Ϫ1 and a gradational (nonreflective) upper boundary, stretches from a depth of 5 km down to the bright-spot reflector at 14.57 km.
Layered model: Layered upper crust above halfspace bright spot (with varying
The necessity for such a layer has been shown by Makovsky and Klemperer [1995] from the existence of an about 1-s step between semiparallel branches of P g at an offset of about 100 km; is in agreement with velocity models constrained by INDEPTH teleseismic data [Kind et al., 1996] ; and is in agreement with the 5.3 km s Ϫ1 average velocity down to the bright spots shown in this paper (Figure 6a ). The presence of this low-velocity layer can be explained by simple lithological changes, not necessarily related to the bright spots, or by the presence of minor porefluid content. V p1 /V s1 was held fixed at our measured average value of 1.65 throughout the upper crust of this model. As in the real data, the ray paths in this model are not straight lines, the angles of incidence are not explicitly known to us, and transmission losses occur in the upper crust. Yet our analysis of the synthetic seismograms was done assuming the same con- Figure 14 . The match of the binned, smoothed P x P AVO curve ( Figure 9 ) with curves generated in our different models (Figure 8b ) with the same preferred bright spot parameters. Curves 1, 2, and 3 were modeled by elastic reflectivity and correspond to the numbered circles of Figure 15 . Curve 1a is as curve 1 but with a source of 1-Hz center frequency. Curve ZE was modeled with the Zoeppritz equations and corresponds to circle 1 in Figure 11 . Although all curves are similar (see text) the half-space bright-spot models provide a somewhat better fit than the thin-layer model. (Figure 8b, model 3) . Numbered circles correspond to modeled curves displayed in Figure 14 . Similar results from all three models suggest the results are not model dependent.
stant-velocity upper crust as in all the above models. The misfit values, contoured in Figure 15c , are essentially the same as all previous models. Inspection of the actual modeled curves (Figure 14 , curve 3) reveals that they are similar to models calculated with constant-velocity upper crust (Figure 14 , curve 1) except that they reproduce the vanishing of amplitudes at incidence angles higher than 65Њ. This vanishing is due to evanescence of the down-going P-wave in shallow basins, turning to P g instead of P x P. The synthetic seismograms (Figure 12b ) produced by this simple model (Figure 8b(3); Figure 15c , numbered circle) resemble the AVO response of the data and produce longer-duration waveforms than the explicit model (Figure 12a and 6b ) in better agreement with the data (Plate 1 and Figure 6a) . We conclude that although velocity structure and/or gradients in the upper crust provide a better fit to the data than the half-space model, their effects on the AVO response are negligible.
Modeling Conclusions and Error Estimates
In summary, our different elastic models all constrain essentially the same range of parameters as obtained by the simple Zoeppritz model, which shows that our results are not model dependent to any significant extent. That the AVO response in Figure 12 provided by the combination of reflections from different bright spots (Figure 12a ) and the extended signal duration due to reverberations in the shallow basins ( Figure  12b ) reproduces the bulk of the complexity in the observed P x P and P x S waveforms (Plate 1) further demonstrates that the results of our AVO analysis are not model dependent. This, and the good resemblance of our synthetics (Figure 12 ) to the data (Plate 1), suggest that our results are also robust with respect to the 1-D assumption that underlies our supergather measurement procedure. We therefore conclude that the region with Յ0.5 normalized misfit (Figure 11b ) bounds the likely range of the bright spots' seismic velocities. Note that this is a range of possible parameters that can produce a single observation, rather than being a range of different observations made by us. The acceptable range of velocities is in agreement with the vertical-incidence P wave reflection coefficient of the order of Ϫ0.4 Ϯ 0.15 estimated by A. R. Ross et al. (submitted manuscript, 1998) . Within the acceptable range, we conservatively prefer the values with higher P wave velocities, as these require the least amount of fluid to explain our observations. These P wave velocities are in agreement with the higher error bound on the vertical-incidence P wave reflection coefficient of A. R. Ross et al. (submitted manuscript, 1998) , about Ϫ0.3 (Figure 11) . The significant possible error sources for our estimate above can be divided into three groups:
1. Errors in the normalization procedure due to the following: failure of the 1-D constant upper crustal velocity assumptions (due to velocity structure and gradients, or anisotropy in the upper crust); failure of the approximations implicit in (6); insufficient correction for source and receiver effects.
2. Distortion of the bright spots' AVO response due to internal structure, dip, or anisotropy of the bright spots.
3. Errors in the determination of the interval velocity immediately above the bright spots.
Since the primary feature in the data that controls our results is the incidence angle at which the P x P amplitude reaches its minimum, we can evaluate the importance of each possible source of error by the deviation it could possibly introduce in the determination of that angle. From examination of the contour plot of incidence angle of minimum P x P (Figure 11a) we see that the angle of 55Њ we evaluate from on our data based to our assumptions is as high as possible (for physical velocities, V p Ͼ 1.5 km s
Ϫ1
). Thus errors that would imply higher angles are not physically interesting. Comparing the plots in Figure 11 shows that our contour of 0.5 misfit (Figure 11 ) represents angles of minimum P x P amplitude of Ն45Њ and is thus equivalent to Ϯ10Њ error bar. This error bar represents the scattering of our normalized measured amplitudes around the smoothed median curve. Thus this error bar represents all local effects that were not removed by our normalization procedure: local dips and focusing of the bright spots; residual source and receiver variations; fine velocity structure in the upper crust (including the shallow basins); effects of scattered crustal reflectivity; and others. The consistency of the results of our various models demonstrates that the same error bars are robust with respect to: scattered crustal reflectivity (explicit model, Figure 8b(1e) ); the internal structure and anisotropy of the bright spots ("thin layer" model, Figure 8b (2)); and upper crustal velocity structure and gradients (layered model, Figure  8b(3) ). Anisotropy in the upper crust may cause the bending of the reflected wave ray paths, thus bias our estimate of incidence angle. However upper crustal anisotropy is unlikely to be greater than 10% [Crampin, 1994] , thus is of the scale of velocity variations already considered by us in our layered model. The lack of measurable shear-wave splitting of the P x S phase also implies negligible anisotropy. A consistent dip of the bright spots might shift our estimates of incidence angles. However, the amplitude curve measured using only shots southwest of receivers shows no systematic difference from the curve using only shots to the northeast of receivers, thereby ruling out the importance of a consistent dip in biasing our measured curves.
The only important possible source of systematic error in our analysis is due to errors in the estimate of interval velocities immediately above the bright-spot reflecting interface. Errors in average (kilometer-scale) interval velocities above the bright spots would similarly bias both our estimate of the bright-spots host rock properties (see discussion below) and the range of possible bright-spot velocities (Figure 11b ). Thus such errors would have little effect on the results of the analysis below. Small-scale velocity perturbations with respect to a smooth velocity function are a major possible source of error, as these would bias only the range of bright-spot velocities resulting from our AVO analysis. Holliger [1996] measured a standard deviation of Ϯ0.3 km s Ϫ1 sonic-log P wave velocity perturbations in deep boreholes with respect to a smooth upper crustal velocity model, and Jones and Holliger [1997] show that the S wave velocity perturbation distribution is proportional to the P wave perturbation (about 5% of the average velocity). We explicitly modeled the effect of these velocity error ranges, and we consider the Յ0.5 misfit range of Figure  12c to represent an upper bound on the Յ0.5 range of Figure  12b . We believe this overestimates our error because of the following:
1. The frequency of the sonic log (about 100 Hz) is much higher than the frequency of our measured waves (10 to 20 Hz), causing Holliger [1996] to measure larger velocity perturbations than applicable in this study.
2. P and S velocities directly above the bright spots are almost certainly correlated, either both higher or both lower than our measured average velocities, whereas our error mod-eling also considered the anticorrelated cases [Jones and Holliger, 1997] .
3. The fact that no clear reflectivity has been imaged in the Tibetan upper crust over about 2 s (about 5 km) above the bright spots (Figure 2 and Plate 1) suggests smaller velocity perturbations than measured by Holliger [1996] and Jones and Holliger [1997] in areas of seismically reflective upper crust [e.g., Emmermann and Lauterjung, 1997, Plate 3) .
We believe that the Յ0.5 misfit ranges of Figures 11b and 11c are ample estimates of the error bounds of our analysis.
Geologic Interpretation of the Modeled Elastic Parameters
Project INDEPTH results suggest that the bright spots imaged in the Tibetan middle crust represent concentrations of fluids, whether aqueous fluids or melt . In this paper we have constrained the range of P and S wave velocities (Figure 16a (Figure 16a ), was calculated from our simple model (Figure 8b , model 1) taking into account our error bars for the interval velocity above the bright spots (as in Figure 11c ). Note that the significant density contrast embedded in our simple model (Ϫ100 kg m Ϫ3 ) results in low estimates for the P wave velocity contrast implied by the range of zero-offset reflection coefficients (Figure 16a ). The bright-spot velocities constrained by these combined wideangle and near-vertical results allow us to investigate the nature of the fluids concentrated at the bright spots. The alignment of the Tibetan bright spots at a similar depth along about 150 km of INDEPTH profile suggests that the fluids they represent are in at least quasi-static equilibrium at that depth, rather than representing a transient phenomenon. In the middle crust these fluids are therefore presumably at essentially lithostatic pressure, and form saturated pores (inclusions) in the rock [Mavko, 1980; Stocker and Gordon, 1975; Thompson and Connolly, 1990; Wood and Walther, 1986 ]. An intuitive way to examine porous rocks is the V p -V s plot (Figure 16b) , in which the seismic velocities of a fluid-saturated porous rock lie on some mixing curve (weighted-average) between the velocities of the dry nonporous solid mineral assemblage ("rock point") and the velocities of the fluid filling the pores ("fluid point") [Castagna et al., 1985] . A reasonable approximation for the frame-forming rock of the bright spots is given by the elastic parameters V p1 , V s1 , and 1 of the upper crust above the bright spots as defined above or of a granitic rock ( Table 2) . The fluid point for aqueous fluids, which at 15 km depth are probably supercritical H 2 O and CO 2 [Krauskopf and Bird, 1995] , are here represented by the parameters of H 2 O at 0.4 to 0.5 GPa and 400Њ to 600ЊC ( Table 2 ). The fluid point for partially molten silicates is constrained by the elastic parameters of pure natural silicate melts (their high-temperature liquidus parameters), and has only weak dependence on the melt composition (of natural melts) or the confining pressure [Murase and McBirney, 1973; Rivers and Carmichael, 1987; Watanabe, 1993] . Following the example of Watanabe [1993] we use the elastic parameters of andesitic melt (Table 2) [Murase and McBirney, 1973] for the fluid point of melt. This assumes that the temperature dependence of the elastic parameters of partial melt is due to the change in melt fraction. Andesitic melt probably provides a low-velocity (low-viscosity) bound for melts that may be present in the middle crust of southern Tibet: more-silicic melts are much higher viscosity, hence higher velocity, except at extreme temperatures close to their liquidus.
A mixing curve, characterizing a fluid-saturated porous rock, on the V p -V s plot (Figure 16b) , depends on the end points, fluid and rock, and on the geometry of pores in the rock [Kuster and Toksöz, 1974] . A point along that curve is determined by the porosity, or fluid volume-fraction [Krief et al., 1990] . For an isotropic rock we can, without making assumptions about pore geometry or porosity, bound the possible range of mixing curves on the V p -V s plot between any specified fluid and rock by using the Hashin-Shtrikman upper and lower bounds [Hashin and Shtrikman, 1963] . On this plot (Figure 16c) our results-the range of acceptable bright spot velocities-lie clearly within the bounds for aqueous fluid, but only the extreme bounds of our error estimate cross the melt upper bound. Therefore the velocities constrained by our AVO analysis, taken with the vertical-incidence reflection coefficient estimated by A. R. Ross et al. (submitted manuscript, 1998) strongly suggest that pores saturated with aqueous fluids produce the bright-spot reflections we observe in the Tibetan middle crust. The alternative that the bright-spot reflections are produced by the presence of partial fraction of melt is unlikely but cannot be precluded based on the HashinShtrikman bounds. However, this alternative that the presence of melt produces our seismic observations requires the meltsaturated rock to have P wave velocities Յ3.5 km s Ϫ1 , essentially the velocity of fully molten rock at its liquidus. Silicic intermediate melts have P wave velocities Յ3.5 km s Ϫ1 only close to their liquidus, at temperatures in excess of 2000 K [Vo-Thanh et al., 1996] , and even mafic melts have P wave velocities Յ3.5 km s Ϫ1 only at temperatures in excess of 1200 K [Murase and McBirney, 1973; Rivers and Carmichaels, 1987] . Such high temperatures are most unlikely to exist at 15 km depth in the Tibetan crust (C. Ruppel and D. McNamara, submitted manuscript, 1998) . Introduction of anisotropy due to preferentially oriented cracks will tend to move the curves in the direction of increasing V p (Figure 16b ), in less good agreement with our results, and will only move the melt bounds further from our modeled velocities.
To estimate the fluid volume fraction we have to assume a certain pore geometry [Kuster and Toksöz, 1974] . On the basis of wetting properties of H 2 O and CO 2 [Watson and Brenan, 1987] and melt [Laporte, 1994; Laporte et al., 1997] , Watanabe [1993 ] (after Mavko [1980 ] and Schmeling [1985 ) modeled the pores as triangular tubes forming an interconnected net at the intersection of grain boundaries and compared the velocities resulting when melt or H 2 O saturate pores in a granitic rock at a depth of 15 to 20 km. Watanabe's [1993] velocity curves fall near the Hashin-Shtrikman upper bound and provide an upper estimate of about 15 to 20% aqueous fluid fraction in the Tibetan bright spots and about 5% in the rock above them. A similar fraction of aqueous fluids in interconnected tubes [Hyndman and Shearer, 1989] is also suggested by the low resistivity, about 1 ⍀m, measured for the Tibetan bright spots [Chen et al., 1996] , providing a better explanation than melt Figure 16 . Nature of the fluids generating the Tibetan bright spots from our AVO analysis and theoretical bounds on the velocities of saturated rocks [e.g., Mavko et al., 1998 ]. (a) Seismic velocities of the Tibetan bright spots and other basement bright spots. For the range of constrained bright-spot velocities, and their error estimates, we use the Յ0.5 normalizedmisfit contours from Figures 11b and 11c (thick and thin black solid contours, with light and dark gray fill, respectively). Vertical black line marks the P wave velocity implied by Ross et al. (submitted manuscript, 1998) zero-offset reflection coefficient as calculated from our simple velocity model (Figure 8b , model 1), and vertical gray strips mark (in order of decreasing shade) the error ranges of this velocity due to our Ϯ0.3 km s Ϫ1 error estimate for the interval velocity above the bright spots (V p1 ); the error estimates Ϯ0.14 of Ross et al. (submitted manuscript, 1998) ; and the errors on this range due to our errors in V p1 . For comparison, we plot velocities measured by Hussenoeder et al. [1996] from the East Pacific Rise axial magma chamber (stars); and by Lidaka et al. [1993] for a shear-wave reflector (triangle) at about 20 km depth beneath the volcanically active Beppu-Shimabara graben, near Unzen volcano, Japan. Gray circles and square mark the velocities of rocks (granite (G) and our measurement for the upper crust (UC)) and fluids (H 2 O and melt) mentioned in our discussion (Table 2) [Hashin and Shtrikman, 1963] . Within this range increasing porosity shifts velocities along a mixing curve toward the fluid point, but the appropriate mixing curve depends on the pore geometry. More spherical pores shift the curve toward UHS and for constant porosity shift velocities along that mixing curve towards the rock point, whereas more crack-like pores shift the curve toward LHS and, for constant porosity, shift velocities toward the fluid point. Anisotropic mixing curves may lie outside the isotropic range with higher V p . Dry moduli for mixing curves of cracked media were calculated using Hudson's model [Hudson, 1981] (Table 2 ) are marked as gray shapes and labeled as in Figure 16a . Velocities from other basement bright-spots (stars and triangle as in Figure 16a ) are projected for comparison (note rock points for these measurements are probably somewhat different than our case). The V p -V s mixing curves (labeled black lines) calculated by Watanabe [1993] for H 2 O (W-w) and melt (W-m) at grain intersections of a granitic rock, and their associated porosities (numbered horizontal bars), provide an upper bound H 2 Ocontent estimate for the bright spots, and the upper crust above them, of about 15 to 20% and 5% respectively. [Jones, 1992; Schilling et al., 1997] for these resistivity observations. The introduction of randomly oriented cracks [Hudson, 1981; O'Connell and Budiansky, 1974] would reduce the estimated fluid fraction considerably but would also move the curves in the direction of increasing V p (Figure 16b ), putting them in less good agreement with our results.
We conclude that the Tibetan bright-spot reflections represent a series of aqueous fluid concentrations, each about 1 to 2 km wide laterally and containing about 10% fluid by volume. The aqueous fluids dominate the seismic response of the Tibetan bright spots, but we cannot rule out the additional presence of some partial-melt fraction at or beneath these bright spots. The measured AVO response of the Tibetan bright spots is in better agreement with single-reflector-over-halfspace models than with thin-layer models, but it is clear that the bright spots must be limited in their depth extent. This seeming discrepancy is probably a result of a gradual increase of velocity below the reflector rather than a sharp contact at the bottom of the Tibetan bright spots. Such a gradual velocity increase can result if the fluid concentration is greatest in the tens of meters near the top of the bright spot and diminishes with depth or if the aqueous fluids are concentrated at the top of a partial melt layer or both. Hence our results are in agreement with the variable-velocity layering suggested for the Tibetan bright spots based on higher-frequency data (A. R. Ross et al., submitted manuscript, 1998) and for the Socorro bright spot [Ake and Sanford, 1988; Brocher, 1981] . The alignment of the bright spots at a relatively constant depth along about 150 km of the INDEPTH profile suggests to us that they represent a pressure temperature, rather than structurally, controlled phenomena. We next briefly discuss two end-member models for the thermal state of the Tibetan bright spots, both of which require a crustal heating event, presumably as a result of the doubling in the thickness of the Tibetan plateau crust [England and Thompson, 1984; Henry et al., 1997] :
1. The first end-member model postulates that the bright spots form as concentrations of free aqueous fluids on top of a cooling partial-melt body. Wet crustal melts collect from the partially melted middle crust Hirn et al., 1997] and rise until their temperature approaches their solidus at which point they stop and crystallize. In this process the melt phase saturates, and a free H 2 O-rich phase separates and collects, possibly in pegmatitic intrusions, at the top of the magmatic body [Jahns, 1982] producing the bright-spot characteristics. Support for this model may derive from exposures of felsic pegmatites in the footwall of the Nyainqentanglha detachment, at the northwest boundary of the northern YadongGulu rift, which have been exhumed from about 10 to 15 km depth since 8 Ma [Harrison et al., 1995] . This end-member model constrains the maximum possible temperature and heat flow that can be present for any significant length of time, at about 15 km depth beneath the Yadong-Gulu rift. The maximum temperature of free H 2 O-rich aqueous fluids is bounded by the wet solidus of granite, about 650ЊC at the pressure of 0.4 to 0.5 GPa [Luth et al., 1964] . This temperature at 15 km depth implies a maximum conductive surface heat flow of about 110 mW m Ϫ2 [Chapman and Furlong, 1992] , substantially lower than the values measured by Francheteau et al. [1984] but in agreement with the estimates of Hochstein and Yang [1995] and Hochstein and Regenauer-Lieb [1998] . The inferred lower heat flow than measured by Francheteau et al. [1984] suggests that convective heat flow, possibly also in a deep-reaching hydrothermal system, is at least locally important in the Tibetan upper crust.
2. The other end-member model postulates a metamorphic source for the aqueous fluids concentrated at the bright spots. This model is compatible with temperatures significantly lower than the granite wet solidus, and therefore is easier to reconcile with the cool upper mantle suggested to exist beneath southern Tibet. This model depicts a heat front that is propagating through crustal material beneath southern Tibet and causing metamorphic dehydration [e.g., Connolly and Thompson, 1989] . Dehydration of pelitic rocks, which probably constitute a major component of the upper midcrust beneath the northern Yadong-Gulu rift [Harrison et al., 1995] , could provide a local source of H 2 O-rich aqueous fluids [Thompson, 1982; Fyfe et al., 1978] for the bright spots. Alternatively, the source of fluids may be dehydration of the Indian crust, underthrusting southern Tibet with its top at about 60 to 70 km depth [Owens and Zandt, 1997] , or Tethyan passive margin imbricates, postulated to be present in the lower crust of southern Tibet (Y. Makovsky et al., INDEPTH wide-angle profiling traces midcrustal reflector: An ophiolitic slab beneath the India-Asia suture in southern Tibet?, submitted to Tectonics, 1998) as they heat to about 550Њ-700ЊC Le Pichon et al., 1997] . The concentration of these fluids at the bright spots would occur at a lithological aquitard [Connolly and Thompson, 1989; Thompson and Connolly, 1990; Bailey, 1994] or at a mechanical barrier like that suggested to exist at the brittle-ductile transition [Bailey, 1990; Hyndman and Shearer, 1989] at about 300Њ to 400ЊC. The bright spots might result from transient changes in the rate of fluid flow at this level, possibly similar to the about 10% porosity "water sills" proposed by Connolly [1997] and Connolly and Podladchikov [1998] .
Either end-member model postulates an upward flow, possibly episodic [e.g., Connolly, 1997] , of aqueous fluids (as free fluids or incorporated in melt) through the middle crust in southern Tibet, i.e., a "wet" middle crust. High concentration of Cl Ϫ [Zhang, 1986; Hochstein and Yang, 1995] and traces of 3 He [Hoke et al., 1996] in water of the Yangbajain geothermal springs and wells provide evidence for a contribution of deep saline waters to these springs. If the source of fluids is from the underthrusting Indian crust or the Tethyan passive margin imbricates above it, the implication is that the fluids percolate through the southern Tibet middle crust, whether in melt or as free aqueous fluids. The presence of free aqueous fluids would then weaken the middle crust [Etheridge et al., 1984] and allow for the development of midcrustal flow [Royden, 1996] , similar to that suggested by Nelson et al. [1996] to occur due to the presence of melt. A more comprehensive analysis is needed to evaluate the thermal and mechanical implications of the presence of free aqueous fluids in the southern Tibet middle crust.
Our observations bear on the long-lived debate about the extent to which free aqueous fluids are present in interconnected pores in the middle to lower continental crust [e.g., Yardley and Valley, 1994] . The presence of such fluids in minor amounts (Ͻ1%), is commonly postulated on the basis of widespread high electrical conductivity and its common correlation with seismic reflectivity in stable continental lower crust [e.g., Hyndman and Shearer, 1989] . In contrast an essentially "dry" stable continental lower crust is commonly postulated based on the petrologic argument that all free fluids are consumed rapidly by retrograde reactions with high-grade anhydrous minerals [e.g., Yardley and Valley, 1997] . Recent results from the KTB deep drill hole [Emmermann and Lauterjung, 1997, and references therein] demonstrate the presence of aqueous fluids deep into the brittle continental upper crust, yet also suggest that high electrical conductivity can result from the presence of graphite films in shear zones. Although seismic reflectivity has served as a major argument in this debate about the source of crustal conductivity the interpretation that seismic reflectivity marks the presence of aqueous fluids has always been based on circumstantial geological evidence. In this paper we provide a direct measurement of the physical properties producing the observed seismic reflections, then we use rock physics results to show that our observations most probably result from the presence of the order of 10% free aqueous fluids. Although our measurements were made in an active orogenic zone, our approach (and potentially the large volume fraction of fluids we observe) should be extrapolated to other areas of the continents.
Conclusions
We present the results of quantitative analysis of the bright spots, imaged in southern Tibet by project INDEPTH, based on our three-component single-fold wide-angle data. We measured the amplitudes of P x P and P x S reflections, developed and applied a methodology to normalize these amplitudes with respect to source, receiver, and amplitude losses along the travel path, and found a consistent variation of amplitude with incidence angle. The merging of reflections from multiple bright spots provided adequate angular coverage for AVO analysis, and reliably allowed us to estimate both P and S wave velocities of the bright-spots to be 3.0 Ϯ 0.8 km s Ϫ1 and 1.6 Ϯ 0.8 km s Ϫ1 , respectively. Adding the constraint of near-vertical P wave reflection coefficient (A. R. Ross et al., submitted manuscript, 1998) further constrains the P wave velocity to be Յ3.5 km s
Ϫ1
. These velocities, when considered in the light of theoretical and experimental rock physics, imply that regionally extensive, free aqueous-fluid concentrations in the Tibetan middle crust produce the observed seismic bright-spot reflections. Because of this remarkable implication, we conducted extensive modeling to demonstrate the robustness of our methodology to all likely sources of error. We conclude that our data are indeed best fit by about 10% free water at about 15 km depth.
Appendix A: Testing the Validity of Our Correction Scheme
The amplitude of the scattered crustal reflectivity has a characteristic decay-curve shape on seismogram amplitude plots (e.g., Figure 3 ), which is controlled by the path-dependent loss term L (equation (8)). Our normalizing procedure (equation (6)) assumes that the median of the source-generated signal ͗ A s ͘ (our normalizing factor) is a measure for the general amplitude decay of the seismogram which is not affected by any specific seismic phase (particularly not by the bright-spot reflections), approximates A s (T), and thus (from equation (5)) scales only to the source, receiver, and path-dependentloss terms of (4). To gain confidence in the results of our analysis it is important to test the reliability of our normalizing factor, particularly as a function of offset. The plot of our normalizing-factor values (one per trace) as a function of offset ͗ A s (h)͘ ( Figure A1 ) shows a scatter of 3 orders of magnitude. To understand the significance of these values, we separate ͗ A s ͘ into its components in order of their relative effect on the trace amplitude. We expect the receiver term, R of (5), to have the largest relative effect because of 2 orders of magnitude variation in the sensitivity and dynamic range of our different sensor types (Table 1b) . The variations in dynamic range between the receivers are apparent when the values of ͗ A s (h)͘ recorded at the different receivers are coded by different symbols ( Figure A1a) . The values for each receiver show a trend to lower values at higher offset, which corresponds with the theoretical trend of the path-dependent amplitude-loss term of (5), L(T(h)), calculated for a constant-velocity crust (using equation (8)) for the P x P travel time T. To better examine the match of ͗ A s (h)͘ with L(h), we separately estimated the receiver term by measuring the receiver-gained ambient noise level (N 0 R of (5)) as the median amplitude of a 60-to 80-s reduced-time time window. (Note that this estimate is not very good since it is based on noise; it is used here only for examining ͗ A s (h)͘ and is not used for our AVO analysis.) Dividing our normalizing factor ͗ A s (h)͘ by the receiver-gained ambient noise: Figure A1c ). The long-wavelength variation in Figure  A1c (e.g., a minimum at about source number 500, maximum between sources 600 and 700, etc.) probably corresponds mostly to the structure of the shallow basins beneath the shot points, while variation of the source amplitude, and local variations (mostly in ambient noise) produce the remaining scatter. Figure A1a , A1b, and A1c show that our normalizing factor ͗ A s ͘ does indeed scale to the amplitude-modifying terms for which we wanted to normalize the measured brightspot amplitudes A b (equation (4)) as assumed in (6). We made additional tests for the reliability of our normalizing factor by analyzing, with the same methodology, realistic synthetic seismograms generated based on our basic assumptions by explicit reflectivity modeling (as discussed in the text). In this modeling, P wave crustal reflectivity dominates the amplitude of the seismogram (Figure 3) and decays solely as a function of the reflection two-way travel time due to spherical spreading and attenuation (equation (8)), as assumed in the derivation of (5) and (6). The attenuation is determined by the quality factor Q for which previously reported average upper crustal values are of the order of 50 to 1000 [Toksöz et al., 1990] . The values of ͗ A s (h)͘/͗ A s (100 km)͘ measured from seismograms modeled with quality factor Q ϭ 100 and 200, and their trend with offset, are in agreement with our observed ͗ A s (h)͘/N 0 R values and their trend ( Figure A1b ). The modeled amplitude decay curves (Figure 3 ), amplitude gather (Figure 6b) , and measured normalized amplitudes (Figure 7b ), all correspond to their observed counterparts. Thus the basic as-sumptions of our explicit reflectivity model, including the generation and role of ͗ A s ͘, give an adequate representation of our data. We modeled several seismogram gathers with an identical set of crustal parameters (e.g., Q ϭ 200) but different bright-spot velocities, and generated significantly different normalized AVO curves ( Figure 13 , curves 1-6). A comparison of the curves of the normalizing factor with offset ͗ A s (h)͘/N 0 of these different models ( Figure A1d) verifies Figure A1 . Dependence of our normalizing factor ͗ A s ͘ (equation (6)) on offset, source, path, and receiver amplitude effects. (a) ͗ A s ͘ values measured from our data (used to normalize our bright-spot reflections amplitude measurements), plotted logarithmically against offset. Different symbols denote the receivers (stations) by which the data was recorded. Horizontal streaks at values Ͻ1 result from the resolution of our measured value (one decimal digit), a constraint of our processing software. Thin gray lines are theoretical decay curves, that is, the path-dependent loss term L in a constant-velocity and attenuation crust (equation (8)) calculated for the P x P twt as a function of offset L(T(h)) and multiplied by a power of 10 (as noted in the figure). (b) Values shown in Figure A1a after normalization by N 0 ⅐ R, the receiver-gained noise level (equation (A1)). Light gray crosses are measured from traces later omitted based on low combined P x P and P x S measured amplitudes. Thin black lines as in Figure A1a (T(h) ), the path-dependent loss term (equation (8)) calculated for the variation of P x P twt with offset (thin black line largely covered by data in Figure A1b . Values plotted by source number (corresponding approximately to source location). (d) Synthetic values of ͗ A s ͘/N 0 measured from several runs of the explicit reflectivity model with the same average crustal velocities and attenuation, but different brightspot velocities (N 0 is approximated by the modeled value of A s at 100 km offset). Different symbols correspond to ͗ A s ͘ values used to normalize the different models in Figure 13 (annotated on plot). Thick black line is the path-dependent term L(T(h)) actually used in the same model at P x P twt T (as annotated on the plot; L 0 is the value at zero offset). that these curves are essentially identical and are not biased by the AVO of the bright spots. A comparison of the change with offset of these modeled ͗ A s (h)͘/N 0 values (grey symbols in Figure A1d ), to the change with offset of the path-dependent amplitude loss, applied in the same models at the two-way travel time of the bright spots L(T(h)) (black in Figure A1d ), provides a test for the approximation of (6). The mismatch between the trends of these curves is negligible and would not bias our AVO measurement in a significant way. The above tests, taken together, give confirmation of our normalization approach and suggest the validity of the results of our analysis. We suggest that the applicability of our normalization approach to other data sets should be tested, as it might prove to be a powerful tool for the investigation of continental basement. f center frequency of a seismic wavelet. xx projection of the xx ariving phase to the vertical component. h source-receiver offset.
Notation
i incidence angle of a wave at a reflector. i the complex square root of Ϫ1. j, k indices.
L path-dependent loss due to spherical spreading, attenuation, etc. wavelength. M the set of elastic moduli above and below the interface. N 0 ambient-noise amplitude level.
p ray parameter (slowness). Q attenuation quality factor. r receiver number. R receiver response. density. s source number. S mean amplitude of the source-generated signal. t recording time. ⌬t the duration of our measurement time window.
T the bright-spot reflection two-way time. T XX j,k the two-way travel time of phase XX from the kth diffraction point of the jth bright spot. T X g the travel time of crustal direct-wave phase X g . k instantaneous phase of the k component trace. v the seismic-velocity structure traversed by the wave. x x component reflectivity series. Seismic phases P x P reflected P wave phase (P wave incident and P wave reflected). P x S converted P to S wave reflection (P wave incident and S wave reflected). S x S reflected S wave phase (S wave incident and S wave reflected). S x P converted S to P wave reflection (S wave incident and P wave reflected). P g direct crustal P wave. S g direct crustal S wave.
