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Abstract 
Advancing climate change poses an increasing threat to humanity, together with the 
higher demand for energy around the world. New ‘cleaner’ technologies for the 
production of energy from solid fuels (coal or biomass) via thermo-chemically viable 
routes are required. Chemical looping combustion (CLC) is a process concept using 
metal oxide (oxygen carrier) for transportation of oxygen from air for electrical power 
generation and inherent production of a pure stream of CO2. CLC has been generally 
applied to gaseous fuel; however, by integrating chemical looping and gasification, 
the combined process shows great potential for producing H2 and power from solid 
fuels. Coal and biomass contain significant quantities of sulfur. Upon gasification, the 
sulfur is released in the form of H2S, which will be then be introduced into the iron-
based chemical looping process, followed by further gasification. Iron oxides are 
known to form stable sulfides under reducing conditions. The performance of 
chemical looping using iron-based oxygen carrier could therefore be adversely 
affected by the introduction of H2S in a real system. The overarching aim of this 
thesis is to assess the effect of H2S on chemical looping combustion using iron (III) 
oxide in a laboratory scale spouted bed reactor. 
A closed-system spouted bed reactor has been designed and constructed to study the 
solid looping system with gaseous fuel. A model of the bed was developed, from 
which the bed could reasonably be assumed to be a well-mixed bubbling fluidised bed 
reactor at certain conditions. The reactor was used for the kinetic study of reduction of 
Fe2O3 to Fe3O4 with a CO/CO2 mixture under isothermal condition at the temperature 
range of 723K – 973K. The oxygen carrier before and after thermal cycling was 
characterised using SEM, mercury porosimetry, BET surface area analysis. Using a 
nominal particle size of Fe2O3, the rate of reduction was controlled mainly by intrinsic 
chemical reaction kinetics with a high effectiveness factor. The intrinsic rate constant 
was estimated with an activation energy of 73 kJ mol-1, which is comparable to values 
reported in the literature. The reactor was modified for use in the quartz internal, 
together with acid-washed, calcined sand (Quartz-T) to be able to significantly reduce 
interactions between sulfur and the inert material used in the construction of the 
reactor and the spouted bed. The fate of H2S in the chemical looping cycling was 
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determined and the effect of H2S on reduction of Fe2O3 to Fe3O4 over multiple cycles 
was studied. There were two major mechanisms of reaction between H2S and Fe2O3 
that were found to affect the rate of reduction of Fe2O3 and main sulfur product 
distribution: (1) production of SO2 as a main sulfur product, (2) production of FeS as 
a main sulfur product. The dominating mechanism was found to depend on the 
thermodynamic potential of S2, the thermodynamic potential of O2 (which depends on 
the extent of reduction), and the temperature. The effect of the H2S on the kinetics of 
reduction was found to be due to the structural change of Fe2O3 particles that is 
governed by the reaction between H2S and Fe2O3. A mathematical simulation based 
on a grain model under chemical reaction control was used to satisfactorily describe 
the relationship between rate of reduction and the extent of the reaction in the 
presence of sulfur.    
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About experimentation: 
 
“No amount of experiments can prove me right, but a single experiment 
could prove me wrong.” 
Albert Einstein 
 
About Modelling: 
 
“Essentially, all models are wrong, but some are useful.” 
George E.P. Box 
(Handbook on engineering statistics) 
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Nomenclature 
𝑎i Activity of species i - 
𝑎ji Total number of atoms of element j in species i - 
A Pre-exponential factor (s-1) 
𝐴𝐷 Pre-exponential factor for diffusion (s
-1) 
𝐴𝑒 Least-square estimation of  A (s
-1) 
𝐴g Surface area of a non-porous grain (m2) 
𝐴𝑜𝑏𝑠 Apparent Pre-exponential factor (s
-1) 
𝐴r Cross sectional area of reactor (m
2) 
𝐴𝑡 Cross sectional area of tube (m
2) 
Aϕ 
Dimensionless number that measures inlet jet 
momentum per unit inlet cross-section area - 
𝐴𝑟 Archimedes number - 
𝐵, 𝐵1,𝐵2 Least square estimation of the slope in linear regression model - 
𝑑b0 Initial bubble diameter (m) 
𝑑b Mean bubble diameter (m) 
𝑑bm Maximum bubble diameter (m) 
bj Total number of atoms of element j in a mixture - 
𝑐CO 
Concentration of reactant CO contained within 
particle pores (mol m
-3) 
𝑐CO,R Concentration of reactant CO at the particle surface (mol m-3) 
𝑐CO,P Concentration in particulate phase (mol m-3) 
𝑐CO,in Concentration at reactor inlet (mol m-3) 
𝑐CO,out Concentration at reactor outlet (mol m-3) 
𝐶0 
Dimensionless number for evaluating normalised 
momentum supplied to a spouted system. - 
𝐶A,𝐶Ag Bulk concentration of gaseous reactant (mol m-3) 
𝐶As Surface concentration of gaseous reactant (mol m
-3) 
𝐶g Concentration of gaseous reactant within pores (mol m-3) 
𝐶p(𝑇) Heat capacity at constant pressure (J K-1) 
𝐶𝑃,e0  Molar specific heat capacity at constant pressure (J mol-1 K-1) 
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𝑑i Inlet diameter of the spouted bed (m) 
𝑑sand, Particle diameter (m) 
𝑑s Diameter of the spout (m) 
𝐷b Bulk diffusivity (m
2 s-1) 
𝐷c Inside diameter of the spouted bed (quartz liner) (m) 
𝐷e,𝐷𝑒,𝑐𝑜 Effective diffusivity within porous particle (m2 s-1) 
𝐷g Diffusivity within the product layer of the grain (m2 s-1) 
𝐷H Hydraulic diameter of the tube (m) 
𝐷i Inside diameter of the reactor shell (mm) 
𝐷K Knudsen diffusivity within porous particle (m
2 s-1) 
Dod Outside diameter of a tube (mm) 
e Minimum wall thickness of the reactor (mm) 
E Activation energy (J mol-1) 
𝐸𝐷 Activation energy for diffusion (J mol
-1) 
𝐸e Least-square estimation of  E  
Eobs Apparent activation energy (J mol-1) 
f Nominal design stress of at specific temperature (MPa) 
𝑓i Fugacity of species i, f̂i = 𝑦𝑖𝑃𝜑𝑖 (Pa) 
𝑓i
o Fugacity of pure species i at reference state (Pa) 
𝐹g Grain shape factor - 
g Acceleration of gravity, g=9.81 m/s2 (m2 s-1) 
𝐺0(𝑇) (𝐺0(𝑇) − 𝐻0(298.15)) + 𝐻0(298.15) (J mol-1) 
𝐺0(𝑇) − 𝐻0(298.15) Molar Gibbs energy at temperature T in relation to molar enthalpy at 298.15K (J mol-1) 
∆𝑓𝐺
0(𝑇) Molar Gibbs energy of formation of a substance at temperature T from its reference elements in their 
standard state 
(J mol-1) 
∆𝐺𝑟𝑥𝑛
𝑜  Standard Gibbs free energy for reaction (J mol-1) 
h External heat transfer coefficient for reacting particle (W m
-2 K-1) 
𝐻 Height of the bed when fluidising (m) 
𝐻0 Null hypothesis - 
𝐻mf Height of the bed at minimum fluidising condition  
𝐻0(𝑇) (𝐻0(𝑇) − 𝐻0(298.15)) + 𝐻0(298.15) (J mol-1) 
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𝐻0(298.15) Molar enthalpy at 298.15 K for standard state (equals ∆𝑓𝐻0(𝑇) at 298.15 K)  
∆𝑓𝐻
0(𝑇) Molar enthalpy of formation of a substance at temperature T from its reference elements in their 
standard state 
 
𝐻0(𝑇) − 𝐻0(298.15) Molar enthalpy at temperature T in relation to molar enthalpy at 298.15K  
∆𝐻𝑇
0 Standard enthalpy for reaction as written at T, 10
5 
Pa (J mol
-1) 
𝑘o 
Observed rate constant, including mass transfer 
effects (s
-1) 
𝑘0
′ 
Observed rate constant, including mass transfer 
effects (m
3 g-1 s-1) 
𝑘′′ 
Forward intrinsic rate constant for surface reaction, 
chemical rate-controlled (m s
-1) 
𝑘g,𝑘g,CO,𝑘g,CO2 External mass transfer coefficient for a particle (m s-1) 
𝑘𝑖 
Forward intrinsic rate constant, chemical rate-
controlled,  k−i = kiKP (s-1) 
𝑘𝑖
′ 
Forward intrinsic rate constant, chemical rate-
controlled,  
𝑘−𝑖
′ = 𝑘𝑖′KP (m3 g-1 s-1) 
𝐾𝑎 Equilibrium constant in terms of activity  
𝐾be Estimated gas interchange coefficient (s
-1) 
L Characteristic length (m) 
𝑀, 𝑀1, 𝑀2 Molecular weight (g mol
-1) 
n Number of experimental data points - 
𝑛i Moles of species i (mol) 
𝑛H2S,in,𝑛H2S,t3, 𝑛SO2,t3, 
𝑛COS,t3, 𝑛SO2,t4, 
𝑛SO2,t6 
The total numbers of moles of the respective 
species measured during the time period states in 
the subscript 
(mol) 
?̇? Initial number of moles per gram of Fe2O3 (mol g-1) 
?̇?o Disappearing number of moles per gram of Fe2O3 (mol g
-1) 
𝑁B Number of moles of substances (mol) 
𝑁Bi Biot number, NBi = hR3λe - 
Nu Nusselt number, Nu = hdFe2O3/λmix - 
𝒩 Normal distribution - 
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𝑃CO2 ,𝑃CO,𝑃O2 ,𝑃H2S Partial pressure of CO, CO2, O2, H2S - 
P Total pressure of a system (Pa) 
𝑃𝐷 Design pressure of the reactor (MPa) 
𝑃0 Reference pressure, 105 Pa (Pa) 
∆𝑃ms Overall spout pressure drop at minimum spouting (Pa) 
∆𝑃mf 
Pressure drop of minimum fluidisation in a bed of 
height, H (Pa) 
𝑄 volumetric flow rate of total gas through the bed when fluidising (m
3 s-1) 
𝑄ambient 
Superficial volumetric flow rate at the inlet at 
293K (m
3 s-1) 
𝑄C Cross flow rate (m
3 s-1) 
𝑄𝑖
Φ Conjugated extensive variables - 
r Radial position within particle (m) 
r' Rate of reaction per unit mass of particle as Fe2O3 (mol s-1 g-1) 
𝑟" Rate of reaction per unit surface area of the grains (mol s-1 m-2) 
𝑟𝑐 Radius of the shrinking core (m) rg Distance perpendicular to the grain surface of Fe2O3 (m) 
R Particle radius (m) 
R Ideal gas constant (J mol-1 K-1) 
𝑅𝑒𝐷 Renolds number of gas flow in a tube, 𝑅𝑒D = 𝜌𝑄𝐷H𝜇𝐴  - 
𝑅𝑒p 
Reynolds number of the particle in particular phase 
suggested by two-phase theory, 𝑅𝑒p =
𝜌g𝑑sand𝑈mf/(𝜇𝜀mf) - 
𝑅𝑒mf 
Reynolds number at the minimum fludisation 
condition - 
𝑆0(𝑇) Entropy at temperature T for standard state (J mol-1 K-1) 
Sc Schmidt number Sc = 𝜇/(𝜌g𝐷b) - 
𝑆ex External surface area (m
2) 
𝑆g Specific surface area (m2 g-1) 
𝑆H2 Flame speed of H2 (m s
-1) 
𝑆𝑥𝑥 
Sume of squares of difference of independent 
variable to the mean in linear regression model - 
𝑆ℎ Sherwood number, Sh = kg𝑑/Db - 
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𝑆𝑆𝑅 Sum of squares of residuals of linear regression - 
t Time (s) 
𝑡∗ Dimensionless time  
𝑡𝑛−2 t statistic with (n-2) degrees - 
𝑡𝜏 Time for complete conversion of a particle (grain) (s) 
T Absolute temperature (K) 
𝑇0 initial temperature of the particle (K) 
𝑇s Temperature at the surface of the particle (K) 
𝑇∞ Temperature of in the bulk of the bed (K) 
𝑈 Superficial velocity of fluidising gas (m s-1) 
𝑈a Superficial gas velocity in the annular phase (m s
-1) 
𝑈E Internal energy of a system (J) 
𝑈G Velocity of gas at reactor outlet (m s
-1) 
𝑈mf Value of U at incipient fluidisation (m s
-1) 
𝑈ms Value of U at minimum spouted conditions (m s
-1) 
𝑈SH 
Superficial gas velocity in the spout at bed height 
H (m s
-1) 
𝑈t Terminal velocity of the particle (m s
-1) 
𝑣i Stoichiometric coefficient of species i - 
V Total volume of a system (m3) 
𝑉b 
Bubble rising velocity based on mean bubble 
diameter (m s
-1) 
𝑉g Volume of a non-porous grain (m3) 
W Total mass of particles of Fe2O3 added to reactor (kg) 
𝑊CO,R Molar flux of reactant CO at the particle surface when consider the intra-particle diffusional 
resistance. 
(mol s-1) 
𝑊CO,0 Molar flux of reactant CO when all active surfaces of the reacting particle are exposed to reactant CO (mol s-1) 
𝑥𝑖  Independent variables (varied) 
𝑥𝑖�  Mean of independent variables (varied) 
𝑋 Fractional conversion of particle (grain) - 
𝑋f Crossflow factor - 
𝑋tτ 
The total conversion at which complete reaction of 
accessible grains was achieved - 
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𝒳𝑛−2
2  Chi-square distribution with n-2 degree of freedom - 
𝑦𝑖 Mole fraction of species i - 
z Vertical coordinate measured from the inlet of the spouted bed (m) 
Greek Letter   
𝛼 Intercept of a regression line  
𝛽,𝛽1,𝛽2 Slope of a regression line  
δ Volumetric fraction of bubbles in the bed - 
𝜀Fe2O3 Porosity of Fe2O3 particle - 
𝜀f Voidage of the bed when fluidising  
𝜀mf Voidage of the bed at minimum fluidisation - 
𝜀(𝜁) Spout voyage profile as a function of  𝜁 - 
𝜀𝐴𝐵/𝜅 Force constant in in Lennard-Jones potential (K) 
𝜁 Dimensionless position vertical coordinate measured from the inlet of the spouted bed - 
𝜁p Dimensionless distance defined as 𝜁𝑝 = 𝑟𝐿 - 
𝜂 
Eectiveness factor for sphere particle,  3
ϕ2
(ϕ cothϕ − 1) - 
𝜃 Amplitude function - 
θc Angle of the Cone of the quartz liner (degrees) 
𝜆0 Thermal conductivity of monoatomic gas (W m
-1 K-1) 
𝜆e 
Effective thermal conductivity of the porous 
particle (W m
-1 K-1) 
𝜆mix Thermal conductivity of gaseous mixture (W m
-1 K-1) 
𝜆𝛼 Thermal conductivity of polyatomic gas (W m
-1 K-1) 
𝜇 Viscosity of gas (Pa·s) 
𝜇i Chemical potential of species i (J mol
-1) 
𝜇𝑖
0 Chemical potential of species i at standard reference state (J mol
-1) 
𝜉 Dimensionless distance - 
𝜌B, 𝜌s Molar density of particle (mol m-3) 
𝜌p Particle density (kg m-3) 
𝜌Fe2O3 Density of Fe2O3 (kg m
-3) 
𝜌g Gas density (kg m-3) 
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𝜙𝑒 Equivalence ratio - 
𝜙s Sphericity of particles - 
𝜎 Force constant in Lennard-Jones potential (angstrom) 
𝜎2, 𝜎𝐵2 Variance - 
𝜏𝑚𝑖𝑥,𝐶𝑂, 𝜏𝑚𝑖𝑥,𝐶𝑂2 Response time (space time) of CO and CO2 analysers (s) 
𝜑𝑖 Fugacity coefficient - 
𝜙 
Thiele modulus, for irreversible reaction  
ϕ = � 𝑘𝑖
𝐷𝑒,𝑐𝑜 𝑅 - 
𝛩 
Dimensionless temperature defined as  
𝛩 = 𝑇 − 𝑇∞
𝑇0 − 𝑇∞
 - 
𝛷𝛼𝛽 
Dimensionless quantity used for calculating 
thermo-conductivity of gas mixture - 
𝛺(1,1)∗, 𝛺(2,2)∗ Collision integral (kg sD m-3 m-D s-1) 
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 Introduction Chapter 1
1.1 Background 
The threat of climate change now requires decisive action to reduce emissions of CO2 to the 
atmosphere (Solomon, 2007). However, in a global trend of growing energy demand real 
progress is difficult to achieve. With fossil fuels such as coal, petroleum, and natural gas 
being burnt worldwide, an increasing amount of CO2 is being released every year (Olejarnik, 
2010). On the other hand, renewable energy sources like biomass and hydroelectricity are 
limited in source and scale while wind power, tide power and solar power are fast 
developing, but will not be able to replace fossil fuels in the near future because they are 
restricted by location, efficiency and intermittency (Olejarnik, 2010). Among fossil fuels, 
coal deposits are abundant and widely distributed in the world, and therefore they will still 
play a very important role as the main energy supplier in this century. However, traditional 
methods of using coals result in severe environmental impacts, with more CO2 and other 
pollutants being emitted to the atmosphere (Wall et al., 2002) than those produced by other 
fuels such as natural gas. Compared to the separation of CO2 from atmosphere ($100-200/ton 
C) (Lyngfelt et al., 2001), the cost of sequestration (exist technologies) of pure stream of CO2 
is minor ($25-70/ton C) (Padamsey and Railton, 1993). Therefore, the fact that coal is a 
cheap and abundant source of energy but that it releases the most CO2 per unit of electricity 
produced compared to other fossil fuels have led to the requirement to develop a wide range 
of carbon capture and sequestration technologies for clean energy production from coal. 
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Chemical looping combustion (CLC) is a flameless combustion process with inherent 
production of a pure stream of CO2. A schematic diagram of the process is shown in Figure 
1.1. CLC consists of a fuel reactor and an oxidation reactor. The two reactors are connected 
and thermally integrated, with metal oxide (MeO) ‘oxygen carrier’ circulating between them. 
The metal oxide transfers oxygen from the air for combustion of the fuel in the oxidation 
reactor (Lyngfelt et al., 2001). The reaction involved in the fuel reactor is: 
(2n + m)MeO + CnH2m → (2n + m)Me + mH2O + nCO2 Equation 1.1 
It can be seen from Equation 1.1 that the exit gas is composed of H2O and CO2. A pure 
stream of CO2 can be obtained after H2O is condensed. The reduced metal oxide (Me) is then 
circulated back to the air reactor for regeneration: 
Me + 12 O2 → MeO Equation 1.2 
In a real system, MeO and Me are not necessarily fully converted on each cycle. The net 
effect of Equation 1.1 and Equation 1.2 is combustion of fuel in the air but without diluting 
with nitrogen the CO2 produced. Depends on the type of oxygen carrier, Equation 1.1 is often 
endothermic, whilst Equation 1.2 is often exothermic. The overall heat balance from the two 
equations is the same as that for the normal combustion with air that directly contacts with 
fuels.   
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Figure 1.1: Schematic diagram of Chemical-looping combustion. 
The concept of CLC was first proposed as a way to produce pure CO2 from fossil fuels more 
than 60 years ago (Lewis et al., 1951, Gilliland and Lewis, 1954). It was named Chemical-
Looping Combustion much later by Ishida, who introduced the concept as one of the new 
technologies for power generation with intrinsic separation of CO2, and experimental work 
on suitable metal oxide as oxygen carriers (Ishida and Jin, 1994a, Ishida and Jin, 1994b, 
Ishida et al., 1987). CLC has been generally applied to gaseous fuels. There is a wealth of 
literature discussing power generation (Lyngfelt et al., 2001, Mattisson et al., 2001) or 
hydrogen production (Ryden and Lyngfelt, 2006, Ryden et al., 2006) from gaseous fuels by 
CLC. The commercial feasibility of CLC with gaseous fuel has been well demonstrated with 
extended pilot scale tests with different oxygen carriers (Lyngfelt, 2011). Compared to 
current best available technology such as natural gas combined cycle plants (NGCC), CLC 
for power generation with gaseous fuel would result in much lower exergetic efficiency in 
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power generation if the fuel is not pressurised. This is because of the system is limited to a 
basic steam cycle (Rankine cycle), rather than a combined cycle (Brayton and Rankine 
cycle). The issue could be resolved, however, by using solid fuels, or by applying CLC for 
production of power and hydrogen together.  There are challenges when applying CLC 
processes to solid fuels, i.e. coal or biomass, because of the more complicated reactions 
involved. Negligible solid-solid reactions can occur between oxygen carrier and solid fuel, 
and therefore the solid fuel needs to be first gasified in order to be able to react with the 
oxygen carrier (Jin and Ishida, 2004). Unlike common CLC cycles applied to gaseous fuel, 
which are mainly focussed on using natural gas (methane), the gasification of solid fuel 
produces syngas which consists of CO and H2 as main gas phase components, with much 
lower concentrations of CO2 and CH4. Furthermore, the concentrations of trace impurities 
such as tars, light hydrocarbons and sulfur compounds such as H2S are much higher than 
those in natural gas (Kandiyoti et al., 2006).  These impurities could cause serious 
deterioration of the oxygen carriers and therefore to the whole solid fuel-based CLC process 
(Mendiara et al., 2011, Shen et al., 2010). 
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Figure 1.2: Flowsheet of integrated chemical looping and gasification system (Cleeton et al., 
2009). 
An elegant example of a conceptual process for hydrogen and power production from coal 
via CLCis shown in Figure 1.1(Bohn et al., 2010) (Cleeton et al., 2009). It was suggested that 
the exergetic efficiency of the system is favourable in comparison to that of hydrogen 
production via steam methane reforming, reaching 53.7% and 59.7% at 1 atmosphere and 10 
atmospheres respectively. 
The process requires an oxygen carrier with multiple oxidation states, e.g. Fe2O3 > Fe3O4 > 
FeO. Coal is first gasified in steam at 900℃ to produce syngas. Then, the syngas is delivered 
to a chemical looping cycle which uses iron oxide as the oxygen carrier. The chemical 
looping cycle is conducted in four separate reactors. In reactors RED1 and RED2, Fe2O3 is 
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reduced by syngas (CO+H2) to the form of Fe3O4 and Fe0.947O respectively. The main 
reactions are: 
3Fe2O3 + CO ↔ 2Fe3O4 + CO2;        ∆𝐻1173K0 = −39.3 kJ mol-1 Equation 1.3 
3Fe2O3 + H2 ↔ 2Fe3O4 + H2O;       ∆𝐻1173K0 = −6.2 kJ mol-1 Equation 1.4 
1.202Fe3O4 + CO ↔ 3.807Fe0.947O + CO2;      ∆𝐻1173K0 = +16.1 kJ mol-1 Equation 1.5 
1.202Fe3O4 + H2 ↔ 3.807Fe0.947O + H2O;    ∆𝐻1173K0 = +49.2 kJ mol-1 Equation 1.6 
The oxidation of reduced iron oxide is carried out in reactors OX1 and OX2. In OX1, 
Fe0.947O is readily oxidised by saturated steam to Fe3O4, producing gas with a reasonably 
high H2:H2O molar ratio. However, to oxidise Fe3O4 to Fe2O3 by steam is not feasible in 
practice because of the high PH20/PH2 (≥ 105) requirement (Cleeton et al., 2009). The looping 
cycle is completed by oxidation of Fe3O4 to Fe2O3 with air, which is a highly exothermic 
reaction. Thus, the oxidation stage of the cycle mainly consists of following reactions: 
3.807Fe0.947O + H2O ↔ 1.202Fe3O4 + H2;          ∆𝐻298K0 = −49.2 kJ mol-1 Equation 1.7 
4Fe3O4 + O2 + 3.762N2 ↔ 6Fe2O3 + 3.762N2;  ∆𝐻298K0 = −48.5 kJ mol-1 Equation 1.8 
The overall reaction in the proposed process, assuming that syngas is produced from 
gasification of pure carbon in steam would be: 
C(S) + 1.25H2O + 0.375O2 ↔ CO2 + 1.25H2;      ∆𝐻1173K0 = −83.0 kJ mol-1 Equation 1.9 
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Equation 1.9 suggests that it is possible to export net heat by suitable integration of the whole 
process. Also, a pure stream of H2, CO2 and N2 can be produced from OX1, OX2 and RED1 
respectively (Figure 1.2).  
In reality, coal and biomass contains a significant quantity of sulfur. Upon gasification, the 
sulfur is released in the form of H2S, which will be introduced to the iron-based chemical 
looping process followed the gasification. Then, the H2S could involves in complex gas phase 
reactions in the fuel reactor, such as reacting with CO to form COS and CS2, self-
decomposition into elemental sulfur that is also catalyzed by CO (Faraji et al., 1999).  Most 
importantly, iron oxide is known to form stable sulfides under reducing conditions, which 
may partly, or entirely released as SO2 during the oxidation cycle  (Attar, 1978). The 
presence of sulfur species could therefore have a major impact on the performance of 
chemical looping using iron-based oxygen carrier. The effects of sulfur on iron oxide oxygen 
carrier in the context of chemical looping combustion have yet to be fully investigated. The 
overarching aim of the thesis is to assess the effect of H2S on chemical looping combustion 
using iron oxide (III) for hydrogen production and power generation in a laboratory scale 
spouted bed reactor. In order to exclude the potential influence of various other species 
generated from the gasification of solid fuel, the study used CO as the only fuel gas feed in 
with trace amounts of H2S in the fuel reactor. 
1.2 Project aims and Objectives 
Iron oxide is a promising candidate for chemical looping combustion with solid fuel for 
combined hydrogen and electrical energy production. However, the effect and fate of sulfur 
compounds introduced from gasification of solid fuel on the oxygen carrier has rarely been 
studied. The overarching aim of this project was to develop a robust system to investigate the 
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effect and fate of sulfur on chemical looping combustion systems using iron oxide, and 
especially to assess the long term effect of the sulfur compounds on the reduction kinetics of 
iron oxide with fuel gas. In order to achieve these aims, several theoretical and experimental 
objectives were set:  
• A laboratory scale fluidised bed system and to use it to conduct rigorous studies of the 
kinetics of gas-solid reactions, and especially to understand the kinetics in the 
presence of sulfur.  
• Model of the intrinsic kinetics of the reduction reaction of iron-based oxygen carrier 
with fuel gas to enable future plant-scale models to be produced in order to allow 
scale-up of the process. 
• Determination of the fate of sulfur in a chemical looping combustion system where an 
iron-based oxygen carrier is reduced (by the fuel gas) and oxidised (by oxygen) 
repeatedly, to understand the types of fuel which are appropriate within a chemical 
looping system using Fe/FeO/Fe3O4/Fe2O3, and their effects on the oxygen carrier. 
• By understanding the fate and effects of sulfur in the system, to be able to make 
recommendations as to how the system should be operated (for example, the degree of 
reduction which should be achieved in the fuel reactor when sulfur is present).
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 . Literature review Chapter 2
This chapter reviews the literature on the relevant chemical-looping system so that the 
potential process limitations, feasibility and applications could be identified. As the outcome 
of this project may help to develop a greater understanding of the dynamic of applying CLC 
to hydrogen/power production using solid fuels in a real system, it is important to review the 
relevant literature on chemical looping processes, and potential kinetic models that could be 
applied to the gas-solid reactions occurring in the chemical looping system.  
2.1 CLC for hydrogen production 
As mentioned in the previous chapter, adapting CLC for the production of hydrogen may 
increase its exergetic efficiency to a level that is comparable to the baseline technology such 
as steam reforming processes. The chemical looping processes that are currently developing 
for production of hydrogen includes:  
• Chemical looping auto-thermal reforming, or simply CLR(a). 
• Chemical looping steam reforming CLR(s). 
• Chemical looping with water-splitting, or one step decarbonisation. 
2.1.1 Chemical Looping Autothermal Reforming (CLR(a)) 
The CLR(a) process utilises the chemical looping process as a reformer with less air fed to 
the air reactor. Unlike CLC the fuel is only partially oxidised by the oxygen carrier in the fuel 
reactor of CLR(a), producing syngas that mainly consists of H2 and CO. Steam can be added 
to the fuel reactor if higher H2 yield is desired, too. A pure stream of hydrogen could then be 
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produced by feeding the syngas from the outlet of the fuel reactor into shift reactor(s) (WGS) 
and a pressure swing absorption unit (PSA) in series as in conventional steam reforming 
process. An important advantage of the process is the potential to balance the heat rejected 
from exothermic reactions in the air reactor with the heat required for the endothermic 
reactions in the fuel reactor so that external heating or cooling is reduced or eliminated.  The 
process was initially proposed by Mattisson and Lyngfelt (2001). Later, Ryden and Lyngfelt 
(2004) conducted thermodynamic analysis under atmospheric and pressurised conditions for 
the production of H2 using CLR(a). They suggested atmospheric CLR(a) could potentially 
achieve similar efficiency as a reference steam reforming process (steam reforming with CO2 
capture and amine scrubbing), whilst the pressurised CLR(a) could reach even higher 
efficiency (about 4% higher) than the reference system.  
Currently, the process is generally applied to gaseous fuel (CH4). Different oxygen carriers, 
namely Fe, Mn, Ni and Cu supported on SiO2 or MgAl2O4 were compared in a TGA under 
the conditions of CLR(a) by Zafar et al. (2005). It was observed that those oxides supported 
on MgAl2O4 do not suffer from a decrease in reactivity with redox cycles at 950 °C, as 
opposed to those supported on SiO2 under the same conditions. Among the MgAl2O4 
supported oxygen carriers, Ni-based oxygen carriers showed superior selectivity towards H2. 
Continuous operation of CLR(a) in a circulating fluidised bed configuration using Ni-based 
oxygen carriers has been demonstrated by several authors (Ryden et al., 2006, de Diego et al., 
2009). Almost complete conversion of CH4 was achieved in nearly all cases, and the 
selectivity towards H2 and CO was found to be high. Although more study is needed to 
investigate the heat integration between the air and fuel reactors, these studies have 
confirmed the feasibility of using the CLR(a) for CH4 reforming. 
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2.1.2 Chemical Looping Autothermal Reforming (CLR(s)) 
Chemical looping steam reforming (CLR(s)), first proposed by Ryden and Lyngfelt (2006), is 
a process that integrates chemical looping and conventional thermal steam reforming. The 
idea is to supply the heat generated in CLC process to the endothermic steam reforming 
reaction and simultaneously capture the CO2 generated during the reactions. The catalytic 
steam reforming reaction is carried out in tube reactors at elevated pressures just as in a 
commercial steam reformer. Instead of heating the tube reactors through direct firing of fuels, 
the tubular reformer is placed in a fluidised bed heat exchanger (also acting as a fuel reactor), 
where the heat generated in the CLC process is extracted by heating the tube reactors using 
oxygen carriers. The off-gas from the reforming unit (after WGS+PSA), consisting of CH4, 
CO2, CO and H2, could be utilised as fuel for the fuel reactor.  
The process offers several advantages over CLR(a): a) all CO2 is intrinsically separated by 
the CLC process, i.e., only H2 need to be separated in the PSA unit; b) the reforming process 
could be operated at elevated pressure, but the chemical looping process could be operated at 
atmospheric pressure such that the challenges of circulating solid at high pressure are 
avoided; and c) lower and more uniform temperature profiles could be expected around the 
tube reactors compared to the commercially available gas boilers for steam reforming. The 
lower temperature could potentially lead to higher exergetic efficiencies than the steam 
reforming process because more energy is used for the steam reforming reaction.  
2.1.3 Chemical Looping with Water-splitting 
The processes described above combine chemical looping with steam reforming process for 
hydrogen production. Chemical looping with water splitting, also known as one-step 
decarbonisation, provides the opportunity to produce hydrogen and power using the concept 
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of chemical looping alone (Chiesa et al., 2008, Eide, 2009). In this novel process, one reactor 
for reduction (fuel reactor) and two reactors for oxidation (steam reactor and air reactor) are 
required. An oxygen carrier with multiple reduction and oxidation states, most typically 
Fe2O3 (Fe2O3>Fe3O4>FeO), is selected.  In the fuel reactor, the fuel gas, typically CH4, 
moves counter-currently with the oxygen carrier that enters from the top of the reactor. Iron 
oxide is reduced to FeO at the bottom of the reactor. As the partial pressure of the CO2 and 
steam increases, iron oxide is only reduced to Fe3O4 at the top of the reactor. The depth of the 
bed is maintained such that all the fuel gas is oxidised to steam and CO2 when it leaves the 
bed. The reduced oxides are continuously introduced into the steam reactor where they are 
oxidised to Fe3O4 by steam, producing H2. Finally, Fe3O4 is transferred into air reactor where 
it is fully oxidised. The streams leaving the air reactor (depleted air) and the fuel reactor 
(CO2/H2O) are sent to separate turbines for power generation. The process produces pure 
streams of CO2 and H2 intrinsically with no separation required, but at the expense of an 
increase of the complexity of the system. The process could be easily adapted for production 
of hydrogen from solid fuel. One extra gasification step is added to the start of the process. 
Instead of using natural gas, syngas produced from the gasification step is used as the fuel gas 
for the process. A recent example of this conceptual process was discussed previously in 
Chapter 1.  
With regards to oxygen carriers, iron oxide is deemed to be the most suitable one for such a 
process. Many advantages of using iron oxide for the process include: a) high reactivity 
during both reduction and oxidation over nickel, copper, manganese and chromium based 
materials (Svoboda et al., 2007); b) the rates of reduction and oxidation are sufficiently fast to 
be used in fluidised bed reactor (Mattisson et al., 2001); and c) it ensures almost complete 
conversion of syngas to CO2 and steam, and a high conversion of steam to H2 (Gupta et al., 
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2007). The use of iron for hydrogen production was devised a century ago (Fan, 2010). The 
so-called steam-iron process, where the iron oxide containing ore is reduced to iron by coal, 
which is oxidized by steam to form hydrogen. The process of producing hydrogen using the 
redox reaction between Fe/FeO and water is called Syngas Chemical-Looping and Coal 
Direct Chemical looping process (Fan, 2010).  
2.2 Chemical Looping Using Solid fuels 
The possibility of using solid fuels such as coal and biomass in chemical looping is very 
attractive. However, as explained in Chapter 1, there are several challenges when applying 
CLC to solid fuels including complex chemistry and the slow gasification rates of the solid 
fuels, higher content of the impurities such as tar and sulfur compounds, and difficulty in 
separation of the solid fuel and oxygen carriers etc. Two distinctive approaches are normally 
used for CLC with solid fuels: i) syngas-CLC. The solid fuels are first gasified to form 
syngas, which are subsequently introduced into CLC; ii) Solid-fuelled CLC. The solid fuel is 
directly gasified in the fuel reactor of CLC. Several methods could be used for the solid-
fuelled CLC: 
• Gasification of solid fuel in situ by using H2O and CO2 as gasification agents 
• Gasification of solid fuel in situ in a single fluidised bed reactor cycling semi-
batchwise 
• The use of the oxygen carrier to thermally emit its oxygen at high temperature, known 
as chemical looping with oxygen uncoupling (CLOU), and therefore avoiding the 
contact between the oxygen carrier and the solid fuels. 
Except for CLOU, both of the approaches rely on reactions between char and metal oxide via 
a gaseous intermediate. The rate of solid-solid reactions between the char and metal oxide is 
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believed to be extremely slow (Leion et al., 2007, Brown et al., 2010). As a result, the rate of 
gasification of char becomes the rate-limiting step in chemical looping combustion of solid 
fuel (Brown et al., 2010, Dennis et al., 2006, Scott et al., 2006, Leion et al., 2007).  
2.2.1 Syngas-CLC 
The syngas-CLC process avoids contact between coal and oxygen carrier by first carrying out 
the gasification of coal separately in a gasifier. Compared to in-situ gasification, solid fuel 
gasification to syngas is relatively well understood. The possible contamination of the metal 
oxides by fuel ash, which would lead to agglomeration and deactivation, is also eliminated. 
Additionally, after gasification, the CLC is fuelled by syngas, which could benefit from the 
significant operating experience obtained from running CLC with gas fuel. However, it 
should be noted that the syngas has a distinctly different composition from natural gas, and 
thus behaves very differently when combusted with oxygen carriers.  Jin et al. studied 
chemical looping combustion in a fixed bed reactor at elevated pressure using syngas as fuel 
(Jin and Ishida, 2004). They proposed that the reactivity of syngas in chemical looping 
combustion is much higher than that of natural gas. A number of authors investigated 
chemical looping with simulated syngas in CFB reactors (Abad et al., 2006, Forero et al., 
2009, Mattisson et al., 2007). Different oxygen carriers were also tested in a TGA with 
simulated syngas (Abad et al., 2007b), where a high conversion of the syngas was found with 
negligible or no deactivation of the oxygen carriers. However, sulfur compounds were not 
considered when simulated syngas was used. García-Labiano et al. (2009) studied the 
reaction between a Ni-based oxygen carrier and simulated syngas containing sulfur. 
Temporary deactivation of the Ni-based oxygen carrier was found when H2S was supplied. 
The deactivation was reverted when the H2S supply was withdrawn. 
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2.2.2 Gasification of Solid Fuel in situ 
By gasification of solid fuel in situ, it is possible to balance the heat required for the 
endothermic reaction of gasification by circulating the oxygen carrier from the oxidation 
reactor. One major drawback is that acceptable fuel conversion can only be achieved by 
extending the residence time of the fuel in the fuel reactor because slow kinetics of char 
gasification. Cao and Pan (2006) first presented a CLC process of solid fuel in a circulating 
fluidised bed where coal was gasified and separated from the oxygen carrier before 
combustion. Their circulating fluidised bed consists of three major chambers: 1) a high 
velocity riser as air reactor; 2) a down-flow moving bed or a bubbling fluidised bed as the 
solid fuel reactor; 3) a bubbling fluidised bed or a turbulent fluidised bed for separation of the 
oxygen carrier with unburnt fuels. Lyngfelt and his colleagues (Leion et al., 2007, 
Berguerand and Lyngfelt, 2008, Berguerand and Lyngfelt, 2009) developed a circulating 
oxygen carrier system, where unburnt solid fuel was separated and recycled before the solids 
were passed to the oxidation reactor. The fuel reactor was separated into three regions: 1) a 
low velocity region for gasification of solid fuel and subsequent combustion of oxygen 
carrier; 2) a carbon stripper designed to separate the unburnt solid fuel from the oxygen 
carrier before the latter is sent to the air reactor; 3) a high velocity region where the unreacted 
fuel particle is elutriated and captured by the fuel reactor cyclone where the particles are 
reintroduced back into the fuel reactor. The initial test of this set up was operated for 22h at 
temperatures above 850℃. With a feedstock of South African coal and a natural limonite as 
the oxygen carrier, the overall capture of CO2 ranged from 82% to 96% of the original fuel.  
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2.2.3 Gasification of Solid Fuel in situ semi-batchwise 
In order to avoid circulating large quantities of solids between reactors and causing 
associated problems of attrition, wear and dust, Dennis and Scott et al. developed an in situ 
gasification and CLC process in a cyclic batch operation (Scott et al., 2006, Dennis et al., 
2006). In the proposed process, a fluidised bed containing metal oxide was employed. The 
whole reaction cycle was divided into three consecutive periods: t1, t2 and t3. During t1, 
solid fuel was fed either continuously or semi-continuously in to the reactor and fluidised by 
steam or CO2 (or both).  Volatile matter was released first and was oxidised by the oxygen 
carrier. Then, the resulting char was gasified by steam or CO2 to yield a synthesis gas 
containing mainly CO and H2, which was immediately oxidized by oxygen carrier to form 
CO2 and steam. t2 started when the reactivity of the system dropped to a certain level because 
of the reduction of the metal oxide’s reactivity. The feed of coal was stopped during t2 to 
allow the complete gasification of remaining inventory.  During the final stage t3, air was 
allowed to enter the fluidised bed where the oxygen carrier was regenerated. The cycle was 
then repeated. Based on this proposed process, in situ gasification of coal using CO2 (Scott et 
al., 2006) and steam (Dennis et al., 2006) with chemical looping was investigated at 900℃. 
Fe2O3 was selected as the oxygen carrier. Figure 2.1 (Scott et al., 2006) shows a typical result 
of a complete cycle when coal was semi-continuously added to an active bed fluidised with 
CO2. The recovery of CO is defined as the number of moles of CO in the off-gases divided 
by the amount which would have been produced if all the carbon in coal is gasified to CO. It 
can be seen from Figure 2.1 that the last cycle is almost identical to the first cycle with both 
having a recovery of around 5%, indicating that all the Fe2O3 was regenerated after being 
exposed to O2. The sharp spikes on the top of each plot correspond to the very rapid 
production of volatile compounds. The increasing maximal value of the spikes from the first 
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peak to third peak suggested that volatiles from pyrolysis of coal do react with Fe2O3. 
Moreover, a comparison between the theoretical capacity of the Fe2O3 bed and carbon that 
converted to CO2 (calculated by the mass of the added coal subtracting the mass of recovered 
CO) indicated that Fe2O3 only reduced to Fe3O4. It was suggested that a further reduction of 
Fe3O4 to Fe0.947 would require a Pco/Pco2>0.49. Finally, gasification was proposed to be the 
rate-limiting step, and reduction of Fe2O3 to Fe3O4 is considered to be sufficiently rapid at 
900℃. Most of the conclusions considered the gasification of coal with steam. However, the 
iron oxide was also found to promote the equilibrium of the water-gas shift reaction (CO +H2O ↔ CO2 + H2) moving towards the products’ side.  
 
Figure 2.1 A typical cycle in which four batches of coal (+1.4mm, -1.7mm) were gasified in 
the active bed of Fe2O3 and silica sand. The bed was regenerated after four batches using 5% 
O2 in N2. The mass of coal used in each experiment is shown next to the peaks (Scott et al., 
2006). 
2.2.4 Chemical Looping with Oxygen Uncoupling (CLOU) 
Chemical-looping oxygen uncoupling (CLOU) was first proposed by Mattisson et al. (2009b). 
The process takes advantage of some metal oxide could release gaseous oxygen at high 
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temperature. The mole ratio of the oxygen could be released from the oxygen carriers 
depending on temperature and O2 partial pressure. CLOU is very attractive method to be 
coupled with solid fuels. The process offers the advantage that converting the slow, highly 
endothermic gasification of solid fuel into a combustion process. CuO/Cu2O, and 
Mn2O3/Mn3O4 were identified as the most promising oxygen carrier for CLOU for solid fuel. 
Mattisson et al. (2009a) demonstrated the feasibility of the process by investigating CLOU of 
petroleum coke in a small fluidised bed using CuO-ZrO2 oxygen carrier. It was found that 
fuel conversion rate was considerably higher than that obtained from chemical looping 
combustion of the same fuel with iron-based oxygen carrier, and a total conversion of the 
solid fuel close to equilibrium.   
2.3 Kinetics models of chemical looping combustion  
In both CLC for gas and solid fuels the reaction kinetics of the solid oxygen carrier with 
reducing gases, as well as the gasification of any solid fuel, are much slower than those in the 
air reactor; knowledge of the kinetics is therefore important for rigorous design of the CLC 
reactors. Although reactivity of a large number of materials have been studied in the 
literature, most of the data were obtained with multiple fuel gases in limited and unrealistic 
(e.g. lack of sulfur or tar) operational conditions (Lyngfelt, 2011), Therefore, it is difficult to 
extract useful kinetic information from literature for design purposes. Experiments of 
reactions between the oxygen carrier and fuel gases under varying temperatures and gas 
concentrations are necessary to determine the kinetics of the oxygen carriers with the fuel 
gas. The effect of the potential contaminants such as sulfur on the kinetics is yet to be 
rigorously studied.    
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The reactions involved are as non-catalytic gas-solid reactions. Typically, gas-solid reactions 
involve several intermediate steps: 
Step 1: diffusion of gaseous reactants through the film surrounding the particle to the surface 
of the solid. 
Step 2: penetration and diffusion of the gaseous reactant through the blanket of ash (product 
layer) to the surface of the unreacted core. 
Step 3: reaction of gaseous reactant with the solid at the reaction surface. 
Step 4: diffusion of gaseous product through the ash back to the exterior surface of the solid. 
Step 5: diffusion of gaseous product through the gas film back into the main body of the 
gaseous stream. 
Several models were developed to approximately describe those major steps. The time 
dependence of the rate and conversion of the reaction between the oxygen carrier and fuel gas 
could therefore be predicted if an appropriate model of gas-solid reaction is applied.  
2.3.1 Shrinking Core Model 
The simplest model for non-catalytic gas-solid reactions is Shrinking Core Model (SCM) 
(Levenspiel, 1999).  The SCM model assumes that the reaction first occurs at the outer 
surface of the solid material. The reaction zone is restricted to a sharp front which moves 
from the outer surface into the core of solid material, leaving behind the completely 
converted material (referred to as ash). The model examines the cross section between the 
unreacted solid material and surrounding layer of ash (Figure 2.2).  
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Figure 2.2 Schematic diagram of Shrinking Core Model (SCM) (Levenspiel, 1999) 
  
When isothermal conditions and irreversible reactions are assumed, the rate of reaction is 
only directly controlled by steps 1, 2 and 3, the rate determining steps (see Figure 2.2). The 
resistance of these three steps can be quite different, and the highest of them is considered to 
control the rate of the whole reaction. The conversion equations for spherical particles were 
developed based on a gas-solid reaction: A (gas) +  bB (solid) → 𝑐C (gas) +  dD (solid) , 
assuming steps: 1, 2 and 3, in turn, are rate-controlling: 
External diffusion to particle surface (step1):  
𝑡film
𝑡τ,film = 𝑓p(𝑋) = 𝑋 Equation 2.1 
𝑡τ,film = 𝜌B𝑅3𝑏𝑘𝑔𝐶Ag Equation 2.2 
Diffusion through the product layer of the particle (step 2):  
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𝑡p(pl)
𝑡τ,p(pl) = 𝑝p(pl)(𝑋) = 1 − (1 − 𝑋)2 3⁄ + 2(1 − 𝑋) Equation 2.3 
𝑡τ,p(pl) = 𝜌B𝑅26𝑏𝐷𝑒𝐶As Equation 2.4 
Chemical reaction (step 3):  
𝑡p(reac)
𝑡τ,p(reac) = 𝑔P(𝑋) = 1 − (1 − 𝑋)1 3⁄  Equation 2.5 
𝑡τ,p(reac) = 𝜌𝐵𝑅𝑏𝑘′′𝐶A𝑠 Equation 2.6 
Here,𝑡film,  𝑡pl(p) and 𝑡p(reac) are the time taken in each step. 𝑡𝜏,film, 𝑡pl(p) and 𝑡τ,p(reac) are 
the time required for complete conversion of a particle when each of the three steps are the 
controlling mechanism steps. 𝜌B is molar density of B, 𝑅 is the  particle radius, 𝐶Ag is the 
concentration of gaseous reactant at the boundary of gas film, 𝐶As is the concentration of 
gaseous reactant at the surface of the particle. 𝑘𝑔 is the mass transfer coefficient of the gas 
film, De is the effective diffusion coefficient in porous structures, and 𝑘′′ is the reaction rate 
constant. 𝑋 is the fractional conversion of B. 𝑓p(𝑋), 𝑝pl(p)(𝑋) and 𝑔P(𝑋) are the conversion 
functions of each step. 
The resistances of the three steps affect the rate simultaneously throughout the reaction. To 
account for the relative importance of each resistance, the individual resistance can be 
directly combined in series to give the overall time for reaction t, and the overall time 
required for completion of the reaction tτ, at any particular stage of the reaction: 
𝑡
𝑡𝜏
= 𝑡film
𝑡𝜏,film + 𝑡p(pl)𝑡𝜏,p(pl) + 𝑡𝑝(reac)𝑡𝜏,p(reac) = 𝑓p(𝑋) + 𝑝p(pl)(𝑋) + 𝑔p(𝑋) Equation 2.7 
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Although the SCM model is a simple representation of gas-solid reaction, it has some major 
limitations. For the conversion time equation (Equation 2.2- Equation 2.8), it predicts the 
completion of solid conversion (X=1, t=  𝑡𝜏 ), which is not achieved in a real situation. 
Furthermore, some gas-solid reactions in porous particle may happen rather uniformly 
throughout the particle, and therefore the sharp reaction front assumed in the shrinking core 
model may not be valid in this case. Therefore, the SCM model better suited for large and 
non-porous particles that react relatively slowly. The model has been used to estimate the 
kinetic parameters for reduction and oxidation of large-sized (in millimeters) Ni-based 
particle for CLC (Ishida et al., 1996). 
2.3.2 Grain model 
The grain model was initially proposed by Sohn and Szekely (1972). Unlike the shrinking 
core model, the grain model assumes that the particle consists of agglomeration of many 
small non-porous grains. Each individual grain is assumed to follow the shrinking core model 
during reaction. The model gives a simple but improved representation of reactions between 
porous particles and gases such as reduction of Fe2O3 by assuming that the initial properties 
of iron oxide grains (shape and size) do not change significantly during reaction. The time 
required to attain a certain conversion could be expressed approximately in a similar way as 
SCM but a term that accounts for internal diffusion within the porous structure of the particle 
is included, and the length scale is reduced from the radius of the particle, R, to the radius of 
the grains, 𝑟g.  
𝑡
𝑡𝜏
= 𝑡film
𝑡𝜏,film + 𝑡𝑝(diff)𝑡𝜏,p(diff) + + 𝑡g(pl)𝑡𝜏,g(pl) + 𝑡g(reac)𝑡𝜏,g(reac) 
≈ 𝑓p(𝑋) + 𝑝p(diff)(𝑋) + 𝑝g(pl)(𝑋) + 𝑔g(𝑋) Equation 2.8 
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The conversion functions 𝑝p(diff)(𝑋), 𝑝g(pl)(𝑋) and 𝑔g(𝑋) can be calculated as follow for 
spherical particles: 
Diffusion through the porous structure of the particle (step2):  
𝑡p(diff)
𝑡𝜏,p(diff) = 𝑝p(diff)(𝑋) = 1 − (1 − 𝑋)2 3⁄ + 2(1 − 𝑋) Equation 2.9 
𝑡𝜏,p(diff) = (1 − 𝜀)𝜌B𝑅26𝑏𝐷e𝐶Ag  Equation 2.10 
Diffusion through the product layer of the grains (step 2):  
𝑡g(pl)
𝑡τ,g(pl) = 𝑝g(pl)(𝑋) = 1 − (1 − 𝑋)2 3⁄ + 2(1 − 𝑋) Equation 2.11 
𝑡𝜏,p(pl) = 𝜌B𝑟g26𝑏𝐷g𝐶Ag Equation 2.12 
Chemical reaction (step 3):  
𝑡g(reac)
𝑡τ,g(reac) = 𝑔P(𝑋) = 1 − (1 − 𝑋)1 3⁄  Equation 2.13 
𝑡τ,g(reac) = 𝜌B𝑟g𝑏𝑘′′𝐶Ag Equation 2.14 
In some cases when small oxygen carrier particles are used, the rate of diffusion through film, 
pores, and product layer of the grains proved to be sufficiently large compared to that of 
chemical reaction. In this instance, only the last term of Equation 2.8 need to be considered, 
and the grain model reduced to a Shrinking Core Model with the length scale of the grain 
(SCMg). The SCMg had been used to estimate kinetic parameters for the reduction and 
oxidation of Fe-, Ni- and Fe- based oxygen carriers with various fuel gases (CH4, CO and H2) 
60 
 
under chemical looping combustion relevant conditions (Abad et al., 2007a, Abad et al., 
2007b). 
One major limitation of the grain model is that the structural change occurring during the 
reaction are neglected in the model. In reality, the size of the grains may change during the 
reaction as a result of difference in molar volume between the solid product and the reactant. 
An improved grain model is therefore required if these changes are appreciable. Georgakis et 
al. (1979) developed a changing grain size model for gas-solid reactions. In this model, firstly, 
a mass balance is fomulated on a shell of differential thickness within the particle, assuming 
equimolar counter diffusion, or a diluted gas retant A and pseudo-steady state is established:  
𝐷𝑒
1
𝑟2
𝑑
𝑑𝑟
�𝑟2
𝑑𝐶𝑔
𝑑𝑟
� = −𝑟" Equation 2.15 
Cg  is the gas concentration at the surface of the grains at radial position r  within the 
particle. r" is the reaction rate of gas with the grain of the particle. A mass balanced could be 
performed on the grains of changing size during reaction. The relationship between Cg and r" 
could be found 
−𝑟" = 𝑘′′𝐶g𝑆g(𝑟2𝑟0)21 + 𝑘′′𝐷g (1 − 𝑟2𝑟1) Equation 2.16 
Here, the change of the grain size is incorporated. 𝑟0 is the initial grain radius, 𝑟1 is the grain 
radius during reaction, and 𝑟2  is the raius of unreacted grain core. 𝐷g  is the effective 
diffusivity in the product layer of the grains. 
Other models, such as the random pore model proposed by Bhatia and Perlmutter (1980), also 
take into account the structural changes of the particle. The random pore model take into 
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account any changes of the initial properties of the particle which might happen during the 
reaction by treating the surface of the particle at any time during reaction to be a result of 
random overlapping of cylindrical surfaces with a size distribution. However, the model is 
more complicated compared with the changing grain model, with some variables in the model 
difficult to define accurately.  
2.3.3 Model using the concept of effectiveness factor 
Instead of attempting to describe the diffusion through the pores and product layer of the 
grain separately, effective diffusivity, 𝐷𝑒, could be used to describe the ‘averaged’ diffusion 
of the reactant. In this way, Equation 2.16 could be simplified by introducing a quantity, 𝜂, 
called the effectiveness factor, as the ratio of the intrinsic rate, (𝑟")true , to the observed 
rate, 𝑟". 
(𝑟")true = 𝜂(𝑟")Cg,0 Equation 2.17 
Where (𝑟")𝐶g,0 is the reaction rate with the gas concentration of Cg,0 at the particle surface. 
This model is simple and practical for determining intrinsic kinetic parameters. It elegantly 
avoids the complex issue when describing the gas diffusion within the particle. The detail of 
the theoretical background of the model will be introduced later in Chapter 5. 
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   Experimental Apparatus Design and Chapter 3
Construction  
This chapter describes the design and construction of a spouted bed reactor system for 
chemical looping combustion (CLC). A flow chart of the design process is shown in Figure 
3.1. The operating range of the reactor was decided after undertaking the literature review in 
Chapter 2 and the properties of the fuel gas, the performance of potential looping agents, and 
the set of reactions between them were taken into account. The reactor system and data 
acquisition system was then developed according to the operating conditions and fuel 
composition as well as properties of the solid materials.  
 
Figure 3.1 Flow chart of design procedure for solid looping reaction system 
Reactor system Design:
• Construction Material
• Reactor Configuration and 
Scale
• Filtration and Purification 
• Power supply
• Pressure control component
Fuel Character
(CH4, CO, CO2, H2, H2O, H2S)
• Operating conditions:
600-950oC
0.1-2MPa
• Fuel composition
• Solid Materials
Looping Agent Character 
(calcium sorbent, Iron Oxide)
Data Acquisition:
• Temperature and Pressure 
control
• Fuel Conversion
• Sorbent (carrier) 
characterisation
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A complete flow sheet of the reactor system is shown in Figure 3.4. The system consists of 
five parts: the solids feeding and gas transport systems, the fluidisation reactor, the filtration 
system, and the control and data acquisition system.  
3.1 Solid Feeding and Gases Transport System 
The gaseous components were transported through 6 mm stainless steel 316 tube before and 
after the reactor, which were joined and sealed with Swagelok® compression fittings . The 
gas feeding line and solids injection line were connected to the base of the reactor and 
supplied controlled quantities of reaction gas and solid material.  
All the gases were supplied from pressurised gas cylinders provided by BOC or SIP 
Analytical. Rotameters and needle valves were used to control the volumetric flow rate of 
individual gas at ambient temperature. A pressure gauge was installed on each gas line before 
the flow meter to monitor the pressure at which each rotameter measured volumetric flow 
rate. Burkert 2/2 way GP ½ inch 24V DC solenoid switch valves were used to enable 
automatic step transition of gas streams.  
The solid looping agent was injected batch-wise through a pressurised 50 ml double-ended 
stainless steel sample cylinder from Swagelok®, which was connected to an independent N2 
cylinder setting at 0.5 bar higher than gas feeding cylinder pressure. 0.300-2.000 grams of 
selected oxygen carrier was weighed and fed in to the sample cylinder prior to experiments. 
The sample cylinder was then pressurised by opening a ball valve connected to the 
independent nitrogen cylinder. The solid was then ready to be pressure-injected by rapidly 
opening the ball valve between the bottom of the reactor and the cylinder. The sample 
cylinder was weighed before and after experiment to verify the amount of sample injected. 
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3.2 Filtration 
After leaving the reactor, the resulting gas stream was passed through a series of filtration 
traps which were designed to separate elutriated fine solid material and water from the 
product gas stream (Figure 3.2). The gas from the outlet of the reactor was first passed 
through a ½ inch inner tube to the bottom of a vertical 1-inch outer tube, which was 
immersed in a circulating salted ice-water bath. The outer tube acted as a heat exchanger, and 
the gas stream was sufficiently cooled to ambient temperature as it travelled up through the 
tube. Condensable material (steam and possibly sulfur compounds) in the gas stream was 
trapped in the tube during the cooling process, and was collected afterwards. Another 
horizontally-held 1 inch tube, packed with glass fibre, was fitted after the vertical cooling trap 
for collecting fines generated by solid attrition. An extra moisture filter, filled with CaCl2 and 
plugged at both ends with glass fibre, was placed before the gas analyser (with a similar but 
smaller moisture trap) when performing long cycling experiments to prevent any moisture or 
dust contaminating the equipment. The moisture filter was removed when conducting 
experiment involving measurement of kinetics in order to sufficiently reduce response time of 
the system. 
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Figure 3.2 Design of water and low-temperature vapour trap (The tube material used for 
construction was stainless steel 316. The compression fittings used were Swagelok® tube 
fitting). 
3.3 Process Control and Data Collection 
3.3.1 Key Feature of the Hot Rod Reactor Controller 
The Hot Rod Reactor Controller (Figure 3.3), which was originally designed by the 
Departmental Electronics Engineer and was modified to add on safety features in the control 
loop, offered on-line data acquisition, multiple solenoid valve control and temperature control.  
1 ‘’End Cap
1'’Tube
1/2'’Tube
1/2'’ bored through 
fitting to 1'’ stub
1'’Tee fitting
Gas Outlet
Gas inlet
1'’Tube
1/4'’to 1'’ reducing 
union
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Figure 3.3 Top views of key components of the Hot Rod reactor Controller 
The main parts of the control unit are two USB interfaces and a proportional temperature 
controller. An USB-TC thermocouple input module (measurement computing) was used to 
log temperature signals from up to 8 thermocouples simultaneously. Another USB-1208FS 
USB based data acquisition (DAQ) module (measurement computing) was used to convert 
and record analogue input signal from two on-line analysers in digital format, to send 
analogue control signals to the temperature controller and to send digital control signals to 
solenoid gas switching valves.  
The key components of proportional temperature controller are a switch capacitor (Siemens 
Sirius Series), a solid-state relay (Siemens Sirius Series) and a variable transformer. The 
variable transformer was connected with the load circuit in series for controlling the total 
power output to the reactor from the controller. The amount of total power distributed to the 
load circuit can be adjusted manually from the front panel of the controller by adjusting the 
resistance of the variable transformer. Temperature signals were processed in a program 
written in dataflow programming software that will be discussed later. The program outputs a 
control function that was converted into analogue output signal by the USB DAQ interface. 
Variable Transformer 
Proportional Controller 
USB interfaces 
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After passing through a series of signal converters, a control signal in the range of 0-10V was 
then transmitted to the switch capacitor, where the signal was discretized, and then used as 
input control signal for the solid-state relay. The solid-state relay switched the power to the 
load circuit on and off several times per second depending on the percentage of total power 
required calculated in the program. For safety purposes, the wall temperature of the reactor 
was also independently monitored by a CAL3000 temperature controller (CAL control, 
http://www.west-cs.co.uk/), which shut down the power output to the load circuit completely 
if the wall temperature exceeded a set point.  
3.3.2 Process Control and Data Acquisition Software 
Agilent VEE™ Pro 7.0 was selected as the process control software. It is a graphical dataflow 
programming software that is widely used in various industries for automated process control, 
DAQ (Data Acquisition) and advanced data analysis. The software integrated data processing 
functions into graphical objects that could be directly used and propagated. The data flows 
through the objects from left to right while it is processed, and sequences runs from top to 
bottom. The graphical features make the program easily maintained and customised, if 
necessary. Also, an additional benefit of VEE is the online control parameters, monitoring 
signal and output result can be customised display to create an operator interface, where the 
process can be monitored online, and control parameters can be adjusted in a real time. 
Therefore, the program chosen is well suited for rigorous research-oriented processes control 
and DAQ where a wide range of operation conditions needs to be explored. 
3.3.3 Temperature, Pressure and Gas Switch Control 
 The temperature and gas flows in the reactor are controlled through operator interface of a 
program written in Agilent VEE™. An illustration of the operator interface developed for the 
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proposed process is shown in Figure 3.5. It was divided into four blocks where the numbers 
were marked on the top right of the block.  
Block one is the section for online temperature control. The program allowed PID 
(proportional-integral-derivative) control of the bed temperature by online control of the 
output power of the transformer through the controller. The default setting of the temperature 
control was to maintain bed temperature at one set point (T1), but cycling between two set 
temperatures (T1 and T2) could be achieved by clicking the cycling button. The set 
temperatures (T1, T2), temperature cycling times (t1, t2) and PID parameters could be set at 
any time during an experiment as they were checked by the program each second. The 
numerical value of temperature control related parameters, such as bed temperature, wall 
temperature, temperature set-point and power percentage, were displayed and monitored in 
real-time. An abort option was set up in the block so that the heating and combustible gas 
supplies could be shut down in the unlikely case of temperature excursion.  
Four solenoid valves were connected to digital output channels of the controller. Each output 
channel controlled the switching of solenoid valve states independently depending on set time 
variables. Block 3 and 4 in Figure 3.5 are the sections where the gas stream transition was 
controlled. Any combination of the solenoid valves could be manually switched on/off for 
any given time by the toggle control in block 3. Coloured alarms were programed to 
graphically display the on/off status of each valve. The other option, to control the gas 
transition cycle automatically, was by initiating time control in block 4. When it was 
executed, the program would cycle through pre-programmed stages that consisted of a 
particular combination of on/off control signals for each valve. Dwell time for each stage 
could be easily adjusted at any time by changing the value of time variables for each stage in 
block 4. 
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The pressure of the reactor was raised mechanically, if necessary, using the high pressure gas 
cylinders. Pressure gauges were placed at both ends of the reactor to monitor the pressure 
drop. A needle valve (pressure let-down valve) was used to control the pressure after the gas 
cooling section.  
3.3.4 Data Measurement and Acquisition 
The exhausted gas in the sampling line may contain major components: H2, CO, CO2 and O2 
and H2S, SO2 and COS. Most of the flue gas was directed to the venting line. The 
combustible and toxic portion of the gas was burnt by passing it through a propane burner. A 
small controlled amount of the product gases was passed to the gas analyser train for 
sampling, which re-joined the majority of the gas in the propane burner after analysis. Thus, 
it and was safely burnt before venting into a walk-in fume cabinet, the air-flow through which 
had been calculated to be sufficient to drop all potentially toxic gases to below their lower 
exposure level. A CO gas alarm and a personal gas detector for H2S and combustible gases 
(CO, H2 and CH4) were also used as a provision. 
An ADC infrared multi-gas analyser was used to detect the concentrations of CH4, CO and 
CO2. Another ABB UV (ultraviolet) analyser was connected with ADC analyser in series to 
detect the concentration of SO2 and H2S. A mass spectrometer sampled the gas in-line with 
the UV analyser to measure the quantity of all the possible trace gas compounds (at ambient 
temperature), e.g., COS, SO3, SO2 and H2S. The main constitution of the trace gas was SO2, 
H2S and COS, the concentration of which was measured by both UV spectrophotometry and 
mass spectrometry, providing a more reliable result. Specification for all gases measured in 
the analysis train is shown in Table 3.1. 
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Table 3.1 Specification of gas analysis train. 
Gas Type  Model Range Accuracy  90% 
Response 
Time 
 
CO2 Infrared  ADC MGA 3000 0 – 50% +/- 1 % of measured value  4s  
CO  Infrared  ADC MGA 3000 0 – 50% +/- 1 % of measured value 4s  O2 Mass Spectrometry (MS)  Aston Analytical 0 – 5 % - -  
H2S Ultraviolet (UV), Mass Spectrometry ABB AO 2020, Aston Analytical UV: 0 – 1500ppm MS: 0-1000ppm UV: +/- 0.5% of measured value, MS: +/- 10ppm UV: 4s.   
SO2 Ultraviolet, Mass Spectrometry  ABB AO 2020, Aston Analytical UV: 0 – 3000ppm MS:0-3000ppm 
UV: +/- 0.5% of measured value, MS: +/- 10ppm UV: 4s.  
COS Mass Spectrometry Aston Analytical 0 – 500ppm MS: +/- 10ppm -  
 
The electronic signals indicating the concentration of gases measured by all analysers other 
than the mass spectrometer (4-20 mA) and all the control signals of the controller were 
directly logged every second, and saved in a designated file. The concentration signals from 
the mass spectrometry were processed in its own software, and saved in a separate file. The 
two files were synchronised when analysing experimental data using a programme written in 
Matlab. 
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Figure 3.4 Schematic diagram of the experimental equipment 
72 
 
 
Figure 3.5 Control Panel of the Reactor System.  
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2 
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Figure 3.6 Schematic diagram (left) and photograph (right) of Reactor Body
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3.4 Fluidisation Reactor Body 
3.4.1 Minimum Wall thickness 
The reactor body was constructed using Incoloy® Alloy 800HT, which has superior 
creep and rupture strength for extended high temperature applications. According to 
BS PD5500 (British Standard Institution, 2012), the minimum wall thickness required 
for different pressure loadings may be calculated by:  𝑒 = 𝑃𝐷𝐷i
2𝑓−𝑃
                   Equation 3.1 
Where 𝑃𝐷 is design pressure in MPa, Di is the inside diameter of the reactor in mm. f 
is nominal design stress at specific temperature in MPa. The calculated minimum wall 
thickness for loading 30 bar at 1000 oC, is 5.58 mm (see Appendix A). It should be 
noted that the minimum wall thickness for operation at 1010 °C and otherwise the 
same conditions is 6.50 mm, which shows a sharp increase of wall thickness for a 
modest increase in temperature. Therefore, an existing Incoloy® Alloy 800HT tube 
material with a wall thickness of 7.13 mm (available tube size) was chosen to provide 
a safety margin. Clearly, careful control near the upper temperature limit is vital.  
These calculations apply to a straight tube, without drillings, side arms or welds. In 
fact, the temperature in this work never exceeded 750 oC 
3.4.2 Assembly of Reactor Body  
A schematic diagram in Figure 3.6(left) shows the main assembly of the reactor. Top 
and bottom flanges (made in AISI 316) were attached to the reactor using pairs of 
'half-moon' rings. The inner flanges were passed over the reactor body and sat on the 
half-moon rings (AISI 316) which were located in machined grooves at either end of 
the reactor body.  The grooves were cut into the reactor body, but were in the cooler 
end sections of the wall. The inner and outer flanges at both end of the reactor were 
clamped together using 8 stainless steel M10 bolts. A flat copper O-ring (48 mm OD, 
38.8 mm ID, 2 mm thickness) was placed between the inner faces of each flange pair 
and to provide a seal at the ends of the reactor tube. The main advantage of this 
design was that the reactor body can easily be sealed without any welding taking 
place, which would have generated extra complexity and safety concerns. Two 
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Swagelok® 5/16 inch and 5/8 inch fittings were bored through and welded into the 
bottom and top flanges, respectively. This enabled connection of the reactor body to 
upstream and downstream pipework. 
3.4.3 Heating and Power Supply 
The reactor had a heating section length of 304 mm, between two sets of copper 
electrodes that were clamped around the tube (see Figure 3.6, right). The power was 
supplied by a high output transformer (rated at 2.5 V, 1600 A) through 24 insulated 
copper cables (75 mm2 cross section, 800 mm length), which were attached equally to 
the four electrode bars (Figure 3.6, right). In order to prevent over-heating of the 
cables at the electrode end, the cables and the rubber sheaths close to the electrodes 
were water-cooled using soft copper tubing coils (1/8 inch o.d.) which were tightly 
wrapped around the cables. Two type K thermocouples (from TC Direct) were placed 
in the middle of the heating section, on the wall and centre line of the bed, 
respectively (Figure 3.6).  The heating section of the reactor tube and electrodes were 
insulated using 3 or 4 layers of Superwool® 607Max blanket, which substantially 
reduced heat losses from the reactor tube to the surrounding environment.  
3.4.4 Reactor internals - a Spouted Bed 
Figure 3.7 shows the reactor internal where the bed flows inside its containment. It 
was designed as a spouted bed instead of a normal bubbling fluidised bed so that 
solids could be inserted via the base of the bed. Spouted beds are a two-phase reactor 
consisting of a central lean solid phase (spout) where solid particles entrain in a fluid 
jet penetrating the bed, and a downward moving dense solid phase (annular) whiche 
creates a counter-current flow between the solid and gas. It was initially developed at 
the National Research Council of Canada in 1954 (Mathur and Gishler, 1955). A good 
review of spouted bed reactor was written by Mathur and Epstein (1974). Another 
most recent and more comprehensive review of this type of reactor is provided by 
Epstein and Grace (1997); however, most literature about spouted beds concentrates 
on large-scale reactors. 
The spouted bed consisted of an inlet spout tube with a welded support ring, a quartz 
liner tube with an inside diameter of 30 mm Dc and an inverted cone-shaped base, 
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which sat on the top of the support ring. In order to ensure the quartz liner sat tightly 
on the support ring, a layer of Superwool® 607Max blanket was used as a seal, with a 
cylindrical counter weight placed on top of the quartz liner to compress the seal. The 
gas inlet tube was designed to protrude a short length (3.6 mm) into the quartz liner, 
which was reported to improve bed stability and maximum spoutable bed height 
(Manurung, 1964). Another parameter which affects the stability of the bed, is the 
angle of the cone θc, which facilitates the slipping of bed solids from the annulus into 
the spout jet. An existing spouted bed of around the same Dc (28 mm) used a θc of 40o, 
which was shown to cause stagnant solids to build up in the base of the inverted cone, 
around the inlet. Therefore, a θc value of 60o was chosen, as it was recommended to 
show a better bed circulation (Mathur and Epstein, 1974).   
The specially-designed spouted bed can be regarded as a modified version of a 
fluidised bed. If the total superficial velocity of the gas is larger than both minimum 
fluidization velocity (Umf) and minimum spouted velocity (Ums), then the situation in 
Figure 3.7 can be realised (i.e. solids can be injected, and the bed material does not 
drain into the tube). The gas is introduced into the bed of diameter Dc=30 mm, with a 
bed height of h through a nozzle of diameter di=6 mm at the bottom. The behaviour of 
the bed will be discussed later in detail in Chapter5.  
 
Figure 3.7 Schematic diagram of the spouted bed designed for gas/solid reaction. 
θ
h
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3.5 Measurement of temperature profile of the reactor 
A sand bed was used in the reactor to minimise temperature variation of the bed 
during reactions. The temperature profile of the heating section was obtained from 
measuring the temperature at different axial positions starting from the top surface of 
bottom electrode at 900 °C. The N2 flow rate used was 90 cm3/s, and 40 g of sand 
( +500,−710μm ) was used as bed material. The overall measured length was 
300mm which almost covered the entire heating section. The result is shown in Figure 
3.8. The temperature quickly increased along the axis of the reactor, reaching 900 °C 
at 11 cm, which is close to the position of the support ring (11.5 cm from the bottom 
electrode). It was observed that the temperature  from 11 to 20 cm from the bottom 
electrode was maintained at 900 °C with only minor variation, i.e. is virtually 
isothermal. The central bed thermocouple was placed at 15 cm (the centre of the 
heated section), where the bed temperature was measured and controlled. The drop of 
temperature above 20 cm suggested that the gas had left the bed by this point, and had 
cooled down.  
 
 
Figure 3.8 Temperature profile measured for the spouted bed. 
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 Rig modification for study of effect Chapter 4
and fate of sulfur 
4.1 Introduction 
The purpose of the second stage of the project was to investigate the effect and fate of 
sulfur on the CLC process with iron oxide and fuel gas. However, before actually 
conducting experiments of iron oxide reduction with CO in the presence of H2S 
(which is the main sulfur compound produced by gasification), a baseline profile had 
to be established to minimise the possibility of undesired reactions between H2S and 
the reactor body or inert bed material. 
It is well known that sulfur is one of the most corrosive substances in high-
temperature industrial environments. As mentioned in the previous chapter, the CLC 
reactions took place in a bed contained in a quartz liner that sat on a stainless steel 
support ring that was welded on to a stainless steel inlet tube. Although the inner wall 
of the reactor body was not in direct contact with the bed, it still contacted with hot 
gas at the exit of the freeboard. Therefore, H2S could potentially react with the 
various alloys when hot, namely the 316 stainless steel, the weld, and the 800HT alloy, 
leading to sulfidation of these materials (Lai, 1990).  
Sulfidation is one of the major causes of high temperature corrosion, and usually 
refers to a form of corrosion that causes the formation of sulfide on various alloys at 
high temperature when the presence of liquid electrolyte is not required. Sulfidation 
attack is usually found on the materials used in coal gasification (Hill and Black, 1981) 
and fluidised bed coal gasification (Choi and Stringer, 1987), which have a gas phase 
environment similar to that utilised in this project. 
Sulfidation is categorised by three different typical gaseous environments: 
• Highly reducing environment: Typically H2/H2S mixtures or sulfur vapour 
with extremely low O2 activity. 
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• Moderately reducing environment: typically a gasification flue gas 
environment containing a mixture of hydrogen, steam, carbon dioxide, carbon 
monoxide, and hydrogen sulphide with low O2 activity. 
• Oxidising environment: SO2-containing environments with high O2 activity. 
The second and third categories are considered the most suitable for describing the 
environments encountered in this project. Within one redox CLC cycle, the reactor 
was subjected to a moderately reducing environment with a mixture of carbon dioxide, 
carbon monoxide, and hydrogen sulfide when fuel gas was passed through. It was 
subjected to an oxidising environment when an air and nitrogen mixture was passed 
through. Most high-temperature alloys rely on chromium oxide scales to resist 
sulfidation attack. In oxidizing environments, oxidation is the dominant corrosion 
reaction because of high oxygen potentials.  Thus, stable chromium oxide is formed, 
protecting alloy surface from the attack of sulfidation. However, in a reducing 
environment with low oxygen potentials, sulfidation and oxidation become 
competitive reactions. Increasing domination of sulfidation is found when the 
environment is shifted to a lower oxygen potentials (Lai, 2007). Therefore, it could be 
concluded that sulfidation reaction is thermodynamically controlled by both sulfur 
and oxygen potentials.  
On the other hand, sand contains various mineral impurities. Considering that large 
quantities of sand exist in the bed and only ppm levels of H2S are passed through, 
reactions between H2S and impurities in the sand may lead to a considerable reduction 
in H2S concentration. Some minerals may even catalyse the reaction between CO and 
H2S to form COS, or a CO-catalysed H2S decomposition may happen due to some 
minerals (Faraji et al., 1996). Possible major reactions that can occur are  
𝐻2𝑆 + 𝑀𝑒𝑂 → MeS + 𝐻2𝑂 Equation 4.1 
𝐻2𝑆 + 𝐶𝑂 → COS + 𝐻2 Equation 4.2 
MeS + 𝑂2 → 𝑀𝑒𝑂 + 𝑆𝑂2 Equation 4.3 
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This chapter presents the problem of undesired H2S reactions observed with the 
fluidised bed of sand. Possible reactions that caused the loss of H2S within the inert 
bed are then discussed. Different materials for the high temperature zone of the 
reactor core and purification of the sand were investigated attempting to minimise the 
interaction between H2S and the reactor bed. Finally, modified reactor setups are 
compared to investigate the fate and effect of sulfur on CLC process. 
4.2 Experimental Apparatus 
Figure 4.2 shows schematics of four different assemblies investigated to minimise the 
interaction between construction material of the reactor core and H2S at reducing gas 
environment. Figure 4.3 shows the history of development of these constructed 
configurations. 
All the assemblies use quartz liners of the same dimension as the reaction container 
but change materials of the metal parts of the reactor core that could be in contact 
with the hot gases in the hot zone of the reactor core. In order to keep the reactor core 
operating at the same conditions for different setups, several characteristics of the 
reactor inlet relating to the reactor bed position and behaviour were kept the same. 
Firstly, a standard inlet tube inside diameter of 6mm was used for all assemblies. 
Secondly, all the assemblies had the same height of 20.5mm from the base of the 
reactor bottom flange to the inlet into the quartz liner. Thirdly, the gas inlet tubes for 
all assemblies were designed to protrude the same short length (3.6mm) above the 
quartz liner. Finally, a cylindrical counter weight was placed on top of the quartz liner 
to compress the Superwool® seal between the quartz and metal parts. In order to 
change between different assemblies easily, all the assemblies were connected to a 
standard Swagelok 5/16 inch fitting (AISI 316 stainless steel) at the bottom so that 
they could all be connected to the 5/16 inch inlet tube that protruded above the base of 
the bottom flange.  
The original reactor assembly described in Chapter 3 is shown in Figure 4.2a. It had a 
welded zone around the conjunction of inlet tube and supporting ring, both of which 
were made of AISI 316 stainless steel (SS). The welding zone was exposed to gas 
flow in the reactor core at the same temperature as the bed, and the area was more 
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susceptible to sulfur attack compared to AISI 316 when they were subjected to a gas 
flow containing H2S. Possible mechanism for the differences will be discussed later in 
the result and discussion section 4.4.1 .  
The main difference between the assembly in Figure 4.2b and that in Figure 4.2a is 
that the former was free of welds. The central hole of the support ring of the assembly 
in Figure 4.2b was machined to tightly fit around the inlet tube. The fitting was 
expected to become tighter when it was heated up because of thermal expansion of 
the two parts. A ½ inch support tube (the outer tube) was designed to support the 
weight of the ring, as well as the weight of the equipment on top of the ring. The inlet 
tube, outer supporting tube and support ring were all constructed with AISI 316.  
The Incoloy 800HT assembly (Figure 4.2c) used a cylindrical rod of Incoloy® Alloy 
800HT as the construction material for the metal part of the reactor core. The rod was 
machined down to a dumbbell-shape with a drilled-through centre channel as the inlet 
to the core of reactor. The top ring was used to support the quartz reactor vessel 
sitting above, while the bottom ring was machined into a female ½ inch ISO parallel 
thread connection that could be connected to a Swagelok® AISI 316 ISO parallel 
thread-to-tube fitting reducer. The 150mm length of the dumbbell-shape tube ensured 
that the AISI 316 parts that connected at the bottom were only exposed to a 
temperature lower than 300°C (see Figure 3.9). Another assembly based on the Alloy 
800HT was the silica-based ceramic-coated alloy assembly (Figure 4.2d). In this 
assembly, a thin layer of a silica-based ceramic sealant (Fortafix 2-part chemical 
setting QS/B4) was coated on to surface of the dumbbell-shape Alloy 800HT 
(including the surface of the internal surface of the tube). The coating was expected to 
shield any catalytic effect of the alloy material when it came into contact with H2S at 
high temperatures. 
The quartz assembly was designed to replace the metal part of the reactor core with 
quartz. A 120 mm length quartz tube (Figure 4.2d) was constructed as shown in the 
schematic.  The quartz tube and quartz liner were connected via a standard B10 
socket-cone fitting (Soham Scientific, UK). A quartz ring with a diameter of 32.5mm 
provided support for the weight above the quartz connection and improved the 
mechanical strength of the quartz tube.  
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The initial fixed design of the quartz to SS connection (Figure 4.1 left) used the 
ceramic sealant (Fortafix 2-part chemical setting QS/B4) to seal the gap between a 
quartz outer shell and inserted stainless steel tube. Although a good seal was provided 
by this type of connection, a major problem was found to be the lack of dislocation 
movement (Meetham and Voorde, 2000) resulting in cracking of the ceramic and 
quartz material. Because of this lack of dislocation movement of the ceramic, the 
connection could not redistribute stress by plastic deformation when stress is applied. 
When the assembly was manually inserted into the reactor with a heavy bottom flange, 
stress was often unavoidably applied to the connection as the quartz ring touched the 
inner wall of the Incoloy tube, which caused the connection to fail in the process of 
assembling or disassembling the reactor. Also, when the connection was subjected to 
thermal cycling, thermal expansion of the stainless steel part of the connection applied 
stress to the ceramic, which causes the ceramic material and the quartz to crack as a 
consequence of building up of local stress concentration. 
The final design of the quartz to steel connection attempted to address the problems 
by using a flexible connection (Figure 4.1 right), which eliminated the use of the 
ceramic sealant. The top of the AISI 316 spout tube (5mm length) was machined 
down to an outside diameter of 7mm. The part was fitted into a cavity at the bottom of 
the quartz tube, pushing towards the shoulder of the cavity. The quartz ring tube sat 
tightly on an AISI 316 ring that fitted on the shoulder of the machined AISI 316 spout 
tube. As in the quartz-to-metal connection in the original assembly, a layer of 
Superwool® 607Max blanket was used as a seal. There was a very small gap (around 
0.1mm) between the inner wall of quartz cavity and the machined down SS part 
provided flexibility. The connection proved to be durable for mechanical and thermal 
operation during experiments. It also provided a moderate seal comparable to that of 
the original assembly when the pressure drop across bed is minor (<0.3 bar), as it was 
in this reactor. The successful modification of the reactor core to this final assembly 
meant that the reactor bed could be operated in a purely quartz vessel at high 
temperature as well as at potentially elevated pressure.  
Because of the poor thermal conductivity of the quartz reactor core tube, the AISI 316 
spout tube at the bottom was pre-heated by heating tape (rated to 760°C, 627W, 120V) 
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to a temperature of 300°C to sufficiently pre-heat the inlet gas stream without 
incurring high temperature corrosion of the material. 
 
Figure 4.1 Attempted design for quartz to stainless steel connection: Initial fixed 
connection (left), flexible design for the connection (right). 
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(b) AISI316 inlet with welding free AISI316 support 
ring (AISI316 welding free setup) 
(a) Original Reactor: AISI316 inlet welded with 
AISI316 support ring (AISI316 welded setup) 
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Figure 4.2 Schematic diagrams of reactor assemblies attempted for study of effect and fate of sulfur 
(c) Incoloy® ring tube (Incoloy 800HT setup) 
(d) Quartz ring tube with B10 socket-cone quartz 
fitting (Quartz setup) 
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Figure 4.3 Development of reactor inlet assemblies for study of effect and fate of sulfur
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4.3 Experimental 
4.3.1 Materials 
a) Materials of reactor core 
Five types of assemblies (Figure 4.3) based on different construction materials for the high 
temperature zone of reactor core were investigated: (i) AISI 316 stainless steel with welded 
zone (AISI 316-W), (ii) AISI 316 stainless steel with welding free (AISI 316-WF), (iii) 
Incoloy Alloy 800HT (Incoloy 800HT), (iv) Silica-based ceramic coated Incoloy Alloy 
800HT (Silica-coated Incoloy 800HT), (v) Quartz. 
AISI 316 grade is commonly used austenitic grade stainless steel, which exhibits better 
corrosion resistance as well as higher strength at elevated temperature than the most 
commonly used austenitic grade stainless steel, AISI 304. Incoloy® Alloy 800HT is a nickel-
iron-chromium alloy with a narrower specification that requires more restricted chemistry 
(see Table 4.1), a specified grain size range and certain heat treatment temperature (1149°C) 
(ASTM A269-13, 2013). Apart from its superior creep and rupture strength mentioned in 
Chapter 3, it also has good resistance to many sulfur-bearing environments at high 
temperatures due to its high chromium contains. The typical chemical composition of AISI 
316 (ASTM A269-13, 2013) and Incoloy® Alloy 800HT (Special Metal Corporation, 2004) 
used is listed in Table 4.1.  
Table 4.1 Typical Chemical Composition of AISI 316 stainless steel and Incoloy® Alloy 
800HT 
AISI 316 Stainless Steel 
Element Fe Cr Ni Mo Mn C 
Composition 
(%) Bal. 16-18 10-14 2-3 2 ≤0.03 
Incoloy® Alloy 800HT 
Element Fe Ni Cr C Al Ti 
Composition 
(%) 39min. 30.0-35.0 19.0-23.0 0.06-0.10 0.25-0.60 0.25-0.60 
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b) Preparation of Sand 
Three different kinds of silica sand were used as fluidisation materials in the experiments.  
Industrial sand (G60 white silica sand, David Ball Co. plc) was the sand originally in the 
experiments without considering the presence of H2S. It was sieved to a size fraction of +500, 
-700µm . Pure sand (Sigma Aldrich, washed and calcined, puriss, p.a.) was used as a 
reference compared to other silica sands.  It was sieved to a size fraction of +212, -300µm.  
Silica sands contain different levels of pigmenting oxide impurities. These mineral impurities, 
especially iron oxides, had the potential to react with H2S at elevated temperature. The iron-
containing impurities can join to quartz grains, locate on the surface of quartz grains, or 
penetrate into the quartz grains along hollows and cracks, which makes it difficult to remove 
them by washing and mechanical attrition of the sand alone. Various acid treatment methods 
were developed to decrease the content of iron oxide impurities in the sand (Manukyan and 
Gabrielyan, 1999). A simple method of refinement of the industrial sand was developed. 37% 
hydrochloric acid (VWR) was diluted to 20% in a 500 ml volumetric flask. The sand was 
then treated with the 20% hydrochloric acid in a 250 ml cone flask  with a liquid to solid ratio 
of 2:1. The cone flask was heated up, and continuously stirred at 70°C for 4 hours to ensure 
sufficient contact between the sand and the acid solution. The bulk of the acid solution was 
removed after the treatment. The remaining solids were washed and filtered with DI water 
and acetone three times each to dissolve the chlorides. The washed sand was dried in oven at 
100°C. After drying, the sand was calcined at 900°C for 3 hours in a muffle furnace to burn 
off any residues before being sieved to +500, -700µm.  
Figure 4.4 shows visual inspection of the industrial sand before and after treatment. Iron-
oxide-like mineral deposits were found on the surface, or in the near-surface of some of the 
sand particles. These deposits were significantly reduced after treatment, leaving only 
shallow pigment, which could be iron-containing oxides isolated within the silica matrix, and 
therefore could not be accessed by hydrochloric acid. 
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         (a)Industrial sand before treatment.         (b)Acid treated, calcined industrial sand 
Figure 4.4 Comparison of industrial silica sand before and after treatment under optical 
microscope The wire in both pictures is of 200μm diameter. 
Elementary analysis of the sands were carried out using XRF (PAN Analytical) and ICP-AES 
(Perkin Elmer Optima 2000 DV).  Samples for XRF measurement were ground into powder 
and placed in a standard sample cup with X-ray film cover. Preparation of samples for trace 
element analysis by ICP-AES involved digestion with nitric acid in a closed bomb within a 
microwave oven. A detailed description of the method can be found elsewhere (George and 
Larrison et al., 2010). 
4.3.2 Experimental Setup 
The experiments conducted in each experimental setup are summarised in Table 4.2. All 
assemblies were investigated with and without fluidisation materials. With the former, 
experiments were conducted at 550 °C, fluidising with 40 g of sand. The ratio of the velocity 
through the bed to the minimum fluidisation velocity (U/Umf) was kept constant at ~2.5 
(91ml/s for the industrial sand and treated sand, 42ml/s for the pure sand). The bed 
temperature of tests without the presence of fluidisation materials was set at 650 °C, as the 
temperature at the vicinity of the inlet of the reactor core was estimated to be lower because 
there was no sand bed to quickly conduct the heat within the reactor. The total flow rate of 
the gas in this case was 91ml/s.  
The reactor was subjected to reduction and oxidation cycles in all experiments, as a “blank”. 
Two different mixtures of reduction gas were used as shown in Table 4.2. The oxidation gas 
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was a mixture of N2+O2 (96.2 vol% and 3.8 vol %, respectively) was the same as the 
oxidation environment used for testing with the oxygen carrier in later chapters. Before 
increasing the temperature of the bed, the purge of N2 gas was switched over to a reduction 
gas mixture for 5 minutes at 20°C and atmospheric pressure. The total moles of H2S input 
during the time was recorded as H2Sin. Once the operating temperature had been reached, the 
reactor was cycled between reducing and oxidising conditions for 5 minutes (7 minutes 
reduction for experiments with pure sand bed) and 3 minutes, respectively, with 2 minutes of 
purging with N2 gas in between. The total moles of different sulfur species measured in the 
reduction stage were recorded as H2Sout, SO2out and COSout. Only SO2 was measured in 
oxidation stage as it is the product of oxidation of sulfides that formed during reduction stage. 
Therefore, for the purpose of convenient comparison, the total moles of SO2 measured in the 
oxidation stage is below considered to be sulfides (metal, clearly most likely FeS) which 
were oxidised in the oxidation stage, and which were designated below as MeS. 
Table 4.2  List of types of the experiments in various assemblies 
Experimental set-up Bed material Temp. Reduction gas used 
1. AISI 316-W 
None 650°C 1. H2S-N2: 300ppm 
vol%H2S 
balanced with 
N2.  
 
2. H2S in 
reducing 
environment: 
CO, CO2 and 
H2S(3,10-12 and 
310ppm by 
volume 
respectively) 
balanced with N2 
Pure sand 550°C 
2. AISI 316-WF 
None 650°C 
Industrial sand 
550°C 
Treated sand 
3. Incoloy 800HT 
None 650°C 
Treated sand 550°C 
4. Silica-coated Incoloy 
800HT 
None 650°C 
Treated sand 550°C 
5. Quartz 
None 650°C 
Treated sand 550°C 
  
Some parameters were defined to characterise the fate of sulfur in the reducing stage:  H2Sloss =  (H2Sin − H2Sout)/H2Sin                Equation 4.4 
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SO2yield =  SO2out/H2Sin                                Equation 4.5 
 COSyield =  COSout/H2Sin                             Equation 4.6 MeSyield =  MeSout/H2Sin                            Equation 4.7 H2Sproduct  out =  MeSyield + COSyield + SO2yield      Equation 4.8 H2Sloss  represents the loss fraction of H2S feed due to undesired gas-gas or gas-solid 
reactions in the reduction stage and is measured via a balance on the H2S entering and 
leaving the system. SO2yield, COSyield and MeSyield are the mole ratios of H2S that converted 
to the respective species in the reduction stage. H2Sproduct out is the total conversion of H2S 
to  MeS, SO2 and COS that was measured. 
4.4 Results and Discussion 
4.4.1 Characterisation of H2S loss at high temperature in reducing environment 
Figure 4.5 and Figure 4.6 shows a typical reduction (H2S in reducing environment, see Table 
4.2) and oxidation cycle with a pure sand bed, or without any bed material, respectively, in 
the AISI-316W setup. In Figure 4.5, the H2S concentration increased to 165ppm in the first 
150 seconds, and it slowly reached a peak value of 190ppm towards the end of the 7 minutes 
reduction period. The concentration of H2S in the feed gas was 310 ppm. Formation of COS 
was also observed in the reducing environment. The COS concentration was relatively stable 
at an average value of 87ppm. In the oxidation stage, a large spike of SO2 release was 
observed. This was attributed to the oxidation of sulfides. It is worthy to note that pure sand 
was used in this experiment so that the content of iron-rich impurities in the sand was 
negligible (Appendix F, Table F-1). Therefore the metal oxides, most likely iron-rich oxides, 
which were converted to sulfides in the reduction stage may only come from the surface of 
the AISI316 inlet and the welding zone exposed to the reducing gas.  Although most of the 
H2S was lost through COS formation after a steady state is reached, there is a large initial loss 
of H2S in the first 200s, when formation of iron sulfides is considered to be the dominant 
reaction that caused the slow increase of H2S. It is important to minimise the loss of H2S 
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input in this period in order to determine the fate and effect of sulfur on chemical looping 
combustion systems, which will be discussed in detail inChapter 6.When a fluidised bed was 
absent (Figure 4.6), H2S reached 90% of its input (271ppm) at the first 100s, and it gradually 
rose to 285ppm by the end of 5 minutes reduction period. The COS formation was limited to 
a very low level in this case. In the oxidation stage, a spike of SO2 was again observed. This 
verified the early assumption that metal oxides that caused loss of H2S in the reduction stage 
came from the AISI316-W (weld) surface. Values from Figure 4.5 and Figure 4.6 should not 
be directly compared with each other because of the experiments had different flow rates, 
temperatures and residence times of the gas. Overall, Figure 4.5 and Figure 4.6 suggested 
AISI-316W (weld) reacted with H2S under reducing conditions at high temperature. In 
summary, it is suspected that high temperature sulfidation was the reason for the loss of H2S 
observed in the experiments. 
 
Figure 4.5 Redox cycle with AISI 316-W in 
pure sand bed at 550°C. Dashed lines are 
read off the left-hand axis, and solid lines 
off the right-hand axis. Inlet flow rate 42 
ml/s. 
Figure 4.6 Redox cycle with AISI 316-W 
without bed material 650°C. Dashed lines 
are read off the left-hand axis, and solid 
lines off the right-hand axis. Inlet flow rate 
90 ml/s. 
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Figure 4.7 Comparison of the sulfur product concentrations for AISI316-W and AISI316-WF 
without the present of fluidisation materials at 650°C. (a) Reducing environment. 
(b)Oxidation. 
Figure 4.7 compares the product concentration when AISI316-W and AISI316-WF were 
subjected in a redox cycle to an H2S reducing environment at 650°C. Both AISI316-W and 
AISI316-WF showed a loss of H2S compared to the input during the reduction part of the 
cycle. It may be reasonably concluded, however, that AISI316-WF is superior in terms of 
minimizing the loss of H2S compared with AISI316-W, with the former reaching a higher 
equilibrium concentration of H2S. Also, AISI316-W seemed to more actively catalyse the 
reaction that forms COS (Equation 4.2). In the oxidation half of the cycle, the SO2 spike 
release from oxidizing AISI316-WF was much smaller, as expected. Figure 4.8 compares 
fresh stainless steel surface with the support ring for AISI316-W (right) that was exposed to 
the reducing gas after it was subjected to redox cycles with H2S at high temperature. 
AISI316-W suffered material breakaway at the surface that could be easily spotted, which 
could signify the breakdown of the protective scales by iron-rich oxides and nickel- and 
chromium-rich sulfides.  
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Figure 4.8 Surface of fresh stainless steel surface (left), and AISI316-W(right) support ring 
that was exposed to the reducing gas after redox cycles. (The wire in both pictures is a scale 
with 200𝜇𝑚 diameter). 
Based on the evidence above, AISI316-WF was considered a better setup than AISI316-W 
for minimizing the loss of H2S. Figure 4.9 and Figure 4.10 compares the different effects of 
industrial sand and pure sand on the gas composition exiting the reactor when they were 
subjected to the same reduction (H2S in reducing environment, see Table 4.2) and oxidation 
conditions in AISI316-WF setup. Compared with the treated sand, it took longer for the 
exiting gas from the industrial sand bed to reach a stable concentration, which was also lower 
than that for the treated sand. This was probably due to two causes. Firstly, industrial sand 
contains much higher Fe content than treated sand (Appendix F, Table F-1), which led to 
more iron sulfide formation in the reduction stage. The much larger SO2 peak in the oxidation 
stage with industrial sand than that with treated sand also suggested that there was more iron 
sulfide formation in the industrial sand compared with treated sand. Secondly, a higher 
concentration of COS was produced with the bed of industrial sand, suggesting some mineral 
impurities could help catalyse the reaction between CO and H2S, resulting in higher extent of 
reaction to COS. Alumina, which is at a higher concentration in the industrial sand 
(Appendix F, Table F-1), is most likely to be the catalyst. Figure 4.6 shows that the treated 
sand successfully limited the sulfide formation by reducing the content of Fe. By decreasing 
the amount of alumina, the extent of catalytic reaction between CO and H2S was also limited 
in the treated sand bed. 
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Figure 4.9 Redox cycle with AISI 316-WF 
in Industrial sand bed at 550°C. Dashed 
lines are read off the left-hand axis, and 
solid lines off the right-hand axis.  
Figure 4.10 Redox cycle with AISI 316-WF 
in acid treated, calcined sand bed at 550°C. 
Dashed lines are read off the left-hand axis, 
and solid lines off the right-hand axis. 
Figure 4.11 shows the total conversion of H2S to the measure products (H2Sproduct out) for 
different experimental assemblies under the reducing conditions at 550°C. The AISI 316-WF 
from industrial sand (SS-I) had lost the largest the amount of H2S as H2Sproduct out, e.g., 
around 40 mol% of the H2S input was lost in a typical experiment. The formation of COS and 
sulfides each accounted for almost 20% of the loss. The conversion from H2S to SO2 was 
insignificant for all cases as its formation is unfavourable under the reducing conditions. The 
change of (SS-I) to AISI 316-WF with treated sand (SS-T) limited the loss of H2S by two-
thirds by reducing around half of the COS output and 4/5 of the MeS output, respectively. 
This is clearly seen by comparing Figure 4.9 with Figure 4.10. Experiments with both 
Incoloy 800HT and treated sand (Incoloy-T) and silica-coated Incoloy 800HT with treated 
sand (Silica-T) demonstrated a similar reduction in MeS output, but the material appeared to 
catalyse the formation of COS. The best results were gained when the all-quartz assembly 
with treated sand (Quartz-T) was used, in which the conversion of H2S to MeSwas almost 
eliminated. Nearly all the loss of  H2S input as H2Sproduct out was in the form of COS, which 
was 11 mol% of the H2S input. The gas phase reaction leading to COS formation (Equation 
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4.2) could be very difficult to limit as it is thermodynamically favourable under the reducing 
conditions. 
 
Figure 4.11  H2Sproduct out   in the reduction stage under reducing conditions in different 
assemblies of fluidised bed at 550°C. Contribution of MeSyield  SO2yield and COSyield 
to overall H2S conversion. (Incoloy-T: Incoloy 800HT with treated sand. SS-T: AISI 316-WF 
with treated sand. SS-I: AISI 316-WF with Industrial sand. Silica-T: Silica-coated Incoloy 
800HT with treated sand. Quartz-T: All quartz setup with treated sand.) 
 
Figure 4.12 H2Sproduct out  compared to H2Sloss  in the reduction stage under reducing 
condition in different assemblies of fluidised bed at 550°C. (Incoloy-T: Incoloy 800HT with 
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treated sand. SS-T: AISI 316-WF with treated sand. SS-I: AISI 316-WF with Industrial sand. 
Silica-T:Silica-coated Incoloy 800HT with treated sand. Quartz-T: All quartz setup with 
treated sand.) 
Figure 4.12 compares the H2Sproduct out in Figure 4.11 to the total measured loss of H2S, H2Sloss in the reduction cycle. The differences are losses of H2S feed due to other reactions, 
possibly involving sulfur enter into solid phase forming sulfate. The largest difference 
between the H2Sproduct out and H2Sloss was found in SS-I. Incoloy-T and Silica-T gave the 
smallest difference, but the overall loss of H2S was still significantly higher than Quartz-T. 
The difference in Quartz-T was also considered to be marginal, with only 3 mol% of H2S 
input lost, due to unidentified reactions. 
Figure 4.13 shows the H2Sproduct out  under H2S-N2 condition (specified in Table 4.2) for 
different experimental assemblies at 550°C. The environment was less reducing and thus less 
MeS and more SO2 was observed in all assemblies compared to that under the normal 
reducing environment. SS-I still exhibited the largest loss of H2S input, with 16 mol% of the 
H2S lost to form MeS, and about 4 mol% of that to form SO2. Again, Quartz-T gave the best 
result in terms of minimising the loss of input H2S, with almost zero formation of MeS. 
Interestingly, the difference between H2Sproduct out and H2Sloss was much larger in all cases 
compared to that under reducing environment. For example, the difference for Quartz-T in 
Figure 4.14 was as large as 9 mol% of H2S input while only 3% was observed for Quartz-T in 
Figure 4.12. The larger differences may be due to the former lost more sulfur to the solid 
phase as sulphate which could not be released again upon oxidation. 
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Figure 4.13  H2Sproduct out in the reduction stage under H2S-N2 condition for different setup 
of fluidised bed at 550°C. Contribution of MeSyield  and  SO2yield  to overall H2S 
conversion. (Incoloy-T: Incoloy 800HT with treated sand. SS-T: AISI 316-WF with treated 
sand. SS-I: AISI 316-WF with Industrial sand. Silica-T: Silica-coated Incoloy 800HT with 
treated sand. Quartz-T: All quartz assemblywith treated sand.) 
 
Figure 4.14   H2Sproduct out compared to H2Sloss in the reduction stage under H2S-N2 
condition in different setup of fluidised bed at 550°C. (Incoloy-T: Incoloy 800HT with 
treated sand. SS-T: AISI 316-WF with treated sand. SS-I: AISI 316-WF with Industrial sand. 
Silica-T: Silica-coated Incoloy 800HT with treated sand. Quartz-T: All quartz setup with 
treated sand.) 
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4.5 Concluding remarks 
This chapter provides a foundation for studying the fate and effect of sulfur on the iron oxide 
CLC process with fuel gas. Loss of H2S input at high temperature under a reducing 
environment (with CO and CO2) was observed with the reactor fluidised with a bed of 
“standard” sand. Next, the loss of H2S in different reactor configurations was quantitatively 
compared in experiments using sandof different purities as fluidising materials. Through the 
comparison of the results, the loss of H2S feed in the reactor was successfully minimised. The 
performance of these experimental assemblies in a less reducing environment (H2S-N2 
concdition) was also investigated. Several conclusions have been made: 
• The reactor internals and iron-rich impurities in the sand reacted with H2S to form 
sulfides and catalysed the formation of COS.  
• The quartz reactor entrance configuration, together with acid-washed, calcined sand 
(Quartz-T) was found to be able to significantly reduce the formation of sulfides and 
COS compared with other reactor assemblies, minimising the loss of H2S. 
• The difference between the feed H2S that converted to sulfides, COS and SO2 and the 
total loss of H2S was found to be much more significant in the less reducing 
environment.. 
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 Study of kinetics of reduction of Fe2O3 Chapter 5
with CO by controlling CO2 partial pressure in a 
spouted bed reactor  
5.1 Introduction 
In the context of chemical looping combustion of solid fuel for power generation with iron 
oxide, it is important to obtain the intrinsic kinetics for the reduction of Fe2O3 to Fe3O4 with 
CO over repeated cycles of reduction and oxidation. The reaction for the reduction and 
oxidation cycles are presented, respectively:  
3𝐹𝑒2𝑂3 + 𝐶𝑂 ↔ 2𝐹𝑒3𝑂4 + 𝐶𝑂2  ∆𝐻°1023K = −44.3 kJ mol-1 Equation 5.1 
2𝐹𝑒3𝑂4 + 12𝑂2 ↔ 3𝐹𝑒2𝑂3   ∆𝐻°1023K = −238.4 kJ mol-1 Equation 5.2 
Early stage research interest in the kinetics of iron oxide reduction comes from iron and steel 
production (Szekely et al., 1976). The intrinsic kinetics of the reduction is difficult to 
measure because the presence of intra-particle diffusion resistance in the original porous iron 
oxide particles. Most of the study focus on directly reduction of iron oxides to yield metallic 
iron using TGA without considering the intermediate step that forms Fe3O4 and FeO 
explicitly. (McKewan, 1962). Turkdogan et al. ((Turkdogan et al., 1971, Turkdogan and 
Vinters, 1971, Turkdogan and Vinters, 1972) . Trushenski et al. (1974) investigated the 
kinetics of Fe2O3 reduction with CO by step-through intermediate reducing state of Fe2O3 in 
TGA between 873K and 1173K. They proposed the reaction occurs non-topochemically, and 
developed a model based on the assumption. Bohn et al. (2010) studied the intrinsic kinetics 
of Fe2O3 reduction with CO and CO2 mixture in the context of chemical looping combustion 
in a fluidised bed reactor, over repeated reduction and oxidation cycles between 723-973K. 
The transition from Fe2O3 to Fe3O4, and from Fe3O4 to FeO were investigated. The author 
proposed that a particle diameter smaller than 300 μm is required for chemical reaction 
control. 
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The desired outcomes of this chapter were: 
(1) To develop a bed model for the new spouted bed reactor constructed. 
(2) To define the intrinsic kinetics for the reduction of Fe2O3 to Fe3O4 with CO over 
repeated cycle of reduction and oxidation using the spouted bed reactor. 
(3) To characterise the Fe2O3 particles after the chemical looping cycles. 
5.2 Experimental 
Iron (III) oxide particles were prepared from Fe2O3 powder (5 μm, Sigma-Aldrich > 99.9wt. 
%) by a wet granulation method using D.I. water as the binder. The powder was 
mechanically mixed using a high shear food mixer to form Fe2O3 agglomerates, in the 
presence of water. These agglomerates were then sieved gently into different size fractions 
(+212 -300 𝜇𝑚, +300 -425 𝜇𝑚, +425 -500 𝜇𝑚, +500 -710 𝜇𝑚) before being transferred into 
20ml alumina crucibles. The crucibles were then placed in a muffle furnace (Carbolite), 
where the particles were heated up (1 hour), and calcined at 900 ˚C for 3 hours. The resultant 
particles were cooled down to ambient temperature under air, and then sieved again to the 
desired size fractions. Fe2O3 particles in the size fraction of +300 -425 𝜇𝑚 were used in this 
kinetic study, unless otherwise stated.  
The reaction container used for fluidised bed experiments was described in Chapter 4, section 
4.2 (Figure 4.2(a)).  40 g of industrial sand (𝑑𝑠𝑎𝑛𝑑=+500, -700𝜇𝑚, 𝜌𝑠𝑎𝑛𝑑= 2600kg/m
3 , 
purity>98%, G60 white silica sand, David Ball Co. plc), as described in Chapter 4, section 
4.3.1, was used as inert bed material (un-fluidised height: 70mm)  of the reactor. The 
particular size fraction was chosen so that the Fe2O3 particles could be easily separated from 
the bed material after an experiment by sieving. The experiments were performed in a 
temperature range of 450-700 ˚C. The sand bed was added into the reactor when the 
temperature stabilised at the set point, and was fluidised with a N2 flow of 50ml/s (as 
measured at laboratory temperature and atmospheric pressure). At lower temperatures, e.g. at 
450 ˚C and 500 ˚C, 0.700 g and 0.600 g of  Fe2O3 were used to reduce the experimental error 
(to maintain the concentration change of CO (CO2) significantly larger than the resolution of 
the analysers) due to slow kinetics. At 550 ˚C or above, 0.500 g of Fe2O3 were used. The 
mass of Fe2O3 feed into the reactor was reduced slightly when temperature increased as an 
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attempt to maintain the system operates in a well-mixed region (a well-mixed reactor, where 
there is no concentration gradient within the bulk phase.)  
The Fe2O3 particles were injected into the bed after completion of a one-point calibration for 
CO and CO2, and two reduction and oxidation cycles with the inert sand bed. Then, when the 
temperature was stabilised at the set point, the time-dependent gas-switching program was 
initiated. The Fe2O3 in the bed was then subjected to pre-programed reduction and oxidation 
cycles. The gas used in reduction cycles was supplied by an industrial, oxygen-free, N2 
cylinder (BOC), an industrial pure CO2 (BOC) cylinder and 10.12 % CO balanced N2 
calibration cylinder (BOC). The gas used in oxidation cycles were provided by aN2 cylinder 
and an industrial air cylinder (BOC). During all reduction cycles, the fluidising gas was at 
first switched to mixtures of N2+CO2 (85 %, 15 %) for 120 seconds until the concentration 
stabilised, andwas then suddenly switched to mixtures of N2+CO+CO2 (84-80 %, 1-5 % and 
15 %, respectively) by a solenoid valve to simulate a step-wise concentration change. The 
reducing gas mixture were fed for 180 seconds to ensure complete of the reduction from 
Fe2O3 to Fe3O4. The ratio of partial pressure of CO2 and CO in the reduction gas mixture, 
𝑃𝐶𝑂2/𝑃𝐶𝑂, was carefully selected so that the product of  Fe2O3 reduction was restricted to 
Fe3O4 according to the reduction phase diagram (Appendix B, Figure B-1), assuming 
thermodynamic equilibrium was reached. In all oxidation cycles, mixtures of N2+air (82%, 
18%) were used to oxidise the Fe3O4 back to Fe2O3. Each oxidation cycle lasted 240 seconds 
to ensure complete oxidation of Fe3O4. Between the reduction and oxidation stages, the 
whole system was purged by N2 for 120 seconds to prevent the possibility of gas mixing 
between reduction and oxidation stage. The total flow rate for both reduction and oxidation 
was kept at 𝑈/𝑈𝑚𝑓~2.5 as calculated from the correlation of Wen and Yu (1966). The 
response time (space time) of the reactor, together with the drying and measurement 
chambers for the infrared analyser, has been investigated using  a published method 
developed by Fennell et al. (2009).  
5.3 Theory 
5.3.1 Understanding of the spouted bed reactor 
It is important to understand the behaviour of gas-solid interactions in the spouted bed 
reactor. Bed behaviour was first studied qualitatively through cold modelling and visual 
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inspection from the top of the bed at elevated temperature. Figure 5.1 showed frame pictures 
taken at a very short interval (~0.06s) for the bed fluidising with air at ambient temperature 
using the same U/Umf (~2.5) as the experimental conditions. It was observed that the bed had 
a high solid circulation rate, and it was in a periodic oscillating or pulsation mode, in which 
the fountain at the top of the bed periodically expanded and then collapsed in each oscillating 
cycle. This oscillation behaviour was also observed at high temperature from the top of the 
bed via a mirror. Many authors have reported the effect when studying combustion behaviour 
or hydrodynamics in spouted bed reactors (Arbib et al., 1981, Khoe and Weve, 1983, 
Altwicker and Konduri, 1993, WU et al., 1987, Mathur and Gishler, 1955). The oscillating 
behaviour is considered to be a result of fluidisation at the upper part of the annular phase. 
The ratio of the gas inlet to inner diameter of the reactor, di/Dc, is of great importance, as it 
determines the distribution of the fluid between the spout and the annulus. As suggested by 
Mathur and Gishler (1955), for sand particles of 0.42-0.85mm diameter, for di/Dc≥0.1, an 
increase of gas flow could only result in transition of the sand bed from a packed to a 
fluidised condition instead of spouting, with a further increase causing slugging. 
Furthermore, Khoe and Weve (1983) similarly observed that quartz sand in a similar size 
range could not achieve spouting. Therefore, combining the observation and the literature 
results, it could be reasonably concluded that the bed was operated in a fluidization regime 
with a characteristic oscillating frequency. 
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Figure 5.1 Cold Modelling with 40g sand bed and 1g Fe2O3 at 2.5× Umf at ambient 
temperature. One cycle of oscillation was completed within the time of the pictures (0.48 s).  
Konduri et al. (1999) suggested that fluidisation of spouted beds occurs due to two 
mechanisms: bubbles forming in the annulus and bubbles forming at the spout inlet, with the 
former mechanism playing a dominant role. Figure 5.2 describes the mechanisms 
schematically. At the bottom of the annular bed, the solids move downwards around the 
spout while the upward-moving gas velocity (Ua) in the annular phase is less than Umf. As the 
axial distance in the bed increases, Ua increases due to gas cross-flow from the spout phase to 
the annular phase across the axis of the bed. At a critical height, Ua equals Umf. Additional 
cross-flow from the spout phase above the critical height will travel in the form of bubbles in 
the annular phase. On the other hand, solid materials that fall from the bottom of the annular 
phase are entrained into the spout. Then, at a certain height when the spout jet breaks down, 
some are released to join the downward-moving annular bed around the spout and the 
remainder join the bubbling bed above the spout. The formation of bubbles in the spout phase 
is decided by the spout voidage profile. As suggested by spout voidage theory proposed by 
Morgan and Littman (Morgan Iii et al., 1985, Morgan and Littman, 1980), the spout voidage 
distribution can be characterized by several dimensionless numbers which measure the inlet 
Expansion Onset of 
collapsing Collapse 
Onset of 
expansion 
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momentum of the incoming fluid phase. Detailed description of these dimensionless groups is 
listed below (all units are SI): 
(a) Aϕ: This dimensionless number characterizes the fluid-particle, inlet orifice and 
particle shape effects in a spouted bed. It is a measure of inlet jet momentum per unit 
inlet cross-section area:    
𝐴∅ = 𝜌g𝑈mf𝑈t
�𝜌p − 𝜌g�𝑔𝑑i
�𝑔(𝜙s)� Equation 5.3 
Where 𝜌g is gas density, 𝜌p is particle density, 𝑈t is the terminal velocity of particles. 
A list of the fluid-particle properties (𝑈mf,𝑈t ) is listed in Chapter 1Appendix E. 
𝑔(∅s)  is an empirical function for correction of particle shape effect. It can be 
obtained by  
𝑔(𝜙s) = ∅s�5𝜙s3 − 7.57𝜙s2 + 4.09𝜙s − 0.516� Equation 5.4 
Where 𝜙𝑠 is the sphericity of the particles. A value of 0.67 was recommended for 
sharp sand particles (Kunii and Levenspiel, 1991).  
(b) ∆𝑃ms/∆𝑃mf : This is the ratio of pressure drop at minimum spouting condition (∆𝑃ms) 
to that at minimum fluidisation condition (∆𝑃mf ). This value could be seen as a 
measure of relative hydrodynamic resistance to spouting. A semi-empirical estimation 
of the ratio was given by solving for transformed variables x and y, respectively: 
 𝑦2 + �2(𝑥 − 𝑥C) − 2(1 − 𝑥𝐶) + 4(1 − 𝑥C)2𝜃 � 𝑦+ �(𝑥 − 2)(𝑥 − 2𝑥C) − 4𝑥 (1 − 𝑥C)2𝜃 � = 0 
Equation 5.5 
 
𝑦 = 1 − ∆𝑃ms
∆𝑃mf
 Equation 5.6  
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𝑥 = 1
�
𝐻
𝐷C
+ 1�  
Equation 5.7 
where 𝑥C is critical value 𝑋, and it was given a value of 0.1 by fitting experimental 
data (Morgan and Littman, 1980). H is the height of the bed. 𝜃  is an amplitude 
function, and it was defined as a function of 𝐴∅ and 𝑑i/𝐷c ratio. The empirical value 
of 𝜃 is computed as 
𝜃 = 7.18 �𝐴∅ − 𝑑i𝐷c� + 1.07;  𝐴∅ ≤ 0.07 Equation 5.8 
(c) 𝐶0 : This is a key parameter for evaluating normalised momentum supplied to a 
spouted system. It is derived from one dimensional momentum analysis of an element 
in the spout phase. Assuming constant spout diameter and radially constant velocities, 
pressure and voidage,  𝐶0 is given as 
�
[1 − 𝜀(𝜁)]ms(1 − 𝜀mf) 𝑑𝜁10 ≡ 𝐶0 = ∆𝑃ms∆𝑃mf + 𝜌g ��
𝐷C(𝑑s)ms�4 𝑈ms2 − 𝜀mf𝑈SH2 �[(1 − 𝜀mf)]�𝜌p − 𝜌g�g𝐻  Equation 5.9 
Where 𝜁=z/H, 𝑑s is spout diameter, 𝑈SH is gas velocity in the spout at H and z is the 
vertical coordinate measured from the inlet of the bed.  
The axial voidage distribution at minimum spouting conditions is calculated from 
Equation 5.9 using the Euler-Lagrange variational method, satisfying the boundary 
conditions: 
𝜀(0)ms = 1; 𝜀(1)ms = 𝜀mf Equation 5.10 
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Figure 5.2 Illustration of the behaviour of the bubbling spouted bed reactor. 
Estimation of the three parameters showed that 𝐶0 is dominated by the first term on the right 
hand side of Equation 5.9. In another words, the ratio of the second term to the first term of 
Equation 5.9 is very small, suggesting very weak spout strength at minimum spouting 
conditions. Because of a large di/Dc ((~0.2), and a very small 𝐴∅(in the magnitude of 0.001), 
the dependence of the calculated value of 𝜃  on temperature is negligible, and therefore 
∆𝑃ms/∆𝑃mf and 𝐶0  are almost independent of temperature as well. As a result, one could 
argue that ∆𝑃ms/∆𝑃mf  and 𝐶0  are functions only of the height of the bed, H, at all 
temperatures investigated. The  ∆𝑃ms/∆𝑃mf profile against H calculated for the spouted bed is 
plotted in Figure 5.3. The pressure drop ratio increases drastically as H increases, indicating 
an ever-increasing hydrodynamic resistance to spouting. When the height of the bed is 
increased to 70 mm, which is about 2.8 times of 𝐷c , the critical value for 𝐶0  is reached 
(Figure 5.4), and axial voidage at minimum spouting conditions decreases quickly to 𝜀mf 
along the whole height of the bed. Further increase of H results in 𝐶0 exceeding the domain 
of the integration function in Equation 5.9 so that the end condition 𝜀(0)ms = 1 must be 
changed. This is to allow the presence of particles at the inlet, leading to bubble formation.  
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Therefore, it is reasonable to conclude that when the bed operates at a reasonable height 
(greater than 70 mm) at a moderate gas velocity, at least most of the top part of the spouted 
bed is expected to operate in a mode resembling a bubbling fluidised bed reactor.   
  
                               
 
5.3.2 Gas interchange between gas and particulate phase 
A dimensionless ratio, Xf, is used here to characterise the gas exchange efficiency between 
bubble phase (the bubbles passing through the bed) and particulate phase (the fluidised sand) 
in the fluidised bed. Its physical meaning could be expressed as the frequency at which the 
bubble gas is replaced as the bubble passes through the bed. When Xf  value is low, the 
fluidised bed is generally poorly mixed, and more gas tends to bypass the reactor through 
bubbles without reacting. A high Xf value implies a high rate of gas interchange between gas 
and particulate phase, and that the bed is approaching complete mixing. The theoretical value 
of Xf  was evaluated from the Kunii and Levenspiel (1990) model. A list of parameters 
evaluated at a bed temperature of 823K using this model is summarized in Table 5.1. Some 
interesting results are shown in Table 5.1 when assuming a fluidised bed model. The overall 
bed height calculated from material balance is 105 mm, which falls into the bubbling 
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fluidised bed region as discussed in Section 5.3.1. The estimated value of Xf  is 13.7, which 
indicates very efficient gas exchange between the two phases, assuming that the bed working 
at near fluidised-bed mode. There is a detailed calculations of the fluidised bed model in 
Chapter 1Appendix G. 
Table 5.1 Input and output parameters for characterizing cross flow factor at 823K 
Input Parameters Value 
Reactor inside diameter, Dc (m) 0.029 
Cross sectional area of the bed, Ar (m2) 6.6 × 10-4 
Temperature of the bed, 𝑇 (K) 823 
Minimum fluidizing velocity, Umf (m s-1) 0.147 
Voidage at minimum fluidization, εmf  0.42 
Volumetric flow rate at the inlet at 293K, Qambient, (m3 s-1) 9 × 10-5 
Pressure, P (Pa) 1.01 × 105 
Height of the bed at minimum fluidisation, Hmf 0.065 
Derived Parameters Value 
Initial bubble diameter, db0 (m) 0.006 
Mean bubble diameter, db (m) 0.011 
Maximum bubble diameter, dbm (m) 0.019 
Bubble rising velocity based on mean bubble diameter, Vb (m s-1) 0.47 
Volumetric fraction of bubbles in the bed, δ 0.38 
Voidage of the bed when fluidising, εf 0.64 
Height of the bed when fluidising, H (m) 0.105 
Cross flow rate, Q𝐶  (m3 s-1) 4.1 × 10-5 
Estimated gas interchange coefficient, Kbe (s-1) 60.8 
Estimated cross flow factor, Xf 13.7 
 
Further examination of Xf has been done experimentally using a two-phase model for a first 
order reaction in a bubbling fluidised bed, proposed by Davidson and Harrison (1963). The 
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model is obtained by assuming perfect mixing in the particulate phase. A relationship 
between the ratio of cCO,out/cCO,in(outlet to inlet concentration of the bed) and Xf could be 
found by using this model: 
𝑐CO,out/𝑐CO,in = 𝛽𝑒−𝑋𝑓 + (1 − 𝛽e−𝑋f)2𝑘𝑜𝑊
𝐶1𝑄𝜌Fe2O3
+ (1 − 𝛽e−𝑋f) Equation 5.11 
Where 
𝛽 = 1 − 𝑈mf/𝑈, 
𝐶1 = 𝑊/(𝜌Fe2O3𝐻mf𝐴r) 
 
Equation 5.12 
 
𝑊 is the weight of  Fe2O3 added into the bed; 𝑘𝑜 is the observed rate constant including mass 
transfer effects; 𝑄 is the volumetric flow rate of total gas through the bed when fluidising; 
𝜌Fe2O3  is the particle density; and 𝐶1  is the volume of particles per unit volume of the 
particulate phase.  
By assuming that iron oxide particles were evenly distributed in the particulate phase (𝐶1 is 
constant), and that 𝑘 is not influenced significantly by the addition of the Fe2O3,  𝑋f could be 
determined by performing a least square fit to a 𝑐CO,out/𝑐CO,in versus 𝑊  plot. Figure 5.5 
shows measured ratio 𝑐CO,out/𝑐CO,in plotted against increasing masses of  Fe2O3 added to the 
bed at 823K with 3 vol. % CO, 15 vol. % CO2. All cycles gave 𝑋f  >14.5, which is 
comparable with the theoretical calculation, suggesting rapid interchange from the particulate 
to bubble phase within the entire bed. The apparent deviation from the fit at mass higher than 
1.5 g is probably a result of deviation from the assumptions made above, implying leaking of 
the iron oxide into the gas phase, or changing of 𝑘 due to external mass transfer limitation.  
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Figure 5.5 The ratios of outlet to inlet concentration of different cycles, 𝐶𝑜𝑢𝑡/𝐶𝑖𝑛, plotted 
against the weights of 𝐹𝑒2𝑂3 added into the bed, 𝑊, at 823K with 3 vol. % CO, 15 vol. % 
CO2. The solid line is a least-squares fit of the data in cycle 4. 
 5.3.3 Kinetic theory  
The reaction between gaseous CO and solid Fe2O3 particles in a bed contains several steps: 1) 
mass transport of CO from the bulk phase to the surface of the particles; 2) diffusion of CO 
within the pores of the Fe2O3 particles; 3) chemical reaction on the surface of Fe2O3 grains; 
4) diffusion of CO2 produced on the surface of the particle through the pores; 5) mass 
transport of CO2 from the particle surface to the bulk phase of the bed. One or more of the 
steps are often assumed to control the kinetics of the reaction, and are called rate-limiting 
steps. A few assumptions were made based on the existing reaction system in order to 
simplify the analysis of reaction rate: a) spherical iron oxide particles; b) isothermal condition 
within the particle; c) pseudo-steady state gas concentrations within the particles; and d) first 
order irreversible kinetics, owing to large equilibrium constant over the temperature range of 
the investigation. 
Considering a spherical Fe2O3 particle of radius R, a mass balance for CO on a spherical shell 
differential thickness dr gives (Bird et al., 2007) 
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𝐷e,co 1𝑟2 𝑑𝑑𝑟 �𝑟2 𝑑𝑐CO𝑑𝑟 � = 𝑘𝑖𝑐CO Equation 5.13 
𝐷e,co is the effective diffusivity of CO and is used to describe the diffusion of the reactant 
within the particle and is assumed to be constant; 𝑐CO is the concentration of reactant CO 
contained within the pores; and 𝑘𝑖  is the intrinsic rate constant for forward reaction of 
Equation 5.1.  
Equation 5.13 is solved with the boundary conditions of  𝑐CO=𝑐CO,R= constant at r=R, and 𝑐CO 
is finite when r = 0. The solution is given in terms of hyperbolic functions: 
𝑐CO
𝑐CO,R = (𝑅𝑟)�sinh�𝑘𝑖/𝐷e,co 𝑟sinh�𝑘𝑖/𝐷e,co𝑅� Equation 5.14 
The extent to which the rate of reaction is lowered due to intra-particle diffusional resistance 
is measured by the effectiveness factor 𝜂𝑐𝑜, which is defined as the percentage of the intrinsic 
rate of reaction that is obtained as actual mean reaction rate within the pores. For spherical 
particles, it is given as   
𝜂𝑐𝑜 = �𝑊CO,R𝑊CO,0� = 1 −�
𝑘𝑖
𝐷e,co 𝑅 coth� 𝑘𝑖𝐷e,co 𝑅43𝜋𝑅3�−𝑘𝑖𝑐CO,R�   
= 3
𝜙2
(𝜙 𝑐𝑜𝑡ℎ 𝜙 − 1) 
Equation 5.15 
𝑊CO,R is the molar flux of reactant CO at the particle surface when consider the intra-particle 
diffusional resistance and  𝑊CO,0 is the molar flux of reactant CO when all active surfaces of 
the reacting particle are exposed to reactant CO of concentration 𝑐CO,R and the diffusional 
resistance for CO to diffuse through pores to a reaction site is negligible. 𝜙  is Thiele 
modulus, and it is given as  
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𝜙 = � 𝑘i
𝐷e,co R Equation 5.16 
It is a dimensionless group that measures the relative importance of the chemical reaction and 
diffusion. 
The mean reaction rate within pores is now conveniently expressed as 𝜂co𝑘𝑖 . It can be 
combined with the external mass transfer coefficient of CO, 𝑘g,CO, and the observed rate of 
reaction, 𝑟′, in mol g-1 s-1, to determine the overall rate constant, 𝑘𝑜, in s
-1, for the irreversible 
chemical reaction: 
𝑟′ = 𝑘𝑜
𝜌Fe2O3
𝑐CO,P 
1
𝑘𝑜
= 𝑅3𝑘g,CO + 1𝜂co𝑘𝑖 
 
Equation 5.17 
 
𝜌Fe2O3is the bulk density of Fe2O3 and 𝑐CO,P is the CO concentration of the particular phase. 
Assuming the whole bed is completely mixed (so it can be treated as a CSTR), the CO or 
CO2 concentration of the particular phase is related to the measured CO concentration of the 
outlet as: 
𝑐CO,P = 𝑐CO,out + 𝜏mix,CO 𝑑𝑐CO,out𝑑𝑡  Equation 5.18 
𝑐CO,out  is the measured outlet concentration of CO.  Equation 5.18 will be used to 
deconvolute 𝑐CO,out to obtain 𝑐CO,P. The overall response time  of the reactor and drying tube 
were determined to be 𝜏mix,CO2 = 2.0 s and 𝜏mix,CO = 2.8 s, assuming negligible response 
time of the inlet (before the bed). By assuming a two CSTR in series model, the response 
time of the bed was determined to be 𝜏mix,CO2 = 𝜏mix,CO = 0.7s. Deconvolution of the CO 
and CO2 signal was performed to estimate the transient concentration in the particulate phase 
of the bed, but considering the overall response time is at least an order of magnitude lower 
than the duration of the reactions, and the addition of a CSTRs-in-series model made a 
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negligible difference to the maximum reaction rate, the influence of the overall response time 
on the rate of reaction is insignificant. 
The external mass transfer coefficient and intra-particle diffusivities were calculated using 
the equations listed in Table 5.2. kg,CO in Equation 5.17 was calculated by the definition of 
Sherwood number, 𝑆ℎ = 𝑘g𝑑sand/𝐷b. the Sherwood number was estimated using a semi-
empirical correlation (Equation 5.19), where 𝑆𝑐 = 𝜇/(𝜌g𝐷b), the Reynolds number of the 
particular phase suggested by two-phase theory, 𝑅𝑒p = 𝜌g𝑑sand𝑈mf/(𝜇𝜀mf) , with the 
voidage of the bed at minimum fluidisation 𝜀mf=0.42. The bulk diffusivity of the CO-N2 
system was estimated by using Equation 5.20 based on Chapman-Enskog kinetic theory and 
the Lennard-Jones potential function for intermolecular forces. T is the absolute temperature 
in K, 𝑀  is the molecular weight of the gaseous species in g/mol. P is pressure in 
atmospheres.  𝛺(1,1)∗  is the “collision integral”, which is a function of dimensionless 
temperature  𝜅𝑇/𝜀𝐴𝐵 , and 𝜎AB  and 𝜀AB  are force constants in the Lennard-Jones potential 
function. The gas diffusion process caused by the collision between the gas molecules and the 
solid wall of the pore is referred to as Knudsen diffusion, which becomes significant when 
gas molecules diffuse into pores with a radius considerably less than their mean free path, 
where collisions between the gas molecules and the pore wall are much more frequent than 
those between the gas molecules themselves. The Knudsen diffusivity of gases in a straight 
round pore is expressed in Equation 5.21, where 𝑟e is the equivalent pore radius in m, 𝜀Fe2O3 
is the porosity of Fe2O3, 𝑆g in m
2/g is total surface area, 𝜌Fe2O3 in g/m
3. Finally, the effective 
diffusivity was evaluated using Equation 5.22, where 𝜏 was taken as a fitted tortuosity, which 
was determined experimentally by varying particle sizes. 
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Table 5.2 Equations for estimating mass transfer coefficient and diffusivities 
 
Parameter to be Estimated Equation  Reference 
External mass transfer 
coefficient, 𝑘g 
𝑆ℎ = �2εmf + 0.95𝑅𝑒p0.5𝑆𝑐0.3� Equation 5.19 Turnbull and Davidson (1984) 
Bulk diffusivity, 𝐷b 
𝐷b = 0.001858 × �𝑇3 �1𝑀1 + 1𝑀2�
1/2
𝑃𝜎12
2 𝛺(1,1)∗  Equation 5.20 
Hirschfelder et al. (1954) 
Klein and Smith (1968) 
Knudsen diffusivity, 𝐷K 𝐷K = 97𝑟e�𝑇𝑀 = 194 𝜀Fe2O3𝑆g𝜌Fe2O3 �𝑇𝑀 Equation 5.21 Satterfield (1980b) 
Effective diffusivity, 𝐷e 
1
𝐷e
= 𝜀Fe2O3
τ
( 1
𝐷K
+ 1
𝐷b
) Equation 5.22 Satterfield (1980b) 
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5.4 Results and Discussion 
5.4.1 Validation results 
The outlet mole fractions of CO and CO2 of a typical reduction cycle of Fe2O3 to Fe3O4 
detected by the analyser, along with the corresponding temperature profile, are shown in 
Figure 5.6. The time-dependent gas switching program for the reduction cycle is illustrated in 
Figure 5.6(a). The system was first fully purged by N2 for 120 seconds. The fluidizing gas 
was then switched to N2+CO2 (85 %, 15 %) for 180 seconds so that the CO2 concentration 
was stabilised at around 15 %. The reducing gas mixtures of N2+CO+CO2 (82 %, 3 % and 15 
%, respectively) were then suddenly switched on for 180 seconds before the gas stream was 
switched back to the N2 purge again. An identical cycle was also executed with an inert sand 
bed prior to the addition of Fe2O3, and the outlet fractions of the inert cycle are shown with 
the reduction cycle in the figure. It can be seen that the reduction of Fe2O3 to Fe3O4 (Equation 
5.1) started once the reducing gas was switched on. Compared with the inert cycle, the CO 
mole fraction decreased as the mole fraction of CO2 increased, indicating that CO was being 
converted to CO2 during the reaction. It can be seen that the reaction finished approximately 
50 seconds after the reducing gas was first fed as the mole fractions of CO and CO2 returned 
to the input value that matches up with the value in the inert cycle. The corresponding 
temperature profile in Figure 5.6(b) shows that the deviation of the bed temperature from set 
point was controlled within 5 ºC by the PID temperature control program. This indicates that 
the bed was isothermal during the reaction. 
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a) 
 
b) 
 
 
Figure 5.6  a) Mole fraction of outlet CO2 ( ) and CO ( ) with time for a typical cycle of 
reduction 0.5g Fe2O3 to Fe3O4 at 823K in the spouted bed. The line is superimposed by mole 
fraction of CO2 ( ) and CO ( ) with time for a cycle with only inert bed of sand before 
Fe2O3 was injected. b)  This is the corresponding temperature profile of the bed and wall with 
time for the given reduction cycle in a). 
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De-convolution was performed for the mole fractions of CO and CO2 with respect to time. 
The resulting mole fractions of CO and CO2 were taken as the instantaneous mole fractions 
of the gas components in the particulate phase of the reactor. Figure 5.7(a) shows the de-
convoluted mole fractions of CO and CO2 during the reaction stage of a typical cycle and 
those during the same stage of an inert cycle (before any active Fe2O3 particle was added). 
The rates of reaction at a specific time, 𝑟′, in mol/(s g), were obtained by multiplying the 
instantaneous difference in mole fraction between the reaction and inert curves of CO or CO2 
in Figure 5.7(a) by total molar flow rate (The total molar flow rate did not change during 
reaction because the number of moles of gaseous product are equal to that of the reactant 
according to the stoichiometry of  Equation 5.1), and dividing by the total sample mass. The 
rate is readily translated to the conversion X at a specific time (Figure 5.7(b)). The conversion 
was defined as the ratio between accumulated molar flow rate of consumed CO or generated 
CO2 until a specific time (converted from the difference in area between the reaction and 
inert curves in Figure 5.7(a)) to the theoretical maximum values derived from the moles of 
Fe2O3 added, according to reaction stoichiometry. Figure 5.7(b) demonstrates the rate 
measured by the CO signal agreed very well with that measured by the CO2 signal according 
to the reaction stoichiometry. For consistency, the CO2 signal was used to determine the rate 
because it provided a less variable inert cycle baseline compared to that of CO, which means 
the overall error for response time correction in the rate calculation is relatively small. The 
slight oscillation of the CO2 rate could not be attributed to noise, but in fact is probably a real 
reflection of the slight temperature oscillation of the bed due to the PID control. 
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a) 
 
b) 
 
Figure 5.7  a) Mole fraction of CO and CO2 in the particulate phase during a typical reduction 
reaction stage within a typical cycle of reduction 0.5g Fe2O3 to Fe3O4 at 823K, superimposed 
on that during the same stage of an inert cycle of the experiment. b) Variation of rate of 
reaction with conversion of Fe2O3 estimated from [CO] and [CO2]  in figure a), respectively.  
 
10
12
14
16
0
2
4
6
0 10 20 30 40 50
M
ol
e 
Fr
ac
tio
n 
(%
)
M
ol
e 
Fr
ac
tio
n 
(%
)
Time(s)
Cco,P Cco,In
Cco2,P Cco2,In
0
20
40
60
80
0 0.2 0.4 0.6 0.8 1
r' 
(1
0-
6
m
ol
/(
s 
g)
)
Conversion(X)
r'_CO
r'_CO2
120 
 
X-ray diffraction (XRD) analysis of Fe2O3 particles and that of product retrieved after 5th 
reduction cycle of a typical cycling experiment was carried out using a XRD diffractometer 
(X’Pert Pro PANalytical, CuKα, 40kV and 40mA, Figure 5.8). The samples used for the 
analysis were ground into a fine powder. It was confirmed that α-Fe2O3 was the only 
crystalline structure detected in the feed Fe2O3 particles. The X-ray diffraction pattern of the 
reduced sample after reaction showed the presence of Fe3O4 with no other further-reduced 
forms of Fe2O3 or contaminants. The Fe3O4 sample was protected from aerial oxidation using 
N2 during cooling down, and was immediately recovered and sealed afterwards. 
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Figure 5.8 XRD patterns for Fe2O3 particle (300-425𝜇𝑚) and reduced iron oxide samples 
retrieved after the 5th reduction cycle in 3% CO, 15% CO2 at 823K. The standard reference 
pattern for Fe2O3 (JCPDS, 2005a) and Fe3O4 (JCPDS, 2005b)  are also plotted for 
comparison. 
The maximum rate of reaction in Figure 5.7(b), was assumed to be the initial rate of the 
reaction (hereafter referred to as the maximum rate method). Another method of estimating 
the initial rate of the reduction reaction, hereafter referred to as the linear fit method, involved 
taking the intercept of a linear fit of the inversely linear part of 𝑟′𝑣𝑒𝑟𝑠𝑢𝑠 𝑋 curve as the 
initial rate. A detailed description of this method is available elsewhere (Bohn et al., 2010).   
It was assumed in the theory section that the reaction is first order with respect to [CO], i.e.  
𝑟′ ∝ 𝑐CO,P (see Equation 5.17). Considering the fact that the differential term 𝜏mix,CO 𝑑𝑐CO,out𝑑𝑡  
in Equation 5.18 is small, it is reasonable to assume the effect of convolution is minimal, and 
therefore we could replace 𝑐CO,P with 𝑐CO,out, and have 𝑟′ ∝ 𝑐CO,out. Implementing a material 
balance on CO: 
𝑟′ = 𝑄
𝑊
(𝑐CO,out − 𝑐CO,in) Equation 5.23 
Q is the total volumetric flow rate and W is the total mass of Fe2O3 introduced into the bed. 
Then if the relationship 𝑟′ ∝ 𝑐CO,out  holds, using Equation 5.23, it then 𝑟′ ∝ 𝑐CO,in . It is 
convenient to use this linear relationship to test the first order assumption since the inlet 
concentration of CO could be used as a controlled variable in experiments.  
The first order assumption was tested by varying the inlet CO mole fraction from 0 to 5% at 
823K, whilst keeping the inlet mole fraction of CO2 constant at 15%. Figure 5.9 shows a plot 
of the initial rate estimated by the different methods against the inlet mole fraction of CO in 
the 4th cycle. It can be seen that for both methods used for the estimation of the initial 
reaction rate, the linear relationship between 𝑟′ and [CO] is strong within the range of inlet 
mole fraction of CO investigated. The initial rates determined from both the maximum rate 
method and the linear fit method agreed with the literature value of initial rate of the 
reduction that was measured in a fluidised bed reactor of smaller scale but in similar 
conditions (Bohn et al., 2010), especially at the lower inlet mole fractions of CO. The initial 
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rates calculated by using  the maximum rate method are more strongly proportional to [CO] 
at all ranges compared with those calculated by using the linear fit method, with a correlation 
coefficient, R2, of 0.998 in the first order regression model. Interestingly, initial rates 
determined from the linear fit method only started to deviate from linearity at higher 
concentrations of CO (4-5%). 
Figure 5.10 shows the dependence of initial rate on the variation of [CO] over repeated cycles 
at 823K. The rates obtained in the first cycle are noticeably lower than those obtained from 
cycle 3 onwards. The difference may be attributed to gradual change of morphology of the 
Fe2O3 particle during cycling, which will be discussed in more detail in Section 5.4.2. It was 
confirmed in the figure that the first order dependence of 𝑟′ on [CO] remain unchanged, and 
the initial rate obtained at each inlet mole fraction of CO keep relatively constant. Together 
with Figure 5.9, Figure 5.10 verified the first order assumption made in the theory section. 
 
Figure 5.9 Dependence of initial rate of a typical reduction cycle estimated by two methods 
on inlet mole fraction of CO at 823K: initial rate taken from the maximum rate in rate versus 
conversion graph( ), initial rate calculated from linear fit of the rate versus conversion graph 
( ) and initial rate measured by Bohn et al. (2010)  ( ) using the linear fit method. The 
straight line is linear least square fit with zero intercept to the initial rate data estimated from 
the maximum rate method (coefficient of determination R2=0.998).  
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Figure 5.10 Dependence of the initial rate, 𝑟′, on inlet mole fraction of CO at 823K. The 
straight line is least square fit to the average rates of 3 cycles at each measured mole fraction 
of CO. The mole fraction of CO2 was fixed at 15 vol. %.  
5.4.2 Different behaviour between cycles 
As mentioned previously, all the rates and rate constants shown hereafter were deconvoluted 
first. Significantly different behaviour for the first cycle of reduction was observed compared 
to that for other cycles (Figure 5.11). The reaction for the first cycle took about twice the time 
to complete compared to other cycles. The rates for the first cycle did not present a maximum 
value with time such as other cycles, but rather reaching a plateau with a lowest rate among 
cycles.  
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Figure 5.11 Change of the rate of the reduction reaction over time for different reduction 
cycles at 823K, 3 vol. % CO, 15 vol. % CO2 
An observed rate constant, k, versus conversion plot brings more insight into the difference in 
behaviour between cycles (Figure 5.12). Here, k, which is independent of CO concentration, 
was obtained by dividing 𝑟′ by the concentration driving force of CO, and multiplying by the 
bulk density of Fe2O3 (Equation 5.17). Figure 5.12 shows that rate constants for all cycles 
reached a maximum at very low conversion (X≤  0.03), and remained relatively stable 
(regime 1) until a certain conversion was attained before decreasing again (regime 2). This 
result suggests that the initial observed rate constant 𝑘o, which was calculated by dividing 
maximum rate (assumed to be initial rate) by concentration driving force, and multiplying by 
the bulk density of  Fe2O3, could be used validly to represent the rate constant of the initial 
stage. The plateau of rate constants for cycle 1 were the lowest, but remained unchanged until 
conversion reached around 60%, while those for cycle 5 were the highest, but were only 
maintained until around 20% conversion. The fact that the observed rate constants for all 
cycles stayed relatively constant over a period of conversion (regime 1) suggests that once 
the pseudo-steady state condition was quickly established within the iron oxide particles, the 
product of effectiveness factor and intrinsic rate constant, ηco𝑘i stayed unchanged, assuming 
the external mass transfer coefficient of CO, 𝑘𝑔,𝐶𝑂, and radius of the particle did not change 
appreciably (Equation 5.17).  As it is unlikely that  η𝑐𝑜 and 𝑘𝑖 would compensate each other 
making their product constant, it may be reasonably deduced that both of them remain 
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relatively unchanged during the period. Considering that 𝜂𝑐𝑜 is a function of Thiele modulus, 
𝜙 = � 𝑘𝑖
𝐷e,co 𝑅, and that the effective diffusivity of CO, 𝐷e,co, should remain constant during 
regime 1. One possible explanation for these changes of slope of rate constant could be that 
the intrinsic rate constant was first controlled by adsorption of CO onto the surface of Fe2O3. 
If this is true, the reduction of available surface area for reaction did not significantly affect 
𝑘𝑖 and 𝐷e,co when compared with the limiting effect of adsorption; thus, the observed rate 
constant in regime 1 could remain relatively constant. As the reaction proceeded to regime 2, 
the rate constant become smaller as the available surface area become limited effect (regime 
2). For the first cycle, the adsorption of CO onto the surface of Fe2O3 particles could be 
limited by 𝐷e,co because initial the porosity of the particles was the smallest. This leads to the 
lowest initial rate constants observed.  The rate constants, however, did not decrease over an 
extensive range of conversion because 𝐷e,co  is already at a low value so that it was not 
affected until higher conversion of the solid was attained. The porosity of the particle was 
expected to increase upon cycling, which could be the reason for the improved initial rate 
constant being observed after the first cycle. The porosity and distribution of pores was 
thought to become stable after 2 cycles because similar rate constants was observed from 
cycle 3 to cycle 5. Bohn et al. (2010) observed the same trend that the initial rate constants 
increased with cycle number initially but become stable again at temperature above 823 K.  
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Figure 5.12 Observed rate constant versus conversion for different reduction cycles at 823K, 
3 vol. % CO, 15 vol. % CO2. The dash cycle showed the area where the rate constant remain 
relatively constant in each cycle.  
5.4.3 Particle characterisation 
It was expected that physical and chemical stresses during reaction increased the samples’ 
porosities. It was necessary to use mercury porosimetry for pore size distribution 
characterisation because it can measure a pore size distribution span over 5 orders of 
magnitude. By assuming cylindrical pores, mercury porosimetry links the intrusion pressure 
of mercury directly with the corresponding pore sizes straightforwardly by using a modified 
Young-Laplace equation, referred to as the Washburn equation (Giesche, 2006). To verify the 
change of pore structure after first cycle of reaction, porosity and pore size distribution of 
Fe2O3 particles before and after the cycling experiments were measured by mercury 
porosimetry measurements (Micromeritics Autopore IV) (Figure 5.13). A contact angle of 
130º and surface tension of 0.485 N/m was assumed for the mercury (Giesche, 2006). The 
pore size distribution of the fresh Fe2O3 particle was bimodal, with one narrow peak at 
0.15𝜇𝑚 and another much wider peak at 90𝜇𝑚. Upon cycling, it was seen that some of the 
fine pores of the fresh particles had been lost. The narrow peak originally at 0.15𝜇𝑚 had been 
smoothed, and transformed into a much wider distribution of pores spanning an order of 
magnitude (from 0.1-1𝜇𝑚). It was also interesting to note the growth of a porous network 
between 1 𝜇𝑚 and 10 𝜇𝑚, which may link the fine pores with the particle surface. These 
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results provided evidence of a porous network that upon cycling provided routes for larger 
CO fluxes to flow through.  Brown (2010) also observed the same effect of larger shift of the 
pore size distribution to larger pores for the reduced Fe2O3 sample after 11th reduction cycles 
as compared to that for the first reduced cycle, suggesting the overall effect of reduction and 
oxidation favours the behaviour of pore expansion. 
 
 
Figure 5.13 Pore size distribution of Fe2O3 before and after 5 cycles of reduction of oxidation 
at 823K. Reduction gas: 3 vol% CO, 15 vol% CO2%. 
The porosity of the Fe2O3 particle before and after cycling was listed in Table 5.3. Care 
should be taken, however, when interpreting the results provided. Artificial pores are often 
created due to packing of particles in penotrometer cells. Considering the particle size of the 
sample was 300-425 𝜇𝑚, a fraction or all of the macro pores that larger than 10 𝜇𝑚 in Figure 
5.13 must be the inter-particle voids that were measured. Porosity was estimated here by 
pores with a mean pore diameter between 10 𝑛𝑚 and 180 𝜇𝑚 and between 10 𝑛𝑚 and 10 
𝜇𝑚. The reason for the former range is to compare the value of intrinsic rate parameter with 
similar work (Bohn et al., 2010), which used the same range. The latter range was believed to 
be the ‘real’ porosity judging from Figure 5.13. For porosity determined by pores with 
diameters less than 10μm the reacted particle displayed an increase of porosity of around 
half. The absolute density measured by a pcycnometer (Micrometritics, AccuPyc 1330) was 
5079 kg/cm3. The bulk density before and after reaction were calculated by multiplying the 
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absolute density by (1 − 𝜀𝐹𝑒2𝑂3), where 𝜀𝐹𝑒2𝑂3 is the porosity calculated in the 10 𝑛𝑚 to 10 
𝜇𝑚 range. It was observed that the particle the bulk density decreased after reaction. The 
BET surface areas of the particles that were measured are also listed in Table 5.3 
(Micrometritics, Tristar 3000). 
Table 5.3 Summary of the results of porosity, bulk density and surface area of the Fe2O3 
particles before and after 5 cycles of reduction of oxidation at 823K with 3 vol% CO, 15 
vol% CO2%. 
 
Porosity  
εFe2O3 
Bulk density 
ρFe2O3 
(kg/cm3) 
Surface area Sg 
(m2/g) Sample < 180𝜇𝑚 < 10𝜇𝑚 
Fresh Fe2O3 particle  
(300 − 425𝜇𝑚) 0.52 0.22 3962 1.02 
Fe2O3 particle after 5 
reduction and oxidation  
(300 − 425𝜇𝑚) 0.57 0.31 3510 0.85 
 
The morphology of the fresh Fe2O3 particles and Fe2O3 particles that were recovered after the 
10th oxidation cycle were imaged with a SEM (scanning electron microscope) (Hitachi VP-
SEM S-3400N) with an accelerating voltage of 15kV under a high vacuum environment. The 
samples were gold plated before observation, and secondary electron images were obtained.  
Figure 5.14(a) shows the fresh iron oxide particles are roughly spherical in shape with a size 
range of 300  to 425 𝜇𝑚 . Large magnification of the particles (Figure 5.14(e) and (g)) 
revealed that particles consists of small individual grains with diameters around 0.2 to 0.7 𝜇𝑚, 
which are similar to iron oxide particles prepared in a similar way (Brown, 2010). The 
reacted iron oxide particles showed a more irregular surface with cracks present on the 
surface for most of the particles even at low magnification (Figure 5.14(b)). However, the 
reacted particles seemed to remain intact, as no fragments of the particles were observed. 
Agglomeration of particles was not seen after redox cycles either. Compared with the fresh 
particles at higher magnification (Figure 5.14(e) and (d)), it is obvious that large cracks only 
appeared after the redox cycles while other small fractures like the network of pores were 
also present on the surface of the reacted particles. There are several possible contributing 
factors for this: i) collision of the particles with the inert sand or reactor wall; ii) the chemical 
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stress of the redox reaction (as stress may build up during the reaction due to disappearance 
of the solid reactant and formation of the solid product layer); and/or iii) the physical stress of 
structural change during reaction caused by the expansion of the particles (a decrease in bulk 
density). The last point was supported by the bulk density data, and was also observed in the 
work of Brown (2010). A closer examination of the grain structure of the surface of particles 
(Figure 5.14(e) and (d)) shows that the grain boundaries become more ambiguous after 
reaction, since they have sintered together. The sintering of the grains may be the reason that 
led to the micro-pores of diameter less than 0.5 𝜇𝑚  in Figure 5.14(e) closing up, leaving 
spaces to form a larger network of pores with diameter around 2-3 𝜇𝑚  , as observed in 
Figure 5.14(f). These observations of the formation of larger pores agrees with the findings 
from the mercury porosimetry. 
 
 
(a) (b) 
(c) (d) 
(e) (f) 
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Figure 5.14 SEM images of fresh Fe2O3 particles and Fe2O3 particles after 10 cycles of 
reduction and oxidation at 823K. Reduction gas: 3 vol% CO, 15 vol% CO2%. (a), (c), (e) and 
(g) are the fresh Fe2O3 particles with × 40, × 1000, × 8000 and × 25000 magnification, 
respectively. (b), (d) and (f) are the reacted Fe2O3 particles with ×40, ×1000 and ×8000 
magnification, respectively. Scale bars are shown in the lower right-hand corner of each 
image. 
5.4.4 Determination of intrinsic kinetics 
Table 5.4 lists the typical values of the mass transfer coefficient and diffusivities estimated 
under the specific conditions (marked in bold) for calculating the intrinsic rate constant. 
Porosity after 5 cycles of reduction and oxidation was used to estimate these coefficients for 
the second cycle onwards since the porosity is believed to increase after the 1st cycle, as 
discussed earlier. Two porosities, 𝜀Fe2O3 = 0.31 and 𝜀Fe2O3 = 0.57 were used for the first 
and later cycles, respectively, which represented different cut-off of pore sizes of 10 and 
(g) 
(e) (f) 
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180μm. The estimates of bulk and Knudsen diffusivities for the larger porosity were 
relatively comparable with those from Bohn et al. (2010), where the resistance of Knudsen 
diffusion was relatively low compared to the bulk diffusion. The overall diffusion was 
controlled by bulk diffusion in this case. The Knudsen diffusivities calculated for the smaller 
porosity, which is considered to be the true porosity for the particles, were only around one 
third of those calculated for the larger pores because the mean pore diameter, 𝑟𝑒 , reduced 
significantly. This made the Knudsen diffusion process become more important, and the 
overall diffusion is likely to be in a transition regime between Knudsen diffusion and bulk 
diffusion.  
The effect of particle size on the initial observed rate constant, 𝑘𝑜, was investigated at 823K, 
with 3% CO and 15% CO2 (Figure 5.15, Figure 5.16). Figure 5.15 plots the initial observed 
rate constant, ko, against the average particle radius R of 180-300 𝜇𝑚. Here the bulk density 
of Fe2O3 used was 2180 kg/cm3 since the particle porosity was assumed to be 0.57. 𝑘𝑜 
decreases with increasing R, which is expected because the diffusional resistance increased 
with larger particle sizes. The value of 𝑘o is arguably slightly lower than that reported by 
Bohn et al. (2010) especially at higher particle radius. The initial intrinsic rate constant, 𝑘𝑖, 
which corrected the mass transfer effect in 𝑘o , was calculated iteratively. First, an 
effectiveness factor of η𝑐𝑜 = 1 was assumed in Equation 5.17 to calculate a 𝑘i value, which 
was then substituted into Equation 5.16 to obtain an value of the Thiele modulus, ∅. This 
value of ∅ was used in Equation 5.15 to obtain another value of η𝑐𝑜. The process was then 
repeated until the value of η𝑐𝑜 converged. The value of fitted tortuosity 𝜏 in Equation 5.22 
determined the final value of 𝐷e and therefore affected the 𝑘𝑖 value that was calculated. 𝜏 was 
determined experimentally by adjusting its value until 𝑘i calculated from different particle 
radii converged. The value calculated for 𝜏 in cases assuming different porosity were listed in 
Table 5.4. The method of comparing the intrinsic rate of particles of different sizes had been 
used for determining 𝜏 in Knudsen diffusion regime, and it was deemed that the method 
could possibly be used calculate the tortuosity and effective diffusivity (Satterfield, 1980a). 
Figure 5.15 shows the 𝑘i recovered for different particle radii for cycle 5. The 𝑘o for each 
radius was corrected to a constant 𝑘i, which is close to the average 𝑘i = 570𝑠−1 that was 
calculated for 823K. The effectiveness factors, 𝜂𝑐𝑜, were 0.91, 0.87 and 0.80  for average 
particle radii of 178 𝜇𝑚, 230 𝜇𝑚 and 298 𝜇𝑚 respectively. The effectiveness factor was 
slightly lower than that reported by Bohn et al. (2010), who suggested the 𝜂𝑐𝑜 approached 1 
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when R<300 𝜇𝑚 so that applying 𝜂co within the regime had little effect on 𝑘o. Despite an 
initially lower 𝑘o  measured in this study, the values of 𝑘i  were 15% higher than those 
reported in the literature. The difference in 𝑘i, although it is relatively small, was mainly due 
to the fact that Bohn et al used the porosity and surface area of fresh particles while in this 
study the porosity and surface area after 5 cycles of redox reaction was used, as this is the 
point at which both of them are believed to have stabilised (the initial observed rate constant 
becomes stable as soon as after 2 cycles). 
  
Figure 5.15 Initially observed rate constants, 𝑘𝑜 and intrinsic rate constants, 𝑘𝑖 for average 
radii of particles. 𝑘𝑖 was calculated assuming a particle porosity of 0.57. The reference (filled 
black circle) was from Bohn et al. (2010), who reported a particle porosity of 0.6 and density 
of 2060kg/m3. The black dashed line represents the average intrinsic rate constant at 823K. 
The dotted line is the average intrinsic rate constant at 823K reported by Bohn et al. (2010) 
Figure 5.16 shows 𝑘o and 𝑘i for varying particle radii when assuming 𝜀Fe2O3 = 0.31. Here, 
𝑘o was higher than that the previous case because the bulk density in Equation 5.17 increased 
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when a smaller 𝜀Fe2O3  was used. The same method was used for determining 𝑘iand 𝜏, as 
discussed. 𝜏 = 1.1 was chosen in this case. Particles of all radii had generated the same 𝑘i 
value, equal to the average value of 1010 s-1 at 823K. The effectiveness factor, 𝜂co, was 0.89, 
0.83 and 0.75 for particle radii of  178 𝜇𝑚, 230 𝜇𝑚 and 298 𝜇𝑚 respectively, which are 
similar to the case when assuming larger porosity. This suggested the errors in porosity 
measurement could be compensated by 𝜏  in the calculation of effectiveness factor. The 
overall high effectiveness factors within the size range of interest (average radius of 178 𝜇𝑚) 
suggest that the diffusion effects are relatively insignificant relative to the effect of chemical 
reaction. Since it was experimentally observed that any particles with radii less than 100  𝜇𝑚 
were easily elutriated during cycles (judging from the weight of Fe2O3 recovered after an 
experiment), the intrinsic kinetics in the following sections used particles with an average R 
of 178 𝜇𝑚 (particle sizes: +300  −425 𝜇𝑚), and a particle porosity 𝜀Fe2O3 = 0.31. 
 
Figure 5.16 Initially observed rate constants, 𝑘𝑜 and intrinsic rate constants, 𝑘𝑖 with average 
radii of particles. 𝑘𝑖 was calculated assuming a particle porosity of 0.31. The black dashed 
line represents the average intrinsic rate constant at 823K. 
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The potential temperature gradients within the particle and from the surface of the particle to 
the bed were investigated by a simple analysis of the heat balance. It was assumed that the 
particles were spherical and the fluidised bed was isothermal, which had been verified by the 
SEM images and temperature profile measurement as good approximations.  
First, an analysis of the heat balance at the fluid-particle interface excluding the effect of the 
reaction is made 
−𝜆e
𝑑𝑇
𝑑𝑟
�
surface
= ℎ(𝑇s − 𝑇∞) Equation 5.24 
𝜆e is the effective thermal conductivity of the particle, T is the temperature, ℎ is the external 
heat transfer coefficient, 𝑇s is the temperature at the surface of the particle and 𝑇∞  is the 
temperature of the bed. 
Now introduce dimensionless quantities, 
𝛩 = 𝑇 − 𝑇∞
𝑇0 − 𝑇∞
 Equation 5.25 
 
 
𝜁p = 𝑟𝐿 = 𝑟 × 4π𝑅243π𝑅3 = 𝑟𝑅/3 Equation 5.26 
𝑇0 is the initial temperature of the particle and L is the characteristic length that the heat in 
the solid particle must diffuse to reach the surface. When using the dimensionless 
temperature 𝛩 and dimensionless distance 𝜁p in Equation 5.25and Equation 5.26, Equation 
5.24 becomes 
−
𝑑𝛩
𝑑𝜁
�
surface
= 𝑁Bi𝛩        with 𝛩|𝜁p=0 = 1 and d𝛩d𝜁p�𝜁p=1 = 0  
𝑁Bi = ℎ𝑅3𝜆e 
Equation 5.27 
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The dimensionless number 𝑁𝐵𝑖 is called the Biot number, which gives the ratio of internal 
diffusion resistance to the external convection resistance. Since by definition the maximum 
value of 𝛩  is 1, Equation 5.27 shows that the surface gradient of the temperature is far 
smaller than 1 when 𝑁Bi ≪ 1. The conclusion then can be made that the isothermal condition 
can be assumed within the whole particle when 𝑁Bi ≪ 1. 
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Table 5.4 Parameters used for determining the intrinsic rate constant, 𝑘i, for reduction of Fe2O3 to Fe3O4. 
𝜺𝐅𝐞𝟐𝐎𝟑 = 𝟎.𝟑𝟏 
P W dsand 𝜀mf Sg 𝜌𝐹𝑒2𝑂3 𝜏    
(atm) (g) (m)  (m
2 g-1) (g m-3)     
1 0.5 5.96E-04 0.42 0.8 3.510E+06 1.1    
T Umf Db,CO Db,CO2 Dk,CO Dk,CO2 De,CO De,CO2 kg,CO kg,CO2 
(K) (m s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) 
723 0.160 9.29E-05 7.16E-05 1.04E-04 8.31E-05 1.38E-05 1.08E-05 0.31 0.25 
773 0.153 1.04E-04 8.02E-05 1.08E-04 8.60E-05 1.49E-05 1.17E-05 0.33 0.27 
823 0.147 1.16E-04 8.92E-05 1.11E-04 8.87E-05 1.59E-05 1.25E-05 0.35 0.28 
873 0.142 1.27E-04 9.86E-05 1.15E-04 9.14E-05 1.69E-05 1.33E-05 0.37 0.30 
923 0.137 1.41E-04 1.08E-04 1.18E-04 9.39E-05 1.80E-05 1.41E-05 0.40 0.32 
973 0.133 1.56E-04 1.18E-04 1.21E-04 9.65E-05 1.91E-05 1.49E-05 0.43 0.34 
𝜺𝐅𝐞𝟐𝐎𝟑 = 𝟎.𝟓𝟕 
P W dsand 𝜀mf Sg 𝜌Fe2O3 𝜏    
(atm) (g) (m)  (m
2 g-1) (g m-3)     
1 0.5 5.96E-04 0.42 0.8 2.184E+06 4    
T Umf Db,CO Db,CO2 Dk,CO Dk,CO2 De,CO De,CO2 kg,CO kg,CO2 
(K) (m s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m2 s-1) (m s-1) (m s-1) 
723 0.160 9.29E-05 7.16E-05 3.09E-04 2.46E-04 1.02E-05 7.91E-06 0.31 0.25 
773 0.153 1.04E-04 8.02E-05 3.19E-04 2.55E-04 1.12E-05 8.70E-06 0.33 0.27 
823 0.147 1.16E-04 8.92E-05 3.30E-04 2.63E-04 1.22E-05 9.49E-06 0.35 0.28 
873 0.142 1.27E-04 9.86E-05 3.39E-04 2.71E-04 1.32E-05 1.03E-05 0.37 0.30 
923 0.137 1.41E-04 1.08E-04 3.49E-04 2.78E-04 1.43E-05 1.11E-05 0.40 0.32 
973 0.133 1.56E-04 1.18E-04 3.58E-04 2.86E-04 1.55E-05 1.19E-05 0.43 0.34 
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Table 5.5 Parameters for evaluating the order of magnitude of the Biot number, 𝑁Bi, for particles with diameter, 𝑑𝐹𝑒2𝑂3 = +300 − 425𝜇𝑚, with 
3 vol% CO, 15 vol% CO2 and 82 vol% N2.  The Nusselt number was calculated as 𝑁𝑢 = ℎ𝑑Fe2O3/𝜆mix. 
T(K) λ,CO λCO2 λN2 λmix h λe 𝑁Bi 
K (W m-1 K-1) (W m-1 K-1) (W m-1 K-1) (W m-1 K-1) (W m-1 K-1) (W m-1 K-1)  
723 5.39E-02 4.84E-02 5.22E-02 5.16E-02 289.30 0.50 0.03 
773 5.70E-02 5.16E-02 5.51E-02 5.47E-02 306.11 0.50 0.04 
823 6.00E-02 5.48E-02 5.80E-02 5.76E-02 322.75 0.50 0.04 
873 6.30E-02 5.80E-02 6.19E-02 6.13E-02 343.47 0.50 0.04 
923 6.60E-02 6.11E-02 6.67E-02 6.58E-02 368.30 0.50 0.04 
973 6.89E-02 6.41E-02 7.02E-02 6.92E-02 387.50 0.50 0.05 
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The order of magnitude of 𝑁Bi was estimated, and the results for key parameters estimated at 
temperatures between 723-973 K with 3 % CO, 15 % CO2 and 82 % N2 are listed in Table 
5.5. A conservative limiting value of the Nusselt number, Nu=2 was taken for calculation of h, and 𝜆e was taken as 0.5 W/(m K), which was reported as the average effective thermal 
conductivity of partially-reduced Fe2O3 (Takegoshi et al., 1984). All values of 𝑁Biwere below 
0.05 as shown in the table, suggesting a uniform temperature throughout the particle is a good 
approximation (a lumped system model). Based on this conclusion, a simple heat balance 
could be formulated to calculate the temperature difference between the particle and the 
fluidised bed: 
𝑟′∆𝐻T∞
0 43π𝑅3 = ℎ4π𝑅2(𝑇 − 𝑇∞) Equation 5.28 
T is the temperature of the particle and ∆𝐻T∞
0  is the standard enthalpy of reaction at specific 
temperature. The largest value of (𝑇 − 𝑇∞) obtained by using h and ∆𝐻T∞0 values in Table 5.5 
was smaller than 5 K.  
The apparent activation energy, Eobs, can be determined as the absolute value of the slope of 
the plot of ln (𝑘0) versus 103/R𝑇 if the effect of the temperature on 𝑘0 is be expressed in 
simple Arrhenius form, 𝑘0 = 𝐴obse−𝐸obs/𝑅𝑇 , where R is the ideal gas constant, T is the 
absolute temperature, and 𝐴obs is apparent pre-exponential factor (Equation 5.19). It can be 
seen that there was a clear change of slope as the temperature was increased, i.e. Eobs 
decreased at higher temperatures, indicating a more significant effect of the activation energy 
for De (ED) on Eobs due to increase of 𝜙 (decrease of 𝜂𝑐𝑜). As temperature increases, De only 
increases moderately due to its low activation energy, while the activation energy for 
chemical reaction is normally high. In fact,  𝑘i increased much faster with temperature than 
𝐷e,co did, leading to a larger ϕ as suggested by Equation 5.26 (Figure 5.18 (a)). Also, the 
slope of Figure 5.18 (a) gave (E-ED)/2, where E is the activation energy for intrinsic chemical 
reaction. The data shows a satisfactorily linear relationship, showing that 𝑘i as well as De,CO 
could be expressed in simple Arrhenius form, e.g., 𝑘i = 𝐴e−𝐸/R𝑇 ,  𝐷e,CO = 𝐴De−𝐸D/𝑅𝑇 . 
Figure 5.18 (b) is a plot of ln (𝜂𝑐𝑜) for each cycle corresponding to the values of 𝑙𝑛 𝜙 plotted 
in Figure 5.18 (a). The result strictly followed the function described by Equation 5.15 for 
first order irreversible reactions with spherical geometry as a result of using the iterative 
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method. Understandably ηco  approached unity at lower temperature, e.g., 𝜂co = 0.96  , 
𝜙 = 0.74 at T=773 K for cycle 5. 𝜂co decreased to 0.71 when ϕ was increased to 2.67 for 
cycle 5 at a maximum temperature of 973 K.  
 
Figure 5.17 The apparent activation energy showed by the slope of the Arrhenius plot. The 
apparent activation energy, Eobs, was determined based on  𝑘0  for cycles 2-5, for the particle 
size of +300  −425 𝜇𝑚.  
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Figure 5.18 (a) lnϕ was calculated for each cycle for every 50 K from 723 K to 923 K. The 
increases of lnϕ for each cycle were the result of increasing temperature. The solid line is a 
least-squares fit to the data. The slope is 𝐸−𝐸𝐷
2
. (b) Plot of lnηco for each cycle as a function 
of the lnϕ plotted in (a). 
 
Figure 5.19 The activation energy for the reduction of Fe2O3 to Fe3O4 shown by the slope of 
the Arrhenius plot. The activation energy, E, was determined based on 𝑘𝑖recovered from 𝑘0 
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for cycles 2-5, for the particle size of +300  −425 𝜇𝑚 at the temperature range of 773-973K. 
The solid line is a least-squares fit to the data. 
Figure 5.19 shows the activation energy for 𝑘i  for particle size of  +300   −425 𝜇𝑚  for 
cycles 2-5. 𝑘i was recovered from the 𝑘o measured at each temperature when applying an 
effectiveness factor. A simple linear regression model was used on the data for each cycle: 
𝑌 = ln𝐴 + 𝐸𝑥 + 𝑒 Equation 5.29 
Where 𝑌 = ln𝑘i, 𝑥 = 103/R𝑇, ln𝐴 (the intercept) and 𝐸 (the slope) are the pre-exponential 
factor and the activation energy to be estimated. e is random error associated with Y, with a 
mean 0. ln𝐴𝑒 and 𝐸𝑒 are the least-squares estimations of ln𝐴 and 𝐸, respectively. 
A 95% confidence interval for Ee was derived using the Student t statistic with (n-2) degrees 
of freedom, where n is the number of experimental data points: 
𝐸𝑒 − 𝐸
�𝜎
2
𝑆xx
~𝒩(0,1) Equation 5.30 
𝑆𝑆R
𝜎2
~𝒳𝑛−22  Equation 5.31 
𝐸e − 𝐸
�𝜎
2
𝑆xx
�
𝑆𝑆R
𝜎2(𝑛 − 2) = �𝑆xx(𝑛 − 2)𝑆𝑆𝑅 (𝐸e − 𝐸)~𝑡𝑛−2 Equation 5.32 
𝑃 �𝐸e − �
𝑆xx(𝑛 − 2)
𝑆𝑆R
𝑡0.05,𝑛−2 < 𝐸 < 𝐸e + �𝑆xx(𝑛 − 2)𝑆𝑆R 𝑡0.05,𝑛−2� = 0.95 Equation 5.33 
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The sum of squares of residuals, 𝑆𝑆R = ∑ (𝑌i − 𝐴 − 𝐸𝑥i)2ni=1 ; 𝜎2  is the variance of the 
random error; and 𝑆xx = ∑ (𝑥i − 𝑥ı�)2ni=1 . It can be shown that Equation 5.30 and Equation 
5.31 have a standard normal distribution and chi-square distribution with (n-2) degrees of 
freedom, respectively. Therefore by definition, Equation 5.32 has a t distribution with (n-2) 
degrees of freedom as well.  The estimated value of E therefore lies between the intervals 
given by Equation 5.33 with a 95 % confidence. Table 5.6 lists the estimated value of E for 
each cycle, and their respective 95 % confidence intervals that were derived to be consistent 
with the input data. The same regression model and statistical test was performed for the data 
in Figure 5.17 for the two temperature ranges to estimate the average Eobs with a 95 % 
confidence.  
Based on the data shown in Figure 5.19, the prediction range for the natural logarithm of the 
pre-exponential factor, lnA, was derived by using the t statistic for a 95 % confidence with (n-
2) degrees of freedom: 
(ln𝐴e − ln𝐴)
��
𝑛 + 1
𝑛 + 𝑥𝚤�2𝑆xx��� 𝑆𝑆R𝑛 − 2�~𝑡n−2 Equation 5.34 
𝑃 �ln𝐴e − ��𝑛 + 1𝑛 + 𝑥𝚤�2𝑆xx� � 𝑆𝑆𝑅𝑛 − 2� 𝑡0.05,𝑛−2 < ln𝐴
< ln𝐴𝑒 + �(𝑛 + 1𝑛 + 𝑥𝚤�2𝑆xx)( 𝑆𝑆R𝑛 − 2)𝑡0.05,n−2� 
= 0.95 
Equation 5.35 
Equation 5.35 computes the prediction range that true lnA will lie in with 95% confidence. 
Table 5.6 lists the estimated value for lnA and its prediction range for each cycle.  
Table 5.6 Lists of activation energies and pre-exponential factors that were determined based 
on calculated 𝑘i values. The apparent activation energy Eobs is based on 𝑘0 at higher and lower 
ranges of temperature, and their respective lower and upper bound at a confidence interval (or 
prediction range) of 95 %, estimated based on the samples collected. 
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Cycle No. Eobs (723-873K) Eobs (823-923K) E (723-973K) lnA(723-973K) 
 (kJ mol
-1) (kJ mol-1) (kJ mol-1) (s-1) 
Cycle2 46±28 50±17 61±11 15.7±0.4 
Cycle3 67±25 52±13 76±9 17.9±0.3 
Cycle4 63±21 48±10 72±8 17.4±0.3 
Cycle5 66±24 46±13 72±11 17.4±0.4 
 
Table 5.6 shows that the activation energy for the reduction reaction, E, is relatively constant 
for cycles 3-5, with an average value of 73 ± 9 kJ/mol. The values of E agree very closely 
with those measured by Bohn et al. (2010), who reported an average activation energy of 75 ± 11 kJ/mol for cycles 2-9. Trushenski et al. (1974) reported activation energies of 100 
kJ/mol and 69 kJ/mol for the reduction of Fe2O3 to Fe3O4 when they performed the single 
step reduction and multi-step reduction to FeO in a thermo-gravimetric furnace at 1023-
1073K, respectively. The data, however, was obtained from a system where significant mass 
transfer effects may have existed (TGA (Thermo Gravimetric Analyzer) was used in the work 
for measurement of the kinetics, in which the mass transfer effect is hard to eliminate because 
of poor mixing between the gas and solid). The activation energy measured for the second 
cycle appeared to be lower than for the other cycles, which may means that the pores for gas 
transportation did not fully develop and the intrinsic rate constant could not be fully 
recovered by using the porosity and the surface area that were assumed. The Eobs measured 
for the temperature range of 723-823 K was close to the true value of E due to insignificant 
diffusional resistance in that temperature range. The relatively larger confidence interval for 
Eobs compared with E arises from the fewer degrees of freedom. The Eobs measured for the 
temperature range of 823-973 K were lower than expected, moving to a value of E/2 that 
suggests significant diffusional resistance. The average value for the pre-exponential factor of 
cycles 2-5 expressed in the form of logarithm is 17.6 ± 0.4, which means a pre-exponential 
factor of 4.4 × 107at its largest probability density. The exponential factor was found to be 
much higher than Bohn et al. (2010) mainly due to the difference in the bulk density used 
when assuming different porosities. 
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5.5 Concluding remarks 
A newly-built closed spouted-bed reactor was successfully used for the kinetic study of 
reduction of Fe2O3 to Fe3O4 with a CO/CO2 mixture under isothermal condition at the 
temperature range of 723-973K. The model of the bed has been discussed, and the bed could 
be reasonably assumed to be a well-mixed bubbling fluidised bed reactor when the mass of 
Fe2O3 was smaller than 1g. Mechanically mixed pure Fe2O3 of 𝑑𝐹𝑒2𝑂3 = +300 − 425𝜇𝑚 
was used for the kinetic study. The effects of particle size, concentration of CO and 
temperature were studied. The key conclusions are as follows: 
• The reduction reaction of Fe2O3 to Fe3O4 could be satisfactorily described as a first-
order irreversible reaction. 
• Rate constants for all cycles quickly attained a maximum at very low conversion (X≤ 
0.03), and remained constant until a certain conversion was reached. The maximum 
rate constants for cycle 1 were the lowest but were maintained until 60% conversion, 
while those for cycle 5 were the highest, but were only maintained until around 20% 
conversion. The differences may suggest cycle 1 was in different kinetic regimes than 
the others. 
• The results from mercury porosimetry for particles before and after 5 cycles of 
reduction and oxidation reactions suggested an expansion of pores from around 
0.15𝜇𝑚 to a much wider distribution of pores spanning an order of magnitude (from 
0.1-1𝜇𝑚) after cycling. The growth of porous network was also observed in the range 
between 1 𝜇𝑚 and 10 𝜇𝑚, which may connect the fine pores with the particle surface. 
These results provided evidence of a porous network that, upon cycling, provides 
routes for larger CO fluxes to diffuse through. The SEM results have consolidated the 
finding from mercury porosimetry. Porosity and surface area measurements of the 
reacted samples were used for the intrinsic kinetic study, when their pore structure 
had been stabilised. The final porosity was determined by measuring pores with a 
mean pore diameter between 10 𝑛𝑚 and 10 𝜇𝑚. 
• The mass and heat transfer parameters for determining the intrinsic rate constant were 
calculated. The Biot number, NBi, was found to be much smaller than 1 in the order of 
magnitude calculation of the heat transfer at the particle surface. The maximum 
temperature difference between particle and the bed was found to be <5K. 
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• The intrinsic rate constant 𝑘𝑖  for particles at different sizes was iterated until 
convergence. The effectiveness factor, η𝑐𝑜, calculated for particle size of  +300 −425 𝜇𝑚 at 823K, was  found to be 0.89 which suggested that the diffusion effect was 
relatively insignificant. 
• The activation energy and pre-exponential factor were calculated for values of 𝑘𝑖 in 
the temperature range of 723-973K with a 95% confidence interval (or prediction 
range in the case of pre-exponential factor). The calculated values of the activation 
energy agreed closely with the literature value. The Arrhenius form for average 
intrinsic rate constant 𝑘𝑖 is expressed as  
ki = 4.4 × 107exp (−73000𝑅T ) Equation 5.36 
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  The effect and fate of H2S on chemical Chapter 6
looping combustion with CO and CO2 mixture using 
Fe2O3 in a spouted bed reactor 
6.1 Introduction 
Coal-derived syngas contains H2S, which may interact with Fe-based oxygen carriers in 
chemical looping combustion, leading to detriment of the performance of the system. A few 
studies have investigated the used of iron oxide to remove H2S from coal-derived syngas 
(Tamhankar et al., 1981, Tseng et al., 1981). However, most of the work only considered a 
single cycle reduction and oxidation, and the iron oxide is directly reduced to metallic iron. 
Very limited research in literature have investigated the fate and effect of sulfur species on 
the reduction performance of oxygen carriers under conditions relevant to chemical looping 
combustion with coal derived syngas. Tian et al. (2009) investigated the effect of H2S on the 
chemical looping combustion of a simulated-coal derived syngas with various bentonite-
supported oxygen carriers (Fe-, Cu-, Mn-, Ni-) in a TGA between 1073K and 1173K. They 
found the rate of the oxygen carriers were all lowered by the addition of H2S. They attributed 
the reduction in rate to sulfur species that formed in the solid phase during reduction, which 
subsequently released as SO2 in oxidation cycle. However, it is worth noted that the iron 
oxide reduced directly to iron during the reduction stages in their work, which is not desirable 
in this work. 
The aim of this chapter is to investigate the effect and fate of H2S on chemical looping 
combustion with CO and CO2 mixture using Fe2O3 using the modified spouted bed reactor. 
The Fe2O3 was reduced to Fe3O4 only in every cycle by controlling the partial pressure of 
CO2. This is to simulate the reducing state of Fe2O3 in CLC for power generation.  The main 
gas-solid and gas-gas reactions possibly involved are listed below: 
Gas-solid reactions:  
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𝐻2𝑆 + 12𝐹𝑒2𝑂3 + 𝐶𝑂 → 8𝐹𝑒3𝑂4 + CO2 + 𝑆𝑂2 + 𝐻2𝑂 Equation 6.1 
𝐻2𝑆 + 2𝐹𝑒2𝑂3 + 𝐶𝑂 → 𝐹𝑒3𝑂4 + CO2 + FeS + 𝐻2𝑂 Equation 6.2 
4𝐹𝑒3𝑂4 + 𝑂2 → 6𝐹𝑒2𝑂3 Equation 6.3 
4FeS + 7𝑂2 → 2𝐹𝑒2𝑂3 + 4𝑆𝑂2 Equation 6.4 
Gas phase reactions:  
𝐻2𝑆 + 𝐶𝑂 ↔ COS + 𝐻2 Equation 6.5 
COS ↔ CO + S Equation 6.6 
2COS ↔ CO2 + CS2 Equation 6.7 
𝐻2𝑆 → 1/2S2 + 𝐻2 Equation 6.8 
6.2 Experimental 
Iron (III) oxide particles (+300 -425 𝜇𝑚) were prepared from Fe2O3 powder (5 µm, Sigma-
Aldrich > 99.9 wt. %) by a wet granulation method as described in Chapter 5, section 5.2. 
The characteristics of the reaction container were kept unchanged compared to those in 
Chapter 5 but was made out of quartz instead. The details of the quartz reactor internals were 
described in Chapter 4, section 3.2 (Figure 4.2(d)). The same quantity (40 g) of treated sand 
(𝑑𝑠𝑎𝑛𝑑 =+500, -700 𝜇𝑚 , 𝜌𝑠𝑎𝑛𝑑 = 2600 kg/m
3, purity>99 %), was used as inert material 
(height: 70mm) of the bed. The treatment method for the sand involved acid washing and 
subsequent calcination, which were described in Chapter 4, section 4.3.1. The combination of 
the reaction container and the treated sand was selected to minimise the loss of H2S feed 
when fluidised with an inert bed at high temperature, as demonstrated in Chapter 4. Iron (III) 
oxide particles after experiments could be easily separated by sieving.  
The overall profile by steps for a typical experiment is illustrated in Figure 6.1. The whole 
experimental sequence was separated into three consecutive stages: calibration and ambient 
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input; inert cycles; and redox cycles. In the first step, calibration gas for CO (10.12 %, BOC), 
CO2 (29.89 %, BOC) and H2S (1005 ppm, BOC) was blended using calibrated rota-meters 
into a concentration similar to the reduction gas mixture during the experiment, and a one-
point calibration was carried out. For the reason that H2S would start reacting with CO and 
possibly self-decompose at high temperature, two inert reduction cycles were performed at 
laboratory temperature, and the averaged moles of H2S feed was measured. The sand bed was 
added into the reactor when the temperature was close to the set point, and was fluidised with 
a N2 flow of 50ml/s (as measured at laboratory temperature and atmospheric pressure). The 
N2 flow after the reactor was vented without passing through the analyser train. While the 
main N2 flow maintained the fluidisation of the sand bed, a one point calibration for COS and 
SO2 were conducted using calibration gas (1035 ppm H2S and 194 ppm COS, SIP 
Analytical, and 945 ppm SO2, BOC), which bypassed the reactor, and were supplied directly 
to the analysers, avoiding any undesired loss of the trace gas at high temperature. 0.600 g of 
Fe2O3 was used for the experiments conducted at 500 ˚C, and 0.500 g of Fe2O3 was used at 
550 ˚C or above. These were kept the same as those used for the experiments without the 
presence of H2S. Two inert cycles of reduction and oxidation were performed before Fe2O3 
particles were injected into the bed. Then, the third step started when the temperature had 
stabilised at the set point. Similarly to Chapter 5, Fe2O3 in the bed was subjected to pre-
programmed reduction and oxidation cycles when a time-dependent gas-switching program 
initiated. However, the time at which CO and H2S were fed was varied in the reduction cycle 
as an experimental parameter. The details of the gas switching programme, along with 
experimental conditions set for the reduction and oxidation stage, will be discussed later. The 
total flow rate during the complete reduction and oxidation cycle was kept at 𝑈/𝑈mf~2.5, 
similar to that in Chapter 5. Deconvolution of the CO and CO2 signal was also performed for 
each experiment, as described in the previous chapter; the response time for CO and CO2 was 
taken as the same as that measured in Chapter 5. As can be seen from Figure 6.1, the bed 
temperature was controlled to within ±5 °C of the set point, as it was for the reduction of 
Fe2O3 to Fe3O4 without the presence of H2S (Figure 5.6 in Chapter 5). 
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Figure 6.1 Temperature and concentration profile of a typical cycling experiment of reduction of Fe2O3 to Fe3O4 with 3% CO and 15% CO2 in 
the presence of 300ppm H2S at 823K. 
Calibration
&Ambient Input Inert Input
Inject Fe2O3
10 redox cycles
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Table 6.1 summarises the range of experimental conditions investigated in this chapter. The 
effect of changing variables such as temperatures, time for reduction, CO and H2S 
concentration were investigated, while other parameters such as time for N2-purge, CO2-
purge and oxidation, CO2 concentration in reduction cycles and oxygen concentration in 
oxidation cycles were kept the same as those used in Chapter 5. Independent cylinders of 
industrial oxygen free N2, an industrial pure CO2 and 10.12 % CO balanced N2, 1005ppm 
H2S balanced N2 and Industrial air were used for blending the mixture needed during 
reduction and oxidation cycles. All gas cylinders were supplied by BOC. 
Table 6.1 Summary of experimental conditions investigated. 
Stages 
Temperatures Time Feed gas concentration 
/ K / s 
N2 CO CO2 H2S Air 
/ % / % / % / ppm / % 
N2-Purge (t1) 
773-923 
120 100 0 0 0 0 
CO2-Purge (t2) 120 Bal. 0 15 0 0 
Reduction (t3) 40 to 180 Bal. 2 to 5 15 300, 425 0 
Post-reduction (t4) 180-t2 Bal. 0,3 15 0, 300 0 
N2-Purge (t5) 120 100 0 0 0 0 
Oxidation (t6) 240 Bal. 0 0 0 18 
 
Figure 6.2 shows a typical cycle where the exposing time of Fe2O3 to the reducing gas 
mixture (N2+CO+CO2+H2S) was carefully controlled. The cycle was divided into six stages, 
which were set for a duration of t1 to t6, respectively (Table 6.1). For t1 and t2, the spouted 
bed was purged by N2, and then a mixture of 15 vol% CO2 in N2 until the concentration 
stabilised (120 seconds). The gas was switched to reducing gas mixtures of N2+CO+CO2 
+H2S at t3. The time for t4 depended on the time set for t3 and was equal to 180-t3. At this 
stage, the gas was switched back to CO2, or a CO2 and H2S mixture (t_180_withoutCO type 
experiment, detailed later). This was to ensure the total time for CO2 input in the reduction 
cycle was the same as that in Chapter 5. Another N2-purge stage commenced during t4. 
Oxidation cycles lasted for a time t6 with mixtures of N2+air (82%, 18%) to oxidise the 
Fe3O4 back to Fe2O3. The gas-switching cycle repeated itself after t6. 
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Figure 6.2 Concentration profile of 5th cycle of redox cycle of Fe2O3 with 3% CO and 15% 
CO2 in the presence of 300ppm H2S at 823K, with 50s reduction stage. Dashed line values 
are read from the left-hand axis, and solid line values from the right-hand axis. The O2 
concentration was not measured but rather displayed as a step function to indicate the fed 
concentration of O2 during oxidation stage and its duration. 
Some parameters were defined to compare the fate of feed H2S after reaction at different 
experimental conditions:  
H2Syield =  𝑛H2S,t3/𝑛H2S,in Equation 6.9 
SO2yield =  𝑛SO2,t3/𝑛H2S,in Equation 6.10 
COSyield =  𝑛COS,t3/𝑛H2S,in Equation 6.11 
FeSyield = (𝑛SO2,t4 + 𝑛SO2,t6)/𝑛H2S,in Equation 6.12 
𝑆𝑢𝑙𝑝ℎ𝑢𝑟 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 =  H2Syield + SO2yield + COSyield + FeSyield Equation 6.13 
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𝑛H2S,in is the total number of moles of the H2S feed in t2, as measured in t2 of the inert 
reduction cycles at laboratory temperature. 𝑛H2S,t3, 𝑛SO2,t3, 𝑛COS,t3, 𝑛SO2,t4 and 𝑛SO2,t6 are the 
total numbers of moles of the respective species measured during the time period states in the 
subscript. The yield of H2S (H2Syield) is defined as the mole ratios of H2S feed that remained 
in the gas product in each cycle. SO2yield, COSyield and FeSyield are the yield of respective 
species in the reduction stage. The sum of 𝑛SO2,t4 and 𝑛SO2,t6were taken as sulfur in FeS, 
which was generated in t3 and released as SO2 in oxidising environments (CO2 or O2). The 
sulfur balance was measured as the sum of the yield of the respective sulfur species. 
Several groups of experiments were designed and conducted to investigate the fate and effect 
of sulfur on the chemical looping combustion system. The experimental conditions covered 
in each group of experiments are listed in Table 6.2, Table 6.3 and Table 6.4. The effect of 
the reduction time was first investigated at 823K (Table 6.2). t_0 is the base line experiment 
with no H2S feed. The reduction time, t3, for t_50, t_60 and t_180withCO was varied 
between 50 seconds to 180 seconds, while the time for the post-reduction stage, t4, was 
varied accordingly. When t3 equalled 180 seconds the post-reduction stage was skipped and 
the experiment had the same reduction time as that used in redox cycle without the presence 
of H2S experiments (Chapter 5). The effect of gas constituents at post-reduction stage was 
also compared between mixtures of CO2+CO+H2S+N2 and CO2+ H2S+N2 only. The inlet 
mole fraction of CO was varied between 2 and 5 % to investigate its effect on sulfur product 
distribution and kinetics of Fe2O3 reduction (Table 6.3). The reduction time was also varied 
at the different mole fractions of CO. This was to control the exposure time of Fe2O3 to H2S 
at the vicinity of completion of the reduction reaction between Fe2O3 and CO, which is 
shown to be an important boundary later in this chapter. The effect of temperature (773-923 
K) and inlet mole fraction of H2S (300 and 450 ppm) on sulfur product distribution and 
kinetics of Fe2O3 reduction was also investigated (Table 6.4). The reduction time was also 
varied at different temperatures for the same reason. The reduction time for different inlet 
mole fractions of H2S at the same temperature was kept the same, as increasing H2S 
concentration would not hugely affect the time for completion of the reduction reaction. As 
demonstrated in Chapter 5, the rate of the reduction of Fe2O3 for the first cycle was markedly 
lower than other cycles while the porosity of the particle was developing. Therefore, the 
reduction period for the first cycle for all the experiments with 300ppm H2S was maintained 
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until no further conversion of Fe2O3 was observed, as indicated by the CO2 or CO signal 
returning to the baseline, except for t_180_withCO, t_180_withoutCO in which the reduction 
time for the first cycle was kept the same as for the rest of the cycles. This was to maintain 
the same time to allow development of porosity within the particles. The reduction times for 
the first cycle for all the experiments with 450 ppm H2S were kept the same as that with 300 
ppm H2S. 
Table 6.2 Experimental conditions for investigating the effect of exposure time of Fe2O3 to 
CO and H2S on the fate of sulfur product and kinetics of the Fe2O3 reduction. 
Sample/Experiments 
ID 
T Reduction time (t3) Reduction feed Post-reduction feed 
/ (K / s 
CO CO2 H2S CO CO2 H2S 
/ % / % / ppm / % / % / ppm 
t_0 823 180 3 15 0 - - - 
t_50 823 50 
3 15 300 
3 
15 0 
t_60 823 60 3 
t_180_withCO 823 180 3 - - 
t_180_without CO 823 60 0 15 300 
 
Table 6.3 Experimental conditions for investigating the dependence of the fate of sulfur 
product and kinetics of the Fe2O3 reduction on inlet mole fraction of CO. 
Sample/Experiments 
ID 
T Reduction time (t3) Reduction feed gas 
/ K / s 
CO CO2 H2S 
/ % / % / ppm 
CCO_2 823 80 2 
15 300 
CCO_3 823 60 3 
CCO_4 823 40 4 
CCO_5 823 40 5 
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Table 6.4 Experimental conditions for investigating the effect of H2S concentration and 
temperature of reaction on the fate of sulfur product and kinetics of the Fe2O3 reduction. 
Sample/Experiments 
ID 
T Reduction time (t3) Reduction feed gas 
/ K / s 
CO CO2 H2S 
/ % / % / ppm 
T773_300H2S 773 100 
3 15 
300 
T823_300H2S 
823 60 
300 
T823_450H2S 450 
T873_300H2S 
873 50 
300 
T873_450H2S 450 
T923_300H2S 
923 40 
300 
T923_450H2S 450 
 
6.3 Results 
6.3.1 The effect of the time of exposing Fe2O3 to CO and H2S on the fate of sulfur 
products in multi-cycle chemical looping combustion with Fe2O3 
Figure 6.3 shows the concentration profile for exposing Fe2O3 to 3 vol% CO, 15 vol% CO2 
and 300ppm H2S mixture for different lengths of time. It is shown that the gas-phase sulfur 
products detected were SO2, COS and the remaining H2S. The reducing gas mixtures were 
shut down at approximately 80 % Fe2O3 conversion in Figure 6.3(a) (t_50), The reducing gas 
mixture were shut down after around 120 seconds when no further reaction between Fe2O3 
and CO was observed in Figure 6.3(b) (t_180_with CO). In general, at the reduction stage 
(t3) part of H2S was converted into SO2 and COS in the gas phase in both t_50 and t_180. 
The main difference between t_50 and t_180_withCO is the release of SO2 in the oxidation 
stage. It could be seen that there was a large spike of SO2 release in the oxidation stage of 
t_180_withCO, suggesting fast oxidation of FeS. Comparing with t_50, where there was no 
SO2 release upon oxidation, yields the strong implication that H2S reacted differently under 
the reducing environment after the majority of Fe2O3 was reduced. When Fe2O3 was still 
present in significant excess in the system, SO2 was the major sulfur product. When 
continuing to feed the reducing gas after the majority of the Fe2O3 was reduced, the H2S was 
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converted mainly into FeS (Pyrrhotite. It was shown as the phase in equilibrium in the 
reducing condition used in the thermodynamic predictions in Appendix B, Figure B-3), 
which was oxidized to form SO2 during the oxidation stage. The possible influence of the 
presence of CO in the post-reduction stage on the sulfur product distribution was 
investigated. The result is shown in Figure 6.3 (c) (t_180_withoutCO). The reducing gas was 
shut down when no further reaction was observed, and then switched to 15% CO2 and 
300ppm H2S mixture for another 120s. Compared to t_180_withCO, a large spike of SO2 was 
also observed during the oxidation stage in t_180_withoutCO. At the post-reduction stage 
(t4), SO2 release and a higher concentration of unreacted H2S compared with t_180_withCO 
was also observed in t_180_withoutCO, which is the result of a more oxidising environment 
in the gas phase than that in t_180_withCO. 
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Figure 6.3 (a) Cycle 5 of experiment t_50, in which Fe2O3 was exposed to feed of 3 vol % 
CO, 15 vol % CO2 and 300 ppm H2S for 50 seconds (approaching completion of transition 
from Fe2O3 to Fe3O4) at 823K. (b) Cycle 5 of experiment t_180_withCO, in which Fe2O3 was 
exposed to feed of 3 vol % CO, 15 vol % CO2 and 300 ppm H2S for 180 seconds (120s after 
complete completion of transition from Fe2O3 to Fe3O4) at 823K. (c) Cycle 5 of experiment 
t_180_withoutCO, where Fe2O3 was exposed to feed of 3 vol % CO, 15 vol % CO2 and 300 
ppm H2S for 60 seconds, and then exposed to feed of 15 vol % CO2 and 300 ppm H2S for 120 
seconds at 823 K.  Dashed lines are read off the left-hand axis, and solid lines off the right-
hand axis. The O2 concentration was not measured but is rather displayed as a step function 
to indicate the fed concentration of O2 during oxidation stage and its duration. (  SO2 
 H2S  COS  CO2  CO  O2 ). 
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The effect of exposure time of Fe2O3 to CO and H2S on the fate of sulfur products was 
compared in Figure 6.4. The H2Syield for the three exposed times are all at around 70-80% 
for the inert cycles of Figure 6.4(a). The loss of the H2S feed in the inert cycle was mainly 
owing to conversion to COS (Figure 6.4(d)). H2Syield was stable in all reaction cycles, and 
was comparable at all exposure durations. The H2Syield  for t_50 and t_180_withCO are 
similar, i.e. 10-13 %, which in absolute terms corresponds to 30-45 ppm. As expected from 
the qualitative analysis on Figure 6.3, the time of exposure affected the SO2yield and FeSyield 
significantly (Figure 6.4(b) and Figure 6.4(c)). The highest yield of SO2 was found for all 
reaction cycles of t_50, and the lowest was found for all reaction cycles of  t_180_withCO. 
The contrary trend was observed for the yield of FeS. The first reaction cycle shows similar 
yields of SO2 and FeS when varying the time of exposure. This is due to the longer time of 
exposure for t_50 and t_60 in the first cycle, which were different compared to the rest of the 
cycles. It was observed that the yields of FeS and SO2 remained relatively constant from the 
second to the tenth cycle for t_50 and t_60. For t_180_withCO, the yield of FeS increased 
with cycle number, and became stable after the fourth cycle. The yield of COS decreased 
with the time of exposure in inert cycles (Figure 6.4(d)). The lowest yield of COS in reaction 
cycles was found in the reaction cycles of t_180_withCO (Figure 6.4(d)). It can be clearly 
seen from Figure 6.3(b) that the concentration of COS was substantially decreased during the 
post-reduction (t4) period, indicating the environment in t4 was not favourable for the 
formation of COS. The sulfur balance in the inert cycle decreased with an increase of the 
time of exposure (Figure 6.4(e)). For all tested exposure times, sulfur balances were lower 
than for inert cycles, and decreased until becoming stable after the fourth cycle. After the 
cycle, the highest sulfur balance of 87% was obtained for t_50. The sulfur balance for t_60 
and t_180 are similar after the fourth cycle, with an average of 84%. The change of the 
measured sulfur balance with cycle number and time of exposure suggested that there were 
other sulfur products, e.g. S or CS2, which could not be easily measured using the current 
techniques (S2 is a solid with relatively high vapour pressure at laboratory temperature 
(Meyer, 1976), while CS2 is in liquid form at laboratory temperature), and their fate was 
affected by the cycling of the Fe2O3 reduction. 
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Figure 6.4 The effect of the time of exposing Fe2O3 to CO and H2S on the fate of sulfur 
products during reduction cycles at 823K. (a) H2Syield. (b) SO2yield. (c) FeSyield. (d) COSyield. 
(e) Sulfur balance. The exposure time in the figures, i.e. 50s, 60s and 180s corresponded to 
t_50, t_60 and t_180_withCO type of experiment, respectively. 
The sulfur product distribution in experiment t_50 is shown in Figure 6.5. From the second 
cycle, over 50 mol% of the sulfur product was the SO2 that was released during reduction 
stage (t3). A much smaller amount of SO2 was released in the post-reduction stage (t4). This 
was attributed to the oxidation of the FeS formed earlier, producing SO2 under a slightly 
oxidising environment (the presence of 15 vol% CO2). No SO2 was observed during 
oxidation stage (t6) as discussed in the qualitative analysis earlier in this section.  
 
0.5
0.6
0.7
0.8
0.9
1
In
er
t1
In
er
t2
cy
cl
e1
cy
cl
e2
cy
cl
e3
cy
cl
e4
cy
cl
e5
cy
cl
e6
cy
cl
e7
cy
cl
e8
cy
cl
e9
cy
cl
e1
0
Inert
cycles
Reaction cycles
Su
lp
hu
r 
ba
la
nc
e
50s 60s 180s
(e) 
160 
 
 
Figure 6.5 Contribution of  𝑛H2S,t3  𝑛SO2,t3,  𝑛SO2,t4  𝑛COS,t3 and   𝑛SO2,t6 to 𝑛H2S,in 
for each cycle in experiment t_50, where Fe2O3 was exposed to CO, CO2 and H2S for 50 
seconds at 823 K. 
The sulfur product distribution in t_180_withCOshows over 50 mol% of the sulfur product 
was released as SO2 during the oxidation stage (t6), and it continued to increase in the first 
few cycles until become relatively stable after the fourth cycle (Figure 6.6). Other sulfur 
products present for experiments using t_180_withCOare H2S, SO2 and COS during t3, and 
their yield decreased in the first few cycle as the yield of SO2 in t6 increased. It was 
attempted to determine the amount of elemental sulfur formed during these experiments by 
washing the downstream trap of the reactor with toluene solvent, and then using quantitative 
XRF analysis (calibrated with standard sulfur reference C12H8S dissolved in 100ml) after the 
solution was diluted into 100ml toluene solution. The yield of elemental sulfur was calculated 
as total number of moles of sulfur was divided by number of cycles and the number of moles 
of H2S feed in t180_1. The result showed the existence of elemental sulfur as a product, with 
a relatively low yield of  2.7% (Figure 6.6). However, the result may not be accurate as the 
sulfur was collected after the experiment, and some of it may have been lost as small particles 
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during the experiment, and also it could not be safely assumed that the yield of elemental 
sulfur in each cycle was constant. 
 
Figure 6.6 Contribution of  𝑛H2S,t3  𝑛SO2,t3,  𝑛COS,t3   𝑛SO2,t6 and  𝑛S,t3to 𝑛H2S,in 
for each cycle in experiment t_180_withCO, where Fe2O3 was exposed to CO, CO2 and H2S 
for 180 seconds at 823 K. 
By comparing the sulfur product distribution of t_180_withoutCO (Figure 6.7) to 
t_180_withCO (Figure 6.6), some interesting insights into the effect of CO feed at the post-
reduction stage (t4) on the sulfur product distribution could be seen. Most interestingly, the 
release of SO2 during t6 was reduced to an average of 33 mol% (second to ninth cycles). 
There was a release of SO2 of around 6 mol% during t4 in t_180_withoutCO. This was likely 
to be as a result of FeS oxidation as well, but the total release of SO2 was still lower than that 
in t_180_withCO during t6. As the absence of CO in t4 of t_180_withoutCO was the only 
difference between t_180_withCO and t_180_withoutCO, it is reasonable to conclude that 
the presence of CO in the post-reduction stage favoured the production of FeS. Another 
interesting observation was that the release of SO2 at t3 was less in t_180_withoutCO than in 
t_180_withCO. The change of the rates of Fe2O3 being reduced could be responsible for the 
differences in yield, which will be discussedin Section 6.4.  Understandably, there was more 
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H2S remaining unreacted in t_180_withoutCO compared to that in t_180_withCO, mainly 
because there was no COS formation during t4 in t_180_withoutCO.  
 
 Figure 6.7 Contribution of  𝑛H2S,t3   𝑛SO2,t3 ,  𝑛SO2,t4   𝑛COS,t3  and   𝑛SO2,t6  to 
𝑛H2S,in for each cycle in experiment t_180_withoutCO, where Fe2O3 was exposed to CO, 
CO2 and H2S for 60 seconds, and then exposed to CO2  and H2S for 120 seconds at 823K. 
6.3.2 The effect of the inlet mole fraction of CO on the fate of sulfur product in multi-
cycle chemical looping combustion with Fe2O3. 
Figure 6.8(a) and Figure 6.8(b) shows the concentration profile of experiment CCO_2 and 
CCO_5 at 823 K. Overall, the change of inlet mole fraction of CO did not change the fact that 
the release of SO2 during the oxidation stage could be controlled to a low level if the reducing 
gas mixture was switched off close to the time when reduction of the Fe2O3 approaching 
completion. The concentration of SO2 during the reduction stage exhibited the same trend for 
all mole fractions of CO investigated, increasing for the initial stage of the reduction, and 
then peaking at around the same peak concentration (around 150 ppm) during the reduction, 
followed by a rapid decrease during the final third of the reduction. The concentration of 
COS during the reduction stage increased significantly at high inlet mole fraction of CO 
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because the formation of COS is thermodynamically more favourable at higher CO partial 
pressure as the equilibrium of Equation 6.5 moving towards the forward direction. The 
concentrations of H2S and COS increased as the reduction of Fe2O3 proceeded at all inlet 
mole fractions of CO tested. The slope of the increase became steeper as the rate of decrease 
of the rate of reduction increased. 
 
 
Figure 6.8 (a) Cycle 5 of experiment CCO_2, with inlet mole fraction of 2 vol % CO, 15 vol % 
CO2 and 300 ppm H2S at 823 K. (b) Cycle 5 of experiment CCO_5, with inlet mole fraction of 
5 vol % CO, 15 vol % CO2 and 300 ppm H2S at 823 K. Dashed lines are read off the left-
hand axis, and solid lines off the right-hand axis. The O2 concentration was not measured but 
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is rather displayed as a step function to indicate the fed concentration of O2 during oxidation 
stage and its duration. (  SO2  H2S  COS  CO2  CO  O2 ). 
The yield of sulfur products at different inlet mole fraction of CO at 823K are shown in 
Figure 6.9. The H2Syield in the reaction cycles was similar for all cases with an average of 10% 
of the feed H2S, except for CCO_2, which had an average of unconverted H2S of 20% of the 
feed (Figure 6.9(a)). Overall, for all inlet mole fractions of CO, there is a high yield of SO2 
and a low yield of FeS in the reaction cycles as intended in the experimental design (Figure 
6.9(b) and Figure 6.9(c)). CCO_3 appears to be optimal for a high yield of SO2 and a low yield 
of FeS, while CCO_2 has the lowest yield of SO2 and highest yield of FeS among the CO 
mole fraction investigated. The yields of COS in the reaction cycles of Cco_4 and CCO_5 
were significantly higher than those for Cco_2 and CCO_3 (Figure 6.9(d)). Interestingly, the 
sulfur balance increased with increasing partial pressure of CO. The sulfur balance of the 
reaction cycles of CCO_5 marginally exceeds 100%, though this is within experimental error. 
Compared to the yields in CCO_3, the most obvious difference in CCO_5 was the yield of COS, 
the increase of which is therefore the main reason for the closure of sulfur balance.  
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Figure 6.9 The dependence of the fate of sulfur products on inlet mole fraction of CO during 
reduction cycles at 823K. (a) H2Syield . (b) SO2yield . (c) FeSyield . (d) COSyield . (e) Sulfur 
balance. The inlet mole fraction of CO in the figures, i.e. 2, 3, 4 and 5 vol % corresponded to 
CCO_2, CCO_3, CCO_4 and CCO_5 type of experiment, respectively. 
 
Figure 6.10 Contribution of  𝑛H2S,t3   𝑛SO2,t3 ,  𝑛SO2,t4   𝑛COS,t3  and   𝑛SO2,t6  to 
𝑛H2S,in for each cycle in experiment CCO_5, with inlet mole fraction of 5 vol % CO, 15 vol % 
CO2 and 300 ppm H2S at 823 K. 
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6.3.3 The effect of temperature and concentration of H2S on the fate of sulfur product in 
multi-cycle chemical looping combustion with Fe2O3. 
Figure 6.11 shows the concentration profile of sulfur products at different temperatures in the 
presence of 300 ppm H2S. At 773 K (Figure 6.11(a)), the concentration of SO2 appeared to 
reach equilibrium during the reduction stage. The concentration of COS was the highest 
during the reduction stage. (Faraji et al., 1996)There was a surge in SO2 concentration in the 
post-reduction stage, which indicates that the solid sulfur product, most likely to be FeS 
(Appendix B, Figure B-3), formed in the earlier stage was quickly released as SO2 during the 
post-reduction stage. At 923 K (Figure 6.11(a)), SO2 concentration during the post-reduction 
stage appeared to reach steady state. 
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Figure 6.11 (a) Cycle 5 of experiment T773_300H2S, with inlet mole fraction of 3 vol % CO, 
15 vol % CO2 and 300 ppm H2S at 773K. (b) Cycle 5 of experiment T823_300H2S, with inlet 
mole fraction of 3 vol % CO, 15 vol % CO2 and 300 ppm H2S at 823K. (c) Cycle 5 of 
experiment T923_300H2S, with inlet mole fraction of 3 vol % CO, 15 vol % CO2 and 300 
ppm H2S at 923K.  Dashed lines are read off the left-hand axis, and solid lines off the right-
hand axis. The O2 concentration was not measured but rather is displayed as a step function 
to indicate the feed concentration of O2 during the oxidation stage and its duration. (  
SO2  H2S  COS  CO2  CO  O2 ). 
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The yields of sulfur products at different temperature in the presence of 300 ppm of H2S are 
presented in Figure 6.12. The yields of remaining H2S decreased with increasing temperature. 
The yield of remaining H2S at 873K and at 923K was similar for all reaction cycles, with an 
average concentration of 15 ppm (Figure 6.12(a)). The yield of SO2 and FeS displayed an 
opposite trend, with the highest yield of FeS, and lowest yield of SO2 generally obtained at 
the higher temperature ((Figure 6.12(b) and Figure 6.12(c)). T823_300H2S gave the optimal 
SO2 yield, and minimised the yield of FeS.  T773_300H2S had an exceptionally high 
concentration of COS, with an average concentration of around 120 ppm ((Figure 6.12(d)), 
which has been demonstrated in Figure 6.11(a). The measured sulfur balance decreased with 
elevating temperature, suggesting more gas-phase reactions (e.g. Equation 6.6, Equation 
6.7or Equation 6.8) were present at higher temperatures. 
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Figure 6.12 The effect of temperature on the fate of sulfur product during reduction cycles at 
773-923K. (a) H2Syield . (b) SO2yield . (c) FeSyield . (d) COSyield . (e) Sulfur balance. The 
temperatures in the figures, e.g. 773K, 823K, 873K and 923K corresponded to T773_300H2S, 
T823_300H2S, T873_300H2S and T923_300H2S types of experiment, respectively. 
Figure 6.13 and Figure 6.14 shows the sulfur product distribution at the lowest and highest 
temperature investigated, respectively. At the lowest temperature (773K), a large proportion 
of sulfur products were COS formed during the reduction stage. There was around 15% H2S 
remaining unreacted. The SO2 released during the oxidation stage was insignificant compared 
to that released in the reduction and post-reduction stage. At the highest temperature (923K), 
the major product was released as SO2 during the post-reduction stage, of which is the major 
portion comes from the FeS formed in the reduction stage. Again, with the prolongation of 
the post-reduction stage, the SO2 released during the oxidation stage could potentially be 
minimised. It was also observed that COS was formed during the post-reduction stage, which 
could be due to the equilibrium of the reversible gas phase reaction (Equation 6.6 and 
Equation 6.7) , which favoured the direction of COS composition. 
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Figure 6.13 Contribution of  𝑛H2S,t3   𝑛SO2,t3 ,  𝑛SO2,t4 ,  𝑛COS,t3  and   𝑛SO2,t6  to 
𝑛H2S,in for each cycle in experiment T773_300H2S, with an inlet mole fraction of 3 vol % CO, 
15 vol % CO2 and 300 ppm H2S at 773K. 
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Figure 6.14 Contribution of  𝑛H2S,t3   𝑛SO2,t3 ,  𝑛SO2,t4 ,  𝑛COS,t3 ,  𝑛SO2,t6  and  
𝑛COS,t4 to 𝑛H2S,in for each cycle in experiment T923_300H2S, with an inlet mole fraction of 3 
vol % CO, 15 vol % CO2 and 300 ppm H2S at 923K. 
Figure 6.15 shows the concentration profile of sulfur product in the presence of 450 ppm H2S 
at 823K and 923K. As expected, increasing the concentration of H2S resulted in a higher 
concentration for each sulfur product compared to that formed at a lower concentration of 
H2S. The overall trend for each sulfur product, however, was not affected by the increase in 
H2S concentration. 
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Figure 6.15 (a) Cycle 5 of experiment T823_450H2S, with inlet mole fraction of 3 vol % CO, 
15 vol % CO2 and 450 ppm H2S at 823K. (b) Cycle 5 of experiment T923_450H2S, with inlet 
mole fraction of with inlet mole fraction of 3 vol % CO, 15 vol % CO2 and 450 ppm H2S at 
923K. Dashed lines are read off the left-hand axis, and solid lines off the right-hand axis. The 
O2 concentration was not measured but is rather displayed as a step function to indicate the 
fed concentration of O2 during oxidation stage and its duration. (  SO2  H2S  
COS  CO2  CO  O2 ). 
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The yield of sulfur products during the reduction stage at different H2S concentrations at 
823K and 923K are shown in Figure 6.16. Overall, the effect of temperature on yields of 
sulfur product was remained the same for the higher concentration of H2S. At 923K, the yield 
of remaining H2S did not appear to be affected within the range of feed H2S concentrations 
investigated. Increases in the yield of SO2 and yield of FeS were observed with an increasing 
concentration of H2S, with the yield of SO2 at 823K affected the least. On the other hand, the 
yield of COS was observed to decrease with the higher concentration of H2S. The overall 
sulfur balance improved with the increase of H2S concentration, suggesting the gas phase 
reactions were limited at higher concentration of H2S. 
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Figure 6.16 The effect of inlet mole fraction of H2S on the fate of sulfur product during 
reduction cycles at 823K and 923K. (a) H2Syield. (b) SO2yield. (c) FeSyield. (d) COSyield. (e) 
Sulfur balance. The legends in the figures, e.g. T823_300, T823_450, T923_300 and 
T923_450 corresponded to T823_300H2S, T823_450H2S, T923_300H2S and T923_450H2S 
type of experiment, respectively. 
6.3.4 Effect of H2S on the kinetics of reduction from Fe2O3 to Fe3O4 in the mixture of 
CO and CO2. 
For consistency, the maximum rate method, discussed in Chapter 5, was also used in this 
chapter for extracting initial rates. The first order dependence assumed in the kinetic theory in 
Chapter 5 was tested again by varying the inlet CO mole fraction in the presence of H2S at 
823K, whilst keeping the inlet mole fraction of CO2 constant at 15%. As explained in the 
experimental section, the reducing gas mixture was shut down as reduction approached 
completion, in order to remain within the regime where the mechanism of the reaction 
between the solid and sulfur species remained the same. As shown earlier in section 6.4.1, the 
main sulfur product was shifted from SO2 to FeS before and after the completion of the 
reduction, which demonstrated such a regime. The results in section 6.4.2 showed that by 
controlling the time of reduction at different inlet mole fraction of CO, the production of FeS 
was successfully limited, whilst the main sulfur product was SO2 during the reduction. Figure 
6.17 compares the dependence of initial rate on the inlet mole fraction of CO in the presence 
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of H2S to that without the presence of H2S. It could be seen that reduction in the presence of 
H2S still showed a reasonable first order dependence on the inlet mole fraction of CO. This 
suggested that the surface reaction mechanism of the reduction of Fe2O3 to Fe3O4 remained 
unchanged. However, the initial rate (calculated according to the maximum rate method) of 
the reduction measured at all inlet mole fractions of CO in the presence of H2S was lower 
than that without the presence of H2S. 
 
Figure 6.17 Dependence of the initial rate, 𝑟′, on inlet mole fraction of CO in the presence of 
300ppm H2S at 823K. The straight line is the least-squares fit of the average rates of cycles at 
each measured mole fraction of CO with or without H2S. The mole fraction of CO2 was fixed 
at 15 vol. %. The cycles with H2S at 2, 3, 4 and 5 vol % of inlet mole fraction of CO 
corresponded to CCO_2, CCO_3, CCO_4 and CCO_5 type of experiment, respectively. The cycles 
without H2S were taken from Figure 5.10. 
In this chapter, the initially observed rate constant, r’, was re-defined as: 
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𝑟′ = 𝑘0′𝑐CO,P 1
𝑘o′
= 𝑅𝜌Fe2O33𝑘g,CO + 1𝜂co𝑘i′ Equation 6.14 
Here, the 𝑘0′ , is in (m
3/(g.s)) since the density changed during reaction at different conditions. 
Figure 6.18 shows the effect of the time of exposure on 𝑘o′  at 823K. The 𝑘o′  experiment t_0 is 
shown as a baseline. For all the experiments in the presence of H2S, 𝑘o′  increased in the first 5 
cycles, with the rate of increase larger than in those without H2S. 𝑘o′  reached a relatively 
stable value after the fourth cycle in the presence of H2S. 𝑘o′  for t_50 stabilised at a value 
comparable to that for the baseline. Further increasing the time of exposure reduced the value 
of 𝑘o′  at its stable value. As the reduction reaction approached completion after 50 s, it is 
suggested that 𝑘o′  started to be affected when the time of exposure extended to the regime 
where the mechanism of the interaction between H2S and the solid shifted significantly (i.e. 
where FeS rather than SO2 as the main sulfur product). A similar 𝑘o′  was obtained for 
t_180_withoutCO as compared to that for t_180_withCO, suggesting the presence of COS 
after the completion of the reduction did not have a significant effect on 𝑘o′ . 
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Figure 6.18 The effect of the duration of exposure of Fe2O3 to CO and H2S on the initially 
observed rate constant of the reduction of Fe2O3 to Fe3O4 at 823K. See Table 6.2 for type of 
experiment listed in the legend. 
The effect of H2S concentration and temperature of reaction on the initially observed rate 
constant, 𝑘o′ , is shown by plotting 𝑘o′  at different concentrations of H2S in Arrhenius form, 
and compared with the 𝑘o′  without the presence of H2S (Figure 6.19). 𝑘o′  for T773_300H2S 
was not presented here because the initial rates extracted from most of the cycles were close 
to the resolution of the analyser. It was found that at lower temperatures (823-873K), 𝑘o′  
decreased with the increase of the inlet concentration of H2S. However, all 𝑘o′  were found to 
converge at the highest temperature studied (973K) as the apparent activation energy, Eobs, for 
the reduction in the presence of H2S appeared to increase compared with that without the 
presence of H2S.  
 
Figure 6.19 The effect of H2S concentration and temperature of reaction on the initially 
observed rate constant and apparent activation energy of the reduction of Fe2O3 to Fe3O4. The 
with 300ppm H2S data points corresponds to the set of experiments: T823_300H2S, 
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T873_300H2S and T923_300H2S at the indicated cycles. The with 450ppm H2S data points 
corresponds to the set of experiments: T823_450H2S, T873_450H2S and T923_450H2S at the 
indicated cycles. The without H2S data points were taken from Figure 5.17. 
 
To verify the observed increase of apparent activation energy, a Student t-test for comparing 
the significance of the different in the slope between the apparent activation energy obtained 
without the presence of H2S and that with 300 ppm H2S was carried out. Suppose the simple 
linear regression model for the data for each cycle takes the form: 
𝑌 = 𝛼 + 𝛽𝑥 + 𝑒 Equation 6.15 
Where α is the intercept and 𝛽 is the apparent activation energy to be estimated. e is the 
random error associated with Y, with a mean 0. 𝐵 is the least-squares estimation of 𝛽. 
The linear regression model give a distribution of B: 
𝐵~𝒩(𝛽, 𝑆𝑆R(𝑛 − 2)𝑆xx) Equation 6.16 
Here 
𝜎𝐵
2 = 𝑆𝑆R(𝑛 − 2)𝑆xx Equation 6.17 
The sum of squares of residuals, 𝑆𝑆R = ∑ (𝑌i − 𝐴 + 𝐵𝑥i)2𝑛i=1 ; σB2  is the variance of B; and 
𝑆xx = ∑ (𝑥i − 𝑥ı�)2𝑛i=1 .  
Test the null hypothesis 
𝐻0: 𝛽1 = 𝛽2, 𝑖. 𝑒.𝛽1 − 𝛽2 = 0 Equation 6.18 
 Now the Student t statistic with (𝑛1 + 𝑛2 − 4) degrees of freedom could be derived, where 
𝑛1 and 𝑛2 is the number of experimental data points for respective regression line: 
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𝐵1 − 𝐵2
�𝜎𝐵1
2 + 𝜎𝐵22 ~𝑡𝑛1+𝑛2−4 Equation 6.19 
If the null hypothesis is true, then we have  
𝛽1 − 𝛽2~𝒩(0,�𝜎𝐵12 + 𝜎𝐵22 ) Equation 6.20 
Table 6.5 shows the result of the t-test. The null hypothesis is rejected at 10% of significance, 
indicating the apparent activation energy was very likely (>90 %) to increase in the presence 
of H2S. The increase suggested the activation energy for diffusion may be lowered, providing 
that the surface reaction mechanism between Fe2O3 and CO does not change.  
Table 6.5 t-test result for the difference in apparent activation energy (Eobs) for cycle 5 of the 
reduction without the presence of H2S and that for various cycles with the presence of 300 
ppm of H2S at a 90 % confidence. 
Statistical Result Cycle6 Cycle7 Cycle8 Cycle9 Cycle10 
𝐵1 − 𝐵2 (kJ mol
-1) 26.45 20.72 26.78 22.34 19.38 
p-value 0.08 0.08 0.05 0.08 0.09 
Confidence interval 
(kJ mol-1) 24.22 18.97 20.73 20.57 18.38 
Significance Yes Yes Yes Yes Yes 
 
6.3.5 A grain model under chemical reaction control 
6.3.5.1 Theory of the grain model 
To interpret experimental data of the reduction reaction of Fe2O3 with CO in the presence of 
H2S, especially to model the variation of rate with conversion, a structural-based grain model 
based on the work of Sohn and Szekely (Sohn and Szekely, 1972, Sohn and Szekely, 1973) 
was employed. Unlike the shrinking core model (SCM), the model developed for spherical 
particles, the grain model, is based on dimensionless analysis, and could be applied to grains 
of any geometry. The Fe2O3 particle is assumed to be agglomerates of a large number of 
individual grains of similar size and shape, which was confirmed by the SEM analysis of the 
particles (Chapter 5, section 5.4.3).  The analysis in Chapter 5, section 5.4.4 has demonstrated 
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that the reduction of Fe2O3 to Fe3O4 with CO has a very high effectiveness factor, especially 
at lower temperatures (η𝑐𝑜 ≈ 0.9  at 823K) within the particle size range investigated. 
Therefore, it is reasonable to assume that the reaction is under chemical reaction control 
(diffusion of CO through the porous network among the grains provides negligible 
resistance), and the porous solid particles react uniformly, i.e., there was no concentration 
gradient of CO across the particles (Figure 6.20). Furthermore, it was assumed the reaction is 
an irreversible first-order reaction. Similar to the model of Szekely et al. (1973) for reduction 
of nickel oxide particles, it is assumed there is negligible resistance to the diffusion of CO 
through the product layer of individual grain and structural change of iron oxide during 
reaction is neglected. (This is only considered to be true in later reduction cycles when the 
porosity of the particles were fully developed.) A detailed description of the model for porous 
solid particles under chemical reaction control is presented below. 
 
Figure 6.20 A representation of the grain model when the porous solid react uniformly under 
chemical reaction control (Szekely et al., 1976). 
The surface chemical reaction of the reduction can be expressed as  
𝑟" = 𝑘i′′𝐶CO,R Equation 6.21 
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where 𝑟" is the rate of reaction per unit surface area of the grains, 𝑘i′′ is the intrinsic rate 
constant in m/s, 𝐶CO,R is the concentration of CO at the reaction surface. In the absence of 
mass transfer resistance, the concentration of CO on the surface of the grain can be assumed 
to be the same as the concentration of CO in the bulk phase, i.e., 𝐶CO,R = 𝐶CO,p.  r" can also be equated to the rate of Fe2O3 disappearing: 
𝑟" = 1/3𝜌𝑠 𝑑𝑟g𝑑𝑡  
 
Equation 6.22 
𝜌𝑠 is the molar density of Fe2O3, 𝑟g is the distance perpendicular to the grain surface of Fe2O3.  
Now introducing dimensionless distance, 𝜉 and time, 𝑡∗ 
𝜉 = 𝐴g
𝐹g𝑉g
𝑟g Equation 6.23 
𝑡∗ = 3𝑘𝑖′′
𝜌𝑠
𝐴g
𝐹g𝑉g
𝐶CO,p𝑡 Equation 6.24 
Where 𝐴g and 𝑉g are the surface area and volume of the grain. 𝐹g is the grain shape factor. It 
is an important factor for generalizing the study of grains with different geometry. Regular 
geometries such as flat plates, cylinders and spheres have  𝐹g value of 1, 2 and 3 respectively. 
Combining Equation 6.21and Equation 6.22, and rearranging in dimensionless form, 
𝑑𝜉
𝑑𝑡
= −1 Equation 6.25 
Equation 6.25 could be easily integrated under boundary condition 𝜉 = 1  at 𝑡∗ = 0 . The 
physically meaningful part of the solution to the differential equation is 
𝜉 = 1 − 𝑡∗ for 𝑡∗ ≤ 1 Equation 6.26 
Given that the overall conversion of the Fe2O3, X 
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𝑋 = 1 − 𝜉𝐹g  Equation 6.27 
The relationship between the dimensionless time and conversion can therefore be obtained 
for any grain geometry 
t∗ = 3𝑘i′′
𝜌𝑠
𝐶CO,p 𝐴g𝐹g𝑉g t = 1 − (1 − X)1 𝐹g⁄  Equation 6.28 
The time for completion of the reaction, 𝑡𝜏, is therefore 
t𝜏 = 𝜌𝑠 (𝐹g𝑉g𝐴g )3𝑘i′′𝐶CO,p Equation 6.29 
Therefore, from combining Equation 6.28 and Equation 6.29: For uniformly reacting particle 
of any geometry under the condition of chemical reaction control 
𝑡
𝑡𝜏
= 1 − (1 − 𝑋)1 𝐹g⁄  Equation 6.30 
Defining 
𝑋 = 𝑁ȯ − ?̇?
𝑁ȯ
 Equation 6.31 
where 𝑁ȯ and ?̇? are the initial number of moles per gram of Fe2O3 and disappearing number 
of moles per gram of Fe2O3. 
Combining Equation 6.30and Equation 6.31, and rearranging yields 
?̇? = 𝑁ȯ �1 − 𝑡𝑡𝜏�𝐹g  Equation 6.32 
Differentiating Equation 6.32 with respect to t: 
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−
𝑑?̇?
𝑑𝑡
= 𝑁ȯ𝐹g
𝑡𝜏
(1 − 𝑡
𝑡𝜏
)𝐹g−1 Equation 6.33 
Combining Equation 6.33, Equation 6.29 and Equation 6.30, the relationship between the rate 
of reaction, 𝑟′ and the conversion can be derived 
r′ = − dṄ3dt = 𝑘i′CCO,p(1 − X)Fg−1Fg  Equation 6.34 
Here 𝑘i′ is fitted intrinsic rate constant in m
3/(g s). As the reduction reaction generally shows 
a very high effectiveness factor (Chapter 5), 𝑘o′  could be used as an approximate to 𝑘i′ in the 
model. Equation 6.34 shows the reason dimensionless analysis was used. The rate of the 
reaction now could be related to particles with any shape factor. Therefore, the potential 
change of the grain structure after the reduction reaction of Fe2O3 with CO in the presence of 
H2S can now be explored. 
6.3.5.1 Results 
Figure 6.21(a) shows that the exposure time had a big impact on 𝑘’ at 823K. It could also be 
observed that 𝑘’  for different exposure times, i.e., t_50 and t_180_withCO shows very 
different behaviour as a function of conversion. Compared to 𝑘’  for t_0, 𝑘’  for 
t_180_withCO were generally much lower, and diminished at lower conversion. Unlike 
those, 𝑘’ for t_50 shows two distinctive stages. In the first stage, 𝑘’ quickly decreased 
from values comparable to t_0 to values similar t_180_withCO. In the second stage, 𝑘’ 
followed the trend of t_180_withCO versus conversion, and reached a higher conversion 
compared with t_180_withCO. Figure 6.21(b) compares t_50 with t_60. It was observed that 
the transition between the two stages happened at earlier conversion for the longer time of 
exposure, which may suggest that at a certain time of exposure, the first stage would 
eventually disappear, resulting in similar trend of 𝑘’ as in t_180_withCO.  
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Figure 6.21 Rate constant, 𝑘’ versus Fe2O3 conversion, X, for cycle 5 for different times of 
exposure at 823K. (a) Comparison of 𝑘’ without the presence of H2S and 𝑘’ with the presence 
of H2S for different exposure times. (b) Comparison between t_50 and t_60. The lines 
represent least square fits to each set of data. 
 
Figure 6.22 Rate constant, 𝑘’ versus conversion, X, for cycle 5 at different concentration of 
H2S at higher temperatures (873-923K). H2S concentration did not affect the trend of 𝑘’ 
against X significantly. The overall trends at higher temperatures were similar to that for t_0, 
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and there was not sudden change of slope observed at early conversion as that observed in 
Figure 6.21(b). 
It could be seen from Figure 6.21 and Figure 6.22 that the reduction never achieved full 
conversion. This indicates that some of the grains may never react. One possible explanation 
is that some grains were in the centre of particle where no porous network existed, and 
therefore they could not be assessed by CO molecules. As a result, a factor  
𝑋𝑡𝜏 was defined as the total conversion at which complete reaction of accessible grains was 
achieved. The factor is introduced to normalised conversion in Equation 6.34, and the model 
equation for the variation of reaction rate with conversion of a particle as a whole becomes: 
𝑟′ = − 𝑑?̇?3𝑑𝑡 = 𝑘i′𝐶CO,p(1 − 𝑋𝑋𝑡𝜏)𝐹g−1𝐹g  Equation 6.35 
By fitting linear regression line of ln (𝑟′) versus ln(1 − 𝑋
𝑋𝑡𝜏
), 𝑘i′  and 𝐹g  could be found for 
each set of the data. The results of the fitted parameters for experiments with different times 
of exposure at 823K are shown in Table 6.6. For t_50 and t_60, the model was fitted to the 
two distinctive stages respectively as the transition suggested a change of reaction behaviour 
for the grains.  
Table 6.6 Fitted parameters for the grain model under chemical reaction control for 
experiments with different times of exposure.  
  
t_0 
t_50 t_60 
t_180_withCO 
  Stage1 Stage2 Stage1 Stage2 ki′ 217 269 117 297 102 113 Xtτ 0.85 0.35 0.85 0.2 0.85 0.63 Fg 1.79 3.13 1.54 2.86 1.79 1.49 (Fg − 1)/Fg 0.44 0.68 0.35 0.65 0.44 0.33 
 
The results of fitting r′ against X for different times of exposure at 823K were shown in 
Figure 6.23. It could be seen that the model equation could be used to describe the variation 
of r′ against conversion satisfactorily. The rising rate at the initial conversion was due to the 
artefact of the experiment, i.e., the imperfect step function of the concentration change, which 
is difficult to be take into consideration in a model. This was accounted for in this model by 
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including the same artefact, using the measured concentration during the initial phase. The 
fitted ki′ for t_0 was closed to 𝑘o′  (𝑘o′ = 220 × 10−6 m3/(g s)) measured for cycle 5 of  t_0. 
The fitted ki′ for stage 1 of t_50 and t_60, however, has a value close to the average value of  
𝑘i
′ (ko′ = 291 × 10−6 m3/(g s)) recovered from 𝑘𝑜′  measured for cycle 5 of t_0. The fitted ki′ 
for stage2 of t_50 and t_60 was similar to that for t_180_withCO, which has a value close to 
its ko′  (ko′ = 104 × 10−6 m3/(g s)) in cycle 5.  It was also noticed that the shape factor in 
Table 6.6 varied for the reduction of particles at different times of exposure. The shape factor 
for t_0, stage 2 of t_50 and t_60, and t_180_withCO was between flat plates and cylinders 
according to the model. The shape factor for stage 1 of t_50 and t_60, however, has a value 
close to spheres. 
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Figure 6.23 Plot of rate, r’, against Fe2O3 conversion, X, for cycle 5 at different times of 
exposure of Fe2O3 to CO and H2S at 823K. The solid line represents the fit of the grain model 
under chemical reaction control. 
Table 6.7 listed the results of the fitted parameters for experiments at higher temperatures 
(873K and 923K) with different concentrations of H2S. The results of fitting 𝑟′ against 𝑋 data 
for those experiments were shown in Figure 6.24. It can be seen that with the fitted 
parameters, the model described the experimental data satisfactorily at the range of 
temperatures and concentrations of H2S investigated. The shape factors at the two 
temperatures with different concentration of H2S were all found to be close to the shape 
factor of long cylinders. 
Table 6.7 Fitted parameters for the grain model under chemical reaction control for 
experiments at different temperatures with different H2S concentrations. 
  
T873_300H2S T923_300H2S T873_450H2S T923_450H2S 
  
𝑘i
′ 328 607 302 620 
𝑋𝑡𝜏 0.75 0.9 0.85 0.85 
𝐹g 2.38 2.04 2.22 2.08 (𝐹g − 1)/𝐹g 0.58 0.51 0.55 0.52 
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Figure 6.24 Plot of rate, r’, against conversion, X, at different concentration of H2S at higher 
temperatures (873-923K). The solid line represents the fit of the grain model under chemical 
reaction control. 
6.3.6 Characterisation of Fe2O3 particle after multi-cycle chemical looping combustion 
with CO and CO2 mixture in the presence of H2S 
This section shows the results of pore volume and pore size distribution measurements of 
Fe2O3 particle CLC looping cycles in the presence of H2S by a pycnometer (Micrometritics, 
AccuPyc 1330). The porosity was determined by pores in the 10 𝑛𝑚 to 10 𝜇𝑚 range. BET 
surface areas, and Barrett-Joyner-Halenda (BJH) micro-pore volume analysis were measured 
using an automated gas adsorption analyser (Micrometritics, Tristar 3000). 
Figure 6.25 shows the result of micro-pore size distribution (less than 200 𝑛𝑚 ) of the Fe2O3 
particles with different times of exposure to CO and H2S in the reduction cycles, and 
compares with the results from fresh Fe2O3 particles and Fe2O3 samples from the baseline 
experiment t_0 (without the presence of H2S in the reduction cycle). All measurements were 
collected after the tenth cycle. A single peak distribution was observed for all samples. It 
could be seen that the reacted samples had a significant increase of pore volume with pores 
larger than 20 nm. With the presence of H2S, the peak pore volume increased. Shorter time of 
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exposure (t_60) gave a narrower distribution of pore sizes compared with other reacted 
samples, concentrating at higher size range of pores (30-100 nm). Increasing the time of 
exposure from 60 seconds to 180 seconds saw the pore size distribution widen with an 
increase of the pore volume at lower size range of pores (5-50 nm) and a slight shift of the 
peak volume pore size to the right. Comparing t_180_withCO with t_180_withoutCO, the 
latter shows an increase in pore size at the higher size range of pores with a higher peak 
volume, but an increase of pore volume at the lower size range of pores was not observed. 
 
Figure 6.25 BJH analysis for fresh Fe2O3, Fe2O3 reacted with CO (t_0) at 823K, and Fe2O3 
exposed to CO and H2S for various time at 823K. All reacted samples’ measurements were 
collected after ten redox cycles. 
Figure 6.26 shows the total pore size distribution of Fe2O3 determined by the pcycnometer for 
fresh Fe2O3, t_0 after the fifth cycle and t_60 after the tenth cycle. Comparison between the 
t_0 and t_60 data should be compared with caution since they were collected after different 
cycles; however, it is expected that the change of pore structure happened in the first two or 
three cycles for t_0, after which 𝑘𝑜′  for t_0 became stable, and minimal variation of structure 
is expected between cycles.  It was found that the fine pores (the narrow peak at around 
0.1 µm) of fresh Fe2O3 particles was lowered significantly for reacted samples both with or 
without the presence of H2S, suggesting a loss of the fine pores upon reaction. A wide 
distribution of pores across two orders of magnitude (from 0.1-10 μm) was found for both 
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of the reacted samples. The pore volume of t_60 shows a bimodal distribution centred at 
approximately 0.1 μm  and 5 μm, respectively. It also decreased much more quickly after 
reaching the peak at around 0.1 μm than that of t_0, but it created more peaks in the 0.5 to 2 
μm range. Also, t_60 created more pores at the regime larger than 3 μm, which may 
suggeste that more cracks were formed in the particles. 
 
Figure 6.26 Pore size distribution of fresh Fe2O3, Fe2O3 reacted with CO (t_0) at 823K, and 
Fe2O3 exposed to CO and H2S for 60 seconds (t_60) at 823K. t_0 here was collected after 
five redox cycles, and t_60 was collected after ten redox cycles. 
Figure 6.27 compares the pore size distribution of t_60 with that of t_180_withoutCO, the 
latter feeding H2S for an extra 120 seconds after the completion of reduction. The result 
shows that the major influence of the extra input of H2S was to shift the pore size distribution 
to the right (creating slightly larger pores), and also a collapse in the volume of pores in the 
0.5 to 1 μm range. However, repeat of the measurement may be needed to determine the 
instrument error. 
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Figure 6.27 Pore size distribution of Fe2O3 exposed to CO and H2S for 60 seconds (t_60) at 
823K, and Fe2O3 exposed to CO and H2S for 180 seconds with the post-reduction stage 
without the presence of CO (t_180_withoutCO). All samples collected after ten redox cycles.  
Table 6.8 lists the surface area, pore volume and porosity of the samples discussed above. It 
was found that whilst the small pore volume increased with increasing time of exposing 
Fe2O3 to H2S, the total pore volume did not change much with the addition of H2S, and 
therefore neither did the porosity. The BET surface area of the Fe2O3 increased with the 
addition of H2S, and also increased with the time that Fe2O3 was exposed to CO and H2S 
(from 1.3 m2/g of t_60 to 2.1 m2/g of t_180_withCO). However, the trend in change of BET 
surface area may be misleading as the relative error of the measurement could be large 
because of the overall low BET surface area of the particles. 
 
 
Table 6.8 Surface area, pore volume and porosity data for fresh Fe2O3, Fe2O3 reacted with 
CO (t_0) at 823K, and Fe2O3 exposed to CO and H2S for various time at 823K. t_0 here was 
collected after five redox cycles, and rest of the reacted samples were collected after ten 
redox cycles. 
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  Fresh Fe2O3 t_0 t_60 t_180_withCO t_180_withoutCO 
BET Surface 
area (m2/g) 1.0 0.8 1.3 2.1 1.4 
BJH micro-pore 
volume (cm3/g) 
(<200 nm) 
0.009 0.014 0.017 0.023 0.025 
Average small 
pore diameter 
(nm) 
37 62 54 40 57 
Total pore 
volume (cm3/g) 0.057 0.090 0.098 - 0.096 
Porosity (%) 
(10 nm-10 µm) 0.23 0.31 0.33 - 0.33 
 
The influence of temperature and concentration of H2S on the micro-pore size distribution is 
shown in Figure 6.28. It can be clearly seen that micro-pore volume increased with increasing 
H2S concentration. This finding is consistent with the earlier observation that micro-pore 
volume increased with the time of Fe2O3 exposure to H2S, suggesting one of the effects of the 
addition of H2S was the influence on the pore structure of Fe2O3 by increasing the volume of 
micro-pores.  On the other hand, the increase of temperature narrowed the distribution of the 
micro-pores, with a decrease in the overall volume of the pores smaller than the peak volume 
pore size of around 100 nm. 
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Figure 6.28 BJH analysis of Fe2O3 reacted with CO in the presence of H2S at different 
temperatures and concentrations of H2S. All samples were collected after ten redox cycles. 
The influence of temperature and concentration of H2S on total pore size distribution is 
presented in Figure 6.29. The total pore size distribution for all samples is bimodal, with one 
peak at a lower size range of 0.05 to 1μm, and the other peak at a higher size range of 0.5 to 
10 μm. For samples at 773K and 823K, the peak of the pore volume at the lower size range 
is at 0.1 μm. Apart from the sharp peak at around 10 μm, which may be cracks formed 
upon reaction, the sample T773_300H2S has all its porosity concentrated at the narrow peak 
at the lower size range centred at around 0.1 μm, and spans from 0.05-0.3 μm . When the 
temperature was increased from 773K to 823K, the peak at the lower size range was 
decreased, i.e. the pore volume at the size range decreased, with a development of a wide 
range of pores ranging from 0.3-10 micrometres. The development of this wide range of 
pores is thought to be the key for maintaining the reactivity of the reduction of Fe2O3. When 
the temperature was further increased to 923 K, the peak of pore volume at the lower size 
range shifted greatly to around 0.3 µm and the peak became wider, covering the size range of 
0.1-1 µm. The peak of pore volume at the higher size range was also increased and widened 
at 923 K compared with those at lower temperatures. The effect of increasing the 
concentration of H2S on the total pore size distribution was similar to that for the micro-
pores. With higher concentration of H2S, the shape of the distributions and position of the 
peak were maintained, but the pore volume of each peak was increased.  
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Figure 6.29 Pore size distribution of Fe2O3 reacted with CO in the presence H2S at different 
temperatures and concentrations of H2S. All samples were collected after ten redox cycles. 
Table 6.9 is the list of surface area, pore volume and porosity for Fe2O3 with CO in the 
presence of H2S at different temperatures and H2S concentrations. The BET surface area of 
Fe2O3 was found to decrease quickly with temperature, and it also decreased with increasing 
concentration of H2S at higher temperatures (923K). The lowest BET surface area was found 
for sample T923_450H2S (0.4 m2 g-1). The BJH micro-pore volume was consistent with the 
analysis made earlier (Figure 6.28), suggesting a decrease of micro-pore volume with 
decreasing concentration of H2S, and with lowering temperatures. The total porosity was only 
increased noticeably with an increase of temperature. 
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Table 6.9 Surface area, pore volume and porosity data for Fe2O3 reacted with CO in the 
presence H2S at different temperatures and concentrations of H2S. All samples were collected 
after ten redox cycles. 
  T773_300H2S 
T823_300
H2S 
T923_300
H2S 
T823_450
H2S 
T923_450
H2S 
BET Surface area  
/ m2 g-1 - 1.3 0.8 1.4 0.4 
BJH Small pore volume 
(<200 nm) 
/ cm3 g-1 
- 0.017 0.015 0.023 0.014 
Average small pore 
diameter /nm - 54 80 55 77 
Total pore volume (10 
nm-10 μm) 
/ cm3 g-1 
0.071 0.098 0.135 0.097 0.163 
Porosity / % 0.26 0.33 0.41 0.33 0.45 
 
SEM was used to image the change of surface morphology after subjecting Fe2O3 to chemical 
looping with the presence of H2S in the reduction cycle. The morphology change of Fe2O3 
particles after being exposed to H2S for various times was significant (Figure 6.30). For the 
reacted Fe2O3 particle without the presence of H2S (t_0), the reacted particles maintained the 
original size of the fine grains at the surface (Figure 6.30(a) and Figure 6.30(b)). At t_50, 
some of the surface was smoothed (Figure 6.30(c)), and it was found that some of the fine 
grains were lost by agglomerating together, and their boundaries became ambiguous (Figure 
6.30(d)). When further increasing the time of exposure (t_180_withCO), almost all fine 
grains were lost on the particle surface as grains agglomerated and grew in size, and the 
surface was smoothed significantly (Figure 6.30(e) and Figure 6.30(f)). For the 
t_180_withoutCO, the surface lost its fine structure completely, as larger grains ‘dissolved’ 
into each other. 
Figure 6.31 is the SEM images of Fe2O3 particles reacted at different temperatures and 
concentrations of H2S. When the temperature was increased to 823 K to 923 K, it was found 
that the overall effect of temperature was to ‘regulate’ the direction and size of the growth of 
grains. As a result, the area observed in T823_300H2S and T823_450H2S that agglomerated 
(Figure 6.31 (a), (b), (e) and (f)) became segregated and elongated in shape with clear 
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boundaries in T923_300H2S, T873_450H2S and T923_450H2S (Figure 6.31 (c), (d), (g), (h), 
(i) and (j)), leaving larger pores among them. At higher concentration of H2S (450 ppm) 
(Figure 6.31 (g), (h) and (j)), the grains of the particles grew larger compared to those at 
lower concentration of H2S (Figure 6.31 (b) and (d)). This resulted in a more porous structure 
because of the expansion of the volume-to-surface ratio of the pores (increase of average pore 
diameter). 
 
 
 
 
 
200 
 
 
 
    
     
Figure 6.30 SEM images of Fe2O3 exposed to CO and H2S for various times at 823K. All samples were collected after ten redox cycles.  t_0: (a) 
and (b). t_50: (c) and (d). t_180_withCO: (e) and (f). t_180_withoutCO: (g) and (h). 
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Figure 6.31 SEM images of Fe2O3 reacted with CO in the presence H2S at different temperature and concentrations of H2S. All samples were 
collected after ten redox cycles.  T823_300H2S: (a) and (b). T923_300H2S: (c) and (d). T823_450H2S: (e) and (f). T873_450H2S: (g) and (h). 
T923_450H2S: (i) and (j). 
(e) 
(f) 
(g) 
(h) 
(i) 
(j) 
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6.4 Discussion 
To understand the overall mechanism of reduction of Fe2O3 to Fe3O4 in the presence of H2S, 
this discussion treats the interface of the gas environment and surface of Fe2O3 particle as a 
micro-system (Figure 6.32). When the oxygen potential, represented by PCO/PCO2, is relatively 
fixed, the phase in equilibrium in the micro-system is controlled by the sulfur potential (µS2) 
on the surface of Fe2O3, represented by PS2 or PH2S/PH2 , which dictates the 
thermodynamically favourable reactions that happen between Fe2O3, CO and H2S (Appendix 
B, Figure B-3). Initially, reduction of Fe2O3 by CO makes the environment more oxidising. 
As a result, SO2 forms as a sulfur product, which in turn reduces the overall sulfur potential.   
Now the system could be seen as a more oxidising environment with a low sulfur potential. 
According to the stability diagram (Appendix B, Figure B-3), iron sulphide formation is not 
thermodynamically favourable at this condition, and Fe3O4 is the only stable phase. The gas 
phase sulfur products, primarily SO2, are the main sulfur products, as suggested in the 
experimental results. At this stage, Equation 6.1 is dominant. As the reduction reaction of 
Fe2O3 with CO proceeds, the environment starts to be more reducing, with µS2 continuing to 
increase as the environment becomes less favourable for SO2 formation, leading the system 
to move up the left in Figure B-3. At a certain stage during the reduction the µS2 crosses the 
equilibrium boundary and the formation of FeS become favourable. At this stage H2S start to 
react with Fe2O3 to form FeS as the main product, and Equation 6.2 becomes dominant. This 
explains the experimental observation that sulfur product distribution depends on the time of 
the reduction, i.e. the kinetics of the reduction of Fe2O3. Temperature, the partial pressure of 
H2S and the partial pressure of CO also affect the thermodynamic equilibrium of the reaction 
of H2S. For example, at higher temperatures, the transition between Equation 6.1 and 
Equation 6.2 happens at an earlier stage in the reduction because the equilibrium boundary is 
crossed at higher µO2 (Appendix B, Figure B-3).The fact that the rate of reduction of Fe2O3 is 
faster at higher temperatures also accelerates the transition. This results in the experimental 
observation that the yield of FeS increases whilst that of SO2 decreases at higher temperature, 
as shown in Figure 6.12.   
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Figure 6.32 Mechanism of Fe2O3 reduction with CO and CO2 mixture in the presence of H2S 
The kinetics of the reduction of Fe2O3 to Fe3O4 was, in turn, affected by the addition of H2S, 
as demonstrated in section 6.3.4. Figure 6.18 seemed to suggest that 𝑘o′  started to be affected 
only when the time of exposure extended to the point at which the mechanism of the 
interaction between H2S and the solid shifted to FeS as a main product rather than SO2. 
However, Figure 6.19 shows that 𝑘o′  was comparable with the case without the addition of 
H2S at 923 K, at which temperature the yield of FeS significantly increased, suggesting that 
the effect on the kinetics of the reduction is at least not solely affected by the formation of 
FeS. Furthermore, it was observed that 𝑘o′  increased with cycle number until it became 
relatively constant after the fourth cycle. It may be deduced that the competitive adsorption of 
H2S onto the surface of Fe2O3 is not ‘poisoning’ the active sites and reducing the rate of 
reduction at lower temperatures because it is unlikely that the adsorption effect would change 
with number of cycles. Those observations led to the most possible conclusion that the effects 
on the reduction kinetics are caused by the structural change of Fe2O3 particles that is 
imposed by the reaction between H2S and Fe2O3. 
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The structural change of Fe2O3 particles could be revealed by the fitted grain model and the 
results of characterisation of the reacted Fe2O3 particles. As discussed in section 6.3.5.1, the 
grain model could be applied to grains with any geometry. By fitting the experimental data, 
the grain shape factor was derived. Table 6.6 fits the fifth cycle of reduction at different 
exposure times to H2S with the model. The result showed that the reduction without the 
addition of H2S (t_0) had a shape factor between flat plates and cylinders. In the reduction in 
the presence of H2S with exposure time of 50 seconds (t_50) and 60 seconds (t_60), the 
reactions had two distinctive stages, with shape factors that are close to spheres for stage 1 
and between flat plates and cylinders for stage 2. The experiments with exposure time of 180 
seconds gave similar shapes factor for stage 2 as well. Those results indicated possible 
change of grain structure of the Fe2O3 particle during the first four cycles before it stabilised. 
The hypothesis is supported by the result of particle characterisation in section 6.3.6. 
Comparing the total pore size distribution of t_60 with that of t_0 showed that the collapse in 
the total volume of smaller pores at the range of 0.1-0.5 μm and the formation of pores at 
the range of 0.5-2 μm. This may be caused by the transition from the original irregular 
grains to spherical grains which shrink in volume. The volume of the pores in the range of 
0.5-2 μm  collapsed again, as the shape factor changed back to between flat plates and 
cylinders. This is suspected to be caused by the formation of FeS during reduction, which is 
released as SO2 upon oxidation. The reactive sintering in this process led to the formation of 
larger grains. The sintering process for experiments with exposure time of 180 seconds was 
supported by the SEM images in Figure 6.30. The sintering into larger grains could have 
lowered 𝑘o′  and therefore 𝑘′ of the reduction reaction because the average pore size would 
decrease as space is occupied, leading to an increase the diffusional resistance compared to 
the chemical reaction resistance.  
Table 6.7 shows that at higher temperature (873 K and 923 K) the shape factor of the grains 
became elongated, closing to cylinders. This was visually confirmed in Figure 6.31 for the 
cases at 873 K and 923 K. It was also observed that pores were created among the grains, 
which was proven by the total pore size distribution in Figure 6.29 that there was a growth in 
pores in the range of 0.1-1µm  which could be important for reducing the diffusional 
resistance. The increase in total pore volume and the decrease in surface area at 923 K 
(Figure 6.27) also suggested that there was a large increase in average pore size compared 
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with that at 823 K. Therefore, it is argued that higher temperature regulated the reactive 
sintering between H2S and Fe2O3 so that the agglomeration of grains is restricted to prevent 
the reduction in the average pore size for gas to diffuse (supported by Figure 6.29 and Table 
6.9), leading to a comparable 𝑘o′  with that without the presence of H2S. 
6.5 Conclusion remarks 
This chapter reported results of an investigation of the fate and effect of H2S on the reduction 
of Fe2O3 (300-425 𝜇𝑚) to Fe3O4 by CO during CLC looping cycles in spouted bed reactor 
with quartz reactor internals fluidised with acid treated, calcined sand. The reduction reaction 
was studied at a temperature range of 773-923 K at atmospheric pressure in the presence of 
300-425 ppm H2S for 10 cycles. Some important conclusions were reached: 
• It was showed that the main sulfur products in the looping system are: H2S, SO2, COS 
and FeS at the experimental conditions investigated. A closed sulfur balance (within 
experimental errors) was found at 823 K with 5 % CO, 15 % CO2 and 300 ppm H2S.  
• The composition of sulfur products were found to be changed with time of exposure 
Fe2O3 to Fe3O4, partial pressure of CO and temperatures. The sulfur balance was 
found to decrease with increasing temperature, or with decreasing the partial pressure 
of CO. This is due to formation of sulfur products such as CS2, S or Fe2(SO4)3 (the 
sulphate, however, is unlikely to form under such conditions according to Figure B-3) 
that could not be measured online using available techniques. 
• The sulfidation reaction between Fe2O3 and FeS was found to be nearly reversible, 
with formed FeS released subsequently as SO2 upon oxidation during the post 
reduction stage and the oxidation stage. 
• There are two major mechanisms of reactions between H2S and Fe2O3: (1) production 
of SO2 as a main sulfur product, (2) production of FeS as a main sulfur product. 
Which of the mechanisms was dominant was found to depend on the thermodynamic 
potentials such as the oxygen potential (µO2), sulfur potential (µS2), temperature and 
pressure  
• The observed rate constants of Fe2O3 to Fe3O4 were found to be adversely affected by 
prolonging the addition of H2S after the completion of the reduction of Fe2O3, or 
increase the partial pressure of H2S, i.e. when the mechanism of FeS formation 
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became increasingly dominant. The adverse effect was found to be diminished by 
increasing the temperature to 923 K, and also restricted the exposure time of Fe2O3 to 
H2S at the vicinity of the completion of reduction. 
• A mathematical model based on grain model under chemical reaction control was 
used to describe the relationship between rate of the reduction and the extent of the 
reaction in the presence of sulfur satisfactorily.    
• The results of surface area, pore size distribution and porosity showed that the overall 
effect of exposing Fe2O3 to H2S and CO at 823 K was that it led to increased surface 
area of the Fe2O3 particles, whist the total porosity remained largely unchanged. This 
was possibly as a result of the agglomeration of individual grains into larger lumps, 
which was confirmed by observing the morphology of the particles using SEM.  
When increasing the partial pressure of H2S, the shape of the pore size distributions 
and position of the peak were maintained, but the pore volume of each peak was 
increased. The surface area did not alter much at lower temperature (823 K) when the 
partial pressure of H2S increased from 300 ppm to 450 ppm, but it was halved at 
higher temperature (923 K) after the same increase of partial pressure of H2S. The 
temperature increase also resulted in an increase of total porosity from 0.33 to 0.41, 
and from 0.33 to 0.45 with 300ppm, and with 450ppm, respectively. It was also 
observed by SEM that the increase of temperature limited the degree of 
agglomeration of grains, and the grains became segregated and elongated in shape 
with clearer boundaries. 
• Judging from the results of product characterisation and the fitted shape factor for the 
grain model, the effect of the H2S on the kinetics of the reduction was found to be the 
structural change of Fe2O3 particles that is imposed by the reaction between H2S and 
Fe2O3.  The structural change of the particle was expected to be stabilised after 4-5 
cycles as the initial observed rate constants became relatively constant. Higher 
temperature could regulate the reactive sintering between H2S and Fe2O3 so that the 
agglomeration of grains was restricted to preventing the reduction in the average pore 
size for gas to diffuse. Therefore, comparable initial observed rate constants were 
found at 923K with or without the presence of H2S. 
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 Conclusion and future works Chapter 7
Chemical looping combustion provides a promising alternative to producing power from 
solid fuel with intrinsic separation of CO2 and N2 from the air used for oxidation during 
combustion of solid fuels. One important challenge for applying the CLC process to solid 
fuels (coal and biomass) is the lack of knowledge on the impact of impurities that are 
generated during gasification of solid fuel on the chemical looping system. H2S is one of the 
most important impurities expected to be involved in the complex gas-gas and gas-solid 
reaction in chemical looping cycles; producing gas-phase sulfur species that could potentially 
exhaust from both fuel and air reactors. Introduction of H2S into the system may also 
adversely affect the performance and durability of oxygen carriers. In this work, a new 
spouted bed reactor was designed and constructed for the study of solid-looping kinetics, and 
was modified to study the effects of adding trace sulfur species into a kinetically controlled 
system. It also highlights the importance of a direct and detailed study of interactions 
between H2S and iron oxide based oxygen carriers under the conditions of chemical looping 
combustion using the spouted bed reactor. 
7.1 Development of a laboratory scale fluidised bed system 
A newly designed spouted (fluidised) bed reactor for studying the gas-solid kinetics between 
metal oxide and fuel gas in a cycling manner (repeated reduction and oxidation of the metal 
oxide by fuel gas) was successfully constructed.  The method of feeding provides an easy and 
controlled way of feeding materials into a sealed reactor, and presents an opportunity for 
kinetics analysis for systems that require chemical looping particles to rapidly reach 
isothermal conditions. The reactor was designed to operate at pressures up to 30 bar at 1000 
oC. A hot rod reactor controller was constructed, which offered online data acquisition, 
automatic control of gas switching and PID temperature control with safety features. These 
functions were realised by self-written program with Agilent VEE™ Pro 7.0 for the process 
controller. 
7.2 Modification of the internal assemblies of the fluidised bed system 
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Using the original reactor assembly, loss of H2S input at high temperature under a reducing 
environment (with CO and CO2) was observed with the reactor fluidised with a bed of 
“standard” sand. Therefore, different reactor internals and sand material were quantitatively 
compared for their ability to minimise the loss of H2S. This led to two important conclusions: 
1) the reactor internals and iron-rich impurities reacted with H2S to form sulfides and 
potentially catalysed the formation of COS, 2) by using the configuration of quartz reactor 
internals, together with acid-washed, calcined sand, the loss of H2S was significantly reduced, 
with any unavoidable loss due to the formation of COS under the reducing condition. These 
changes meant that it was possible to successfully analyse the fate of sulfur in the system. 
7.3 Describe mathematically the intrinsic kinetics of the reduction reaction 
of iron (III) oxide with a fuel gas mixture of CO and CO2. 
Firstly, the cross flow factor, 𝑋𝑓, which characterises the gas exchange efficiency between the 
bubble phase and particulate phase, was estimated experimentally based on the two phase 
model for a bubbling fluidised bed. Large value of 𝑋𝑓  were comparable with theoretical 
prediction using the Kunii and Levenspiel (1990) model was found, indicating the bed could 
be reasonably assumed to be a well-mixed reactor when the mass of Fe2O3 was smaller than 1 
g. 
Based on this assumption of the well-mixed bed model, kinetics of the reduction of Fe2O3 to 
Fe3O4 with a CO/CO2 mixture under isothermal condition were investigated for multiple 
cycles at a temperature range of 723 K – 973 K and atmospheric pressure.  The initial rate 
estimated from maximum value of rates agreed well with the initial rate reported in literature, 
and the first order dependence of the rate on [CO] was satisfied. Rate constants for all cycles 
were rapidly obtained with a maximum at very low conversion, and maintained the maximum 
until a certain conversion was attained.  
The particles before and after 5 cycles of reduction and oxidation reactions with a CO/CO2 
mixture were characterised using mercury intrusion porosimetry. It was found that some of 
the fine pore structures for the fresh particles was lost and shifted to a much wider 
distribution of pores after cycling. Furthermore, a growth of porous network at larger pore 
sizes that may interconnect with fine pores on the particle surface was also observed. 
Therefore, it provides strong evidence that the particles experienced a growth of pore 
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structure during cycling which provides routes for greater CO diffusion. Porosity and surface 
area measured after the fifth cycle were used for developing the mathematical model that 
could describe the intrinsic kinetic study the reduction process.  
The intrinsic rate constant 𝑘𝑖 was determined for particles of different size distributions. The 
effectiveness factor, 𝜂co, was calculated for particle size of >300 µm – 425 µm. A high 
effectiveness factor (0.89 at 823 K) was estimated, which suggested that particles of this size 
range was mainly under chemical reaction control. The activation energy and pre-exponential 
factor were calculated for values of 𝑘𝑖 in the temperature range of 723 K – 973 K with a 95 % 
confidence interval (or prediction range, in the case of pre-exponential factor). The average 
values of the activation energy for cycle 2 to cycle 5 obtained was 73±9 kJ mol-1, which was 
in good agreement with literature values. 
Overall, Chapter 5 demonstrated that the newly constructed rig is a well-mixed reactor 
capable of accurately measuring the kinetics of gas-solid reactions. A mathematical model 
was employed to satisfactorily describe the intrinsic kinetics of reducing Fe2O3 with CO and 
CO2 mixture. The study also provided a baseline for further analyses of the effect of H2S on 
chemical looping systems. 
7.4 Investigation of the fate of sulfur in the chemical looping combustion 
system using iron oxide 
The fate of H2S on reduction during chemical looping cycles progressed in Chapter 6. The 
reduction reaction was investigated at a temperature range of 773 K – 923 K and atmospheric 
pressure in the presence of 300 ppm – 425 ppm H2S for 10 cycles.  
The main sulfur products during the reduction stage (fuel reactor) in the gas phase were 
found to be H2S, SO2, COS. FeS formed during the reduction stage was found to be released 
subsequently as SO2, upon oxidation during the post reduction stage (fuel reactor, when the 
reduction of Fe2O3 was completed, and gas switched to 15 vol% CO2) and the oxidation stage 
(air reactor). The dominant product in the reduction stage could be SO2 or FeS depending on 
the thermodynamic potentials on the surface of Fe2O3, which is represented by sulfur 
potential (𝜇S2 ), oxygen potential (𝜇O2 ), temperature and pressure. One important process 
implication of the result is that by controlling oxygen potential (𝜇O2) at a high level, i.e. 
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restricting the extent of reduction of Fe2O3, or employing a CO2-bearing post-reduction stage, 
sulfur species (SO2) in the flue gas from the air reactor could be eliminated.  
The sulfur balance of  H2S, SO2, COS and FeS, was found to be closed at 823 K with 5% CO, 
15% CO2 and 300 ppm H2S. The sulfur balance decreased with concentration of CO, and 
increased with temperature, suggesting that other sulfur species such as CS2, S and Fe2(SO4)3 
formed in these conditions. 
7.5 Assessment of the effect of the sulfur on the performance of the iron-
based oxygen carrier  
The observed rate constants of reduction of Fe2O3 were found to be adversely affected by 
prolonging the addition of H2S after the completion of the reduction of Fe2O3, or increase the 
partial pressure of H2S, i.e. when the mechanism of FeS formation becomes increasingly 
dominant. The adverse effect was diminished at higher temperature (923 K), if the exposure 
time of Fe2O3 to H2S was restricted at the vicinity of the completion of reduction. 
A mathematical simulation based on grain model under chemical reaction control was found 
to fit the experimental data of rate of reduction as a function of Fe2O3 conversion 
satisfactorily, with or without the presence of sulfur. Judging from the results of product 
characterisation and the fitted shape factor for the grain model, the effect of the H2S on the 
kinetics of reduction was found to be the structural change of Fe2O3 particles that is imposed 
by the reaction between H2S and Fe2O3.  The structural change of the particle was expected to 
be stabilised after 4-5 cycles as the initially observed rate constants became relatively 
constant. From the characterisation of the particle after exposing to repeated reduction and 
oxidation in the presence of sulfur, it was observed that the agglomeration of individual 
grains into larger lumps. Higher temperature could regulate the reactive sintering between 
H2S and Fe2O3, so that the agglomeration of grains is restricted to prevent reduction in the 
average pore size for gas to diffuse. Therefore, comparable initial observed rate constants 
were found at 923K with or without the presence of H2S. 
7.6 Overall Conclusion 
This work demonstrated a newly constructed spouted bed reactor operating in fluidisation 
mode, that is suitable to perform kinetic measurements of gas-solid reactions at high 
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temperature, and potentially also at high pressure. In addition, the fate and effect of H2S on 
chemical looping combustion with iron oxide have been investigated. The implictions for 
process design were that various sulfur products including H2S, SO2 and COS were found to 
be potentially exhausted from the fuel reactor, and SO2 could potentially be generated from 
the air reactor unless the extent of reduction of the oxygen carrier was limited. The structure 
of Fe2O3 was found to be affected by the addition of sulfur, which may have adversely 
affected the rate constants.  
7.7 Future work 
Kinetic information is essential for designing and modelling of chemical looping systems. In 
this work, the reduction kinetics of mechanically mixed iron oxide were measured. The long 
term durability of the iron oxide prepared by the method, however, is in question due to 
possible deactivation, agglomeration and attrition during cycling. Therefore, iron oxide 
prepared by other method(s) or using support material (Al2O3, for example) may be required 
for better durability, compared with the mechanically mixed particles. Further research to 
compares reduction kinetics of these different iron oxide base particles, and subsequent 
measurement using particle characterisation techniques such as SEM, BET and mercury 
intrusion porosimetry would obtain interesting and useful kinetic data, as well as reveal how 
the preparation method affects the reduction kinetics. The kinetics of some other low cost 
iron-based oxygen carriers, for example, ilmenite (an iron-Titanium oxide minerals: FeTiO3) 
would be worth investigating as well, because it could provide potential to reduce operating 
costs when replacing spent oxygen carrier if necessary. 
This work has shown the importance of studying the interaction between H2S and oxygen 
carriers in chemical looping systems. Some areas in this context requires further research: 
 
• The grain model used to describe the kinetics in Chapter 6 was over-simplified. One 
important work for the future is to improve the model by considering the effect of 
diffusional resistance through pores. 
• It was shown that the initial rate constants increased with cycling as the structure of 
the iron oxide particle changes. It is worth characterising the pore size distribution 
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and surface area of the particles after different number of reduction and oxidation 
cycles, for looping experiments with and without the presence of H2S, in order to 
provide for the evidence to further understand structural changes of the material. 
 
• This work did not investigate the effect of H2S on the kinetics of reduction of iron 
oxide above 923K. The interaction between H2S and Fe2O3 gradually changes as the 
temperature increases, as suggested by the decrease of sulfur balance. This is due to 
the change of thermodynamic potentials of the system. Therefore, it is worthwhile to 
investigate the effect of H2S at temperatures relevant to CLC process, i.e. around 
1173 K – 1273 K. The kinetics of reduction however is likely to be diffusion 
controlled as the effectiveness factor decreases with temperature. This brings 
difficulty in recovering the effect of H2S from intrinsic kinetics. 
 
 
• Fate and effect of H2S on other oxygen carriers, such as those of Ni-, Cu-, Mn- based 
oxides need to be further investigated in order to obtain a complete picture on how 
H2S interacts with commonly used oxygen carriers in chemical looping systems. 
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Appendix A Calculation of Minimum Wall 
Thinkness of Reactor and Tube Material, and Flame 
speed 
A-1 Wall thickness of Reactor 
At a designed rupture life of 1000 h, we could plot design stress allowable as a function of 
temperature: 
 
Figure A-1 Temperature versus design stress for the high temperature spouted bed reactor 
The design stress allowable at the temperature of 1000 ℃ and 1010 ℃ are 12.56 MPa and 
11 MPa, respectively. Accordingly, the minimum wall thickness of the reactor should be 5.58 
mm at 1000 oC, at 30 MPa; 6.50 mm at 1010 oC, at 30 MPa 
A-2 Wall thickness of tube material  
Minimum wall thickness (e) could also calculated by the equation below: 
y = 21631e-0.008x R² = 0.9993 
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e = PDod2f + P Equation A-1 
Where P is internal pressure, Dod is outside diameter of the tube, f is design stress value at a 
specified temperature and rupture life.  
For stainless steel 316H, f=106 MPa (at 300 ℃, 10000 h), 23 MPa (at 720 ℃, 10000 h). 
At the spouted line, inlet of the reactor body and steam supply line, p=3 MPa, T≈300 ℃.  
Assume Dod =8 mm. e=0.11 mm. 
In the case of the exit line of the reactor body before the cooler, p=3 MPa, T≈720 ℃.  
Also assume Dod =8 mm. e=0.48 mm. 
The rest of the line should have a minimum wall thickness less than the smaller value above. 
However, the minimum value of standard wall thickness for a 1/4” inch tube (smaller size of 
tube we used) is 0.035 inch (0.889 mm), which is much larger than the largest wall thickness 
we calculated.  Therefore, in terms of safety design, this minimum thickness would meet our 
requirement in our particular application. 
A-3 Flame Speed Calculation 
The flame speed for the outlet exhaust of the reactor considering the worst case scenario 
where H2 is used in the reactor. The flow regime in a tube can be calculated using the 
Reynolds number: 
ReD = ρQDHµA𝑡  Equation A-2 
Q is volumetric flow rate of gas flow; DH is the hydraulic diameter of the tube; µ is kinetic 
viscosity of the flow; 𝐴𝑡 is cross section area of the tube; and ρ is the density of the flow. 
The 𝑅𝑒D is evaluated at 20 
oC, H2 flow: 
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ReD = ρQDHµA𝑡 = 0.08266 ∗ 40 ∗ 10−6 ∗ 3 ∗ 10−30.88128 ∗ 10−5 ∗ π ∗ (3 ∗ 10−3)24 = 500 Equation A-3 
The maximum ReD  can be achieved is evaluated at 20°C, N2 flow: 
ReD = ρQDHµA𝑡 = 1.1496 ∗ 40 ∗ 10−6 ∗ 3 ∗ 10−31.7580 ∗ 10−5 ∗ π ∗ (3 ∗ 10−3)24 = 3488 Equation A-4 
Considering hydrogen-rich flow, it can be treated as a laminar flow (ReD < 2400).   
The equivalence ratio of a system is defined as the ratio of the fuel-to-oxidizer ratio to the 
stoichiometric fuel-to-oxidizer ratio. Mathematically, 
ϕ𝑒 = fuel − to − oxidizer ratio(fuel − to − oxidizer ratio)st = mfuel mox⁄(mfuel mox)⁄ st= nfuel nox⁄(nfuel nox)⁄ st Equation A-5 
m represents the mass, n represents number of moles, and the suffix stands for stoichiometric 
conditions. 
According to a laminar flame speed correlation of H2/Air mixture in a Bunsen burner (Dong 
et al., 2009) : 
SH2 = 0.08925 + 1.59163ϕ𝑒 − 0.91917ϕ𝑒2 + 0.52964ϕ𝑒3 (0.7< ϕ𝑒 < 2.1) Equation A-6 
The maximum value is found at ϕ𝑒 value of 1.6-1.7, where SH2 =2.891 m s-1. 
The outlet gas has a volumetric flow rate of 40 ml s-1. 
For 1/8” tube, the velocity of outlet gas is calculated: 
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𝑈𝐺 = 𝑄𝐴t = 40 ∗ 10−6π ∗ (3 ∗ 10−3)24 = 5.66 Equation A-7 
Therefore, 𝑈𝐺 > SH2, the flame could not flash back. In realistic syngas, the maximum value 
of flame speed is much slower than the value provided above (Dam et al., 2010). 
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Appendix B Thermodynamic predictions of 
chemical looping combustion with gas fuel 
containing H2S   
B-1 Method 
Thermodynamic analysis of a system could provide valuable insight into its the theoretical 
boundaries.  The analysis was performed on CLC with iron oxide using CO, CO2 and trace 
amounts of H2S as simulated fuel gas in order to validate the boundaries for solid phase 
compositions. These will provide guidance for further experimental design and analysis of 
the results. 
A commercial thermodynamic software FactsageTM was used to numerically calculate 
complex multi-phase equilibrium relevant to CLC system based on the method of Gibbs 
energy minimisation (Bale et al., 2002). The program has been widely used in the literatures 
to study complex phase in equilibrium in complex system as function of gas potentials (Kim 
et al., 2010, Jak et al., 2007). Calculations were performed assuming a fixed temperature and 
fixed total pressure. Thermodynamic data used in the calculation, in terms of absolute 
entropy, enthalpy and Gibbs energy, together with heat capacity for all phases presented were 
tabulated in Appendix H. 
Predominance area phase diagrams were considered to be the best option to achieve a rational 
representation of the thermodynamic stability of a system. The phase diagram could be 
described as a projection of Gibbs free energy at minimum conditions for equilibrium on an 
x-y plane. Most sulfidising environments contain both sulfur and oxygen. Therefore, it is 
better to characterise the system by varying both sulfur potential (𝜇S2) and oxygen potential 
(𝜇O2 ) in an x-y plane. The sulfur potential could be represented by 𝑃S2or 𝑃H2S/𝑃H2 . The 
oxygen potential could be represented by 𝑃O2or 𝑃CO2/𝑃CO. The relationship between 𝑃S2and 
𝑃H2S/𝑃H2, and between 𝑃O2or 𝑃CO2/𝑃CO could be expressed by 
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ln�1
𝑃O2
� = ln𝐾 CO
CO2
+ ln ( 𝑃CO
𝑃CO2
) Equation B-1 
ln�1
𝑃S2
� = ln𝐾 H2
H2S
+ ln ( 𝑃H2
𝑃H2S
) Equation B-2 
 
B-2 Results 
Figure B-1 presented the equilibrium phase of iron-oxygen system in reducing environment, 
and Figure B-2 shows the equilibrium phase of iron-oxygen system in oxidising environment. 
Both graphs show solid phase equilibrates at different reduced states of Fe2O3 at given 
temperature and ratio of partial pressure, PCO2/PCO (or PO2).  
In the Fe-CO-CO2 system, the Fe2O3 is relatively easy to be converted to magnetite, Fe3O4, 
with the equilibrium ratio of PCO2/PCO exceeds 2.5 × 104 at temperature lower than 1123 K. 
Fe3O4 is a stable phase when the ratio of partial pressure are between  2.55 × 104 and 2.09. 
At temperature higher than the triple point where the dash line and dot line intercept, values 
of logarithm of PCO2/PCO that between the two lines are stable as FeO. Below the triple point, 
however, Fe2O3 would be directly reduced to Fe. The phase diagram of Fe2O3-CO-CO2 
system suggests the ratio of partial pressure, PCO2/PCO, needs to be carefully controlled if the 
required reducing state of Fe2O3 is desired in the reduction cycle.  
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Figure B-1 Phase diagram of reduction of iron oxide with CO. The lines show values of 
logarithm of equilibrium constants for forming respective species. 
The diagram of Fe2O3-O2 system suggests that re-oxidation of iron oxide at any reducing 
states to Fe2O3 only requiring a very low partial pressure of oxygen across the temperature 
range. Therefore, from a thermodynamic point of view, iron oxide of different reducing states 
would all be easily oxidized back to Fe2O3, with the experimental partial pressure of O2 (3 %) 
that used in this work. 
 
Figure B-2 Phase diagram of oxidation of iron oxide. The lines show values of logarithm of 
inverse of equilibrium constants for forming species. 
The stability diagrams of the Fe-S-O system expected in the fuel reactor (reducing 
environment) are shown in Figure B-3. The diagram shows the equilibrium phases in 
different regions of chemical potentials at the gas-solid interface. Analysis of the results 
should be focused within the range of log 𝑃H2S of interest (-3.6 to -3, i.e. 260 to 1000 ppm of 
H2S), which covers the range of H2S concentrations normally produced from a solid fuel with 
low sulfur content. Accordingly, as H2S is the sole sulfur compound that is put in to the 
system, the maximum value of log𝑃S2 (-4.8 to -5.1 at 823 K, and -3.5 to -4.0 at 1123 K) 
could be estimated by using Equation B-2. On the other hand, it will be shown in later 
chapters that log (𝑃CO2
𝑃CO
) is kept higher than 0.5 between 823-973 K in order to restrict the 
reduction of Fe2O3 to Fe3O4. At 823 K, Fe3O4 is a stable phase at low sulfur potential (𝜇S2) 
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within the region of interest. As 𝜇S2 increases, FeS becomes more stable than Fe3O4. This 
proves that iron sulphide is likely to form in the fuel reactor when the sulfur potential is 
relatively high. At higher temperatures, the oxygen potential (𝜇O2) needs to be higher to 
restrict the reduction of Fe2O3 to Fe3O4. It is also noticed that although the minimum 𝜇S2 
needed to form FeS shifts higher, the stable region for FeS becomes wider, incorporating 
higher 𝜇O2 values. This means, provided 𝜇S2is higher than the minimum value for FeS to be 
stable, a shift of 𝜇O2 to a more reducing environment contributes to causing FeS to replace 
Fe3O4 as the most favourable phase.  
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Figure B-3 Stability diagram of the Fe-S-O system at reducing conditions. (a) 823K; (b) 
1123K. 
 
Figure B-4 shows the stability diagram of the Fe-S-O system in the air reactor (oxidising 
environment). Generally, high 𝑃O2 (this project used 𝑃O2=4 kPa) is used when oxidising the 
reduced iron oxide in the air reactor. It can be seen that Fe2O3 is the dominant phase that will 
form in an oxidising environment while no sulfides are stable under high 𝑃O2. However, it is 
possible to form iron sulfate at lower temperature, when the partial pressure of SO2 is high. 
For example, at 823K, a 𝑃SO2of 0.04 kPa (equivalent to 400 ppm SO2 at atmospheric pressure) 
is required to form Fe2(SO4)3 at the oxidation oxygen partial pressure used in this project. 
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Figure B-4 Stability diagram of the Fe-S-O system at oxidising conditions. (a) 823 K; (b) 
1123 K. 
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Appendix C Equilibrium Constant 
The relationship between Gibbs free energy and the equilibrium constant can be expressed as 
follow: 
𝐾𝑎(T) = exp (−∆𝐺𝑟𝑥𝑛𝑜R𝑇 ) Equation C-1 
where 𝐾𝑎 is the equilibrium constant in terms of activity, ∆G𝑟𝑥𝑛𝑜  is the standard Gibbs energy 
of reaction and R is the universal gas constant. 𝐾𝑎 can be related to activities of species at 
equilibrium by, 
𝐾𝑎(𝑇) = �𝑎i𝑣ic
i=1
= 𝑎Rρ⋯
𝑎A
α𝑎B
β⋯
 Equation C-2 
where 𝑎i is the activity of species i and 𝑣i is the stoichiometric coefficient of species i.  
Approximation can be mad for gaseous mixture at low and medium pressures as follow,  
𝑎i = 𝑦i𝑃1 bar = 𝑃i1 bar Equation C-3 
For pure solids the activity is equal to zero, thus can be excluded from the Equation C-3. For 
example, for the reaction of reduction of Fe2O3 to Fe3O4 to CO, the equilibrium constant can 
be expressed as follow: 3𝐹𝑒2𝑂3(s) + CO(g) → 2𝐹𝑒3𝑂4(s) + CO2(g) 
𝐾𝑎(T) = 𝑎CO2𝑎CO = 𝑃CO21 ∙ 𝑃CO = 𝑃CO2𝑃CO = 𝐾𝑃(𝑇) 
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Appendix D Estimation of thermal conductivity of 
gas mixture 
A more realistic estimation of heat transfer coefficient could be obtained by applying 
correction to thermal conductivity calculation using Chapman-Enskog theory, and by 
employing a correlation for estimation of Nusselt number for gas-particle system. 
 For monatomic gas that following the Lennard-Jones 6-12 potential, its thermal conductivity 
could be predicted by Chapman-Enskog theory (Hirschfelder et al., 1954) 
𝜆0 = 0.08329 × �𝑇/𝑀𝜎122 𝛺(2,2)∗ Equation D-1 
Where 𝜆0 is thermal conductivity in W m
-1 K-1, T is the absolute temperature, 𝜎 is the force 
constant, and 𝛺 is the collision integral. 
For polyatomic gas, a correction factor must be applied to account for internal degrees of 
freedom (Fristrom and Westenberg, 1965),  
𝜆𝛼 = 𝜆0(0.885 + 0.1784.184 × 𝐶𝑃,e0 ) Equation D-2 
𝐶𝑃,e0  is the heat capacity of the gas. The value of 𝐶𝑃,e0  was calculated using the Shomate 
equation, and thermodynamic parameters from McBride et al. (2002). 
The thermal conductivity of mixture of n polyatomic gases then could be calculated by (Bird 
et al., 2007) 
𝜆𝑒 = � 𝑥α𝜆α∑ 𝑥β𝛷αβ𝑛β𝑛α  Equation D-3 
where the dimensionless quantity 𝛷αβ are 
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𝛷αβ = 1
√8�1 + 𝑀α𝑀β�−12 (1 + �𝜇α𝜇β�12 �𝑀β𝑀α�14)2 Equation D-4 
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Appendix E Calculations of particle-fluid properties 
According to the correlation proposed by Wen and Yu (1966), the Reynolds number at the 
minimum fluidisation condition can be calculated by following equations: 
𝑅𝑒mf = [(33.7)2 + 0.0408𝐴𝑟]1/2 − 33.7 Equation E-1 
Where 
𝐴𝑟 = 𝑑p3𝜌f(𝜌s − 𝜌f)g/𝜇2 Equation E-2 
𝑑p is the particle diameter, 𝜌f is the density of the fluidising gas, 𝜌s is the particle density, g 
is the gravitational constant and 𝜇  is the viscosity of the gas. As a result, the minimum 
fluidisation velocity (𝑢𝑚𝑓) can be calculated from the known 𝑅𝑒mf:                              
𝑈mf = 𝜇𝑅𝑒mf/𝑑p𝜌f Equation E-3 
The calculated minimum fluidisation conditions using 500-710𝜇𝑚  sand with a particle 
density of 2600 kg m-3 are listed below: 
Table E-1 Calculated minimum fluidising velocity at atmospheric pressure 
Temperature / °C Umf / m s-1 2.5Umf / m s-1 
500 0.153 0.383 
550 0.147 0.369 
600 0.142 0.355 
650 0.137 0.343 
700 0.133 0.332 
750 0.129 0.322 
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Appendix F. Elemental analysis of sand 
The contents of Si, Fe and Al in Industrial sand and treated sand used as bed materials in 
Chapter 4 were compared, and are represented in their oxide forms. Table F-1 shows the 
result of the top three compounds by concentration for the different sands. As expected, the 
main constituent of both materials is SiO2, with concentration of 98-99%. The concentration 
of Al2O3 in the materials is around one order of magnitude higher than Fe2O3. The data shows 
that treated sand contains a lower concentration of Fe2O3 and Al2O3 impurities. Though XRF 
has the potential to be a quantitative method, as the peak intensities are directly related to the 
concentration of elements within the sample, it was only considered as a semi-quantitative 
method here because of the potential for errors introduced due to the sample matrix and 
background scatter. ICP-AES gives more accurate quantitative results on Fe and Al elements 
in all type of sands than XRF. Silicates, however, were lost as volatile SiF4 when dissolved in 
HF (SiF4 formation is thermodynamically favourable at the temperature of digestion), so its 
value could not be obtained with ICP-AES.  However, as it was by far the largest component 
of the sand, the use of ICP-AES would have been somewhat pointless to determine its mole 
fraction (essentially, unity, to within experimental error). The results in Table F-1show that 
Al contents are generally an order of magnitude higher than Fe contents for all three types of 
sand. The Fe content in the treated sand was around one third of the value in the original 
industrial sand, and a smaller standard deviation was found for the content of Al in the treated 
sand compared to that in industrial sand. Also, it shows that treated sand successfully brought 
down the Fe and Al content to around the same value as measured in the pure sand that was 
used as a reference. 
Table F-1 Result of main elements of interest of sand (Each result is the mean of analysis of 
the same sample, standard deviation are in brackets) 
Type of Sand Semi-quantitative XRF / % 
Quantitative ICP-AES 
/ ppm 
 SiO2 Fe2O3 Al2O3 Fe Al 
Industrial Sand 98.67(0.098) 0.06(0.0015) 1.09(0.153) 433(24) 4032(2299) 
Pure Sand - - - 145(26) 2158(388) 
Treated Sand 98.86(0.014) 0.04(0.0004) 1.00(0.170) 162(53) 2237(276) 
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Appendix G. Fluidised bed model 
G-1 Calculations of hydrodynamic parameters 
Some important hydrodynamic parameters can be calculated using the following equations: 
Area of reactor, m2:   
𝐴r = π4 (𝑑reactor)2 = 7.07 × 10−4 Equation G-1 
The volumetric flow rate at temperature, m3s: 
𝑞 = 𝑞ambient 𝑇298 Equation G-2 
The superficial velocity at the inlet, m s-1: 
𝑈0 = 𝑞𝐴r = 0.358 Equation G-3 
The volumetric flow rate at minimum fluidization: 
𝑞mf = 𝑈mf𝐴r Equation G-4 
G-2 Fluidising bed model: 
The following equations were solved to determine bed properties: 
 
Mean bubble diameter:  Using a two-phase model correlation: 
𝑑b = 0.3(𝑈0 − 𝑈mf)0.4𝑑0.8/g0.2  
Using Mori and Wen correlation: 
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𝑑bm − 𝑑b
𝑑bm − 𝑑b0
= e−0.3𝑧/𝑑𝑡  Equation G-5 
𝑑bm = 0.65[π4 𝑑t2(𝑈0 − 𝑈mf]0.4 Equation G-6 
Bubble rising velocity: 
𝑈b = (𝑈0 − 𝑈mf) + 0.71(g𝑑b)0.5 Equation G-7 
Because 𝑈mf
𝜀mf
= 0.35 ≈ 𝑈b, according to Kunii & Levenspiel, the bubble fraction in the bed 
is: 
𝛿 = 𝑈0 − 𝑈mf
𝑈b + 𝑈mf Equation G-8 
A mass balance for the bed solid gives: 
Voidage of the bed when fluidised, 
𝜀f = 𝛿 + (1 − 𝛿)𝜀mf Equation G-9 
Height of the bed when fluidised, 
𝐻 = 𝐻mf(1 − 𝜀mf)/(1 − 𝜀f) Equation G-10 
Therefore, cross flow factor 𝑋f can be estimated from cross flow rate Q or gas interchange 
coefficient 𝐾be: 
From Q: 
𝑄 = 3𝑈mfπ𝑑b2/4 Equation G-11 
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𝑋f = 𝑄𝐻𝑈b𝑉b Equation G-12 
From Kbe: 
From the Kunii & Levenspiel model, when 𝑈mf
𝜀mf
≤ 𝑈b ≤ 5 𝑈mf𝜀mf  : 
𝐾be = 4.5 �𝑈mf𝑑b � Equation G-13 
𝑋f = 𝐾be𝑈b/𝐻 Equation G-14 
Exactly same value of 𝑋f can be obtained from both routes of calculation 
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Appendix H. Tabulated Thermodynamic properties 
for Calculating Predominance Phase diagram of Fe-
O-S System  
The data is taken from FactsageTM database FactPS  (FACT pure substances database (2012)). 
The data were provided for pure substances in their standard state at specific temperature. For 
gases, this is the ideal gas at standard pressure, 1 atm. For condense phases, the standard state 
is pure crystalline at the standard pressure. All thermodynamic properties provided are molar 
quantities. The symbols and definitions are similar with the tabulated report of 
thermodynamic properties provided by McBride et al. (2002), who follow the 
recommendation of Cox (1989). The definition of 
𝐶𝑃,e𝑜 , H𝑜(𝑇), G𝑜(𝑇) and S𝑜(𝑇) were listed in Nomenclatures at the beginning of this thesis. 
The predominance phase area diagram in Appendix B was produced by directly finding the 
Gibbs energy for reaction, ∆𝐺𝑟𝑥𝑛𝑜 , for all possible reactions, and identifying the product with 
the most negative value of ∆𝐺𝑟𝑥𝑛𝑜  as a way to locate the domain of the stability of each phase 
as a function of gas potentials. The method for using the tabulated data below to calculate 
∆𝐺𝑟𝑥𝑛
𝑜  can be found elsewhere(McBride et al., 2002). 
 
S2(G)          
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 32.477 128600 60605.2 228.056 
773 36.569 145268.9 -56639.5 261.201 
823 36.731 147101.5 -69757.6 263.498 
873 36.866 148941.6 -82987.3 265.669 
923 37.013 150788.4 -96322.6 267.726 
973 37.168 152642.9 -109758.2 269.683 
1023 37.327 154505.3 -123289.3 271.549 
1073 37.487 156375.7 -136911.7 273.334 
1123 37.649 158254 -150621.5 275.045 
1173 37.81 160140.5 -164415.1 276.689 
 
 O2(G)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
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/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 29.38 0 -61131.9 205.038 
773 33.542 14925.3 -166461.1 234.653 
823 33.894 16611.4 -178247 236.766 
873 34.211 18314.1 -190136 238.774 
923 34.495 20031.9 -202122.9 240.688 
973 34.743 21763 -214203.3 242.514 
1023 34.981 23505.9 -226373 244.261 
1073 35.212 25260.9 -238628.2 245.936 
1123 35.413 27026.6 -250965.5 247.544 
1173 35.593 28801.9 -263381.6 249.091 
 
 SO2(G)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 39.887 -296842 -370813.8 248.103 
773 52.057 -274535 -500182.5 291.911 
823 52.703 -271915.6 -514860.8 295.195 
873 53.276 -269265.9 -529699.3 298.32 
923 53.787 -266589 -544690.4 301.302 
973 54.243 -263888.1 -559827.3 304.151 
1023 54.652 -261165.5 -575103.5 306.88 
1073 55.02 -258423.5 -590513.4 309.497 
1123 55.352 -255664.1 -606051.5 312.01 
1173 55.652 -252888.9 -621712.8 314.428 
 
  SO3(G)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 123.428 -453500 -474579.2 70.7 
773 75 -417796.7 -527911.1 142.451 
823 75 -414046.7 -535152.4 147.152 
873 75 -410296.7 -542621.6 151.575 
923 75 -406546.7 -550305.8 155.752 
973 75 -402796.7 -558193.1 159.709 
1023 75 -399046.7 -566273.3 163.467 
1073 75 -395296.7 -574536.8 167.046 
1123 75 -391546.7 -582975.2 170.462 
1173 75 -387796.7 -591580.5 173.729 
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Fe(S1)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 24.845 0 -8133.5 27.28 
773 37.974 14541.3 -28389.2 55.537 
823 40.342 16497.6 -31227.4 57.989 
873 43.175 18583.2 -34188.2 60.448 
923 46.675 20826.1 -37272.8 62.946 
973 51.18 23267.4 -40484.1 65.52 
1023 57.248 25970 -43827.1 68.228 
1073 48 28641.1 -47305.5 70.78 
1123 44.104 30933.1 -50897.8 72.868 
1173 41.988 33080.5 -54588.7 74.739 
Fe(S2)         
298.15 25.198 7972.9 -2731.2 35.902 
773 30.426 21328.6 -26842.4 62.317 
823 30.86 22860.8 -30006.7 64.237 
873 31.291 24414.6 -33264.7 66.07 
923 31.72 25989.9 -36612.4 67.825 
973 32.148 27586.6 -40046 69.509 
1023 32.574 29204.6 -43562.3 71.131 
1073 33.001 30844 -47158.2 72.695 
1123 33.427 32504.7 -50831 74.208 
1173 33.853 34186.7 -54578.2 75.673 
 
 FeO(S)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 49.526 -265832.2 -283570.9 59.496 
773 55.38 -240199.9 -325699.8 110.608 
823 55.744 -237422.1 -331318 114.09 
873 56.17 -234624.5 -337105.7 117.39 
923 56.656 -231804.1 -343054.3 120.531 
973 57.198 -228958 -349156.5 123.534 
1023 57.793 -226083.4 -355405.7 126.415 
1073 58.437 -223177.9 -361796.2 129.188 
1123 59.128 -220238.9 -368322.9 131.865 
1173 59.861 -217264.4 -374981.2 134.456 
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 Fe3O4(S1)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 151.565 -1117402.6 -1160966.5 146.114 
773 256.469 -1022770.1 -1277074.6 328.984 
823 276.152 -1009467.3 -1293939.7 345.653 
873 199.425 -997434.3 -1311611.2 359.882 
923 200.273 -987441.3 -1329886 371.013 
973 201.001 -977409 -1348703.4 381.598 
1023 201.63 -967342.8 -1368037.5 391.686 
1073 202.177 -957247.3 -1387864.4 401.321 
1123 202.656 -947126.2 -1408162.6 410.54 
1173 203.078 -936982.7 -1428912.1 419.377 
Fe3O4(S2)         
298.15 151.514 -1102701.6 -1152285.9 166.307 
773 197.247 -1015708.6 -1276668.8 337.594 
823 198.429 -1005815.8 -1293861.5 349.995 
873 199.425 -995868.8 -1311657.2 361.728 
923 200.273 -985875.8 -1330024.2 372.859 
973 201.001 -975843.4 -1348933.9 383.443 
1023 201.63 -965777.3 -1368360.3 393.532 
1073 202.177 -955681.8 -1388279.5 403.167 
1123 202.656 -945560.7 -1408670 412.386 
1173 203.078 -935417.1 -1429511.8 421.223 
Fe3O4(S3)         
298.15 151.565 -947855.9 -1000173.5 175.474 
773 256.469 -853223.4 -1130223.1 358.344 
823 276.152 -839920.6 -1148556.2 375.013 
873 199.425 -827887.7 -1167695.7 389.242 
923 200.273 -817894.7 -1187438.5 400.372 
973 201.001 -807862.3 -1207723.9 410.957 
1023 201.63 -797796.2 -1228525.9 421.046 
1073 202.177 -787700.7 -1249820.9 430.681 
1123 202.656 -777579.6 -1271587.1 439.9 
1173 203.078 -767436 -1293804.5 448.737 
Fe3O4(S4)         
298.15 151.514 -933153.3 -991491.4 195.667 
773 197.247 -846160.3 -1129816.1 366.954 
823 198.429 -836267.6 -1148476.7 379.355 
873 199.425 -826320.5 -1167740.4 391.088 
923 200.273 -816327.5 -1187575.5 402.219 
973 201.001 -806295.2 -1207953.2 412.804 
1023 201.63 -796229.1 -1228847.6 422.892 
1073 202.177 -786133.6 -1250234.9 432.527 
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1123 202.656 -776012.5 -1272093.4 441.746 
1173 203.078 -765868.9 -1294403.1 450.583 
 
Fe2O3(S1)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 105.483 -825787 -851943.3 87.729 
773 155.002 -762659.7 -925797.1 211.044 
823 161.801 -754746.3 -936598.1 220.962 
873 170.64 -746445.9 -947891.2 230.751 
923 182.802 -737627.4 -959673.6 240.57 
973 154.523 -728779.3 -971946.3 249.915 
1023 148.015 -721234.4 -984634 257.478 
1073 144.492 -713929.5 -997684.3 264.45 
1123 142.318 -706763.2 -1011071.7 270.978 
1173 140.86 -699686 -1024776.1 277.144 
 Fe2O3(S2)         
298.15 103.98 -750044.8 -776114.1 87.437 
773 154.206 -687083.9 -849629.9 210.279 
823 159.534 -679242.8 -860390.7 220.107 
873 165.477 -671120.2 -871636.5 229.686 
923 172.121 -662683.4 -883356.3 239.082 
973 141.538 -654532.8 -895536.9 247.692 
1023 142.021 -647443.6 -908100.5 254.797 
1073 142.44 -640331.8 -921011.3 261.584 
1123 142.807 -633200.4 -934254 268.08 
1173 143.131 -626051.8 -947814.8 274.308 
 Fe2O3(S3)         
298.15 103.955 -742057.5 -771079.2 97.339 
773 138.663 -681295.3 -848865.2 216.779 
823 139.568 -674338.8 -859924.2 225.499 
873 140.331 -667340.8 -871407.3 233.753 
923 140.981 -660307.6 -883292.5 241.587 
973 141.538 -653244.3 -895559.7 249.039 
1023 142.021 -646155 -908190.6 256.144 
1073 142.44 -639043.3 -921168.8 262.932 
1123 142.807 -631911.9 -934478.9 269.427 
1173 143.131 -624763.3 -948107.1 275.655 
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 FeS(S1)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 50.418 -104560 -122544.7 60.321 
773 58.817 -72662.8 -169150.7 124.823 
823 58.435 -69732.4 -175484.7 128.496 
873 58.283 -66815.5 -181996.5 131.937 
923 58.368 -63900.2 -188675.2 135.184 
973 58.695 -60974.6 -195512.2 138.271 
1023 59.269 -58026.6 -202500.1 141.225 
1073 60.092 -55043.6 -209632.9 144.072 
1123 61.166 -52013.2 -216905.9 146.832 
1173 62.49 -48922.8 -224315 149.524 
  FeS(S2)         
298.15 50.418 -102895 -122087.5 64.372 
773 58.817 -70997.8 -170617.2 128.874 
823 58.435 -68067.4 -177153.8 132.547 
873 58.283 -65150.5 -183868.1 135.988 
923 58.368 -62235.2 -190749.4 139.235 
973 58.695 -59309.6 -197788.9 142.322 
1023 59.269 -56361.6 -204979.4 145.276 
1073 60.092 -53378.6 -212314.8 148.123 
1123 61.166 -50348.2 -219790.3 150.883 
1173 62.49 -47257.8 -227402 153.576 
  FeS(S3)         
298.15 50.418 -102498 -121888.5 65.036 
773 58.817 -70600.8 -170733.4 129.538 
823 58.435 -67670.4 -177303.2 133.211 
873 58.283 -64753.5 -184050.6 136.652 
923 58.368 -61838.2 -190965.1 139.899 
973 58.695 -58912.6 -198037.9 142.986 
1023 59.269 -55964.6 -205261.5 145.94 
1073 60.092 -52981.6 -212630.1 148.787 
1123 61.166 -49951.2 -220138.8 151.547 
1173 62.49 -46860.8 -227783.7 154.239 
 
 FeS2(S)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 62.17 -171048 -186829.1 52.93 
773 77.316 -136778.8 -230020.2 120.623 
823 77.984 -132896.1 -236174.2 125.49 
873 78.614 -128981 -242565.1 130.108 
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923 79.215 -125035.2 -249181.2 134.503 
973 79.792 -121059.9 -256012 138.697 
1023 80.349 -117056.3 -263047.9 142.709 
1073 80.891 -113025.2 -270280.2 146.556 
1123 81.42 -108967.4 -277701 150.253 
1173 81.939 -104883.4 -285303.1 153.811 
 
 Fe2(SO4)3(S)         
𝑇 𝐶𝑃,e𝑜  H𝑜(𝑇) G𝑜(𝑇) S𝑜(𝑇) 
/ K / J mol-1 K-1 / J mol-1 / J mol-1 / J mol-1 K-1 
298.15 264.874 -2582992 -2674680.3 307.524 
773 390.296 -2420815.1 -2902641.1 623.319 
823 395.451 -2401166.5 -2934427.8 647.948 
873 399.857 -2381281.7 -2967416.3 671.403 
923 403.811 -2361188.3 -3001550.2 693.783 
973 407.401 -2340906.7 -3036778.3 715.181 
1023 410.694 -2320453.2 -3073053.4 735.68 
1073 413.744 -2299841.3 -3110332.4 755.351 
1123 416.591 -2279082.1 -3148575.7 774.26 
1173 419.268 -2258185 -3187746.7 792.465 
 
