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Due to the dramatic increase of information, text categorization becomes a useful tool. Tra-
ditional text categorization problem typically requires a large amount of training documents 
labeled with categories. The labeling task needs to be manually done by domain experts. 
To minimize the manual effort, we develop a new approach to alleviating this problem. For 
each category, only a small amount of positive training documents and a few seed documents 
for some concepts associated with the category are needed. W e develop a technique which 
makes use of unlabeled documents since those documents can be easily collected. Our tech-
nique exploits the inherent structure in the set of positive training documents guided by the 
seed training documents of each concept in the category. Unsupervised learning method is 
employed to discover the hidden structure for a particular category. An algorithm is devel-
oped for automatically seeking representative training examples from the unlabeled data set. 
Our framework can automatically determine how many positive examples that are adequate 
for classification improvement. W e also investigate different kernel-based distance measures 
for unsupervised learning that consider non-linear hyperplanes for each concept. Extensive 
experiments on real-world document collections have been conducted to demonstrate the ef-
fectiveness of our approach. 
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1.1 Background and Motivation 
Automatic text categorization has been an active research area which helps users to classify 
text documents into appropriate classes. It facilitates better arrangement and organization of 
documents composed of unstructured texts. This technology is useful for a wide variety of 
applications, such as classifying web pages [13], sorting electronic mail [26], and learning 
interests of users [24]. Besides academic research, many commercial organizations apply this 
technique to business activities, such as Yahoo! search engine, Google News, and C N N online. 
However, it can be observed that it is difficult to keep pace with the increasing amount of text 
documents that need to be indexed continuously. As a result, new text categorization models 
should be developed for coping with such dramatically increasing volume of information in 
practice. 
The classic approach of building a text classifier is to first label a set of training docu-
ments, and then employ a learning algorithm to build the classifier [27, 32]. Before training a 
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classifier, some data preprocessing steps are needed. Term stemming [34], feature weighting 
calculation [35], and feature selection [9’ 39] are common data preprocessing steps for the text 
categorization problem. Term stemming is a process for removing common morphological and 
inflexional endings from words in English, such as -ed, -ing, and -al. Feature weighting cal-
culation quantifies the importance of the feature (words) over the document. Feature selection 
is a feature set reduction step for producing a better classifier and avoiding overfitting. 
The classifier construction is as equally important as those data preprocessing steps. There 
are several common existing text categorization algorithms such as Naive Bayes Classifier 
[32], Logistics Regression [25], Support Vector Machine [18], and Generalized Instance Set 
[23]. For evaluation purpose, some well-known test beds have been released for researchers to 
conduct experiments, such as Ohsumed [16], Topic Detection and Tracking [22], and Reuters 
Corpus Volume I [28]. 
Most of the existing works assume that a reasonable amount of labeled training documents 
are available [8，17，21, 27, 32’ 36，38]. Although the learning of text categorization scheme is 
basically an automatic approach, manual efforts are still unavoidably needed for the labeling 
task for obtaining training documents. To minimize the manual effort involved in preparing the 
training data, we propose a text categorization approach by utilizing the unlabeled documents 
and major concepts associated with a category. This approach can save much human effort 
while maintaining good categorization performance. 
In some practical situations, a small amount of positive sample documents is available for 
each category. Besides, there are some information regarding the set of major concepts as-
sociated with the category. For example, in a news classification system, there is a category 
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Table 1.1. Examples of underlying term features for the "Election" category and its related 
concepts 
Election president, speech，rightwing, elect 
Political Campaign taxation, welfare, policy, disposition, elect 
Voters，Turnout violence, precinct, judgment, elect 
Election Day Coverage vote, ballot, electorate, registration, elect 
Inauguration oath, majority, victory, elect, policy 
known as "Election". It may include several concepts, such as "Political Campaign", "Vot-
ers' Turnout", "Election Day Coverage", and "Inauguration". Some underlying term features 
associated with each concept are shown in Table 1.1. Note that although the concepts are 
identified by human, the associated term features are not required to be given. Here we try to 
analyze the relationships among concepts. It can be observed that the bag of term features for 
different concepts are quite different despite the fact that the concepts are under the category 
"Election". It is also quite common that the user has a brief idea of what kinds of concepts are 
covered for a particular category. The concepts are not necessarily complete nor exhaustive. 
Our framework will attempt to exploit these concepts. 
The goal of our framework is to extract potentially representative examples from the unla-
beled document set. For a particular category K, positive examples refer to those documents 
belonging to this category whereas negative examples refer to the documents not belonging to 
the category. The positive documents are usually easily identified by human whereas useful 
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negative documents are relatively difficult to obtain. Positive examples from other categories 
(not K) cannot be reliably served as negative examples for K since these documents are only 
labeled as positive examples for the corresponding categories (not K) and their membership 
for K is unknown. Many previous works [6，29, 40] proposed techniques to generate reliable 
negative examples. Before applying these methods, a large set of positive examples need to be 
provided since these methods focus on obtaining high quality negative examples. However, 
identifying a full set of positive examples is a time consuming job. Different from existing 
approaches, our framework only requires a small number of positive examples and some in-
herent concepts about a category. The objective of our framework is to automatically extract 
potentially good positive examples from the unlabeled data. The unlabeled documents can be 
easily collected from a new source. This kind of learning process can be regarded as semi-
supervised learning. Our approach also possesses adaptation characteristic. Specifically, one 
can apply our approach to collect training examples from a different new source. W e have 
conducted extensive experiments on two real-world news corpora. The experimental results 
illustrate that our proposed framework can improve the performance. 
1.2 Thesis Organization 
The remaining chapters of the thesis is organized as follows. Chapter 2 presents the re-
lated work on semi-supervised learning and hierarchical categorization. Chapter 3 gives an 
overview of our proposed framework. In chapter 4，we focus on the inherent concept detec-
tion from the positive labeled examples. Chapter 5 presents a method for training document 
discovery. Experimental results are presented in Chapter 6. In the last chapter, conclusions 
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and future work are : 
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Chapter 2 
Related Work 
This chapter presents representative related work. Many researchers have investigated differ-
ent aspects, such as feature weighting scheme for vector space model [35], feature selection 
methodology [10’ 39], and classification models [18’ 23]. All of the above methods assume 
that a large amount of labeled examples should be provided. This requires a lot of effort and 
time. This chapter describes existing work to tackle the problem by considering unlabeled 
documents and exploiting some properties of the categories. 
2.1 Semi-supervised learning 
Semi-supervised text categorization methods refer to approaches where unlabeled docu-
ments are also used in addition to labeled documents. Blum and Mitchell [4] proposed a 
method called co-training technique to extract the class information from a large set of un-
labeled examples given a small set of labeled ones. They make use of two types of feature, 
namely, text and hyperlink, to constitute two feature vectors for each example separately. 
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The learning process is developed under the PAC-style theoretical framework and viewed as 
weighted bipartite graph. The model demonstrates how the tradeoff should be made between 
the number of labeled examples and unlabeled ones. Ghani [12] extended the idea to the 
multiclass setting with Error Correcting Ouput Coding (ECOC) [7] algorithm. However, one 
limitation of co-training is that it requires both positive and negative examples. 
Nigam et al. [33] applied E M algorithm to Naive Bayesian classifier to estimate the param-
eters, word probability, and class prior probability. The model calculates the probabilistically-
weighted mixture components for the unlabeled documents. It conducts modulation on unla-
beled examples and it relaxes the assumption of one-to-one correspondence between mixture 
components and classes. The modulation on unlabeled examples controls the influence of un-
labeled examples during the semi-supervised learning process. It also introduces the concept 
of sub-topic. Each sub-topic maps to one component. As a result, each class is composed 
of a number of mixture components. The disadvantage of this model is that there is no clear 
interpretation on the mixture components. Moreover, both positive and negative examples are 
still required. In contrast, our approach only needs a small number of positive examples and 
some related concepts for each class. 
For identifying negative examples for a class, we cannot simply treat the positive examples 
from other class. Experts have not examined the document negativity for the class. Some 
negative examples contain words in positive examples, which is called the "common words". 
If the number of common words is too large, the negative examples become unreliable. Since 
manually collecting negative examples is very time consuming, researchers have started to 
look into the feasibility of using only positive examples to learn the classifier. Liu et al. [31] 
7 
gave an overview for the problem of building text classifiers using positive and unlabeled 
examples. Rocchio techniques, Naive Bayesian classifier and spy technique in E M have been 
investigated. The experimental result shows that there is room of improvement for the usage 
of unlabeled examples. 
Yu et al. [40] proposed an approach called PEBL (Positive Example Based Learning) al-
gorithm which employs 1-DNF Mapping and Support Vector Machines (SVM) for building a 
classifier for Web pages. There are two stages involved for the algorithm, namely, mapping 
phase and convergence phase. 1-DNF mapping initializes the reliably negative examples, RN, 
from the unlabeled data. Convergence phase applies S V M to identify the full set of RN it-
eratively. One shortcoming of PEBL is that it is very sensitive to the number and quality of 
positive examples. When the positive data is small, the results may not be satisfactory. 
Lee and Liu [25] modified the logistics regression model to adapt the scenario where only 
positive and unlabeled examples are available. There is a model assumption that positive ex-
amples are randomly labeled positive with probability \-a and are left unlabeled with probabil-
ity a. No error is made on the labeling of a negative example. The objective of the framework 
is to minimize the cost function composed of the expected weighted error of false positive 
and false negative error frequencies. The unlabeled documents will be assigned as positive 
document if the conditional probability of observed label given the input data is greater than 
0.5’ or else labeled as negative one. One drawback of the approach is that the model finally 
changes all unlabeled examples to labeled ones according to the conditional probability. If the 
size of the unlabeled documents is very large, the computational time is very large. 
Making use of a small number of positive examples is a new direction for the semi-supervised 
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text categorization. To address the issue of using only a small size of positive examples, Li and 
Liu [29] proposed a negative example extraction model, called Roc-SVM, based on Rocchio 
algorithm and S V M classifier. This model applies k-means clustering to group all unlabeled 
data into k group. The potentially positive examples in the unlabeled pool will be ignored and 
treated as noisy documents. For each cluster, it makes use of Rocchio classifier to calculate the 
prototype vectors. The examples will be classified as negative if they are close to the negative 
vector. When the initial set of positive and reliably negative examples are identified, Roc-
S V M runs S V M iteratively for the further extraction of negative examples until the unlabeled 
pool contains no negative examples. 
Liu et al. [30] tries to use labeling words instead of labeled documents to build the text 
classifier. The problem definition is that no labeled examples are prepared for the building 
process. They applies k-mems clustering algorithm to group similar documents altogether 
according to the number of class, k, predefined in the dataset. The step for traditional text 
categorization have been totally automated. Afterwards feature selection is done among all 
clusters. Human experts are involved to select the most representative words according to the 
word relevant scores for each category. Finally, the model builds the Naive Bayesian classifier 
with E M using the automatically positive labeled and unlabeled examples. The experiments 
show that the classification accuracy is comparable with pure Naive Bayesian classifier with 
fully labeled data. 
Fung et al. [11] designed a partition-based heuristics approach, called PN-SVM, to extract 
reliable positive and negative examples from the unlabeled data. They use another statisti-
cal approach rather than traditional formula to measure the feature discriminating power to 
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particular category. They claim that the unlabeled data should be clustered since it contains 
diverse topics. P N - S V M measures the similarity of unlabeled examples to the category and 
its difference with all clusters composed of unlabeled documents. However, the number of 
clusters for the unlabeled data cannot be determined automatically. 
W e also believe that extracting labeled examples from unlabeled ones can improve the clas-
sification accuracy. If we are given a small number of positive examples, it may not be suf-
ficient for building a good classifier due to the inherently diverse concepts associated with a 
category. Therefore, we investigate a novel model to handle this issue. 
2.2 Hierarchical Categorization 
The use of hierarchical decomposition of a classification problem allows efficiencies in both 
learning and representation. Intuitively, many potentially good features are not good discrim-
inators in non-hierarchical categorization. Imagine a hierarchy with two top-level categories 
("Criminal Cases" and "Accident") and several subcategories within each ("Criminal Cases 
/ crime description", "Criminal Cases / arrest", "Criminal Cases / investigation", "Accident / 
activity description", "Accident / death toll", "Accident / investigation"). In a non-hierarchical 
category structure, a word like "criminal" is not a very discriminating feature since it is asso-
ciated with categories such as "Criminal Cases/crime description"，"Criminal Cases / arrest", 
and "Criminal Cases / investigation". In a hierarchical category structure, the word "criminal" 
would be very discriminating at the first level. As the keywords covered by the parent nodes 
are sparse, a lower level of category definition is established to identify the content keywords 
in a more specific way. At the second level, more specialized words could be used as features 
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within the top level of "Criminal Cases". 
Categorization on different levels of a category tree is one way to deal with the problem of 
hierarchical categorization. Category tree refers to a category organized as a tree structure and 
each document allows to be assigned into internal or leaf categories. The design of Reuters 
Corpus Volume 1 [28] is an example and it allows documents to be assigned to the intermediate 
categories of the category tree. 
Weigend et al. [38] proposed a solution for hierarchical categorization based on a 2-level 
neural network classifier. Firstly, the classifier for the parent node is built by a fully connected 
neural network. The second-level classifiers on the sub-topics under the parent node are con-
structed by a partially connected network. Each output node has its subset of hidden nodes 
and no connection with other subset of hidden nodes. The reason for this design is that there 
should be interaction among classes, but not for the sub-topics within the class. 
Koller and Sahami [21] made use of the hierarchical structure to classify documents with 
very few features. The approach divides the classification into a smaller set of tasks and each 
task corresponds to a portion of the classification hierarchy. It can simplify the categorization 
task since the classifier only needs to distinguish between a small set of children nodes (cate-
gories). After decomposing the problem, it is feasible to build a good classifier with only very 
few features. 
The above works show that hierarchical text categorization has its attractive properties. 
However, one major disadvantage of hierarchical text categorization is the time and effort 
consumption on example labeling. Besides, without a category tree structure, the hierarchical 
classification cannot be formulated. In contrast, our model needs a simple topic description of 
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major concepts instead of a tree structure. According to the description of each concept, user 
can select some representative examples for each concept. 
W e propose a framework called Example Adaptation for Text Categorization (EAT) [19, 20] 
which makes use of unlabeled examples and exploit the inherent concepts about categories. 
It seeks reliably positive examples from the unlabeled data. The experiments on real-world 




In this chapter, we will present the general overview of our framework called "Example Adap-
tationfor Text Categorization “ (EAT). Conceptually, a separate binary classifier can be learned 
for each category. After the classifiers for all categories have been learned, they can be com-
bined to conduct m-ary categorization task. Generally, it is allowed to assign more than one 
categories for a document. To explain our framework, we focus on describing our model for 
binary classification for a particular category. 
Consider a particular category K, the categorization problem can be formulated as binary 
categorization where the goal is to decide whether a document belongs to K. Traditional 
approaches need human experts to label each document in the training set whether it belongs 
to the particular category K. Both positive and negative labeled examples are needed for 
learning the categorization model. Positive examples refer to those documents belonging to 
this category {K) whereas negative examples refer to the documents not belonging to the 
category (non-ZQ. The traditional text categorization process is shown in Figure 3.1. 
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Figure 3.1. The process flow of traditional text categorization 
Our approach, EAT, reduces the burden of human effort by using a small amount of positive 
labeled examples. Besides the positive examples, we only need a set of unlabeled documents. 
Unlabeled documents refer to ordinary documents that usually do not come with category 
labels. Besides the documents, there is a set of inherent concepts associated with the cate-
gory K. Typically, there are a small number of positive training examples (e.g., 2-10) labeled 
with each concept. For example, the category "Election" may be associated with some in-
herent concepts such as "political campaign", "election day coverage", "inauguration", "voter 
turnouts", "election results", "protest", "reaction", "candidate intention", and "nomination". 
A positive training example may belong to some of these given concepts or may not belong to 
any given concepts. This concept membership information is, however, generally not given or 
labeled. W e only need a small number of positive training examples further labeled for each 
given concept. The remaining positive training examples are not necessarily labeled with any 
concepts. From a target document source, a collection of unlabeled documents is available. 
In practice, this kind of unlabeled documents can be easily obtained. Thus the size of the 
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unlabeled document set is usually relatively much large. 
The basic idea of our proposed approach is to automatically seek potentially good positive 
examples from the unlabeled document set. The rationale is that representative training exam-
ples extracted from the target document source can greatly improve the classifier construction 
for the target document source. This capability can be viewed as a kind of training example 
adaptation. In the classification process, the quality of positive examples is extremely crucial. 
Poor quality of the positive examples will greatly degrade the performance, especially when 
the original training set is relatively small. 
As shown in the process flow in Figure 3.2，our E A T framework only requires the follow-
ings as input. 1) positive examples, 2) some pre-identified concepts for the category, 3) a small 
number of positive examples further labeled for each concept, and 4) a set of unlabeled docu-
ments. The major objective of E A T is to identify more representative positive examples from 
the set of unlabeled documents. Our technique attempts to exploit the inherent structure of 
the existing set of positive examples guided by the related concepts of the category. Referring 
to Table 1.1，different concepts cover different key terms although they are under the same 
category. It can be observed that the features associated with the concepts in the category 
are sparse. W e investigate an unsupervised learning model taking into account the category 
concepts. Based on the given concepts, users need to provide some initial seed examples (i.e. 
positive examples) for each concept. This unsupervised learning model does not restrict the 
number of informative concepts finally discovered. Moreover, we also investigate different 
kernel model in our framework which allow a more flexible decision boundary. W e call this 
process as "Inherent Concept Detection" and it is described in detail in Chapter 4. 
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Figure 3.2. The process flow of EAT 
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Based on each informative concept discovered, our approach extracts more representative 
positive examples from the unlabeled document set. W e investigate Rocchio learning to per-
form this task. Rocchio learning constructs the positive and negative concept vectors for each 
concept. Then a positive example seeking algorithm from unlabeled data is developed with 
respect to the concept vectors and parameters. The similarity scores for each unlabeled doc-
ument is calculated by Rocchio formula with respect to individual informative concepts. The 
unlabeled documents with high similarity scores will be extracted and labeled as positive ex-
amples. An algoithm for automatically determining the number of extracted positive examples 
will be executed in order to build the classifier. W e call this process as "Training Document 
Discovery" and it will be presented in detail in Chapter 5. 
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Chapter 4 
Inherent Concept Detection 
In this chapter, we describe in detail the technique for inherent concept detection. As men-
tioned in Chapter 3，the aim of this process is to discover concepts under a particular category 
and the concepts are modeled by a cluster of positive examples. The detection process is an 
unsupervised learning process since the set of concepts is only partially known. This chap-
ter is composed of three parts, namely, data preprocessing, concept detection algorithm, and 
kernel-based distance measure. 
4.1 Data Preprocessing 
Text documents are basically unstructured texts although the contents are written under a 
strong and sophisticated set of rules governing composition and grammar. It is not obvious to 
obtain the semantic context of the raw text. Feature weighting [1] provides a statistical way to 
represent useful terms in the document. Common words appeared in a majority of documents 
are regarded as non-informative, also called "stop-word". Removing non-informative terms 
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can improve text representation for classification. Examples of stop-words are "a", "an" and 
"the". Besides the stop-word removal, we also conduct term stemming [34]. The next step 
is to conduct feature selection [39’ 11, 40] to determine whether a term is useful. Yang and 
Pedersen [39] made a comparison on several feature selection methods with respect to their 
strengths and weaknesses. They found that Document Frequency thresholding ’ x^ statistics, 
and Information Gain are generally good. W e utilize Information Gain for the feature selection 
step. 
Information Gain (IG) measures the importance of a term with respect to a class. It is in 
unit of bits and ranges from 0 to 1. When the number of bit for a unique term is equal to 0, 
it means that the term is non-informative for every category. Not only IG can be employed 
by binary classifier, the formula of IG can be defined more generally for m-ary classifier as 










where t denotes a term and d represents a category. IG has a strong theoretical foundation 
since it also considers the class information for each term, rather than simply counting the 
occurrence. High IG score for term t means that the presence of term t in a particular class 
rarely occurs in others. A certain threshold is used for returning the top ranking features. Table 
4.1 shows the top 20 ranking of IG scores in the Topic Detection and Tracking (TDT) corpus 
used in our experiment. 
After feature selection, the next step is to represent a text document as a term vector. There 
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Table 4.1. Top 20 features with the highest information gain ranking 
Ranking Word Information Gain Ranking Word Information Gain 
1 olymp 0.3461 11 parliam 0.1463 
2 elect 0.2758 12 team 0.1462 
3 kill 0.2263 13 nationalist 0.1426 
4 medal 0.2223 14 accid 0.1327 
5 gold 0.1855 15 govern 0.1322 
6 vote 0.1777 16 game 0.1264 
7 parti 0.1616 17 voter 0.1238 
8 vote 0.1777 18 coalition 0.1185 
9 plane 0.1583 19 poll 0.1153 
10 congress 0.1578 20 winter 0.1138 
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is a popular representation scheme called "Term Frequency - Inverse Document Frequency" 
(TF-IDF). It is a scheme that identifies the importance of a term to a document. This scheme 
has two components. They are term frequency in the given document (TF) and the inverse 
document frequency of the term within the corpus (IDF). Equation 2 shows the formula for 
computing the term weight w{di, tj) of a term tj in a document dk. It is basically a product of 
term frequency Fij and inverse document frequency Ij. The term frequency is defined as 
the number of occurrence of term tj in document di. The inverse document frequency Ij of 
the term tj is defined in Equation 3 where N is the total number of document in the corpus. 
rij, known as document frequency, is the number of documents that contain the word j. The 
higher the score of inverse document frequency, the more important the term is with respect 
to the corpus. 
w{di, tj) = Fij * Ij (2) 
Ij = log{l + — ) (3) 
rij-
A high weight in a TF-IDF weighting scheme is therefore achieved by a high term frequency 
in the given document and a low document frequency of the term in the corpus. Table 4.2 
shows some examples of feature weights in some documents labeled as "Election" category 
used in our experiment. 
21 
Table 4.2. Term weighting for some documents labeled as "Election" 
Term 
Document Title parliamentary seat parti elect vote 
Parliamentary elections in India 0.187 0.178 0.122 0.103 0.089 
( A P W 19980304.0300) 
Foreign Policy in India 0 0.074 0.068 0.054 0 
(APW19980305.0684) 
Inviting nationalist as prime minister 0 0.115 0 0.094 0.056 
(APW 19980308.0247) 
Economic Policy in India 0.089 0 0.060 0.045 0.054 
(APW19980312.0300) 
Formation of new government in India 0.112 0.086 0.093 0.059 0.059 
( A P W 19980313.0684) 
4.2 Concept Detection Algorithm 
The main process of the inherent concept detection is the concept detection algorithm. After 
the feature weighting calculation, the text document representation is ready for subsequent 
processing. The detection algorithm is based on an unsupervised learning algorithm. Given a 
collection of positive training documents, we wish to partition them into a number of concepts. 
Each concept is modeled by a cluster of positive documents. The documents assigned to 
each concept are more similar than that assigned to other concept. One characteristic of this 
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Election Criminal Cases Accident 
Political Campaign Crime Description Activity Description 
Election Day Coverage Arrest Death Toll 
Inauguration Investigation Investigation 
Election Result Legal Proceedings Economic losses 
Protest Verdicts Compensation 
Reaction Sentencing Legal Proceedings 
Candidate Intention ： j 
Nomination 
Figure 4.1. Examples of concepts in different categories 
concept detection algorithm is that it is given some initial concepts together with some sample 
seed documents for each concept. Our algorithm makes use of such background information 
(concepts) to generalize knowledge given in the positive document set. The final outcome of 
the detection algorithm is a set of informative concepts modeled by clusters which contain 
useful examples for each concept. 
The number of clusters cannot be fixed in advance. Naturally the background information 
of concepts cannot be fully discovered. W e need to develop a clustering model enabling 
us to extract unseen concepts, which are not given in the initial set of concepts. Updating 
the number of clusters, n, allows us to construct new clusters for learning unseen concepts. 
Figure 4.1 shows an example of some inherent concept discovered in the Topic Detection and 
Tracking (TDT) corpus used in our experiment. 
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The main objective of the detection algorithm is to find all representative examples for each 
concept and group them together. Two or more examples belong to the same concept if they 
are "close" according to a certain distance measure. To define the similarity among examples, 
we formulate a distance measure function. The distance measure function can be formulated 
in geometric way [37，2, 5] or statistical way [3，14]. In our approach, we design the distance 
measure function in geometric manner. 
For calculating the geometric distance among documents in vector space representation, 
each document is considered as a vector in term space as shown in Equation 4. 
di = ,w{di,tr)) (4) 
where w{di, tj) is the TFIDF score of the term tj in document di and r is the dimension of 
vector. 
The most straightforward way of computing distances between two documents in a multi-
dimensional space is to compute Lp metric. If we consider a two- or three-dimensional space, 
this measure is the actual geometric distance between objects in the physical space (i.e., as 
if measured with a ruler). However, the unsupervised learning algorithm does not restrict 
the dimensionality. The consideration of distance measure focuses on the real value function 
given a pair of examples. Consider two documents di and 而’ the Lp metric is defined as : 
r 
Lp{dud2) = [E HduU) - (5) 
i=l 
The Lp metric makes use of the difference of term weight between two documents to measure 
the document similarity. Equation 5 shows the general formula for the calculation. Different 
values on p produce various distance formulae. The formula is commonly known as "Manhat-
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Input: Let C=(ci,... ,Cn) be a set of initial pre-identified concept ； 
(^1，... , Lpri be the centroid of the concept modeled by a cluster of 
some seed documents ； 
1 • For each document di from the positive training document set Dk 
2. Calculate the distance measure 6\s\{di,ipi) between document di and 
the centroid (pi of each cluster 
3. For any cluster ipi, 
4. If the distance measure d\s\{di,(pi) is less than a threshold A 
5. di will be assigned to that cluster a 
6. If di cannot be assigned to any cluster 
7. A new cluster Cn+i will be formed 
Figure 4.2. The outline of concept detection algorithm 
tan Distance" when p=i. It is commonly known as "Euclidean Distance" when p = 2. In our 
framework, we make use of Euclidean Distance. 
The next step is to develop an unsupervised learning algorithm to assign each positive ex-
ample to a particular concept. The outline of the concept detection algorithm is given in Figure 
4.2. 
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Recall that there is a set of initial concepts Ci,... , C „ and each concept is modeled by a 
cluster of some seed documents. Let ipi,…，（pn be the centroid of the concept ... , C „ 
respectively. Consider the set of positive training document set Dk for a category K. The 
distances between document di and the centroid of each cluster is calculated by Equation 5. If 
the distance is smaller than a threshold A, it implies that the document provides supportive in-
formation for this cluster since it is similar to the cluster centroid. The document di will group 
into this cluster. On the other hand, if it is larger than a threshold A, the document will be con-
sidered as a new concept and it forms a new cluster Cn+i- The computational complexity for 
this clustering process is 0(|£)矢|*71) where \Dk\ is the number of positive labeled documents 
for category K, The computational time depends on the distance threshold A since it is the 
critical factor that controls the production of new clusters. If A is small, more examples will be 
regarded as new concepts. As a result, more clusters are formed and the computational time 
of algorithm increases as n increases. After the clustering process, those clusters containing 
more than ji documents are considered as informative concepts. 
Our approach is robust since it has two characteristics. One advantage is that it can remove 
noisy examples. The reason is that those examples which cannot contribute to any clusters will 
create a new cluster with a single document. For the original clustering problem, the number 
of clusters is fixed before the process starts. Our approach allows the discovery of the new 
clusters. The unseen concepts will be represented in the newly discovered cluster. 
The other characteristic of our approach is the idea of informative concepts. Although a 
cluster is supported by some number of members, the representative power of this clusters 
may be weak. The concepts assoicated with the category should have enough representative 
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power. The power depends on the number of documents inside the clusters. Those weak 
clusters will be neglected. In our experiments, the cluster containing less than ^  documents 
(i.e. \cj\ < fj) is ignored and " = 5, 10 ,15, 20. 
Since the unsupervised learning algorithm uses the squared-norm to measure the similarity, 
it can only be effective in forming "spherical" clusters. Transforming the Eculidean feature 
space into high-dimensional feature space by nonlinear mapping function relaxes the "spher-
ical" boundary condition. In the next section, we will investigate the power of nonlinear 
mapping function. 
4.3 Kernel-based Distance Measure 
As mentioned in the previous paragraph, Euclidean feature space only allows the formation 
of "spherical" clusters. However, we will obtain a poor learning performance when the data 
set cannot be seperated linearly. Introducing kernel-based distance measure gives the unsuper-
vised learning model a more flexible way to form different shape of clusters, such as concave 
cluster. Applying the kernel function, input data can be embedded in a high-dimensional 
feature space where linear pattern analysis can be performed giving rise to nonlinear pattern 
analysis in the input space (see Figure 4.3). Originally, the data points are nonlinearly seper-
ated. The objective of kernel-based learning is to find out the mapping function that trasnforms 
the input space and makes the data points to be linearly separable in the mapped feature space. 
To measure the data point distance in the mapped space, kernel-based approach does not need 
to know the coordinates of the embedded points. It only requires their pairwise inner products. 
The kernel function ensures applicability without paying the computational penalty implicit 
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Figure 4.3. Transformation of nonlinear hyperplane to linear one by mapping function • 
in the number of dimensions, since it is possible to evaluate the inner product between the 
images of two inputs in a feature space without explicitly computing their coordinates. 
There are two reasons why this kernel-based approach should work. First of all, detect-
ing linear relations has been the focus of much research in statistics and machine learning 
for decades, and the algorithm is both well understood and efficient. Second, there is a 
computational shortcut which makes it possible to represent linear pattern efficiently in high-
dimensional spaces to ensure adequate representational power. The shortcut is what we call a 
kernel function. 
Kernel based distance measure transforms a nonlinear hyperplane into a linear one by map-
ping the original data items ;c=(a:i, ...,Xn) into another (high-dimension) feature space. The 
mapping function 0 enables a smooth and continuous nonlinear mapping from the input space 
28 
况N to another input space F. The choice of the function cj) aims to convert the nonlinear re-
lations into linear one. The mathematical formula of nonlinear feature mapping is shown as 
Equation 6. 
0 : sft^  F 
(6) 
Given the same unsupervised learning problem, we now consider the same algorithm in 
space F instead of 况"to learn the unsupervised learning model. The key idea of the kernel 
technique is to choose a kernel k rather than a mapping before applying a learning algorithm. 
However, not any symmetric function k can serve as a kernel. The document representation 
vector will be transformed as follows : 
(a;i，2/i),... ,(:c„，yn) eU^ xY 
(7) 
2/1)，• • .，{(l>{Xn),yn) eFxY 
To illustrate the concept of nonlinear mapping clearly, we present this idea with a simple 
example from the first order monomial to the second order one. Equation 8 shows the input 
space transformation of the original 2-dimensional problem. 
(8) 
(rci,rc2) {zu = {xl,V2xiX2,xl) 
After the transformation, the dimensionality of feature space increases from 2 to 3. The 
decision surface in 况2 and 况3 are different. The hypothesis space of linear functions in F 
would then be 
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g{x) = Wnxl + W22xl + W12V2X1X2 (9) 
The composition of the feature map with the inner product feature space F can be evaluated 
as shown in Equation 10. 
< 0(a), 0(6) > = (ai2, v^(2ia2，a沉v^6i62，6•广 
二（(^ 11，《2)，（61,&2广)2 (10) 
=< a,b >2 
The function k{a,b) = < a, 6 G F shows that we can compute the inner product between 
the projections of two points into the feature space without explicitly evaluating their coordi-
nates. In this simple example, we can easily control the algorithmic complexity of the kernel 
machine. However, consider images of 16 x 16 pixels as patterns and fifth order monomials 
as mapping (j). Then one would map to a space that contains all fifth-order products of 256 
/ \ 
5 + 256 — 1 
pixels, i.e., to a ？a - dimensional space. Fortunately, for certain fea-
ture space F and corresponding mapping (/>, there is a highly effectively trick for computing 
scalar products in feature spaces using kernel functions. The computation of a scalar product 
between two feature space vectors can be readily reformulated in terms of a kernel function k. 
The Euclidean distance and kernel-based distance share the same characteristic that they are 
calculated by the inner product between two vectors. So the Euclidean distance measure can 
be regarded as linear kernel. 
Definition 1 Definition of Kernel Suppose we are given a feature mapping • : ^^ ^ F C 
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终.The kernel is the inner product function k : (j) x (j) F, i.e. for all Xi, Xj G 况 " : k ( x i , x j ) 
=< (f){Xi), (f){Xj) > = < X i , Xj > 
The kernel distance function also shares the properties of the inner product space. The value 
of kernel function can be stored in a matrix form, called Gram Matrix. 
Definition 2 Definition of Gram Matrix Given a kernel k : (j) x (f) ^ F and a set X = 
( X i , . . .,Xm) e (f)爪 of m objects in (f), we call the m x m matrix G with Gij = k(Xi,Xj)= 
Xi^ X j 〉 
The Gram Matrix is symmetric since Gij = Gji, that is = G. Furthermore, it contains all 
the information needed to compute the pairwise distances within the data set as shown above. 
In the Gram matrix there is of course some information that is lost when compared with the 
original set of vectors. For example the matrix loses information about the orientation of 
the original data set with respect to the origin, since the matrix of inner products is invariant 
to rotations about the origin. More importantly the representation loses information about 
alignment between the points and the axes. 
m 
fix) = Y^aik{x,Xi) 
9 (11) 
V ^ lire —a;i『 
= } _ ^ a i e x p (  
1=1 
The Gaussian kernel has the appealing property that each linear combination of kernel func-
tions of the training objects x = (rri,... , rcm) (See Equation 11). It can also be viewed as 
a density estimator in input space F because it effectively puts a Gaussian on each Xi and 
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weights its contribution to the final density by The weighting coefficients for a weight vec-
tor in a classical linear model f{x) 二< (/>(:c)，w >. The parameter a controls the amount of 
smoothing, i.e., big values of a lead to very flat and smooth functions /. Hence it defines the 
unit on which distance ||a; — rci|l is measured. For Gaussian kernel, the images of all points 
have norm 1 in the resulting feature space as k{x,x) = exp(O) = 1. The feature space can be 
chosen so that the images all lie in a single orthant, since all inner products between mapped 
points are positive. Our framework uses the Euclidean distance in the input space. Small val-
ues of (7 corresponds to a large value of d since, for example, they allow classifiers to fit any 
labels, hence risking overfitting. In such cases the kernel matrix becomes close to the identity 
matrix. On the other hand, large values of a gradually reduce the kernel to a constant function, 
making it impossible to leam any non-trivial classifier. 
The hyperbolic tangent kernel has the property that there is a higher density near the centroid 
of clusters and monotonically decreasing towards the boundary. Equation 12 is the kernel 
function for hyperbolic tangent. 
k{x,xi) = tanh{-\\x - XiW^/a"^) ( 1 2 ) 
The hypertangent function is like logistics regression but it ranges the output from -1 to 1. 
It often performs better than the logistics function because of its symmetry. When K{x, x') 
is chosen as hyperbolic tangent kernel function, the resulting classifier can be interpreted as 
neural network with one hidden layer with m hidden nodes where m is the number of clusters. 




Training Example Discovery from 
Unlabeled Documents 
In this chapter we present the training example discovery process which extracts potentially 
positive examples from the unlabeled documents. Based on the concepts associated with 
the category K , prototype vectors are constructed for concept generalization. The prototype 
vectors can build up the decision boundary which can analyze the unlabeled documents. 
5.1 Training Document Discovery 
The objective of training documents discovery is to find out potentially positive examples 
with the help of concepts associated with a particular category K. W e use Rocchio learning 
for building the positive and negative concept vectors and cosine similarity to measure the 
similarity between unlabeled documents and the concept vectors. The documents with high 
relevance with category K will be extracted as the element of positive example set for category 
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K. 
Pseudo relevance feedback is an approach to query expansion by which a query is modified 
using information from top retrieved documents without using human judgment. The objec-
tives of training document discovery algorithm and pseudo relevance feedbacks are different. 
The objective of training document discovery is to extract more potentially positive exam-
ples from the unlabeled documents for classifier construction while that of pseudo relevance 
feedback is to expand the user query for higher retrieval accuracy. 
Originally, Rocchio learning was developed for the relevance feedback task. When the 
documents are to be ranked for a query, an ideal query should rank all relevant documents 
above all irrelevant documents. However, such a query might not exist. In our approach, we 
develop a boundary that maximizes the difference between the average score of a relevant 
document and the average score for irrelevant document. Rocchio learning produces a new 
weight vector w from an existing weight vector WprofUe and a set of positive examples. The 
4-th component of new weight vector is updated as in Equation 1. 
where n is the number of training examples, P = 1 < i < n : ？/^  = 1 is the set of positive 
training examples and rip is the number of positive training examples. The parameters a，/3, 
and 7 control the relative impact of the original weight vector, the positive examples and the 
negative examples, respectively. If a = 0’ = 1，and 7 = 1’ 丨丨 is the weight vector of unit 
length which maximizes 
Ei^pWjdi.h) + ⑵ 
Tip n — Up 
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i.e., the difference in the average scores for positive and negative training examples. Our 
algorithm utilizes Equation 2 for our implementation since no user profiles are provided in our 
problem setting. 
Cosine similarity captures the distance between document di and d2 by the cosine of angle 
between them. The formula for the cosine similarity is shown in Equation 3. 
sim{di,d2) = % 含 
"11 "2 (3) 
The numerator is the inner product of document di and dk while the denominator involves 
normalization. A vector can be normalized by dividing each of its components by its length so 
that it is not biased to longer documents. The advantage of this measure is that it is invariant 
to rotation and dilation. 
Consider a set of positive examples P in a particular concept and a set of unlabeled docu-
ments U collected from the target source. All documents for the prototype vectors construction 
are collected. All weightings W(di,tk) in di are normalized. Initially, let all documents in U 
be negative examples and those in the informative cluster P be positive examples. Let Pi be 
a document in P and the normalized weight of a term tk in Pi be W{Putk). Let Uj be a 
document in U. The normalized weight of a term tk in Uj is W{Uj, 4). Let the set of newly 
sought positive example set be M which is initialized to empty set. 
The sum of term weight for positive and negative examples is denoted by 9 and • (see 
Equation 4) respectively. 
e = Y^ WiPi.h) and 0 = 5]； W{Uj,h) (4) 
PiVP Uj^U 
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Equations 5 and 6 show the k-th component of the positive and negative concept vectors 
respectively. Two concept vectors, Q and N, corresponding to positive and negative concepts 
respectively, are learned by Rocchio algorithm. \P\ is the number of positive examples in the 
informative cluster and \U\ is the number of unlabeled documents in the document collection. 
W{Q, tk) and W{N, tk) are the feature scores in the positive and negative concept vectors re-
spectively. a and P are the Rocchio classifier parameters controlling the weighting of positive 
and negative concept vectors. 
(5) 
= (6) 
When the concept vectors are built for the informative concept, our algorithm calculates the 
cosine similarity Aq(C/j) between the unlabeled documents Uj and positive vector Q (negative 





The difference between Equation 7 and the original cosine similarity is the absence of nor-
malization factor at the denominator. The reason of this design is that the feature weights 
in the vectors are already normalized before carrying out the calculation. Finding the score 
difference 6uj of ^ qiUi) and A^iUi) implicitly represents the level of relevance of unlabeled 
documents to the concepts associated with category K (see Equation 9). Higher difference 
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implies higher relevance of the documents. 
= - ANiUj) (9) 
6uj should be normalized by Equation 10. 
一 - Smin (10) 
Onorm — r _ c 、丄 ^ 乂 
Omax — Omin 
where S而 and Smin are the maximum and minimum scores for the particular informative 
concept. If Snorm is larger than a threshold R) and UJ is not in M , then move UJ into M. 
The training example discovery process is repeated for each informative concept. After all 
the newly sought positive examples are found for all concepts, they are merged together with 
the original positive examples to form the final set of positive example training set. 
5.2 Automatically determining the number of extracted positive exam-
ples 
Training document discovery extracts potentially positive examples from the unlabeled doc-
uments. The discovery process leads us to refine the set of positive K labeled examples for 
the improvement of representation power of the classifier. The next step is to determine the 
number of positive examples being extracted. W e design an algorithm which automatically 
determines a suitable amount of positive examples. The pool of positive examples is formed 
by the union of the original positive example set and the extracted ones. The classifier con-
struction algorithm is shown in Figure 5.1. 
W e first build a classifier So by positive example set P and non-K class documents. The 
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Input: Set n = 1 , ry = 1 
Mo = a empty set of potentially positive labeled examples 
So = a classifier built by P as positive example set and non-K class 
documents as negative one 
Ro = accuracy of So on P 
1. Loop 
2. Loop 
3. decrement rjby a small constant 
4. apply EAT to obtain M„ 
5. Until | M „ _ i | � 
6. Zn = P [ j M n 
7. use Z„ as positive set and non-K class documents as 
negative set to build classifier Sn 
8. Rn. = accuracy of Sn on P 
9. i f ( i ? n > Rmax ) 
I^max ~ ， 
10. n = n+1 
11. Until Rn < Rmax 
Figure 5.1. The method for automatically determining the number of extracted positive 
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examples 
trained classifier is then applied to classify positive examples P to obtain the base level accu-
racy Rq. 
Next, the algorithm starts to collect potentially positive examples from the unlabeled data 
set by controlling the decrement level of rj, which is the threshold for rj ranges from 0 to 1. 
The algorithm finds the set M ^ by the training discovery algorithm (EAT) after choosing a 
value of rj. It continues to search a suitable set M „ until there is significant change (controlled 
by e) on the number of potentially positive examples extracted. The set of extracted examples 
Mn combines with the set of original positive examples P to form an extension of positive 
example set W e use the extended set as positive examples and non-K class as negative 
examples to train a classifiers. The set which obtains the best classification accuracy, Rmax, 
is recorded and treats as the output. 
5.3 Classifi cation Model 
After an extended set of positive examples are extracted from the unlabeled document set, 
the next step is to leam a text classifier using a text categorization learning algorithm. W e uti-
lize two text categorization learning methods in our experiment, namely, Generalized Instance 
Set [23] and Support Vector Machine [18]. 
Generalized Instance Set (GIS) was proposed by Lam and Han [23]. The disadvantage 
of k N N is its sensitivity to the noise data. The disadvantage of linear classifier is the poor 
expressiveness of the model since it is restrict the hyperspace to a set of linear separable 
hyperplane regions. By comparing the strength and weakness of k N N algorithms and linear 
classifiers, they combine these two algorithms to form a new classification model in order to 
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overcome the weakness in these two algorithms. 
The GIS algorithm creates a generalized instance G to replace the whole training corpus 
by summarizing the contribution of positive and negative examples to the models. It first se-
lects a representative positive instance and conducts a generalization process using k nearest-
neighbors. The generalization process can be done by any linear classifier G'. After a gener-
alized instance is formed, it is evaluated. This generalized instance is used as a new starting 
point and repeat the generalization process based on nearest-neighbors. If no further improve-
ment is found, the generalized instance will be added into the output pool. This search process 
is repeated until no positive instance remains. The representation power function Rep{G) for 
a generalized instance G is defined as follows: 
RepiG) = rank{I+)) (11) 
i+eK 
where K is the set of k nearest-neighbors of G, /+ is a positive instance in K and rank (/+) 
denotes the ranking of instance J+in the set K according to the similarity metric. When the 
feature weight in G has large magnitude, this feature is highly correlated to positive examples 
and vice versa. The feature weight will be zero if the keyword is equally distributed on positive 
and negative examples. Large value for Rep{G) implies that more positive instances are found 
in the set of k nearest-neighbors of G, 
Given an unseen document X, the classifier can then be used for classification by computing 
a score for X using the weighted sum of the similarity matrix of each generalized instance G. 
The association factor, Assoc{G, C), between a generalized instance G and category C is 
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defined as : 
Assoc{G,C)=^-^ (12) 
where Pk is the set of positive instances in k nearest-neighbors of G and P is the number of 
positive instances in the training set. Finally, the score denoted as the function Score for the 
unseen document X is calculated by : 
Score{X, C) = A ( G ， C ) (13) 
GeGS 
where A(G, X) is the similarity score between generalized instance G and unseen document 
X. 
For the original design of GIS implementation, the model construction and model usage are 
merged together. W e split the implementation into 2 parts. After splitting, one can observe the 
rule leamt from GIS. The rules are composed of feature scores which represent the relative 
importance to build an accurate classifier. If the score is greater than 0，it is related to positive 
concept. If the score is smaller than 0’ it is related to negative one. As the classification model 
become accessible, GIS is able to conduct online classification well. 
Support vector machines (SVM) are based on the Structural Risk Minimization principle 
[15] from computational learning theory. The idea of structural risk minimization is to find 
a hypothesis h for which we can guarantee the lowest true error. It is crucial to pick the hy-
pothesis space with the "right" complexity. This is done by defining a structure of hypothesis 
spaces Hi, so that their respective VC-Dimension di increases. The goal of S V M is to find the 
index i* for which Equation 14 is minimum. 
H i C H2C Ha C ...C Hi C ... a n dV i : di < di+i (14) 
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When the problem complexity is defined by V C Dimension, S V M finds the hyperplane that 
separates the training data by a maximal margin and which has the shortest weight vector. It 
can be translated into the following optimization problem : 
Minimize\\w\\ 
(15) 
so that Vi : • + 6) > 1 
Ui equals +1(-1), if document di is in class + (-). The constraints (15) require that all training 
examples are classified correctly. For a linear classifier in the feature space, V C Dimension 
h is bounded according to h < WwW^R^ + 1 where R is the smallest ball around the training 
data. Thus we can minimize the complexity term by minimizing |H|2. Introducing Lagrange 
multipliers > 0 ,« = 1,... , n, one for each of the constraints in Equation 15，we get the 
following Lagrangian : 
L{wA(y) = - E c ^ i f e i l M O + &)-!) (16) 
^ i=i 
To minimize L in Equation 16 with respect to w, b, we get: 
尝 = O a n d 尝 = 0 (17) 
do ow 
which translate into 
n n 
y ^ aiUi = 0 and w = y ^ cnyidi (18) 
From the right equation of Equation 18, we find that w is contained in the subspace spanned 
by di. Maximizing Equation 16 with respect to a, we get the dual quadratic optimization 
problem by substituting Equation 18 into Equation 16, 
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n ^ n 
maXaC^oti - - (^iC^jViyjdidj) 
i=l i,j=l 
subject to > 0, z = 1,...，n， （19) 
n 
^ oaVi = 0 
i=l 
Only those examples for which the coefficient ai is greater than zero contribute. Those 




This chapter describes the experiments in detail including document corpora, evaluation met-
ric, and results. After our framework extracts a certain amount of potentially positive exam-
ples, the next step is to employ a text categorization algorithm to leam a classifier. In our 
experiment, we have tried two algorithms, namely, Generalized Instance Set (GIS) [23] and 
Support Vector Machine [18]. Two real-world news collections, namely, Topic Detection and 
Tracking (TDT) corpus [22] and Reuters Corpus Volume I [28] were used to conduct the 
experiment. 
6.1 Corpus Description 
The Topic Detection and Tracking (TDT) evaluation forum provides news stories collected 
from different sources. The TDT2 corpus contains six months of news drawn on a daily 
basis from three news sources. The period of time covered by this corpus is from January 
1 to June 30’ 1998. The TDT3 corpus contains data collected for two months on a daily 
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Table 6.1. The distribution od document in the TDT corpus 
Number of Number of 
Category Name training positive documents testing positive documents 
Election 131 374 
Legal/Criminal Cases 182 612 
Accidents 96 44 
Sports News 528 231 
basis, from October 1998 through December 1998. In our experiment, the T D T 2 corpus was 
used for training and the TDT3 corpus was used for testing. W e extracted English newswire 
stories labeled with some broad categories. W e investigated the binary classification of four 
categories, namely, "Election", "Accidents", "Legal/Criminal Cases", and "Sports News". The 
number of stories in the training set was 28,806. 937 out of 28,806 documents are treated as 
labeled examples and the distribution is shown in Table 6.1. Other documents in the training 
set were considered as the unlabeled documents. The total number of testing documents was 
I,261. The vocabulary size was 16,384. Table 6.2 shows the predefined concepts for each 
category in the T D T corpus. 
Reuters Corpus Volume I (RCVl) is an archive of over 800,000 manually categorized 
newswire stories recently made available by Reuters Ltd. for research purpose. Reuters is 
the largest international text and television news agency. Its editorial division produces some 
II,000 stories a day in 23 languages. RCVl-v2 is intended to consist of all and only En-
glish language stories produced by Reuters journalists between August 20，1996 and August 
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Table 6.2. Predefined Concepts associated with each category in the TDT corpus 
Category Name Concepts 
Election political campaign, election day coverage, inauguration, voter turnouts, 
election results, protest, reaction, candidate intention, and nomination 
Legal/Criminal Cases case description, arrest, investigation, legal proceeding, 
verdicts and sentencing, and law making process 
Accidents accident description, death tolls and injuries, economics losses, 
compensation for accident, investigation, and legal proceeding 
Sports News preparation of competition, game description, 
result announcement, player injury, and retirement 
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19, 1997. All news stories are stored in X M L format. It is coded using three category sets, 
namely, Topics, Industries, and, Regions. The definition of "Topics" in R C V l is similar to the 
meaning of category in our framework. In our experiment, we consider the categories in the 
"Topics" set from the corpus. There are 103 categories which contain at least one document 
for the corresponding category. These categories are organized in a hierarchical structure. 
The training/testing set split used in our experiment basically follows the LYRL2004 split 
[28]. The documents are split chronologically into a training set (articles published from Au-
gust 20, 1996 to August 31，1996) and a testing set (articles published from September 1’ 
1996 to August 19，1997). This produces a split of the 804,414 documents into 23,149 train-
ing documents and 781,265 testing documents. In our experiment, we chose four categories, 
namely, "Funding/Capital", "Commodity markets", "Inflation/Prices", and "Trade/Reserves". 
The original number of positive training documents in these four categories was 2,981 • The 
number of testing documents in these four categories was 151,751. The reason for choosing 
these categories is that at least 2 concepts can be found in each category. The category labels 
for the training data from August 24 to August 31，1996 were ignored so that these docu-
ments were considered as unlabeled documents. The remaining ones in August 20 to August 
23, 1996 were considered as the labeled examples. As a result, there are 1,303 and 21,846 
documents for labeled and unlabeled documents respectively. The document distribution over 
the category is shown in Table 6.3. The vocabulary size was 10,682. Table 6.4 shows the 
predefined concepts for each category. 
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Table 6.3. The distribution of document in the RCV1 corpus 
Category Name Training positive examples Testing positive examples 
Funding/Capital 499 40,675 
Commodity markets 489 82,573 
Inflation/Prices 94 8,348 
Trade/Reserves 221 20,155 
Table 6.4. Predefined Concepts associated with each category in the RCV1 corpus 
Category Name Concepts 
Funding/Capital Share capital, Bonds/Debt issues, Loans/Credits, Credit ratings 
Commodity markets Soft commodities, Metals Trading, Energy markets 
Inflation/Prices Consumer prices, Wholesale prices 
Trade/Reserves Balance of payments, Merchandise trade, Reserves, 
Holdings of gold and foreign exchange 
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Table 6.5. The definition of confusion matrix 
Predicted True Predicted False 
Actual True True Positive (TP) False Positive (FN) 
Actual False False Positive (FP) True Negative (TN) 
6.2 Evaluation Metric 
F-measure evaluation metric was used for measuring the categorization performance. The 
macro average F-measure is calculated based on recall and precision of the classification out-
put of the testing set. It first calculates the F-measure score for every category and then the 
average of all the scores is computed. In order to calculate the recall and precision, a confu-
sion matrix as shown in Table 6.5 is used. Recall (r) is defined as the proportion of correctly 
classified positive documents among all positive documents as shown in Equation 1. Precision 
(p) is defined as the proportion of correctly classified positive documents among all system 
classified positive documents as shown in Equation 2. 
TP 
r = — ~ ~ (1) 
TP + FN 
TP 
V = — ( 2 ) 
P TP + TN 
F-measure is the harmonic mean of recall and precision and it is defined as: 
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⑶ 
fjL么 p + r 
where n controls the relative weight of recall and precision. In our experiments, we s&t fi= I 
implying that equal emphasis is placed on recall and precision. 
6.3 Result Analysis 
One of parameters that controls the number of discovered concept is the threshold A setting 
for the distance measure. The inherent concept detection process may discover some unseen 
concepts if the distances between unseen document X to each concept centroid (p are greater 
than the threshold A. The unseen document X will form a new concept by itself. The thresh-
old A were varied from 1.4 to 0.7. Table A.l to Table A.6 in Appendix A show the number of 
concepts discovered by different kernel-based distance measures. The selection of the thresh-
old range depends on the number of concepts discovered by the EAT algorithm. The concept 
detection process that collects too many or too few concepts are not acceptable. For the T D T 
corpus, the range of threshold A of kernel-based distances are 0.7 to 1.2, 0.75 to 0.95, and 1.15 
to 1.4 for Euclidean distance, Gaussian kernel and hyperbolic tangent kernel respectively. For 
the R C V l corpus, the range of threshold A of kernel-based distances are 1.0 to 1.3’ 0.75 to 
0.95，and 1.15 to 1.4 for Euclidean distance, Gaussian kernel, and hyperbolic tangent kernel 
respectively. If the algorithm discovers too many concepts, it leads to concepts containing 
extremely small set of positive examples. In contrast, if the number of concepts discovered 
are too small, there may be a risk that each concept contains all positive examples. 
After the informative concepts are determined, our E A T framework extracts potentially pos-
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itive examples from the unlabeled documents. The original set of positive examples are com-
bined with the set of extracted positive examples to learn a classifier by a text categorization 
learning algorithm. Two text categorization learning algorithms were used in our experiment, 
namely, GIS and S V M . The parameter used in the GIS algorithm are a - 0.8 and k = 50 
where a controls the relative impact of positive examples to negative examples and k is the 
number of nearest neighbor that GIS tries to explore during the generalization. SVM-light ^  
with linear kernel is used for running S V M algorithm in our experiment. Baseline means that 
the classifier learning is based on the original full set of positive examples. Roc-SVM [29] is 
the reliable negative example extraction algorithm proposed by Li and Liu. Using F-measure 
evaluation, we observe that collecting more representative positive examples from the unla-
beled document set generally improves the categorization performance. Our EAT algorithm 
achieves better performance than the baseline and Roc-SVM algorithm in both R C V l and 
T D T corpora. 
Automatically determining the number of positive examples extracted from the unlabeled 
documents is important for controlling the categorization performance. W e also investigate 
the categorization performance without this automatic determination of the number of posi-
tive examples extracted. The amount of extracted positive examples is controlled by varying 
the threshold rj, which is related to the similarity score 6uj. Figure 6.1 to Figure 6.4 show the 
categorization performance of different algorithms using GIS and S V M categorization learn-
ing by varying the number of extracted positive examples for the T D T and RCVl corpora. 
All curves obtain its maximum performance by extracting roughly 100 positive examples for 
1 SVM-light can be downloaded from http://svmlight.joachims.org/ 
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each category. W e notice the importance of automatically determining the number of extracted 
positive examples. Extracting too many positive examples may degrade the classifier perfor-
mance. For the R C V l corpus, the categorization performance may not achieve its maximum 
point if extracting too many positive examples. For the T D T corpus, the categorization per-
formance may be even degraded if extracting too many positive examples. The reason is due 
to the quality of potentially positive examples. When more positive examples are extracted 
from the unlabeled documents, those examples may be noisy. Nigam and McCallum [33] had 
similar observation. 
Table 6.6 shows the categorization performance, measured by F-measure, of the baseline, 
Roc-SVM, and EAT with Euclidean distance and various kernels using the GIS classifica-
tion model for the T D T corpus. For the category "Election", EAT improves the classification 
performance by 2.3%, 2.0%, and 2.4%, compared with the baseline, for Euclidean distance, 
Gaussian kernel, and hyperbolic tangent kernel respectively. For the category 'Legal /Criminal 
Cases", it improves the classification performance by 5%, 10.6%, and 9.2%, compared with 
the baseline, for Euclidean distance, Gaussian kernel and hyperbolic tangent kernel respec-
tively. For the category "Accidents", it maintains the classification performance for Euclidean 
distance, Gaussian kernel, and hyperbolic tangent kernel respectively. For the category "Sports 
News", it improves the classification performance by 1.9%, 0%, and 1.5%, compared with the 
baseline, for Euclidean distance, Gaussian kernel, and hyperbolic tangent kernel respectively. 
Table 6.7 shows the categorization performance, measured by F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the S V M classification 
model for the T D T corpus. For the category "Election", EAT maintains the classification per-
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formance for Euclidean distance, Gaussian kernel, and hyperbolic tangent kernel respectively. 
For the category "Legal /Criminal Cases", it improves the classification performance by 2.4%, 
3.0%, and 3.3%, compared with the baseline, for Euclidean distance, Gaussian kernel, and 
hyperbolic tangent kernel respectively. For the category "Accidents", it maintains the classi-
fication performance for Euclidean distance, Gaussian kernel, and hyperbolic tangent kernel 
respectively. For the category "Sports News", it improves the classification performance by 
10.6%, 11.1%, and 11.8%, compared with the baseline, for Euclidean distance, Gaussian ker-
nel, and hyperbolic tangent kernel respectively. 
Table 6.8 shows the categorization performance, measured by F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the GIS classification 
model for the R C V l corpus. For the category "Funding / Capital", it improves the classifi-
cation performance by 25.4%, 6.5%, and 28.6%, compared with the baseline, for Euclidean 
distance, Gaussian kernel, and hyperbolic tangent kernel respectively. For the category "Com-
modity markets", it improves the classification performance by 11.9%, 13.3%, and 10.3%, 
compared with the baseline, for Euclidean distance, Gaussian kernel, and hyperbolic tangent 
kernel respectively. For the category "Inflation/Prices", it improves the classification perfor-
mance by 12.7%, 13.8%, and 12.9% for Euclidean distance, Gaussian kernel, and hyperbolic 
tangent kernel respectively. For the category "Trade / Reserves", it improves the classification 
performance by 2.1%, 4.4%, and 5%, compared with the baseline, for Euclidean distance, 
Gaussian kernel, and hyperbolic tangent kernel respectively. 
Table 6.9 shows the categorization performance, measured by F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the S V M classification 
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model for the R C V l corpus. For the category "Funding /Capital", it improves the classifica-
tion performance by 17.4%, 15.1%, and 16.4% for Euclidean distance, Gaussian kernel, and 
hyperbolic tangent kernel respectively. For the category "Commodity markets", it improves 
the classification performance by 6.6%, 4.7%, and 7.7%, compared with the baseline, for 
Euclidean distance, Gaussian kernel, and hyperbolic tangent kernel respectively. For the cat-
egory "Inflation/Prices", it improves the classification performance by 5.3%, 6.6%, and 4.8% 
for Euclidean distance, Gaussian kernel, and hyperbolic tangent kernel respectively. For the 
category "Trade /Reserves", it improves the classification performance by 19.0%, 11.4%, and 
14.1%, compared with the baseline, for Euclidean distance, Gaussian kernel, and hyperbolic 
tangent kernel respectively. 
Most of the categories can significantly improve the classification performance by extract-
ing more potentially positive examples. The number of positive examples extracted depends 
on the representative power of original set of positive examples in the informative concepts. 
High representative power requires less positive examples to improve the classification per-
formance. The average percentage of extracting positive examples leading to the best perfor-
mance varies from 15.4% to 494.1% and the result is shown in Table 6.10 to Table 6.13 in 
Appendix A. In conclusion, extracting positive examples has a significant improvement on 
the classification performance. 
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Table 6.6. The categorization performance, measured by macro F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the GIS classification 
model for the TDT Corpus 
Method Category 
Election Accident Legal / Criminal Case Sport News 
Baseline 0.903 0.789 0.620 0.862 
Roc-SVM 0.7 0.855 0.866 0.773 
E A T Euclidean 0.926 0.839 0.620 0.881 
Gaussian kernel 0.923 0.895 0.620 0.862 
Hyperbolic kernel 0.927 0.881 0.623 0.877 
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Table 6.7. The categorization performance, measured by macro F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the SVM classifica-
tion model for the TDT Corpus 
Method Category 
Election Accident Legal / Criminal Case Sport News 
Baseline 0.879 0.836 0.795 0.742 
Roc-SVM 0.7 0.855 0.866 0.773 
E A T Euclidean 0.879 0.860 0.795 0.848 
Gaussian kernel 0.879 0.866 0.795 0.853 
Hyperbolic kernel 0.879 0.869 0.805 0.860 
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Table 6.8. The categorization performance, measured by macro F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the GIS classification 
model for the RCVl Corpus 
Method Category 
Funding / Commodity Inflation / Trade / 
Capital markets Prices Reserves 
Baseline 0.653 0.761 0.794 0.861 
Roc-SVM 0.346 0.350 0.321 0.317 
E A T Euclidean 0.907 0.880 0.921 0.882 
Gaussian kernel 0.718 0.894 0.932 0.905 
Hyperbolic kernel 0.939 0.887 0.923 0.911 
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Table 6.9. The categorization performance, measured by macro F-measure, of the baseline, 
Roc-SVM and EAT with Euclidean distance and various kernels using the SVM classifica-
tion model for the RCV1 Corpus 
Method Category 
Funding / Commodity Inflation / Trade / 
Capital markets Prices Reserves 
Baseline 0.532 0.536 0.144 0.332 
Roc-SVM 0.346 0.350 0.321 0.317 
E A T Euclidean 0.706 0.602 0.197 0.522 
Gaussian kernel 0.683 0.583 0.210 0.446 
Hyperbolic kernel 0.696 0.613 0.192 0.473 
58 
Table 6.10. Number of positive examples Involved in EAT by GIS classifier for the TDT 
Corpus 
Method Category 
Election Legal/Criminal Case Accident Sports News 
Baseline 130 182 96 528 
E A T Euclidean 287 370 119 901 
Gaussian kernel 290 274 120 539 
Hyperbolic kernel 264 306 119 1,063 
Average increase (in % ) 115.6% 74.0% 24.3% 58.0% 
Table 6.11. Number of positive examples involved in EAT by SVM classifier for the TDT 
Corpus 
Method Category 
Election Legal/Criminal Case Accident Sports News 
Baseline 130 182 96 528 
E A T Euclidean 146 471 120 857 
Gaussian kernel 158 421 120 755 
Hyperbolic kernel 146 365 116 852 
Average increase (in % ) 15.4% 130.2% 23.6% 55.6% 
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Table 6.12. Number of positive examples Involved in EAT by GIS classifier for the RCVl 
Corpus 
Method Category 
Funding / Commodity Inflation / Trade / 
Capital markets Prices Reserves 
Baseline 499 489 96 223 
E A T Euclidean 661 734 406 360 
Gaussian kernel 1,427 914 422 597 
Hyperbolic kernel 656 761 654 331 
Average increase (in % ) 83.3% ’ 64.2% 414.6% 92.5% 
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Table 6.13. Number of positive examples Involved in EAT by SVM classifier for the RCV1 
Corpus 
Method Category 
Funding / Commodity Inflation / Trade / 
Capital markets Prices Reserves 
Baseline 499 489 94 221 
E A T Euclidean 775 1,194 600 615 
Gaussian kernel 718 914 654 554 
Hyperbolic kernel 635 927 457 642 
Average increase (in % ) 42.2% 106.8% 494.1% 170.7% 
61 
0.84 1 1 1 1 1 1  
0.82 - EAT(Euclidean) + -
, 米 / EAT(Gaussian) x.… 
. « EAT(Hyperbolic)…来……_ 
O-o •... 门 / / 门 Vj,;\ n Baseline …..曰…… 
I I". J 卜 I I ___ 
� V Roc-SVM _ 
8 0.78 \ \ : \ . -
奶 v . . . . / / 
9? // \ \ 
运 0.76 _ W -
S \ \ / \ \ 
I 0.74 - \ \ -
o \ V / \ + 
o n 7P - -
n 7 \ / - k -
0.7 - ••••..„.. 
0 . 6 8 - -....... 
0.66 ‘ ‘ ‘ ‘ 
0 50 100 200 300 
Average Number of extracted positive examples from unlabeled documents 
Figure 6.1. The categorization performance, measured by macro F-measure, of different 
algorithms using GIS by varying the number of extracted positive examples for the TDT 
corpus 
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algorithms using SVM by varying the number of extracted positive examples for the TDT 
corpus 
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Conclusions and Future Work 
W e present a novel approach for solving a non-traditional text categorization problem. Only 
positive examples and a set of concepts associated with the category are available. It makes 
use of the unlabeled documents easily collected from the new document source. The idea 
of our approach is to exploit the inherent concept structure of a particular category defined 
in the corpus. W e design an unsupervised learning algorithm for inherent concept detection. 
The user usually has some insights about the kind of concepts covered by the category. This 
perception allows the user to specify some seed training documents for predefined concepts in 
the inherent concept detection algorithm. The detection algorithm discovers the hidden con-
cept structure with the aid of seed training examples for each predefined concepts associated 
with the category. Moreover, we investigate the performance of non-linear separation in the 
inherent concept detection since it gives more flexibility on the underlying structure of the 
concepts. 
After developing the inherent concept structure, we develop a semi-supervised learning 
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algorithm for adapting the training set by automatically seeking useful positive document ex-
amples from the unlabeled data. For each informative concept, we identify the similarity of 
the unlabeled documents to the concept vectors (positive and negative). Potential positive ex-
amples can be extracted based on this category. Aggregating all potentially positive examples 
from each informative concept forms a new set of positive examples. The new set of positive 
examples joins with the original ones to leam the classifier. W e also design a classifier con-
struction algorithm which automatically decides an appropriate number of positive examples 
for such process. The experimental results show that our proposed approach can improve the 
categorization performance among different datasets, and even different classifiers. 
Several directions can be expanded. The first direction is to develop a sophisticated ap-
proach for learning the inherent structure of the existing set of positive examples guided by 
the related concepts of the category. W e can introduce a kind of term importance in a category 
with the consideration of associated concepts. The second direction is the examination on 
the non-informative clusters which have just a small number of documents (smaller than ji). 
There are almost some keywords hidden in the non-informative concepts. An approach to dis-
covering those terms with the aid of human expert is feasible. The third direction is to design 
an approach to capture the relationship among concepts associated with the category. Some 
probabilistic models, such as Expectation-Maximization and fuzzy clustering, may be useful 
since these models handle the relationship among the informative concepts by introducing the 
probabilities of unlabeled document corresponding to each informative concept. 
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Appendix A 
Detailed result on the inherent concept 
detection process for the TDT and RCVl 
corpora 
The Appendix shows the number of concepts detected by our inherent concept detection algo-
rithm under different threshold A setting. In the following tables, /i is the threshold controlling 
the minimum number of positive examples in the concepts that can be declared as informative. 
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Table A.1. Number of concepts over the class given the distance threshold A on TDT corpus 
—Euclidean distance 
F Category “~ 
Election || Legal/Criminal Cases Accidents Sport News 
~ /i “ “ 
Threshold A 5 1 0 I ISTW 5 | 1 0 | 1 5 | 2 0 5 | m | 1 5 p o " 5 1 0 | 1 5 
— 1 . 2 ~W~16~~8~~^ ~ ~ T ~ 5 2 8 1 2 ~ 7 ~ ~ 1 6 " T ^ 
O " I s " 9 ~ ~ 3 0 0 ^ 9 ~ ~ 4 ~ ~ F l ^ l ^ l ^ T ^ 
T ^ " 1 ~ ~ 4 3 ~ ~ i 5 ~ ~ 0 0 0 ^ 4 0 ~ ~ 1 0 1 0 " T ^ 
^ ""“~1 ~ ~ 0 ~ ~ 0 0 ~ 0 “ 0 0 ~0~ ~ ~ 2 ~ ~ 2 ~ ~ 2 ~ 一 0 . 8 1 ~ ~ 0 0 ~ ~ 1 7 ~ 2 ~ ~ 0 ~ 0 6 ~ ~ 2 2 ~ ~ 2 ~ ~ 2 ~ 
——0.7 I 0 I 0 I 0 I 0 II 0 I 0 I 0 I 0 I 0 I 0 I 0 I 0 II 3 I 1 I 1 I 1 
Table A.2. Number of concepts over the class given the distance threshold A on TDT corpus 
—Gaussian kernel 
Category  
Election Legal/Criminal Cases Accidents 11 Sport News 1 
一 / i — “ M 
" T h r ^ o l d X 5 1 0 I 1 5 2 0 ~ 5 I 1 0 I 1 5 2 0 5 I 1 0 I 1 5 I 2 T 5 I 1 0 I 1 5 I 2 0 
O ^ ~0 0 0 0~ 0 0 T " 0 ~0~ 0 0 丁 1 1 ~ ~ P 
0.9 ~ i ~ ~ 0 " "“0~ ~ T " 0 0 0 "1 ~ ~ 0 ~ ~ 0 ~ ~ 0 ~ ~ 4 ~ ~ F 1 1 
M s " l 7 ~ ~ 8 ~ ~ 6 ~ ~ 2 3 6 2 ~ 0 ~ 1 9 1 0 1 0 " m T i y U " 
^ 互 互 互 互 18 18 T T 17 I T " 14 14 ~0~ 15 
0 . 7 5 I 1 8 I 0 I 0 I 0 I I 1 7 I 1 7 I 1 7 I 0 | 1 5 | 1 5 | 1 5 | 1 5 | | 0 | 0 | 0 
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Table A.3. Number of concepts over the class given the distance threshold A on TDT corpus 
—Hyperbolic tangent kernel 
- Category 了 
Election 11 Legal/Criminal Cases Accidents Sport News 1 
M ^ /f 
Threshold X 5 10 I 15 | 20 5 | 10 | 15 5 I 10 I 15 I 20" 5 | 10 | 15 | 20 
14 I T T T l ^ l ^ I 17 17 15 15 14 13 11 15 15 15 15 
135 7 5 I F 12 11__8_ 15 15 15 15 
n 1 7 9 6 r " 16 4 丁 0 22 9 7__1_ 15 15 15 15 
TJs r r " 6 3 「 8 0 丁 0 "IT 4 1 0 15 15 15 15 
12 7 1 0 0 0~ 0 丁 0 _ _ 0 _ _ ^ _ 9 _ _ 1 _ _ 1 _ _1_ 
1.15 | o | o | o | o | | o | o | o | 0 | | 2 | o | o | o | | 3 | l | l | l 
Table A.4. Number of concepts over the class given the distance threshold A on RCV1 
corpus 一 Euclidean distance 
‘ Category 
Funding / Capital Commodity markets Inflation / Prices Trade / Reserves 
M “ 
Threshold X 5 10 | 15 20" 5 10 I 15 20 5 | 10 | 15 | 可 5 10 I 15 20 
O W 50 50 ~ W 29 29 W J 5 _ _ 1 4 13 11 15 15 15 15 
r ^ ~ ~ 4 3 ~ ~ 4 3 ~ ~ W 18 12 1 1 _ _ ^ 15 15 15 "T5~ 
n, W 69 69 ~ ~ ^ 64 22 9 7 ~ ~ F " 1 5 ~ 1 ^ 1 5 ~ 1 5 " 
m f i 7 3 1 8 109 " W T O ^ 109 4 1 0 ~ 
u 丁 1 0 "~o~ 4 0 0 o ~ ~ 9 ~ ~ i ~ ~ i ~ ~ r ~ 
——1.0 I 0 I 0 I 0 I 0 II 72 I 72 I 72 I 72 II 2 | 0 | 0 | 0 || 3 | 1 | 1 | 1 
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Table A.5. Number of concepts over the class given the distance threshold A on RCVl 
corpus — Gaussian kernel 
Category 
Funding / Capital Commodity markets Inflation / Prices Trade / Reserves 
~ M JJ'  
~Threshold A 丁 | 1 0 I 1 5 20 5 | 10 | 1 5 | 20 5 | 1 0 | 1 5 | 20~ 5 I 1 0 I l ^ p O 
0.95 ~ 8 ~ ~ 2 ~ ~ 2 ~ ~ F 2 0 丁 0 ~ I 1 ~ ~ 0 0 ~ ~ 0 0 ~ ~ 0 ~ ~ 0 ~ 
0.9 " ^ " T O ~ ~ 5 ~ ~ 8 1 丁 0 ~ ~ i ~ ~ 0 ~ ~ 0 ~ ~ 2 ~ ~ 0 ~ ~ 0 ~ ~ 0 ~ 
0.85 ~ 4 4 ~ ~ 3 ~ ~ ^ 44 26 " W 11 ~ l 6 " " “ 4 ~ ~ 1 F 7 ~ ~ 3 ~ ~ F 
^ 4 ~ ~ 4 ~ ~ 4 ~ ~ ^ 18 1 8 — 1 ^ 18 3 3 ~ 3 3 ~ " l ^ l F l O ~ ~ ^ 
0.75 I 4 I 4 I 4 I 4 I 3 I 3 I 3 I 3 II 2 I 2 I 2 I 2 II 3 I 3 I 3 I 3 
Table A.6. Number of concepts over the class given the distance threshold A on RCVl 
corpus — Hyperbolic tangent kernel 
~ Category  
“Funding / Capital Commodity markets Inflation / Prices Trade / Reserves 
— /i /i “ M 
Threshold A 5 1 0 I 1 5 20 5 10 I 1 5 20 5 I 10 I 1 5 I 20 5 10 I 1 5 HjO 
T^ 互 互 互 可 可 15 I T U " 13 11~ 
^ 互 互 互 互 i 25 23" 22 " 4 4 4 4~ l ^ ~ T 2 ~ " l O ~ ~ ^ 
1.35 " ^ " W T ^ l ^ 35 25 18 11 ~9~~5~~3~ " 2 ^ 1 3 ~ ~ 6 ~ ~ 
1.3 " 2 r ~ 2 l 1 2 ~ ~ 8 ~ 41 13 丁 4 9 " 2 ~ ~ 2 ~ ~ F "1 ~ ~ 4 ~ ~ 1 ~ ~ 0 ~ 
1.25 9 ~ ~ 6 " l 5 4 ~ ~ 3 ~ 1 " T " 1 0 ~0~ ~ 8 ~ ~ 0 ~ ~ 0 ~ ~ 0 ~ 
1.2 1 4 5 ~ ~ 4 V 4 1 丁 0 1 "1 ~ ~ 0 0 ~ ~ 2 ~ ~ 0 ~ ~ 0 ~ ~ 
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