Dedicated to Wolfgang Woess on the occasion of his 60th birthday A. We will give a criterion for the amenability of arbitrary locally finite trees. The criterion is based on the trimming operator which is defined on the space of trees. As an application, we obtain a necessary and sufficient condition for that amenability of Galton-Watson trees.
I
The notion of amenability for groups emerged out of von Neumann's effort [vN29] in 1929 to find the underlying reason for Hausdorff's paradox. It is his observation that once the dimension of a Euclidean space E exceeds two, the group of isometries of E will contain a copy of the free group on two generators and hence fails to be amenable. This copy of the free group can then be used to carry out various paradoxical decompositions which are analogous to Hausdorff's original result.
Since its inception, the theory of amenable groups has been explored and the notion of amenability has been extended to a broad class of algebraic objects. Zimmer [Zim78] found that a non-amenable group may have actions that share many properties of the actions of amenable groups and thus initiated the theory of amenable group actions.
Amenability of a discrete group can also be formulated in terms of its Cayley graph. Before giving this definition, let us recall the notion of the Cayley graph for a ( finitely generated) group. Recall that if G is a group generated by a (symmetric) set Σ of generators, then Cayley graph Γ = Γ (G, Σ) is an undirected graph with the underlying set of G as its vertex set in which vertices g 1 , g 2 ∈ G form an edge when g −1 1 g 2 ∈ Σ. For instance, one can readily see that the Cayley graph of a free group on k generators with respect to the standard generating set is isomorphic to the (unique) 2k-regular tree. For a subset A of vertices of Γ , the boundary ∂A, by definition, consists of those vertices in A that have a neighbor in V(Γ ) \ A. A family A n ⊆ G is then called a Følner family, if |∂A n |/|A n | → 0, as n → ∞. It is a classical result that a finitely generated group G is amenable iff such a Følner family exists, see [Føl55] . This definition lends itself to using many other methods to establish the amenability of a group. For instance, in various works by Bartholdi, Kaimanovich, Nekrashevych, Amir, Angel, and Virag ( [Kai05] , [BKN10] , [AAV13] ) random walks have been used to prove the amenability of several self-similar groups . Many definitions and statements about amenable groups carry over almost verbatim to amenable graphs. For instance, Gerl [Ger88] showed that a connected graph is amenable if and only if the spectral radius of simple random walk on the graph is strictly less than 1. This result is a generalization of Kesten's result for amenable groups [Kes59] .
Note that the Cayley graph of a group G is homogeneous, i.e., its automorphism group (containing G as the subgroup of "internal symmetries") acts transitively on the vertex set of G. In particular, the only trees that can be realized as Cayley graphs are those of free products of cyclic group, which, except in trivial cases, are non-amenable. In this note, we will take up the question of characterizing amenability for arbitrary locally finite trees. Our point of departure is a group of results proved by Gerl and Woess who investigated this property for trees that do not have degree-one vertices. Recall that a branch is a vertex with degree at least three. It is clear that a graph which contains arbitrarily long paths without branches is amenable. Gerl [Ger86] proved a tree without any leaves with uniformly bounded degrees is amenable if and only if there are arbitrarily long paths without any branch as induced subgraphs. Later, Woess [Woe00, p. 114] improved this result by dropping the uniform finiteness condition. (see Theorem 2.7). One can easily see that the assumption that T has not vertices of degree one cannot be dropped (see Example 2.1).
Our first theorem extends this characterization to arbitrary trees and, en passant, also supplies a rather elementary and "probability-free" proof of that result too. In order to state the theorem, we will need to introduce some new terminology. Our central new concept is the trimming operator Θ defined on the space of countable trees. Intuitively, trimming a tree amounts to removing all vertices of degree 1. Hence, the set of fixed points of this operator are precisely the trees without leaves (but see Example 3.1). Using the trimming operator, we will define inessential subtrees of a trees which are, roughly speaking, finite subtrees hanging from a vertex of the main tree. Next to long paths, inessential subtrees can provide another source of Følner sets for infinite trees. Our theorem roughly says that these are the only underlying reasons for the amenability of a tree: Theorem 1. Let T be an infinite tree. Then T is amenable if and only if T contains arbitrarily large inessential trees or for some k ≥ 1, Θ k (T ) has arbitrarily long paths. Moreover, the former is always the case if T can be trimmed indefinitely.
This theorem can then be applied in a probabilistic setting. There are many models for random trees. The oldest and perhaps the most well-known one is the family of Galton-Watson trees. In this context, we have the following theorem:
Theorem 2. The Galton-Watson tree T associated to the probability distribution (p i ) i≥0 is almost surely amenable, if and only if
This paper is organized as follows. In Section 1, we will define the graph-theoretical terminology that is freely used throughout the paper. Section 2 is devoted to stating general facts about amenability. A simple proof of Theorem 1 in the special case of trees without leaves is also given in this section. In Section 3, the trimming operator and inessential trees are introduced and studied. Finally, in Section 4, we show an application of Theorem 1 in the context of Galton-Watson trees.
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P
In this section, we will define the basic graph-theoretic terminology and set the notations used in this paper. A (undirected) graph G consists of a non-empty set V(G) called the vertices and a family of 2-element subsets of V(G), called the edges of G, and denoted by E(G). For brevity, the edge {u, v} with vertices (also called endpoints) u and v will be denoted by uv, hence uv = vu. The set of neighbors of a vertex v, denoted by N(v), consists of the vertices u ∈ V(G) with uv ∈ E(G). Correspondingly, for a subset A ⊆ V(G), we set N(A) = v∈A N(a). The degree of a vertex is given by deg v = |N(v)|, where |X| denotes the cardinality of set X. All the graphs considered in this paper are assumed to be locally finite, that is, deg v < ∞ for all v ∈ V(G). A leaf is a vertex of degree 1. The set of leaves of a graph G is denoted by L(G). For two leaves u, v ∈ G, we write u ∼ v if N(u) = N(v). A branch is a vertex with degree strictly more than 2. For a non-empty subset A ⊆ V(G), the induced subgraph G[A] is the graph with
Similarly, for a non-empty subset R of edges of G, the edge-induced subgraph G(R) has R as the set of edges and the set of endpoints of R as the vertices. A path of length n between two vertices u and v is a finite sequence of vertices x 0 = u, x 1 , · · · , x n = v such that x i and x i+1 are neighbors for i = 0, 1, · · · n− 1. A tree T is a graph such that for any two vertices u, v ∈ V(T ), there exists a unique path joining u to v. This path (viewed as in induced subgraph of T ) will be denoted by [uv] . We say that a graph G contains arbitrarily long paths without branches if for any n, there exist vertices v 1 , . . . , v n ∈ V(G) such that v i is connected to v i+1 for 1 ≤ i ≤ n and for 1 ≤ i ≤ n, the degree of v i in G is exactly 2.
A  G
In this section, we recall the definition of amenability for graphs and groups. Moreover, we will give a complete characterization of amenable trees without leaves.
Definition 2.1. Let A be a subgraph of graph G. The boundary of A consists of those vertices of A which are connected to at least one vertex outside A. We will denoted the boundary by ∂A. Hence,
where |A| = |V(A)|.
We will also need the following definition.
Definition 2.2. Define the isoperimetric number or Cheeger constant of a graph G as follows
A is a non-empty and finite subgraph of G .
Equivalently, the graph G is amenable if and only if there is a sequence of finite subgraphs
Such a sequence (A n ) n≥1 witnessing the amenability is called a Følner set. Let us make two remarks about Følner set: first, one can always exchange a Følner set with one which consists of finite connected graphs. This follows from the following easy lemma:
Proof. Let A 1 , A 2 , · · · , A n are finite connected components of A. Since A i are pairwise disjoint,
Second, the Følner set can be chosen to exhaust V(G):
Proof. Let B n be a sequence of finite subgraphs such that their union is the whole graph G. By
as n goes to infinity.
We can now give the definition of amenability for countable groups.
Definition 2.5. A countable group G is called amenable whenever its Cayley graph admits a Følner set, i.e., there exists a sequence of finite subsets (A n ) n≥1 such that
for every g ∈ G, where gA n = {ga : a ∈ A n } and A n ∆gA n is the symmetric difference of two sets A n and gA n .
Let G be a finitely generated group with a symmetric finite set Σ. The Cayley graph of the group G is a graph whose vertices are elements of G and two vertices of g 1 and g 2 are connected if there is an element s ∈ Σ such that g 1 s = g 2 . A finite generated group G is thus amenable if and only if its Cayley graph is amenable. Proposition 2.6. Let T be a tree which does not have any vertex with degree less than 3. Then for every finite subtree A, we have |A| ≤ 2|∂A|. Consequently, T is not amenable.
Proof. Let A be a finite subtree of T . Define K i = {v ∈ A : degv = i }. Hence, the boundary of A at least includes the vertices with degree 1 and 2, hence |∂A| ≥ |K 1 | + |K 2 |. It is well-know that
Since A is a tree, |E(G)| = |V(A)| − 1. Equalities (2.1) and (2.2) now imply
We now have 2|∂A|
As mentioned, Woess [Woe00, p. 114] classified amenable trees without any leaves. Here we provide an alternative proof for this result.
Theorem 2.7. [Woe00, p. 114] Let T be an infinite tree with no leaves. Then T is amenable if and only if T contains arbitrarily long paths without any branch.
Proof. Let T contain arbitrary long paths without branches. For each n, let A n be a finite subtree of T with exactly n vertices with degree 2. Hence, |A n | = n + 1 and |∂A n | ≤ 2. Consequently, (A n ) is a Følner set.
Assume T does not contain arbitrarily long paths without branches. Let T ′ be a tree obtained after removing all vertices of T whose degrees are 2. Since, T does not have any leaves, by Proposition 2.6, T ′ is not amenable. If A is a finite subtree of T , then corresponding subtree A ′ in T ′ has the same boundary as A ′ and clearly |A ′ | ≤ |A|. In addition, each edge of A ′ is obtained by removing at most d vertices, where d is the longest path without any branch. In other words, |A ′ | ≤ d|A|, and
Combining the preceding inequalities and the fact T ′ is not amenable imply non-amenability of T . The preceding theorem is not true if the trees are allowed to have infinitely many leaves, as the following example shows.
Example 2.1. Let T be a tree which can be obtained by attaching one vertex and one edge to the Cayley graph of Z with respect to the generating set {−1, 1} (see, Figure I ). Then T is amenable, but T does not contain arbitrarily long paths without any branch.
Remark 2.8. One has to note that some properties of amenability for graphs may diverge from amenability of groups. For instance, it is known that every subgroup of a (discrete) amenable F . Example 2.1 group is amenable. The analogous property does not hold for trees. This can be easily seen as follows: let T be a 3-regular tree and T ′ be the tree obtained by adding an infinite ray Z (the graph with vertices 1, 2, . . . where i and j are adjacent when |i − j| = 1) to one of the vertices of T . In other words, let T ′ be the graph obtained by taking the disjoint union of T and Z and identifying vertex 1 of Z with one of the vertices of T . Clearly T ′ contains arbitrary long paths without any branch and is hence amenable, but it contains T as a subtree which is not amenable. One can modify this example to construct an example of a tree T ′ and a subtree T with the same set of ends as T such that T ′ is amenable, but T is not.
T   S
In this section, we will define certain operators on the space of trees. These definitions will later be used to give a criterion for amenability of trees.
Definition 3.1. Let T be an infinite tree. The trimming operator Θ(T ) is defined by
In other words, Θ(T ) is the tree obtained by removing all the leaves of T together with their incident edges.
F . Example 2.1 after trimming
Remark 3.2. We will always view Θ(T ) as an induced subtree of T . For instance, T has no leaves iff Θ(T ) = T . Note that
is a decreasing sequence of subtrees of T . Also define, Θ 0 (T ) = T and Θ k+1 (T ) = Θ(Θ k (T )), for
We say that the trimming stops in finite time if this sequence stabilizes at some point, i.e., if there exists k ≥ 0 such that Θ k (T ) does not have any leaves, which is equivalent to Θ l (T ) = Θ k (T ) for all l ≥ k. Otherwise, we say that T can be trimmed indefinitely. . One can analogously define for any n ≥ 1 the tree T n by
with the edges similar to those of T above. In this case, one can see that [T n ] is a periodic point of Θ with the smallest period n.
F . Example 3.1
We will now define the notion of inessential subtree and use it to prove some of properties of finitely trimable trees.
Definition 3.3. Let T 0 be a finite (connected) subtree of an infinite tree T with at least one edge. We say that T 0 is inessential if the edge-induced subgraph G(E(T ) \ E(T 0 )) is connected, and hence is a tree.
For an inessential subtree T 0 of T , set T 0 = G(E(T ) \ E(T 0 )), and note that E(G) is the disjoint union of the edge set of the trees T 0 and T 0 . This implies that T 0 and T 0 have exactly one vertex in common. We call this vertex the root of T 0 and denote it by root(T 0 ). Note that since root(T 0 ) is adjacent to a vertex in T 0 , as well as one in T 0 , its degree is at least 2. Let us derive some immediate consequences of this definition. Proof. Since T 1 and T 2 have a common vertex, T 1 ∪ T 2 is a connected, and hence a subtree of T .
Also T 1 ∪ T 2 = T 1 ∩T 2 is the intersection of two trees that have a common vertex root(T 1 ) = root(T 2 ), and is hence connected.
Proposition 3.5. An infinite tree has an inessential subtree if and only if it has a leaf.
Proof. Let v be a leaf of T and w be the unique vertex of T adjacent to v. Then the single edge vw is an inessential subtree of T . Conversely, if T ′ is an inessential subtree of a tree T , then T ′ has at least two vertices of degree 1. Call them u ′ and v ′ . We claim that at least one of u ′ and v ′ has degree 1 in T . If, on the contrary, u ′ and v ′ are adjacent to vertices u and v in V(T ) \ V(T ′ ), respectively, then the unique path from u to v will contain both u ′ , v ′ ∈ V(T ′ ). Now consider the path joining u and v in G(E(T ) \ E(T ′ )). The unique path between u ′ and v ′ in T must contain this path, and will hence depart T ′ . This contradicts the assumption that T ′ is connected.
Lemma 3.6. If Θ(T ) contains an inessential subtree with k vertices, then T contains an inessential tree with at least k + 1 vertices.
Proof. Let T 0 be an inessential subtree of Θ(T ) and v be one of its leaves. Since v is not a leaf of T , it must be connected to at least one vertex of V(T ) \ V(Θ(T )), which is automatically a leaf of T . The tree added by adding all such vertices w and the corresponding edges vw to T 0 is connected and hence an inessential subtree of T with at least k + 1 vertices.
Proposition 3.7. Let T be an infinite tree that can be trimmed indefinitely. Then T is amenable.
Proof. We show that T contains an inessential subtree with arbitrarily large number of vertices.
Since Θ k (T ) contains a leaf, hence it contains an inessential subtree by Proposition 3.5. Now, a repeated application of Lemma 3.6 shows that T contains an inessential tree T 0 with at least k vertices. Let S be the set of all vertices of T 0 except for the root. It is clear that |S| = k − 1 and ∂S = {root(T 0 )}. This shows that
Hence, by letting k → ∞, we obtain a sequence of Følner sets in the tree.
Lemma 3.8. Let T be an infinite tree such that Θ(T ) is amenable. Then T is amenable.
Proof. Let S be a connected subgraph of Θ(T ) with |∂S| |S| < ǫ. Set S to be the connected subgraph of T obtained by adding all of the leaves of T that are connected to a vertex of S. Note that since the only vertices of T \ Θ(T ) are leaves of T , the boundary of S in T is equal to the boundary of
We can now prove the main result of this section which is the generalization of Theorem 2.7
Theorem 3.9. Let T be an infinite tree. Then T is amenable if and only if T contains arbitrarily large inessential trees or for some k ≥ 1, Θ k (T ) has arbitrarily long paths without branch. Moreover, the former is always the case if T can be trimmed indefinitely.
Proof. The same argument as in Proposition 3.7 shows that if T contains arbitrarily large inessential trees, then it is amenable. Hence, without loss of generality, we can assume that there exists k ≥ 1 such that Θ k (T ) does not have any leaves but contains arbitrarily long paths. The proof now follows by induction on k. For k = 0, we can take these long paths without branch as Føl-ner sets. Since Θ k (T ) = Θ k−1 (Θ(T )), by induction hypothesis, we obtain that Θ(T ) is amenable. Hence, using Lemma 3.8, T is amenable. Let us now prove the converse. Assume that exists k ≥ 0 such that Θ k (T ) contains no leaves and does not contain arbitrarily long paths, and that the largest inessential tree of T has cardinality R. We will show that T is nonamenable.
We will assume that Θ k (T ) = Θ k+1 (T ) = T ′ , i.e., T can only be trimmed k times and T ′ does not have arbitrarily long paths. This implies that T is obtained from T ′ by adding a (possibly infinite) number of inessential trees, each attached at a distinct vertex of T .
Let us now assume that A is a connected subgraph of T .
Also the cardinality of the boundary of A ′ in T ′ is the same as the cardinality of the boundary of A in T . This implies that
We have now reduced the problem to the case that the tree does not have any vertices of degree 1.
A: A  R T
In this section, we will consider the question of amenability for Galton-Watson trees. First we will give some basic definitions regarding the Galton-Watson process. For details, the reader is referred to [AN72] .
Let π = (p n ) n≥0 be a distribution on the set of non-negative integers. We will define the Galton-Watson process associated to π as a distribution on the set of rooted labeled trees. We will start by setting up the notations that will be used in this section.
A Galton-Watson tree is always designated with a distinguished vertex refereed to as the root and denoted by ∅. Set
where N is the set of positive integers. For each I = (i 1 , . . . , i k ) ∈ I, we define its length (or generation) by |I| = k. We will also set |∅| = 0. A set J ⊆ I is called inductive if it satisfies the following properties:
(1) ∅ ∈ J (2) For each k ≥ 1 and I = (i 1 , . . . , i k ) ∈ J , we haveÎ := (i 1 , . . . , i k−1 ) ∈ J . (3) For each k ≥ 1 and I = (i 1 , . . . , i k ) ∈ J , if i k ≥ 2, then (i 1 , . . . , i k−1 , i k − 1) ∈ J IfĴ = I, we say that I is an ancestor of J, and that J is a descendant of I. Intuitively, an inductive set is a set which is closed with respect to the ancestor operation and moreover, the set of offsprings of any vertex are always labelled from 1 to k for some k ≥ 0. Let X I , I ∈ I be a sequence of independent identically distributed random variables with distribution π. A random rooted tree is constructed as follows: the root v ∅ has X ∅ direct offsprings (also called children) denoted by v (i 1 ) , for 1 ≤ i 1 ≤ X ∅ . These vertices are called the first generation. From here, the construction continues inductively. Assume that the vertices of generation ℓ have been constructed. Each vertex in generation ℓ is of the form v I for some I = (i 1 , . . . , i ℓ ), hence |I| = ℓ. The vertext v I has X I children, namely v (i 1 ,...,i ℓ ,i ℓ+1 ) , where i ℓ+1 ranges from 1 to X I . It is easy to see that the set of vertices of the tree T thus constructed is of the form V(T ) = {v J : J ∈ J }, where J is an inductive set. We will denote the set of vertices in generation ℓ by V(T ) ℓ and set W ℓ = |V(T ) ℓ |. The rooted subtree of T consisting of all the offsprings of vertex v I rooted at v I will be denoted by T I . The (finite) rooted subtree of T consisting of all vertices of the first k generations will be denoted by
Remark 4.1. Before we proceed to the proof, a few remarks are in order. There is a vast literature on the Galton-Watson process. Let m = E [X I ] = ∞ j=0 jp j be the expected number of children of any vertex. It is a classical theorem that if p 1 = 1, then T is almost surely an infinite tree iff m > 1. If p 1 = 1 then T will be isomorphic to an infinite path and hence amenable. From now on we will always exclude this case. The cases m = 1 and m < 1 are usually referred to as the critical and subcritical case. Since every finite tree is by definition amenable, we can condition on the non-extinction of T .
Proof of Theorem 2. First note that if p 0 = p 1 = 0, then T is almost surely infinite and the degree of every vertex, except possibly for the root, is at least 3. Such a tree is clearly non-amenable. We will now show that if p 0 > 0 or p 1 > 0, then the tree is amenable. Let m = ∞ k=1 kp k . By the above remark, we can assume that m > 1. First assume that m < ∞. We know that E [W n ] = m n . We will distinguish two cases:
Case 1: Assume that p 0 = 0 and 0 < p 1 < 1. We will start by two observations. First, it is easy to see that in this case W n is a non-decreasing sequence. Moreover, W n+1 = W n if each vertex in generation n has exactly one offspring. This implies that if k ≥ 1,
Hence P [W n+1 > W n ] ≥ 1 − p 1 , and an application of Borel-Cantelli shows that P [W n → ∞] = 1. Second, with probability q = p d+1 1 > 0 each vertex in the the first d generations has exactly one child, i.e., the tree T d+1 is isomorphic to P d+1 .
For any vertex v I in the n th generation, consider the rooted subtree T I at v I . Note that of T I are i.i.d. random trees with the same distribution as T . By the second observation above, each T I has probability q of being isomorphic to a path of length d + 1. Let A n be the event that at least one of these subtrees is isomorphic to a path of length d + 1. For a fixed r, we have
as n → ∞. Since r is arbitrary, we have P [A n ] → 1, as n → ∞. This means that with probability 1, T contains a path of length d + 1 for every d ≥ 1, which proves the almost sure amenability of T . Case 2: Let us now consider the case that p 0 > 0. Note that in this case there is no guarantee that W n → ∞ as n → ∞. Fix d ≥ 1. We will show that, with probability 1, the isoperimetric constant of T is at most 1/d. The large Følner sets in this case arise from the following dichotomy: for an appropriate value of n ≫ 1: (a) either there are "many" vertices in generation n, in which case, with high probability, the subtree of T starting from one of them must terminate exactly after d generations, i.e., the first d generations starting from one of these vertices must be a finite tree with all vertices of degree 1 in generation d, or, (b) there are "few" vertices in generation n, which implies that the the first n − 1 generation of the graph forms a large set with a small boundary. Let us make this idea precise. Fix d ≥ 1, choose s > 0 such that p s > 0. Let T s,d denote the (deterministic) finite rooted s-ary tree of depth d, that is, a rooted tree, where starting from root up to generation d − 1, each vertex has exactly s children, but the vertices in generation d have not any children. Let q be the probability that T d+1 is isomorphic T s,d . Since p 0 > 0, p s > 0, we have q > 0. Let E denote event that T is finite, or equivalently, that W n = 0 for n ≫ 1. It suffices to show that T is amenable conditioned on E c . Let A d denote the event that T contains a subtree with isoperimetric constant at most 1/d. For any r ≥ 1, choose n ≥ rd, and note that given that T is infinite and W n > r, A d will take place if at least one of the subtrees starting from one of the vertices in generation d is isomorphic to T s,d . Since there are at least r vertices in generation n, we have
On the other hand, if there are at most r vertices in generation n, then the subtree T n−1 , which has at least n vertices, has a boundary of size at most r, implying that its isoperimetric constant is at most r/n ≤ 1/d. Hence,
