This paper describes the Amorphous FPGA, an innovative architecture attempting to optimally allocate logic and routing resource on per-mapping basis. Designed for high performance, routability, and ease-of-use, it supports variablegranularity logic blocks, dedicated wide multiplexers, and variable-length bypassing interconnects with a symmetrical structure. Due to its many unconventional architectural features, the amorphous FPGA requires several major modifications to be made in the standard VPR placement/routing CAD flow, which include a new placement algorithm and a modified delay-based routing procedure. It is shown that, on average, an FPGA with the amorphous architecture can achieve a 1.35 times improvement in logic density, 9% improvement in average net delay, and 4% improvement in the critical-path delay for the largest 20 MCNC benchmark circuits over an island-style baseline.
INTRODUCTION
Despite many advantages of FPGA, the huge performance and cost-efficiency gap between FPGAs and ASICs severely limits its application. Previous studies [1, 2] have shown that without innovations in FPGA architecture, advances in device technology alone can not significantly shrink this gap. Unfortunately, optimizing FPGA architecture proves to be quite challenging mainly because an FPGA's overall performance is jointly determined by many factors including logic block, IO block, clock network, and routing architectures, etc. As a result, the architecture of today's FPGAs, although enhanced with extra features such as block RAMs and embedded microprocessor, still very much resembles the one used in the first generation of FPGAs with similar wellstructured island style, in which an array of logic blocks are surrounded by pre-fabricated programmable routing channels as illustrated in Figure 1 . Conventional island-style FPGA poses several challenges to architecture design. The first challenge is how to find a good balance between flexibility and efficiency in terms of area, performance and power, i.e., how to optimally allocate hardware resource between logic and interconnects while still achieving maximum overall performance for a given set of target designs. Conventionally, FPGA has a strict separation between logic and routing resources. This division is determined before the chip fabrication and is fixed at the configuration time. Despite of many advances in device technology over the last decade, a large proportion of the silicon area (≈60-80%) is always devoted to routing resources in order to ensure sufficient routability [3] . Meanwhile, the logic blocks are becoming ever more complex, attempting to perform coarse-grain functions and therefore lighten the stress on the routing resources, but often end up being under-utilized. Given a fixed amount of hardware, how to optimally partition them between logic and routing remains an open problem in FPGA architecture design. This challenge is further complicated by the factor that a generic FPGA family often needs to maximize the application spectrum covering both control-and data-path applications. One conceptually appealing idea is to remove the hard boundary between logic and routing, and therefore permits applications with regular logic structures to more efficiently utilize silicon area, while still permitting the use of many interconnects at the expense of logic for random logic circuits. It should be noted that trading hardware resource between routing and logic is not totally new idea, early Pilkington architecture and Triptych [4] were two early attempts to follow this idea and have shown significant density advantages over traditional island-style. More recently, [1, 5, 6] follow the similar approach of spreading out logic to match routing demand.
The second challenge is to determine the granularity of logic blocks in an FPGA. All prominent FPGAs [7, 8, 9, 10] today have fixed and uniform logic granularity for each logic block. From the architecture point of view, coarse-grain blocks have much less stress on the placement and routing but often result in long internal logic delays and underutilization for designs in small size, whereas fine-grain logic blocks can achieve shorter internal delay but often requires excessive amount of routing resource in order to successfully route a circuit. From the application point of view, datapath functions, in particular arithmetic functions, often operate on coarser arguments than control-path logic and are usually realized by fine-grain logic elements, while the implementation of control-path logic mostly benefits from coarser granularity. A rather interesting question is whether the logic blocks in an FPGA should be heterogeneous or homogeneous in size. There are two architectural reasons to believe that an FPGA with heterogeneous blocks can potentially provide superior speed and density: (i) Different kinds of logic may be more efficiently implemented with different kinds of blocks. (ii) Previous studies have shown that coarsegrain blocks exhibit superior speed to fine-grain blocks, yet the smaller blocks have better density [11, 12] . A mixture of the two may provide superior speed-area trade-off. Partially motivated by the above observations, Hutton et al [13] proposed a new adaptable FPGA logic element based on fracturable 6-LUTs, which fundamentally alters the longstanding belief that 4-LUT is the best choice for area/delay trade-off.
The third challenge of designing an island-style FPGA is to determine the optimal segmentation of routing interconnects. In conventional routing architecture, each routing channel consists of a group of interconnects with variable lengths. For example, Virtex II [8] has 16 Single, 40 Double, 120 HEX, and 24 long interconnects in each routing channel. In general, short segments are advantageous to routability but bad for delay and power performance, while long interconnects achieve better delay performance but may result higher power consumptions. For a given set of benchmark circuits, what is exactly the optimal segmentation for a particular routing architecture remains an open question.
New Approach
We propose the Amorphous FPGA architecture to meet above design challenges. Our objective is to develop an architecture that maximizes the application spectrum for both data-path and control-path applications without compromising performance and area efficiency. The main motivation behind the amorphous architecture is to reduce the significant cost paid for routing in standard FPGAs and translate the saving in hardware usage into performance gain. The central idea of the amorphous FPGA is to make several architectural choices dynamically configurable on a per-mapping basis at configuration time. The concept of this architectural "shapelessness" is illustrated in Figure 2 . While in the conventional island-style architecture, there is a strong separation between logic and routing resources, and this resource partition is fixed after the chip fabrication, the amorphous FPGA allows the dynamic resource partition at configuration time. In addition, the amorphous architecture can readily perform several system-level functions such as (i) dynamic resource allocation between logic and routing, (ii) variable-granularity logic blocks, (iii) dedicated wide multiplexers, and (iv) variable-length interconnect overlay without passing through switching points. In the following section, we describe the amorphous FPGA architecture in detail. We then illustrate in Section 3 how various system functions can be performed inside an amorphous FPGA. Before presenting the performance comparison results between the amorphous architecture and an island-style baseline in Section 5, we present our placement and routing algorithms in Section 4. Finally in Section 6, we summarize our findings and comment on several open research problems related to the amorphous FPGA architecture.
THE AMORPHOUS ARCHITECTURE
As depicted in Figure 3 , the top-level architecture of the amorphous FPGA architecture consists of an array of Routing or Logic Element (ROLE) blocks with horizontal and vertical routing channel overlay on the top. Different from the conventional island-style FPGA, the amorphous FPGA replaces logic blocks with specially designed ROLE blocks that allow the dynamic partition of hardware resource between logic and routing on a per-mapping basis after chipfabrication. Each ROLE block is capable of performing logic only, routing only, or the combination of both tasks.
Routing or Logic Element (ROLE)
As shown in Figure 4 , a typical ROLE block contains three types of functional structures: 4-input look-up tables (4-LUTs), flip-flop registers, and MUXes. The main motivation of this design is the observation that the logic capability of a LUT supersedes that of a MUX or a multiple-input switch. As shown in Figure 5 , a 4-LUT can readily implement a 2:1-MUX or 4-input Switch. To differentiate from conventional LUTs (look-up tables) and MUXes (multiplexers), we name the structure depicted in Figure 4 (b) as MUT (Multiplexer or look-Up Table) . Three parameters W , m, and k define the structure of a ROLE block. W denotes the total number of MUXes and MUTs along each side of the ROLE block, m is the number of MUTs on each side, and k is the number of inputs for a MUX or MUT in a ROLE block. Figure 4 depicts a ROLE block with W = 3, m = 1, and k = 6. A ROLE block can be configured into different types of functional blocks. If all 6-MUTs are used as 6-MUXes, then the whole ROLE will behave like a routing block. In contrast, if we use all 6-MUTs as combinations of 4-LUTs and their associated FFs, then the whole ROLE can be looked as a typical logic block with four 4-LUTs. Alternatively, we can partially use 6-MUTs and use the ROLE block as a hybrid frag replacements Interconnect Overlay ROLE block 
Interconnect Overlay
In modern FPGAs, the routing fabric not only contributes the most to the system delay but also consumes most of the chip area [14, 3] . To make the situation even worse, the fraction of total delay due to routing in an FPGA is increasing with each process generation [15] . Consequently, an FPGA architect must devise routing architectures that are both fast and area-efficient in order to fully exploit the performance and density potential of deep-submicron technologies. It is known that interconnect segment length can significantly impact the overall performance of an FPGA [16, 17] . Short connections, in general, are advantageous for routing but often result in very densely placed areas where clouds of highly connected logic are placed and cause regional routing problems. Additionally, using short interconnects tends to degrade the overall delay and power performance. On the contrary, long interconnect benefits power and delay but often hurts the routability. Previous studies have shown that optimizing segmentation is quite challenging. We took a different approach and developed a new bypassing interconnect for the amorphous FPGA. The key idea is to construct long interconnects without passing through heavy switching points and therefore improve delay and power performance without sacrificing routability. Additionally, the more regular structure in bypassing interconnects makes the delay of long interconnects in the amorphous FPGA much more predictable than that in a conventional segmented routing architecture, and therefore makes it easier for the CAD software to find the most optimal routes. The idea to construct long segments by directly connecting short ones was also explored in [18, 19] under different settings.
As shown in Figure 6 , each routing channel comprises only Single and Double segments. Each Single or Double segment consists of two unidirectional wires controlled by
( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( (
) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) )
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e f f g g two tri-state buffers. Segments can be connected directly to form longer interconnect segments by appropriately setting the states of the tri-state buffers without entering ROLE blocks. This helps reducing the parasitic loading along interconnects due to programming overhead. The segments can also be connected through routing blocks to make bends, fan-out, or connect to logic blocks. The number of interconnect segments in each routing channel is denoted by T and the number of routing tracks in each interconnect segment is r. Figure 3 and Figure 6 show an interconnect overlay of T = 2 and a more detailed design of interconnect segment of r = 2, respectively.
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Between Interconnect Overlay and ROLEs
Connections between the interconnect overlay and a ROLE block are made through a structure similar to the conventional Connection Box (CB) as illustrated in Figure 7 . For a ROLE block with m MUTs on each side, there are m + 1 lines crossing over with the W interconnect segments from the overlay. We define Fc as the connecting flexibility of this structure. In Figure 7 , Fc = 0.5. Note that when the ROLE block is configured as a routing block, this connecting structure enhances the routing capability of the routing block which in the conventional island-style FPGA, if a LB is unused, its associated CB will be idle and only add parasitics to the interconnects.
ACHIEVABLE SYSTEM FUNCTIONS
Together with bypassing interconnects, a ROLE block provides additional ability to implement variable-granularity LUTs and wide multiplexers, both of which can potentially reduce the depth of logic circuits and improve delay performance.
Variable-Size LUTs
The number of logic levels significantly impacts delay performance in FPGAs [20] . By collapsing levels of logic, the routed circuits can achieve superior design performance [21] . One effective way to reduce the logic levels in an FPGA is to implement wide-gating functions using variable-input lookup tables. Wider LUT leads to at least two benefits: (i) By directly implementing wider functions in the LUT, the design circuit can reduce the number of logic levels between registers and lead to higher performance. (ii) Because larger LUT reduces the amount of required interconnects, the overall power consumption in the design circuit can be reduced. Most FPGAs before 90's have been based on the same fundamental architecture with 4-LUTs. As a result, functions requiring more than four inputs had to be implemented using a combination of several LUTs and/or multiplexers. As the CMOS device technology scales into deep-submicron domain, many vendors recognize that wider LUT may provide better trade-off between critical path delay and logic density. As a result, the Xilinx Virtex-5 [22] offers 6-input LUTs with fully independent inputs and the Altera Stratix II [13] provides an 8-input fracturable LUT. However, wide-gating functions in [22, 13] come with a price. First, the widegating functions are enabled through use of extra dedicated circuitry, which itself adds the hardware cost and can be wasted if not used. Second, although wide-gating function can effectively reduce critical path delay in the design, it is often under-utilized because the implementation of datapath functions, and in particular arithmetic functions, is usually realized by fine-grain elements in practise. In contrast with [22, 13] , the amorphous FPGA enables wide-input LUTs without extra circuitry and the MUXes used to construct 6-LUTs from 4-LUTs can be otherwise used for routing if a ROLE is configured as a routing block. The variableinput LUT is a fundamental component of the amorphous FPGA architecture that enables implementing the circuit design with minimal levels of logic without compromising its logic flexibility.
To further understand the usage of ROLE blocks, we present three examples and compare them with their equivalent im- plementations with conventional LUT-based logic blocks. In Figure 8 (a), the MUT implements two different functions with two different outputs for the same four inputs. As shown in study [22] , 5-LUTs can be quite useful in some applications. Conventionally, a 5-LUT can be implemented either (i) with two LUTs and a 2-MUX in a single LUT logic level or (ii) with three LUTs in two logic levels. In Figure 8 (b) and (c), we illustrate how a ROLE block implements a 5-input LUT and a 6-LUT, respectively.
Wide Dedicated Multiplexers
Digital circuits often contain many multiplexers and the availability of wide multiplexers can improve the system performance significantly [8] . With conventional 4-LUT, the largest MUX that a single 4-LUT can implement is a 2:1 MUX with the fourth input available as a possible enable. To construct larger MUXes inside an FPGA, the conventional approach is to cascade multiple 4-LUTs. One such example is the Xilinx Virtex architecture [23] . It provides a dedicated 2:1 MUX following every LUT, replacing additional levels of LUT-based logic. One of these LUTs can combine with adjacent LUTs to create a 4:1 mux. As shown in Figure 9 (a), a 4:1 MUX can be built by combining the outputs of two 4-LUTs into a third 4-LUT. However, this method adds two full levels of logic delay plus an additional routing delay between the LUTs. A better approach is presented in [24] , where Metzgen et al showed how to construct a 4:1 MUX using only two 4-LUTs as shown in Figure 9 (a).
In general, the shortcoming of cascading multiple LUTs is its adverse effect on delay performance and its low areaefficiency. Due to its special design, the amorphous FPGA can easily implement variable-size multiplexers without cascading multiple LUTs and therefore increases MUX speed and density. The reason is because a MUT contains a 4:1 MUX as shown in Figure 4 (b). While it may seem that build-in MUX in a MUT can incur extra hardware cost, the keypoint to note is that if this MUX is unused, it can be used as part of routing block and therefore not wasted. To illustrate, we shown in Figure 9 (c) the way a wide MUX can be implemented in a ROLE block of the amorphous FPGA.
CAD ALGORITHMS
In order to make meaningful FPGA architecture comparison, it is essential that the CAD tools used to place and map circuits into each architecture are of high quality. The routing phase of the amorphous FPGA are largely based on the previously published VPR [25] . Unfortunately, the traditional VPR style CAD flow is not totally suitable for the amorphous architecture because the logic and routing resource has to be partitioned before routing stage. During our research, we also tried several previously published white-space allocation placement algorithms [26, 27] and found the results unsatisfactory for our purpose. As a result, we developed a new algorithm to solve the placement problem for the amorphous FPGA. Given a target design circuit, we start with logic packing assuming homogeneous logic blocks and the same technology packing procedure as in VPR.
Placement Algorithm
Our placement software for the Amorphous FPGA is based on a simulated annealing approach with a cost function especially designed to match the routing fabric of the amorphous FPGA. For a island-style FPGA, the placement normally uses metrics such as wirelength as well as some measure of the routability and delay. If applying the same methodology to the amorphous FPGA, minimizing these metrics will cause logic blocks to be placed tightly in the center of the array of ROLE blocks, which almost certainly results in unroutable nets. The placement procedure of the Amorphous architecture differs from the island-style FPGA in a fundamental way: its successful routing relies heavily on configuring some ROLE blocks as routing blocks and allocating them to match the routing demand of other RLB blocks configured as logic blocks in the array. To achieve high logic density, the routing resource in an amorphous FPGA should be distributed non-uniformly based on the routing demands between each pair of logic blocks, which is depicted in Figure 2(b) . As a result, all ROLE blocks must be configured and positioned as part of the placement process.
To place the ROLE blocks configured as LBs, we first need to quantify the routing resource between two LBs. Figure 10 illustrates two examples, in which ROLE blocks A, B, C, and D in gray color are configured as LBs and all other ROLE blocks in white color are configured as RBs. Quantitatively, the gray area in Figure 10 (c) and (d) shows the amount of routing resource between A-D and B-C pairs, respectively. Notice that these gray areas correspond to the Steiner tree cover for these routed nets. Intuitively, a good placement should be such that the size of the gray area between two ROLE blocks is proportional to the signal communication bandwidth between these two ROLE blocks.
We now describe the top-level placement algorithm listed in Algorithm 1. Given a N × N array of ROLE blocks, we start with an random placement of ROLE blocks configured as LBs. The corresponding routing graph is then generated and the target design is routed using the standard solution of the Euclidean Steiner tree problem. An initial temperature for simulated annealing is set. We then randomly pick a pair of ROLE blocks and swap them. The designs are then rerouted using Steiner tree algorithm, and the cost metric is re-evaluated. If the metric value is reduced, the swapping is accepted, otherwise it is accepted with a probability that depends on the increase in the value of the cost metric and temperature. The process of ROLE swapping, computing its cost metric, and accepting or rejecting it is repeated until InnerLoopCriterion is false. After exiting the inner loop, temperature is reduced and the process is repeated until the ExitCriterion becomes false.
In the following we describe some of functions referred to in Algorithm 1 in more detail.
ExitCriterion() & InnerLoopCriterion()
ExitCriterion() make sure the freeze count is less than a predetermined number, which is set equal to 50. InnerLoopCriterion() is true if trials < TRIALS and changes < CHANGES. Both constants TRIALS and CHANGES are related to the problem size. We set TRIALS and CHANGES equal to 10W and 0.01W , respectively.
EvaluateCost()
Given a placement of ROLE blocks and the benchmark design, the first step of evaluating the cost is to perform the routing using the Steiner tree algorithm. It is well-known that most Steiner tree problems are NP-complete, i.e., thought to be computationally hard. To simplify our placement algorithm and to combat the intractability, we use a heuristic [28] , in which we compute the Euclidean minimum spanning tree to approximate the Euclidean Steiner tree problem. Figure 11 (a) shows a simple example of a net to be routed and (b) shows the minimum distance Steiner tree that successfully routes this net. Suppose more nets are routed using Steiner tree algorithm as illustrated in Figure 11(c) 1 , we use the following equation to compute the cost of placement.
Algorithm 1 The placement algorithm of Amorphous
while (InnerLoopCriterion() is FALSE) do 10:
trials ← trials + 1 11:
pnew ← RandomSwap(p) 12:
IncrementalRoute(g(A,pnew), b) 13:
∆c ← EvaluateCost(g (A, pnew) ) -c 14:
if ∆c < 0 /*downhill move*/ then 15:
changes ← changes + 1 16:
end if 20:
if ∆c > 0 /*uphill move*/ then 21:
r ← Random(0, Let (xi,j, yi,j) be the cost pair for a ROLE block located at (i, j). xi,j be the total number of routed signals along both x-and y-directions above the ROLE block (i, j), yi,j be the total number of routed signal turns above the ROLE (i, j),
The value of cost c roughly reflects the variance of the demand for routing resource from all ROLE blocks. Intuitively, small c means high placement quality in terms of the overall routability. There are two main reasons to use routability as the main metric for the cost function in the simulated annealing process: (i) The evaluation of c is more time-efficient in comparison with other delay-related metrics.
(ii) As mentioned in Section 2, the bypassing interconnect overlay only contains Single and Double interconnects and therefore the delay is more predicable. It is conceivable that better placement algorithms and cost metrics may exist. 
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Routing Algorithm
To map designs into the amorphous FPGA, we modified the VPR router [29, 25] to accommodate the differences between the routing architecture of our new amorphous FPGA and the island-based architecture. The routing algorithm initially routes one net at a time using the shortest path it can find without considering interconnect segment or logic block pin overuse. Each iteration of the router consists of sequential net rip-up and re-route according to the lowest cost path available. The cost of using a routing resource is a function of its current overuse and any overuse that occurred in prior routing iterations. By gradually increasing the cost of an oversubscribed routing resource, the algorithm forces nets with alternative routes to avoid using that resource, leaving it to the net that most needs it. The main difference between our router and VPR is that we keep track of visited nodes during the breadth-first-search to improve the run time. More details of this routing algorithm can be found in [30] .
PERFORMANCE ANALYSIS AND COM-PARISON
In this section we compare an amorphous FPGA to the baseline FPGA in terms of routability and delay. We omit the analysis of power consumption for two reasons: the complexity of developing an accurate power estimation model and the limited space for this paper. We assume a 65nm CMOS technology and the Berkeley Predictive Technology Model (BPTM) [31] for devices and interconnects.
As in [30] , we assume an island-style FPGA as the baseline architecture, referred to henceforth as baseline FPGA, for our performance comparison (see Figure 1) . It comprises a 2D array of logic blocks (LBs) interconnected via programmable routing. We assume each LB comprises four logic slices, each consisting of two 4-input Lookup Tables  (LUTs) , two flip-flops (FFs), and programming overhead. The routing fabric comprises horizontal and vertical routing channels each having sets of Single, Double, HEX-3, and HEX-6 interconnect segments. We classify the interconnects into two groups, short, which includes Single and Double FPGA tile width interconnects, and long, which includes HEX-3 and HEX-6 interconnects. The segments can be connected to the inputs and outputs of the LBs via connection boxes and to each other via switch boxes. We assume the MUX-based switch box design described in [32] .
We define average net delay for a placed and routed design as the geometric average of all its pin-to-pin net delays, not including LB delay. As in [30] , we first use RC models for the interconnect segments and Elmore delay to optimize the connection and switch box device sizes as well as the number and sizes of the buffers for the HEX-3 and HEX-6 segments for a given FPGA array size in each technology node. We then use a modified version of the VPR delay calculation function to compute net delays. All the following performance analysis are performed on 20 MCNC benchmark designs. 
Routability and Logic Density
To compare the routability of the new amorphous FPGA to that of the baseline FPGA we placed and routed the 20 largest MCNC benchmark circuits in both architectures. To make a fair comparison, we do not simply compare the minimum number of routing tracks between these two architectures, instead, we compare the minimum required silicon area. For the baseline FPGA, we chose the number of LBs according to the size of benchmark circuit, varied the routing channel width, and found the minimum track count Tmin for each design mapped to each architecture and then applied the area model we developed in [30] . In varying the channel width in the baseline FPGA, we maintained the same fractions of each interconnect type (0.32 for Single, 0.29 for Double, 0.18 for HEX-3, and 0.21 for HEX-6).
Because the amorphous architecture is quite different from the conventional island style and the minimum number of routing tracks alone can not accurately indicate routability, we adopted a different approach. While keeping the width of our ROLE block as 36, we find out the minimum number of ROLE blocks that successfully places and routes a benchmark circuit. We then estimate the area for the minimum required amorphous FPGA. For the amorphous FPGA, we assume the architectural parameter values in Table 1 and buffer size 4 for Single interconnects, 6 for Double interconnects, 8 for buffers driving the routing block input, and 6 for shared MUX output buffer. The MUXes and the pass transistor switches that connect segments to routing blocks use size 4 transistors. Table 2 compares (i) the minimum channel width Tmin for the baseline FPGA and the minimum number of ROLE blocks Nmin for the new amorphous FPGA, (ii) the geometric average total segment length, L, used in routing each pin-to-pin net segment, and (iii) the geometric average of the number of bends, S, used to route each pin-to-pin net. On average, the L values in the amorphous FPGA are about 23% longer than the L values in the island-style baseline, but because the ROLE block width (2755λ) is about 25% shorter than the tile width of the baseline FPGA (3678λ), the physical signal path are roughly the same. Figure 12 : Logic density improvement of the Amorphous FPGA over the baseline FPGA for MCNC benchmark circuits. benchmark circuits. By logic density improvement we mean the ratio of the minimum required FPGA area between the baseline and the amorphous FPGA in order to successfully route each benchmark circuit. Note that on average, the new amorphous FPGA requires around 35% less silicon area than the baseline FPGA. The reduction of silicon area is due to several factors. First, the use of shorter segments improves the routability. Second, the capability of the ROLE block to be configured as either logic or routing block and therefore can dynamically adopt to the demand of routing resource between ROLE blocks configured as logic blocks.
Delay Performance
To compare delay performance, for the baseline FPGA, we choose array size of 52 × 52, which accommodates all the designs with minimum utilization of 12% for the baseline FPGA. We use Fc = 0.5W , Fs = 3, and W = 56 for the channel width. For the segmentation, we assume 18 Single, 16 Double, 10 HEX-3, and 12 HEX-6 segments. The pass-transistor and buffer sizes are listed in Table 1 . For the amorphous FPGA, we keep the area the same as the baseline and set the N to be 69. We then use the improvement in the geometric average of the pin-to-pin delays and the critical-path delay as main indicators of delay performance. By improvement here we mean the ratio of the delay in the baseline FPGA to that in the amorphous FPGA. Results for the largest 20 MCNC benchmark circuits are plotted in Figures 13 . Note that the improvements over the baseline 2D-FPGA range from 0.89 times to 1.17 times for the geometric average pin-to-pin delay and from 0.87 times to 1.14 times for the critical-path delay. Note for several circuit designs, the delay improvements are actually smaller than 1, which means the delay performance of the amorphous FPGA for these design circuits are actually worse than baseline. On average, there is a 9% delay improvement in pin-to-pin net delay and 4% imrpovement in the critical-path delay for the amorphous over the baseline FPGA.
CONCLUSIONS
The central challenge in designing FPGA architecture is how to balance flexibility, performance, and cost. Most FPGA architectures today employ island-style architecture with an array of logic blocks surrounded by pre-allocated routing resources. The Amorphous FPGA deviates from this convention and is constructed by an array of ROLE blocks overlayed with an interconnect network. Each ROLE block is capable of either being configured as a logic block or a routing block without extra hardware. As a result, the amorphous FPGA allows dynamic resource partition between logic and routing on per-mapping basis at config- • Technology packing -Suppose the target design can be packed into logic blocks of variable size, how to determine the optimal size distribution of logic blocks and perform the afterward placement/routing procedure?
• Placement algorithm -Our presented placement algorithm for the amorphous FPGA is a preliminary attempt with only routability being considered. More superior placement and routing algorithms are yet to be developed.
• 3D-implementation -The flexibility of dynamic resource partitioning in the amorphous FPGA largely depends on the amount of memory cells. It is conceivable that a 3D-IC technology with relative cheaper memory cells may prove to be far better implementation technology for the amorphous FPGA.
