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Introduction
A diblock copolymer is a polymer composed by two types of monomers, A
and B that repel each other. The monomers are arranged such that there is
a chain of each monomer, and those two chains are grafted together to form
a single copolymer chain. A large collection of diblock copolymers is called
a polymer melt and there exists a transition temperature above which the
amount of A and B is equally distributed throughout the material. Below this
critical temperature the monomer segments segregate. But a macroscopic
phase separation cannot occur because the chains are chemically bonded.
The immisibility of the monomers drives the system to form structures that
minimize contacts between the unlike elements, so the phase separation is
on a mesoscopic scale where the microdomains of A-rich and B-rich regions
emerge.
Figure 1: Phase diagram for linear AB diblock copolimers. Self-consistent mean-field
theory predicts four equilibrium morphology: spherical, cylindrical, gyroid and
lamellar.
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In thermal equilibrium the microdomains generate highly regular struc-
tures (lamellar, spheres, circular tubes, bicontinuous gyroids) which provide
new thermal and mechanical properties to the material.
The Ohta-Kawasaki functional
In [OK86] Ohta and Kawasaki derived a density functional theory which uses
approssimations to write the free energy only in terms of the macroscopic
monomer density. This free energy is given by
Eǫ,σ (u) :=
ǫ2
2
ˆ
D
|∇u|2dx+
ˆ
D
W (u)dx+
+
σ
2
ˆ
D
ˆ
D
(u(x)−m)(u(y)−m)G(x, y)dxdy (1)
where u = u(t, x) describes the difference between A and B monomer densi-
ties in function of time and space; W is a double-well potential which prefers
pure A and B phases (u = ±1); G(x, y) is the Green function of the Lapla-
cian operator with Neumann boundary conditions; D is a subset of R3 with
unit volume.
Looking the constants, m is the average of u over D, ǫ represents the (scaled)
interfacial thickness at the A and B monomer intersection and depends on
various physical parameters and caratheristics of the material according to
ǫ2 =
l2
3a(1− a)χ|Ω| 23 (2)
where |Ω| is the physical volume which the melt occupies; χ is the Flory-
Huggins interaction parameter misuring the incompatibility between the two
monomers; a is the relative lenght of the A-monomer chain compared with
the lenght of the whole macromolecule (then, assuming incompressibility,
1 − a is the lenght of B-monomer); l is the Kuhn statistical lenght which
misures the average distance between two adiacent monomers.
Finally, σ (which we will appoint the ’non-local energy coefficient’) is given
by
σ =
36|Ω| 23
a2(1− a)2l2χN2 (3)
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with N the index of polimerization which measures the number of monomers
per macromolecule.
Derivation of the Ohta-Kawasaki functional
Now we want to summarize the main steps in the derivation of the Ohta-
Kawasaki functional, which was exposed by Choksy and Ren in [CR03].
The first step is referred to as the Self-Consistent Mean Field Theory (’SCMFT’).
We consider a copolymer melt consisting of n polymer macromolecules mod-
eled with a phase space of n continuous chains randomly coiled. The chains
are Brownian processes, thus the phase space is
Γ = {r = (r1, . . . , rn), ri ∈ C([0, N ],R3)}
provided with a product misure dµ consisting of n copies of the Wiener
measure.
The A monomers occupy the interval IA = (0, NA), the B monomers occupy
IB = (NA, N).
Therefore the Hamiltonian of the sistem is given by
H(r) =
1
2
n∑
i=1
ˆ N
0
(
dri(τ)
dτ
)2
dτ+
+
∑
i,j
∑
k,m
V k,m
2ρ0
ˆ
Ik
ˆ
Im
δ(ri(τ)− rj(t))dτdt+
n∑
i=1
ˆ N
0
P(ri(τ))dτ
where ri(τ) is the position vector of the monomer with contour length τ in
the ith copolymer chain and ρ0 = nN/|Ω|.
The first term is the kinetic energy, the second one represents the short-
range interaction between monomers (V k,m is the interaction strenght and is
assumed to be positive). In the third term P is an external potential of the
form
PΩ(x) =
{
0 if x ∈ Ω,
∞ if x /∈ Ω.
which confines the molecule in Ω ∈ R3. From now on we consider the Hamil-
tonian without the kinetic part because it is non essential for our purposes.
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The partition function which describes the statistical properties of the system
is
Z =
ˆ
Γ
exp (−βH(r))dµ
and it can be used to write the Gibbs canonical distribution
D(r) =
1
Z
exp (−βH(r))
which describes the thermal equilibrium. Both the expressions contain β, the
reciprocal of the absolute temperature. We can observe that the free energy
of the sistem is −β−1 logZ. Defining the microscopic densities as
ρk(x, r) =
n∑
i=1
ˆ
Ik
δ(x− ri(τ))dτ, k = A,B
the macroscopic monomer densities are given by
〈ρk(x)〉 =
ˆ
Γ
ρk(x, r)D(r)dµ, k = A,B (4)
and the Hamiltonian becomes
H(r) =
ˆ
Ω
V k,m
2ρ0
ρk(x, r)ρm(x, r)dx.
The complexity of the interaction V does not allow to compute 〈ρk(x)〉 di-
rectly from D, but the Gibbs canonical distribution satisfies a variational
principle which will be the key to what follows.
Proposition 0.0.1. For all the distributions D′, with D′ 6= D,
β
ˆ
Γ
H(r)D′(r)dµ− S(D′) > − logZ,
where S(D′) denotes the statistical entropy associated with D′, i.e.
S(D′) = −
ˆ
D′ logD′dµ.
When D′ is replaced by D, the inequality becomes an equality.
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From this proposition we can derive an approximation method, by con-
sidering a smaller class of distribution D′ and defining
F (D′) =
ˆ
Γ
H(r)D′(r)dµ− β−1S(D′).
which may be considered as an approximate free energy of the original sistem
under D′. If in the smaller class F (D′) is easier to compute and minimize,
the minimizer approximates the true distribution D.
The main idea of SCMFT is to replace all interactions between the monomers
with an average or effective interaction, sometimes called molecular field.
This reduces the multi-body problem into an effective one-body problem.
Thus we take a class of distributions generated by a couple of external fields
U = (UA, UB), which act on A and B monomers separately, assume that∑
k
Ik
N
ˆ
Ω
Uk(x)dx = 0
and approximate the free energy by minimizing over this class.
Concretely, setting
HU(r) =
n∑
i=1
∑
k
ˆ
Ik
Uk(ri(τ))dτ ,
whence the resulting partition function and the Gibbs distribution are
ZU =
ˆ
Γ
exp (−βHU(r))dµ, DU(r) = 1
ZU
exp (−βHU(r)),
the free energy can be approximated by minimizing over all external fields
U = (UA, UB)
F (U) =
ˆ
Ω
[
V k,m
2ρ0
〈ρk(x)〉U〈ρm(x)〉U − Uk(x)〈ρk(x)〉U
]
dx− β−1 logZU
that is the difference between the inner average under DU and the entropy
of DU .
The second step constists to rewrite the free energy in function of the
only macroscopic monomer density 〈ρk(x)〉U . The first term is already in
the desired form and produces the double-well energy, therefore we have
to work only on the second and third term. The calculation is done by
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taking the solutions of the backward and forward modified heat equations,
associated with the Faynmann-Kac integration theory. These solutions are
used to invert the dependence of 〈ρ〉U on βU via linearization about β = 0
(i.e. infinite temperature). After some approssimations and the introduction
of monomer difference order parameter u, we obtain the squared gradient
and the nonlocal term in (1) with the costant (2) and (3).
The variational problem
In conclusion the variational problem, which emerges to model the microphase
separation of diblock copolymers, is the following: for ǫ small, minimize
Eǫ,σ (u) :=
ˆ
D
(
ǫ2
2
|∇u|2 +W (u)
)
dx+
+
σ
2
ˆ
D
ˆ
D
(u(x)−m)(u(y)−m)G(x, y)dxdy
all over u ∈ H1(D, [−1, 1]) with |D| = 1 and ´
D
udx = m.
All the terms give a different kinds of contributions which are in com-
petition: the first term hampers spatial variations of u on the scale shorter
than ǫ, infact it is attractive and favors large domains of pure phases with
boundaries of minimal surface area; the second one is W (u) = 1
4
(1 − u2)2
which leads local phase separation to its minima u = ±1. The last term is
−1 1
Figure 2
repulsive, of Columbic nature because G(x, y) solves the Neumann problem
8
for
−∆G(x, y) = δ(x− y)− 1,
ˆ
D
G(x, y)dx = 0,
and it favors small domains.
In the next chapter we will introduce the notion of Γ-convergence with
some properties of this. Then we will show how (1) Γ-converges to a func-
tional which is the sum of an isoperimetric component and the repulsive term
we have just seen.
9
Chapter 1
1.1 A brief introduction to Γ-convergence
The notion of Γ-convergence was introduced by E.De Giorgi and T. Franzoni
in [DGF75],it is mainly intended as a notion of convergence for variational
functionals on function spaces but we give its definition and main properties
in a more general setting, namely as a notion of convergence for functions on
a metric space.
Definition 1.1.1. Let (X,d) be a metric space, and for ǫ > 0 let be given
Fε : X → R. Then Fε are said to Γ(d)-converge to the Γ(d)-limit F : X → R
as ε→ 0 if the following conditions hold:
1. (Γ− lim inf inequality) For every u ∈ X and every sequence (uǫ) such
that uε → u in X
F (u) ≤ lim inf
ε→0
Fε(uε). (1.1)
2. (Γ − lim sup inequality) For every u ∈ X there exists a sequence (uε)
such that uε → u in X and
F (u) ≥ lim sup
ε→0
Fε(uε). (1.2)
Sometimes it is more convenient to prove the second property with a
small error and then deduce its validity by an approximation argument; that
is lim sup inequality can be replaced by
2’. (approximate Γ lim sup inequality) for all η > 0 there exists a sequence
(uε) converging to u such that
F (u) ≥ lim sup
ε→0
Fε(uε)− η
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Remark 1.1.2. The choice of the metric on X is important when work-
ing with Γ-limits because in general, even when two distances d and d′ are
comparable, that is
limεd
′(uε) = 0 =⇒ limεd(uε) = 0,
the existence of the Γ-limit in one metric does not imply the existence of the
Γ-limit in the second.
Henceforth we will omit the dependence on the metric d when there is
not possibility of confusion.
Definition 1.1.3. • Coercivity: A functional F : X → R is said to be
coercive if for every t ∈ R there exist a compact subset Kt of X such
that
{F ≤ t} ⊂ Kt ∀ε > 0.
• Equi-coercivity: A sequence (Fε) of functionals is said to be equico-
ercive if for every t ∈ R there exist a compact subset Kt of X such
that
{Fε ≤ t} ⊂ Kt ∀ε > 0.
Some of the main properties of Γ-convergence, which will be used later,
are summarized below:
(i) Γ-limits are always lower semicontinuous;
(ii) Γ-convergence is stable under continuous perturbations: if Fε Γ-converges
to F and G : X → R is continuous, then Fε + G will Γ-converge to
F +G;
(iii) A constant sequence of functionals Fε = F does not necessarily Γ-
converge to F , but to the relaxation of F ,the largest lower semicontin-
uous functional below F ;
(iv) If (Fε) is equicoercive and Fε
Γ→ F , then minX F = limε(infXFε);
(v) Minimizers converge to minimizers: if Fε Γ-converges to F and uε is a
minimizer of Fε then every cluster point of the sequence uε s a minimizer
of F .
(vi) If Fε
Γ→ F , uε minimizer of Fε, (Fε) equicoercive and F has an unique
minimum point u, then uε → u and Fε(uε → F (u)).
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For details about the proof of these properties and other aspects of Γ-
convergence we refer to [[Bra02]] and [DM93].
1.2 The Modica-Mortola Theorem
In this section we show a Γ-convergence result for the Ohta-Kawasaki func-
tional. We start observing that in (1.1) the first and the second terms depend
on ε while the third is continuous and ε does not appear, thus the functional
can be rewritten in the following way
Eε = Fε +G
where
Fε =
ˆ
Ω
(
ε2
2
|∇u|2 +W (u)
)
dx, (1.3)
G =
σ
2
ˆ
Ω
ˆ
Ω
(u(x)−m)(u(y)−m)G(x, y)dxdy. (1.4)
with Ω open set in R3 and u ∈ L1(Ω). So if Fε Γ-converge to a functional F
as ε → 0, then, by property (ii), Fε + G Γ→ F + G. Therefore we focus our
attention to the sequence Fε.
Physically Fε represents the energy of a system of two immiscible and
incompressible fluids in a container. In the classical theory of phase transition
is assumed that, at equilibrium, the two fluids arrange themselves in order
to minimize the area of the interface which separates the two phases. This
situation is modelled as follows: the container is represented by a bounded
regular domain Ω ⊂ R3, and every configuration of the system is described
by a function u on Ω which takes the value −1 on the set occupied by the
first fluid, 1 on the set occupied by the second. The set of discontinuities of
u is the interface between the two fluids and we denote it by Su. The space
of admissible configurations is given by all u : Ω → {−1, 1} which satisfy
1
|Ω|
´
Ω
u = m where m is the average of u on Ω. Thus we can assume that
the energy of the system has the form
F (u) = σH2(Su), (1.5)
where σ is the surface tension between the two fluids and H2 is the two-
dimensional Hausdorff measure. Therefore F (u) is a surface energy dis-
tributed on the interface Su and the equilibrium configuration is obtained
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by minimizing F over the space of admissible configurations. Unlike the
functional F (u), in (2.3) (model proposed by J.W. Cahn and J.E.Hilliard in
[CH58]) the transition is not given by a separating interface, but is rather a
continuous phenomenon occurring in a thin strip which we identify with the
interface, i.e. we allow a fine mixture of two fluids in the transition region.
In [Mod87] L. Modica and Mortola proved that suitable rescalings of the
functionals Fε Γ- converge to F .
Theorem 1.2.1. Let C0 := 2
´ 1
−1
√
W (u)du and for every ε > 0 let
Fε(u) =
{´
Ω
(ε2|∇u|2 +W (u))dx if u ∈ H1(Ω), 1|Ω|
´
Ω
u = m
+∞ otherwise,
(1.6)
and
F (u) =
{
C0PerΩ(E) if u ∈ BV (Ω, {−1, 1}), E = u−1(−1), 1|Ω|
´
Ω
u = m
+∞ otherwise,
(1.7)
where Ω is a Lipschitz subset of R3. Then the functionals 1
ε
Fε Γ- converge
to F in the L1-topology .
Proof. It is useful to introduce the function
φ(t) =
ˆ t
0
√
W (s)ds
and to observe that
C0 = 2(φ(1)− φ(−1)).
It is also easy to obtain from the definition of the total variation that if
v ∈ BV (Ω, {−1, 1}), v(x) =
{
−1 x ∈ E
1 x ∈ Ω\E
then PerΩ(E) <∞ and ˆ
Ω
|Du| = 2PerΩ(E).
Thus, for u ∈ BV (Ω, {−1, 1}) we can write
2
ˆ
Ω
|D(φ ◦ u)| = 2(φ(1)− φ(−1))PerΩ(u−1(1)) = F (u).
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Now we can prove the lim inf inequality.
Let be u ∈ L1(Ω) and (uε) ⊂ L1(Ω), uε → u in L1(Ω). It is not restrictive to
assume that 1
ǫ
Fǫ(uǫ) and lim infε→0 1εFε(uε) are finite, otherwise the inequality
is trivial to prove. The convergence of (uε) in L
1(Ω) implies that there exists
a subsequence (uεn) which converges almost everywhere to u as ǫ → 0. By
Fatou’s Lemma and the continuity of W we have
ˆ
Ω
W (u(x))dx ≤ lim inf
εn→0
ˆ
Ω
W (uεn(x))dx ≤ lim inf
εn→0
Fεn(uεn) = 0,
whence W (u(x)) almost everywhere on Ω, and therefore |u| = 1 almost
everywhere. Then thanks to the inequality a2 + b2 ≥ 2ab and the lower
semicontinuity of the total variation, we get
lim inf
ε→0
1
ε
Fε(uε) ≥ lim inf
ε→0
ˆ
Ω
2|Duε|
√
W (uε)dx =
= lim inf
ε→0
ˆ
Ω
2|D(φ ◦ uε)| ≥ 2
ˆ
Ω
|D(φ ◦ u)|.
The lim inf inequality is proved.
Now we treat the lim sup inequality. The case when F (u) = +∞
is trivial, therefore we may assume that F (u) < ∞. We just find a set
D ⊂ BV (Ω; {−1, 1}) which satisfies the following conditions: for every
u ∈ BV (Ω; {−1, 1}) there is an approximating sequence (uε) ⊂ D such that
uε → u (D dense in BV (Ω)) and F (uε) → F (u). By a diagonal argument
we can conclude that if every u ∈ D satisfies the lim sup inequality then also
every u ∈ BV (Ω; {−1, 1}) satisfies it, so we need to verify the property only
on D. This subset may be found by looking at Lemma 1 in [Mod87] which
is stated below and proved later.
Lemma 1.2.2. Let Ω be an open, bounded subset of RN with Lipschitz con-
tinuous boundary,and let E be a measurable set of Ω of finite perimeter. If
E and Ω\E both contain a non-empty open ball, then there exists a sequence
Eh of open bounded sets of R
N with smooth boundaries such that
(i) limh→∞ |(Eh ∩ Ω)△ E| = 0, limh→∞ PerΩ(Eh) = PerΩ(E);
(ii) |Eh ∩ Ω| = |E| for h large enough;
(iii) HN−1(∂Eh ∩ ∂Ω) = 0 for h large enough.
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If we knew that every finite perimeter set has the property that E and
Ω\E both contain a non-empty open ball, then we could define
D = {−χA+χΩ\A : A ⊂ Ω, A open with smooth boundary,HN−1(∂A∩∂Ω) = 0}.
In general this is not true, but the Theorem 1.24 in [Giu84] tells us we
can approximate any finite perimeter set E with sets of smooth boundary
(Eh) so that
lim
h→∞
ˆ
Ω
|χEh − χE | = 0 and lim
h→∞
PerΩ(Eh) = PerΩ(E).
In this way we have to prove the lim sup inequality only for all u ∈ D. We
need and therefore we state another lemma from [Mod87].
Lemma 1.2.3. Let A be an open set of RN with smooth, non-empty, compact
boundary and Ω an open subset of RN such that HN−1(∂A∩∂Ω) = 0. Define
h : RN → R by
h(x) =
{
−d(x, ∂A) x ∈ A
d(x, ∂A) x 6∈ A
Then h is Lipschitz continuous, |Dh(x)| = 1 for almost all x ∈ RN and if
St = {x ∈ RN : h(x) = t} then
lim
h→∞
HN−1(∂St ∩ ∂Ω) = HN−1(∂A ∩ ∂Ω)
We can now proceed with the proof of the theorem. Let be u = −χA +
χΩ\A such that
´
Ω
u = m, where A is an open set with smooth boundary
such that HN−1(∂A ∩ ∂Ω) = 0 and A ∩ Ω 6= ∅.
Set for every t ∈ R
ψǫ(t) =
ˆ t
−1
ǫ√
ε+W (s)
ds
ϕε(t) =

−1 t ≤ 0
ψ−1ε (t) 0 ≤ t ≤ ψε(1)
1 t ≥ ψǫ(1)
and
uε(x) = φε(h(x) + ηǫ)
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where h is defined as in Lemma 2.2.3 and ηǫ is chosen such that
´
Ω
uε(x)dx =
m. For h(x) ≤ 0 or h(x) ≥ ψǫ(1), uǫ(x) = u(x) and therefore, for the coarea
formula we haveˆ
Ω
|uε − u(x)|dx =
ˆ
0≤d(x)≤ψε(1)
|ϕε(h(x))− 1||∇h(x)|dx =
=
ˆ ϕε(1)
0
|φε(t)− 1|HN−1({x ∈ Ω : h(x) = t})dt ≤
≤ 2ψε(1)σψε(1) ≤
√
εσ2√ε
where
σa = sup
−a≤t≤a
HN−1({x ∈ Ω : h(x) = a}).
Lemma (2.2.3) allows us to say that σa → HN−1(∂A ∩ ∂Ω) as a → 0 and
therefore uε → u in L1(Ω).
If Σε = {x ∈ Ω : −ηε ≤ h(x) ≤ ψε(1) − ηε} and ε is small enough, then
|∇h(x)| = 1 for all x ∈ Σε. By the coarea formula we get
1
ε
Fε(uε) =
ˆ
Ω
[
ε
2
|ϕ′ε(h(x) + ηε)|2 +
1
ε
W (ϕε(h(x) + ηε))
]
dx =
=
ˆ
Σε
[
ε
2
|ϕ′ε(h(x) + ηε)|2 +
1
ε
W (ϕε(h(x) + ηε))
]
dx =
=
ˆ ψε(1)−ηε
−ηε
[
ε
2
|ϕ′ε(h(x) + ηε)|2 +
1
ε
W (ϕε(h(x) + ηε))HN−1({x ∈ Ω : h(x) = t})
]
dt ≤
≤ σψε(1)
ˆ ψε(1)
0
[
ε
2
|ϕ′ε(t)|2 +
1
ε
W (ϕε(t))
]
dt.
Using the definition of ψε and ϕε, we get
ϕ′ε =
1
ψ′ε(ψ−1ε )
=
√
ε+W (ψ−1ε )
ε
=
1
ε
√
ε+W (ϕε).
The previous relations lead us to
1
ε
Fε(uε) ≤ σψε(1)
ˆ ψε(1)
0
[
ε+W (ϕε)
ε
+
1
ε
W (ϕε(t)
]
dt ≤
≤ 2σψε(1)
ε
ˆ ψε(1)
0
[ε+W (ϕε)] dt =
= 2σψε(1)
ˆ 1
−1
√
ε+W (s)ds
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where s = ϕε(t). Taking the lim sup as ε→ 0 in the last inequality and using
Lemma (2.2.3) we have
lim sup
ε→0
1
ε
Fε(uε) ≤ C0PerΩ(A) = F (u),
and the proof is finished.
Proof. (Lemma 2.2.2) Let be u = χE and let u˜ ∈ BV (RN) ∩ L∞(RN) be
such that u = u˜ on Ω and
´
∂Ω
|Du˜| = 0. Let be φε classical mollifiers:
φǫ ∈ C∞0 (RN); sptφε ⊆ B(0, ε); 0 ≤ φε ≤ 1;
´
RN
φεdx = 1. Then defining
uε = u ⋆ φε we deduce that
lim
ε→0+
ˆ
RN
|uε − u˜|dx = 0;
hence
lim
ε→0+
|{x ∈ RN : |uε(x)− u˜(x)| ≥ η}| = 0 ∀η > 0
and moreover,
lim
ε→0+
ˆ
RN
|Duε|dx =
ˆ
RN
|Du˜|.
From the last equality and the identity
´
∂Ω
|Du˜| = 0 we conclude, by using
the lower semicontinuity of the total variation in Ω and RN\Ω¯ that
lim
ε→0+
ˆ
Ω
|Duε|dx =
ˆ
Ω
|Du˜| =
ˆ
Ω
|Du| = PerΩ(E).
The idea of the proof is to approximate u = χε by smooth functions (uǫ) and
then to pass to a sequence (Eε) of sets which approximate E, by choosing
suitable level sets of uε. The hypotheses tell us that there exist x1 ∈ E,
x2 ∈ Ω\E, δ0 > 0 such that
B1 = B(x1, δ0) ⊂ E, B2 = B(x2, δ0) ⊂ Ω\E,
so that
uε = u on B1 ∪B2 for every ε < δ0
2
.
. Now, for every h ∈ N, we can choose a positive number εh < min{1/h, δ0/2}
such that ∣∣∣∣{x ∈ Ω : |uǫh(x)− u˜(x)| ≥ 1h
}∣∣∣∣ ≤ 1h.
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Furthermore, writing
νǫ = ess inf
1
h
≤t≤1 1
h
PerΩ({x ∈ RN : uεh(x) > t})
(ess inf is the essential infimum of a Lebesgue measurable function), let th ∈[
1
h
, 1− 1
h
]
be such that
PerΩ({x ∈ RN : uεh(x) > th}) ≤ νh +
1
h
, (1.8)
Duεh(x) 6= 0 ∀x ∈ RN : uεh(x) = th, (1.9)
HN−1({x ∈ ∂Ω : uεh(x) = th}) = 0. (1.10)
The inequality (2.8) holds for a set of th with positive measure, (2.9) can
be fulfilled by appealing to Sard’s Lemma and (2.10) to HN−1(∂Ω) < +∞.
With ǫh and th we can construct Eǫ by setting
E˜h = {x ∈ RN : uεh > th},
λh = |E˜h ∩ Ω| − |E|,
Eh =

E˜h\B(x1, rh) if λh > 0
E˜h if λh = 0
E˜h ∪B(x2, rh) if λh < 0,
where rh is chosen such that |B(x1, rh)| = |B(x2, rh)| = |λh|. We start the
proof of (ii) by observing that
x ∈ (E˜h ∪ Ω)\E ⇒ uεh(x) > th >
1
h
and u(x) = 0,
while
x ∈ E\(E˜h ∪ Ω)⇒ uǫh(x) ≤ th < 1−
1
h
and u(x) = 1.
Thus we can deduce that
|λh| ≤ |(E˜h ∪ Ω)△E| ≤
∣∣∣∣{x ∈ Ω : |uεh(x)− u˜(x)| ≥ 1h
}∣∣∣∣ ≤ 1h ; (1.11)
hence, by definition of rh,
lim
h→+∞
rh = 0.
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Therefore for h large enough, rh < δ0; hence B(x1, rh) ⊂ B1, B(x2, rh) ⊂ B2.
On the other hand, as εh <
δ0
2
, we get
B1 ⊆ E˜h ∪ Ω, B2 ⊆ Ω\E˜h,
and then we can conclude that
|Eh ∩ Ω| = |E˜h ∩ Ω| − |B(x1, rh)| = |E| if λh > 0,
|Eh ∩ Ω| = |E˜h ∩ Ω| − |B(x2, rh)| = |E| if λh < 0;
so (ii) is proved.
Analogously,
∂Eh ∩ ∂Ω = (∂E˜h ∩ ∂B(xi, rh)) ∩ ∂Ω for i = 1, or i = 2.
Since ∂B(xi, rh) ∩ ∂Ω = 0 for i = 1, 2, thus
HN−1(∂Eh ∩ ∂Ω) = HN−1(∂E˜h ∩ ∂Ω) = 0,
and (iii) is also proved. The sets Eh are obviously bounded and, for (2.9),
have smooth boundaries. Now, we have just to prove (i). From (2.11) and
|(Eh ∪ Ω)△(E˜h ∪ Ω)| = |λh|
it follows that
lim
h→+∞
|(Eh ∪ Ω)△E| = 0.
Eventually, to prove that
lim
h→+∞
PerΩ(Eh) = PerΩ(E)
we note that by the previous argument we get
PerΩ(Eh) = PerΩ(E˜h) +HN−1(∂B(xi, rh))
for i = 1, 2 and h large enough, while (2.11) and the lower semicontinuity of
the perimeter give
PerΩ(E) ≤ lim inf
h→+∞
PerΩ(E˜h).
For the converse inequality, from (2.8) we can deduce that
PerΩ(E˜h) ≤ 1
h
+ νh ≤ 1
h
+ PerΩ({x ∈ RN : uǫh(x)>t})
19
for every h ∈ N and for almost all ( 1
h
, 1 − 1
h
), thus integating in t from 1
h
to
1− 1
h
and applying the coarea formula, we get(
1− 2
h
)
PerΩ(E˜h) ≤ 1
h
(
1− 2
h
)
+
ˆ
Ω
|Duεh| ∀h ∈ N.
Finally, recalling that ǫh ≤ 1h we can conclude that
lim sup
h→+∞
PerΩ(E˜h) ≤ PerΩ(E).
Proof. (Lemma 2.2.3) It is immediate to verify that |h(x)−h(y)| ≤ |x−y| for
every x, y ∈ RN , hence h is Lipschitz continuous and |Dh(x)| ≤ 1 for almost
all x ∈ RN . Moreover, for every x ∈ RN\∂A there exists x0 ∈ ∂A such that
h(x) = ±|x−x0| and x−x0 is orthogonal to ∂A in x0. Then at each point y
of the segment [x, x0] we have h(y) = ±|y − x0|; thus |h(x)− h(y)| = |x− y|
for every for every y ∈ [x, x0] and |Dh(x)| = 1 for almost all x ∈ RN . We
first suppose Ω = RN . For t > 0 we can consider the set Vt = {x ∈ A :
0 < −h(x) < t)} and repeating an argument of Gilbarg and Trudinger in
[GT77](Appendix: Boundary Curvatures and Distance Function), we find
that for t > 0 small enough, there exists a diffeomorphism φ between Vt and
∂A × (0, t) such that
det(Dφ)(x) =
n−1∏
i=1
(1 + ki(φˆ(x))h(x)) ∀x ∈ Vt, (1.12)
where k1, . . . kN−1 denote the principal curvatures of ∂A and φˆ denotes the
component of φ(x) on ∂A. Moreover, −h is smooth on Vt and
−Dh(x) = ν(φˆ(x)) ∀x ∈ Vt, (1.13)
where ν is the outer normal vector to ∂A. If νt denotes the normal vector to
St, outward respect to Vt, we have
νt(x) = −Dh(x) ∀x ∈ St. (1.14)
From the divergence theorem, (2.13) and (2.14) it follows that
ˆ
Vt
∆(−h(x))dx = −
(ˆ
∂A
Dh · νdHN−1 +
ˆ
St
Dh · νdHN−1
)
=
= HN−1(St)−HN−1(∂A),
(1.15)
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so it is sufficient to prove that |Vt| tends to 0 for t→ 0+. Indeed, by (2.12),
the smoothness and compactness of ∂A, det(Dφ)(x) ≥ µ > 0 for x ∈ Vt and
t small enough; thus
lim
t→0+
|Vt| = lim
t→0+
ˆ
∂A
dHN−1(y)
ˆ t
0
[detDφ−1(y, s)]ds ≤
≤ lim
t→0+
tµ−1HN−1(∂A) = 0.
(1.16)
Now we remove the condition Ω = RN . We can observe that St = ∂(A\Vt),
hence, for t small enough,
HN−1(St ∩ Ω) = PerΩ(A\Vt).
By (2.16),
lim
t→0+
ˆ
RN
|χA − χA\Vt |dx = lim
t→0+
ˆ
RN
χVtdx = 0,
and for the lower semicontinuity we get
HN−1(∂A ∩ Ω) = PerΩ(A) ≤ lim inf
t→0+
PerΩ(A\Vt) = lim inf
t→0+
HN−1(St ∩ Ω).
Moreover,
HN−1(St ∩ Ω) ≤ HN−1(St)−HN−1(St ∩ (RN\Ω))
and
HN−1(∂A ∩ (RN\Ω)) ≤ lim inf
t→0+
HN−1(St ∩ (RN\Ω));
therefore, by the hypothesis HN−1(∂A ∩ (RN\Ω)) = 0,
lim sup
t→0+
HN−1(St ∩ Ω) ≤ HN−1(∂A)−HN−1(∂A ∩ (RN\Ω)) =
HN−1(∂A ∩ Ω).
The proof is concluded.
We can summarize what we have seen so far in the following result.
Corollary 1.2.4. The Ohta-Kawasaki functional Γ-converges to
E(u) = C0
ˆ
Ω
|Du(x)|+ σ
2
ˆ
Ω
ˆ
Ω
(u(x)−m)(u(y)−m)G(x, y)dxdy (1.17)
with u ∈ BV (D, {−1, 1}).
In later chapters we will focus on the existence of minimizers of this
functional.
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Chapter 2
2.1 Existence of minimizers in bounded domains
Physical experiments have shown that for some range of γ and m we can
find droplets equilibrium configurations. In the following we describe the ge-
ometry of the droplets investigating a regime of γ and m which leads to the
formation of a single droplet on a bounded domain Ω. To do this we refer to
the work of M.Cicalese and E. Spadaro [Spa13].
The situation of a single droplet minimizer represents the formation of a con-
nected region of one phase surrounded by the other one, thus the competition
between the two terms of the energy is unbalanced with the confining therm
stronger than the non local one.
The contribution to the energy given by the interaction with the boundary
of Ω forces the optimal resulting shape to be close to a half ball located in
a point of smallest mean curvature of ∂Ω. Therefore from now on we will
consider the total variation |Du| taken in the whole space.
Before stating the theorem which summarize all the results we want to prove,
it is necessary to introduce the notation we will use and some useful facts.
2.2 Notation and Preliminaries
In the following, Ω ∈ Rn is a bounded open set with C2 boundary ∂Ω.
Consider the sharp interface limit of the Ohta-Kawasaki functional
Fγ,m(u) =
ˆ
Rn
|Du|+ γ
ˆ
Ω
ˆ
Ω
(u(x)−m)(u(y)−m)G(x, y)dxdy. (2.1)
The order parameter u belongs to the class Cm(Ω) of functions with bounded
variation taking values {0, 1}, whose average in Ω is m and which are con-
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stantly equal to 0 outside Ω:
Cm(Ω) =
{
u ∈ BV (Rn, {0, 1}) :
 
u = m u|Rn\Ω = 0
}
.
The function G(x, y) solves −∆G(x, y) = δ(x−y)− 1|Ω| ,
´
Ω
G(x, y)dx = 0.
The average m will be often replaced by the parameter rm corresponding to
the radius of a ball whose volume fraction in Ω is m, i.e.
ωnr
n
m := m|Ω|,
while u ∈ Cm will be identified with the set of finite perimeter E such that
u = χE . Thus the energy Fγ,m depends on E in the following way:
Fγ,m(E) = Per(E) + γNL(E)
where Per(E) =
´
Rn
|DχE| is the perimeter of E in Rn and NL is the nonlocal
part of the energy. The condition
´
Ω
G(x, y)dy = 0 allows us to rewrite the
nonlocal term as
NL(E) :=
ˆ
Ω
ˆ
Ω
G(x, y)χE(x)χE(y)dxdy. (2.2)
2.2.1 The quantitative isoperimetric inequality.
The classical isoperimetric inequality states that if E is a Borel set in Rn,
n ≥ 2 with finite Lebesgue misure |E|, then the ball BE with the same
volume has a lower perimeter, i.e.
Per(E)− Per(BE) ≥ 0,
with equality only if E is itself a ball. A natural notion of isoperimetric
deficit of a set of finite perimeter E ∈ Rn is given by
D(E) :=
Per(E)− Per(BE)
Per(E)
.
For two measurable sets E, F with |E| = |F | we can define the Fraenkel
asymmetry as
△(E, F ) := min
x∈Rn
|E△(F + x)|
|E| ,
where E△F = (E\F )∪ (F\E) denotes the simmetric difference of E and F .
The following quantitative version of the isoperimetric inequality, proved in
[FMP08], relates the Fraenkel asymmetry and the isoperimetric deficit and
will be used later.
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Proposition 2.2.1. (Sharp quantitative isoperimetric inequality). There
exists a dimensional constant C = C(n) > 0 such that for every set E ⊂ Rn
of finite measure, it holds
△(E,BE) ≤ C
√
D(E). (2.3)
For any given E ⊂ Rn measurable set of positive and finite measure, we
say that BoptE is an optimal ball for E if |BoptE | = |E| and
|E△BoptE |
|E| = △(E,BE).
The center of an optimal ball will be referred as an optimal center. When
E is strictly convex, the optimal ball is unique (by an application of the
Brunn-Minkowsky inequality). Denoting by r the radius of BE , (2.3) scales
in r as follows:
|E△BoptE |2 . rn+1(Per(E)− Per(BoptE )).
Another important notion is that of quasiminimizer of the perimeter:
Definition 2.2.2. Let Ω ⊂ Rn be open. A set of finite perimeter E ⊂ Ω is
a Λ-minimizer of the perimeter in Ω at scale η > 0 if
Per(E) ≤ Per(F ) + Λ|E△F |, ∀E△F ⊂⊂ Ω, |E△F | ≤ η.
If E is a Λ minimizer of the perimeter, then ∂E
´
C1,α for α ∈ (0, 1)
Proposition 2.2.3. Let E ⊂ Ω be a Λ-minimizer at scale η and F ⊂ Rn
be a set with smooth boundary and dist(F, ∂Ω) ≥ 1. Then, for every α ∈
(0, 1), there exist constant η0 = η0(n, α,Λ, η), R = R(n,Λ, η), c = (n) and a
modulus of continuity ω : R+ → R+ with this property:
(i) if |E△F | ≤ η0, then ∂E can be parametrized on ∂F by a function
ϕ : ∂F → R,
∂E = {x+ ϕ(x)νF (x) : x ∈ ∂F},
with ‖ ϕ ‖C1,α≤ ω(|E△F |);
(ii) for all x ∈ E and 0 < r < R with Br(x) ⊂ Ω, it holds
c = c(n)rn ≤ |E ∪Br(x)|.
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2.2.2 Robin function and harmonic centers
Let Γ be the fundamental solution of the Laplacian, i.e.
Γ(t) :=
{
log t
2π
if n = 2,
t2−n
n(2−n)ωn if n ≥ 3,
we define the regular part of the Green function as
R(x, y) := G(x, y)− Γ(|x− y|).
R(x, ·) solves the following boundary value problem:{
∆R(x, ·) = 1|Ω| in Ω,
∇R(x, ·) · ν = ∇Γ(|x− ·|) on ∂Ω.
Thus R(x, ·) is an analitic function in the whole Ω and it’s reasonable to
consider its extension in x = y:
h(x) := R(x, x).
This function is called the Robin function and it is also analitic in Ω. We
report some estimates on the regular part of the Green function and Robin
function which will be important in the identification of the concentration
points for the minimizers of Fγ,m. It can be shown (see [Flu99]) that there
exists r0 depending only on Ω such that, for all r ≤ r0
|R(x, x)| ≃ |Γ(r)| ∀x, y : dist(x, ∂Ω) + dist(y, ∂Ω) ≃ r. (2.4)
We can also deduce that:
|G(x, y)| . −Γ(|x− y|) + 1 ∀x, y ∈ Ω (2.5)
h(x) ≃ |Γ(dist(x, ∂Ω))|, ∀x ∈ Ω\Ωr0 , (2.6)
where for every r > 0, we denote by Ωr the complement in Ω of the r-
neighborhood of ∂Ω, i.e.:
Ωr := {x ∈ Ω : dist(x, ∂Ω) > r}. (2.7)
From the regularity of h and (2.6), we get that h is bounded from below.
In particular since h is analytic and blows up upon the boundary of Ω, it
follows that the set of minimum points of h is an analytic variety compactly
supported in Ω, we can denote this set by H and call it harmonic centers of
Ω.
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2.3 Main result
Droplets are minimizers when the isoperimetric term is stronger than the
nonlocal one, in this section we will prove that the regimes which lead to this
situation are
γr3m| log rm| << 1 for n = 2, (2.8)
γr3m << 1 for n ≥ 3. (2.9)
For γ → 0 these condition are satisfied, when γ ≥ C > 0, with C constant,
it’s necessary to consider small-volume fraction regime rm << 1. The main
results proved in the following provide an analysis of minimizers of Fγ,m,
in particular under these scalings we will prove that a single droplet is a
minimizer for Fγ,m. The theorem which summarizes all the results is the
following:
Theorem 2.3.1. Let Ω ⊂ Rn be a bounded set with C2 boundary. There exist
δ0, r0 > 0 (depending on Ω) such that the following holds. Assume rm ≤ r0
and
γr3m| log rm| < δ0 if n = 2 and γr3m < δ0 if n ≥ 3.
Then every minimizer um = χEm ∈ Cm of Fγ,m satisfies the following prop-
erties:
(i) Em is a convex set and there exist pm ∈ Ω and ϕm : Sn−1 → R with
‖ϕm‖C1 . γrn+3m ,
such that ∂Em = {pm + (rm + ϕm)x : x ∈ Sn−1};
(ii) pm is close to the set of harmonic centersH of Ω, i.e. limrm→0 dist(pm,H) =
0;
(iii) the energy of um has the following asymptotic expansion:
Fγ,m(um) =
{
2πrm +
πγ
2
r4m log rm + γ(−18 + π2minΩh)r4m +O(r6m) n = 2,
nωnr
n−1
m +
2γωn
4−n2 r
n+2
m + γω
2
nr
2n
mminΩh+O(r2n+2m ) n ≥ 3,
where h is the Robin function;
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(iv) Em is an exact ball if and only if the domain Ω is itself a ball, i.e. up
to translations Ω = BR for some R > 0, in which caseEm = Brm is the
unique minimizer.
Most of the difficulties in the theorem are due to the choice to work in any
dimension n, and with the standard Coulombian kernel and the natural Neu-
mann boundary condition. We can mention other similar results obtained
under different simplified assumption, for example Alberti, Choksi and Otto
in [ACO09] study the uniform distribution of the energy and of the order
parameter of the minimizers of Fγ,m, Knüpfer and Muratov in [KM14] study
the exact spherical solution to a n-dimensional nonlocal isoperimetric prob-
lem in the whole space, where the nonlocal term is a Coulombian interaction.
The main tools used in proving the theorem come from the regularity theory
of minimal surface: the uniform regularity properties of minimizers and the
use of the optimal quantitative isoperimetric inequality. We will show that
the minimizers of Fγ,m are uniform Λ-minimizers of the perimeter.
2.3.1 Asymptotic energy of balls
In the point (iii) of the theorem it is given the asymptotic expansion of the
energy of a minimizer um of Fγ,m. We can already compute the asymptotic
expansion of the energy for small round balls in Ω. Let be Ωr as in (2.7),
by the regularity assumption on ∂Ω, there exists r0 > 0 such that, for every
r ≤ r0 and p ∈ Ωr, the ball Br(p) ∈ Cωnrn , then
Fγ,ωnrn(Br(p)) = Per(Br(p)) + γNL(Br(p))
= nωnr
n−1 + γ
ˆ
Br(p)
ˆ
Br(p)
Γ(|x− y|)dxdy
+ γ
ˆ
Br(p)
ˆ
Br(p)
R(x, y)dxdy
=
{
2πr + γ(π
2
r4 log r + (π2gr(p)− 3π8 )r4), if n = 2,
nωnr
n−1 + γ 2ωnr
2n
4−n2 + gr(p)(ωnr
n)2, if n ≥ 3,
where gr : Ωr → R is given by
gr(p) :=
 
Br(p)
 
Br(p)
R(x, y)dxdy.
The next result shows how gr converges uniformly to the Robin function h
as r → 0.
27
Lemma 2.3.2. Let Ω ⊂ Rn be a bounded open set with C2 boundary. Then
there exists r0 > 0 such that, fol all r < r0
‖gr − h‖L∞(Ωr) ≃ r2, (2.10)
and, for every r < r0/2,
gr(p) ≃ |Γ(dist(p, ∂Ω))| ∀p ∈ Ωr \ Ω2r. (2.11)
Proof. Let r0 be as in (2.4), by the analycity of R on Ωr0 × Ωr0 we have
gr(p)− h(p) =
 
Br
 
Br
(R(x+ p, y + p)−R(p, p))dxdy
=
 
Br
 
Br
(
DR(p, p)(x, y)) + 〈D2R(p, p)(x, y), (x, y)〉)dxdy + o(r2)
= r2
 
B1
 
B1
〈D2R(p, p)(x, y), (x, y)〉dxdy+ o(r2).
Therefore, by the linearity of the integral and of the scalar product, it follows
that
gr(p)−h(p) =
∑
i,j
(∂xi∂xjR(p, p)Axixj+2∂xi∂yjR(p, p)Axiyj+∂yi∂yjR(p, p)Ayiyj),
where
Axixi = Ayiyi = µ :=
 
B1
x21dx and Axixj = Axiyj = Ayiyj = 0,
hence, by the symmetry of the regular part R, we deduce that
gr(p)−h(p) = Tr(D2R(p, p))r2+o(r2) = 2µ∆R(p, p)r2+o(r2) = 2µr
2
|Ω| +o(r
2)
which leads to (2.10). The proof of (2.11) follows from (2.10) and the estimate
on the regular part (2.6).
2.3.2 Regularity of minimizers
In this section, in order to show uniform regularity properties of the mini-
mizers of Fγ,m, we prove the Lipschitz continuity of the nonlocal term, giving
an accurate estimate of the Lipschitz constant.
28
Proposition 2.3.3. For every χEm, χGm ∈ Cm, it holds
NL(Gm)−NL(Em) . (‖w‖L∞(Em△Gm) + |Gm|)|Em△Gm|,
where w = Γ ∗ χGm .
Proof. In the following passages we consider the nonlocal term written as in
(2.2), thus
NL(Gm)−NL(Em) =
ˆ
Ω
ˆ
Ω
G(x, y)(χGm(x)χGm + (y)− χEm(x)χEm(y))dxdy
=
ˆ
Ω
ˆ
Ω
G(x, y)χGm(x)(χGm(y)− χEm(y))dxdy+
+
ˆ
Ω
ˆ
Ω
G(x, y)χEm(y)(χGm(x)− χEm(x))dxdy
= 2
ˆ
Ω
ˆ
Ω
G(x, y)χGm(x)(χGm(y)− χEm(y))dxdy−
−
ˆ
Ω
ˆ
Ω
G(x, y)(χGm(y)− χEm(y))(χGm(x)− χEm(x))dxdy,
where in the last inequality we used the symmetry of the Green function.
Now if we denote by z the solution of{
−∆z = χGm − χEm in Ω,
∇z · ν = 0 on ∂Ω,
we getˆ
Ω
ˆ
Ω
G(x, y)(χGm(y)− χEm(y))(χGm(x)− χEm(x))dxdy =
ˆ
Ω
|∇z|2dx ≥ 0,
and therefore
NL(Gm)−NL(Em) ≤ 2
ˆ
Ω
ˆ
Ω
|G(x, y)|χGm(x)|χGm(y)− χEm(y)|dxdy
.
ˆ
Ω
ˆ
Ω
(−Γ(|x− y|) + 1)χGm(x)|χGm(y)− χEm(y)|dxdy
.
ˆ
Ω
(Gm − w(y))(χGm(y)− χEm(y))dy
. (‖w‖L∞(Em△Gm) + |Gm|)|Em△Gm|.
where the second inequality is due to the estimate on the regular part (2.5).
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An immediate consequence of the previous proposition is that if Em is a
minimizer of Fγ,m, then
Per(Em)− Per(Gm) ≤ γNL(Gm)−NL(Em)
. γ(‖w‖L∞(Em△Gm) + |Gm|)|Em△Gm|. (2.12)
By direct computations we have that
Γ ∗ χBr(x) =
{ |x|2
4
+ r2 + r
2
2
(log r − 1) if |x| ≤ r,
r2
2
(log |x| − 1
2
) if |x| > r, if n = 2,
(2.13)
Γ ∗ χBr(x) =
{ |x|2
2n
+ r
2
2(2−n) if |x| ≤ r,
rn
n(2−n)|x|n−2 if |x| > r
if n ≥ 3
(2.14)
thus, for every Gm with |Gm| = |Brm|, it holds
‖Γ ∗ χGm‖L∞ . ‖Γ ∗ χBr(x)‖L∞ =
{
r2m
2
(1
2
− log rm) if n = 2,
r2m
2(n−2) if n ≥ 3
(2.15)
for the radial mononicity of Γ. As a result, for rm sufficiently small, we obtain
the following estimate on the Lipschitz constant:
‖w‖L∞ + |Gm| . ‖Γ ∗ χGm‖L∞ .
{
r2m
2
(1
2
− log rm) if n = 2,
r2m
2(n−2) if n ≥ 3.
(2.16)
In particular, if rm is small enough so that χBr(p) ∈ Cm for some p ∈ Ω,
gathering (2.12) and (2.13 - 2.14) we get
Per(Em)− Per(Brm) .
{
γr2m| log rm||Em△Brm| if n = 2,
γr2m|Em△Brm| if n ≥ 3
. (2.17)
By the quantitative isoperimetric inequality (2.3), there exists an optimal
isoperimetric ball BoptEm for Em such that
|Em△BoptEm|2 . rn+1m (Per(Em)− Per(BoptEm)). (2.18)
When χBoptEm
∈ Cm, combining (2.16) and (2.17) we have
|Em△BoptEm|2 .
{
γrn+3m | log rm||Em△Brm| if n = 2,
γrn+3m |Em△Brm| if n ≥ 3.
(2.19)
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Let Em be again a minimizer for Fγ,m, we rescale this set by taking the
barycenter pm and defining:
Hm := (Em − pm)/rm ⊂ Ωm = (Ω− pm)/rm.
It is esasy to verify that Hm is a minimizer of Fγr3m,m in Cm(Ωm). In the
following lemma we show that Hm is uniform Λ- minimizer of the perimeter
according to the definition given before.
Lemma 2.3.4. Let Hm ⊂ Ωm be as above for 0 < m ≤ m0 with m0 a
given constant. Let H ∈ Ωm ⊂ Rn be a set of finite perimeter such that
dist(H, ∂Ωm) ≥ 1 for every m ∈ (0, m0). Then there exists Λ > 0 with this
property: for every m ∈ (0, mh) , if |H△Hm| ≤ 1\Λ, then Hm is a minimizer
of
GΛ,m(E) := Fγr3m,m(E) + Λ||E| − ωn|,
in the class of all sets E with |E△H| ≤ 2/Λ.
Proof. We proceed by contradiction. Assume that there exist Λh →∞ with
this property: there exist mh ∈ (0, m0),with Hmh minimizers of Fγr3mh ,mh and
Emh minimizers of GΛh,mh such that:
(a) |Hmh△H| ≤ 1/Λh;
(b) |Emh△H| ≤ 2/Λh;
(c) |Emh | < |Hmh| = ωn;
(d) GΛh,mh(Emh) < Fγr3mh ,mh
(Hmh).
Since Eh → H , it can be proved (following Proposition 2.7 in [AFM01] ) the
existence of suitable deformations E˜mh satisfying the following conditions:
(e) |E˜mh | = |Hmh| = ωn;
(f) dist(E˜mh , Hmh) < 1 (in particular E˜mh ⊂ Ωm);
(g) there exist σh > 0 with |Hmh | − |Emh | ≥ c1(n)σh such that
Per(E˜mh) ≤ Per(Emh)(1 + c2(n)σh) and |E˜mh△Emh | ≤ c3σhPer(Emh),
with c1, c2, c3 > 0 dimensional constant.
Thus for h large enough, by applying the Lipschitz continuity of the nonlocal
term and the uniform bound on Per(Emh) implied by
Per(Emh) ≤ Fγr3mh ,mh(Hmh) ≤ Fγr3mh ,mh(B1) <∞ ∀h ∈ N,
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we have:
Fγr3mh ,mh
(E˜mh) = GΛh,mh(E˜mh)
≤ GΛh,mh(Emh) + [c2(n)σhPer(Emh) + C|E˜mh△Emh| − Λh||Emh | − ωn|]
≤ Fγr3mh ,mh(Hmh) + σh[c2(n)Per(Emh) + Cc3Per(Emh)− c1Λh]
≤ Fγr3mh ,mh(Hmh).
But this contradicts the minimality of Hmh .
Now we want to improve the regularity of the minimizers, for this purpose
we need to recall the first variation of Fγ,m which have been computed for
regular sets by Muratov [Mur10] in dimension 2 and 3, and then in any
dimension by Choksi and Stenberg [CS07]. For a critical point E of Fγ,m and
x ∈ ∂E a regular point of its boundary, the Euler-Lagrange equation of Fγ,m
at E in Br(x) is given by:
H∂E + 4γv = c,
where H∂E is the scalar mean curvature of ∂E, c ∈ R is a constant and v is
the solution of the boundary value problem
−∆v = χE −m in Ω,
▽v · ν = 0 on ∂Ω,´
Ω
v = 0.
Proposition 2.2.3 and the first variation allow us to prove the following result:
Proposition 2.3.5. Let Em be a minimizer of Fγ,m, B1 the ball of radius
1 and let Hm, pm and Ωm as before. Then for every α ∈ (0, 1), there exists
η > 0 such that, if γr3m . 1, |Hm△B1| ≤ η and dist(B1, ∂Ωm) ≥ 1, then Hm
can be parametrized on ∂B1,
∂Hm = {(1 + ϕm(x))x : x ∈ ∂B1, }
and ‖ϕm‖C3,α ≤ ω¯(|Hm△B1|) for a given modulus of continuity.
Proof. The existence of a parametrization ϕ comes from Proposition (2.2.3),
under the hypothesis that η is taken small enough. We have also for the
32
same result that ‖ϕm‖C1,α ≤ ω(|Hm△B1|)→ 0 as η → 0, with ω modulus of
continuity. We use the Euler-Lagrange equation of Fγ,m, i.e.
H∂Hm(x+ ϕm(x)x) + 4γr
3
mwm(x+ ϕm(x)x) = λm, (2.20)
with λm ∈ R Lagrange multiplier, to prove the higher regularity claimed in
the statement. It is suffices to show that supm,γ ‖ϕm‖C3,α ≤ C and then
by compactness in the C3,α norm we can deduce that ‖ϕm‖C3,α → 0. By
lemma (2.3.4) there exists Θ > 0 such that Hm minimizes GΘ,m locally in a
neighborhood of B1, therefore we can compute the first variation of GΘ,m,
but the penalization term Θ||E| − ωn| is not differentiable, so we need to
distinguish between the variations increasing and decreasing the volume. Let
ψ ∈ C∞(∂B1) and Kε be the competitor
∂Kε := {x+ (ϕm(x) + ǫψ(x))x : x ∈ ∂B1},
its volume is given by
|Kε| = ωn
ˆ
∂B1
(1 + ϕm + ǫψ)
ndHn−1,
hence, it follows that |Kε| > ωn or |Kε| < ωn for small ε > 0 if
´
ψ > 0 or´
ψ > 0, respectively. The minimizing property of Hm implies the following
variational inequality:
dGΘ,m(Kε)
dε
|ε=0+ ≥ 0,
and this leads toˆ
∂B1
(H∂Hm(x+ ϕm(x)x) + 4γr
3
mwm(x+ ϕm(x)x) + Θ)ψ(x) ≥ 0 (2.21)
if
´
∂B1
(1 + ϕm + ǫψ)
ndHn−1 > 0, and to
ˆ
∂B1
(H∂Hm(x+ ϕm(x)x) + 4γr
3
mwm(x+ ϕm(x)x)−Θ)ψ(x) ≥ 0 (2.22)
if
´
∂B1
(1+ϕm+ ǫψ)
ndHn−1 < 0, where wm is solution of the boundary value
problem: 
−∆wm = χHm −m in Ωm,
∇wm · ν = 0 in ∂Ωm,´
Ωm
wm = 0.
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For (2.21) and (2.22) we get a uniform bound on the Lagrange multipliers
λm:
|λm| ≤ Θ ∀m > 0.
while, by a computation similar to (2.15), using |G| . |Γ|+ 1 and the radial
mononicity of Γ, we deduce that ‖wm‖L∞ ≤ C. Furthermore, for every
p > n, ‖χHm−χB1‖Lp . η, thus by the Sobolev immersion and the Gagliardo-
Niremberg interpolation inequality we get the uniformW 2,p bounds and then
the C1,α bounds on wm for every α ∈ (0, 1). Since ϕm has also C1,α bounds,
by the non-parametric theory for the mean-curvature type equation we derive
the uniform C3,α estimates for ϕm.
2.3.3 Localization of minimizers
The next target will be to prove that the minimizers of Fγ,m are well-
contained in Ω. In fact, this is essential in order to apply the results of
regularity seen previously, which hold under the hypotesis of being at a fixed
distance to the boundary.
Proposition 2.3.6. There exist δ0, r0 > 0 such that the following holds.
Assume rm ≤ r0/3 and γr3m| log rm| ≤ δ0 if n = 2 and γr3m ≤ δ0 if n≥ 3.
Then, every minimizer Em of Fγ,m satisfies
Em ⊂ B3rm(q) for some q ∈ Ωr0 . (2.23)
Proof. We only prove the case n ≥ 3, for n = 2 the proof is similar.
STEP 1. If δ0 and r0 > 0 are sufficiently small, then there exists a ball
Bm := Brm(pm) ⊂ Ω such that
|Bm△Em| . δ1/(n+1)0 rnm and dist(pm, ∂Ω) & δ−1/(n+1)(n−2)0 rm. (2.24)
For every given ball Brm(p) ⊂ Ω (such a ball exists if r0 is taken small
enough), by the estimate in (2.17) it holds
Per(Em)− Per(Brm(p)) . γr2m|Em△Brm(p)| . γrn+2m , (2.25)
therefore, by the quantitative isoperimetric inequality we have:
|Em△BoptEm(p)|2 . rn+1m (Per(Em)− Per(Brm(p))) . γr2n+3m . (2.26)
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We observe that BoptEm(p) may not be contained in Ω, however by the inclusion
BoptEm(p) \ Ω ⊂ BoptEm(p)△Em, thanks to (2.26) we get
|BoptEm(p) \ Ω| . (γr3m)1/2rnm . δ1/20 rnm.
A geometric argument proved in Lemma 4.3 of [Spa13] allows us to deduce
the existence of a vector v ∈ Rn such that
|v| ≃ δ1/(n+1)0 rm and Bm := BoptEm + v ⊂ Ω.
thus, denoting with pm the center of Bm, it follows that pm ∈ Ωrm . We
want to show that Bm satisfies conditions in (2.24). The measure of the
symmetric difference between two balls is linear with the distance of the
centers, therefore
|Em△Bm| ≤ |Em△BoptEm|+ |BoptEm△Bm| . (δ1/20 + δ1/(n+1)0 )rnm . δ1/(n+1)0 rnm
which is the first condition in (2.24). On the other hand, using the minimality
of Em and the asymptotic energy of balls we get
γ(ωnr
n
m)
2grm(pm)− γ(ωnrnm)2 min
p∈Ωrm
grm(p) = Fγ,m(Bm)− min
p∈Ωrm
Fγ,m(Brm(p))
≤ Fγ,m(Bm)− Fγ,m(Em)
≤ γNL(Bm)− γNL(Em)
. γ
1/(n+1)
0 r
n+2
m
where the last inequality is due to Proposition 2.3.3 and (2.16). By Lemma
2.3.2 we derive the second inequality in (2.23):
(dist(pm, ∂Ω) + rm)
2−n . γ1/(n+1)0 r
2−n
m + min
p∈Ωrm
grm(p) . γ
1/(n+1)
0 r
2−n
m .
STEP 2. Em is well-contained in Ω, i.e.
Em ⊂ B3rm(pm). (2.27)
With the same notation as in Proposition 2.3.4 we have that |Hm△B1| .
γr3m < δ0, thus the sequence of sets Hm results to be a sequence of uniform
Λ-minimizer of the perimeter in Ωm. By Step 1, if δ0 is small enough,
dist(0, ∂Ω) & δ
1/(n+1)(n−2)
0 ≥ 4
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so that we can apply the density estimate in Proposition, i.e. there exists
R > 0 such that, for every x ∈ Hm ∩ (B3 \B2),
c(n)Rn ≤ |Hm ∩BR(x)| ≤ |Hm ∩ B1(x)|.
Since for every x ∈ Hm ∩ (B3 \B2) it holds B1(x) ∩ B1 = ∅ we have:
c(n)Rn ≤ |Hm ∩ B1(x)| . δ1/(n+1)0 ,
nevertheless, if δ0 is small enough, this inequality cannot be true, therefore
Hm ∪ (B3 \B2) = ∅. We need only to show that Hm ∪ (Ωm \B3) = ∅ to have
(2.27). Suppose by contradiction that this does not happen and let be
Jm := Hm ∪ B2, Km \ Jm and Lm := ρmJm,
with ρm ≥ 1 such that |Lm| = |Hm|. By an easy computation on volumes it
follows that
ρm − 1 . |Km|,
thus we can estimate |Lm△Jm| in the following way:
|Lm△Jm| =
ˆ
Rn
|χJm(ρ−1m x)− Jm|dx
≤
ˆ
B3
ˆ 1
0
|DχJm(sx+ (1− s)ρ−1m x)|(1− ρ−1m )|x|dsdx
. (ρm − 1)Per(Jm) . |Km|,
where the last inequality can be justified by considering an approxima-
tion with smooth functions and passing to the limit. Now, recalling that
Fγ,m(Em) = r
n−1
m Fγr3m,m(Hm) the energy of Lm can be compared with that
of Hm as follows:
Fγr3m,m(Lm) = ρ
n−1
m Per(Jm) + γr
3
mNL(Lm)
≤ ρn−1m Per(Hm)− ρn−1m Per(Km) + γr3mC|Lm△Hm|+ γr3mNL(Hm)
≤ (1 + C|Km|)Per(Hm)− ρn−1m Per(Km)+
+ γr3mC(|Lm△Jm|+ |Km|) + γr3mNL(Hm)
≤ Fγr3m,m(Hm) + C|Km|+ Cδ0|Km| − C|Km|(n−1)/n
< Fγr3m,ωn(Hm),
if δ is small enough since |Km| ≤ δ1/(n+1)0 < 1. But this contradicts with the
minimality of Hm, therefore Hm ∩ Ωm \B3 = ∅.
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STEP 3. Setting E ′m := Em − pm, as a consequence of (2.27) it holds E ′m ⊂
B3rm . For all q ∈ Ω3rm , let be Em(q) := E ′m + q (in particular, Em(q) ⊂ Ω
and Em = Em(pm)). The energy of Em(q) can be rewritten as
Fγ,m(E(q)) = Per(E
′
m) + γ
ˆ ˆ
Γ(|x− y|)χEmχE′mdxdy+
+ γ
ˆ ˆ
R(x+ q, y + q)χEmχE′mdxdy. (2.28)
Since Em minimizers Fγ,m, we have Fγ,m(Em(pm)) ≤ Fγ,m(Em(q)) for every
q ∈ Ω3rm . By (2.28) this implies thatˆ ˆ
R(x+ pm, y + pm)χEmχE′mdxdy
≤
ˆ ˆ
R(x+ q, y + q)χEmχE′mdxdy (2.29)
and in view of E ′m ⊂ B3rm and (2.4), the last inequality implies that pm is
contained in a compact subset of Ω, from which the thesis.
It follows that the optimal balls BoptEm for Em are well contained in Ω and
(2.26) holds, i.e.
dist(BoptEm, ∂Ω) & δ
−1/(n+1)(n−2)
0 rm and |BoptEm△Em| . δ1/20 rnm. (2.30)
2.3.4 Periodic boundary condition: Ω = Tn
In order to prove Theorem 2.3.1, we consider first the case of periodic bound-
ary conditions. Indeed in this case one discards the interaction with the
boundary and the optimal centering of the asymptotic droplet, thus the proof
is an immediate consequence of the regularity results proved before.
Let Tn be the n-dimensional torus obtained as the quotient of Rn via the
Zn lattice, or equivalently, Tn := [0, 1]n with the identification of opposite
faces. We consider the functions
u ∈ BV (Tn; 0, 1) with
 
Tn
u = m.
These functions can be identified with measurable sets E ⊆ Rn invariant
under action of Zn and such that |E ∩ [0, 1]n| = m. The confining term of
the energy is given by the perimeter of E in the torus:
Per(E,Tn) :=
ˆ
[0,1)n
|DχE|;
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while the non local term by:
NL(E) :=
ˆ
[0,1]n
ˆ
[0,1]n
G(x, y)χE(x)χE(y)dxdy,
where G is the Green function for the Laplacian in Tn, i.e.{
−∆G(x, ·) = δx − 1 in Tn,´
Ω
G(x, y)dy = 0
and by the invariance of the torus, we can write G(x, y) = G(|x− y|). with
periodic boundary condition, Theorem 2.3.1 reduces to a statement regarding
the shape of minimizers Em and the asymptotic behavior of the energy.
Theorem 2.3.7. There exists δ0 > 0 such that the following holds. Assume
rm < 1 and
γr3m| log rm| < δ0 if n = 2 and γr3m < δ0 if n ≥ 3.
Then, every Em ⊂ Tn minimizer of Fγ,m is, up to traslation, a convex set
such that
∂Em = {(1 + ψm(x))rmx : x ∈ Sn−1},
for some ψm : S
n−1 → R with
‖ψm‖C1 . γrn+3m , (2.31)
and its energy has the following asymptotic expansion:
Fγ,m(χEm) =
{
2πrm +
πγ
2
r4m log rm + γ(−18 + π2h(0))r4m +O(r6m) n = 2,
nωnr
n−1
m +
2γωn
4−n2 r
n+2
m + γω
2
nr
2n
m h(0) +O(r2n+2m ) n ≥ 3.
.
Thanks to the translation invariance, for every minimizer Em we may
assume that the optimal ball for Em is centered at the origin, thus from
(2.19) we get for Hm = Em/rm that
|Hm△B1| .
{
γr3m| log rm| < δ0 if n = 2,
γr3m < δ0 if n ≥ 3.
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Hence, if δ0 is chosen sufficiently small, by Lemma 2.3.4, the sets Hm are min-
imizers of some penalized functional GΛ,m, i.e. Λ-minimizers of the perime-
ter, therefore Hm can be parametrized by the graph of a function ϕm on ∂B1
satisfying
‖ϕm‖L∞(∂B1) . |Hm△B1|.
This implies that Em can be paramentrized on ∂Brm by ψm with
‖ψm‖L∞(∂Brm ) .
|Em△Brm|
rn−1m
. (2.32)
In the following proposition these observations are used to improve the esti-
mate for the Lipschitz constant of the nonlocal term of the energy.
Proposition 2.3.8. There exists δ0 > 0 such that, if γr
3
m| logrm | < δ0 in the
case n = 2, and if γr3m < δ0 in the case n ≥ 3, and if Em is a minimizer of
Fγ,m, then
Per(Em)− Per(BoptEm) . γ
|Em△BoptEm|2
rn−2m
+ γrn+1m |Em△BoptEm |. (2.33)
Proof. Assuming as before Brm = B
opt
Em
and recalling the estimates in the
proof of Proposition 2.3.3, we have that
NL(Brm)−NL(Em) .
ˆ
Ω
ˆ
Ω
G(x, y)χBrm (x)(χBrm (y)− χEm(y))dxdy
=
ˆ
Ω
ˆ
Ω
Γ(|x− y|)χBrm (x)(χBrm (y)− χEm(y))dxdy+
+
ˆ
Ω
ˆ
Ω
R(x, y)χBrm (x)(χBrm (y)− χEm(y))dxdy.
Considering the direct computation of w = Γ ∗ χBrm in (2.13) and (2.14) (in
particular, |∇w| . rm in a neighborhood of ∂Brm), it holds
‖w‖L∞(Em△Brm ) . rm‖ψm‖L∞(∂Brm ) . γ
|Em△BoptEm|2
rn−2m
.
Furthermore, ˆ
Ω
ˆ
Ω
R(x, y)χBrm (x)(χBrm (y)− χEm(y))dxdy
= R(0, 0)
ˆ
Ω
ˆ
Ω
χBrm (x)(χBrm (y)− χEm(y))dxdy +O(rn+1m )|Em△Brm|
⋍ rn+1m |Em△Brm|.
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Thus, by the minimality of Em, it follows:
Per(Em)− Per(Brm) ≤ γNL(Em)− γNL(Brm)
⋍ γ‖w‖L∞|Em△Brm |(Em△Brm) + γrn+1m |Em△Brm |
⋍ γ
|Em△Brm|2
rn−2m
+ γrn+1m |Em△Brm|.
Proof of Theorem 2.3.7. By the quantitative isoperimetric inequality
and the improved estimate in Proposition 2.3.8 we have that
|Em△BoptEm |2 . rn+1m (Per(Em)− Per(BoptEm))
. γ
|Em△BoptEm|2
rn−2m
+ γrn+1m |Em△BoptEm|,
and this implies that |Em△BoptEm| . γr2n+2m and then ‖ψm‖L1(∂B1) . γrn+3m .
From the C3,α regularity of ψm we get the convexity of Em and (2.31). Finally,
by comparing the energy of Em with that of Brm , using Proposition 2.3.3,
Proposition 2.3.8, and Lemma 2.3.2, it follows
Fγ,m(Em) = Fγ,m(Brm) +O(γr3n+3m )
=
{
2πrm +
πγ
2
r4m log rm + γ(−18 + π2h(0))r4m +O(r6m) n = 2,
nωnr
n−1
m +
2γωn
4−n2 r
n+2
m + γω
2
nr
2n
m h(0) +O(r2n+2m ) n ≥ 3.
2.3.5 Proof of Theorem 2.3.1
First we prove (i),(ii),(iii). By Proposition 2.3.3 and Lemma 2.3.4 we know
that the Em are uniform Λ-minimizers, hence by Proposition 2.3.5 each set
Em can be parametrized on an optimal isoperimetric ball B
opt
Em
by a C3,α
regular function. Therefore we can derive for Em the improved perimeter
estimate in Proposition 2.3.8 and use the optimal isoperimetric inequality to
conclude (i).
Let q ∈ H be a generic harmonic center and let poptm the center of the
optimal ball for Em, i.e. B
opt
Em
= Brm(p
opt
m ). Comparing the energy of Em
with that of Brm(q) and using that |Em△BoptEm| . γr2n+2m , as shown in the
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proof of Theorem 2.3.7, we get:
γr2nm grm(p
opt
m )− γr2nm grm(q) = Fγ,m(BoptEm)− Fγ,m(Brm(q)) (2.34)
≤ Fγ,m(BoptEm)− Fγ,m(Em)
≤ γNL(BoptEm)− γNL(Em)
. γ
|Em△BoptEm|2
rn−2m
+ γrn+1m |Em△BoptEm |
. γ2r3n+3m = γδ0r
3n
m .
Thus, by (2.10) in Lemma 2.3.2 it follows that
h(poptm )− h(q) = grm(poptm )− grm(q) + Cr2m . δ0rnm + r2m . r2m.
Since h has isolated minimum points, the last estimate implies that poptm be-
longs to some neighborhood of the harmonic centers, hence we get (ii).
For (iii) we need only to compare the energy of Em with the energy of
Brm(p
opt
m ). With regard to (iv) we start showing that if Ω is not a ball,
the critical points of Fγ,m cannot be exactly spherical.
Proposition 2.3.9. Let Ω ⊂ Rn be a C2 bounded open set and assume it
is not a ball. Then χBrm with Brm ⊂ Ω is not a critical point of Fγ,m.
Proof. We proceed by showing that if χBrm satisfies the Euler-Lagrange equa-
tion 
H∂Brm (p) + 4γvm = λm,
−∆vm = χBrm −m in Ω,
∇vm · ν = 0 on ∂Ω,
´
Ω
vm = 0,
(2.35)
then vm is a radially symmetric function with respect to p, and hence must
be a ball. Without loss of generality, we may assume that p = 0 , (2.35) holds
and n ≥ 3 (n = 2 is analogous). Since H∂Brm (p) ≡ (n−1)/rm, it follows from
the first equation in (2.35) that vm|Brm ≡ cm ∈ R. From the uniqueness for
the Dirichlet problem for the Laplacian, we deduce that vm|Brm is radially
symmetric and
vm(x) =
(1−m)(|x|2 − r2m)
2n
+ cm, for |x| ≤ rm. (2.36)
Furthermore, in Ω \Brm, vm|Brm solves the boundary value problem:{
∆vm = −m in Ω \Brm
vm = cm, ∇vm · ν∂Brm = (1−m)rm)n on ∂Brm ,
(2.37)
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which has a unique solution too. Indeed, given v1,v2 solving (2.37), v1 − v2
solves {
∆w = 0 in Ω \Brm,
w = ∇w · η = 0 on ∂Brm ,
(2.38)
which is extended to a harmonic function in Ω by setting w = 0 in Brm ,
hence w ≡ 0 in Ω \Brm . The explicit solution of (2.37), obtained by a direct
computation, is given by
vm(x) = −m(|x|
2 − r2m)
2n
+ cm +
r2m
n(n− 2) −
r2m
n(n− 2)|x|n−2 .
Thus, since ∇vm · ν ≡ 0 on ∂Ω, we get by the radial symmetry of vm that
Ω is a ball, but this contradicts the hypothesis.
It only remains to prove that, if Ω = BR for some R > 0, then the ball
Brm is the only minimizer of Fγ,m in the regime of small masses, thus the
following result completes the proof Theorem 2.3.1.
Proposition 2.3.10. Assume Ω = BR ⊂ Rn, for some R > 0. There exists
δ0 > 0 such that, if γr
3
m ≤ δ0 in the case n ≥ 3 and if γr3m log rm ≤ δ0 in the
case n = 2, then Brm is the unique minimizer of Fγ,m.
Proof. The proof consists of three steps.
STEP 1. The minimizers Em can be parametrized on Brm for δ0 suffi-
ciently small.
To show this, we observe that in the case of Ω = BR, as a result of spherical
symmetry, the origin is the only minimum of the Robin function. Moreover
it holds D2h(0) & Id, indeed it is sufficient to note that R(x, 0) = |x|
2
2nωnRn
,
so that D2h(0) = D2xR(0, 0) =
Id
nωnRn
. It is also readily verified that gr has
a minimum in the origin, thanks to its definition and the radial symmetry
of h. Therefore, from (2.34) we can conclude that |poptm |2 . δ0rnm. Thus for
δ0 small enough, there exists s < 1 such that, for every point x ∈ ∂Brm ,
Bsrm ∪ Boptrm , is a graph over ∂Brm with small Lipschitz constant. Since by
(i) of Theorem 2.3.1, the sets ∂Em are parametrized on ∂B
opt
rm by a graph of
small C1-norm, this implies that also ∂Em is a graph on ∂Brm and the C
3,α
regularity is clearly preserved for this new parametrizzation.
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STEP 2. For δ0 small enough, the ball Brm is a strictly stable critical
point of Fγ,m
Let us consider the second variation of Fγ,m. Let E be a stationary point
and chose a vector field X ∈ C1c (Ω,Rn) such thatˆ
∂E
X · νEdHn−1 = 0. (2.39)
With reference to Lemma 2.4 in [BdC84], for such a field, there exists F :
Ω× (−ε, ε)→ Ω such that:
(a)F (x, 0) = x for all x ∈ Ω, F (x, t) = x for all x ∈ ∂Ω and t ∈ (−ε, ε);
(b) Et = F (E, t) satisfies |Et| = |E| for every t ∈ (−ε, ε);
(c)∂F (x,t)
∂t
|t=0 = X(x) for every x ∈ ∂E.
The second variation of Fγ,m along X is given by
F ′′γ,m(E)[X ] := Per
′′(E)[X ] + γNL′′(E)[x]
=
ˆ
∂E
(|∇∂E(X · νE)|2 − |A|2(X · νE))dHn−1+
+ 8γ
ˆ
∂E
ˆ
∂E
G(x, y)(X(x) · νE)(X(y) · νE)dHn−1(x)dHn−1(y)
+ 4γ
ˆ
∂E
∇v · νE(X · νE)2dHn−1,
where |A| is the length of the second fundamental form of ∂E and vis a
solution of 
−∆v = χE −m in Ω,
▽v · ν = 0 on ∂Ω,´
Ω
v = 0.
To obtain the strictly stability of Brm we need to compute F
′′
γ,m(E)[X ] for
E = Brm and show that there exists a constant c0(n,m, γ) > 0 such that
F ′′γ,m(Brm)[X ] ≥ c0‖X · νBrm‖2L2(∂Brm ), (2.40)
for every X as in (2.39). First of all we observe that the following inequality
holds: there exists a constant c1(n) > 0 such that
Per′′(Brm)[X ] ≥
c1(n)
r2m
‖X · νBrm‖2L2(∂Brm ), ∀X|∂Brm 6= const. (2.41)
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This follows from the properties of the spectrum of the Laplace-Beltrami
operator on the sphere −∆∂Brm . Indeed by the decomposition in spherical
harmonics, we can write X · νBrm =
∑
i∈N+ fi, with fi spherical harmonics
in the ith eigenspace of the Laplace-Beltrami operator, i.e. −∆∂Brmfi = λifi
and 0 < λ1 < λ2 < ... where the index runs on N
+ because the constant
functions on the sphere are excluded by the average condition (2.40). If
Per′′(Brm)[X ] = 0, i.e.ˆ
∂Brm
(
|∇∂Brm (X · νBrm )|2 −
n− 1
r2m
(X · νBrm )2
)
dHn−1 = 0,
we get, by integration by parts and using the orthogonality of the eigenspaces,
it follows that ∑
i∈N+
(
λi − n− 1
r2m
)
‖fi‖L2(∂Brm ) = 0.
As λ1 =
n−1
r2m
, it holds that Per′′(Brm)[X ] = 0 if and only if X · νBrm = f1 in
the first eigenspace, thusX|∂Brm is constant. Then the existence of a constant
c1 as in (2.41) comes by the discreteness of the spectrum of −△∂Brm and the
scaling property in rm. The second term in F
′′
γ,m is positive (see [CR05]),
while ,for E = Brm and v = vm given in (2.36), the last term is equal to
4γ
ˆ
∂Brm
∇vm · νBrm (X · νBrm )2dHn−1 = −
4γ(1−m)rm
n
‖X · νBrm‖2L2(∂Brm ).
Taking a constant vector field X = ζ ∈ Rn, NL′′(Brm)[ζ ] can be computed
in the following way:
NL′′(Brm)[ζ ] =
d2NL(Brm(tζ))
dt2
|t=0
=
d2
dt2
ˆ
Brm
ˆ
Brm
(Γ(|x− y|) +R(x+ tζ, y + tζ))dxdy|t=0
=
ˆ
Brm
ˆ
Brm
(D2R(x, y)(ζ, ζ), (ζ, ζ))dxdy & |ζ |2
& ‖ζ · ν‖2L2(∂Brm ),
where the last inequality is due to the fact that the regular part of the Green
function has a unique non degenerate minimum in the origin for Ω = Br as
observed previously, therefore we get (2.41).
STEP 3. Brm is the unique minimizer.
In order to conclude we apply Theorem 3.9 in [AFM13]. Indeed, if Em is
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a minimizer of Fγ,m, by Step 1 ∂Em can be parametrized on ∂Brm by a
C3,α regular function ψm, and by Proposition 2.3.5 and the estimate |poptm | .
δ
1/2
0 r
n
m, for every η > 0 we can take δ0 small enough to have ‖ψm‖C3,α ≤ η.
Thus, by the theorem there exists C0 > 0 such that
Fγ,m(Em) ≤ Fγ,m(Brm) + C0(△(Em, Brm)),
hence, the minimality of Em implies that △(Em, Brm) = 0.
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Chapter 3
In this chapter we deal with a variational problem studied by Knüpfer and
Muratov in [KM14] which is a generalization of the sharp interface Ohta-
Kawasaki functional. The energy functional that we consider is
E(u) =
ˆ
Rn
|∇u|dx+
ˆ
Rn
ˆ
Rn
u(x)u(y)
|x− y|α , (3.1)
where u ∈ BV (Rn; {0, 1}), n ≥ 2 and α ∈ (0, n). It consists of the classical
isoperimetric term modified by an addition of a nonlocal term which repre-
sents a repulsive long-range force, generated by a kernel given by the inverse
power of the distance. The mass associated to u is prescribed; i.e.ˆ
Rn
udx = m, (3.2)
for some m ∈ (0,∞), and the non-local term is well-defined thanks to the
restriction of the range of values for α to (0, n).
The choice of the non-local term is motivated by a number of physical prob-
lems, and it presents four properties: it is invariant with respect to trans-
lations and rotations; it is repulsive, indeed for α > 0 the kernel is positive
and monotonically decreasing with distance; the dilations only result in the
appearance of a multiplicative factor in front of the non-local term; it scales
with length faster than volume.
The energy (3.1) can be expressed as a functional on sets of finite perimeter.
For any measurable set F ⊂ Rn, let the potential vF be given by
vF (x) :=
ˆ
F
1
|x− y|αdy, (3.3)
then the non-local term becomes
V (F ) :=
ˆ
F
vFdx =
ˆ
F
ˆ
F
1
|x− y|αdxdy, (3.4)
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thus we can write (3.1) in the usual form used in the previous chapters, i.e
E(F ) = P (F ) + V (F ), (3.5)
where P (F ) the perimeter of F .
3.1 Main results
Our purpose is to prove the following theorem which establishes the existence
of minimizers for small masses, the shape of these minimizers for a certain
range of the parameters and the non-existence of minimizers for large masses.
Theorem 3.1.1. (1) Existence of minimizers. For all n ≥ 3 and for
all α ∈ (0, n) there is a mass m1 = m1(α, n) > 0 such that for all
m ≤ m1, the energy in (3.1) has a minimizer Ω ⊂ Rn with |Ω| = m.
The minimizer is essentially bounded and indecomposable.
(2) Ball is the minimizer. For all 3 ≤ n ≤ 7 and for all α ∈ (0, n− 1)
there is a mass m0 = m0(α, n) > 0 such that for all m ≤ m0, the
unique (up to translation) minimizer Ω ⊂ Rn of (3.1) with |Ω| = m is
given by a ball.
(3) Non-existence of minimizers. For all n ≥ 3 and for all α ∈ (0, 2),
there is a mass m2 = m2(α, n) such that for all m ≥ m2, the energy
does not admit a minimizer Ω ⊂ Rn with |Ω| = m.
For the proof of (1) we show that for sufficiently small mass every minimiz-
ing sequence of the energy may be replaced by another minimizing sequence
where all the sets have uniformly bounded essential diameter, thus the thesis
follows by the direct method of calculus of variation.
The situation described in (2) emerges when the perimeter is the dominant
term in the energy, therefore we use both the quantitative isoperimetric in-
equality and the regularity results for the minimizer seen in Chapter 2.
The third part of the theorem will be proved in two steps: first of all we
show that minimizers must be indecomposable and then that if we cut any
indecomposable set with large mass by an hyperplane into two large pieces
and move these apart from each other, the energy of the new set is lower then
47
the energy the original configuration and this contradicts the minimality.
Another result that we will prove in this chapter is the following:
Theorem 3.1.2. (Scaling and equipartition of energy). For all n ≥ 3
and for all α ∈ (0, n) there exist two constants C, c > 0 only depending on n
and α such that for the energy in (3.1) we have
cmax{mn−1n , m} ≤ inf
|Ω|=m
E(Ω) ≤ cmax{mn−1n , m}. (3.6)
Moreover, for m ≥ 1 we have equipartition energy, in the sense that for every
set of finite perimeter |Ω| = m and E(Ω) ≤ βm with some β > 0 we have
cβm ≤ min{P (Ω), V (Ω)} ≤ max{P (Ω), V (Ω)} ≤ βm, (3.7)
for some cβ > 0 only depending on α, n and β, but not on m.
3.2 Notation and regularity results
We introduce some further notation in addition to that of the previous chap-
ter.
Let F be a Lebesgue measurable set, its upper density at point x ∈ Rn is
D¯(F, x) := lim sup
r→0
|F ∩ Br(x)|
|Br(x)| . (3.8)
The essential interior
◦
F
M
of F is defined as the set of all x ∈ Rn for which
D¯(F, x) = 1, while the essential closure F¯M of F is define as the set of all
x ∈ Rn for which D¯(F, x) > 0. The essential boundary ∂MF of F is defined
as the set of all points where D¯(F, x) > 0 and D¯(Rn \ F, x) > 0. By a result
of Federer, a set has finite perimeter if and only if Hn−1(∂MF ) < ∞. The
reduced boundary ∂∗F of a set of finite perimeter F is defined as a set of all
the point x ∈ ∂MF such that the measure theoretic normal exists at x, i.e.
if the following limit exists:
νF (x) := lim
r→0
´
Br(x)
∇χF (y)dy´
Br(x)
|∇χF (y)|dy and |νF (x)| = 1, (3.9)
with ∇χF the vector-valued Radon measure associated with the distribu-
tional derivative of χF , and |∇χF | the Hn−1 measure restricted to ∂MF . It
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is easy to see that D¯(F, x) = 1
2
for any x ∈ ∂∗F , so that ∂∗F ⊂ ∂MF . By
another result of Federer it holds that Hn−1(∂MF \ ∂∗F ) = 0. The follow-
ing result gives information about the regularity of the variational problem
considered:
Proposition 3.2.1. Let Ω be a minimizer of (3.1). The reduced boundary
∂∗Ω of Ω is a C1,
1
2 manifold. Moreover, Hk(∂MΩ\∂∗Ω) = 0 for all k > n−8.
For n ≤ 7 the set Ω is (up to a negligible set) open with boundary of class
C1,
1
2 . The complement of Ω has finitely many connected components.
Proof. We have only to show that if Ω is a minimizer, then it is a quasimin-
imizer of the perimeter, then the thesis follows by [Rig00]. Let F be a set of
finite perimeter with |F | = |Ω| and F△Ω ⊂ Br(0) for some r > 0. By the
minimizing property of Ω, we have
P (Ω)− P (F ) ≤ V (F )− V (Ω) ≤
ˆ
Ω△F
(vΩ + vF )dx
≤ 2|Ω△F |
(ˆ
B1(0)
1
|y|αdy +m
)
≤ C|Ω△F |, (3.10)
for some C > 0 depending only on n, α and m.
3.3 Preliminary estimates
In the following we prove some lemmas which will be useful for the proof of
the theorems set before. In particular we start showing that if there exist
minimizers, these must be bounded and connected, we give a non optimality
criterion for a set of finite perimeter.
Lemma 3.3.1. (Boundness and connectedness of minimizers). Let Ω ⊂ Rn
be a minimizer of (3.1) with |Ω| = m. Then Ω is essentially bounded and
indecomposable.
Proof. Lemma 2.1.3 in [Rig00] guarantees that there exists r > 0 and c > 0
such that for every x ∈ Ω¯M we have |Ω ∪ Br(x)| ≥ crn. Thus if Ω is not
essentially bounded, then there exists a sequence (xk) ∈ Ω¯M such that xk →
∞ and |xk − xk′| > 2r for all k, k′. It follows that
|Ω| ≥
∑
k
Ω ∪ Br(xk) ≥
∑
k
crn =∞ (3.11)
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and this contradicts the fact that |Ω| = m < ∞. Suppose now that there
exist two sets of finite perimeter Ω1 and Ω2 such that Ω1 ∩ Ω2 = ∅ and
Ω = Ω1 ∪ Ω2, with P (Ω) = P (Ω1) + P (Ω2). Since Ω and, hence Ω1 and
Ω2 are essentially bounded, if we define ΩR = Ω1 ∪ (Ω2 + e1R), we have
|ΩR| = m and P (ΩR) = P (Ω) for R > 0 sufficiently large. The non local
term decreases, i.e.
lim inf
R→∞
E(ΩR) = P (ΩR) + V (Ω1) + V (Ω2)
< P (Ω) + V (Ω1) + V (Ω2) + 2
ˆ
Ω1
ˆ
Ω2
1
|x− y|dxdy = E(Ω). (3.12)
Therefore, by taking R > 0 large enough we have E(ΩR) < E(Ω) and this
contradicts the minimality of Ω.
Lemma 3.3.2. (Non-optimality criterion). Let F ⊂ Rn be a set of finite
perimeter. If there is a partition of F into two disjoint sets of finite perimeter
F1 and F2 with positive measures such that
Σ := P (F1) + P (F2)− P (F ) ≤ 1
2
E(F2), (3.13)
then there is ε > 0 depending only on n and α such that if
|F2| ≤ εmin{1, |F1|}, (3.14)
there exists a set G ⊂ Rn such that |G| = |F | and E(G) < E(F ).
Proof. Let m1 := |F1|, m2 := |F2| and let γ := m2m1 ≤ ε. The strategy is to
compare F with the following two sets:
- The set F˜ given by F˜ = ℓF1 where ℓ := n
√
1 + γ, thus |F˜ | = |F |.
- The set Fˆ given by a collection of N ≥ 1 balls centered at x = jRe1,
j = 1, ..., N with R large enough, of equal size. The number N is taken to
be the smallest integer for which the mass of each ball does not exceded 1
and |Fˆ | = |F |.
If E(Fˆ ) < E(F ), then the thesis is true, thus we assume that
E(F ) ≤ E(Fˆ ) ≤ Cmax{m,mn−1n }, (3.15)
for some C > 0, where the last inequality comes from direct computation
and under this assumption, for ε small enough, we get E(F˜ ) < E(F ). For
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the scaling of the interfacial and nonlocal energies, we have
E(F˜ ) = ℓn−1P (F1) + ℓ2n−αV (F1)
= E(F1) + ((ℓ
n−1 − 1) + (ℓ2n−α − 1))E(F1). (3.16)
Thus, for ε ≤ 1 we have 1 ≤ ℓ ≤ (1 + ε) 1n ≤ 2 1n , hence by Taylor’s formula
it follows ℓn−1 − 1 ≤ K(ℓ − 1) and ℓ2n−α − 1 ≤ K(ℓ − 1) for some K > 0
independent of ℓ. Moreover, since ℓ − 1 < γ and by (3.16) we get E(E˜) −
E(F1) ≤ 2γKE(F1). By definition of Σ, this implies
E(F˜ )− E(F ) ≤ V (F1) + V (F2)− V (F ) + Σ− E(F2) + 2γKE(F1)
< −1
2
E(F2) + 2γKE(F1), (3.17)
where the second estimate is due to the fact that V (F1) + V (F2) < V (F ).
By the positivity of V and the isoperimetric inequality it follows that
E(F2) > P (F2) ≥ cm
n−1
n
2 (3.18)
for some c > 0. Moreover, by other easy calculations, (3.13) and V (F1) +
V (F2) < V (F ) yelds E(F1) < E(F ), therefore (3.17) can be rewritten as
E(F˜ )− E(F ) ≤ −cm
n−1
n
2 + CγE(F )
≤ −cm
n−1
n
2 + Cmax{m2, ε
1
nm
n−1
n
2 }, (3.19)
for some C, c > 0, thanks also to the inequalities γm ≤ 2m2 and γ ≤ ε.
Then, since m2 ≤ ε by (3.14), for ε small enough we get the thesis.
The next lemma improves the standard density estimate for quasimin-
imizers of the perimeter to a uniform estimate which does not depend on
Ω.
Lemma 3.3.3. (Uniform density bound) Let Ω ⊂ Rn be a minimizer of (3.1)
with |Ω| = m. Then for every x ∈ Ω¯M we have for some c = c(α, n) > 0,
|Ω ∪B1(x)| ≥ cmin{1, m}. (3.20)
Proof. Let be r > 0 and x ∈ Ω¯M , define the sets F r2 := Ω ∩ Br(x) and
F r1 := Ω \Br(x). Since |F r1 |+ |F2| = m and |F2| ≤ ωnrn, there exists C > 0
depending only on α and n such that the assumption (3.14) is satisfied for
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all r ≤ r0 := Cmin{1, m 1n}. But Ω is a minimizer, hence (3.13) cannot be
satisfied for any r ≤ r0, i.e for all r ≤ r0 we get
Σr := P (F r1 ) + P (F
r
2 )− P (Ω) >
1
2
E(F r2 ) >
1
2
P (F r2 ). (3.21)
Futhermore, by [ACM01, Proposition 1] and [AFP00], Theorem 3.61], it
holds that Σr = 2Hn−1(∂∗F1∩∂∗F2). In fact all the points belonging to ∂∗F1
and ∂∗F2 are supported on ∂Br(x) and have density 1/2, thus by [AFP00],
Theorem 3.61 it follows that ∂∗F1 ∩ ∂∗F2 =
◦
Ω
M
∩ ∂Br(x). Gathering with
(3.21) this implies that
2Hn−1(
◦
Ω
M
∩∂Br(x)) > 1
2
(Hn−1(∂∗Ω∩Br(x))+Hn−1(
◦
Ω
M
∩∂Br(x))). (3.22)
Now if we rearrange terms in (3.22) and apply the relative isoperimetric
inequality to the right-hand side, we get
Hn−1
( ◦
Ω
M
∩ ∂Br(x)
)
≥ |Ω ∩ Br(x)|n−1n , (3.23)
for some c > 0 depending only on n. If we denote U(r) := |Ω ∩ Br(r)|, by
Fubini’s Theorem dU(r)/dr = Hn−1(
◦
Ω
M
∩ ∂Br(x)) for a.e. r < r0 using the
co-area formula. We have the the differential inequality
dU(x)
dr
≥ cU n−1n (r) for a.e. r < r0. (3.24)
Since x ∈ Ω¯M , it follows that U(r) > 0 for all r > 0 and this implies that
U(r) ≥ crn for some c > 0 depending only on n for all r ≤ r0. Thus for
r = r0 we get the thesis.
Now we give a regularity result for the potential v.
Lemma 3.3.4. Let F be a measurable set with |F | ≤ m for some m > 0.
Then ‖vF‖L∞(Rn) ≤ C for some C > 0 depending only on α,n and m. If
α ∈ (0, n− 1), then also ‖vF‖W 1,∞(Rn) ≤ C ′ for some C ′ > 0 depending only
on α,n and m.
Proof. For the boundedness of vF we can use the same argument of (3.2.1).
Differentiating (3.3) in x, it follows that
|∇vF (x)| ≤ α
ˆ
F
1
|x− y|α+1dy ≤ α
ˆ
B1(x)
1
|x− y|α+1dy + α|F | ≤ C, (3.25)
with α ∈ (0, n− 1). This gives the thesis.
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Lemma 3.3.5. Let F and G be measurable sets of Rn with |F | = |G| <∞.
Let vF be a potential defined in (3.3). Then for every c ∈ R, we have
V (F )− V (G) ≤ 2
(ˆ
F\G
(vF − c)dx−
ˆ
G\F
(vF − c)dx
)
. (3.26)
Proof. Let χF and χG be the characteristic functions of the sets F and G,
respectively. After some easy calculations we get
V (F )− V (G) =
ˆ
Rn
ˆ
Rn
|χF (x)χF (y)|
|x− y|α dxdy −
ˆ
Rn
ˆ
Rn
|χG(x)χG(y)|
|x− y|α dxdy
=
ˆ
Rn
ˆ
Rn
(χF (x) + χG(x))(χF (y)− χG(y))
|x− y|α dxdy
= 2
ˆ
Rn
vF (χF (x) + χG(x))dx
−
ˆ
Rn
ˆ
Rn
(χF (x) + χG(x))(χF (y)− χG(y))
|x− y|α dxdy. (3.27)
Both χF and χG belong to L
1(Rn) ∪ L∞(Rn), thus we can use the Fourier
transform to show that the last integral in (3.27) is positive, moreover, since
|F | = |G|, we can replace vF with vF + c for c arbitrary without changing
the right hand side of (3.27). Then we get the assertion of the lemma.
3.4 Proof of Theorem 3.1.1
3.4.1 Part I: Existence of minimizers
For the proof of the existence we start by showing that the minimizing se-
quence can be localized if the mass is sufficiently small and then the perimeter
is the dominant term.
Lemma 3.4.1. There exists m1 = m1(α, n) > 0 such that for every m ≤ m1
and every set of finite perimeter F with |F | = m there exists a set of finite
perimeter G such that
E(G) ≤ E(F ), and G ⊂ B1. (3.28)
Proof. Assume m ≤ 1 and E(F ) ≤ E(Br) with |Br| = m (otherwise we can
take G = Br and the assertion of the lemma is verified). It is true that
D(F ) =
C
rn−1
(P (F )− P (Br)) ≤ C
rn−1
(V (Br)− V (F )) ≤ C ′r, (3.29)
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for some constants C,C ′ depending only on α and n. By the quantitative
isoperimetric estimate we get the bound △(F,Br) ≤ Cr1/2 for the Fraenkel
asymmetry. By suitable translation it follows that |Br△F | ≤ Crn+ 12 which
together with the relation |Br△F | = 2|F \Br| leads to
|F \Br| ≤ Crn+ 12 (3.30)
for some C > 0 depending only on α and n.
For any ρ > 0, let F1 = |F ∩Bρ| and F2 = |F \Bρ|. By (3.30) and for m > 0
small enough, condition (3.14) of Lemma 3.3.2 is verified for F1 and F2 for
all ρ > r. If we set
Σ := P (F1) + P (F2)− P (F ) ≤ 1
2
E(F2)
Lemma 3.3.1 can be applied an both the sets F˜ and Fˆ constructed for the
proof of the Lemma are included in a ball of radius 1, which concludes the
proof. Thus let suppose that Σ < 1
2
E(F2) for all ρ > r and define the
monotonically decreasing function U(ρ) = |E \Bρ|, by (3.30) we get U(ρ) ≤
Cρn+
1
2 . Moreover we have
dU(ρ)
dρ
≤ −cU n−1n (ρ), (3.31)
for some c > 0 depending only on n. By integrating (3.31) for r sufficiently
small it follows that U(ρ) = 0 for ρ ≥ 1, which concludes the proof.
Therefore if we take a sequence of sets of finite perimeter Fk with |Fk| = m
such that E(Fk) → inf |F |=mE(F ), by the previous Lemma, we can choose
a minimizing sequence of bounded sets Fk ⊂ B1(0). By the lower semi-
continuity of the perimeter, there exists a set of finite perimeter Ω supported
in B1(0) such that for some subsequence we have △(Fk,Ω)→ 0 and P (Ω) ≤
lim infk P (Fk). Moreover, |Fk| → |Ω| and by lemma () V (Fk)→ V (Ω). Thus,
|Ω| and E(Ω) = inf |F |=mE(F ), that is Ω is a minimizer.
3.4.2 Part II: Ball is the minimizer for small masses
For the proof of the second part of the Theorem 3.1.1 it is more convenient
to take Ω with the same mass ωn of the unit ball, therefore we rescale the
length. We set λ = ( m
ωn
)1/n and let ε be a positive parameter given by
ε :=
(
m
ωn
)n+1−α
n
. (3.32)
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Define Eε(Ωε) := λ
n−1E(Ω), with Ωǫ := λ−1Ω. In the rescaled variables, we
want to minimize the following energy:
Eε(F ) := P (F ) + εV (F ), |F | = ωn. (3.33)
By the first part of Theorem 3.1.1 the minimizers of Eε exist for all ε ≤ ε1,
where ε1 is related to m1 via (3.32). Therefore is useful to rewrite (2) of
Theorem 3.1.1 in term of the rescaled problem.
(2’) For all 3 ≤ n ≤ 7 and for all α ∈ (0, n − 1) there is a mass ε0 =
ε0(α, n) > 0 such that for all ε ≤ ε0, the unique (up to translation)
minimizer of Eε in (3.33) is given by a ball.
The first step to prove (2’) is to show that in the limit ε→ 0 minimizers
Ωε of Eε converge in L
1-norm sense to the unit ball. Indeed it is easy to see
that there exists ε0 = ε0(α, n) > 0 such that for some C = C(α, n) > 0 and
all ε ≤ ε0 we have
△(Ωε, B1) ≤ Cε 12 . (3.34)
By the minimality of Ωε, we get Eε(Ωε) ≤ Eε(B1), therefore
P (Ωε)− P (B1) ≤ ε
nωn
(ˆ
B1(x0)
ˆ
B1(x0)
1
|x− y|αdxdy −
ˆ
Ωε
ˆ
Ωε
1
|x− y|αdxdy
)
≤ ε
n
sup
xRn
ˆ
B1(x0)
1
|x− y|αdxdy +
ε
n
sup
xRn
ˆ
Ωε
1
|x− y|αdxdy
≤ 2ε
n
(
ωn +
ˆ
B1(x0)
1
|y|αdy
)
≤ Cε, (3.35)
and together with the quantitative isoperimetric inequality this gives (3.34).
Now we use the following regularity result to show that for for sufficiently
small ε every minimizer Ωε may be represented as the subgraph of a map
ρ : ∂B1(0)→ ∂Ωε, ρ small in in the C1 norm on ∂B1(0).
Proposition 3.4.2. Let 3 ≤ n ≤ 7. Then there exists ε1 = ε1(α, n) > 0 such
that for all ε ≤ ε1 there exists a minimizer Ωε of Eε in (3.33). Futhermore,
the set Ωε is open and there exists r0 > 0 depending only on α and n such
that, if x ∈ ∂Ωε, then Ωε ∩ Br0(x) is (up to rotation) the subgraph of a
function of class C1,
1
2 , with the regularity constants depending only on α
and n.
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Lemma 3.4.3. For all 3 ≤ n ≤ 7, α ∈ (0, n) and δ > 0 there is ε0 =
ε0(α, n, δ) > 0 such that for all ε ≤ ε0 every minimizer Ωε of (3.33) is given
by (up to negligible set)
Ωε − x0 = {x : |x| < 1 + ρ(x/|x|)} for some ρ ∈ C1, 12 (∂B1(0)), (3.36)
with ‖ρ‖W 1,∞(∂B1(0)) ≤ δ and x0 ∈ Rn the barycenter of Ω. Moreover ρ
satisfies
‖ρ‖2L2(∂B1(0)) + ‖∇ρ‖2L2(∂B1(0)) ≤ CD(Ωε), (3.37)
for some universal C > 0.
Proof. By Proposition 3.4.2, for every ball of radius r < r0 and every x ∈ ∂Ωε
the set ∂Ωε ∩ Br(x) approaches the hyperplane Πr(x) tangent at x to Ωε as
r → 0 in the C1 sense. Similarly, for any x1 fixed, if the set ∂B1(x1)∩Br(x)
is not empty, it is close in the C1 sense to a hyperplane Π˜r(x) for r small
enough. Thus for every c > 0 sufficiently small depending only on α, n
there exists r ∈ (0, r0) depending only on α, n and c such that if B1(x1)
minimizes the Fraenkel asymmetry △(Ωε, B1), it follows that △(Ωε, B1)ωn =
|Ωε△B1(x1)| ≥ |(Ωε△B1(x1))∩Br(x)| ≥ crn except for ∂B1(x1)∩Br(x) 6= ∅,
and Πr(x) − x is sufficiently close to (Π˜r(x) − x)/r in B1(0) in the Haus-
dorff sense. Gathering this and the previous estimate on D(Ωε) we get the
closeness of ∂Ωε and ∂B1(x1) in the C
1 sense controlled by ε. Therefore,
locally ∂Ωε can be represented by a C
1 map from an open subset of ∂B1(0)
to Rn, indeed by the uniform C1 closeness of ∂Ωε and ∂B1(x1) this map can
be extended from a neighborhood of each point x ∈ ∂Ωε to a global C1 map
from ∂B1(0) to ∂Ωε. Thus ∂Ωε can be represented by a union of finitely
many connected components which are graphs of non-intersecting graphs of
C1 maps from ∂B1(0) to R
n, with perimeter of each component approaching
P (B1(x1)) as ε→ 0.
Combining the minimality of Ωε and the positivity of the nonlocal term it
follows that P (Ωε) ≤ Eε(Ωε) ≤ Eε(B1(x1)) ≤ P (B1(x1))+εC for some C > 0
and this allows us to conclude that for all ε ≤ ε′0 with ε′0 > 0 depending only
in α and n the set ∂Ωε consists of only a connected component. Since Ωε is
simply connected and its boundary is close to ∂B1(x1) i the C
1 sense, the
quantity |x0 − x1|, with x0 the barycenter of Ωε, is small and controlled by
ε, thus the C1 closeness of B1(x0) to B1(x1) implies (3.36).
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The estimate (3.37) follows by choosing δ > 0 in the first part of the
lemma, small enough and by applying the result of Fluglede in [F89].
By Proposition 3.4.2, there exists a minimizer Ωε of Eε for ε small enough,
moreover the set Ωε satisfies (3.36) in Proposition 3.4.3. Since Ωε is a mini-
mizer, we get Eε(Ωε) ≤ Eε(B1(x0)) with x0 the barycenter of Ωε and this is
equivalent to say that
D(Ω) ≤ ε
nωn
(V (B1(x0))− V (Ω)). (3.38)
Let vB be the potential of B1(0) and v0 = vB|∂B1(0). Applying Lemma 3.3.5,
it follows that
V (B1(x0))− V (Ω)
≤ 2
(ˆ
B1(x0)\Ω
(vB(x− x0)− v0)dx−
ˆ
Ω\B1(x0)
(vB(x− x0)− v0)dx
)
≤ 2
ˆ
Ω△B1(x0)
|vB(x− x0)− v0|dx
≤ C
ˆ
∂B1(x0)
(ˆ ρ(x)
0
tdt
)
dHn−1(x) ≤ C ′‖ρ‖2L2(∂B1(x0)), (3.39)
for some C,C ′ > 0 depending only on α and n. Gathering this inequality
with (3.37),(3.38), and (3.39) we have
c‖ρ‖2L2 ≤ D(Ω) ≤ Cε‖ρ‖2L2 (3.40)
for some universal c > 0 and C > 0 depending only on α and n. Thus for ε
sufficiently small, we get D(Ω) = 0 that implies Ω = B1(x0) which concludes
the proof of (2’).
3.4.3 Part III: Non-existence
We now prove Theorem 3.1.2 to conclude the proof of the third part of
Theorem 3.1.1. We start with an interpolation inequality whose proof is
omitted for brevity (see [KM13]).
Lemma 3.4.4. For any u ∈ BV (Rn) ∩ L∞(Rn), we have
ˆ
Rn
u2dx ≤ C‖u‖
n−α
n+1−α
L∞(Rn)
(ˆ
Rn
|∇u|dx
) n−α
n+1−α
(ˆ
Rn
ˆ
Rn
u(x)u(y)
|x− y|α dxdy
) 1
n+1−α
,
(3.41)
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for some C > 0 depending only on α and n.
Proof. (Theorem 3.1.2) For any set of finite perimeter F with |F | = m, if we
take the characteristic function of F and apply the previous lemma we get
m ≤ CP n−αn+1−α (F )V 1n+1−α (F ) ≤ CE(F ), (3.42)
for some constant C > 0 depending only on α and n; therefore the lower
bound follows. The upper bound can be obtained by direct computation of
the energy of a collection of balls with the same radius sufficiently far apart,
with total mass m.
In the next Lemma we establish upper and lower bound to the spatial
extension of minimimizers for large masses.
Lemma 3.4.5. Let Ω be a minimizer of E with |Ω| = m and m ≥ 1. Then
cm
1
α ≤ diamΩ¯M ≤ Cm, (3.43)
for some C,c > 0 depending only on α and n.
Proof. By Lemma 3.3.1 we have that the minimizer Ω is essentially bounded
and indecomposable, thus d := diamΩ¯M <∞. By Theorem 3.1.2 and (3.3),
it follows that
m2
dα
≤ V (Ω) ≤ E(Ω) ≤ Cm, (3.44)
which implies the lower bound.
For the proof of the upper bound we can assume that d > 5 and that there
exist x(1) and x(2) ∈ Ω¯M such that x(1) · e1 < 1 and x(2) · e1 > d − 1.
Let N be the largest integer smaller than d−2
3
. Since Ω is indecomposable
there exists N disjoint balls B1(xj), J = 1, · · · , N with xj ∈ Ω¯M such that
3j − 1 < xj · e1 < 3j. Therefore we get:
m = |Ω| ≥
N∑
j=1
|B1(xj) ∩ Ω| ≥ cN ≥ c′d, (3.45)
for some c′ > 0.
As a direct consequence of Lemma 3.4.5 part (3) of Theorem 3.1.1 is
verified for α < 1. We have to prove only the case α ∈ [1, 2), and we argue
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by contradiction. Assume that for every m2 > 0 there exists a minimizer Ω
of E with |Ω| = m for some m > m2. Set d := diamΩ¯M <∞ and
U(t) := |Ω ∩ {x ∈ Rn : 0 < x · e1 < t}| ∀t > 0. (3.46)
According to Lemma 3.4.5, we can assume that 4 < d <∞, and by a suitable
rotation and traslation of the coordinate system that there are points x(1),
and x(2) ∈ Ω¯M with x(1) · e1 < 1, x(2) · e1 > d− 1, and
U(d) = m and U
(
1
2
d
)
≤ 1
2
m. (3.47)
Let Πt be the hyperplane Πt := {x ∈ Rn : x · e1 = t}. For t ∈ (0, 12d), the
hyperplane cuts the set Ω into two parts. Denote as ΩRt the new set obtained
by moving apart to a large distance R > 0 the two parts. The perimeter of
ΩRt is larger of that of Ω, while the non local part is smaller, indeed if we
define
ρ(t) :=
1
2
(P (ΩRt )− P (Ω)). (3.48)
by the same argument of Lemma 3.3.3 we have ρ(t) = Hn−1(
◦
Ω
M
∩ Πt),
therefore, by Fubini’s Theorem we get
V (ΩRt )− V (Ω) ≤ −
m
2dα
U(t) +K(R)
= − m
2dα
ˆ t
0
ρ(t′)dt′ +K(R), (3.49)
where K(R)→ 0 as R→∞. Gathering (3.48) and (3.49) we have
E(ΩRt )− E(Ω) ≤ 2ρ(t)−
m
2dα
ˆ t
0
ρ(t′)dt′ +K(R). (3.50)
By the minimality of Ω it follows that
2ρ(t) ≥ m
2dα
ˆ t
0
ρ(t′)dt′ ∀t ∈
(
1
4
d,
1
2
d
)
. (3.51)
which implies, thanks to the fact that U ∈ C0,1([0, d]),
dU(t)
dt
≥ m
4dα
U(t) a.e. t ∈
(
1
4
d,
1
2
d
)
. (3.52)
Integrating both terms in (3.52), we get
U(t) ≥ U
(
1
4
d
)
em(t−
1
4
d)/(4dα), (3.53)
moreover, by Lemma 3.3.3 we have U(1
4
d) ≥ |Ω ∩ B1(x(1))| ≥ c > 0. This
yelds to U(1
2
d) ≥ Ce 116md1−α and contradicts the inequality in (3.47).
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Chapter 4
In the previous chapters we considered a class of nonlocal shape optimization
problems where the energy functional was given by the classical isoperimet-
ric term modified by adding a repulsive kernel in power-low form. Now we
want to observe what happens when we replace the perimeter with an at-
tractive term of the same form of the repulsive one, therefore we deal with
the following nonlocal shape optimization problem:
Minimize E(Ω) :=
ˆ
Ω
ˆ
Ω
K(x− y)dxdy (4.1)
over measurable sets Ω ⊂ Rn (n ≥ 2) of finite measure |Ω| = m. Here
K : Rn → R ∪ {+∞} is a locally integrable, lower semicontinuous, radial
function of this form:
K(x) :=
|x|q
q
− |x|
p
p
(4.2)
where −n < p < q with p, q 6= 0. The collective effect given by these sums
of attractive and repulsive power-law kernels is repulsive at short ranges but
attractive at long ranges. As in (3.1) balls are best for the first term but
worst for the second, however a substantial difference is that while for the
first functional non-existence of mimizers for certain mass ranges is due to
mass escaping to infinity, here is due to oscillations. Moreover we cannnot use
previous mathematical tools such as regularity theory for minimal surfaces.
In the first part of the chapter we will focus on positive attraction q > 0
and Riesz potential repulsion −n < p < 0, in particular the the majority of
results will concern the case q = 2 (by following [ABT16]). In the second
part we will be interested in the following potential:
V (x) :=
1
|x|α −
1
|x|β , (4.3)
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with 0 < β < α < n. It is very similar to K(x), but if we consider the min-
imization problem (4.1) with V (x) instead of K(x) we can notice that the
behavior is analogous to what observed for the model studied by Muratov-
Knüpfer.
We start the study of problem (4.1) by showing how it is related to the
problem of minimizing the following interaction energy:
E(ρ) :=
ˆ
Rn
ˆ
Rn
K(x− y)ρ(x)ρ(y)dxdy (4.4)
over non-negative densities ρ ∈ L1(Rn) of given mass ‖ρ‖L1(Rn) = m.
4.1 The relaxed problem
Consider the nonlocal interaction energy (4.4) over three different classes:
• Sm:= Characteristic functions of measurable sets Ω ⊂ Rn with |Ω| = m;
• Am,M :={ρ ∈ L1(Rn) ∩ L∞(Rn) : ‖ρ‖1L(Rn) = m and 0 ≤ ρ(x) ≤
Ma.e.};
• P(Rn):= probability measures over Rn.
We can observe that minimization of (4.4) over Sm is exactly the problem
(4.1), moreover Sm ⊂ Am,1 and Am,M is the weak closure of Sm in the weak
L1-topology . The most important difference in considering the energy over
these three different classes is the dependence on the mass constraint. Indeed
if we consider (4.4) over density function ρ ∈ L1(Rn), the morphology of
minimizers is independent of the massm because the problem is homogeneous
in ρ, that is
E(cρ) = c2E(ρ) (4.5)
for any c > 0. This is not the same for (4.1) since the attractive and repulsive
terms scale differently under dilation. In fact, given a measurable set Ω ⊂ Rn
of volume m, and t > 0, the dilated set
tΩ := {x ∈ Rn : t−1x ∈ Ω} (4.6)
has mass equal to tnm. Thus the energy satisfies
E(tΩ) :=
t2n+q
q
ˆ
Ω
ˆ
Ω
|x− y|qdxdy − t
2n+p
p
ˆ
Ω
ˆ
Ω
|x− y|pdxdy. (4.7)
61
For t = m−1/d we get that (4.1) is equivalent to
E(tΩ) :=
m2+
q
p
q
ˆ
Ω
ˆ
Ω
|x− y|qdxdy − m
2+ p
q
p
ˆ
Ω
ˆ
Ω
|x− y|pdxdy (4.8)
over sets of volume |Ω| = 1.
If we consider p < 0 < q, (4.8) implies that for sets of large mass the
energy is dominated by attraction while for small mass it is dominated by
repulsion. The different effects of each term are characterized by the following
application of the Riesz rearrangement inequality.
Proposition 4.1.1. For every non-zero r > −n and each m > 0, the balls
are the unique minimizers of the energy
Er(Ω) =
1
r
ˆ
Ω
ˆ
Ω
|x− y|rdxdy (4.9)
over measurable sets Ω ⊂ Rn of measure m. There is no maximum; the
supremum takes the value +∞ for r > 0, and 0 for −n < r < 0.
Proof. Given a set Ω ⊂ Rn of measure m > 0, let Ω∗ be the ball of the
same measure centered in the origin. The kernel Kr(x) =
1
r
|x|r is radially
decreasing, therefore by the classical Riesz rearrangement inequality [[BH06]],
we get
Er(Ω) ≤ Er(Ω∗), (4.10)
with equality only if Ω agrees with Ω∗ up to translation and a set of measure
zero, that is, if Ω is a ball too. The second part of proposition can be easily
proved by considering a maximizing sequence {Ωn}n≥1, with Ωn union of
balls of mass m/n and pairwise distance greater than n.
Now we consider the following relaxation of problem (4.1):
Minimize E(ρ) =
ˆ
Ω
ˆ
Ω
K(x− y)ρ(x)ρ(y)dxdy overAm,1 (4.11)
where K(·) is a radially symmetric kernel which is
nonnegative, lower semicontinuous, and satisfy lim
|x|→∞
K(|x|) =∞. (4.12)
The kernel (4.2) satisfies (4.12), thus problem (4.4) is only a particular case
of the relaxed problem. The existence of minimizers for (4.11) is proved in
[[CCP15]] and, we omit the proof for brevity. What we do in the following
is to characterize the local minimizers of (4.11) in Am,1.
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Lemma 4.1.2. Let ρ be a local minimizer of the energy E in Am,1. Then
there exists a constant λ > 0 such that (except for x in set of measure zero),
K ∗ ρ(x) =

= λ if 0 < ρ(x) < 1,
≥ λ if ρ(x) = 0,
≤ λ if ρ(x) = 1.
Proof. Let ρ ∈ Am,1 be a local minimizer of E. The strategy is to build
perturbations which are nonnegative on S0 := {x : ρ(x) = 0}, nonpositive
on S1 := {x : ρ(x) = 1} and preserve mass. Let φ and ψ ∈ L1(Rn) bounded
and nonnegative functions, with compact support such that φ = 0 a.e. on
S1, ψ = 0 a.e. on S0 andˆ
Rn
φ(x)dx =
ˆ
Rn
ψ(x)dx = 1.
Choose ε > 0 and define
φε(x) :=
1
‖φχ{1−ρ>ε}‖L1(Rn)φχ{1−ρ>ε}(x)
ψε(x) :=
1
‖ψχ{ρ>ε}‖L1(Rn)ψχ{ρ>ε}(x)
By construction, ρ+ t(φε−ψε) lies in Am,1 and the perturbation is small for
sufficiently small values of t > 0. The minimality of ρ implies that
0 ≤ lim
t→0+
E(ρ+ t(φε − ψε))−E(ρ)
t
=
ˆ
Rn
K ∗ ρ(x)(φε − ψε)(x)dx. (4.13)
For ε→ 0 ψε → ψ and φ→ φ, thus by dominated convergence, if we do the
limit as ε→ 0 we get ˆ
Rn
K ∗ ρ(x)(φ− ψ)(x)dx ≥ 0. (4.14)
which holds by density for all nonnegative functions φ, ψ in L1(Rn) with
φ(x) = 0 on S1, ψ(x) = 0 on S0, and ‖φ‖L1(Rn) = ‖ψ‖L1(Rn) = 1. Minimizing
and maximizing separately over φ and ψ, we obtain a constant λ ∈ R such
that
inf{
ˆ
Rn
K ∗ ρ(x)φ(x)dx : ‖φ‖L1(Rn) = 1, φ ≥ 0, andφ(x) = 0 a.e on S1} ≥ λ
sup{
ˆ
Rn
K ∗ ρ(x)ψ(x)dx : ‖ψ‖L1(Rn) = 1, ψ ≥ 0andψ(x) = 0 a.e on S0} ≤ λ.
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Therefore K ∗ ρ(x) ≥ λ a.e. on {x : ρ < 1}, and K ∗ ρ(x) ≤ λ q.e. on
{x : ρ > 0}.
Lemma 4.1.3. Under the assumption of (4.12), every local minimizer for
(4.11) in Am,1 has compact support.
Proof. By the previous lemma, there exists a constant λ such that K ∗ρ ≤ λ
almost everywhere on the support of ρ. Assume that K ∗ρ ≤ λ for all x with
ρ(x) > 0, we want to prove that the sub-level set {x : K ∗ρ ≤ λ} is bounded.
Let R > 0 be large enough such that
CR :=
ˆ
|y|<R
ρ(y)dy > 0,
by the nonnegativity of K and ρ, we get for x ∈ Rn
K ∗ ρ(x) ≥
ˆ
|y|<R
K(x− y)ρ(y)dy
≥ CR inf{K(z) : |z| > |x| −R}.
Therefore
lim
|x|→∞
K ∗ ρ(x) =∞,
and since the sub-level set {x : K ∗ ρ ≤ λ} contains the support of ρ we get
the thesis.
Gathering Lemma 4.1.3 and the local integrability of K it follows that
K ∗ ρ is continuous, thus the geometric variational problem can be reduced
to the relaxed problem.
Theorem 4.1.4. (Necessary and sufficient condition for existence of (4.1)).
Let K be a radially symmetric kernel satisfying (4.12). Then the problem
(4.1) has a solution Ω ⊂ Rn if and only if its characteristic function χΩ is a
solution of (4.11).
Proof. What we need to prove is that
inf
|Ω|=m
E(Ω) = inf
ρ∈Am,1
E(ρ). (4.15)
The inequality ≥ is obvious from the definition of the two variational prob-
lems, since the characteristic function of χΩ of any set Ω ⊂ Rn of measure m
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lies in Am,1. In the same way if χΩ is a global minimizer for E, then Ω is a
global minimizer for (4.1). Suppose now that the global minimum of E over
Am,1 is not achieved by a characteristic function, let ρ be a global minimizer,
it has compact support by Lemma 4.1.3. Choose a sequence of measurable
sets {Ωn}n≥1 whose characteristic functions ρn = χΩn converge to ρ weakly
in L1(Rn), for example we can take a dyadic decomposition of Rn into cubes
of side 2−n and consider the inersection Ωn with a given cube Q the centered
subcube of volume
´
Q
ρ(x)dx, thus we have that |Ωn| = m, and ρn ∈ Am,1.
By the Compactness of the support of ρ, Ωn are contained in a common
compact set and ρn ⇀ ρ in L
1(Rn). Therefore, the local integrability of K
implies that
lim
n→∞
K ∗ ρn(x) = K ∗ ρ
for every x ∈ Rn, that is K ∗ ρn converges pointwise to K ∗ ρ. Thus by
dominated convergence, K ∗ ρn → K ∗ ρ strongly in L1(Rn). Conclusively
since ρn → ρ, it follows
E(Ωn) =
ˆ
Ωn
K ∗ ρn(x) =
ˆ
Rn
(K ∗ ρ)ρdx = E(ρ),
in particular,
inf
|Ω|=m
E(Ω) ≤ E(ρ) = min
ρ∈Am,1
E(ρ)
and {Ωn} is a minimizing sequence for (4.1). Since E(Ω) ≤ E(ρ) for every
Ω ∈ Rn, no minimizer exists.
4.2 The case q = 2
In this section we will pay attentiont to the regime q = 2, that is when
the attractive term in (4.1) is quadratic. For this purpose, a first important
observation is that the relaxed problem can be rewritten as a convex mini-
mization problem in the parameter regime q = 2 and −n < p < 0, this allows
us to conclude the uniqueness of minimizers for (4.11).
Lemma 4.2.1. For q = 2 and −n < p < 0, the solution of the problem
(4.11) is unique up to traslation, and is given by a radial function.
Proof. It suffices to prove that the energy E(ρ) is strictly convex when re-
stricted to the subspace of Am,1 consisting of functions with zero first mo-
ments. Indeed when −n < p < 0, the repulsive part of the energy is convex
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over Am,1, since its Fourier transform is strictly positive. On the other hand,
since E(ρ) is translation invariant, we can assume that
´
Rn
xρ(x)dx = 0.
This implies that
1
2
ˆ
Rn
ˆ
Rn
|x− y|2ρ(x)ρ(y)dxdy =
ˆ
Rn
|x|2ρ(x)dx,
thus the attractive part is linear in ρ from which the strict convexity of the
energy over all functions in Am,1 with zero first moments.
The theorem which summarize all the existence results we want to prove
for the regime q = 2 is the following:
Theorem 4.2.2. Let K be of the form (4.2).
(i) For q = 2 and −n < p ≤ 2 − n and for sufficiently small m > 0 the
problem (4.1) does not have solution.
(ii) For q = 2 and −n < p < 0 and for sufficiently large m > 0, balls are
the solution of (4.1).
(iii) For q = 2 and p = 2−n, the unique solution of (4.1) is a ball of volume
m if m ≥ ωn. If m < ωn the problem (4.1) does not have a solution.
4.2.1 Non existence for (4.1) for small mass.
To prove the nonexistence we use the regularity results of Carrillo, Degaldino,
and Mellet [[CDM16]] for minimizers of our non local interaction energy over
P(Rn) with respect to the ∞-Wasserstein metric d∞.
Lemma 4.2.3. (Theorems 3.4 and 3.10 in [[CDM16]]) Let K given by (4.2).
Let µ ∈ P(Rn) be a local minimizer of E over P(Rn) in the topology induced
by d∞.
(i) If q = 2 and p = 2 − n, then µ is absolutely continuous with respect
to the Lebeasgue measure and there exists a function φ ∈ L∞(Rn) such
that dµ(x) = φ(x)dx.
(ii) If q = 2 and p < 2− n, then µ is absolutely continuous with respect to
the Lebeasgue measure and there exists a function φ ∈ Cα(Rn) for all
α < 1 such that dµ(x) = φ(x)dx.
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In the parameter regime q > 0 and −n < p < 2 − n, the L∞-bound
of a global minimizer can be controlled. Indeed Theorem 1.4 in [[CCP15]]
implies that any global minimizer µ ∈ P(Rn) of E over P(Rn) is compactly
supported. Therefore, by (ii) of lemma 4.2.3 it follows that φ is in L∞(Rn).
Proof. (Theorem 4.2.2 (i) ) Let µ ∈ P(Rn) be a global minimizer of E over
P(Rn), which exists by Theorem 1.4 in [[CCP15]] in the parameter regime
q = 2, −n < p ≤ 2 − n. By Lemma 4.2.3 and the previous observation, µ is
absolutely continuous with respect to the Lebeasgue measure with bounded
density, i.e there exists a constant C > 0 such that ‖µ‖L∞ < C. Set ρm :=
mµ. For m > 0 small enough we have that ρm ∈ Am,1, now we want to show
that ρm minimizes E over Am,1. Thus, let φ ∈ Am,1 be an arbitrary function
and observe that (1/m)φ ∈ P(Rn). Since µ is a minimizer of E over P(Rn)
and by the scaling property of the energy, we get
E(ρm) = m
2E(µ) ≤ m2E
(
1
m
φ
)
= E(φ).
On the other hand, by Lemma 4.2.1, ρm is the unique minimizer of E over
Am,1 . For m sufficiently small we have ‖ρm‖L∞(Rn) = m‖µ‖L∞(Rn) < mC <
1. Hence when m is small, ρm is not a characteristic function of a set, by
the uniqueness of the solution of the relaxed problem, the energy E does not
admit a minimizer over measurable sets of measure m.
4.2.2 Existence for (4.1) for large mass.
We begin showing that balls satisfy the necessary condition of 4.2.1.
Lemma 4.2.4. Let any q > 1 and −d < p < 0. For sufficiently large mass
m, the characteristic function of a ball of mass m is a critical point for the
energy E on Am,1.
Proof. We divide the kernel into its attractive and repulsive parts, K =
Kq − K(p), and let R be the radius of the ball of mass m. Both Kq and
K(p) are radial, thus also Kq ∗ χBR and Kp ∗ χBR . Moreover, since Kq is
radially increasing, so is Kq ∗ χBR . For |x| ≥ R/2 we can estimate the radial
derivative by:(
∇(Kq ∗ χBR)(x) ·
x
|x|
)
=
ˆ
|y|≤R
|x− y|q−2(x− y) · x|x|dy ||x|=R/2 ≥ CqR
d+q−1,
(4.16)
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where the constant is given by
Cq = 2
−n inf
t≥ 1
2
ˆ
|y|≤1
|te1 − y|q−2(t− y1)dy,
and it is positive since q > 1. Similarly , Kp ∗ χBR is a decreasing function
of |x|, and we can estimate for |x| ≥ R/2,(
∇(Kq ∗ χBR)(x) ·
x
|x|
)
≤ CpRd+p−1 (4.17)
for some constant Cp. Choose R large enough so that CqR
q > CpR
p, this R
exists since p < q. Gathering (4.16) and (4.17), we have that (Kq −K(p)) ∗
χBR(x) is increasing in |x| for |x| ≥ R/2. Therefore
K ∗ χBR(x) ≥ λR := K ∗ χBR(x)||x|=R
for |x| ≥ R. Futhermore,
K ∗ χBR(x) < λR (4.18)
for R/2 ≤ |x| < R. We have only to show that (4.18) is true also for
|x| < R/2. First observe that
λR = C˜qR
d+q + C˜pR
d+p, (4.19)
with C˜q = Eq(B1) and C˜p = −Ep(B1) > 0. Since Kq ∗ χBR is increasing in
|x| and −Kp ∗ χBR is decreasing in |x|, it follows
K ∗ χBR(x) ≤ Kq ∗ χBR(x)||x|=R/2 −Kp ∗ χBR(x)(0)
= ˜˜CqR
d+q + ˜˜CpR
d+p, (4.20)
where ˜˜Cp <
˜˜Cq. Comparing this inequality with (4.19), we get that (4.18)
hold for |x| < R/2, if R is large enough.
Proof. (Theorem 4.2.2 (ii)): By Lemmas 4.2.1 and 4.2.4 the function χB(0,R)
with R = (m/ωn)
1/n is up to translation the unique solution of the relaxed
problem for q = 2, −d < p < 0 and m sufficiently large. By convexity, it
must be a global minimizer.
In the last part of Theorem 4.2.2, that is the case of the Coulombic
repulsion, the thresholds of mass for existence and nonexistence coincide and
can be computed explicitly.
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Proof. (Theorem 4.2.2 (iii)): Consider the relaxed energy E over Am,1, let
ρR := χB(0,R) with R = (m/ωn)
1/n and ρ1 := (m/ωn)χB(0,1). Both ρR and ρ1
are in Am,1. Let Φ(x) be the solution of the equation −△Φ = ρR on Rn, we
have
´
B(0,R)
|x− y|2−ndy = n(n− 2)ωnΦ(x), thus we can compute
K ∗ ρR(x) =
{
m−ωn
2
|x|2 + nωnR2
2(n−2) +
nmR2
2(n+2)
if |x| ≤ R
m
2
|x|2 + ωnRn
(n−2) |x|2−n + nmR
2
2(n+2)
if |x| > R
.
This prove, via Lemma 4.1.2 that ρR is a critical point of E over Am,1 if and
only if m ≥ ωn, and by Lemma 4.2.1 we get that ρR is the unique minimizer
of E(ρ) if and only if m ≥ ωn. When m < ωn by an easy calculation it
follows that E(ρ1) < E(ρR), moreover by Theorem 2.4 in [[CFT15]], ρ1 is the
unique global minimizer of E over Am,1 when m < ωn. Therefore the thesis
follows by Theorem (4.1.4).
4.3 The case q > 0 and q 6= 2
When we consider the quadratic attraction, the attractive part of the energy
is linear in its argument over Am,1 or P(Rn) fixing the center of mass com-
petitors to zero. This leads to conclude the uniqueness of solution for the
relaxed problem. The uniqueness of solution for (4.11) is the key to deter-
mine the existence of solution for (4.1). If q 6= 2, Lemma 4.2.4 shows that all
the balls are stationary states in the parameter regime q > 1, −n < p < 0
when m > 0 is large, but the lack of uniqueness of minimizers does not allow
us to conclude the existence of solutions to (4.1) for large measure. It is
still reasonable to think that the problem (4.1) admits a solution for large
mass when q > 1 since the energy is dominated by the attractive part. The
uniqueness of minimizers plays an important role also in establishing non
existence of solution for (4.1). Indeed, if we can say that any solution of the
relaxed problem can be written as mµ for some µ for some µ that minimize
E over P(Rn), is thanks to the uniqueness. However, an indicative result
on the road to demonstrate the non-existence for small mass for q > 0 and
−n < p < 0 is the following:
Proposition 4.3.1. Let K be of the form (4.2). Then for q > 0 and −n <
p < 0, and for m > 0 sufficiently small the ball of measure m is not a solution
of (4.1).
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Proof. We argue by contradiction. If B(0, rh) with ωnr
n
h = 1/h were a solu-
tion of (4.1) with m = 1/k for any k ∈ N then the weak limit of the sequence
ρk = kχB(0,rh) ∈ P(Rn) would also minimize the energy E over P(Rn). In-
deed, for fixed µ which globally minimizes E over P(Rn), we have that for h
large enough
E(µ) ≤ E(ρh) = h2E(χB(0,rh)) ≤ h2E(h−1µ) = E(µ).
Therefore limh→∞E(ρh) = infµ∈P(Rn), the {ρh}h∈N is a minimizing sequence
for the energy E over P(Rn). By Concentration and Compactness Theorem,
ρh has a weakly convergent subsequence and by the weak lower semicontinuity
of E its limit minimizes E over P(Rn). As h→∞, {ρh}h∈N converges to δ0,
the Dirac measure at x = 0 which has infinite energy.
4.4 The variational problem associated to the
potential (4.3)
Now we focus on the following minimization problem:
Minimize E(Ω) :=
ˆ
Ω
ˆ
Ω
V (x− y)dxdy (4.21)
over measurable sets Ω ⊂ Rn (n ≥ 2) of finite measure |Ω| = m with V (·) as
in (4.3), that is
V (x) =
1
|x|α −
1
|x|β
where 0 < α < β < n. The condition α, β < n assures the integrability of
the two terms in (4.3).
Observe that −V (·) is a sort of generalization of the Lennard-Jones poten-
tial which is an interatomic potential introduced to describe the interaction
between a pair of neutral atoms or molecules. Our purpose is to prove the
following result which establishes that for small mass the minimizers are
balls.
Theorem 4.4.1. For all n ≥ 2 and for all α, β ∈ (0, n) with α < β there is
a mass m0 = m0(α, β, n) > 0 such that for all m ≤ m0, the energy in (4.21)
has a minimizer Ω ⊂ Rn with |Ω| = m and this minimizer is a ball.
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Proof. If we consider the rescaled problem we can observe that (4.21) is
equivalent to minimize
E(m
1
nΩ) = m2−
α
n
ˆ
Ω
ˆ
Ω
1
|x− y|αdxdy −m
2−β
n
ˆ
Ω
ˆ
Ω
1
|x− y|β dxdy
= m2−
β
n
(
m
β−α
n
ˆ
Ω
ˆ
Ω
1
|x− y|αdxdy −
ˆ
Ω
ˆ
Ω
1
|x− y|β dxdy
)
over the sets of finite perimeter Ω ⊂ Rn with |Ω| = 1. Thus we can study
the following:
Minimize Gε(Ω) = ε
ˆ
Ω
ˆ
Ω
1
|x− y|α −
ˆ
Ω
ˆ
Ω
1
|x− y|β dxdy (4.22)
with Ω ⊂ Rn and |Ω| = 1. Consider the truncated potential
Kε(x) = min
(
ε
|x|α −
1
|x|β , 0
)
.
For ε < 1
2β−α
ω
β−α
n
n , the ball Br with r = ω
− 1
n
n satisfy
Gε(Br) =
ˆ
Br
ˆ
Br
Kε(x− y)dxdy.
Therefore we get
Gε(Br) =
ˆ
Br
ˆ
Br
Kε(x− y)dxdy ≤
ˆ
Ω
ˆ
Ω
Kε(x− y)dxdy ≤ Gε(Ω) (4.23)
for all Ω ⊂ Rn. The second inequality in (4.23) is a direct application of the
Riesz’s inequality (see Proposition 4.4.1), and the equality holds only if Ω is
itself a ball.
It is easy to show that for large mass and α ≤ n− 1 the ball of measure
m is not a minimizer for (4.21). We can consider again the rescaled problem
(4.22). Let Br be a ball with |Br| = 1, and B(1)r/2, B(2)r/2 two balls such that
|B(1)r/2| = |B(2)r/2| = 1/2, whose distance is L > 0. Then we get
Gε(B
(1)
r ∪B(2)r/2) = 2Gε(Br/2) + 2
(
ε
ˆ
B
(1)
r/2
ˆ
B
(2)
r/2
1
|x− y|α −
ˆ
B
(1)
r/2
ˆ
B
(2)
r/2
1
|x− y|β
)
≤ 2Gε(Br/2) + 2
(
1
4Lα
− 1
4(L+ 2r)β
)
. (4.24)
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where term which depends on L in (4.24), tends to zero for L→∞.
On the other hand we have
2Gε(Br/2) =
ε
2n−1−α
ˆ
Br
ˆ
Br
1
|x− y|αdxdy −
1
2n−1−β
ˆ
Br
ˆ
Br
1
|x− y|β dxdy,
which allows to conclude that
Gε(Br)−Gε(B(1)r/2 ∪ B(2)r/2) ≥
≥ ε
(
1− 1
2n−1−α
) ˆ
Br
ˆ
Br
1
|x− y|αdxdy −
(
1− 1
2n−1−β
) ˆ
Br
ˆ
Br
1
|x− y|β dxdy
−2
(
1
4Lα
− 1
4(L+ 2r)β
)
.
Therefore this yelds
Gε(Br/2)−Gε(B(1)r/2 ∪ B(2)r/2) ≥ εC1 + C2
for L → ∞, and C1, C2 constants with C1 > 0. If ε is large enough the
second member is positive, that is the energy of two balls is smaller than the
energy of the single ball.
It is an open question to see if there are minimizers which are not balls
for m > m0 with the value of m0 given by Theorem 4.4.1. Since for very
large mass the repulsive term is stronger than the attractive one, we expect
that not only balls are not minimizers but the minimizers do not exist.
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