R6sum6. -Aprbs une revue detaillee des differents modbles d'assemblage compact desordonne qui ont ete construits, soit a la main, soit par ordinateur, on effectue une comparaison entre ceux-ci en utilisant une description en polybdres de Voronol. On pose ensuite le problbme de la reconnaissance parmi ces modkles, de celui qui serait susceptible de reprksenter le mieux la structure des alliages metalliques amorphes et des agregats isoles.
1. Introduction. -In this review paper I am going to ask two questions. First, what is random packing, and second, how is the concept applicable to real noncrystalline molecular aggregates ? Since Bernal's pioneering work in the early 1960's (Bernal1964) a diversity of attempts have been made to construct random packings on computers, and to use such packings as models of real molecular assemblies. Consequently several variants of random packing have been built ; some of these show detailed structural differences from the laboratory-built packings. It has thus become even more necessary for us to be able to characterise precisely a particular random packing, and to relate that characterisation directly or indirectly to measurable properties of the real liquid, or amorphous alloy, that a random packing is presumed to model.
In considering the present state of play in the random packing game as I see it, I will examine some of these computer algorithms and try to describe the differences in detailed geometrical structure between the resulting different packings. This raises the as yet unsolved problem of adequately characterising a non-lattice structure, and I will mention briefly some recent work in my laboratory aimed at developing more adequate methods. I will also discuss the related problem of identifying the best variant of random packing to use as a model for a real assembly, with particular reference to the amorphous Ni-P alloy system. Section 2 sets the scene by briefly reviewing laboratory-built models, while Section 3 describes several tested algorithms for building models in a computer. Section 4 compares the resulting variants using both pair distribution functions and an array of statistical geometrical parameters. Section 5 discusses my second question of how variants might be identified as models for particular real systems. My emphasis throughout is on packings of single-sized spheres, as I believe these show the packing variations more clearly than would be the case for mixtures, even though the latter may be more precisely relevant to real amorphous alloys. By the end of the paper, some connections will have been made between bulk packings and isolated aggregates of small numbers of spheres, and some dangers of using characteristics of isolated aggregates to explain properties of bulk assemblies are stressed from a topological stand-point.
2. Laboratory-built random packing of hard spheres.
-The concept of random packings goes back long before Bernal's work, as he himself acknowledged (Bernal 1964) . Volume has been used as a measurement of grain and other particulate materials for millenia. To quote St. Luke (VI, 38) : Give, and it shall be given u n t o you ; good measure, pressed down and shaken together, and running over, shall men give into your bosom. For with the same measure that ye mete withal it shall be measured to you again.
Even St. Luke knew the difference between the as poured random loose-packing and the shaken and pressed down random close-packing. The close packing contains the greater quantity, and thus we should be aware of the difference, both in our dealings in this world and in checking up in the next one. The Reverend Stephen Hales (Hales 1727) seems the first to have looked quantitively at random packings ofpease, while nearer to our own time, Rice (Rice 1944) suggested sphere packings as models of simple liquids.
It was, however, the independent work of both Bernal (Bernal 1959a , 1959b , 1960 : Bernal and Mason 1960 ) and of Scott (Scott 1960 , 1962 : Scott, Charlesworth and Mak 1964 in the early 1960's that led to a conceptual breakthrough in the study of non-crystalline molecular assemblies. They applied the concept of random packings to explain the structure of simple liquids, an approach that was in direct contrast to contemporary work based upon perturbations of the regular crystalline lattice. The basic support system of the solid state physicist -the crystal lattice -was thus rejected, with interesting results. Much of our knowledge of the behaviour of solids was (and still is) based upon our use of'the lattice concept ; once this underlying concept is rejected, we can no longer apply such basic theorems as the Bloch theorem to non-lattice systems. Bernal opened a door onto a completely uncharted landscape, where our available mathematicaI equipment was (and still is) totally inadequate ; we could not deal with dense assemblies of molecules where there was no underlying crystalline repeat unit.
The conceptual breakthrough made, he then had to start building the basis of a survival system to aid exploration of this unknown world. He couldn't even be confident of giving a totally adequate description of a random packing. Since those early days, we have made considerable progress in our understanding of disordered arrays, but we are still far from feeling on safe ground.
Bernal originally characterised a hard sphere packing as a homogeneous, coherent and essentially irregular assemblage of spheres containing no crystalline regions (Bernal 19593, 1964) . This definition is not adequate, in that it uses imperfectly defined terms such as homogeneous (on what scale ?) and essentially irregular, but it provided a floating raft on which to begin to explore.
Using this characterisation, Bernal set about building models in the laboratory to see what such an arrangement of spheres would look like in detail. The first attempt (Bernal 1959a (Bernal , 1959b ) was a ball and spoke model, constructed using spokes with a length distribution corresponding to the experimental radial distribution function of liquid argon. It resulted in the model shown in figure l , which is now in the British Science Museum. However, being sceptical of his ability to build something randomly, without any unknown bias on his part, he built two computer models using two different algorithms (Bernal 1959a, 19596) ; the first of these gave a very loose packing indeed, while the second demanded too much of the computers then available. This latter algorithm has more recently been sucessfully used by Mason (1967) and myself; it appears to be the only algorithm capable of producing a closepacked random array. It will be discussed further in Sections 3 and 4, below.
Eventually, Bernal began to actually pack together several hundred steel balls as densely as possible (taking precautions to prevent crystallisation at the boundaries) and to examine the geometrical characteristics of the resultingpacking Mason 1960, Bernal 1964) . Similar experiments were performed independently by Scott in Toronto (Scott 1962) . Although this somewhat ad hoc approach is subject to several difficulties, the results have been shown to be reproducible. A maximum packing fraction of 0.636 6 + .000 4 has been demonstrated Kilgour 1969, Finney 1970 ) and the similarities between the detailed geometry of two different packings have been confirmed (Finney 1970) .
Let us now consider the constraints under which these models were built, in an attempt to identify those which may be particularly important in determining the detailed structure of a random packing.
2.1 BOUNDARY CONDITIONS. -The ideal random packing is infinite, whereas all models must necessarily be finite. Consider a very large random packing of maximum density, and from the centre remove a reasonably-sized spherical region, say, of 1 000 spheres. The spherical random packing we have extracted can now be conceptually juggled or kneaded in some way, and because there exists a free surface, we will be able to increase the density of this packing above the expected maximum of about 0.637. Were we to try to do this denszjication without removing the spherical region from the much larger parent packing, the irregular boundary formed by the surrounding shell of parent random packing would prevent us increasing the density above the expected maximum.
This illustrates the problems of constructing an experimental packing reasonably representative of the effectively infinite bulk packing. In laboratory-built packings, we have been able satisfactorily to overcome packing within specially-prepared irregular surfaces (Bernal 1964 , Finney 1970a . However, in computerbuilt packings it is not so easy, and some algorithms using a free boundary result in packings whose density is greater than that which would be achieved in a much larger array. Scott (1960) and Bennett (1972) have both extrapolated to infinite radius to ascertain the limiting density, but the status of such finite packings from a geometrical standpoint remains uncertain. Would we expect the internal structure of, say, a 500-sphere packing of density 0.637 to be similar to that of the much larger packing that had attained maximum density, even though the small packing could, by virtue of the free boundary, be further compressed ?
The ultimate flat, fixed boundary is also known to lead to several layers of ordered packing (Bernal 1964) and should therefore be avoided, or allowed for.
COLLECTIVE REARRANGEMENTS.
-If the spheres are allowed to rearrange themselves collectively (with respect to some minimum volume^ criterion, perhaps) after the packing has been partially or completely built, a greater volume of configurational space will be explored than if each sphere remains in the position in which it was originally placed. Consequently, it is much more likely that a collectively -rearranged packing will Using as a norm the laboratory-built packing (Finney 1970a) -irregular boundary, collective rearrangements, homogeneity, and central gravity--Section 4 shows some of the resulting similarities and differences between two computer packings. But first, the following section describes several of the computer algorithms themselves.
3. Computer buiIding algorithms. -In contrast to the laboratory packings, the use of a well-defined construction algorithm enables us to follow the effects of the above building parameters on the detailed structure of a random packing. Table I lists six algorithms that have been used, and notes the status of the four building parameters in each one.
BERNAL/MASON/FINNEY (BMF).
-This is the algorithm first tried by Bernal on an inadequate computer (see Section 2 above), and further developed independently by Mason (1967) and more recently by myself (unpublished data).
The algorithm simulates the compression of a hard sphere gas under free boundary conditions. N points are chosen at random within a large sphere. Each point is then assumed to be the centre of a sphere radius RI.
All spheres are checked to see if they overlap with any other : when an overlap is found, the offending spheres are moved apart along their line of centres until they just touch, irrespective of whether or not this movement generates further overlaps. The procedure is repeated until all overlaps are removed, whereupon the radius R , is increased by a small amount 6 to R, and the procedure repeated. By suitable choice of 6 a loose packing is obtained very quickly, after which the density increase slows down, and appears to approach an asymptotic limit. Figure 2 shows density : computer time plots for a 500 sphere assembly which appears to be approaching a density limit between 0.65 and 0.66 (although the last point on the curve shows an unexpected jump). Runs have been completed over much longer times, but the data has yet to be analysed. The numbered points on the graph refer to packings examined in detail in Section 4 below. Note that the implied maximum density of between 0.65 and 0.66 is higher than the maximum of 0.636 6 expected for an infinite assembly : this is expected because of the small size of the sample, and the use of free, spherical boundary conditions (see Section 2.1 above).
The boundary conditions are free, and spherical. The movement apart of overlapping centres allows collective rearrangements to take place, although in a very inefficient manner. We do not expect density inhomo- geneities, while the only attractive force is the general compression (spherically symmetrical) resulting from the radius increases.
3.2 SPHERICAL GROWTH METHOD. -Bennett (1 972) and Adams and Matheson (1972) build a spherical packing around a small nucleus (e. g. an equilateral triangle of three mutually-touching spheres) by bringing in additional spheres one at a time and placing them at the tetrahedral site closest to the centre of the original seed cluster. Bennett suggests his method can be likened to vapour deposition at absolute zero. Once a sphere has been added, it is not moved further. Thus, collective rearrangements are ruled out, and limiting densities are therefore lower than the laboratory maximum. Boundary conditions are free, and the effective potential is a centrally-acting gravity. Experimentally, it is found that density varies with distance from the original seed cluster, and thus the packings show density inhomogeneities with spherical symmetry. These inhomogeneities I suspect are related to the free boundary conditions and the lack of collective rearrangements.
3 . 3 VISSCHER AND BOLSTERLI (1972) dropped spheres vertically onto a plane, and allowed the dropped sphere to roll into the nearest (not the one closest the base of the plane) stable position. Collective rearrangements are not possible and the resultant packing is very loose (density --0.58). The boundary conditions are free planar for the growing surface, crystalline for the substrate (or seed), and periodic in the third dimension. The attractive force is a vertical gravity. By analogy with Bennett's inhomogeneities, we might expect planar stratified inhomogeneities as we move away from the substrate.
3.4 MATHESON (1974) has attempted to combine the spherical growth method [2] with a variant of the planar growth method 131 in order to remove the inhomogeneities by growing on a planar surface to give a cylindrically shaped packing. Collective rearrangements are not possible, the final density is low (0.606), boundary conditions are cylindrical and free, and a vertical gravity operates. Matheson states that there are no systematic inhomogeneities in the packing.
3.5 SADOC, DIXMIER AND GUINIER (1 972) developed an algorithm based on chemical knowledge of local arrangements in crystalline Ni,P, in order to try to construct a packing to model specifically amorphous Nip alloys. They note that in the crystalline intermetallic compound, each phosporous tends to be surrounded by 9 Ni atoms, as a result of the specific nature of the Ni-P bonding. Their algorithm is thus an attempt to simulate the structural consequences of the metal-metalloid interaction.
The algorithm takes a central sphere B, and a neighbouring secondary sphere C. A third sphere A is put in contact with both B and C. The sphere A is then rotated about the BC axis, still remaining in contact with both B and C, until it comes to rest when contact is made with a fourth sphere. A new secondary sphere C is then chosen and the process repeated. When the process cannot be continued, another central sphere B is chosen from among those spheres having the smallest coordination number, in an attempt to avoid hole formation and to minimise the mean distance between spheres.
The boundary conditions are free, and the shape of the resulting packing is determined by the algorithm growth procedure (it is not spherical). Collective rearrangements are not possible. The algorithm -as expected -always starts by building a distorted icosahedron out of the first thirteen spheres. This is an extraordinarily dense local arrangement, and suggests the resultant packing should show density inhomogeneities.
3.6 FULL MOLECULAR DYNAMICS AND MONTE CARLO SIMULATION has not been attempted for hard spheres except for relatively low packing densities (--0.45). Moreover, it is unlikely that such calculations could be made to even approach the high density limit, because of the relatively low mobility at those densities. The method comea into its own for soft sphere packings, but it is unlikely to be efficient for the dense hard sphere case.
In summary, it seems that none of these construction methods is entirely satisfactory. All except the molecular dynamics require free boundary conditions, and none but the BMF and molecular dynamics approaches allow any collective rearrangements at all. They produce packings of less than maximum density, although this may not be a serious limitation in itself when compared to real systems. Considerable scope remains for varying algorithms to reproduce the structural consequences of particular molecular interactions, and relaxing of certain models under specific intermolecular potential functions using molecular dynamics might be usefully attempted (see Section 5).
4. Structural differences between models. -Thus, in addition to the original laboratory-built random, homogeneous, dense packing we have available several different computer models, built under different boundary conditions and attractive forces, using algorithms which emphasise particular aspects of the building process. What are the detailed structural differences between these variants of the original random packing concept, and can they provide improved models for particular real assemblies ?
What methods are available for showing these structural differences ? Here, we come face to face with the basic problem of characterising an assembly of spheres where the assumption of lattice order cannot be made. The traditional method of describing a noncrystalline structure is the radial distribution function (RDF), largely because of its relation to the X-ray, electron, or neutron scattering intensity via a Fourier transform. However, the RDF, or its normalised counterpart, the pair distribution function (PDF) is subject to considerable difficulties as a description of structure because of : a) termination errors introduced on Fourier transforming the experimental intensity function ; b) the great sensitivity of thermodynamic parameters to the precise form of the PDF. In order to relate the PDF and the intermolecular potential function U(r) to the equation of state, we need to know the PDF with an unrealistically high precision ; c) its average nature, retaining possibly significant structural information in an often disguised form which is difficult to unravel. Small structural deviations are heavily damped, and there is no clear correspondence between structural features in three dimensions, and the one-dimensional PDF. Figure 3 shows PDF's of several of the laboratory and computer built modelsr described above. The main point the figure shows is their essential similarity with apparently only small differences between them. The basic features of all the PDF's are : a) A very sharp peak at 1 diameter, corresponding to close contacts. b) A peak at about 2 diameters, falling off sharply for r > 2. This peak and its rapid fall-off is explained in terms of the frequent occurrence of (nearly) collinear triplets of contacting spheres (Finney 1970a , Bennett 1972 , Visscher and Bolsterli 1972 . c) A less pronounced peak at either 1.73 diameter (Fig. 3a, 3b ) or 1.65 diameter (Fig. 3e) . The Sadoc/Dixmier packing has the relative intensities of the peaks b) and c) reversed. The Matheson model (Fig. 3d) has an unresolved shoulder at about 1.75 diameters, while the less-dense VB packing (Fig. 3c) has possible small peaks at slightly different values of r. The laboratory-built dense packing (Fig. 3a) has a pronounced peak at 1.73 diameters, with a suspicion of a weak peak at 1.65 diameters. d) Higher peaks at about 2.65 and 3.50 diameters occur in the laboratory-built dense packing (Fig. 3a) and the Bennett packing (Fig. 3b) , but the peak positions are about 0.1 to 0.2 diameters further out in the Matheson and VB packing ( Fig. 3d and 3e) , probably reflecting the lower density of these packings.
Thus on the basis of comparing RDF's, all the packings are essentially similar, though there are differences in detail concerning peak positions and relative heights, and the existence and exact location of the first sub-peak of the split second peak.
What are the structural reasons for these small differences (differences easily masked in an experimental determination of a PDF) and do they reflect major differences in the packing ?
In the absence of anything better (e. g. access to triplet, quadruplet, and higher order correlation functions), I am going to describe a detailed structural comparison between several models using the Voronoi polyhedron description developed several years ago (Bernal 1964, Bernal and Finney 1967) , and used successfully to compare the Scott and Bernal models (Finney 1970~) and to compare the laboratory packing with simulated real liquids (Finney 1970b) . The statistical geometrical basis of the adequacy of this characterisation is mainly empirical, and it seems to work in practice if adequate care is taken in interpreting the data. The method involves partitioning the space occupied by the packing into polyhedral regions by a construction which perpendicularly bisects all vectors between sphere centres ; these bisecting planes form polyhedra around each centre which enclose all points in space closer to that centre than to any other. The polyhedral array completely fills space and the subdivision of space is completely unique.
Different packings can be compared by comparing certain parameters derived from the polyhedral array (Finney 1970~) . For our purposes, we shall look at : a) the distribution of types of polyhedra, defined by the number of faces N of each polyhedron ; b) the distribution of types offaces of the polyhedra, defined by the number of edges M to each face ; c) the distribution of various topological types of polyhedra, defined by a vector (n, n, n, n,), etc., for each polyhedron, where ni is the number of faces with i edges on a particular polyhedron. It is found empirically that certain polyhedra occur more frequently than others in laboratory-built packings, and also that grouping in terms of 12, n, and n, n, n, give useful comparisons (Finney 1970a (Finney , 1970b ; d) the overall density of packing, which can be measured locally via the polyhedron construction.
I would stress here that the usefulness of this polyhedral approach is in its description of the local surroundings of each sphere in a way the PDF cannot hope to emulate. However, the precise significance of such a statistical mixture of topological and metrical quantities is far from clear, as is the sensitivity of the statistics to small changes in structure. Moreover, there is no obvious relationship between these polyhedral characteristics and any measurable properties of real systems. Notwithstanding, it seems to give useful results in practice.
With these reservations in mind, we can compare : 1) the large laboratory-built models of Finney (1970~) and Scott (1962) . The data on the Scott packing is included to show the range of variability expected in the statistical geometrical parameters of two apparently statistically equivalent packings ; 2) arrays of 500 spheres generated by the BMF computer algorithm, with free boundaries. Figure 2 shows those packings investigated ;
3) the Sadoc/Dixmier computer-constructed packing. The PDF of this packing differs from that of the laboratory packings in that : a) the first sub-peak is at 1.65 diameters rather than 1.73 diameters, and b) the relative intensities of the first and second subpeaks are reversed. Figure 4 shows the comparative statistics, while table I1 gives the relevant averages. Note that the den- .... Scott --Sadoc/Dixmier computer-generated packing.
0 BMFl computer-generated packing of 500 spheres. 1) The laboratory-built models and the BMF computer models are very similar, especially packings 2 and 4. These are virtually identical in W, M (Table 11) and their distributions (Fig. 4a, 4b) . The polyhedron type distributions of figures 4c and 4d show some differences, although the significance of these is difficult to assess, especially as our samples are small.
The density of BMF2 of 0.639 is very close to that of the maximum-density laboratory model, while that of BMF4 is slightly higher at 0.654 ; both give averages M a n d &-indistinguishable from the laboratory model (Table 11 ). When we compare BMF2 and BMF4 for polyhedron type distributions ( Fig. 4c and 4d) , we find both computer packings show small deviations from the laboratory model. Without a better understanding of the sensitivity of these statistical geometrical parameters, it is impossible to say that one gives a better fit than the other. We seem to be at the limit of resolution of our polyhedral analysis. Thus we cannot answer finally the question raised in 2.1, namely, is the structure of aJinite packing built under free boundary conditions with a density of about 0.637 indistinguishable from that of the inJinite packing that has reached 0.637 as a maximum density ? At first sight, the answer seems to be yes, but perhaps we are pushing our statistical geometrical parameters too far. We clearly require a better understanding of their significance, and if possible need to develop something more precise.
2) When we compare the SadoclDixmier packing, however, our polyhedral analysis shows its power. Despite the similarities between the PDF's, figure 4 and figure 4 show up the very considerable differences in geometrical structure between the two packings. The distributions of figure 4 can also show us more. Consider, for example, figure 4d, which shows that 57 % of all polyhedra have either 12 five-edged faces, or 1 four-edged and 10 five-edged faces (each with possibly a small number of six-edged faces). These polyhedron types are particular kinds of distorted icosahedra, which are local packings of very high density. These density inhomogeneities are a direct result of the assumptions concerning attractive forces built into the building algorithm. The PDF reflects these large structural differences in only minor variatibns in the shape ; in contrast, the polyhedron analysis shows them up very clearly indeed, in a way which can be clearly interpreted.
Taking the data in figure 4 and table I1 in conjunction with other data from the analysis -such as contact numbers and density fluctuations -we can build up an even fuller picture of the packing. We can, for example, look at the connectivity of this aggregate of distorted icosahedra -do the icosahedra tend to share faces, edges, or single vertices, or do they tend to have no common points at all ? In the Sadoc/Dixmier packing, some of the distorted icosahedra tend to share just one common point to give icosahedron pairs. This is a corollary of the building algorithm, but could we devise a different algorithm that would lead to sharing of, e. g. edges between icosahedra ? If so, could a dense packing be built up in this way, and how would the PDF and the statistical geometrical parameters vary from the present packing, if at all ? In this connection we have noted above that the SadocIDixmier packing is far from spherical, and it may well be that their particular algorithm cannot build a large three-dimensional packing on this basis of vertex-sharing icosahedra ; if this is indeed the case, then it cannot justifiably be used as a model for a real bulk system. This important point of connectivity between identifiable clusters in an inhomogeneous packing is one of considerable importance. We cannot yet say that it is possible in principle to build up an infinite assembly of vertex-sharing distorted octahedra, and it requires further work to decide the answer. And this brings me to a word of caution about applying ideas developed with respect to small clusters to bulk systems. Just because a particular small cluster -such as a distorted icosahedron, or a particular set of polyhedral aggregates -have PDF's similar to a particular bulk system, we cannot assume immediately that the bulk phase is merely a random collection of the small clusters. How we can construct such a random collection depends very much upon how we try to connect them (via edges, vertices, or perhaps unconnected ?), and how the geometrical restrictions associated with the particular cluster prevent us from packing them together. These constraints will also have their effect upon the bulk PDF, and will necessarily lead to at least small differences from the PDF of the basic isolated aggregate. It is also necessary to consider the structural effects of energy minimisation in our final bulk packing ; this may well lead to a relaxation of the detailed structure to something perhaps very different from the original collection of isolated clusters. These questions are important if we -are to understand the nature of inhomogeneous random packings. As yet, we have barely scratched the surface of these problems.
In concluding this section, we can summarise by saying that the algorithm used for constructing a random packing in the computer can be considered in terms of the boundary conditions, the possibility of collective rearrangements, the implications for the effective potential, and the inhomogeneity of the final packing. The BMF model, which programmes collective rearrangements, leads to high density packings with statistical geometrical parameters very similar to those of the laboratory-built random close packings. In contrast, the Sadoc/Dixmier packing, aiming to reproduce the effects of specific potential functions between different atoms, results in a non-spherical random packing, with strong density inhomogeneities, based on a collection of distorted icosahedra. The PDF's of this packing and the laboratory models show small differences, but very large differences show up in the statistical geometrical polyhedron analysis. The distorted icosahedra are connected via vertices only ; whether this kind of organisation can be extended to a bulk packing is still an open question. This point is taken up again at the end of the next section, where possible alternative approaches to inhomogeneity, starting from the bulk homogeneous packing, are suggested.
Applications to real systems. -Bernal originally
proposed random packing as a model of the instantaneous structure of a simple liquid, which he thought of as homogeneous, coherent and essentially irregular assemblages of molecules containing no crystalline regions (Bernal 19593, 1964) . This was a conceptual breakthrough, which led away from earlier latticebased cell models, and restated the mathematical difficulties of the standard statistical mechanical theories of liquids in geometrical terms.
The model still stands as a conceptual picture, explaining qualitatively the essential structural difference between crystal and liquid that is reflected in supercooling and the high entropy and fluidity of the liquid (Bernal1964, Bernal and Finney 1967) . However, problems remain, in that a precise comparison between a hard sphere packing and a real simple liquid where the repulsive core is soft is inherently difficult to make. What length in the real liquid can meaningfully be scaled to the hard sphere diameter ? When this scaling procedure is doubtfu1,what does packing density mean, and how can we compare accurately the relative peak positions in the PDF ? How do we deal with thermal motions, and is the absence of a split second peak in the real liquid PDF significant ? These questions are still unsettled, and may be inherently impossible to answer precisely. Examination of the geometrical structure of Monte Carlo simulated argon shows us that the instantaneous structure of the liquid is close to that of a random close-packed arrangement of hard spheres (Finney 1970b ), but our knowledge of the fine structural differences between the model and reality is still limited.
Considering the boundary conditions on a model packing and their possible effects on the detailed structure have suggested possible model systems for liquid interfaces. For example, the use of a flat boundary is known to cause limited crystallisation of a random model, and there is some suggestion that similar ordering may occur also at free surfaces. Such model considerations have led to more theoretical work on the free, liquid surface (Croxton 1974 ) and on the solid liquid interface, as we shall hear later in this meeting from Dr. Bonissent.
However, I want to discuss in slightly greater detail the effect of including an attractive potential in building a random packing to simulate a glassy system, and the relevance of the resulting inhomogeneities in the packing. The amorphous metal-metalloid alloys such as Ni-P and CO-P provide an interesting case history. These alloys are glasses and so the thermal motions are damped, implying that a static model can be applied with reasonable confidence (although there are still difficulties in scaling the model to the real system).
I first met amorphous alloys when I was a green graduate student in about 1966, when some measurements of density of vapour-deposited films suggested some kind of random packing might not be totally irrelevant to their structure. Later, in 1969, I listened to Slade Cargill give a talk at the VIIIth Congress of the International Union of Crystallography at Stony Brook, New York. He was presenting his earlier results on the PDF of the amorphous Nip system, and one by one rejected several current models as inconsistent with the data. What seemed to be causing the trouble was a split second peak in the PDF (Fig. 5) , which no contemporary theory could explain. At that meeting I was presenting my work on the large, laboratory-built random close packing and, curiously enough, my model data showed a split peak in about the same place as did his experimental data. So we got together during the meeting and also a few days later in a fish restaurant in Boston, and decided the packing might be a good model for the amorphous alloy structure (Cargill 1970) .
I like to think of this as another conceptual breakthrough, leading away from previous models based upon a disordered crystal lattice toward a more realistic, but more difficult non-lattice approach. But was this first ideal model good enough ? For although the experimental agreement seemed pretty good at the time, there were some uncomfortable discrepancies. For example, the relative intensities of the two components of the split peak were the wrong way round, the Ni and P atoms could not be considered as being of identical size (though not very different), and we had ignored the fact that the metal-metalloid interaction could hardly be considered on a par with the metal-metal interaction (an attempt to deal with the problem was made by Polk (1970) in terms of holes in random packing). Moreover, the perennial difficulties of scaling the real hard sphere model left uncertainties in the relative positions of the PDF peaks.
Here, I begin to contemplate the possibility that a variant of random packing might be a better model, and might remove some of these discrepancies. But what information might be useful in developing such a variant ? It seems to me that the SadocIDixmier packing is an excellent first attempt to do this. As we have seen (Section 3) they try to build into their construction algorithm some knowledge about the specific metal-metalloid interaction. Even without using two different sizes of spheres, the results are encouraging (Fig. 3e) : the relative intensities of the two components of the split peak are reversed, and the position of the first component is slightly closer in, thus agreeing a little better with the experimental PDF.
These changes in the PDF are very small, but we saw above (Section 4) that they reflect very significant changes in local geometry. We saw that the packing was in fact very inhomogeneous locally, and could be thought of as distorted icosahedra linked together. Presumably, by now allowing a small size difference between the Ni and P atoms (the latter being slightly smaller) and remembering that the repulsive cores of the atoms are slightly soft, these icosahedral units will presumably be less distorted in reality, and form relatively stable local aggregates.
Thus, it seems that by adequately building into a packing something of the expected specific interatomic interactions, Sadoc and Dixmier have obtained a disordered structure which is relatively inhomogeneous, but which seems to agree with the experimental PDF significantly better than does the homogeneous irregular packing. These small differences in PDF show up as very considerable differences when the structure is examined in terms of the polyhedrat statistics discussed in section 4. We await with interest the results of their current examination of the Nip low angle scattering, which may experimentally test for inhomogeneities in the model. However, I would reiterate here the cautions at the end of section 4 : we do not yet understand sufficiently the nature of inhomogeneous random packings, nor can we be sure that the Sadoc/Dixmier packing can be extended to the bulk without introducing other factors, such as greater inhomogeneity from the packing restrictions on partly vertex-sharing icosahedra. The connective topology of the dense clusters is an important factor in the resultant packing, and its nature and implied restrictive effect on the inhomogeneous packing has not been examined. We also do not know how stable these kinds of packings are under the actual potential functions operative in the real system. The first steps have been made in looking for a variant of random packing to give an improved structural model, but considerable work requires to be done before we can be fully confident of having achieved a real improvement. Such considerations .suggest a different approach from building models from scratch, and one which will allow for the problems of connective topology mentioned above. Instead of using an algorithm reflecting the effects of a particular kind of interatomic interaction to build a completely new packing, it would be interesting to start from the homogeneous packing. We could ask the question : what would happen 'to the homogeneous packing if it were relaxed under a specific interatomic potential ? This way, we could follow more precisely the structural consequences of actual pair potentials, and also be sure our final structure corresponded to an energy minimum. We would also be sure that our packing was representative of the bulk, and thus avoid all the problems of connective topology we would meet in building a completely new model.
We might thus be able to examine in detail the possible nature of the glass transition. Would all interaction functions -even a van der Waals -give rise to such increases in inhomogeneity in the glass, as the thermal motions became less disrupting, or does it require very specific interactions such as the metalmetalloid attraction to result in the nucleation of such locally dense regions related to the icosahedron ? It seems to me that these questions could be answered fairly straight-forwardly by actually performing such relaxation experiments in the computer with different interaction potentials. In addition to suggesting how amorphous metals may differ structurally from metal alloys, the results might throw some general light on the structural nature of the glass transition, and the apparent reduction in configurational entropy as a liquid cools through it. Such an experiment has already been
2) The Bernal concept of random packing has been done by Bennett (private communication) on parts of instrumental in the development of structural models our large laboratory model ; the data is waiting in my for non-lattice molecular assemblies, but it is only the office to be examined in detail.
first step, and the idea needs to be refined before it can 6 . Summary. -I have tried in this review to bring out two main points. 1 ) Small differences in the PDF may reflect large changes in internal structure of a random packing ; in particular, local inhomogeneities are difficult to pinpoint. Thus, there is still need for more adequate ways of characterising random packings such that significant structural details are adequately brought out. The Voronoi polyhedral analysis seems satisfactory in pointing out some of these detailed differences between packings, but its basis is still questionable. It was, for example, unable to show significant differences between two computer packings of significantly different density.
Two recent projects in my laboratory may help develop additional methods of characterisation. The first (Gotoh and Finney, in press ) is a statistical geometrical prediction of the limits of stability of a random packing, and may provide a basis for describing local regions of a packing more meaningfully. The second (Finney and Hiley, in preparation) uses graph theory and crystal statistics methods to describe any arrangement of points in ways which can be immediately connected to configurational specific heat and susceptibility. It is still too early to say how useful these approaches will be, though we are hopeful.
be effectively applied to particular systems. For mixed systems in particular, the specific affinities of particular atom types described by potential functions may lead to inhomogeneous packings ; our knowledge of these random packing variants is limited, and needs developing further.
I see the best prospect for further progress in inhomogeneous random packing as model systems to lie in relaxing already available homogeneous packings under particular potential interactions, perhaps after rescaling the homogeneous packing to a slightly lower density. This way, we can avoid some of the topological problems involved in building new computer models using particular algorithms aimed at reproducing the effects of particular interatomic interactions, and also ensure our resultant packing is energetically and topologically valid. This may also provide a general approach to the glass transition, enabling us to follow structural modifications as we pass from the liquid region.
The Bernal model specifically excluded structurallysignificant attractive forces and insisted on homogeneity. Removing these constraints opens up a whole new field of random packing studies. But we still lack adequate means of describing resultant variants, and this may be the rate-limiting problem remaining. 
