Abstract-This paper proposes an approach for automatically measuring the linewidth-enhancement factor (LEF) of semiconductor lasers using optical feedback self-mixing interferometry (OFSMI), which works in weak optical feedback regime and where the external target is subject to simple harmonic vibration with unknown vibration frequency and magnitude. According to well-known Lang-Kobayashi theory the waveform of the modulated optical output power from the OFSMI system is influenced by multiple parameters, including the LEF, the optical feedback level factor, and the parameters related to the movement of external target. In order to estimate LEF, other parameters must also be considered and, hence, a multiple parameter estimation strategy is required. We propose a solution for this multiple parameter estimation problem based on the principle of data-to-theoretical model match. In particular, a strategy for minimizing a cost function in order to achieve the best fitting is proposed with which all the unknown parameters can be estimated. The performance of the proposed approach is tested using experimental data in comparison with other two approaches. It is seen that, over different experimental signals, the standard deviation for estimated LEF is less than 4.58% on average, which shows that results have excellent consistency. Moreover, the proposed approach also provides a solution for vibration measurement (that is, vibration frequency and magnitude) Index Terms-Fitting algorithm, linewidth-enhancement factor (LEF), optical feedback interferometry, self-mixing effect, semiconductor laser.
I. INTRODUCTION
T HE linewidth-enhancement factor (LEF) is a fundamental parameter of semiconductor lasers (SLs) that characterizes the characteristics of SLs, such as the linewidth, the chirp, the injection lock range and the dynamic performances. Since the LEF was proposed in the early 1980s [1] , [2] , extensive research work has been carried out to study this parameter [3] - [6] and various techniques have been developed to measure its value, such as the approach using amplified spontaneous emission (ASE) spectroscopy [7] , the method based on radio-frequency (RF) modulation [8] , the technique using injection locking [9] , [10] , and the measurements based on optical feedback or optical feedback self-mixing interferometric (OFSMI) phenomenon [11] - [13] . Among existing techniques, the approaches using OFSMI are characterized by an apparent ease of implementation and simplicity in system structure. The OFSMI effect refers to a phenomenon that occurs when a small fraction of the light emitted by a SL is backscattered or reflected by an external target and re-enters the laser active cavity. As the target forms an external cavity for the laser, when it moves along the light beam, a variance in the emitted laser power can be observed, which is referred to as an OFSMI signal. The OFSMI signals were found to contain information about the external target as well as the SL, and various sensing applications based on OFSMI effect have been proposed [14] - [16] .
The idea of determining the LEF based on the OFSMI signal comes from [17] , where it was suggested that the LEF can be estimated using an OFSMI system by comparing the observed laser intensity and the theoretical one.
However, [17] did not specify how to perform the comparison. More recently, Yu et al. [12] developed a theoretical relationship between the OFSMI fringes and the LEF by making use of the hysteresis in the OFSMI signal at the moderate feedback regime. The proposed approach [12] is attractive as it does not need RF or optical spectrum measurements. However, its usage and performance are limited by the restrictions as follows. First, the OFSMI waveforms must have zero-crossing points, which then require that optical feedback level (measured by parameter ) falls within a small range. For example, when LEF is between 3 and 5, must be within . The range is even narrower for smaller LEF, and accordingly, the optical feedback must be carefully adjusted. Consequently, application of the approach in [12] is limited as it is difficult for some lasers to achieve moderate optical feedback. Second, the external target must move away from and back to the laser facet at a constant speed, which is also difficult in practice. In [12] , the experimental setup uses an external target vibrating simple harmonically, which obviously does not exhibit a constant speed at any time instance. As a result, the approach has an inherent error in terms of measurement. In order to reduce the error, it is suggested in [12] that the two fringes used are chosen at the point in time when the external target moves across the equilibrium position, where it has the minimum acceleration and the movement trace is most linear.
For LEF measurement, we always want the OFSMI-based setup to be able to measure most (if not all) types of lasers. As the approach in [12] is not applicable for some situations, we should seek an alternative approach for achieving the measurement. Considering that weak optical feedback is easy to achieve with most types of lasers, it is useful to develop an approach that works for this particular situation. This issue was addressed in [13] with an approach based on a data fitting paradigm whereby the theoretical model incorporates an estimate of the LEF and that are optimized to yield the best match for the observed OFSMI data. The approach in [13] does not require that external target moves with a constant speed and, hence, it does not suffer from the inherent error due to the nonuniform movement speed of the external target. Besides, as segments of OFSMI signal data samples are employed, the resulting measurement by the approach in [13] is more robust and immunized to noise. Unfortunately, the approach proposed in [13] assumes that a movement trace of the external target is known a priori. This is a tough requirement as a complex mechanic system is usually needed for achieving a particular motion for the external target. Even if such a particular motion can be achieved and implemented, it is still difficult to measure LEF using the approach in [13] . The reason is that the OFSMI signal waveform is dependent on the movement trace of the point on the external target where the laser beam is reflected. Based on our experience, the point varies when there is a slight change in the system setup and, hence, it is almost impossible to add an extra setup to the OFSMI system in order to track the point and measure the vibration of the point in real-time.
In this paper we propose to achieve automatic, accurate and robust measurement of the LEF using an OFSMI system with weak feedback. In particular, the proposed approach is still based on the principle of best data-to-model fitting and hence it keeps the advantage of the approach proposed in [13] , but the exact movement trace of the external target is not required, which will significantly reduce the work and cost associated with system calibration and maintenance.
Estimation of LEF under the above conditions is in fact a multiple parameter estimation problem, as the parameters influencing the OFSMI signal waveform include not only the LEF and , but also those associated with the movement of the external target according to Lang-Kobayashi theory. We should not simply evaluate the LEF regardless of other parameters. However, multiple parameter estimation is a challenging task as the unknown parameters are coupled together in terms of their influence on the OFSMI signals. In this paper we will propose an optimized strategy to carry out the multiple parameter estimation.
This paper is organized as follows. The system setup and a basic theoretical model are presented in Section II, in which all parameters influencing the OFSMI signal are described. Section III presents the algorithms for performing vibration frequency determination, rough estimation of vibration amplitude, and automatic data segmentation. In Sections IV and V, the data-fitting principle with a cost function for multiple parameter estimation is proposed and an optimization strategy based on the analysis of the cost function is developed. Then in Section VI the performance of the proposed approach is tested using experimental data in comparison with existing approaches. Finally, Section VII concludes the paper.
II. SYSTEM SETUP AND THEORETICAL MODEL
In this paper we use an OFSMI experimental setup shown in Fig. 1 , which is similar to the one in [13] . The SL is biased with a dc current and a lens is used to focus the emitted light on the external target. The OFSMI signal is detected by a monitor photodiode (PD) packaged in the rear of the SL, and is amplified by a trans-impedance amplifier. The amplified signal is then acquired by personal computer via an A/D card. Considering the case that the target is on simple harmonic vibration, we have (1) where is the distance between the laser facet and the external target, is the distance when the target is at the equilibrium position of the vibration, is vibration amplitude, is the vibration frequency, is the sampling frequency of the A/D card, is discrete time index, and is the initial phase of the vibration at time , respectively. The OFSMI effect has been studied extensively [18] , [19] and a well known model describing the behavior has been developed [12] - [16] , which shows that with existence of external target forming an external cavity of length , the emitted laser power is given by (2) where is the intensity of the SL without external cavity. Equation (2) reveals that due to the external cavity, the emitted intensity deviates from by a factor of where is the modulation index. The influence of the OFSMI effect on the emitted intensity is measured by , called the interference function, given by (3) and is the laser phase when the external target exists, which can be determined by: (4) where is the laser phase without feedback under free running conditions, given by , and where is the emitted laser wavelength without feedback. Also in (4) and are the optical feedback level factor and the LEF, respectively. By combining (1)- (4) we have the following discrete model to describe the OFSMI considered above:
(5) (6) (7) (8) where and . Note that for the sake of simplicity we use , and
. Also due to the cosine function in (7), for any integer will yield the same . In other words, we are only able to identify up to where and is an unknown integer. Therefore, in this paper we assume . When a block of the OFSMI signal samples is acquired, we will firstly carry out pre-processing on the raw data, which removes and additive noise, and normalizes the amplitude. As the pre-processing will yield , we will treat as the OFSMI signal based on which parameter estimation techniques will be developed.
III. DETERMINATION OF THE VIBRATION PARAMETERS
Equations (5)- (8) show that there are multiple parameters that influence the OFSMI signals, including not only and , but also the parameters associated with the external target vibration. We must take into account all the parameters although our primary aim is to estimate the LEF. In this section, we try to evaluate the parameters that can be individually estimated, including the vibration frequency, the rough value of vibration amplitude. We will also present an algorithm for automatic segmentation of the OFSMI data.
A. Estimation of the Vibration Frequency
The vibration frequency can be directly estimated from the OFSMI signal waveform regardless of other parameter values. As the external target is in harmonic vibration, from (5)- (7) we can see that is also periodic and a fundamental period consists of data samples, where and where denotes the operation of taking the integer part of the number. Clearly the vibration frequency can be obtained by . Hence, we can determine the period using the auto-correlation function as follows: (9) where is number of data samples used for calculating the auto-correlation function.
is the time delay index which varies from to . As has fundamental period , should exhibit peaks at locations of integer multiples of and, hence, can be obtained by detecting the positions of the peaks in the auto-correlation function. As an example, Fig. 2 shows , the corresponding OFSMI signal, and its autocorrelation.
B. Segmentation of OFSMI Data-Determination of the Initial Phase
For realizing automatic measurement of LEF, segmentation of OFSMI data must be performed which divide the observed data stream into blocks. The data blocks are usually chosen in such a way that each block covers a whole cycle of vibration. As the period can be estimated by the technique described above, it is easy to choose data segments so that each segment contains samples or integer multiples of samples. In this situation, it is very important to know the instantaneous location of the external target when the first sample of the OFSMI data is taken for every data segment. Equivalently, the initial phase must be known when a segment of OFSMI signal samples is taken from the data stream.
There are two ways to solve the issue. One is to randomly chose a segment of OFSMI data from the observed data stream based on which we try to determine the value of . The other is to set up to a specific value and then to choose the start point of the data segment. By studying the symmetrical property of the harmonic vibration and the OFSMI waveform, we find the later is easier which can be implemented as follows.
Let us rewrite (5) as follows:
If we choose , will exhibit the following symmetrical property within a fundamental period:
As indicated by (6) and (7), there is a unique mapping relationship from to in the case of weak optical feedback where , and the mapping from to is also unique. Hence, should have the same symmetrical property, that is for (12) We can use (12) to locate the start point of the OFSMI data segment at which . In other words, by choosing an OFSMI data block so that (12) is met, we will have . This idea can be implemented as follows. When a stream of OFSMI data is obtained, we use a sliding window to pick up a segment of samples as follows:
for otherwise (13) where is the starting point for the sliding window. The idea is to vary index so that satisfies condition in (12) , that is, , for . For this purpose we define the following cost function:
By minimizing the above cost function with respect to the sliding window index , we will obtain the OFSMI data block that has the initial phase .
IV. DATA-FITTING PRINCIPLE FOR ESTIMATIONS OF , , , AND
Using the above approaches, we are now in a position to obtain the vibration frequency , the initial phase , as well as the rough value of . We also are able to obtain OFSMI data blocks of data samples with known initial vibration phase . As seen from (5)- (7) the remaining parameters still unknown are , , , and . Estimation of the above unknown parameters is challenging task as their influence to the OFSMI waveform is coupled together. Similar to the work in [13] , we want to employ data-to-theoretical model fitting techniques. The idea is to choose parameter values with which the theoretical model yields an OFSMI signal waveform that are as close as possible to the observed experimental data. A straight forward way for data fitting is to minimize a cost function as follows: (15) where is data length of used for estimating the parameters, and in this paper we choose as each data segment contains data samples. ( ) are the values based on computation using models in (5)- (7) incorporating the values of . It is expected that minimization of the above cost function in (15) with respect to will yield accurate estimation of these parameters.
The cost function plays a significant role for the performance of the parameter estimation. In order to yield unbiased estimates of the parameters, we hope that has a global minimum corresponding to true parameter values. We also wish that the global minimum could be reached with a suitable optimization algorithm. As there are four parameters that may be coupled together in terms of their influence on the cost function, we must also have suitable strategy for carrying out the minimization of the cost function. For this purpose we should study by looking at its surface shape with respect to in a multiple-dimensional space.
The surface shape of with respect to and has been studied in [13] under the condition that and are known. It was shown that has one global minimum respect to and when and , and the global minimum is located where and take the true values. However, for the situations considered in this paper, and are also unknown and so we should look at the characteristics of with respect to all the parameters . Computer simulations are performed to study the surface shape of with the following procedures. First, we set up a set of true parameter values and use (5) to (7) to generate , which is considered as the OFSMI signal observed. Then by varying the estimated parameters we use (5) to (7) 
A. Influence of and to the Cost Function
It is natural to see if the approach in [13] can be directly applied to the case when and are unknown. For this purpose we look at the impact of and on the cost function as follows.
• First, we consider the case when and take their true values, that are, rad and rad. As shown in [13] the surface shape of with respect to variance of and is unimodal, and that minimization of with respect to and will yield good estimation of the parameters and .
• Then we look at in the case when and deviate from their true values. We found that the surface is complex and does not exhibit a minimum at the location of the true vales of and . Therefore, the approach proposed in [13] can not be directly used when the true values of and are not available. As an example, Fig. 3 shows the cost function with respect to variance of and when (rad) and (rad).
B. Influence of and to the Cost Function
Now we consider the cost function with respect to and . We also consider two situations as follows.
• First, we examine the case that and take their true values, that is, and . Fig. 4 (a) shows the surface shape of the cost function with respect to the variance of and . We found that the surface is unimodal which exhibits a single minimum at the locations of the true values of and . This result implies that when accurate values of and are available, optimization of the cost function with respect to and will give unbiased estimation of the vibration amplitude.
• Next, let us consider the case where is calculated using approximate values for and . Based on our extensive simulations using many different values of an , we found that the surface is always unimodal within a large area around a global minimum corresponding to the true values of and . These results are very useful as they imply that even when true values of and are not available, by setting them to some approximate ones, optimization of the cost function with respect to and still yields unbiased estimation of them. Also for illustration purpose, Fig. 4(b) shows the surface shape of the cost function with respect to variance of and when and . Based on the above results, we are able to propose a strategy to search for the parameter values, consisting of the following steps.
Step 1) Setting and to some reasonable values (for example, if and , it is reasonable to choose and ), we minimize the cost function with respect to and . Based on the analysis above this will yield unbiased estimation of .
Step 2) Using the estimated and from
Step 1, we minimize the cost function again with respect to and in order to determine the values of both and . The two steps can be run repetitively until the estimated parameters reach stable solutions. An approach for performing the minimization will be detailed in the following sections.
V. MINIMIZATION OF THE COST FUNCTION USING GRADIENT-BASED ALGORITHM
Various optimization techniques can be used to achieve minimization of the cost function using the procedure described in Section IV. In this paper we still use the gradient-based algorithm. The idea is that, starting from a set of initial values chosen, the parameters are updated toward the direction in which exhibits fastest decrease. The iteration equations are shown in (16)- (19) at the bottom of the next page, where , , , which are the step sizes for updating the parameters, and the subscript refers to the iteration index.
. Equations (16)- (19) are the algorithms to update the parameters in order to yield the best data fitting. Note that compared to the gradients presented in [13] , the ones in (18) and (19) are more accurate. There was a minor mistake in [13] , where and were missed. In order to achieve best convergence performance, the following issues must be taken into account. First, the initial parameter values should be chosen within a reasonable range. As can be roughly estimated by the approach in Section III, we will use the result as the initial value. Also as , , and , we can choose , 0.6, and 5 as the initial values for , and , respectively. Second, the parameters should be updated in a proper order. As discussed in Section IV, we should update and first, and then update and . Finally, the step size , , and must be chosen with care. Generally speaking, bigger step size leads to faster convergence but unfortunately larger steady state errors. Hence, a judicious choice of the step sizes is required. The proposed approach can be summarized by the steps in Table I .
VI. ESTIMATING RESULTS
In order to test the proposed approach, we acquired streams of OFSMI data using the OFSMI system in Fig. 1 . In the system we used a GaAlAs multi-quantum well (MQW) laser diode (LD), HL7851G manufactured by HITACHI. The LD is biased with a dc current of 90 mA and works at single mode with a central wavelength of nm. The temperature is kept at using a temperature controller. We use a piezo-electric transducer (PZT) actuator with preset vibration frequency and magnitude. In the experiment we made the PZT vibrate simple harmonically with the nominal frequency of 195 Hz and the amplitude of 1.0 m. These experiment conditions are kept unchanged throughout the experiment.
OFSMI data are observed and recorded using the OFSMI system described above. By adjusting the system, we acquired OFSMI data block was divided into ten segments and the final estimation is obtained by averaging the results from all the ten segments.
For comparison purposes, we also applied the approach in [13] to each of data blocks. As the movement trace must be known when using the approach in [13] , we used the nominal frequency of 195 Hz and the amplitude of 1.0 m, respectively, and manually performed the data segmentation. In addition, we tested the same LD with the approach in [12] in order to further compare the performance.
The measurement results are summarized in Tables II and III,  respectively, where , and are the estimated parameter values, respectively. We calculated the relative standard deviation of the estimation results for each OFSMI signal block, given by , and , where , , and are the standard deviation of the estimated results from their averages. The standard deviations can evaluate the consistency of the measurement. As the analysis in Section IV shows that the proposed cost function exhibit global minimum corresponding to the true parameter values, it is expected that the estimation results are unbiased. In this case, smaller standard deviations imply higher estimation accuracy. Note that we did not display the estimated in Table II , as the external target was placed at different positions when acquiring the three signal blocks, and also can only be determined within plus a unknown integer multiples of . Table II shows the estimated results for the vibration frequency and amplitude, respectively, using the approaches in Sections II and III. The results show that these estimations are effective as they are close to the nominal values and the standard deviations are very small. Table III gives the results for the LEF obtained from the three approaches mentioned above. It is seen that the results are very close, which is reasonable as the LEF should be constant for the same LD. Also we noticed that the results by the proposed approach have lower relative standard deviation, implying more accurate as the estimations are unbiased. This may result from the use of more accurate gradients, and the real-time estimation of which is more accurate in contrast to [13] in which is determined in advance and considered as a constant, implying that the fluctuation in time is ignored. Besides, both the proposed approach and [13] have a smaller standard deviation than [12] , which indicates that the data fitting techniques for OFSMI with weak optical feedback are more robust as it does not suffer from the problems such as nonlinear feedback phase and measurement noise.
The above measurement results would be more convincing if they can be compared to the LEF value of the same LD given by the manufacture or by other measurement methods. Unfortunately, we were not able to do so as the LEF for the LD is not specified by the maker and we do not have the experiment setup required for other methods except for the method in [12] . However, comparisons among nine different techniques, including the one in [12] , have been conducted in [20] . It shows [20] that for the same laser, the approach in [12] yields LEF value that is consistent with other approaches. Therefore, given the consistency of the measurement results shown in Table III , we may be able to say that the proposed approach provides an effective and accurate way to measure the LEF.
VII. CONCLUSION
This paper presented an optimized strategy to achieve estimation of all the parameters in an OFSMI system with an external target on simple harmonic vibration. Theoretical and simulation analysis shows that the estimations are unbiased. Test with experimental data shows that the proposed approach is able to achieve the measurement of LEF with the standard deviation of less than 4.58% on average. Compared to existing approaches in this area, such as [12] and [13] , the proposed approach has the following advantageous contributions. First, the proposed approach does not to need to know the exact movement trace of the external target, which is obviously more useful in practice than the technique proposed in [13] where the exact movement trace must be known a priori. Second, the proposed approach does not require a constant speed of external target and, hence, it does not suffer from the inherent error associated with the approach in [12] . In addition, the proposed approach is based on the principle of data-to-model fitting and signal processing and so it keeps the advantages of the approach in [13] in terms of increased robustness and noise immunization as compared to [12] . Moreover, the approach can be implemented in an automatic manner in that when a stream of OFSMI data is acquired, the data stream can be automatically divided into segments, based on which parameter estimation can be implemented. Finally, the approach also provides a way to measure parameters associated with external target vibration, including frequency and magnitude, which have many other potential applications.
