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Collaborative design among multiple users has become more important with intense 
competition between companies. Augmented Reality (AR) technology in which 
virtual objects are rendered in the real world is an efficient tool to facilitate 
collaborative design among multiple users. In this research, an AR-based 
collaborative design system has been developed to support product representation 
and development among multiple users with an intuitive AR interface.  
 
This thesis reports a research on the development of a novel system for collaborative 
product design. A server/client framework has been developed for communication 
among distributed or co-located users during a collaborative design process. With 
this framework, multiple users from both upstream and downstream processes of a 
product life cycle can participate in the design process to minimize redesign and 
improve design efficiency. To support collaborative product design and visualization 
in an AR-based environment, a tri-layer scheme product representation has been 
designed. The constraint-based model in this scheme is employed to ensure that the 
product models are kept updated and consistent in the different views through 
presetting certain domain constraints based on the users’ requirements. With this 
product representation, the topological and geometrical information of the virtual 
objects can be extracted and rendered in the AR-based environment, in order that the 
users can interact with the virtual feature entities easily using the AR-based 
 xv 
interaction techniques. To support detailed design in an AR environment, a grid-
setting and snapping method has been developed and implemented for the users to 
position the feature entities in 3D space. With the virtual panels designed in this 
system, accurate coordinates can be input to ensure the accuracy requirements of the 
detailed design. Using the proposed collaborative mechanisms and the information 
communication schemes designed in the system, the product model and product 
information can be maintained consistently in the different views of the users. 
 
View management of augmented information in the views of the users is addressed 
in this research. An enhanced cluster-based greedy algorithm has been developed to 
avoid overlapping between the annotations. With this algorithm, overlapping 
between annotations can be minimized so that adjustments of the annotations can be 
largely reduced. This algorithm also prevents the virtual models from being 
occluded by the annotations.  
 
Product information visualization is supported in this system. With head-mounted 
displays (HMDs), the users can visualize the product information, such as the design 
history document, which can be displayed in a tabulated format, and the feature 
information rendered as annotations. According to the users’ requirements, specific 
information relevant to the context of the users can be visualized in their personal 
views without interfering with other users and without information overload.  
 
 xvi 
With the developed system, multiple users can carry out product design 
collaboratively with information exchanges via the Internet. In addition, 
modifications can be displayed dynamically for the users to evaluate the design 
effects in near real-time. A novel interface, which is more intuitive and user-friendly 




Chapter  1. Introduction 
 
Global competition makes it more compelling for companies to reduce time to 
market and deliver their products in the shortest possible time. Shorter development 
time has direct competitive advantages for companies to react to the changing 
market quickly and efficiently. Collaborative design is one such enabling platform 
for its realization. 
 
In collaborative design, multiple experts from downstream product processes, such 
as machining, assembly and inspection, can participate in the initial product design 
process. Since knowledge of the downstream processes of the product development 
cycle is being considered in the initial design process, design iterations can be 
reduced greatly. Therefore, product development time and cost would be reduced 
considerably.  
 
Conventional CAD systems cannot meet the requirements of collaborative design 
effectively, such as information transfer and data sharing. Therefore, new 
technologies are required to facilitate collaborative design. In the last four decades, 
much research has been focused on collaborative design, particularly with the recent 
emergence of advanced Information Technology (IT). However, most of these 
research works reported are CAD embedded systems; many of these systems are 
desktop-based, requiring keyboards and mouse to interact with the product model 
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during design creation and communicate with other collaborating members. 
Therefore, the users are desktop-bound and cannot move about freely while working 
on a design; sometimes it is not possible for the users to interact with real objects 
that could be part of the discussion or of the final product. Furthermore, the users 
can only design the solid models in a 2D space in conventional collaborative 
systems even though a human’s perception of a product is in the 3D space.  
 
These limitations can be overcome using the Augmented Reality (AR) technology. 
AR is a recently developed technology evolved from the Virtual Reality (VR) 
technology, in which virtual objects are superimposed onto the real objects to 
augment the users’ perception of both the virtual and real objects. In an AR-based 
collaborative design system, users wearing Head-Mounted Displays (HMDs) can 
walk round their design space during a discussion and communicate with their peers 
using gestures and/or via eye contact. Wearing the HMDs, users can observe 3D 
product models from different perspectives through changing their viewpoints. Real 
objects, such as a stylus and a blackboard, can be used as communication tools to 
make the users feel more comfortable. In addition, real products or prototypes can 
be used to facilitate the discussion through providing a visual reference and haptic 
feeling to the collaborating users. Figure 1.1 shows two users in the same room 
interacting with a virtual model in the physical world, using a pen and a tracked 
virtual stylus as interaction and communication tools. 
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In the rest of this chapter, a brief introduction on product representation and 
development in a multi-user design environment is first presented. Next, the 
research motivations and objectives are discussed. Finally, the research scopes and 
contributions are presented. 
 
 
Figure 1.1: The Working Scenario of the Co-located Users 
 
1.1 Multiple-view Product Representation 
Drawings used to be a common method for product representation. With the 
development of computer technologies, CAD systems have been developed to 
facilitate the design of products and to expedite product drawings. In current 
collaborative design systems, a product is usually represented as a 2D drawing or a 
3D solid model. The functional information of the features and the historical 
information of the design process can be stored as part of the product representation 
to facilitate the user’s perception of the product and future design changes.  
 
Tracked stylus 





The product representation issues to be considered in a multi-user environment are 
namely avoiding information overload, providing an intuitive interaction interface, 
ease in accessing and visualizing product information, providing personal views to 
the users, and maintaining information consistency between views. These five main 
issues are elaborated as follows: 
• To avoid information overload, the basic idea is to display only the information 
that is relevant to the user as well as the information that this user is interested in. 
The information can mainly be classified into two types, i.e., geometric 
information represented by the 3D models and other information in the forms of 
text or other forms of media. The information is filtered based on the distance of 
the object of interest to the user, the tasks and context of the user and the 
requirements of the user [Hollerer et al. 2001, Julier et al. 2002, Han et al. 2003].  
• Providing an intuitive interaction interface is very important for a user to 
visualize and respond to the information.  
• Ease in accessing and visualizing information would involve issues such as 
making important information more readable and can be easily understood by 
the users.  
• Providing personal views to the users as different users have different contexts, 
and thus may visualize the product models differently; in addition they may not 
wish to be disturbed by the views of other users.   
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• While providing personal views to the users, the displayed information, such as 
the geometry and tolerance of the product models and the design history, should 
be consistent and updated in near real-time.  
 
In this thesis, product information including the 3D geometric model, history 
documents of the design processes and information of the part’s features are 
provided. In the system implemented in this thesis, the five issues are dealt with 
using the following approaches: 
• When displaying the product history document information, four different 
retrieval methods are provided to retrieve the information in the database based 
on the user’s tasks and requirements.  
• Using the AR technology, the users can interact with the 3D product models in 
the 3D space. Some techniques have been developed for intuitive interactions.  
• Wearing a HMD, a user can visualize 3D product models from different 
perspectives. Rotation and transformation of the models can be achieved easily 
through manipulating the markers. In addition, the textual information displayed 
in the scene is always screen-aligned so that it can be read easily. In this system, 
an efficient algorithm has been developed to avoid overlapping of the annotated 
information and prevent occlusion of the virtual models. 
• The information provided by the system is deposited in the local databases of the 
users. A personal view is provided to every user in the system via a HMD. A 
user can choose to visualize the information in his view without causing 
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disturbance to the other users when he is editing the part or viewing information 
of interest to him. 
• Using the server/client structure and the information updating and 
communication mechanisms, the consistency of the information deposited in the 
local databases related to the product models and design processes is ensured. 
Therefore, different users can view consistent information.  
 
1.2 Multiple-view Product Development 
Product development is a process of product design and creation in which the 
requirements from all the downstream processes should be considered. In product 
development, detailed design, which is a phase where many parameters of the 
products are defined, is necessary to refine the preliminary design of the products. 
Therefore, precise geometric modeling is necessary in a design environment. 
Constructive solid geometry (CGS), feature-based modeling and parametric 
modeling are commonly used in solid modeling. In this research, parametric feature-
based modeling is implemented to provide an intuitive method to create product 
models. 
 
During product development, there are continuous modifications, often called 
“design changes” or “engineering changes”. In collaborative design systems, 
synchronizing locally modified models with those in the different views is necessary 
to ensure all the users obtain the same updated geometric information for discussion. 
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Therefore, information transfer through Internet is necessary for data exchanges 
between distributed users of the collaborative design systems. In collaborative 
design, a modification made in one view may cause the product model to become 
invalid in other views, i.e., the requirements in the other views may no longer be met. 
In some existing collaborative systems, rules are designed based on the requirements 
to guide modifications in the different views [Gupta et al. 1996]. However, in these 
systems, the interactions between the designers, experts and computer systems are 
few, and it is difficult to encode the experts’ experience into rules or formulae. The 
expert’s experience, which may be useful for product design and development, is 
usually not considered. In this research, certain generic requirements associated with 
specific roles are encoded as constraints in different views to ensure these 
requirements are met. An interface that allows users to provide feedback on the 
modifications and changes made has been implemented. Therefore, this system 
supports interactions between experts and computers.  
 
The application of the AR technology provides an intuitive interface for multiple 
view product representation and development. In this research, dynamic updating of 
the product model is realized in the different views of the multiple users to make 
them aware of the feature manipulations made by the editing user. Bi-directional 
communication between the AR-based environment and the CAD system ensures 
that any modifications made by one user are propagated to the views of other users 
so as to maintain and ensure design data consistency. 
 8 
 
1.3 Research Motivations and Objectives 
From the discussion in the preceding sections, the following observations can be 
made: 
1. AR technology can facilitate and provide a better and more intuitive interface for 
product representation and information visualization. 
2. Conventional CAD systems cannot meet the requirements in collaborative 
design and engineering, such as the viewing of 3D data, real-time sharing of 
design modifications [CIMdata 2007], real-time communication of feedback and 
information between the designers [McMahon and Browne 1998], and the 
awareness of the manipulations of the models by the remote designers [Sakong 
and Nam, 2006]. 
3. In conventional CAD systems, the user can only interact with the 2D and 3D 
models that are displayed on a monitor. 
4. Efficient mechanisms are necessary to avoid overlapping of the annotations and 
the product model, as well as to associate different priorities with different 
annotations. 
 
In this research, an AR-based collaborative design system has been developed to 
facilitate product information visualization and support product collaborative design 
in a multi-user environment. 
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The objectives of this research are to: 
• Develop an AR-assisted collaborative design system to support co-located and 
geographically dispersed designers and engineers in the product development 
process. 
• Develop new AR-based human-computer interfaces for product and information 
visualization in collaborative design.   
• Develop an efficient methodology for the spatial layout of the annotations in an 
AR-based environment during product design. 
• Develop an information filtering methodology to filter and display product 
design information according to the context and perspectives of the different 
users.  
• Develop a mechanism to support bi-directional information flow between the 
AR-based environment and a CAD system in order to propagate modifications 
between the virtual model and the CAD model. 
 
1.4 Research Scope 
This research focuses on supporting product design among multiple users in a 
collaborative design environment. Currently, the information extracted from the 
solid model, such as the feature parameters, feature names, etc., and the information 
that can be recorded during a collaborative design session, such as the design 
modifications and design history, are deposited in the database. In addition, the 
constraints between the features that are defined by the users and the project 
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manager and the annotations linked to 3D feature points created by the designers are 
also recorded in the database. 
 
Secure transmission and data protection are important issues in any collaborative 
modeling environment. Although they have not been considered within the scope of 
this research, they are important issues which would need to be addressed in future. 
In addition, although there are many other technical issues in the AR field, they are 
not the main focus here. In this research, AR is employed as a tool to provide a new 
human-computer interface to facilitate collaborative product design. 
 
1.5 Organization of the Thesis 
This thesis is organized as follows. Chapter 2 contains an introduction to the 
literature related to this research, and the concepts and technologies that form the 
core of this thesis. A detailed review on collaborative design systems in design and 
manufacturing is presented. A review of the AR technology and some of its 
successful applications are made, followed by a discussion of the benefits of the 
application of AR to facilitate collaborative design. This is followed by a detailed 
literature review of AR-based collaborative systems and solid modeling, and 
highlighting the current research and solutions to some existing problems. Finally, 
existing approaches in view management are reviewed.  
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Chapter 3 describes the overall architecture of the system that has been studied and 
developed in this research. The tri-layer scheme used in this system for the 
representation of the product model is described. In addition, the tracking methods 
and interaction techniques used in this system are presented.  
 
Chapter 4 introduces the enhanced cluster-based greedy method that has been 
formulated and implemented for the spatial layout arrangement of the annotations in 
the field-of-view of the users during a collaborative design session. Benchmarking 
has been carried out to compare this method with the two other existing strategies, 
namely, the greedy algorithm and the cluster-based algorithm, and the results are 
presented and discussed in this chapter. 
 
Chapter 5 presents the methods that have been implemented for product information 
visualization in the AR-based collaborative design system. Firstly, methods for the 
recording and retrieval of the design history are described. Next, the issues involved 
in the rendering and creation of feature annotations, which are used for displaying 
feature information, are discussed and the application of an enhanced cluster-based 
greedy algorithm for annotation display is presented.  
 
Chapter 6 provides the methodologies supporting product creation and modification 
in the AR-based collaborative design system. Firstly, the collaboration mechanisms 
for product design are presented and the user interaction interface for each client is 
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introduced. Next, the grid-and-snap modes developed to facilitate features 
positioning and modeling are described. The procedures to achieve near real-time 
update and display of the effects of the modeling steps and changes are discussed. 
The methods for feature-based product design in the AR-based collaborative 
environment are elaborated. This is followed by a discussion of the application of 
the constraint-based model in the tri-layer scheme. Finally, two case studies are 
presented to illustrate the methodologies introduced in this chapter. 
 
Chapter 7 summarizes the thesis by presenting the key contributions of the research 
and providing some recommendations for future work.  
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Chapter  2. Research Background 
 
In this chapter, collaborative systems in design and manufacturing, and the technical 
issues in AR and AR-based applications are reviewed. Based on these reviews, the 
benefits of applying AR for multiple-view product design and development are 
presented. In AR-based product design, research issues on view management and 
the avoidance of information overload are discussed. 
 
2.1 Collaborative Design and Manufacturing Systems 
Collaborative design and manufacturing is a “human-centric” technical activity [Lu 
et al. 2007], where at least two designers interact with each other during the design 
and manufacturing process. Collaborative design and manufacturing systems can be 
either distributed or co-located multi-user systems, in which the users share 
information and design the same parts and products. The information and data in 
collaborative systems have to be kept consistent while maintaining the concurrency 
and synchronization. Concurrency involves the management of different processes 
for accessing and manipulating the same data simultaneously. Synchronization 
involves propagating the evolving data among the users of the system in order to 
maintain their consistency. 
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2.1.1 Collaborative Design Systems 
Recently, there have been active research and developments of software tools and 
methodologies to support distributed and collaborative design. These collaborative 
design systems can be generally classified into two categories: 
1. Visualization of product information, and  
2. Simultaneous co-modeling of 3D CAD models to implement co-design. 
 
In the first category, product information includes geometrical information 
represented as 3D models, feature information, which includes feature names and 
feature parameters, and the design information, such as the analysis and evaluation 
of the manufacturing processes, and simulation and analysis of the parts and 
assemblies. The research that has been reported in the first category is primarily to 
support the visualization, annotation and inspection of the products being designed. 
These systems can be applied to support user evaluation and inspection of the 
products, customer surveys of new products, introduction of new products and 
simulation of product assembly or disassembly. A few commercial tools in this 
category have been developed. SolidWorks eDrawingsTM [SolidWorks] is a 
commercial software compatible with SolidWorks, and it is a typical tool for 
viewing simplified CAD files and sharing of design analysis results between 
collaborators. It is the first email-enabled communication tool. Distributed Virtual 
Environment (DVE) [Lui et al. 1999, Lui 2001] is a system supporting collaboration 
between distributed users in a virtual environment (VE). A shared information space 
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that contains product data in the STEP format resides on the server side to provide a 
user-configurable VE and support different engineering perspectives. Constraint-
based 3D manipulation is employed for realistic manipulation of the assembly 
models. In the systems in this category, product creation and modification are not 
supported. Therefore, the systems in this category can only serve as supporting tools 
for information visualization.  
 
During a product development process involving multiple designers, these designers 
may wish to modify a product design or create new product models. Thus, systems 
that are capable of supporting co-modeling would be more useful. Several 
commercial systems, such as OneSpaceTM [OneSpace], CollabCADTM [CollabCAD] 
and AlibreDesignTM [AlibreDesign], have been developed to support collaborative 
modeling. Most of the existing research reported on collaborative systems support 
simultaneous co-creation and co-modification operations. These systems can be 
classified into the second category, in which co-modeling functions are supported. 
In these systems, a detailed and consistent design model can be shared between 
distributed users. The modifications that have been made to the product models can 
be propagated to the distributed views of the users. The architecture of these systems 
can be generally classified into two models, i.e., client-server and peer-to-peer (P2P). 
Although there is an increasing trend of a higher usage of P2P architecture in 
collaborative design systems, existing collaborative design systems primarily adopt 
the client-server architecture [Fan et al. 2008]. In client-server systems, it is 
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important to balance the complexity of the client applications and the network load. 
The complexity of the client application is mainly determined by the modeling and 
interaction facilities implemented at the client side, while the network load is mainly 
determined by the types and sizes of the model data that are being transferred 
between the clients and the server.  
 
2.1.2 Client-server based Collaborative Systems 
There are mainly two distributed modeling mechanisms, namely (a) heavy clients, 
and (b) light clients, in the client-server based design systems that have been 
reported [Fan et al. 2008].  
 
For systems that use the first mechanism, there are CAD systems or modeling 
kernels in the workspaces of the clients, and the clients would provide all the 
interaction facilities. The main function of the server is for information exchange, 
such as CAD files or commands between the clients. Through this mechanism, 
platform independent CAD systems can be conveniently implemented. However, 
there are high computing requirements for the platforms of the clients. In addition, 
there are more complex installation and maintenance procedures for the client 
platforms due to the embedded CAD systems. In a collaborative environment where 
the clients can concurrently modify the local model data, synchronizing the model 
data between different clients is a crucial issue. The related works include 
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CollabCAD [Mishra et al. 1997], TOBACO [Dietrich et al. 1997], CoIIIDE [Nam 
and Wright 1998], Syco3D [Nam and Wright 2001], etc.  
 
Qiang et al. [2001] have developed an Internet-based collaborative design system. In 
this system, macro files instead of CAD part files are used for transmission to reduce 
the information transmission time. However, due to the use of the macro files, the 
clients have to use the same CAD software. This system is less practical in a multi-
platform environment. The ARCADE system [Stork and Jasnoch 1997] is designed 
to support real-time collaborative design between geographically distributed users. 
Each collaborator uses a separate instance of the ARCADE modeling system, and all 
the ARCADE instances are connected to a session manager via the Internet. The 
entire suite of modeling functions are designed and implemented in each distributed 
instance. Every modification made to a product model is converted into a short text 
message, which is sent to all the other ARCADE instances through the session 
manager. In this way, the Internet load is kept low since the information exchanged 
is only text messages rather than large CAD files. A drawback of this approach is 
that the user application becomes rather complex and requires greater computing 
resources. Pahng et al. [1998] have proposed a system to rapidly construct designer 
specified mathematical models and facilitate collaborative design work. In their 
system, the design problem is modeled in terms of modules, each of which is a 
specific aspect of the problem. The modules interact with one another to allow 
information exchange. Chan et al. [1999] have proposed a system called 
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Collaborative Solid Modeling (CSM), which is a web-based collaborative modeling 
system. In its client-server architecture, the server contains a global model, while 
each client owns a local copy of this model. When a user has locally modified the 
model, the server will signal the other clients and force them to recreate the event in 
the clients’ local workspaces. Two locking methods are designed to maintain the 
concurrency of the model. The first method involves locking the model in which 
token passing is used and the model cannot be accessed by other users when a 
particular user is performing a modeling operation. The second method involves 
locking the functionality, in which some functions are prevented from use by 
particular users. These methods provide a very strict concurrency handling policy.  
 
For systems that use the second mechanism, the clients mainly support model 
visualization and manipulation, and provide intuitive interfaces for the users to 
create or modify a product. The modeling functions reside in the workspace of the 
server, which would send a copy of the product model to be displayed at the client 
side. Using this mechanism, the CAD models can be kept consistent throughout the 
co-modeling process since the model is created and maintained in the server. This 
approach requires a continuous information stream between the server and the 
clients, and is therefore very demanding in terms of network traffic, especially when 
the exchanged information is large. Sometimes, the response time would be very 
slow when there are many modeling actions, making it very ineffective for client’s 
participation in remote modeling sessions. Reducing the size of the exchanged 
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information and shortening the response time would be crucial for this approach. 
The representative systems include NetDraw [Qian and Gross 1999], WebSPIFF 
[van den Berg et al. 2000], AlibreDesignTM
 
 [AlibreDesign], etc. 
NetFEATURE [Lee et al. 1999] is a web-based collaborative feature modeling 
system. A server provides the basic functions, such as the creation and deletion of 
features on a central product model. A local model, which is a boundary 
representation of the product derived from the central product model, is available to 
the clients for real-time display, navigation and interaction. For more advanced 
operations, such as the deletion of features, the server must be accessed. Since the 
local model is updated incrementally, a complex naming scheme is required to 
maintain the naming consistency of the feature entities between the server and the 
client.  
 
WebSPIFF [Bidarra and Bronsvoort 2000, van den Berg et al. 2000, Bidarra et al. 
2002] is a web-based collaborative modeling system that provides multiple views of 
a product, offers feature validity maintenance functionality and introduces 
sophisticated visualization techniques to display specific feature information. The 
server offers all the functionality of the original feature modeling system and the 
clients provide the interaction modeling functionality, from the display of the feature 
model image to facilities for interactive specification of the modeling operations. 
The product model is displayed in the so-called camera windows at the client side 
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using a model image in the GIF format. A camera window is a separate window in 
the system interface at the client side that shows a graphical representation of the 
product model in the GIF format. Since only a 2D image is used for product 
representation at the client side, when a user wants to visualize the product model 
from a different perspective, a message has to be sent from the client to the server to 
require a new product image corresponding to the camera viewpoint. This process 
makes product visualization inefficient and non-feasible in real-time. 
 
Mervyn et al. [2003] developed a thin client-based interactive fixture design system 
that is platform independent. Polygonized models are used in this system, and a 
modeling kernel is employed on the server to decouple the system from standalone 
CAD systems and yet provides the functionality of CAD systems. XML files are 
implemented to transfer the information between the various manufacturing systems 
via Internet to achieve a seamless product design and manufacturing environment.  
 
Li et al. [2002a, 2002b, 2004] developed a client/server framework to support 
feature-based collaborative design in which distributed collaborators can design the 
same product. In this system, a modeling kernel, i.e., Open CASCADE4.0 is 
embedded in the server to provide the modeling functions. A face-based 
representation of the model is used at the client side for visualization. Based on 
feature-to-feature relationships, a distributed feature manipulation mechanism is 
proposed in which only the varied information of the model will be transferred 
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between the clients and the server. A ‘call-back’ mechanism is employed to 
integrate downstream manufacturing analysis modules.  
 
2.1.3 Other Collaborative Systems 
Besides the studies that employed these two modeling mechanisms, i.e., heavy 
clients and light clients, there are other systems that support collaborative design. 
Begole et al. [1997] developed a system focusing on providing collaboration 
transparency. In this system, using JAVA, the applications and services of one user 
can be remotely shared with other users. In the work by Christoph and Robert 
[1998], a master model is deposited in the central server, while the modeling 
functionalities reside on a CAD system, which is one of the clients in the system 
architecture. In this way, any commercial CAD software can be employed. However, 
more computing time is required for information transfer and a longer delay of 
model updating for the editing clients. 
 
Recently, a few collaborative design systems based on the P2P architecture have 
been developed [Li et al. 2007, Wang et al. 2008, Fan et al. 2008]. Fan et al. [2008] 
presented a distributed collaborative design system based on a hybrid of the grid and 
P2P technologies. Grid technology is primarily aimed at constructing large scale and 
dynamic collaboration environments with high-performance resource sharing and 
coordinating. In their system, a local job scheduler with a meta-scheduler is 
designed to access computational resources and optimize the utilization of the 
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resources. In this research, it is claimed that P2P systems are extendable without 
damaging the performance of data sharing and tolerance to the breaking down of 
one peer. In addition, in the P2P systems, heterogeneous nodes are integrated to take 
advantage of various resources. 
 
There are also some collaborative systems for design and manufacturing based on 
agents [Madhusudan 2005, Xue et al. 2008, Zhou et al. 2008]. Generally, an agent is 
a software program that performs a certain task, interacts and collaborates with other 
agents to complete the development of product parts simultaneously. In these 
systems, agents are used to support cooperation among designers, facilitate 
communication and collaboration between traditional tools and enable information 
sharing between agents. Mahesh et al. [2007] developed a web-based multi-agent 
system for different production stages during the collaborative product development. 
In this system, several different functional agents, namely, a manufacturability 
evaluation agent, manufacturing resource agent, process-planning agent, 
manufacturing scheduling agent, shop-floor agent, fault diagnosis agent, etc., are 
developed. A manufacturing managing agent acts as the system center to coordinate 
the activities of the participating agents and resolve the conflicts among the agents. 
In this system, all the agents perform the functions in an Internet-based environment. 
 
From these reported studies, it can be seen that the Internet Technology (IT) is 
crucial for the development of collaborative design systems. The client/server 
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structure is a commonly used architecture for collaborative systems. In the systems 
reported, a web-based environment and web-based graphical user interfaces are the 
most commonly used interfaces to provide a convenient access for the clients. 
However, the users are mostly computer-bound since designs are always displayed 
on the computer monitors. In addition, the product visualization and modeling space 
provided by the systems are 2D in nature, which would offer little realism feeling to 
the users and make the spatial relationships unclear. The interactions with the 3D 
solid models are usually based on 2D mouse and menu. In the 2D graphical user 
interfaces, the users have to decompose 3D design tasks into 2D or 1D modeling 
operations and environment [Gao et al. 2000, Blanding and Turkiyyah 2007]. 
 
2.1.4 Virtual Reality Based Collaborative Systems 
Through real-time computer generated 3D graphics, a synthetic environment can be 
rendered on a display device to give the users the impression that they are immersed 
in a virtual world. This technology is called Virtual Reality (VR). VR technology 
has been applied to support product design, and fixture design and assembly [Lin 
2008, Peng et al. 2009, Xia et al. 2006] owing to its capability of providing an 
intuitive interface to the users to guide their work. In a VE, the users can interact 
with the virtual objects intuitively using 3D [Liang and Green 1994, Stork and 
Maidhof 1997, Jayaram et al. 1999] or 2D input tools [Stuerzlinger et al. 2006], 
similar to the touching or manipulating operations in real life. Collaborative Virtual 
Reality (CVR) has been an active research topic to support various kinds of spatial 
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collaborations [Leigh et al. 1996]. In an immersive VE, the users can freely control 
the location and scale of their coordinates. However, VR systems require extensive 
modeling of the design environment, where the preparation and modeling of the 
environment is very time-consuming. In addition, the system set up is usually not 
flexible for different or unknown environments. Most of the fully immersive VR 
systems rely on projectors to cast stereoscopic images, such as the Cave Automatic 
Virtual Environment (CAVE), or expensive display systems, such as the AccessBot, 
[Leigh et al. 1999], making them rather complex and expensive to set up. In addition, 
the immersive environment would make the users feel uneasy without knowing what 
would happen in the real world. In a VE, even when the users are having a face-to-
face design discussion, it is difficult for them to visualize what the other users are 
doing.  
 
2.2 Augmented Reality Technology 
Instead of immersing the users in artificial reality as what VR does, AR augments 
the users’ views with additional information by superimposing computer-generated 
graphics and text over real objects/scenes, letting the users interact with both virtual 
and real objects simultaneously in real-time [Milgram and Kishino 1994, Azuma 
1997]. The concept of virtual continuum was introduced by Milgram and Kishino 




Figure 2.1: Virtual Continuum [Milgram and Kishino 1994] 
 
AR technology can facilitate a user’s perception of the real world and/or virtual 
objects. In a survey by Azuma [1997], AR-based systems are defined as those that 
possess the following three characteristics: 
• Combines real and virtual 
• Interactive in real-time 
• Registered in 3D 
 
From this definition, it can be seen that registration and tracking are important issues 
in AR-based systems. Interaction techniques are crucial to facilitate intuitive 
interaction between the systems and the users. Real-time overlaying of information 
is another important factor in AR-based systems.  
 
2.2.1 Technical Issues in AR 
Based on the definition of AR [Azuma 1997], several important technical issues will 










Mixed Reality (MR) 
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2.2.1.1 Display Devices 
A display device is required in an AR-based system to render a synthetic image, 
which combines the virtual and real entities, to the users as they move through the 
physical world. Most importantly, the users should be provided with updated 
information in real-time. The most commonly used display devices are monitors 
[Butz et al. 1999], hand-held displays [Butz et al. 1999, Wagner et al. 2006], Head 
Mounted Displays (HMD) [Broll et al. 2000, Billinghurst and Kato 2002] and 
projection screens [Regenbrecht et al. 2002, Sakong and Nam 2006]. The very first 
working AR-based system was based on a HMD designed by Sutherland [1968]. 
 
There are two main types of commercially available HMDs, namely, the optical see-
through HMDs and the video see-through HMD, as shown in Figure 2.2. See-
through HMDs allow the users to see the real world directly, while the optical or 
video technologies would be used to superimpose the virtual entities. These two 
technologies have advantages and disadvantages [Rolland et al. 1994, Azuma 1997], 
and the selection should be based on the requirements of the AR applications. Table 




   
(a)        (b) 
Figure 2.2: (a) Optical See-through HMD, (b) Video See-through HMD [Azuma 
1997] 
 
For applications in mechanical assembly, maintenance, repair and training 
applications, the optical see-through HMD is mostly used due to its advantages of 
low cost, safer and less eye offset. For applications that require prefect registration 
between the real and virtual entities, such as surgery, video see-though HMD is 
usually used. 
 
Table 2.1: Comparison of Optical and Video See-through HMDs (compiled from 
[Rolland et al. 1994, Azuma 1997]) 
Property Optical  Video 
Set up Simpler and cheaper. More expensive and complicated. 
Safety The user can see the world 
even when the power 
supply is switched off. 
The user is ‘blind’ when the power 
supply is switched off, which can be 
dangerous in some applications. 
Real world No delay, high resolution. Delayed to match the virtual 
information, resolution is dependent 






problem is difficult to 
solve. 
Virtual and real entities are in digital 
form and can be merged on a pixel-
by-pixel basis. Therefore, the 
superimposition is accurate. 
Eye offset User’s eyes can move with 
the position of the HMD to 
see the real world, and 
hence the errors are small. 
The offset between the cameras and 
the real eyes introduces 
displacements between what the user 




To ensure that the virtual information is rendered and overlaid correctly and 
precisely on the scene of the real world, accurate tracking algorithms and devices 
that track the position and orientation of the HMD or the user’s head are required. 
The tracking data is used to superimpose the virtual objects with the physical world 
as accurately as possible.  
 
Various tracking technologies are available, such as global positioning system 
(GPS), ultrasonic, magnetic and optical tracking, and acceleration sensors. To obtain 
the best quality tracking and minimize the tracking errors, hybrid tracking has been 
explored [Welch and Foxlin 2002, Jiang et al. 2004].  
 
Generally, optical tracking uses active or passive sources, such as the fiducial 
markers, infrared lights, etc., to produce either relative or absolute values of the 
position and orientation. Fiducial marker is one of the most commonly used optical 
tracking methods in AR-based systems. The ARToolKit library developed by Kato 
and Billinghurst [1999] has been used in tangible Mixed Reality (MR) applications. 
In ARToolKit, image recognition methods are used to detect the markers in the view 
of a camera. The markers are black squares with a white inner area that can contain 
a non-symmetrical pattern. By analyzing the edges to measure the perspective 
change, the rotation of the pattern and the distance from the camera, the ARToolKit 
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library can extract the position and orientation of the camera and render the virtual 
objects relative to the marker coordinate system in real-time. As shown in Figure 2.3, 




Figure 2.3: Virtual Object Rendered on a Marker 
 
This ARToolKit library is easy to use because only a single marker is required to 
perform the tracking. The limitations of ARToolKit are the low accuracy of marker-
based tracking and the marker cannot be occluded. Another disadvantage of 
ARToolKit is the jittering of the virtual objects during display due to the presence of 
noise in the data. During an ARToolKit application, ambient lighting should be good 
as the tracking process could be affected by poor illumination. 
 
Maximum error values for four different tracking distances are reported in a study 
by Malbezin et al. [2002], as shown in Table 2.2. A detailed analysis of the tracking 
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accuracy of marker-based methods has also been reported by Pentenrieder et al. 
[2006]. Multiple markers scheme has been introduced in ARToolKit to avoid the 
marker occlusion problem.  
 
Table 2.2: Maximum Error Values for Four Tracking Distances [Malbezin et al. 
2002] 
Distance (m) 1 m 1.5m 2m 2.5m 
Error (mm) 14mm 18mm 22mm 27mm 
 
2.2.1.3 Interaction Techniques 
This section discusses the evolution of AR-based interaction techniques. To interact 
with the 2D or 3D objects in an AR-based environment, various tangible and virtual 
interaction methods have been reported by researchers.  
 
In some systems, conventional interaction methods, such as keyboard and mouse are 
still in use. To offer more intuitive interfaces in an AR-based environment, some 
new input devices or schemes have been designed. Six degree-of-freedom (DOF) 
mouse and data gloves are often used as interaction tools in a 3D space in some AR-
based systems. A Personal Interaction Panel (PIP) has been developed by Szalavá 
and Gervautz [1997] to support object manipulations using two hands. PIP is 
composed of a lightweight, notebook-sized handheld panel and a pen. The panel and 
the pen are tracked using either standard magnetic trackers or optical tracking. The 
interface elements and the control gadgets, namely, the buttons, widgets or slides, 
are augmented or projected onto the panel as virtual objects, which the users can 
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interact with using a pen. With the use of the PIP, users can manipulate the virtual 
objects and modify the system configuration. The AR modeler developed by 
Kiyokawa et al. [1999b] uses a magnetic tracker, allowing users to create AR 
contents. To manage the privacy issues, Butz et al. [1998] have developed two 
methods called the vampire mirrors and the privacy lamps to naturally and 
intuitively manage the visualization and manipulation of the privacy of the objects. 
In MagicMeeting [Regenbrecht and Wagner 2002], a clipping plane technique is 
developed, which allows users to interact with a virtual product through clipping the 
model so as to view the internal structure of the product. In this system, a simulated 
light source was also designed to view the structure of the product.  
 
In an AR-based environment, which is a synthetic environment, real objects can be 
viewed and manipulated by the users and hence tangible interaction can be 
performed. Tangible interfaces are interfaces based on the interaction with physical 
objects, such as simple wooden blocks or a pen. The goal of Tangible User Interface 
(TUI) research is to turn real objects into input and output devices so as to control 
the virtual objects [Ohshima et al. 2003]. In the Virtual Round Table [Broll et al. 
2000], an interaction scheme for manipulating 3D virtual objects through interacting 
with real objects, such as cups, books, salt and pepper, has been developed to 
support intuitive and natural manipulations. Figure 2.4 shows the display units in 
this manipulation scheme. In Shared Space [Billinghurst et al. 2000], 3D virtual 
objects are rendered and attached to real playing cards. Users can manipulate these 
 32 
cards simultaneously. When the related virtual objects are put next to each other, a 
simple animation is shown. Kato et al. [2001] also showed that more complicated 
physical interaction techniques could be used to arrange virtual furniture in a 3D 
scene. Lee et al. [2004] developed an occlusion-based interaction method for 1D or 
2D interaction in a tangible AR-based environment. In this method, the markers are 
configured in a 1D linear form, and a menu bar or an AR slider is displayed onto the 
markers to create a tangible interface. Yuan et al. [2004] proposed and developed a 
tool called the Virtual Interaction Panel (VirIP) to be used in an AR-based 
environment. The tool consists of two parts, namely, a virtual panel augmented with 
virtual buttons and an interaction pen. Using the tracked interaction pen, the buttons 
and information on the virtual panel can be activated. The interface design is similar 
to the PIP [Szalavá and Gervautz 1997]. However, the Restricted Coulomb Energy 
(RCE) neural network is used in VirIP to track the color distribution on the pen in 
real-time. In addition, there are no cumbersome sensors and cables attached to the 
panel or interaction pen, and hence it will be easier to use when a user is walking 
around in a room.  
 
The tangible interaction methods can provide very natural and intuitive interfaces 
for 3D or 2D virtual objects manipulation. Tangible interfaces allow natural two-




Figure 2.4: Interaction Units as Tangible Interfaces [Broll et al. 2000] 
 
2.2.2 AR Applications   
This section introduces various AR applications that have been developed. AR-
based systems can be roughly classified into two categories, namely indoor AR-
based systems and outdoor AR-based systems.  
 
2.2.2.1 Indoor AR-based Systems 
A number of AR applications have been developed in areas such as maintenance 
[Feiner et al. 1993, Bian et al. 2006], medicine [State et al. 1996, Harders et al. 
2007], building construction [Broll et al. 2000, Wang 2007], assembly [Mizell 2001, 
Pang et al. 2006], scientific visualization [Schmalsteig et al. 1998, Silva et al. 2004], 
education [Zagoranski and Divjak 2003, Kaufmann and Schmalstieg 2003], product 
visualization [Holger and Wager 2002] and factory layout planning [Doil et al. 2003, 
Wang and Jen 2006]. These applications are used to provide additional information 
to the users to assist them in their tasks. By displaying the information in situ in the 
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real environment, the users can better understand the relationship between the 
information and the physical world.  
 
The KARMA system was developed by Feiner et al. [1993] for 3D maintenance 
tasks. Using automatic knowledge-based generation of output depending on a series 
of rules and constraints, the system can support the performance of simple tasks 
through augmenting virtual information onto the user’s view. Figure 2.5(a) shows an 
example of a printer assembly. In Studierstube [Schmalsteig et al. 1996, Schmalsteig 
et al. 1998], AR is used for scientific information visualization. Using AR, the 
simulation can be displayed in the 3D space. Multiple users can view the simulation 
from different perspectives, as shown in Figure 2.5(b). The use of AR to assist 
doctors in surgical operations has also been explored. Overlaying the 2D X-ray or 
ultrasound images onto the patients using the AR technology, the doctor can easily 
see the spatial relationships between the image and the human body. In the study by 
State et al. [1996], ultrasound images were overlaid on the body to assist breast 
biopsies, as shown in Figure 2.5(c). The wire bundle assembly project [Mizell 2001] 
by Boeing is the very first application of AR in the aerospace industry. In the 
construction of an aircraft, one task that is performed by the workers is the layout of 
wiring bundles on the looms for embedding into the aircraft that is under 
construction. The wiring looms are complicated and the workers have to constantly 
refer to paper diagrams to ensure the wires are placed correctly. Figure 2.5(d) shows 
an example of a wire bundle assembly using AR. The workers do not have to take 
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their eyes away from the task when the diagrams are augmented onto the wiring 
board using the AR technology. 
 
From these applications, it can be observed that most of the AR-based systems 
support information visualization through augmenting virtual objects onto the real 
world. However, only a few systems support product creation and modification in an 
AR-based environment using 2D or 3D interaction tools. In Construct3D [Kaufmann 
and Schmalstieg 2003], which is developed for mathematics and geometry education, 
constructions of primitives can be created and displayed in a 3D space, as shown in 
Figure 2.6. However, complex parts combining these primitives cannot be created as 
this system does not support modeling functions. 
 
  
      (a)                                                                (b) 
       
    (c)                                                            (d) 
Figure 2.5: AR Applications: (a) Maintenance [Feiner et al. 1993], (b) Scientific 
Visualization [Schmalsteig et al. 1998], (c) Medicine [State et al. 1996], and (d) 




Figure 2.6: Working in Construct3D [Kaufmann and Schmalstieg 2003] 
 
2.2.2.2 Outdoor AR-based Systems 
The main difference between outdoor AR-based systems and the indoor systems is 
that the environment in the outdoor AR-based systems cannot be controlled and 
prepared easily. In most outdoor systems, the users would move around in a large 
space and the environment cannot be covered completely with beacons or fiducial 
markers. Accuracy in tracking the position and orientation of the user’s head is an 
important research issue in outdoor AR-based systems. Hybrid tracking, namely 
combining hardware solutions (GPS, digital compasses, inertial sensors, tilt sensor, 
etc.) and vision-based solutions, is the most commonly used tracking scheme in 
these outdoor systems. Ribo et al. [2002] have developed a hybrid tracking system 
combining a vision-based tracker with an inertial tracker for outdoor AR-based 
applications to provide pose information in real-time. In this tracking system, the 
corners in the captured images, which are natural landmarks, can be detected easily 
under varying illumination conditions and used for vision-based tracking. The 
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hardware-based tracker is composed of inertial sensors, namely, accelerometers and 
gyroscopes. Using a modified Extended Kalman filter, the information detected 
using the two trackers is fused to provide the benefits of both technologies. Piekarski 
et al. [2003] have developed a system that relies on GPS and inertial sensors when 
outdoors. When the user walks around indoors where the GPS is not effective, the 
system will switch to the mode of using the hybrid tracking method of combining 
inertial sensors with fiducial markers. 
 
There has been some related work in tracking in outdoor AR-based systems using 
only vision-based methods. Behringer et al. [2002] developed a real-time visual 
tracking system that uses visual cues of buildings in an urban environment to 
estimate the motion of the camera and detect the absolute orientation/position of the 
camera. This vision-based tracking system is based on the “Visual Servoing” 
approach with the knowledge of a CAD model of the buildings. The “Visual 
Servoing” algorithm determines the optimal motion vector of the 2D image features 
in 3D (translation and rotation) by minimizing the error between the measured 
image features and the predicted features, which can be obtained from the 
perspective projection of the internal CAD model. Wendt et al. [2008] proposed a 
vision-based tracking system for marker-less outdoor AR-based systems based on 
Scale Invariant Feature Transform (SIFT) features. The SIFT features are detected 
from the images of the building and projected onto a digital model of the building to 
obtain the 3D coordinates of each feature point. The camera pose can be determined 
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from these 3D-2D point correspondences. With this algorithm, tracking can be 
recovered automatically when it is lost. However, this algorithm does not operate in 
real-time. 
 
Based on these tracking methods, outdoor AR-based systems targeting different 
applications, i.e., historical tourism [Gleue and Dähne 2001], game playing 
[Piekarski and Thomas 2002], simulation of construction operations [Behzadan and 
Kamat 2005], 3D modeling [Piekarski 2004], etc., have been developed. The 
ARCHEOGUIDE (Augmented Reality-based Cultural Heritage On-site GUIDE) 
[Gleue and Dähne 2001] is a mobile system for outdoor AR tours in cultural-
heritage sites and for accessing of cultural heritage information. This system 
includes a laptop, a HMD, a camera, an electronic compass and a GPS. Considering 
the ergonomic issues and user requirements, a simple user interface is created with 
bright colors. It is similar to the menus for operating television sets and game 
consoles. This system provides an opportunity to visualize the 3D reconstructed 
ruined sites. ARQuake [Piekarski and Thomas 2002] is a system for playing the 
Quake game in an outdoor AR environment, where the player can move freely. The 
pose of the user is estimated based on the fusion of tracking data from the inertial 
sensor tracker and the visual tracker. A gun is designed to provide haptic feedback 
when the user fires the gun or when he is ‘hit’ by a monster. UM-AR-GPSROVER 
[Behzadan and Kamat 2005] allows the users to view virtual models of a 
construction in an urban environment. This mobile system consists of a GPS, an 
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inertial sensor, a HMD, a camera and a laptop. Piekarski [2004] developed a system 
for 3D modeling in an outdoor AR environment. In this system, using the marker-
based interaction method, the users can create solid models in an outdoor AR 
environment. Figure 2.7 shows a view of a building created using this system. The 
CSG solid modeling technique is used in this work. CSG is commonly used in CAD 
systems, and it supports Boolean set operations, such as inversion, union, 
intersection, and subtraction. However, this process is computationally intensive. 
Although an algorithm based on the work described by Laidlaw et al. [1986] is used 
to perform the real-time CSG operations and this system can work near real-time for 
most objects (such as boxes), complex objects with hundreds of facets cannot be 
manipulated in real-time. Therefore, the objects that can be created in this system do 
not include spheres or cylinders. Only functions for creating street fittings and 
buildings are designed in the interface in this system. Therefore, the application of 
this system is mainly in on-site construction planning. 
 
 
Figure 2.7: AR View of Infinite Planes Buildings [Piekarski 2004] 
 40 
 
2.3 Multiple-view Product Representation and Development  
Multiple-view product representation and development can be decomposed into two 
areas, namely, product representation and product development. In this research, 
product representation involves providing information representation and 
visualization to the users. For product development, product modeling and 
modification in an AR-based environment will be the focus. In an AR-based system, 
annotations are usually used to display information or instructions to the users. 
When many annotations are rendered in a scene at the same time, the arrangement 
and the spatial layout of the annotations to avoid overlapping between the 
annotations is referred to as view management [Bell et al. 2001]. 
 
In this section, existing research in three fields, viz., collaborative AR-based systems, 
product modeling in AR/VR, and view management in AR are discussed. In the 
review on AR-based collaborative systems, information visualization provided by 
the systems will be the focus.  
 
2.3.1 AR-based Collaborative and Distributed Design Systems  
With virtual information augmented onto a real scene, AR can improve a user’s 
perception of the real world and facilitate the user-to-computer interactions. AR-
assisted single-user systems have been reported to facilitate design tasks [Pang et al. 
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2006, Ong et al. 2007]. In this section, several existing collaborative VR/AR 
systems will be discussed.  
 
In collaborative VR/AR systems, the 3D models that are displayed to each user in a 
collaborative design session have to be consistent. Some of the co-located systems 
[Regenbrecht et al. 2002, Regenbrecht and Wagner 2002, Kiyokawa et al. 1999a, 
Stuerzlinger et al. 2006] have been designed to share the same central database. In 
some collaborative systems [Rekimoto 1996, Schmalsteig et al. 1998], the virtual 
models displayed are kept consistent by propagating the modifications through 
Internet communication. 
 
AR-based collaborative design systems can be further divided into two classes, i.e., 
visualization-based design systems and co-design systems. Visualization-based 
design systems have been used to provide an AR-based environment to the designers, 
in which the designers can visualize, annotate and inspect the 3D products 
collaboratively. In co-design systems, the designers can create and modify 3D 
models collaboratively in a 3D space. 
 
2.3.1.1 Visualization-based AR Collaborative Design Systems 
Most of the existing AR-based collaborative systems are visualization-based design 
systems. In these systems, the virtual information and virtual product models are 
augmented and displayed to the designers to facilitate the decision-making process. 
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Besides the virtual product models, certain information of the virtual objects, such as 
shadows [Rekimoto 1996], predefined symbols [Kiyokawa et al. 1999a], meta-data 
[Broll et al. 2000], design information and annotations [Jung et al. 2002], are also 
augmented and displayed to facilitate the decision-making process in these 
collaborative systems. 
 
In the TransVision system [Rekimoto 1996], the shadows of the virtual objects act 
as effective visual hints and allow the designers to perceive their positions and sizes 
with ease. Some abstract information, such as the stresses and loading of a part, can 
also be augmented and taken into account in the Virtual Round Table [Broll et al. 
2000] system. In SeamlessDesign [Kiyokawa et al. 1999a], geometric constraints 
defined between the primitives of the virtual objects are displayed using predefined 
symbols to facilitate the users’ understanding of the design. It is found that although 
the shadows and predefined symbols can be used to render the abstract information, 
textual information is still the main format. 
 
Annotations are used in collaborative systems to provide product information as 
clear virtual labels linking to the virtual/real objects. In the Studierstube system 
[Schmalsteig et al. 1998], annotations are created using the Personal Interaction 
Panel, which is a physical representation of pen-and-panel with an augmented 
virtual interface. In MagicMeeting [Regenbrecht et al. 2002, Regenbrecht and 
Wagner 2002], the virtual objects in a scene can be annotated with different colors 
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using real annotating cards to facilitate discussion. The annotating color, the person 
attaching the annotations and the part itself will be recorded in a central database. 
However, annotation using colors would limit the annotating content to be 
predefined, as only certain information that is understood by all the users can be 
expressed in one color. In IMPROVE [Santos et al. 2007
 
], annotations were created 
using a tablet PC and pasted onto an object as notes. In this system, annotations are 
used as a command input. Jung et al. [2002] have developed an annotation system to 
allow collaborating designers to attach text annotations on the surfaces of a 3D 
model and draw on plane surfaces in a 3D environment. They aimed to 
communicate design decisions through annotations. However, the system works in 
an asynchronous discussion mode. 
The above-mentioned AR-based collaborative systems are co-location setups in 
which the users are in the same room. In face-to-face communications, gaze and 
gestures can focus the collaborators’ attention and facilitate the discussion. It is also 
quite easy for the users to know the activities of the other collaborators. In 
distributed systems [Ahlers et al. 1995, Billinghurst and Kato 2000, Sakong and 
Nam 2006
 
], various non-verbal channels developed using the AR technology have 
been explored to make the local user aware of the presence of the other users.  
In the system developed by the European Computer-Industry Research Center 
(ECRC) [Ahlers et al. 1995], distributed AR for collaborative design is supported 
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for furniture positioning in a room. This distributed application environment is based 
on the Facile distributed language. Facile is an experimental concurrent functional 
programming language developed at ECRC [Thomsen et al. 1993] that allows 
distributed application issues, such as concurrency and communication, to be 
addressed separately from the rest of the application. In this system, modifications 
made to the model representations in one view can be propagated to the other 
connected views. For a local user of the system, the selected furniture is rendered 
with a bounding box to provide feedback of the manipulation and the remote 
updates would cause the furniture to “self move”, which in essence, is moved by the 
remote user. At the end of a collaboration session, the furniture selection can be 
recorded and used to fill out an order form. In the system developed by Billinghurst 
and Kato [2000], AR is used to support remote collaboration, and provide gaze and 
non-verbal communication cues. In this system, the field-of-view of the remote user 
is augmented with the real workspace of the local user, and the augmentation 
appears as a live virtual video window attached to a real card. No further 
information besides the remote users’ appearance is displayed to the local user in 
this system. In the projector-based collaborative design system developed by Sakong 
and Nam [2006], synchronized turntables and virtual shadows were used to provide 
cues for the awareness of other users. The synchronized turntables allow the users to 
visualize the manipulations of the virtual objects by the other users. The virtual 
shadows can enhance the communication between the users by providing the 
locations and gestures of the other users. However, the shadows cannot locate the 
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vertical position and can only provide an approximate pointing direction. Therefore, 
it is not easy for the user to pick a specific feature of a complex model.  
 
2.3.1.2 Co-design AR-based Collaborative Design Systems 
In the visualization-based collaborative systems, the users cannot directly create or 
modify the 3D models in the AR-based environment. In addition, the user can only 
change the position, orientation and scale of the model, which will not modify the 
shape of the product model. Although AR-based systems supporting product 
creation and modification are more promising, there are few AR-based systems 
supporting co-design due to the limitations in the data exchange, interaction tools 
and tracking accuracy. The BUILD-IT system [Fjeld et al. 1998] is a projector-based 
model visualization and modification system supporting engineers in the design of 
assembly lines and building plans. It is based on the concept of “Natural User 
Interface”, which provides a natural interface and makes computing and 
visualization available to all the users without requiring any special computer 
literacy. A small brick is used as the interaction tool. In this system, some meta-data, 
such as cost, configuration and variants, and the virtual 3D objects, are provided to 
meet the engineers’ growing needs. Three 2D views of the product are also 
augmented onto the real work table to provide different perspectives of the product 
model for the co-located users to interact and modify the design dimensions. On the 
work table, a plan view of the planning situation is rendered, and a height view, 
which is a slice of the side view used for height adjustment, is also rendered. 
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Although these views can provide sufficient perspectives of the product information, 
they are displayed separately, which is not intuitive and efficient. In addition, the 
system setup with the projector is very complex and not portable. In Construct3D 
[Kaufmann and Schmalstieg 2003], which is developed for mathematics and 
geometry education, construction of primitives can be created and displayed in a 3D 
space. In this system, a tracked stylus is used to manipulate the product directly. 
Basic functions for the construction of primitives are provided. As this system is 
designed for geometry education, only simple geometric primitives and operations 
are supported. CoViD [Stuerzlinger et al. 2006] is collaborative design system using 
projectors. In this system, a collaborative infrastructure with an interactive table and 
several interactive displays is developed. In this infrastructure, pointing devices, 
which are computer-controlled laser styli, work as styli and remote pointing devices 
to interact with the product model. The SESAME (Sketch, Extrude, Sculpt, and 
Manipulate Easily) modeling module, which is based on a 2D interface, is used in 
this system for product creation and modification. This system is highly hardware-
dependent and not easy to set up. 
 
2.3.1.3 Discussions 
From the above-mentioned work, it can be concluded that the current AR 
technology is mainly used to provide an interactive environment in which multiple 
users can view a common virtual product model in a 3D space. Virtual information 
is augmented onto the real scene to facilitate the users’ tasks. Some studies have also 
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been explored to enhance the local user’s awareness of the remote user’s 
participation, which is a difficult research issue in a conventional collaborative 
design system. In future, AR-assisted collaborative research providing intuitive 
interfaces to support product visualization and development will continue to be a 
research focus. Allowing 3D interactions with the virtual models to facilitate the 
design process would be another research issue. More in-depth research is needed to 
explore better methods to make the local users aware of the existence of the other 
users and understand their activities better. 
 
Model creation and modification has to be supported in collaborative AR-based 
systems for design and manufacturing. Currently, there are few reported studies 
using solid modeling in an AR-based environment as AR is a relatively new 
technology. VR, on the other hand, is more mature and there are more reported 
studies in this area. VR and AR have a few common characteristics, e.g., some of 
the components in the environments are virtual models, solid models created using a 
commercial system cannot be rendered directly in the VR/AR environment, and 
geometrical information or topological information is lost in the virtual models 
rendered in the VR/AR environment. 
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2.3.2 Solid Modeling in AR/VR Environment 
VR technology has been increasingly used in the design and manufacturing fields. In 
a VR environment, the users can interact with a virtual product in a 3D space. 
Current research of VR in model manipulation can be classified into two categories. 
 
In the first category [Antonino and Zachmann 1998, Connacher et al. 1995], the 
users can only visualize and analyze the solid models, but cannot perform any 
modifications on them. In these systems, the models are first created using a CAD 
software. Next, the models are imported into the VR environment, where the users 
can visualize and analyze these models in a 3D space to enhance their apprehension. 
However, in these systems, the users cannot create or modify 3D models directly in 
the VR environment. Any changes made to a part or an assembly would need to be 
made in the conventional CAD systems and the users have to exit the VR 
environment to make these changes. The model creation and modification process is 
tedious and the users have to move back and forth between the VR and CAD 
systems. The systems in this category cannot be considered as true VR solid 
modeling.  
 
In the second category, the users can create, modify and manipulate 3D models in a 
3D space without leaving the VR environment. The systems in this category also 
allow the users to visualize and analyze the models. Hence, these systems are more 
useful and user-friendly. These systems can be considered as a “seamless” VR solid 
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modeling environment since a bi-directional flow of information is possible between 
the CAD and VR systems. The works of this category will be focused in this section 
of the thesis. 
 
3D input devices have been widely used in the modeling systems in this category, 
such as the 3DM [Butterworth et al. 1992] and JDCAD [Liang and Green 1994], to 
create and manipulate the virtual models. Stork and Maidhof [1997] presented an 
approach for precise and efficient solid modeling using a 3D input device. Precise 
modeling is realized with the help of grid-and-snap functions. A topological-
context-based modification approach is used to support interactions in a 3D space to 
facilitate intuitive part modification. Since the interactions are based on pre-defined 
rules, the system cannot be used extensively. The Virtual DesignWorks system [Liu 
et al. 2004] adopts a COM-based haptic model to allow the designers to directly 
modify the B-Rep CAD model using haptic devices, such as the PHANToMTM. Two 
independent models, i.e., a CAD geometry model and a haptic geometry model, are 
used to represent the product, allowing haptic interaction and real-time update of the 
CAD model. Leu et al. [2005] have developed a virtual sculpting system with a 
PHANToMTM which has six DOFs. In this system, a solid modeling engine with a 
swept-volume computation module and a Boolean operation module is used to 
obtain the design part. The tool swept volume and the workpiece are represented 
using dexels for Boolean operations. At the end of a design session, the dexel 
models will be converted into triangular mesh models using the surface 
 50 
reconstruction module. The input device used in this system can provide haptic 
feedback to the designers. In the ECAD system [Blanding and Turkiyyah 2007], 
input devices with six DOFs, such as PHANToMTM
 
, are used to interact with the 3D 
models, provide haptic feedback to simulate the modeling process, and provide 3D 
visualization in the screen-based VR environment. 
Constraint-based manipulation approach has also been used in several design 
systems to improve the modeling accuracy and position the feature entities. Fa et al. 
[1993] proposed a constraint-based manipulation approach to improve the 
manipulation accuracy. In their system, an automatic constraint recognition function 
is used to avoid using complex menus during 3D manipulation. The shortcoming of 
this system is the need to recognize all the possible constraints between the 
geometric elements, and as a result, the process is tedious and the computation is 
expensive. Gao et al. [2000] introduced a constraint-based approach for the users to 
create, manipulate and visualize a precise solid model using direct 3D manipulations 
and voice commands, with a 3D input device and a 3D menu. As extensive 
computation is required for constraints recognition and resolution, virtual part 
rendering may not be in real-time. A series of studies on a hierarchically structured 
and constraint-based data model for intuitive and precise solid modeling in a VR 
environment were reported [Ma et al. 2004, Zhong et al. 2002a, Zhong et al. 2002b, 
Zhong and Ma 2003]. In their system, constraints are defined between feature 
elements, which make the model representation very complex and not easy to be 
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used practically. In addition, this system does not provide any scheme for part 
modification, which is also an important aspect of product design.  
 
One common disadvantage of the above-mentioned studies is that the users are 
immersed in a VE and cannot see the real world around them. Therefore, there is a 
lack of interaction with the real world and the other users. Usually much time has to 
be spent to model the VE in most of the reported VR systems. In the above-
mentioned VR-based CAD systems, it is observed that the VE is usually simplified 
as a simple black or gray background, which would reduce the users’ realism feeling 
of the 3D space. Without input devices of more than two DOFs, these systems 
would regress to the usual mouse-monitor-based systems [Blanding and Turkiyyah 
2007]. A modeling system for outdoor AR environment has been developed by 
Piekarski [2004] in which the designer can visualize the physical world while 
interacting with the 3D virtual model. In this system, using marker-based interaction 
methods, the users can create solid models in an outdoor AR environment. 
Constructive solid geometry (CSG) technique is used for solid modeling in this work. 
Although an algorithm is used to perform a real-time CSG operations and this 
system can work at real-time rates for most objects (such as boxes), objects with 
hundreds of facets and many angles cannot be manipulated in real-time. In addition, 
the application of this system is mainly in on-site construction planning. From the 
literature review, it is observed that interaction techniques determine the 
effectiveness and intuitiveness of product design in a VR/AR environment. 
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Mechanisms have to be employed to maintain the real-time response of the VR/AR 
systems. 
 
2.3.3 View Management in AR 
The issue of the determination of the spatial layout of object projection in a scene is 
referred to as view management [Bell et al. 2001]. View management is a relatively 
new research area in AR applications.  
 
One of the earliest works [Christensen et al. 1995] dealing with spatial layout of 
objects is their placement on a map or a graph, which is closely related to the issue 
of view management. These methods are implemented in a static scenario and 
therefore the computation time is not an issue. They can either perform exhaustive 
search strategies or restricted local searches. Exhaustive search strategies are too 
slow for interactive applications. The greedy algorithm is a local search strategy 
following the problem solving meta-heuristic and aims to find a global optimum 
while it can find a local optimal solution quickly. Therefore, it is a strategy that can 
be implemented in interactive applications. The greedy approach used in layout 
arrangement is always to check each object and modify the position of that object 
with respect to the local optimal position [Bell et al. 2001].   
 
Rose et al. [1995] developed a system for annotating real-world objects using AR. 
The visibility of each annotation point is checked against the hardware Z-buffer. 
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Only annotations with visible annotation points are displayed. A simple layout 
algorithm is implemented to arrange the positions of the annotations. In this 
algorithm, the screen is divided into quadrants based on the centroids of the 
projected annotation points. Next, the annotations in each quadrant are displayed at 
the corner of that quadrant. The annotations are radially sorted in each quadrant to 
avoid the crossing of the annotation lines. This algorithm is simplistic for displaying 
many annotations in a scene. 
 
Bell et al. [2001] developed a general view management system for AR and VR 
applications. In this view management system, all the objects involved are tagged 
with predefined constraints and properties, such as position, size, transparency and 
priority, which will be maintained. The space containing the projections of the 
virtual objects and the empty space in which the objects can be placed to avoid 
occlusion are represented as 2D rectangles. This approach also considers the spatial 
layout from the previous frame to minimize visual discontinuities. This method is 
generic and different constraints are tagged. For example, some geometric properties 
of the annotations can be kept unchanged while the positions of other annotations 
are flexible. However, in this method, all the space occupied by the annotations and 
the empty space are represented and cached dynamically in every frame. Therefore, 
the requirement for the computation memory and computation time is high. 
 
 54 
Azuma and Furmanski [2003] developed a cluster-based labeling algorithm to avoid 
overlaps between the labels. In this method, the overlapped labels are classified into 
clusters, which are sorted by the number of labels in each cluster. Sets of positions 
are chosen and evaluated for all the labels in each cluster. The set of positions with 
the lowest cost will be chosen to reset the positions of the labels. Numerical 
evaluation and empirical evaluation are carried out to compare four algorithms, i.e., 
greedy algorithm, gradient descent, simulated annealing and cluster-based method. 
The strength of their algorithm is that the annotations are adjusted on a cluster basis, 
which ensures an area with the highest number of annotation clusters will be 
searched first. However, in the evaluation experiments, for all the four methods, the 
labels were placed at 2 Hz while the rendering was performed at 20 Hz. This means 
that the viewpoint movement has to be relatively slow and coherent to avoid 
changes in the positions of the labels. Other disadvantages of this method are that 
only stochastic positions are searched for the arrangements of the labels and all the 
labels in one cluster have to be moved simultaneously, which could interrupt visual 
continuity.  
 
2.3.4 Benefits of Applying AR in Multiple-view Product 
Representation and Development 
In this section, the benefits of AR-based over VR-based and traditional collaborative 
systems will be discussed. Traditional collaborative systems would include 
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computer-centric systems using traditional interfaces, such as the web-based systems 
and agent-based systems. 
 
Compared with traditional collaborative systems, AR-based collaborative systems 
would have the following benefits. Firstly, the users can observe a product model 
from different perspectives in a 3D space [Schmalsteig et al. 1998]. The users can 
rotate and translate the product model by moving the markers. The users can also 
have their private views of a product via their HMDs. Secondly, the users can 
interact with the virtual product model in a 3D space, which would be more natural 
and intuitive [Regenbrecht et al. 2002]. Using haptic devices, such as PHANToMTM
 
, 
the users can receive haptic feedback during the touching and handling operations. 
Thirdly, the users can move around during a collaborative discussion session, which 
makes the application of the system less computer-centric and more flexible 
[Schmalsteig et al. 1998]. It is also easier for the users to understand the spatial 
relationships between the augmented textual information and the physical/real 
objects [Santos et al. 2007]. 
Compared with VR, AR has advantages in the following key aspects in product 
design. Firstly, it provides a semi-immersive design environment in which the users 
can see and interact with the real world while performing feature modeling or 
modification of a virtual product. This characteristic of AR provides more realism 
feelings to the users [Kaufmann and Schmalstieg 2003]. Secondly, an AR-based 
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environment is relatively simple and inexpensive to set up. The entities in the 
background environment do not need to be modeled, which is a major disadvantage 
of VR [Lu et al. 1999]. Thirdly, the users can take full advantage of having real 
objects in the real world as interaction tools. In the distributed views, the users can 
interact with virtual objects using a virtual stylus and/or a real stylus that is tracked 
[Yuan et al. 2004]. With these properties, AR-based design systems can overcome 
the limitations of VR-based design systems, and retain the advantages of VR 
systems, such as product design in a 3D space, intuitive interface, etc. In brief, AR-
based collaborative design systems have the potential to combine the real world 




This chapter has reviewed the existing collaborative systems in the manufacturing 
and design fields. While the existing collaborative systems have been improved with 
some new emerging techniques in the recent years, such as advanced IT 
technologies, there are still some limitations and unsolved issues. Several technical 
issues in the AR technology related to this research have been described and 
discussed. Three research issues, which are information visualization in existing 
collaborative systems using the AR technology, product modeling in AR/VR and 
view management in AR environments, have been further explored, followed by the 
benefits of applying AR in multiple-view product design and development. 
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Chapter  3. Detailed System Descriptions 
 
This chapter presents the detailed architecture of the system developed in this 
research. The tracking methods and the interaction tools used in product 
visualization and product modeling are described. In this system, each user wears a 
HMD with an IEEE1394 camera mounted on his/her head. The users can freely walk 
around in order to observe the augmented environment from different perspectives. 
The users can be in the same room or distributed at different locations. A real scene 
in the current context is the working environment of a designer. A designer may 
have a real product in hand, together with his tools, such as machining cutters, 
measurement and inspection gages, etc., and these form part of the real scene. Other 
members of the design team also form part of the real scene. Figure 1.1 shows a 
working scenario of this system in which two co-located users wearing HMDs are 
viewing a virtual model and interacting with it using real and virtual interaction 
tools. In this figure, the table and the whiteboard are the real objects.  
 
3.1 Overall System Architecture 
The system framework is shown in Figure 3.1. The main components of this system 
are as follows:  
1. Clients representing the views of the users, e.g., designers, machinists, etc., in a 
product life cycle; product information is deposited in the local database of each 
client; 
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2. A server for product modeling, collaboration management and constraints 
management; 
3. Interaction techniques to manipulate the virtual product models and features in 
the views of the clients; and 
4. An embedded modeling kernel for solid modeling and geometric information 































Figure 3.1: System Architecture 
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The client/server architecture is the most commonly used approach for the 
development of distributed multi-user systems. An assumption in this approach is 
that there is sufficient network bandwidth for communication between the clients 
and the server.  
 
To support product development between distributed multi-users in an AR-based 
environment, an efficient mechanism needs to be chosen because AR-based systems 
require near real-time performance. As described in Chapter 2.1.2, the mechanisms 
for distributed co-modeling can be classified into two categories, namely, heavy 
clients and light clients. 
 
In the research presented in this thesis, distributed modeling mechanisms in the first 
category are not suitable because the modeling process would require too much 
computing resource and may cause time lag in the display of the virtual objects. 
Considering the requirements for near real-time performance and data consistency 
between multiple views, the mechanisms in the second category are applied in this 
research, i.e., a structure consisting of a modeling server and manipulation clients. 
Based on the Application Programming Interface (API) of a commercial CAD 
system (SolidWorksTM), a distributed feature-based modeling framework has been 
developed to support central creation and maintenance of the product models and the 
product information related to the model geometry in a multi-user environment. The 
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server and clients systems are synchronized with respect to a universal time clock 
using the Network Time Protocol (NTP). In the framework shown in Figure 3.1, the 
clients can interactively edit a part through inputting or adjusting the parameters of 
the features on the part, and the server performs the part modeling functions based 
on the manipulations from the clients. The clients are task-specific application sub-
systems, which represent different phases of a product life cycle, such as design, 
inspection, assembly, machining, etc. 
 
In this system, the central server has three modules, viz., the client connection 
module, modeling module and the central database module, as shown in Figure 3.1. 
The client connection module stores the registration information, such as the account 
names and passwords of the users/clients, which are designed and implemented for 
the security of the system, and the identity of the different roles. This module would 
dynamically detect the client who has participated in the design process, record the 
editing status of each client and assign an index to the client’s address for easy 
information transfer and management. The modeling module accepts feature 
parameters from the clients, updates the solid model of a part based on these 
parameters and extracts the geometry related information of the part, such as the 
polygonal model of the part (the triangles that form the faces of the product model), 
the information of the characteristic point (a unique point on each feature that is 
defined to represent the feature, and link the name and information to the feature), 
and the topological and feature information of the part from the solid model. The 
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central database records the interest lists of the clients, the information of the 
product design process, and the product modification history document.  
 
The multiple threading method is used in the central server application. One main 
thread is used for model visualization and input of constraints. Another main thread 
is used for product modeling and product information extraction. To make the server 
extendable to accept multiple clients, a pair of threads for information sending and 
receiving will be created for every client that is connected to the server. 
 
The clients are connected to the central server via TCP/IP protocols. According to 
the interest lists of the clients in the server, pertinent information used by the clients 
locally to render the images will be replicated in the local databases of these clients. 
In addition, the polygonal model and the geometry related information, such as the 
characteristic point information, the topological information and feature information, 
will be replicated in the local databases. The history document and the annotations 
will be replicated in the clients’ databases as well. The geometry related information 
is recorded in text files. The history document and the annotations are deposited in 
the Microsoft Access database. The information flow is shown in Figure 3.2. The 
clients may also store private information in their local databases. With the user 
interface, the clients can input and edit the parameters of the features and query 










Figure 3.2: Information Flow during Product Modification in the AR-based 
Environment 
 
Based on the extracted geometry related information in the server and the client 
systems, a Part Feature Tree (PF-Tree) data structure is established to store and 
maintain the information of the part. This tree is constructed based on the feature 
information extracted from the solid model of the part. The root of the tree is the 
first feature extracted. The intermediate nodes are the subsequent features extracted. 
The information of each face of a feature is attached as a leaf of the corresponding 
feature node representing this feature in the PF-Tree. The information of the 
triangles forming a face is attached to the corresponding leaf representing this face 
in the PF-Tree. Different IDs are created for the features and the faces in each 
feature. The structure of the PF-Tree is illustrated in Figure 3.3. 
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Figure 3.3: The Structure of Part Feature Tree 
 
3.2 Tri-layer Product Representation 
To support precise product modeling and visualization among multiple experts in an 
AR-based environment, the data structure for model representation needs to satisfy 
the following key constraints taking into consideration the requirements in solid 
modeling, AR and collaboration between multiple users: 
1. Visualization: viewing and examining the virtual objects in the AR-based 
environment, 
2. Interaction: interacting with the feature entities on the virtual objects, such as 
faces, lines and vertices, accurately in the AR-based environment, 
3. Modeling: supporting primary modeling functions with minimum time lag in AR 
rendering, and 
4. Model validity maintenance: maintaining model validity and consistency in the 
























To address these constraints and requirements, a tri-layer scheme as shown in Figure 
3.4 is designed for model representation. 
 
 
Figure 3.4: Tri-layer Structured Product Representation 
 
The polygonal models in the first layer are created based on the PF-Tree for virtual 
objects visualization and interaction in the AR-based environment. Using the 
information of the features, faces and triangles represented in the PF-Tree, a 
triangle-based polygonal approximation of the original CAD model can be created 
and displayed in the views of the users. Although it is less precise, and often less 
detailed as a virtual model, its purpose is to allow for viewing with near real-time 
response and display. The polygonal model is acquired and updated from the solid 
model in the third layer. Geometry related information is augmented onto the 
polygonal model to facilitate precise interaction with the virtual models. With the 
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modeling space, the topological and feature information can be displayed as virtual 
text according to the user’s task and contexts so as to enhance the user’s perception 
of the virtual objects, making it possible for the user to make accurate and precise 
feature modification.  
 
 
Figure 3.5: Constraint-based Part Structure 
 
The constraint-based model in the second layer is used to maintain the validity of the 
product in the view of every client. The structure of the constraint-based model is 
shown in Figure 3.5. The part structure is composed of features that describe the 
geometrical and functional characteristics of the part. Both the part and the features 
have parameters that define their properties, e.g., weight, shape, material, surface 
finish, etc. In collaborative design, product design is being considered 
simultaneously from the various life-cycle perspectives. Each of these perspectives 
puts forward certain criteria and requirements that the design must satisfy. These 
criteria and requirements from the different perspectives are referred to as the 
domain constraints in this research, and are considered and represented in the second 









functional and/or physical properties of the part being designed. In the various 
perspectives, the domain constraints are those criteria and requirements that have 
been defined between features in those phases of the product life cycle. These 
domain constraints can be derived from design rules, design requirements, physical 
laws and equations, etc. They are used to maintain the validity of a part in the 
different views and make collaborative design between different views possible. To 
define constraints between features in an AR environment, there is information 
exchange between the polygonal model and the constraint-based model. The two 
models are bridged using the PF-Tree. The polygonal model is created using the 
information of the triangles represented in the PF-Tree, while the constraint-based 
model is feature-based. The relationships between the triangles, the faces and the 
features have been defined in the PF-Tree. 
 
The third layer consists of solid models that are created and updated through the 
modeling functions of the CAD software after the parameters from the clients have 
been accepted by the server. The geometry related information and feature 
information of the solid models are extracted using the functions in the CAD 
software. The topological information of a part, such as the vertices, edges and faces 
of the part, and the feature information of the part, such as the positions and 
parameters of the features, are included in the geometry related information. The 
topology information can be used to recover the geometric information of the 
polygonal model to facilitate product modeling and modification in the AR-based 
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environment. Feature information, such as the names, positions and parameters of 
the features, can be used to define the constraints between the features in the second 
layer. 
 
3.3 Marker-based Tracking Method 
In this system, fiducial markers are used for tracking. A significant advantage of 
using fiducial markers is the low cost requirement as compared to other systems that 
require costly tracking devices. An AR-based system using marker-based tracking is 
cheap, easy to set-up and portable because only printed markers are needed.   
 
ARToolKit is chosen for the development of the tracking algorithms in this system 
as it is an open source software that is freely available. In the ARToolKit library 
[Kato and Billinghurst 1999], computer vision techniques are used to detect the 
markers and determine the position and orientation of the camera relative to markers, 
enabling the AR-based system to overlay virtual objects precisely on the markers.  
 
As described in the ARToolKit manual [Kato et al. 1999], the working process of 
ARToolKit is as follows: (1) transform a live video image into a binary image; (2) 
search the binary image for squares; (3) for every square, match with the pre-trained 
patterns; and (4) if a match is found with a pre-defined marker, determine the 
position and orientation of the camera relative to the marker. Figure 3.6 shows the 




Figure 3.6: Diagram of ARToolKit [ARToolKit Documentation] 
 
3.4 Interaction Techniques  
The interaction techniques determine the effectiveness and intuitiveness of 
manipulating and visualizing the product information and creating the solid models 
in an AR-based environment. To visualize product information or create product 
models in an AR-based environment, tools for interacting with the 2D virtual panels 
or 3D virtual objects have been developed. These interaction tools are easy to set up, 
low cost and free of the hassle of entangling wires. The interaction tools developed 
in this research consist of virtual panels and an interaction cursor. 
 
The virtual panels are important interfaces in this multi-user collaborative design 
system. There are two main types of virtual panels. The first type of virtual panels is 
based on the screen coordinate system, and the second type is based on the world 
coordinate system through tracking a marker in the real world using computer vision 
techniques. A virtual panel is a virtual display of computer augmented information, 
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such as virtual buttons. Using a HMD, the users can see the virtual buttons on the 
virtual panels. The virtual panels are easy to use as the buttons on the panels can be 
designed and laid out in formats similar to a conventional keyboard, a remote 
control panel, a machine control panel, etc. These buttons on the virtual panel can be 
designed to activate certain commands, display information or for inputting 
information. Based on the users’ tasks or context, virtual buttons with different 
contents or functions are displayed in different layouts for ease of use by the users. 
 
The interaction cursor is designed to be used to activate the virtual buttons on the 
virtual panels or interact with the feature entities on a virtual model. The interaction 
cursor can be either a physical stylus with a color distribution tracked using the RCE 
neural network [Yuan et al. 2004] or a virtual stylus rendered on a marker.  
 
The RCE-tracked physical stylus is mainly used to interact with the virtual buttons 
on a virtual panel to achieve the user interactions and user inputs. Any tip with a 
uniform color distribution can be utilized and the area of the tip should be not too 
large to ensure real-time segmentation and tracking. When the tracked area is too 
large, the segmentation process, which is performed for every pixel in the area, will 
take a longer time to compute, leading to tracking lag. The tracked area should be as 
small as possible but large enough to be detected by the camera. In this system, a 
pen with a red tip is used. The length of the tip used in this system is 25mm and the 
radius of the round base is 4mm.  
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The virtual stylus rendered on a marker can be used to interact with a virtual product 
in the 3D space, such as selecting feature entities (i.e., feature, face, line or point), 
drag-and-drop, grid-and-snap, etc. An occlusion-based interaction method is 
designed to facilitate the selection of the feature entities on a virtual product using 
the virtual stylus. As shown in Figure 3.7 and Figure 3.8, when the “Kanji” marker 
is occluded, and the “F” marker can still be tracked by the camera, the color of the 
button displayed on the “Kanji” marker will change from light green to light red and 
the height of the button will be reduced. This gives the user a visual hint that the 
button has been depressed. If the tip of the virtual stylus is in the area of a virtual 
object when the button is depressed, the system sends out a command that the 
feature entity under the stylus tip has been selected. As shown in Figure 3.8, the 
feature under the stylus tip is selected and highlighted when the button is depressed. 
These pick-and-select operations are designed to mimic the users’ real world 
interaction activities. This interaction tool provides users with the realism feeling of 




Figure 3.7: Original Button 
 
 
Figure 3.8: Depressed Button 
 
In this system, a speech recognition module has been implemented for sending 
commands, activating the functions for retrieving the history document and 
inputting the annotation information. The grammar-based speech recognition 





language is supported and tested. This interaction method can free up the user’s 
hands. Thus, this interaction method complements the virtual and real styli presented 
earlier. 
 
The accuracy provided by the ARToolKit tracking methods is not sufficient to meet 
the tracking and registration requirements of detailed product design phase. 
Therefore, interaction techniques based on grid-and-snap methods and virtual panels 
are proposed and developed to select feature entities accurately on the virtual models. 
More details on the proposed grid-and-snap method are presented in Section 6.4. 




Existing product design systems in AR have been developed mainly for product 
visualization, and do not address the issues of creating and modifying product 
models using accurate parameters. This system proposed in this research has been 
developed for product visualization and precise product development in a multi-user 
AR-based environment. In this chapter, the overall system architecture has been 
described. Collaboration mechanisms to maintain concurrency and consistency of 
the product data and the system are introduced. The tracking methods to render 
virtual objects and the interaction techniques used to manipulate the virtual objects 
are presented. Despite the limited accuracy in marker-based tracking methods, the 
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users can select feature entities quite easily with the proposed interaction methods 
without expensive 3D tracking devices. Any modification made to the virtual objects 
in the AR-based environment will be propagated back to the CAD model, and the 
virtual objects in the views of all the clients will be updated accordingly.  
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Chapter  4. View Management in an AR-based 
Environment 
 
In this chapter, an algorithm is proposed to determine the spatial layout of the 
annotations, so as to clearly display the feature information without overlapping in 
the view of the users/clients. A benchmark test is carried out to compare and 
evaluate this proposed algorithm with the related algorithms.  
 
4.1 View Management 
View management is a relatively new research issue in AR. View management 
refers to the arrangement of objects to avoid overlapping in a scene and place related 
objects adjacent to each other. These objects can be annotations, virtual interfaces, 
3D virtual models and even real objects in the view of the users. In this study, view 
management is implemented to avoid overlapping between annotations, prevent 
annotations from occluding the 3D models and place the annotations adjacent to the 
annotated features. 
 
4.1.1 Annotation Representation  
In the proposed algorithm, an annotation is a box containing a textual content, which 
sides are along the X- and Y-axes in the screen coordinate system. When an 
annotation box intersects with another annotation box, these two annotations 
mutually overlap, i.e., the two annotations are defined to be in an overlapping status. 
 75 
The annotations are linked to the related objects using annotation lines. In this way, 
the users can easily visualize the relationship between the information highlighted 
by an annotation and the object concerned. An annotation position is defined based 
on the angle and the radial distance between the annotation and the object concerned. 
An annotation can be displayed on the right or left of the end point of the annotation 
line. As shown in Figure 4.1, the annotation line is always linked to a vertex of the 
annotation box that is nearest to the object concerned. This is to avoid criss-crossing 
between the annotation line and the annotation. During layout arrangement, the 
radius of the annotation from the object concerned is kept constant, while the angle 
of the annotation is changed to avoid overlapping between the annotations. If it is 
necessary, the radius of the line can also be adjustable to obtain better layout 
arrangements.  
 
In Figure 4.1, the coordinates of the annotation point (x, y), and the width (w) and 
the height (h) of the annotation box are known. The width of the annotation box is 
proportional to the number of characters in the annotation content. The annotation 
box is represented and formed using the bottom left vertex (x1, y1) and the top right 
vertex (x2, y2). The equations for determining the parameters of the annotation box 

































Figure 4.1: Annotation Representation 
 
4.1.2 Review of Existing Related Methods 
The greedy algorithm is a commonly used local search method that can be used in 
interactive applications. This algorithm is fast and local optimal solutions can be 
found. Azuma and Furmanri [2003] have developed a cluster-based method to 
arrange and determine the placement of the annotations. The advantages and 
disadvantages of this method have been discussed in Chapter 2.3.3. To retain the 
merits and overcome the limitations of these two algorithms, namely, the greedy 
algorithm and the cluster-based method, an enhanced cluster-based greedy method is 
proposed through combining these two methods. In this study, taking into 
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consideration that different annotations may be of different importance to the users, 
each annotation is tagged with a user-defined priority. In addition, occlusion of the 
3D virtual models is also taken into consideration. 
 
In the next few sections, three methods, i.e., the typical greedy algorithm, the 
cluster-based method developed by Azuma and Furmanri [2003] and the proposed 
method of an enhanced cluster-based greedy method are introduced and compared 
based on certain evaluation criteria.  
 
• Greedy Algorithm 
The initial angles for the annotations are angles assigned randomly with values 
between 0 to 360 degrees. For each annotated object, the annotation will be checked 
for any overlapping. If there is an overlap, the annotation angle will be increased by 
10 degrees. Positions with angles from 0 to 360 degrees will be searched. The first 
solution ensuring no overlapping with other annotations will be accepted. If such a 
solution cannot be found, the annotation will remain in its original position. 
 
• Cluster-based Algorithm [Azuma and Furmanri 2003] 
After clustering the overlapped annotations, the algorithm examines each cluster in 
an order from the largest to smallest numbers of overlaps. To evaluate the layout 
arrangements, a cost based on the number of overlapping annotations is defined and 
computed while the positions of the annotations are adjusted. For all the annotations 
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in each cluster, several new sets of annotation positions are chosen and evaluated. 
One set consists of all the annotations in their default positions (upper right corner), 
and another set has the annotations in their current positions. This ensures that the 
algorithm will not choose a new solution that has a greater cost than the current 
solution. The positions of annotations in the remaining sets are chosen randomly. 
The algorithm selects the set with the lowest overall cost and repositions all the 
annotations accordingly.  
 
In Section 2.3.3, this cluster-based method has been discussed generally. The main 
disadvantage of this method is that when searching for new annotation positions in 
each cluster, the system will only generate certain number of sets of solutions 
randomly, and then compare and select the set with the minimum cost. In this 
method, only 40 sets are chosen if there are two or three annotations in the cluster, 
and 75 sets for four or more annotations. In fact, if an annotation angle is changed 
by an increment of 10 degrees and the annotation can occupy one of the 36 positions 
around one object, there are 363 possible annotation positions (over 4x104) for three 
objects to be annotated. The number of samples is not sufficient to obtain good 
results. In addition, when the annotations in one cluster are moved simultaneously, 
most of the annotations in a view would shift during position adjustment. From a 
perception viewpoint, if the annotation positions are changed greatly from frame to 
frame, it would be difficult for the users to read the content of the annotations. 
Therefore, it is better to have fewer position changes for each adjustment. 
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The other related methods include the gradient descent method and the simulated 
annealing method. The gradient descent method is an optimization algorithm to find 
a local minimum of a function. For large data sets, the stochastic gradient descent 
method is usually used as it can converge in a much shorter time. The simulated 
annealing method generally requires more time to complete and cannot meet the 
requirement of real-time performance in interactive applications. The adaptive 
simulated annealing method, which is a variant of simulated annealing, is more 
efficient as it can adjust the parameters of temperature and step size automatically.  
 
To apply the stochastic gradient descent method in view management, the initial 
angle of all the annotations are randomly assigned. The order of all the annotations 
to be rearranged is shuffled before each rearrangement operation. For each 
annotation, the angle is adjusted by an increment of 10 degrees and 36 annotation 
positions are inspected. The one farthest from the other annotations without 
overlapping will be selected as the final angle of the annotation. The distance 
between the annotation rectangles is calculated using the distance between the center 
points of the rectangles. If there is no solution, the annotation will remain in its 
original position. To employ the adaptive simulated annealing method to arrange the 
layout of the annotations, the libraries developed by Ingber [Adaptive Simulated 
Annealing] were used. The cost function of the algorithm to be minimized is the 
number of the annotations that overlap. The input parameters of the algorithm are 
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the positions of the annotations. The stochastic gradient descent method and the 
adaptive simulated annealing method have been tested using the scenario described 
in Section 4.3.1. The calculated average computation times are 64.83 milliseconds 
and 6052.06 milliseconds respectively. Based on the experiments, it is observed that 
the two methods require much longer computation time than the three 
aforementioned methods, namely, the greedy algorithm, the cluster-based method 
and the enhanced cluster-based greedy method. Therefore, these two methods will 
not be included in the benchmark test. 
 
4.1.3 Evaluation Criteria 
During layout arrangement of the annotations, several factors have to be considered 
for evaluating whether the view management algorithm performs well. The factors 
are described as follows: 
 
• Computation time 
The algorithm should be fast enough to avoid time lag in the virtual model rendering, 
in order to meet near real-time requirements. 
 
• Annotation visibility 
The purpose of view management is to avoid overlaps in the scene and make 
annotations more readable. Overlapping occurs when part of an annotation occludes 
another annotation or virtual object. It is important to keep the number of 
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overlapping annotations to a minimum. The intersection of the annotation line and 
the annotation point would not affect the reading of the annotations. Therefore, they 
are not considered during the benchmark tests. In Section 5.2.5, the intersections of 
the annotation lines will be dealt with in detail. 
 
• Position continuity 
During annotation repositioning, large changes in position may cause perceptual 
delay because of attention shift. Therefore, an annotation should not be shifted 
unless required. If an annotation overlaps with another and has to be shifted, the new 
position should be as near to the original position as possible. 
 
• Annotation priority 
Different annotations may be of different importance to the users; hence priority is 
another factor to be considered during annotation placement. It is expected that 
annotations with higher priorities should be more conspicuous to the users and hence 
should not be occluded. 
 
4.2 Enhanced Cluster-based Greedy Algorithm for View Management 
In this system, an enhanced cluster-based greedy algorithm is implemented for view 
management. This algorithm considers factors such as the priority of the annotations 
and occlusion of the product model. Since different annotations may be of different 
importance to the users, annotations are tagged with user-defined priorities. 
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Compared with the method developed by Azuma and Furmanri [2003], more 
positions will be searched to obtain better solutions for the layout arrangement. In 
this section, the enhanced cluster greedy algorithm will be introduced generically. 
The application of this method will be described in the next section. 
 
This algorithm is generally used to identify clusters of objects that mutually overlap, 
thus allowing the greedy algorithm to search for good solutions in every cluster. It is 
believed that clustering the annotations, which mutually overlap, can address the 
most problematic area first [Azuma and Furmanri 2003]. It is also anticipated that 
the position of an annotation would not change too much from frame to frame. 
During annotation repositioning, large position changes may cause perceptual delays 
because of the likelihood of attention shift. 
 
In this algorithm, the first step is to cluster the annotations that overlap mutually. A 
cluster ID is tagged to each annotation that overlaps. The default value for the ID of 
each annotation is 0. If one annotation overlaps with the other, the IDs of the two 
overlapping annotations will be compared and updated. Assuming the two IDs are 
ID1 and ID2, the steps to re-evaluate the IDs of both annotations are illustrated in 




In the second step, the clusters are ranked in a descending order based on the 
number of annotations they contain. In each cluster, the annotations are ranked in an 
ascending order based on their priorities. During each operation, according to the 
ascending order of the priority of the annotations in each cluster, the positions of 
these annotations will be adjusted. 
 
Figure 4.2: Flowchart for Clustering 
 
In the third step, the algorithm examines the clusters in a descending order, based on 
the number of annotations in each cluster. For each annotation in the cluster, the 
greedy algorithm will be applied to search for suitable positions. The initial angle of 
each annotation is a random angle between 0 to 360 degrees. If the annotation is not 
the 2D projection of the model and it overlaps with another annotation, the cost C 
will be calculated according to the pseudo code in Figure 4.3 and the angle will be 
increased by an increment of 10 degrees. After this, the check on the status of the 
overlap and the cost calculation will be repeated for the new position of this 
Compare ID1 and ID2 
ID1 = ID2 = 0 ID 1 = 0 and ID2 ≠ 0, or 
ID1 ≠ 0 and ID2 = 0 
 
ID1 ≠ ID2 ≠ 0 
 
ID1 = ID2 = x  
 
ID1 = ID2 = 
nonzero (ID1, ID2) 
 
ID1 = ID2 = 
min (ID1, ID2) 
 Notes:  x is a value different from the IDs assigned to the other clusters; 
 non-zero (x1, x2) is a function to obtain the value of x1 or x2, which is not 0; 
 min (x1, x2) is a function to obtain the minimum value of x1 and x2. 
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annotation. In this method, the annotation angle is incremented by 10 degrees from 0 
to 360, and the first angle where no overlap occurs will be accepted as the angle for 
the annotation being checked. If no solution can be found, the annotation position 
with the lowest cost will be chosen as the new position for this annotation. 
 
for every frame { 
 determine overlapping status of displayed annotations 
 for every annotation { 
  if (this annotation overlaps another annotation) 
   C = C + priority of this annotation 
 } 
} 
Figure 4.3: Cost Calculation Pseudo Code 
 
In this strategy, annotations are moved according to the ascending order of the 
priority of the annotations in each cluster. After the position of an annotation with a 
lower priority has been shifted, some of the annotations initially occluded by it may 
no longer overlap and thus will not need to be shifted. This can reduce the 
movements of annotations that have higher priorities. The number of annotation 
adjustments can be reduced to minimize the changes of the annotation positions. The 





for every frame { 
 determine overlapping status of displayed annotations 
 cluster the annotations 
 rank the clusters in descending order based on the number of annotations 
 rank the annotations in each cluster in ascending order based on the priorities 
 for every cluster { 
  apply greedy algorithm to search for suitable positions 
 } 
} 
Figure 4.4: Pseudo Code of the Enhanced Cluster-based Greedy Algorithm 
 
4.3 Benchmarking and Discussion 
A benchmark test is carried out to compare three methods, namely, the cluster-based 
method, the greedy algorithm, and the enhanced greedy cluster-based method 
proposed in this research. For comparison and numerical evaluation of these three 
methods, some evaluation criteria and parameters need to be defined and determined. 
Based on the evaluation factors described in Section 4.1.3, several parameters are 
chosen for evaluation. They are: the computation time, the number of overlapping 
annotations that remain after the method has been executed on every frame of the 
video, the number of annotations that have been moved after every frame, the 
number of moved annotations that did not overlap originally, and the overlapping 
cost C, which is the sum of the priority factors of the overlapping annotations that 
remain. The annotations and non-overlapping annotations that have been moved are 
used to evaluate the criterion of position continuity. It is preferable to have fewer 
overlapping or non-overlapping annotations at the beginning of the position 
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adjustment. The ideal overlapping cost is zero. The pseudo code for calculating the 
cost C is shown in Figure 4.3. 
 
4.3.1 Benchmarking Scenario 
In the three methods to be compared, the position of an annotation is defined in the 
screen coordinate system. Therefore, when the viewpoint is changed, the positional 
parameters of the annotation point and the annotation box are changed accordingly, 
and the layout has to be rearranged again. To compare the three methods, the 
viewpoint should be kept the same for all three methods during the entire process. 
Therefore, the three methods are tested on the same recorded video. 
 
To perform the experiments, the intensity of the annotations should be dense enough 
to have some overlapping in the scene when no view management is employed and 
sparse enough to be able to find layout solutions. Based on this guideline, twenty 
annotations linked to the virtual cylinders are displayed in this experiment, in which 
four annotations are tagged with higher priority and four with lower priority. Three 
different priorities are tagged to the annotations. The annotations with the highest 
priority will be displayed in green and the lowest in blue. The rest of the annotations 
are displayed in red. The memory usage for processing the video using the enhanced 
cluster-based greedy method is about 53% of the CPU, which is almost the same as 
the memory usage of rendering the annotations in the video without any algorithms. 
In Figure 4.5 to Figure 4.8, the annotation layout without view management, and the 
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annotation layouts obtained using the greedy algorithm, the cluster-based method 
and the enhanced cluster-based greedy method are shown respectively. 
 
 
Figure 4.5: Annotation Layout without View Management 
 
 




Figure 4.7: Annotation Layout with the Cluster-based Algorithm 
 
 
Figure 4.8: Layout with the Enhanced Cluster-based Greedy Method 
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4.3.2 Benchmarking Results and Discussion 
The three methods are applied on the same recorded video, which includes 
horizontal and vertical movements of the viewpoint. The evaluation parameters are 
recorded for the rearrangement operation, which is executed once for each frame. 
Since the performance is indicated by the maximum and average values, they are 
summarized in Table 4.1. 
 





based greedy method 
Greedy algorithm Cluster-based method 
Ave. Max. Std. 
Dev. 
Ave. Max. Std. 
Dev. 




10.91 31.00 7.31 6.52 16.00 7.72 22.95 47.00 10.66 
No. of annotations 
which overlap 
0.60 4.00 0.59 1.76 12.00 1.66 6.08 19.00 2.81 
No. of annotations 
moved 
0.44 5.00 0.79 0.32 8.00 0.73 2.43 16.00 3.02 
No. of non-overlapping 
annotations moved  
0 0 0 0.03 6 0.23 0 0 0 
Sum of priorities for 
overlapped annotations 
0.48 4.5 0.52 2.41 15.00 2.22 7.29 24.25 3.28 
 
From the experiments and numerical results of the computation times in Table 4.1, 
all three methods are fast enough to be employed in interactive applications. 
Comparing the values of the parameters of the enhanced cluster-based greedy 
method and the greedy algorithm, the enhanced cluster-based greedy method 
performs better than the greedy algorithm except for two parameters, i.e., 
computation time and the number of annotations moved. The enhanced cluster-
based greedy algorithm is slower than the greedy algorithm mainly because more 
computation time is spent on clustering the annotation in the enhanced cluster-based 
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greedy method. More annotations were moved in the cluster-based greedy algorithm 
than the greedy algorithm during the layout arrangement while achieving better 
placements, as indicated by the parameters of “No. of annotations which overlap” 
and “the sum of the priority for overlapped annotations”. 
 
Comparing the results of the enhanced cluster-based greedy method and the cluster-
based method, the enhanced cluster-based greedy method performs better than the 
cluster-based method. In the cluster-based method, for every cluster, all the 
annotations will be adjusted simultaneously several times and one set of positions 
with minimal cost will be chosen eventually. This mechanism does not focus on the 
annotations that overlap. After one execution, some annotations may still be 
occluded by other annotations. All the annotations in the clusters would be moved in 
this method. In the enhanced cluster-based greedy method, some of the annotations 
that overlap at the beginning of the execution of the method may not need 
adjustments after the annotations that occlude them have been moved. Therefore, the 
number annotations being adjusted using the proposed method would be fewer. The 
enhanced cluster-based greedy method has taken into consideration the priorities of 
the annotations. Therefore, it performs better in the last parameter, which is the sum 
of the priorities for the overlapped annotations. 
 
From the benchmarking tests, it can be observed that the enhanced cluster-based 
greedy algorithm performs better for two criteria, i.e., annotation visibility and 
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annotation priority. In maintaining the continuity of the annotation positions, the 
performance of the enhanced cluster-based greedy method and the greedy algorithm 
are almost the same. With the annotation representation strategy used in the 
enhanced cluster-based greedy method, virtual or real objects, such as the virtual 
panels, real product in the scene, etc., can be represented as an annotation box and 
considered and arranged in the view management process. More discussion and 
details about the implementation of this algorithm can be found in the next chapter. 
Besides annotating a virtual object, this method can also be used to arrange the 
spatial layout when annotating a real object. 
 
Another scenario to display 32 annotations in a small region, which is about 
80mm×80mm, has been used to evaluate the three methods. The results collected are 
summarized in Table 4.2. In this scenario, there are no solutions for the layout 
management. From the numerical results in Table 4.2, it is observed that the 
computation times of all three methods increase with the increase in the number of 
the annotations to be processed. The conclusions drawn from Table 4.2 are the same 













Greedy algorithm Cluster-based method 
Ave. Max. Std. 
Dev. 
Ave. Max. Std. 
Dev. 




78.16 141.00 18.74 34.87 94.00 7.67 131.82 187.00 15.67 
No. of annotations 
which overlap 
7.50 16.00 2.00 21.15 41.00 4.42 33.97 82.00 8.20 
No. of annotations 
moved 





0 0 0 0 0 0 0 0 0 
Sum of priorities 
for overlapped 
annotations 
6.95 15.25 1.97 22.41 44.00 4.77 37.15 89.75 8.72 
 
4.4 Summary 
This chapter has introduced an enhanced cluster-based greedy algorithm where user-
defined priorities of the annotations can be taken into consideration during layout 
arrangement. This algorithm is implemented to avoid overlapping annotations 
during the display of the feature information. The related algorithms are compared 
through the benchmarking experiments. The enhanced cluster-based greedy 
algorithm performs better than the related algorithms based on similar criteria. In the 
algorithm implementation, the 2D projection of a 3D product model can also be 
represented as an annotation box. In this way, the product model is considered as a 
special annotation, and occlusion between the virtual model and the annotations can 
be avoided. The application of this algorithm will be introduced in the next chapter. 
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Chapter  5. Product Information Visualization 
 
In this chapter, the product information visualization methodology developed in this 
research is introduced. With this visualization methodology, the users in the 
proposed collaborative design system can visualize customized product information 
in their respective views. HMDs can offer personalized views to the users, who can 
choose to view certain product information during a modeling process. The virtual 
model can be organized hierarchically to support varying levels of details, such as 
wire-frame, solid and transparent models. Besides ensuring consistent product 
model in different views, the product information provided to the users includes the 
history document of the design processes and the feature information of the part. 
The product history document module in the system provides a user-friendly 
interface for retrieving design records. After a specific record has been chosen, the 
related product model is displayed, and it can be aligned with the current product 
model for the ease of comparison and evaluation. The feature information of the 
product is displayed using “floating” annotations linked to the related features. An 
enhanced cluster-based greedy algorithm is implemented to avoid overlapping 
annotations in the field-of-view of the users. 
 
5.1 History Document Retrieval based on Users’ Requirements 
Besides the motivation to present more product related information to the users, 
providing product design history to the users can also facilitate decision making 
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during the design process. By retrieving previous design changes, unnecessary 
redesign may be avoidable. The history document deposited in the database includes 
the details of the modifications, such as modified parameters, the users who made 
certain modifications, the editing time and the 3D product models. Augmenting the 
design space using the “historical” product model, the users can compare the 
differences between the previous and the current versions of the product. 
 
5.1.1 History Document Recording 
In the current system, the Access Database is used to record the design history. 
ActiveX Data Objects (ADO), which was introduced by Microsoft in 1996, is used 
to connect the databases of the system, and the SQL language is used to retrieve the 
database. The recorded information is feature-based. The organization of the 
database is shown in Table 5.1. 
 


































In Table 5.1, manipulations include the information of the types of modifications 
made, such as features removal and the addition or modification of the parameters of 
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the features and the information of the corresponding parameters. For feature 
modifications, the recorded information includes the original parameters and the 
updated parameters. For feature additions, which include additive or subtractive 
features, the recorded information includes the ID of the feature type and the related 
parameters to define the feature shape. For example, in Table 5.1, the additive 
feature of extrude7 is created on the product. The first data of “3” is the ID of the 
face to create the feature, and (-15.00,-6.00, 47.00) is the coordinate of the position 
to add the feature with ID of “0”, which means the feature is a cylinder. The data of 
3.00 and 6.00 are the parameters to define the shape of the cylinder in which 3.00 is 
the radius and 6.00 is the height. The last data of “1” means that the created feature 
is an additive feature. More details about the representation rules can be found in 
Chapter 6, Section 6.1 and Appendix B. 
 
The design process will be recorded into the database only when a solid model has 
been modified. As shown in Figure 3.2, after a modification has been made to a 
product model by the editing client, a message containing the modification 
parameters is sent to the server. The server will distribute this message to all the 
other clients to obtain their feedbacks on the modification performed. This message 
will be cached for history record extraction. A virtual panel with the information of 
the modification, and “Agree” and “Disagree” buttons will be displayed in the other 
clients’ views to obtain their feedbacks. These feedbacks will be sent to the server 
with a tag heading indicating the client’s name. Based on the clients’ registration 
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information and feedbacks, the server can determine the clients who have and have 
not agreed with the modification. When all the clients agree with a specific 
modification, the modeling module at the server side will modify the solid model, 
re-extract the geometry related information and record the history document in a text 
file. The older version of the polygonal model will be deposited at the server side. 
After receiving the updated information, the function to extract and record the 
history document is activated at every client’s location. Thereafter, the history 
document that is deposited in the local database of each client is updated. Since the 
distributed and cached messages are the same, the history document in the database 
of each client will be consistent. Meanwhile, the older version of the polygonal 
model will be deposited in a specific directory and the directory information will be 
recorded in the corresponding columns of the history document database. 
 
The history records are arranged based on the editing time from the earliest to the 
latest. Older versions of the polygonal model should be deposited into a different 
directory from those models deposited previously. In this system, the editing time 
which is always different for every record is used as the directory of the related 
polygonal model. 
 
5.1.2 Retrieving Design History Document 
Using the SQL language, four different methods are provided to the users to retrieve 
the part modifications. They are retrievals based on feature name, modification time, 
 97 
editor’s name and manipulation types. With this scheme, the system can provide the 
users with specific records according to their contexts or requirements, and not the 
entire history document. For example, when the user is editing a feature, he can 
choose to view the previous modifications made to the feature by retrieving based 
on the feature name. The user can extract the development process of a specific 
feature he is interested in. If the user wishes to view modifications made by a 
specific client, he can retrieve the information using the editor’s name.  
 
 
Figure 5.1: Retrieving using Editing Time 
 
In this system, besides the handheld interaction tools, namely, the RCE-tracked 
stylus or marker-based virtual stylus, voice commands can also be used to activate 
the retrieval menus. As shown in Figure 5.1, the user is retrieving the document 
based on the editing time, which is the time that the feature was edited. In Figure 5.2, 
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the user is retrieving the records based on the feature name when he is editing the 
highlighted feature.  
 
 
Figure 5.2: Retrieving using Feature Name 
 
To ease the access and retrieval of records and avoid overlapping between the 
rendering of the history document with the virtual model, the layout of the panel is 
designed in pages and only key information is displayed in the panel initially. The 
interface is shown in Figure 5.1 and Figure 5.3. In this interface, the first column 
depicts the feature that is being modeled, while the second column shows the 
modeling functions. Three modeling functions are supported in this system, i.e., 
feature adding, feature removing and feature parameter modifying. A universal time 
stamp is displayed in the third column, in which “2007, 6, 7, 18, 53, 3” means that 
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the editing time is at 18:53:3, June 07, 2007.  The last column is the editor’s name. 
Using the “page previous” and “page next” buttons on the interface, a user can turn 
over the pages and view more records in more compact views. Detailed information 
of the modifications can be displayed if the user selects the “Details” function button 
in the interface. 
 
 
Figure 5.3: Zooming into the Interface 
 
After selecting one of the records using the RCE-tracked stylus, if the corresponding 
polygonal model is deposited in the local database, it will be displayed alongside 
with the current model for easy comparison and evaluation, as shown in Figure 5.4. 
In Figure 5.4, the detailed information about this modification is displayed in an 
appended row. If no corresponding polygonal model file has been deposited locally, 
which may be the case when the client only logs onto the system after some 
modifications have been carried out to the model, the client will send a request 
message to the server and download the corresponding polygonal model file to the 
local database for display. Using the RCE-tracked stylus and the function buttons on 
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the interface, the users can move the records panel to any view position to avoid 
overlapping in the scene. This approach is based on the 2D windows concept. 
 
 
Figure 5.4: Corresponding Model of the Selected Record 
 
5.2 Product Feature Information Display 
3D models are always more comprehensible than 2D drawings and manuals. For 
complicated models, however, the ability to annotate and explain the functions of 
the features is equally important. In this section, methods to provide product feature 
information are introduced. 
 
 101 
5.2.1 Feature Annotations 
The system provides feature information as annotations linked to specific 3D feature 
tags of a virtual model when the users wish to know more information of the product 
features. A detailed set of annotations can be visualized at any time. The annotation 
module in the developed system supports annotation sharing in near real-time 
between distributed users. In addition, a user can tag different priorities to the 
annotations. For the same annotation, different priorities can be tagged to it by 
different users. 
 
5.2.2 Annotation Creation and Sharing 
The default annotations of a model and the features on this model are created based 
on the PF-Tree of the model. For each annotation of a feature, the annotation 
content is the feature type and the annotation point is located in the local coordinate 
system of the model, which is placed at the top right vertex of the bounding box of 
the feature. An annotation file that contains the feature types and the annotation 
points defining the annotations will be created at the server side and distributed to all 
the clients.  
 
New annotations can also be created at the client side and shared in near real-time 
among the connected clients. When an annotation point is picked using the marker-
based virtual cursor, an annotation creation interface will appear as shown in Figure 
5.5. Voice command is used to input the annotation content. For example, to input 
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the character E, the user would input a voice command of “Key E”. In the 
annotation interface, the position of the annotation point is displayed, and a message 
is rendered to prompt the user to input the annotations using voice command. 
Another interface to input the priority of the annotation will be displayed after the 
annotation content has been input. For annotations created locally by the users, a 
universal time stamp and the annotator’s name are recorded with the annotation 
content and the annotation position. 
 
 
Figure 5.5: Annotation Creation Interface  
 
After an annotation has been created, a message with the annotation information will 
be sent to the server and distributed to the other connected clients. Receiving this 
message, the annotation files deposited in the server’s and clients’ databases are 
updated. In this way, the annotations in the different views are kept consistent. 
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When the annotations are rendered, the users can select to view more details of a 
specific annotation by selecting the annotation point using the virtual stylus, as 
shown in Figure 5.6, where the name of the annotator and the time it was added are 
displayed. The semantics of the time information is the same as that described in 
Section 5.1.2 in Chapter 5. 
 
 
Figure 5.6: Annotation Display 
 
After a solid model has been modified, the annotation files deposited in the server’s 
and the clients’ databases have to be updated accordingly as some of the annotation 
points may no longer be on the surface of the model and the corresponding 
annotations have to be deleted. For the default annotations that are extracted from 
the solid model directly, the annotation file will be updated automatically. For the 
annotations that are created by the users, after all the clients have agreed with the 
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modifications, a near real-time detection method is employed to detect the presence 
of the annotation points on the surface of the model. The principle of this method is 
to represent an annotation point as a simple polygonal model, referred to as the 
annotation point model, and detect the intersection between the surfaces of the 
annotation point model and the surfaces of the product model. The open source V-
Collide library [Hudson et al. 1997], which has been designed mainly for detecting 
colliding pairs of triangles on the surface of an object, has been implemented. 
Regular tetrahedrons with a width of 2mm and centered at the 3D positions of the 
annotation points are used to represent the annotation points. One of the triangles of 
this tetrahedron is made parallel to the X-Y plane, and one side of this triangle is 
made parallel to the X-axis. Thus, the vertices and the normals of the tetrahedron are 
known. The V-Collide library is employed to detect the collision between the 
tetrahedrons and the virtual model. If the tetrahedrons collide with the model, the 
annotation points represented are assumed to be on the surface of the virtual model. 
If the tetrahedrons do not collide with the model, the annotation points are outside 
the surface of the model and will be deleted from the annotation file. 
 
5.2.3 Feature Visibility 
During the model rendering process, some of the features may not be visible to the 
users with changes in the viewpoints of the users. When a feature is not visible from 
a certain viewpoint, displaying the annotation of this feature would confuse the users, 
as illustrated in Figure 5.7. In Figure 5.7, features with names “Cut-Extrude2”, “Cut-
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Extrude1” and “Extrude5” are not visible and displaying their annotations would 
make the users wonder which are the features linked by these annotations. 
 
 
Figure 5.7: Displaying the Annotations without Visibility Check 
 
The visibility of a feature can be determined dynamically during rendering although 
it is difficult to determine whether any part of the feature is visible. The annotation 
point can be used for visibility checks. An algorithm using the hardware Z-buffer 
and frame buffer is implemented to check the visibility of the annotation point. In 
this algorithm, the 3D annotation points are displayed in a pre-defined color and the 
points that are not visible will not be displayed based on the hardware Z-buffer. 
Therefore, the pixel at the screen position of the annotation point that is not visible 
will be drawn in the color of the object that has occluded this point. Comparing the 
pre-defined color and the current pixel color, the visibility status of the annotation 
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points can be obtained. The flowchart for this algorithm is shown in Figure 5.8. 
Only annotations with visible annotation points will be displayed. As shown in 
Figure 5.12, fewer annotations are displayed after the visibility status of annotation 
points has been defined. The annotations that are not displayed are annotations “Cut-
Extrude2” and “Extrude5”. 
 
 
Figure 5.8: Flowchart for Checking the Visibility of Annotation Points 
 
5.2.4 View Management of the Annotations 
When there are overlaps between the annotations, it will be difficult to read them. If 
a product model is occluded by the annotations, the geometric information of the 
model will be occluded. An example of annotation display without view 
management is shown in Figure 5.9, where ten annotations are displayed. Based on 
Drawing the 3D points in 
Color A without lighting 
Get the screen coordinates 
of the 3D points 
Get the color B of the pixel at 
its location 
For each point 
Color A = Color B? 
Yes 
Point is not visible 
No 
Point is visible 
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the definition of overlapping status in Section 4.1.1 in Chapter 4, there are three 
mutually overlapping annotations, and there are five displayed annotations in the 
area of the virtual model. From this example, it is obvious that it is important to 
arrange the spatial layout of the annotations to avoid overlapping between the 
annotations and occlusion of the virtual product. 
 
 
Figure 5.9: Annotations Display without View Management 
 
The enhanced cluster-based greedy algorithm described in Chapter 4 is implemented 
to avoid overlapping between the annotations and occlusion of the virtual model. To 
prevent a product model from being occluded by the annotations, it is necessary to 
prevent overlaps between the annotations and the 2D projection of the model. 
Therefore, the 2D projection of the model is represented as an upright rectangle 
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which sides are along the x-axis and y-axis in the screen coordinate system. Thus, 
the virtual model can be considered as an annotation during layout arrangement. In 
Figure 5.10, the red rectangle is the bounding rectangle that is the 2D projection of 
the virtual model. The flowchart to obtain the rectangular representation of the 3D 
model is shown in Figure 5.11. 
 
 















Figure 5.11: Rectangular Representation of the 3D Model  
 
The rectangle bounding the virtual model has to be reconstructed in every frame as 
its parameters are changed when the viewpoint is changed. A much higher priority, 
which is set as 1000 in this research, is given to the representation of the virtual 
model to ensure that this “priority annotation” will not be moved during the layout 
arrangement process. To further ensure that this “priority annotation” will not be 
moved, the radial distance is set to be 0, and the annotation point is set to be the 
origin of the 3D local coordinate system. 
 
For the other annotations, their positions are defined based on the angle and the 
radial distance between the annotations and the annotation points. The initial angle 
is randomly selected between 0 and 360 degrees. The radial distance is maintained at 
90mm during the layout arrangement process. Three different priorities are tagged to 
the annotations. Annotations with the highest priority will be displayed in green and 
those with the lowest priority will be displayed in blue. The rest of the annotations 
Get screen coordinates of 3D points on 
the boundary surface of the model 
 
Compare all the screen coordinates (x, y) 
Obtain the maximum and 
minimum x and y values 
Bottom left vertex of rectangle (minimum 
x, minimum y), top right vertex of 
rectangle (maximum x, maximum y) 
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are displayed in red. This can be observed in Figure 5.9 and Figure 5.12. The 
viewpoints for Figure 5.9 and Figure 5.12 are the same so as to ensure that screen 
points of the 3D annotation points remain the same. 
 
 
Figure 5.12: Annotations Layout through the Enhanced Cluster-based Greedy 
Algorithm 
 
The annotations will be rendered in a sequence from the lowest to the highest 
priority. In OpenGL, a pixel is always displayed in the color value that is stored 
most recently in the frame buffer. Therefore, the annotations with higher priorities 
will be visible even if they have overlapped with those that are of lower priorities. 
The annotations of the features are displayed as shown in Figure 5.12. In this figure, 
there is no overlapping of the annotations and occlusion of the product model. The 
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annotation content and priority can also be defined by the users by loading some 
user-defined annotation files, which allow the system to be customizable. 
 
5.2.5 Extended View Management Strategy 
In Figure 5.12, there are intersections among the annotation lines, which may 
distract the users’ perception of the information rendered. In this case, the 
intersections occurred as the radius of the annotation from the annotation point is 
fixed, such that the annotation adjustment range is limited. This radius can be 
allowed to vary in a pre-defined range, such that the adjustment range can be larger 
while ensuring that the relative distance between the annotation and the annotation 
point is sufficiently close for the users to read the annotation easily. A case study is 
performed with a varying radius between 90mm and 180mm, and the results are 
shown in Figure 5.13. In this case, the definition of overlapping status defined in 
Section 4.1.1 in Chapter 4 has to be extended. When an annotation and its 
annotation line intersect mutually, they are also considered to have overlapped 
mutually. Therefore, there are three types of overlaps, i.e., annotations overlap 
mutually, annotation line intersects an annotation, and annotation lines intersect 
mutually. Based on the negative affects they have on the readability of the 
annotations, these three types of overlaps are ranked (in the sequence of annotations 
overlap mutually, annotation line intersects an annotation and annotation lines 
intersect mutually) and valued with the penalty costs of 3, 2 and 1 respectively. The 
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Figure 5.13: View Management with Adjustable Radius 
 
From the result, it is observed that after the adjustments, there are no intersections 
between the annotation lines. However, a longer computation time was needed to 
obtain a good solution and the positions of the annotations would change 
significantly from frame to frame during the adjusting process, which would affect 
the performance with respect to the criterion of the position continuity. Therefore, 
depending on the application scenario, the radius can be adjustable or fixed, and this 
can be defined by the users during an application. When the user’s viewpoint is 
relatively static, the radius can be adjusted to obtain better solutions. When the 
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user’s viewpoint changes significantly, the radius can be fixed to reduce position 
changes and ensure that the user can read the annotations easily. 
 
for every frame { 
 determine overlapping status of displayed annotations 
 for every annotation { 
  if (this annotation overlaps another annotation) 
   C = C + priority of this annotation*3 
  if (this annotation line overlaps another annotation) 
    C = C + 2 
  if (this annotation overlaps another annotation line) 
    C = C + 2 
  if (this annotation line overlaps another annotation line) 
    C = C + 1 
 } 
} 
Figure 5.14: Pseudo Code for Cost Calculation 
 
In an augmented scene, there are other virtual objects, such as the virtual menus, that 
may also be displayed at the same time. The view management strategy proposed in 
this research can be applied in this scenario to avoid overlapping between the virtual 
objects in the scene. The 2D projections of these virtual objects are represented as 
rectangles and considered as annotations in view management. For virtual objects 
that cannot be moved, a higher priority can be assigned. The annotation points of 
these virtual objects would be the bottom left vertex of the representation rectangles 
and the annotation radius would be zero. For virtual objects that can be moved, a 
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lower priority can be assigned. A case study has been conducted to apply the 
proposed view management strategy in arranging the spatial positions of more than 
one virtual object, as shown in Figure 5.15. In this scenario, the virtual interface for 
retrieval of the history document is displayed in the scene. The proposed method is 
used to avoid overlapping between the virtual model, the annotations and the virtual 
interface. In this case study, the annotation point for the virtual interface is at the 
center of the current view and the radius ranges from 0 mm to 180 mm.  
 
 
Figure 5.15: Avoiding Overlapping between Multiple Virtual Objects 
 
The view management strategy proposed in this research can also be used to arrange 
the spatial layout of the annotations of a real object. It is easy to display the 
annotations of real objects when the associated annotation file is available. This 
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method has been used in the work reported by Rose et al. [1995] to annotate a real 
automobile engine. The annotation file used in this thesis is a text file containing the 
coordinates of the annotation positions, the contents of the annotations and the 
priorities of the annotations. This annotation file can be input manually or created 
using the methods developed in Section 5.2.2 in Chapter 5. Marker-based or marker-
less tracking methods can be used to set up a world coordinate system in which the 
relative positions of the real objects can be found.  
 
A case study has been performed to annotate a real object, namely, an Epson 
projector with the dimension of 310mm×240mm×90mm. In this case study, the 
proposed strategy is applied to avoid overlapping between the annotations. To detect 
the components of the projector that are visible for the current viewpoint and hence 
should be annotated, a translucent virtual model of the projector is rendered at the 
position of the projector. Using the algorithms developed in Section 5.2.3 in Chapter 
5, the visibility of the features can be detected and the annotations linked to the 
visible features displayed. From Figure 5.16, it can be seen that for different 
viewpoints, only the annotations of the visible components in that viewpoint are 
displayed. In addition, the real object can be represented as a rectangle based on its 
2D projection and considered as an annotation in the view management method to 
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In this chapter, the methods and algorithms for product information visualization are 
discussed and illustrated. The product information provided to the users includes the 
history document of the design process of a part and the feature information of the 
part. Using the design history document, the users can view the previous 
modifications of the design parameters of a product model and the 3D model when 
they are modeling the product model or evaluating other collaborators’ 
modifications. Feature information is provided to the users as annotations. Near real-
time creation and sharing of annotations in a 3D space is supported by this system. 
In addition, the system is capable of providing consistent geometry information of 
the product to the viewers as the 3D virtual model is kept consistent between the 
distributed views. 
 
The enhanced cluster-based greedy algorithm introduced in Chapter 4 is 
implemented to display feature annotations without overlapping in the scene. In 
addition, this method has been extended to prevent virtual models and real objects 
from being occluded by the annotations, as well as prevent intersections between 
annotations and the annotation lines.  
 
Using AR technology, product information can be displayed to the users through 
augmenting the user’s view. Thus, visualization of the product information in this 
system is less computer-centric as it is easy for the users to understand the 
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relationship between the information and the 3D model. It is more intuitive than the 
traditional methods, such as manuals, handbooks or drawings. AR technology also 
gives the users the ability to move around in a design space. Therefore, the users can 
perform other tasks while visualizing the information. The system can be extended 
to support visualization of other information related to the product, such as its 
detailed internal structure, the functional information of a feature, etc.  The 
polygonal model of the part to be rendered in the AR environment can be organized 
hierarchically to support varying levels of details. Augmented information 
visualization can be applied for introducing new products to potential customers or 
carry out a survey for the product design that has not been launched yet. 
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Chapter  6. Product Development in a Multi-User 
Environment 
 
In this chapter, the methodologies supporting product modeling and modification in 
a multi-user environment are presented. Using these methods, the users can create 
and modify a product model accurately without using complex tracking equipment. 
In this system, the bi-directional propagations between the virtual model and CAD 
model is realized to ensure that the virtual model displayed to the users and the CAD 
model recorded during the design process are consistent. 
 
6.1 Collaboration Mechanisms between Multiple Users 
As there could be multiple local copies of an object residing in the various local 
databases of the clients, when changes are made to an augmented scene (such as 
changing the dimension of one feature of a product), these changes must be 
propagated to the other copies in the local databases of the other clients. In this way, 
the virtual product model in every client is updated and kept consistent after each 
modification. Avoiding confusion in the modification of the parts, such as avoiding 
the editing of the part model that has not been updated after the last modification, is 
as important as synchronizing the changes. 
 
An “access rights” mechanism is employed to control and schedule the collaborative 
design activities. The user needs to request for access rights to manipulate the virtual 
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objects as the system does not allow simultaneous modifications of a virtual model 
or the database. The access rights are passed from one user to another through a bi-
directional process in the client/server system. When the access rights are held by 
one user, the request for access rights in the other users’ interfaces is locked to avoid 
confusion caused by simultaneous “access rights” calls. As shown in Figure 3.2, 
user A has to be accorded the access and editing rights before he can make any 
modifications. 
 
At any time, only the user holding the access rights can edit a product model and the 
product design information; the other users can only receive the updated information 
and provide their responses to the modifications made by this user. The information 
flow during the process of modifying the product model in the AR environment is 
depicted in Figure 3.2. After user A obtains the editing right and edits the product 
model, a message about the information to be changed and how it will be changed 
will be sent to the central server. The message with the operation information will be 
referred to as the parameter package. 
 
To reduce the byte size of the transferred information and ensure the server can 
interpret the parameter package, the manipulations are encoded based on system-
defined rules which can be understood by the central server and clients. The 
coordinates of the points and the feature names are the necessary information to be 
included in the codes in the parameter package. Therefore, besides the numerals 
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used to represent the face IDs and feature types, the encoded information would 
include some characters for the feature names and coordinates. The information is 
transformed into a series of characters and numerals that are separated by commas. 
The information is represented as x = {x1, x2, x3, …}. More details about the 
representation of xi
 
 are given in Appendix B. After the information has been 
encoded in the parameter package, the parameter package transferred between the 
server and the clients is quite short. 
After receiving the parameter package, the central server will disseminate it to the 
rest of the clients to acquire their feedbacks. Using the pre-defined rules, the other 
clients’ systems can decode the parameter package and display this information to 
the users in an easy to understand format, and the users do not need to know the 
decoding rules. As shown in Figure 6.17(d), the user can read the information of 
“Designer View is editing Extrude3. Feature Depth: 8.00” and understand that the 
designer is editing the depth of a feature which feature name is Extrude3 and the 
updated feature height is 8.00mm. In this way, the other users can understand easily 
the feature operations done by the editing designer and provide their feedbacks.  
 
If the server receives an agreement from all the other clients, the parameter package 
will be sent from the central server to the modeling module to update the CAD 
model accordingly and extract the geometry related information of the part. Next, 
the central server will send the geometry related information to all the clients for 
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them to update the virtual prototype in their AR environment. If any users disagree 
with the changes, these changes will be canceled, and those who disagreed with the 
modifications and their opinions will be displayed to inform all the other users. In 
addition, the feature parameters will be reset before the modification so as to accept 
new parameters. A discussion will be initiated among the users to reach an 
agreement. In the interfaces of the clients, the users can set the configuration of the 
system to be in the mode of “agree to all changes” to avoid the tedious processes of 
activating the “agree” button, and speed up the discussion process. 
 
After the modeling process has been invoked, the “access rights” is held by the 
server to prevent any clients from initiating another round of modifications until the 
current modeling process and information extraction process have been completed. 
The “access rights” will be released to the clients only after the virtual model in the 
local client has been updated. This is to prevent the users from editing the model that 
is not the latest version. 
 
6.2 Server Interface   
In the interface on the server side, a project manager can visualize the product model, 
monitor the design process, observe the connecting status of the clients and insert 
constraints between the features, as shown in Figure 6.1. In this server interface, the 
project manager can rotate and zoom in/out the product model using the mouse to 
view from different viewpoints. From the information displayed in the “client 
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status” text frame, the project manager will know the names and IP addresses of the 
clients that are connected to this system, obtain the information of the operations 
that these clients are performing and observe the modeling process. The name list of 
the clients in the interface will be updated according to the clients connected to the 
system. The product model is dynamically updated with modifications made by the 
clients in this interface.  
 
 
Figure 6.1: The Server Interface 
 
Using the server interface, the project manager can select the feature entities, such as 
the vertex, edge, face and feature, using the mouse to insert constraints between the 
selected entities and link these constraints to certain clients. After selecting the name 
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of the client to be linked with a certain defined constraint, a message on the type of 
constraint will be sent to this client.  
 
6.3 Client Interface   
The client interface for product design consists mainly of a series of virtual panels, 
which will and can be displayed according to the users’ tasks and requirements. The 
client interface is designed to realize the collaboration mechanisms and assist the 
feature manipulation processes.  
 
Before any editing process is activated and after an editing process has ended, the 
client interfaces for different views are the same with feature modeling buttons 
displayed on the bottom of the view, as shown in Figure 6.17(e) and Figure 6.17(f). 
These buttons are used to request for access rights. After a client has activated one 
of the buttons, the “access rights” is held by this client and the feature modeling 
buttons on other clients’ views will be locked by hiding them from their views, as 
shown in Figure 6.17(a) and Figure 6.17(b). The layout and functions of the buttons 
on the virtual panels that are used to input the corresponding parameters or activate 
the sub-modeling commands are changed according to the current modeling status. 
When a feature parameter is being edited, its value will be displayed in the interface 
to provide quantitative information of the feature and facilitate the selection of new 
parameters. For example in Figure 6.2, when the user wishes to modify the position 
of the block feature, the original position coordinates of the feature are displayed on 
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the virtual panel as a reference for the modification. More details about the client 
interfaces can be seen in the figures illustrated in this chapter. It can be seen that the 
interfaces provided by the system can facilitate visualization of feature parameters, 
editing of the product model and exchange of information between users.  
 
 
Figure 6.2: 3D Grid Aligned with a Face  
 
6.4 Grid-and-snap Modes 
The low accuracy of the tracking method in ARToolKit [Kato et al. 1999] makes it 
difficult to define an accurate position in the world coordinate system using a cursor 
rendered on a tracked marker. Therefore, it is difficult to create a 3D point in the 
coordinate system of the model accurately. A 3D grid-and-snap mode is designed 
for the users to insert sketch points and select feature positions on the surface of a 
virtual model of a part accurately. Based on the extracted topological information, 
the normal direction and the bounding box of the surface can be obtained, such that 
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a 3D grid can be rendered and aligned with the surface. The default grid size is one 
millimeter and it can be adjusted by the users. When the cursor is near the 3D grid, it 
will snap to the nearest grid point and the coordinates of this grid point will be 
displayed in textual format at the same time. With this scheme, the user can 
determine the 3D coordinates of the cursor and select the correct 3D position. The 
3D grid is shown in Figure 6.2. 
 
During a feature sketch modification process, a 2D grid-and-snap mode is provided. 
Based on the extracted geometrical information, the normal direction of the sketch 
surface and the sketch points of the features can be obtained. The 2D grid is screen 
aligned and the displayed area of the 2D grid is four times the area of the bounding 
box of the sketch, as shown in Figure 6.3. The working principle is similar to the 3D 




Figure 6.3: 2D Grid with the Feature Sketch 
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When an accuracy higher than the grid size is required, the users can use a screen-
based virtual panel to input the exact coordinates of a point. More details of the 
implementation of the grid-and-snap design modes are given in Section 6.6.1 and 
Section 6.6.3.  
 
6.5 Dynamic Display of Modeling Effect 
One advantage of this system over existing VR/AR modeling systems is the use of 
the AR technology, where modifications made to a part design can be displayed 
dynamically before the CAD model is updated. With 3D model visualization, users 
can easily determine whether the updated display is what they desire. The CAD 
model will only be updated using the modeling module in the server after the user is 
fully satisfied with the modification. This can reduce the amount of information 
exchange between the editing client and the server. It can also reduce the amount of 
modeling operations on the server side. 
 
Currently, the system supports modeling display in near real-time when a new 
extrusion feature is created and the sketch of the extrusion feature is edited. When a 
feature is removed, the modification cannot be displayed dynamically, which is 
explained in greater details in Section 6.6.2. 
 
A new extrusion feature that is being added to a part can be classified into two types, 
i.e., additive feature or subtractive feature. When creating an additive feature, the 
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user defines a primitive feature from the system’s feature library with the required 
parameters, and it will be created at the correct position and displayed in the 3D 
space, as shown in Figure 6.4. In Figure 6.4, a cylinder with the user-defined radius 
and height is displayed at coordinates (-19, 4, 47). Using the hardware Z-buffer, the 
depths of the pixels of the features are obtained and compared. For the pixels at the 
same screen position, OpenGL only displays the pixel with the smallest depth value. 
Therefore, the feature created and the existing features can be displayed correctly 
when the user changes his viewpoint. 
 
 
Figure 6.4: Feature Adding Process 
 
The process of creating a subtractive feature is more complex. When using the Z-
buffer to display the subtractive feature, it would be occluded by the existing 
features and cannot be seen by the user. Therefore, a frame buffer is implemented to 
display the pixels that should be seen by the user and hide the pixels that would be 
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occluded. In this system, a free OpenCSG library [OpenCSG, Kirsch and Döllner 
2005] using image-based CSG rendering is implemented to display the subtractive 
feature in near real-time. Image-based CSG rendering is a term that denotes 
algorithms for rendering CSG shapes without an explicit calculation of its geometric 
boundary. Therefore, using this library, the rendering speed is sufficiently fast for 
interactive manipulation of complex models. In this system, the Goldfeather 
algorithm in this library is implemented. Details about the OpenCSG library, the 
Goldfeather algorithm and applications in this library can be found in Appendix A. 
Figure 6.5 shows the result of using the OpenCSG library to display the updated part 
dynamically when a cylindrical cavity of 6mm diameter and 6mm height is created 
at coordinates (-12, 11, 47). 
 
 
Figure 6.5: Dynamic Display of a Subtractive Feature 
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For the process of editing a feature sketch, the original feature based on the sketch 
will not be displayed and a new feature based on the updated sketch will be rendered 
in near real-time. The methods for rendering the new feature are the same as the 
methods used for the dynamic rendering of an added extrusion feature. As shown in 
Figure 6.6, when the 2D sketch of the extruded cylinder is changed, the 3D cylinder 
feature is updated dynamically. In Figure 6.6, a blue 3D point, which is the original 
sketch point, is displayed on the part to indicate where the original sketch is. The 
original sketch is a circle which curve is passing through this point, and this is not 
displayed in the figure.  
 
 
Figure 6.6: Updating 3D Model Dynamically with a 2D Sketch 
 
6.6 Feature Operations 
Using the tri-layer model representation scheme described in Section 3.2 and the 
interaction techniques proposed and developed in Section 3.4, accurate solid 
Original sketch point 
Updated sketch  
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modeling in an AR environment can be achieved. When the user is using the grid-
and-snap mode, the level of accuracy is defined by the grid size, which is one 
millimeter by default, and can be adjusted by the user. In addition, accurate 
coordinates or dimensions can be input using the virtual panels. The modeling 
process is feature-based and the modeling functions include adding features, 
removing features, and modifying the parameters of features. The modeling process 
is shown in Figure 6.7. The process for defining the parameters during feature 
addition is illustrated in Figure 6.8.  
 
 





















































Figure 6.8: Defining Parameters during the Feature Adding Process 
 
 
Figure 6.9: Flowchart for Highlighting Feature Entities 
 
During the modeling process, when a feature or face is selected, it will be 
highlighted. Based on the PF-Tree, the flowchart illustrating the procedures for 
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selecting and highlighting a specific feature entity is as shown in Figure 6.9. Feature 
creation, feature removal and modification are described in Sections 6.6.1, 6.6.2 and 
6.6.3 respectively. 
 
6.6.1 Adding Features 
Based on feature properties, different rules are designed for the creation of different 
features. There are three main types of rules for feature creation in this system, as 
shown in Figure 6.8. For features with fewer than four parameters, such as a 
cylinder, a block and a cone, an intuitive method based on shape control points (SCP) 
has been implemented for the users to perform feature addition.  
 
SCPs have been included in the feature representation. The SCPs of a primitive 
feature are the points that can determine the shape of a feature completely, as shown 
in Figure 6.10. The SCPs are designed to define the parameters of the features 
approximately using the drag-and-drop methods in a 3D space.  
 
With a marker tracked using the tracking methods in ARToolKit [Kato et al. 1999], 
a primitive feature can be rendered in a local coordinate system (LCS), which is 
defined relative to the world coordinate system (WCS). The origin of WCS is at the 
center of the marker. A virtual stylus rendered on another marker can be used to 
interact with the SCP of this primitive feature to drag it and change its shape. The 
transformation between the coordinate systems is shown in Figure 6.11. Equation 
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(6.1) defines the camera model based on perspective projection. Based on Equation 
(6.1) and the transformation of the coordinate systems in Figure 6.11, the equation to 
calculate the position of the tip of the virtual stylus in the LCS can be obtained, as 
shown in Equation (6.2). In Equation (6.2), the transformation matrix between the 
camera and the markers, i.e., Mwc and M
c
s  can be obtained from image processing 
functions designed in ARToolKit library, and the transformation between the WCS 
and LCS is known. Since the relative position relationship from the marker “F” 
rendering the stylus to the tip of stylus is pre-defined, the position of the tip of the 





































yscp1 , zscp1  is unchanged 
xscp2 , zscp2 is unchanged 
xscp3 , yscp3  is unchanged 
yscp1 , zscp1 is unchanged 
xscp2 , yscp2  is unchanged 
yscp1 , zscp1  is unchanged  
yscp2 , zscp2  is unchanged 
xscp3 , yscp3  is unchanged 
(1) (2) (3) 




Figure 6.11: Coordinate Systems Transformations 
 
When the position and coordinates of a SCP have been changed through dragging 
the virtual stylus, the parameters of the feature will be changed. The formulae are 
shown in Figure 6.10, where the properties of the SCPs of a block, a cylinder and a 












































































              [ ]MtRAm =ρ                             (6.1) 
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In Figure 6.12, a user drags the SCP of the height parameter to change the height of 
a block. The dragging process makes the creation of the primitive features more 
intuitive. The rough sizing process is stopped after the virtual stylus leaves the SCP, 
and the final dimensions of the primitive features are recorded. When the marker for 
rendering the virtual stylus is not found in the field-of-view of the user, the 
highlighted SCPs of the primitive feature will disappear automatically. If the user 
wishes to define precise dimensions of the primitive features, a virtual panel can be 
used to input the exact dimensions. 
 
If an operation type has been selected and the face where a feature is to be attached 
has been identified, the 3D grid will be displayed for the user to define the precise 
position to locate the feature. As soon as the location has been defined, the feature is 
created and displayed in near real-time for the user to view the design effect 
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dynamically, as shown in Figure 6.4. In Figure 6.4, the face that is being selected is 
highlighted and the 3D grid is displayed onto this face for the users to select an 
accurate position to locate the feature to be created, which is a cylinder. 
 
 
Figure 6.12: The Dragging Process 
 
For features which SCPs are not easy to define, such as a prism with a regular 
polygon base or a free hand sketch base, a different method to define the feature 
shape is needed. The 3D grid-and-snap mode is used for the users to create a sketch 
correctly for the feature base. The sketch will be displayed automatically when the 
number of sketch points inserted is more than two. A virtual panel is used to input 
the other parameters of the feature, such as height. When the parameters of a new 
feature have been defined, the feature will be created and displayed dynamically for 
the user to evaluate the changes. In Figure 6.13(a), a free hand sketch is created with 
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the help of the 3D grid and the virtual panel. In Figure 6.13(b), an extruded feature 
based on this sketch is dynamically displayed after the user inputs the feature height 
of 8mm.  
 
 
(a) Free Hand Sketch Displayed 
 
(b) Dynamically Displaying the Feature 
Figure 6.13: Creating a Feature from a Free Hand Sketch 
 
There are different rules for creating transition features, such as fillets and chamfers, 
as shown in Figure 6.9. Based on the parameters that defined these features, a virtual 
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panel will be displayed for the user to input the required parameters. In Figure 
6.14(a), a designer wishes to add a fillet on the selected face. In Figure 6.14(b), the 
remote machinist receives a message on the editing processes that have been carried 
out in the designer’s view, and requesting his feedback on this modification. In 
Figure 6.14(c), a fillet feature is created on the virtual part after the users have 
approved the modification.  
 
 
(a) Interface in Editing View to Create a Fillet 
 
(b) Interface in Passive View for Fillet Creation 
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(c) Updated Model with Fillet Feature 
Figure 6.14: The Process of Creating a Fillet Feature 
 
6.6.2 Feature Removal 
Removing a feature could change the topology of other features that have positional 
relationships with this feature. To determine the updated topology of other features 
correctly, the creation sequence of the features needs to be known to obtain the 
features’ parent/child relationships.  
 
For example in Figure 6.17(a), the subtractive cylinder is created on the selected 
feature. In this case, the selected feature is a parent feature and the cylinder is a child 
feature in the parent/child relationship. If the selected feature is removed from the 
part, the cylinder would also need to be removed according to the parent/child 
relationship. Therefore, when a feature is removed, several related features may also 
be removed. To avoid confusion caused by the complex changes in the topology of 
the part model, when a feature has been removed, the displayed virtual part model in 
the views of the clients is not updated with the operations of the clients, and this is 
 141 
different from the cases during feature creation and modification where the virtual 
part model is updated. 
 
During the removal of a feature, the feature that is being removed will be 
highlighted to the users, as shown in Figure 6.15. The modeling process is shown in 
Figure 6.8. The modeling module at the server side can update the part model fast 
enough for the users to view the updated virtual model in near real-time after the 
server receives an agreement on the modifications from all the other users. 
 
 
Figure 6.15: Highlighting the Removed Feature 
 
6.6.3 Feature Parameter Modification 
During the editing of the dimensions of the features, the original dimensions of the 
features are displayed as virtual texts to facilitate the editing process. The features 
can be edited in two aspects, namely, position modification and shape parameter 
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modification, where shape modification can be a depth modification or a base sketch 
modification.  
 
In some commercial solid modeling software, such as SolidWorks, the first step in 
the modification of a feature base is to select the 2D sketch of the feature. Next, the 
user modifies this sketch and moves on to view the 3D feature to observe the effect 
of the changes. Therefore, if the user is not satisfied with the modification, he would 
need to select the 2D sketch again.  
 
In an AR-based environment, it is possible to provide a more intuitive interface to 
modify the feature base. In the developed system, to facilitate base sketch 
modification, the 2D sketch is augmented onto the scene based on the topological 
information stored in the local database. It is screen aligned to ease the interaction. 
After one sketch point has been selected using the virtual cursor, the 2D grid-and-
snap mode is activated to help the user modify the 2D sketch accurately. The virtual 
part augmented in the scene is updated dynamically with the sketch modification for 
the user to view the design effect, as shown in Figure 6.6. The process of modifying 
the features is shown in Figure 6.8. 
 
6.7 Model Synchronization 
To synchronize the product models in different clients, a feature-based modification 
propagation mechanism is implemented to transmit the part data efficiently via the 
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network. In this mechanism, the features that have been modified are differentiated 
on the server side and synchronized with the unchanged features on the client side. 
The features that have been modified can be classified as either an added feature, 
deleted feature, edited feature or an updated feature. Based on the parent-child 
relationships of the features deposited in the database on the server side, the 
differentiation processes are as follows: 
1) When a feature is classified as an added feature, the features on which it nests 
will be updated and the information of the updated features and the added 
feature will be transmitted to the clients to update the virtual models.  
2) When a feature is classified as a deleted feature, this feature and its child 
features are deleted and the features on which this feature nests are updated. The 
information of the deleted feature and the updated features will be transmitted to 
the clients to update the virtual models. 
3) When a feature is classified as an edited feature, i.e., the parameters of this 
feature have been modified, this feature is updated. According to the types of 
feature modifications, the affected features are processed according to the 
following rules: 
• If the modification is a change of the height of the feature, its child features 
will be updated. 
• If the modification is a change of the position of the feature, its child features 
and the feature on which it nests will be updated. 
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• If the modification is a change of the sketch of the extruded feature, the 
feature on which it nests will be updated.  
4) The unique feature name assigned by the CAD software (SolidWorks) is used to 
distinguish the features so as to avoid the naming consistency problem. 
 
For the added features and the updated features, the geometric information of these 
features, i.e., the faces that composed the features and the characteristic points, and 
the names of the features will be transmitted to all the clients. For the deleted 
features, only the feature names will be transmitted to the clients to delete the 
information of these deleted features in the representation models. 
 
6.8 Constraint-based Collaboration between Clients 
As described in Section 3.2, the domain constraints between the features ensure that 
the requirements of different downstream processes are met and the validity of the 
product in different views are maintained. The domain constraints are input and 
deposited in the central database and replicated in the local databases of the different 
clients, as shown in Figure 3.1. In this research, a client/view that has the editing 
rights will be referred to as the editing client/view; and the remaining clients/views 
without the editing rights will be referred to as the passive clients/views. The 
process of constraint analysis and information communication in the server/client 















Figure 6.16: Constraint-based Collaboration during Solid Modeling 
 
When constraints have been violated in any of the views, virtual information will be 
augmented and displayed in all the views to inform the users of the constraints that 
have been violated and the possible solutions. A virtual panel will be displayed in 
the view of the editing client for input of new parameters, and another round of 
constraint analysis and information communication will start among the clients. 
 
If there is no constraint violation, the information on the changes in the parameters 
will be displayed in the scene of the passive clients for feedback from these clients, 
in order to take into consideration the experience and feedback of these clients 
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(certain clients may be the machinist, the process planner, etc.) during the design 
process.  
 
The constraints analysis module in the client system can improve the design 
efficiency when certain generic constraints are being defined in the local databases. 
In addition, the information that is displayed in the scene of a client can facilitate the 
user’s decision making process. 
 
6.9 Case Studies 
In this section, two case studies are presented to demonstrate the methodologies that 
support design modifications by the distributed users. The server in this system uses 
an Intel Core3 Duo E3600 PC equipped with 2GB RAM. The client in this system 
has been implemented on a P4 2.6 GHz PC equipped with 512 MB RAM, an IEEE 
1934 Firefly camera and a display device. The system is developed using VC++ 6.0; 
IEEE 1394 Firefly cameras are used to capture the video sequences and the OpenGL 
library is used to render the virtual objects. A HMD or a monitor can be used as the 
display device. The interaction tools are a stylus with two markers attached and a 
pen with a red tip.  
 
In the two case studies, only two clients are considered. However, the system has 
also been tested by connecting four clients. From the experiments, it is observed that 
the bottleneck of the information transfer between the server and clients occurs 
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when the clients are connected to the server and the polygonal models are replicated 
in the local databases of the clients. In the experiments, the bandwidth of the Internet 
is 100.0 Mbps and the time used to download 223 Kbytes information from the 
server to the client is about 800 milliseconds. When more clients are connected to 
the system, it takes a longer time to replicate the information from the server to all 
the clients.  
 
6.9.1 Product Modifications by Distributed Users 
In the first case study, a fairly complex part is being modified, as shown in Figure 
6.17. Using the AR-based collaborative distributed design system, the users can add 
or remove features on the part and edit the parameters of these features. This case 
study illustrates the process of modifying the height of an extrusion feature, 
requesting for editing rights and the information transfer process between two 
clients.  
 
After a feature to be modified has been selected by the designer using the interaction 
tool, it will be highlighted, as shown in Figure 6.17(a). A virtual panel with buttons 
for feature operations will not be displayed in the machinist’s view to avoid 
confusion caused by the “editing rights” request, as illustrated in Figure 6.17(b). 
After a feature has been selected, the parameters of this feature are displayed in the 
virtual panel for the designer to modify. Guided by the virtual panel, which is 
organized according to the user’s context (user is the designer in this case), the 
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designer can perform feature modifications intuitively. In Figure 6.17(c), the 
designer inputs 8mm as the new depth for the extrusion feature. After the OK button 
has been selected, the parameter package is sent to the server and broadcast to the 
machinist client.  
 
Designer’s View Machinist’s View 
 
(a) Feature is selected 
 
(b) Virtual panels are not displayed 
 
(c) Input 8 for the depth of the feature 
 
(d) Request for machinist’s feedback 
 
(e) Virtual objects are updated 
 
(f) Virtual objects are updated 
Figure 6.17: Case Study 1 
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In Figure 6.17(d), which is the machinist’s view, a message that a parameter has 
been modified and the name of the editing client is displayed to obtain the 
machinist’s feedback. The modified feature is also highlighted with a different color 
in order to draw the attention of the remote machinist to the feature that is being 
edited. If the machinist agrees with the modification, a message is sent from the 
machinist client to the server to activate the modeling module in the server. After the 
modeling and extraction processes have been completed, the updated polygonal 
model and geometry related information are downloaded into the clients’ local 
databases to update the virtual objects rendered. In Figure 6.17(e) and Figure 6.17(f), 
the virtual objects are updated and the virtual panels with buttons for feature 
operations are displayed in both views for a new round of part design.  
 
It was found that the modeling and geometric information extraction processes in the 
case study consumed more than 50% of the CPU time. However, these 
computationally-intensive processes do not affect the rendering of the virtual objects 
in the AR-based environment as they are performed on the server side. 
 
6.9.2 Constraint-based Modeling 
In the second case study shown in Figure 6.18, a simple part with a threaded hole 
and two extrusion features is designed. In this case study, the designer is more 
concerned with the functions of the features, while the machinist is more concerned 
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with the machining processes to produce these features. Consider the case of the 
assembly of a standard screw to the threaded hole, the constraints to be added in the 
designer’s view are (1) the diameter of the hole should be larger than a specified 
value, and (2) this diameter has to be compatible with standard screw diameters. 
Considering the machining of the threaded hole, the constraint to be added in the 
machinist’s view is that the shell thickness of the block should be larger than a 
specified value to resist the machining force. The scenario is that the two users wish 
to change the position of the threaded hole by a distance of 20mm in the X-direction, 
and the shell thickness in the machinist’s view should not be less than 6mm. The 
process is shown in Figure 6.16.  
 
When the designer has the editing rights and the constraint on the shell thickness has 
been violated, a message containing the name of the editing client and the constraint 
that has been violated will be displayed in the machinist’s view to inform him that 
the shell thickness constraint has been violated, as shown in Figure 6.18(a). At the 
same time, a message containing the name of the passive client which constraint has 
been violated and the content of the violated constraint is sent to the server and 
transferred to the editing client, namely the designer’s view. After the designer has 
received this message, a virtual panel will be displayed in his view to inform him 
that the shell thickness constraint in the machinist’s view has been violated. The 




(a): Machinist’s View                        (b): Designer’s View 
  
(c): Machinist’s View                     (d): Designer’s View 
Figure 6.18: Case Study 2 
 
If the machinist has the editing rights, the constraint analysis module will first be 
activated in the machinist’s view to determine if the thickness constraint has been 
violated. A virtual panel with information on the violated constraint will be rendered 
in the machinist’s view (Figure 6.18(c)), and the status of the virtual panel in 
machinist’s view will be reset. No message would be displayed in the designer’s 
view, as shown in Figure 6.18(d). The machinist can start the modification process 




This case study demonstrates that the constraint-based model in the tri-layer product 




User studies have been performed to evaluate the system and the interfaces. 
Fourteen students from the Mechanical Engineering Department have been invited 
to test the system. All the participants have experiences in the use of some 
conventional CAD systems, e.g., SolidWorks and AutoCAD. Nine of the 
participants are not familiar with the system and used it for the first time. The other 
five participants are familiar with the system. All the participants have accent in 
their spoken English. A look-around MicroOptical SV-6 HMD, with a display 
resolution of 640×480, size of 108×58×16.8(mm) and weight of 35grams, and a 
desktop monitor are used as display devices in this survey.  
 
The participants are classified into seven groups and each group consists of two 
participants. The participants in each group work collaboratively to modify the 
product model (the model shown in Figure 6.17) and visualize the product 
information. A standard sequence of feature editing and information visualization 
procedures is designed for the survey, such as creating a feature, removing a feature, 
modifying the radius of an extrusion feature, visualizing the history document, 
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selecting an item to view its details, creating one annotation “feature” and 
visualizing the annotations.  
 
In order to compare the effects of different hardware on the performance of the users 
and the system, each participant is required to use a HMD and a monitor as the 
display device in the survey. The participants in a group are required to complete the 
sequence of procedures as the active editor using both display devices. During the 
survey, the participant who is the active editor uses the HMD as a display device, 
while the other participant in the collaboration is required to accept the updates 
passively. After the sequence of procedures has been completed, the roles of the two 
participants are interchanged and the sequence is repeated. After this, the two 
participants would interchange the display devices and the roles to repeat the above 
procedures in which the active editor is required to use the monitor as a display 
device in the first round. 
 
The user study consists of two parts, a system test and a questionnaire-based survey. 
During the system test process, data on the performance, time and manipulation 
errors is collected. The questionnaire that has been designed for the survey consists 
of questions that are classified into two sets and a table to collect the required data. 
The first set consists of questions on the participants’ background, e.g., their 
familiarity with AR-based systems and conventional CAD systems. The second set 
consists of questions on the participants’ comments and suggestions on the 
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interaction tools, the interface, the functions, and comparison between conventional 
CAD systems and this developed system. The first set of the questions is completed 
before the start of the test and the second set of the questions is completed after the 
completion of the system test when the participants had played the role of the active 
editor and used both display devices. The collected data is shown in Table 6.1. The 
performance time is the time to complete the procedures according to the pre-
defined sequence. The errors are recorded when the participants cannot complete the 
procedures according to the pre-defined sequence. 
 
From the results, the performance of the HMD-based test and the monitor-based test 
is comparable. Most of the errors are made during the annotation process due to the 
low accuracy of the speech recognition process. From the data collected, the 
performance time using the HMD is relatively shorter as compared to using the 
desktop monitors. This is because the participants using the desktop monitors have 
to shift their eyes between the monitor and the marker in the real world, which 
makes it difficult for them to interact with the 3D model, although they require less 
time to become familiarized with the design interfaces. It is observed that placing 
the camera at a fixed location rather than on the user’s head would improve the 
performance. However, this would make the viewing perspective of the 3D virtual 
objects different from the participant’s viewpoint. Fewer errors are made in the 
monitor-based tests as compared to the HMD-based tests, which can be due to the 
lower resolution of the HMD. It is also observed that the participants using the 
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HMD were able to move freely during the tests as they could move their heads to 
look around and talk to the other participants standing beside them.  
 
Table 6.1: Results of User Study 
Parameters HMD-based test Monitor-based test 
Average Performance Time (min) 8.51 9.12 
Average Errors (times) 0.50 0.43 
 
From the user studies, the participants felt that they were manipulating virtual 
objects in a 3D space using a virtual/real stylus. The participants reported that it was 
easy to rotate and translate the virtual models through rotating and moving the 
marker, which is similar to the natural way of moving a physical object. They also 
commented that highlighting the feature entities and displaying the modifications 
dynamically would make them more aware of other user’s presence and understand 
the modification directly. They like the idea of creating annotations directly in a 3D 
space.  
 
For the participants who have experiences in using SolidWorks, they reported that 
the function of displaying the effects of the modifications in near real-time is useful 
for the visualization of the design changes, especially during the process of editing 
the feature sketch. This is due to the need to roll forward to the feature view to 
display the modified model in SolidWorks after a sketch has been modified in the 
sketch view. With regards to the HMDs used, the participants commented that using 
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the HMDs is more flexible than using conventional CAD systems as they could 
move around during the design process. However, the participants indicated that 
commercial CAD systems have more powerful modeling functions.  
 
From the user study, it is observed that the voice input method is not very accurate. 
Although most of the time, the system can correctly recognize the voice commands, 
at certain times, the users have to repeat the commands several times and adjust their 
pace of speaking.  
 
Jittering of the virtual objects was observed to distract the attention of the 
participants during the user studies. Participants who are using AR systems for the 
first time tended to occlude the marker with their fingers or move the marker out of 
the camera view, making the virtual objects disappeared from their views. 
 
From the user study, it can be concluded that although the developed system has a 
few software and hardware limitations, e.g., fewer modeling functions as compared 
to commercial CAD systems and the lower resolution of the HMD used, this system 
has advantages over conventional CAD systems, e.g., modeling and visualization 
experience in a 3D space while moving in the real world, using augmented virtual 
information to facilitate the collaboration and clearly display the spatial relationships 
between the annotations and the 3D model. A HMD with a higher resolution would 
greatly improve the performance of the system. This system can be used by multiple 
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experts to modify and discuss a product, and by companies to introduce a new 
product to potential users with better reality and higher efficiency. 
 
6.11 Summary 
Using the methodologies introduced in this chapter, the users can create and modify 
a product model accurately without the need to use complex tracking equipment. 
There is bi-directional communication between the AR-based environment and the 
CAD systems. Therefore, the users can modify the solid models without leaving 
AR-based environment. The proposed constraint-based model and the tri-layer 
scheme for model representation can facilitate the communication and collaboration 
between multiple views. Using the feature library designed in this system, the users 
can create and modify features of a product intuitively. The feature library can be 
extended to make the system more powerful. 
 
Using the mechanisms devised, modifications can be displayed dynamically before 
the solid model is updated in the server for the users to evaluate the modifications. 
The feature entities being modified can also be highlighted to draw the user’s 
attention. Some interaction techniques, such as the drag-and-drop method and the 
grid-and-snap modes, have been proposed and developed to support intuitive and 
accurate interaction with the virtual objects. In addition, the 2D grid-and-snap mode 
used to edit feature sketches can bridge the gap between the 2D sketch and 3D 
modeling, which exists in some commercial modeling software, such as SolidWorks. 
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Chapter  7. Conclusions and Recommendations 
 
The main objective of this research is to develop a collaborative product design 
system using the AR technology, in which multiple users can visualize the product 
model and information of a product from different perspectives and different 




This research has made contributions in the following aspects: 
 
• An AR-based environment for collaborative product design has been 
proposed and developed.  
The client/server system was designed to support collaborative design among 
multiple users using the Internet communication and proper co-modeling 
mechanisms. The constraint-based model and the tri-layer scheme product 
representation are used to maintain the validity of the product model in all the clients, 
i.e., able to meet the requirements of different clients. The product model is kept 
consistent in the different views. This system can be used by users who are 
distributed or located in the same design space. This system has demonstrated 
benefits, which have been highlighted and discussed in the preceding chapters, over 
the existing conventional collaborative systems and VR-based collaborative systems. 
 159 
 
• Methodologies have been proposed and developed to support model 
creation and modification in a multi-user AR-based environment.  
It is difficult to design products with accurate dimensions in an AR-based 
environment because the virtual models rendered in the AR-based environment are 
polygon-based models that are transformed from solid models. After the 
transformation, the topological and geometrical information of the solid models are 
lost. In addition, current tracking and registration technologies cannot meet the 
requirements of detailed design. Therefore, selecting a feature entity, such as a face 
or vertex, is not easy making it difficult to modify feature parameters accurately. 
Using the tri-layer product representation scheme and the interaction techniques 
developed in this research, this AR-based system provides a practical means for 
accurate detailed design without the need for expensive tracking equipment and 
intensive computation. The default level of the modeling accuracy is one millimeter 
when the user is using the grid-and-snap mode. In addition, exact dimensions of the 
features can be input using the virtual interactive panels.  
 
As far as the author is aware, this is the first design system that supports accurate 
solid modeling in AR. In this work, the topological and feature information of a 
product is recovered by extracting them from the solid model of the product using 
the functions in the SolidWorks API, and rendering them with the virtual product 
model. Using the interaction techniques proposed and developed in this research, the 
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users can interact with the 3D feature entities accurately. The main contribution of 
this research is realizing bi-directional communication and information exchange 
between the AR-based environment and the CAD systems. This enables users to 
modify the solid model without leaving the AR-based environment. 
 
• A method is proposed to avoid overlapping between annotations and 
prevent occlusion of virtual models during product information 
visualization.  
In this system, information visualization is achieved by augmenting the required 
information in the personal view of each user. When rendering the annotations, an 
enhanced cluster-based greedy algorithm is implemented to avoid overlapping 
among the annotations, so as to improve their readability and prevent the virtual 
model from being occluded by the annotations. User-defined priorities can be tagged 
to the annotations to reflect the importance of these annotations. This view 
management scheme can be extended to prevent overlapping of other objects, e.g., 
virtual panels and real objects, by representing these objects as rectangles in the 
view management process. When the bounding rectangles of the real objects are 
known, they can be considered in a similar way in the view management process 
using the enhanced cluster-based greedy algorithm. The occlusion of the virtual 
models and the priorities of the features have actually not been considered in works 
done by other researchers. Based on the benchmarking results, the proposed 
algorithm performs better than the related algorithms in annotation visibility and 
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annotation priority while the computation time of the proposed algorithm is short 
enough to meet the requirements of interactive applications.  
 
• An intuitive human-computer interface has been designed and developed to 
support users in collaborative product design and development. 
The system that has been developed in this research provides an intuitive human-
computer interface to support users in collaborative product design and development 
activities. Firstly, the users can interact with the virtual model in a natural way, such 
as picking and dragging using a virtual stylus rendered on a physical marker. 
Secondly, modifications made to the 2D sketches of the features can be propagated 
dynamically to the 3D models, thus bridging the gap between the 2D sketches and 
the 3D models. Thirdly, feature information is easier to be associated with the 
virtual model because the spatial relationship between the information and the 
model has been clearly displayed using the annotations. Information visualization in 
AR-based environment is a significant improvement as compared to conventional 
design systems, where information retrieval is largely based on manuals and 
drawings. Displaying design and product information to the users using the AR 
technology has the added advantage of providing natural and intuitive interfaces. As 
information is augmented onto the personal view of a user, he no longer needs to 





A number of areas can be explored to improve the contributions made in this 
research.   
 
• Development of a more comprehensive collaborative design system 
In this research, several primitive features, such as cylinders, blocks, cones, free 
hand sketch-based features, polygon sketch-based features and a few transition 
features, can be created. A more powerful primitive feature library can be built to 
support the design of more complex products. In addition, interaction techniques, 
such as sensor-based haptic feedback, can be developed to allow the users to 
experience the physical properties of a product even though the product may be a 
virtual model at the design stage. In addition, information that is related to the 
product but obtained from resources other than the CAD models, such as manuals 
and user experience, can be included in the database for information rendering and 
visualization. Finally, linking the system fully with a Product Data Management 
(PDM) system would make it more useful and powerful, as an ideal PDM system 
can provide complete information and decision support. Analysis modules for 
machining, process planning, finite element analysis, assembly process planning, 
etc., are needed to provide quantitative results for the evaluation of a design.  
 
• Employment of an open source modeling kernel 
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In this system, the API of a commercial software, namely, SolidWorks, is used to 
perform the modeling operations. The API only serves as an interface for connection 
with the modeling kernel in SolidWorks. Therefore, the modeling process and 
modeling functions provided by the system are restricted to the functions of the API. 
As some of the modeling functions are very complex and the existing API functions 
are insufficient, the design efficiency of the system is reduced. If an open source 
modeling kernel, such as Open CASCADE, is employed, the modeling functions 
could be more powerful and the modeling process may be simplified. 
 
• Extension of the current system by providing different information to users 
In order to transmit information across Internet more effectively and to enhance the 
visualization performance, 3D streaming technologies can be implemented to 
dispatch a complex model incrementally. Progressive meshing technology can be 
implemented to provide virtual models with different Levels of Details (LODs) to 
the users.  
 
• Extension of the current system to the design of multiple parts 
Currently, the system supports the design and modeling of a single part. This system 
can be extended to allow multiple parts to be modeled and designed simultaneously. 
In this case, design for assembly will be a possible focus and the mating 
relationships between the parts will need to be clearly defined and represented. AR 
technology has the capability to display the spatial relationships between the parts 
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clearly and intuitively. Real products can also be used in the design space to 
facilitate the design of virtual products that have assembly relationships. 
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Appendix A Introduction to OpenCSG Library 
 
OpenCSG is a library that performs image-based CSG rendering using OpenGL. It 
is a free library with several algorithms, such as the Goldfeather algorithm and the 
SCS algorithm, and it can be used to render CSG shapes without explicit calculation 
of the geometric boundary of a CSG shape. The algorithms use frame-buffer settings 
of the graphics hardware, e.g., the depth and stencil buffer, to compose the CSG 
shapes. The advantage of image-based CSG rendering is the fast rendering 
capability of the system for manipulating CSG shapes interactively. OpenCSG can 
render complex CSG shapes quickly. Therefore, it can be implemented to facilitate 
near real-time product design.  
 
The decision to use the Goldfeather algorithm or SCS algorithm depends on the 
convexity of the primitives that are involved in the operation. The convexity of a 
primitive is the maximum number of front (or back) faces of the primitive at a single 
position. For example, the convexity of a sphere is one and the convexity of a torus 
is two. The SCS algorithms can only handle primitives with a convexity of one, 
otherwise rendering errors will be produced. Therefore, the SCS algorithm is chosen 
if the CSG part contains only convex primitives, otherwise the Goldfeather 
algorithm is used. For the standard Goldfeather algorithm, primitives with a 
convexity that is too low may result in rendering errors, and primitives with a 
convexity that is too high will reduce the rendering performance.  
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The other Goldfeather variants can render primitives of any convexity correctly 
without analyzing the convexity attribute. The Goldfeather variants are defined by 
the depth complexity of the CSG part, which can be determined:  
(1)  by counting the overdraw of the CSG part in the stencil buffer (the 
corresponding parameter in the APIs of the library is 
“DepthComplexitySampling”; Overdraw expresses the number of polygons that 
are rasterized at a pixel in which only the closest polygon is actually visible; For 
a model with high depth complexity, the processing of the non-visible faces 
would cause significant overdraw in the stencil buffer.)  
(2)  indirectly by means of the occlusion queries (the corresponding parameter in the 
APIs is “OcclusionQuery”), or  
(3)  not at all, i.e., does not employ the depth complexity (the corresponding 
parameter in the APIs is “NoDepthComplexitySampling”).  
 
For hardware occlusion queries, they are especially useful for the SCS algorithm and 
are hardware dependent. The strategy of not employing the depth complexity would 
only be chosen when there are few primitives in the CSG part.  
 
The parts considered in this research contain concave features and the convexity of 
the part may be more than one. Therefore, the Goldfeather algorithm is implemented 
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and the parameter of the algorithm to calculate the depth complexity is set as 
“DepthComplexitySampling”. 
 
Applications of this library are as shown in Figure A.1. 
 
           
(a)                                                              (b)   









Appendix B Encoding the Transferred Information 
 
More details of the rules for encoding the manipulation of information are described 
in this appendix. The information is transformed into numerals serials or characters, 
which are separated by a comma and represented as x = {x1, x2, x3
 
 …}. For 
different manipulation, the dimension of x is different. More details about the 
representation of xi and the rules encoding the information are described as follows: 
If the last xi is the word “Added”, 
x1
x




 = X-coordinate, which is the x-coordinate of the position of the added feature 
3
x
 = Y-coordinate which is the y-coordinate of the position of the added feature 
4
x
 = Z-coordinate which is the z-coordinate of the position of the added feature 
5
if(x
 = added feature ID 
5
x
 = 0),  the feature is a cylinder 
6
x
 = radius of the cylinder 
7
if(x
 = height of the cylinder 
5
x
 = 1), the feature is a block 
6
x
 = width of the block 
7
x
 = length of the block 




 = 2), the feature is a cone 
6
x
 = radius of the cone’s base 
7
x
 = radius of the cone’s top 
8
if(x
 = height of the cone 
5
x
 = 3), the feature is based on a free hand sketch 
6
for( j = 0; j < x




x(7 + 3*j) = x-coordinate of sketch point P
x
j 
(8 + 3*j)= y-coordinate of sketch point P
x
j 
(9 + 3*j) = z-coordinate of sketch point P
} 
j 
x(9 + 3*(x6 - 1) + 1)
if(x
 is the height of the feature 
5
x
 = 4), the feature is based on a polygon sketch 
6
x
 = number of polygon sides in the sketch 
7
x
 = x-coordinate of center point of the polygon 
8
x
 = y-coordinate of center point of the polygon 
9
x
 = z-coordinate of center point of the polygon 
10
x
 = x-coordinate of start point of the polygon 
11
x
 = y-coordinate of start point of the polygon 
12
x
 = z-coordinate of start point of the polygon 














 = radius of the fillet 
6
x
 = 2), 
8
x
 = x-coordinate of the midpoint of the edge 
9
x
 = y-coordinate of the midpoint of the edge 
10
 if(x
 = z-coordinate of the midpoint of the edge 
5
  x
 = 6), the feature is a chamfer which is a transition feature 
6
x
 = width of the chamfer 
7
 After the loop, an ID is followed to indicate feature types 














If the last xi of the word “Removed”, 
x1
Else,    the parameters of the feature are modified 

















 = feature name 
  
If(x2
The fillet is based on a face  
 = 0) 
The fillet is based on an edge 
The feature is subtractive feature  
The feature is additive feature  
The feature is a fillet  
The feature is a chamfer  
The position of the feature is changed  
The height of the feature is changed  
The sketch of the feature is changed  
The fillet radius of the feature is changed  




 = the position offset in the x-axis 
4
x
 = the position offset in the y-axis 
5
If(x
 = the position offset in the z-axis 
2
x
 = 1) 
3
If(x
 = the new height of the feature 
2
x
 = 2) 
3
x
 = the original x-coordinate of the sketch point 
4
x
 = the original y-coordinate of the sketch point 
5
x
 = the original z-coordinate of the sketch point 
6
x
 = the new x-coordinate of the sketch point 
7
x
 = the new y-coordinate of the sketch point 
8
If(x
 = the new z-coordinate of the sketch point 
2
x
 = 3) 
3
If(x
 = the new radius of the fillet 
2
x
 = 4) 
3
x
 = the new width of the chamfer 
4
 






Appendix C The Questionnaire used in the Survey 
 
Collaborative Design System Questionnaire     
 
Please complete the following contact information identifying the person who is 
completing this part of the Statistical Report. This will help if there are any 
questions which may arise in interpreting the data. Please return this cover sheet 
with the questionnaire.  
 
Name: __________________________________________________________ 
Phone Number: ___________________________________________________ 
Email Address: ___________________________________________________ 




Brief Description of the Subject: 
Age: _____________________________________________________________ 
Gender: ___________________________________________________________ 







We appreciate your time & effort. The data received will be collected but NO 







1. Do you have experience of using the conventional design software?  
__ A. Yes  ______________________________ (name of the software used) 
__ B. No 
 
2. How often do you use the conventional design software? 
__ A. Daily 
__ B. Weekly 
__ C. Monthly 
__ D. Rarely 
__________ (the last time that you used the conventional software) 
 
3. Do you have difficulty using the conventional design software?  
__ A. Yes 
__ B. No 
__ C. Some level of difficulty 
__ D. Not friendly to use at all 






4. How long does it take to learn the conventional design software? 
__ A. Hours 
__ B. Days 
__ C. Weeks 
 
5. Is it easy to learn and use the conventional design software? 
__ A. Very easy 
__ B. Easy    
__ C. Not easy  






6. Have you had any experience using the conventional design software to do 
collaborative design? 
__ A. No 
__ B. Yes___________________________________________________________ 
 
7. Have you had any experience using any other AR based systems? 
__ A. No 
__ B. Yes ___________________________________________________________ 
 
8. Have you had any experience using any Head Mounted Displays? 
__ A. No 
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__ B. Yes ___________________________________________________________ 
 
9. What do you use HMDs for? 
 __ A. Entertainment (watch video with DVD player/iPod, play games, etc.) 
 __ B. Virtual Reality systems 
 __ C. Augmented Reality systems 







Table C.1: Data Collection 
Display 
Device 
Time to familiarize 
(seconds) 
Time to complete the 
tasks (seconds) 
Errors during the 
process of completing 
the tasks (times) 
Monitor    






1. Will this AR-based collaborative design system meet your requirements? 
__ A. Yes 






2. Is it easy to learn and use the AR-based collaborative design system? 
__ A. Very easy 
__ B. Easy    
__ C. Not easy  






3. Can you fully understand the feature manipulations of the remote user based 
on the augmented objects? 
__ A. Yes 







4. Will the system facilitate the discussion about the product design and the 
communication with remote users? 
__ A. Yes 






5. Do you think which functions provided by the system are useful? 
__ A. Modeling functions 
__ B. Visualizing functions (visualization of product model and design history) 
__ C. Annotating functions 






6. Which display will you prefer? 
 __ A. Monitor-screen-based display 






7. Will you be able to work using this AR-based collaborative design system for 
more than 30min? 
__ A. Yes 
__ B. No 
__ C. Some difficulty 






8. Which design system will you prefer? 
 __ A. Conventional collaborative design system 







9. What are the advantages and disadvantages of this AR-based system over 
conventional design systems that you have used? (Multiple-choice question) 
Advantages: 
__ A. Intuitive interface and interaction 
__ B. Natural feature manipulation 
__ C. Awareness of remote manipulations 
__ D. Walking around during the design process 
__ E. Private view with the HMD 







__ A. Head and eye fatigue due to the HMD 
__ B. Only a few modeling functions are provided 
__ C. More time is required to complete the same tasks 
__ D. Others________________________ 
 
Comments_____________________________________________________________
_____________________________________________________________________
____________________________________________________________________ 
 
