We introduce a nested optimization procedure using semi-definite relaxation for the fitting step in Hamiltonian-based cluster dynamical mean-field theory (DMFT) methodologies. We show that the proposed method is more efficient and flexible than state-of-the-art fitting schemes, which allows us to treat as large a number of bath sites as the impurity solver at hand allows. We characterize its robustness to initial conditions and symmetry constraints, thus providing conclusive evidence that in the presence of a large bath, our semi-definite relaxation approach can find the correct set of bath parameters without needing to include a priori knowledge of the properties that are to be described. We believe this method will be of great use for Hamiltonian-based calculations, simplifying and improving one of the key steps in cluster dynamical mean-field theory calculations.
I. INTRODUCTION
Understanding the behavior of materials from first principles has been one of the most important challenges in the physical sciences since the advent of quantum mechanics. This is particularly difficult for so-called strongly correlated systems, for which a mean-field treatment is insufficient. In the pursuit of understanding emergent phenomena in the thermodynamic limit of such systems, embedding methods have played a major role. Some of the most prominent examples of embedding techniques are dynamical mean-field theory (DMFT) [1] [2] [3] , density-matrix embedding theory (DMET) [4] , and self-energy embedding theory (SEET) [5] among many others. These methods have been widely successful in unveiling the low energy properties of model Hamiltonians and real materials alike [6] [7] [8] [9] [10] [11] [12] [13] [14] .
The embedding methods previously mentioned share the same framework; they substitute the computationally intractable original system with a simpler model system. This model system is usually composed of an interacting impurity, or cluster, and a non-interacting bath. The cluster commonly represents a subset of the original system, while its interplay with the rest of the original system is encoded by the bath. The objective is to find a model system whose low energy properties coincide with or indicate the properties of the original system of interest. Among these methods, Green's function based approaches, such as Hamiltonian-based DMFT [15] [16] [17] [18] [19] [20] , are widely used. A common feature of this kind of embedding methods is the need to optimize, or fit, some function representing a parameterization of the bath.
Although this fitting step is just as important as the rest for the success of the embedding calculation, it has received comparatively little attention in the method development research and existing literature. Particularly in Hamiltonian-based DMFT approaches the fitting step plays a crucial role: it can be understood as the steering wheel that guides the exploration of parameter space that has to culminate in the identification of the appropriate model system. The performance of the fit can influence the final model system (the fixed point of the Hamiltonian parameters) and whether it is representative of the thermodynamic limit of the system under consideration. Unfortunately, this fitting problem is highly non-convex in the sense that the optimization often gets trapped in local minima, which strongly depend on the choice of the initial guess. Thus, typical approaches rely on running the optimization several (perhaps many) times, using different randomly generated initial guesses, and keeping the parameters that achieve the lowest cost [21] . Previous studies trying to alleviate this issue have met with partial success [22] .
In this work, we propose a new efficient and empirically robust optimization algorithm that leverages semi-definite relaxation (SDR) for the fitting problem in Hamiltonian-based cluster DMFT approaches. The algorithm relies on convex relaxation [23] [24] [25] , coupled to a novel nested approach that combines state-of-the-art conic solvers [26] with standard gradient-based optimization algorithms. It provides for a fitting routine that we show to be (a) systematically improvable, (b) more efficient than commonly used optimization methods, (c) empirically robust to initial conditions and symmetry constraints. One of the main advantages of this novel method is the emergence of symmetries in the bath parameters reflecting the geometry of the cluster, which in previous methods had to be imposed in the optimization [27] [28] [29] . These symmetries generalize to large baths and clusters, which we can handle by using a state-of-the-art impurity solver, the adaptive sampling configuration algorithm (ASCI) [20, 30] . As a result, it can handle large bath sizes and asymmetric clusters with an unprecedented accuracy.
The structure of the paper is as follows: In section II we describe in detail the methodologies employed and introduced: section II A contains a detailed description of the DMFT method and the role of fitting within the approach, while in section II B we introduce and describe our SDR approach to bath fitting. Then section III presents the numerical results of this paper: section III A characterizes the properties of the SDR fit, and section III B presents its performance in DMFT calculations explicitly.
II. METHODS
A. Dynamical mean-field theory DMFT and its cluster extensions form a family of numerical methods that treat strongly correlated many-body systems non-perturbatively [1] [2] [3] . The approach originates from the study of lattice Hamiltonian systems in infinite dimensions [31] [32] [33] [34] . The main idea is to map a fully interacting lattice to a (many-site) Anderson impurity model, composed of an interacting cluster that conserves all original interactions of the system and a non-interacting bath. Doing so, one substitutes an intractable interacting many-body system with a simpler one that can be studied with existing numerical techniques, e.g. quantum Monte Carlo [35] or exact diagonalization approaches (ED) [15] . For this mapping to be useful, one seeks to define the impurity model such that its low energy physics coincides with that of the original system. The precise way in which this matching is defined and achieved is briefly summarized later. First, we outline the key differences between the two main solver types for DMFT: Monte Carlo and Hamiltonian-based methods. The results in this work are relevant for the latter.
The DMFT algorithm differs significantly between Monte Carlo-based solvers and Hamiltonian-based ones. The main advantage of using a Monte Carlo solver is that one can work in the infinite-bath limit, as required for formally exact implementation of DMFT. By contrast, Hamiltonian-based methods need to truncate the bath, adding an extra approximation to the calculation and raising questions about convergence with respect to the bath size.
However, Monte Carlo methods are formally limited to computing quantities along the imaginary time/frequency axis, thus they need to perform an analytical continuation to obtain spectral quantities. Hamiltonian-based methods, meanwhile, can directly provide results on both the imaginary and real axes. Moreover, while Monte Carlo methods can handle the largest interacting clusters, they are limited by the sign problem to relatively high temperatures and low doping rates. In summary, both families contribute to the calculation of phase diagrams.
In this work, we address difficulties found in the finite-bath Hamiltonian approaches, where the bath truncation necessitates an optimization (fit) step. A brief description of the algorithmic structure follows. For a review of the DMFT algorithm using Hamiltonian-based methods, the reader is referred to [22] .
In DMFT one first selects a subset of the original degrees of freedom, which are referred to as the cluster. The impurity model, defined below in Eq. (S1), includes these degrees of freedom and all their interactions, while neglecting the rest of the original system. To account for the coupling between the cluster and the rest of the lattice, the impurity model is completed with a set of non-interacting degrees of freedom, which we call baths, which are coupled to the cluster sites. A possible physical interpretation considers the baths as paths outside the cluster that a particle may traverse in the original system. Thus a possible motion of a particle starting inside the cluster, leaving it, moving through the rest of the lattice, and returning to the cluster may be represented in the impurity model as the particle hopping from a cluster site to a bath site and back.
The Hamiltonian for the impurity model H imp is given by
where N c is the number of cluster degrees of freedom, N b the number of baths, H C is the original Hamiltonian restricted to the cluster degrees of freedom; c α , and d correspond to the cluster and bath annihilation operators respectively. The bath degrees of freedom are characterized by their single particle energies and their couplings V α, to the cluster sites. The goal of DMFT is to determine the bath parameters { }
=1,α=1 such that the low energy physics of H imp and the original system H coincide. This means that the Green's function G imp (ω) α,β of H imp should be the same as the corresponding submatrix of the Green's function of the global Hamiltonian H. This is achieved in DMFT by a self-consistent loop. To this effect, Hamiltonianbased methods, e.g., ED [15] or selective configuration interaction solvers [16, 19, 20] , concentrate on the hybridization function ∆ Bath . This is the part of the non-interacting Green's function generated by the bath degrees of freedom. It can be shown [36] that the hybridization function follows the analytical expression
Note that ∆ Bath equivalently encodes the fitting parameters { }
=1,α=1 as a single rational function. The self-consistent loop is defined by matching G imp , the impurity model's Green's function, to G latt , the Green's function of the original system. Hence to close the loop we need a procedure to estimate G latt from G imp , which is detailed in the next paragraph. From G latt we then extract the hybridization function ∆ Calc which should match ∆ Bath at self-consistency. A given set of { } and {V α, } defines the impurity Hamiltonian H imp , so that one can compute G imp , at zero temperature, as follows,
where E 0 is the ground state energy, |ψ 0 is the ground state wavefunction, and η is an infinitesimal positive broadening factor. From this, one can compute the cluster self energy,
where h C is the non-interacting part of H C and µ is the chemical potential. The DMFT approximation amounts to assuming that one can estimate the full lattice Green's function by using the local cluster self energy, according to
where h(k) is the Fourier transform of h C into momentum space. This recipe for computing G latt corresponds to a block-diagonal ansatz for the global self-energy in real space, with blocks corresponding to the clusters. Eq. (5) is exact in the infinitedimensional limit for the Hubbard model [1] , even when the cluster is only comprised of one single site. In finite dimensions, there are further corrections to Eq. (5); these terms incorporate the nonlocality of the self-energy beyond the cluster. To improve the DMFT approximation one can consider larger and larger clusters, the exact result being recovered in the limit of infinite cluster size. The finite size scaling of the error is O for the dynamical cluster approximation (DCA), at the cost of more complex bath structures [27] . In particular, it can be shown that in cluster DMFT the only cluster sites that have non-zero couplings to the bath sites are those on the boundary of the cluster. This reduces the number of fit parameters and simplifies the structure of the Hamiltonian in Eq. (S1). One can then Fouriertransform Eq. (5) to compute the original Green's function for the cluster degrees of freedom with the following expression,
where BZ stands for the first Brillouin zone and R 0 is the center of the cluster and the origin of the superlattice of clusters. The hybridization function can be extracted by solving for ∆ in Eq. (4) as
If ∆ Calc coincides with ∆ Bath in Eq. (2), then the self-consistency loop terminates. Otherwise, one finds a new set of bath parameters { } and {V α, } by fitting Eq. (2) to ∆ Calc and starts a new iteration with a new impurity Hamiltonian. The cost function to minimize is usually defined in terms of a matrix norm of the difference between ∆ Bath and ∆ Calc , evaluated on some frequency grid {iω n } on the imaginary frequency axis. One avoids thus the poles of the Green's function and makes the fitting problem much easier. For simplicity, in this paper we will always consider the Frobenius norm, denoted · F , and a cost function of the form
However, even in this simplified regime the optimization problem at hand is highly nontrivial and has been object of diverse studies [27, 28, 37] . We are tasked with minimizing the difference between two complex-valued, frequency-dependent N c × N c matrices using N b · (N c + 1) parameters. To maximize the model accuracy, N c and N b should be taken as large as our impurity solver allows. But the larger N c and N b are, the more difficult the fitting problem becomes, and in particular standard optimization procedures becomes increasingly susceptible to falling into local minima. In fact, when using a very efficient impurity solver, i.e., a solver capable of accommodating fairly large values of N c and N b , an inefficient fitting step can become the computational bottleneck [20] . In state-of-the-art Hamiltonian-based DMFT codes it is the norm to use elaborate fitting schemes in order to avoid instabilities and local minima [21, 22] . Furthermore, due to fitting on the imaginary axis, the result of the DMFT self-consistency can be significantly dependent on the fit frequency range [20] , since physical information is distributed unevenly there (i.e. sum rules being encoded in the high frequency limit while the details of the state properties being encoded close to the real axis). Additionally, traditional approaches tend to require clusters of high symmetry in order to reduce the complexity of the fitting problem by block-diagonalizing the Green's function [27] , which limits the size and shape of the clusters that can be studied.
In the following sections, we present a novel fitting method for impurity problems based on semi-definite relaxation (SDR) that addresses the issues mentioned in the previous section and substantially improves upon existing methodologies. Our method (i) implements the most general structure for a finite bath hybridization [38] , (ii) shows fast timings allowing for treatment of large N c and N b , (iii) is systematically improvable in N b , (iv) is empirically robust to starting conditions and symmetry constraints, and (v) shows rapid convergence for the low energy baths . We demonstrate our claims by presenting results from zero-temperature cluster DMFT calculations using our fitting method and the adaptive sampling configuration interaction (ASCI) algorithm as impurity solver [20, 30, 39, 40] B. Formulation of the hybridization fitting Motivated by the previous section, let ∆ : C → C Nc×Nc be a function that we seek to approximate in a discrete subset of the imaginary axis that we denote by Ω. In particular, we aim to find an approximation of the form
where ω ∈ R. We have introduced a shorthand notation omitting the cluster indices {α, β}, so that the hybridization matrix is written simply as ∆, the coupling amplitudes are organized in vectors V ∈ C Nc , and the bath energies are still treated as scalars λ ∈ R for = 1, . . . , N p . In addition, for reasons to be clarified later, we denote the poles in Eq. (9) by λ , not by as in the last section.
To find the approximation in Eq. (9) we define the cost function,
where Ω = {iω n } Nω n=1 . We aim to solve the optimization problem
whose minimizer provides the parameters for the ansatz in Eq. (9) . One natural approach to solve Eq. (11) is to use gradient based optimization to find the parameters, for a fixed number of poles, N p . As already stated, the problem is highly non-convex in the sense that the optimization often gets trapped in local minima, which strongly depend on the choice of the initial guess. If one were to fix {V } Np =1 , then the resulting problem could be reduced to a scalar-valued rational approximation problem that can be solved efficiently [41] . However, such algorithms, which are designed for scalar functions, fail to be directly applicable to our matrix-valued setting.
The main observation for solving Eq. (11) is that if we fix the poles {λ } Np =1 , then the resulting problem can be reformulated using convex relaxation [23] [24] [25] into an SDR problem. The reformulated SDR problem is convex and can be efficiently solved using conic solvers [26] , relying either on interior-point methods [42] or first-order methods [43] . By exploiting this observation, we develop an algorithm with the following steps.
3. Truncate the resulting positive semi-definite matrices and expanding them into sums of rank-one matrices, obtaining an approximation satisfying the ansatz in Eq. (9).
Finally, it should be noted that in cluster DMFT, only the N c sites in the boundary of the cluster have non-vanishing V ,α [27] . In these cases, we can restrict the fit to a function ∆ : C → C N c ×N c .
Relaxation
We observe that the outer product V V * defines a positive semi-definite matrix of rank one. In a nutshell, the relaxation consists of replacing the rankone matrices by more general positive semi-definite matrices X without rank restriction, yielding the more general ansatz
Analogous to the loss function defined in Eq. (10), we define the following loss function:
We replace the optimization problem in Eq. (11) by a relaxed optimization problem
where X 0 means that X is a Hermitian positive semi-definite matrix. This constraint is usually called a conic constraint, due to the fact that the set of Hermitian positive semi-definite matrices forms a convex cone [25] , i.e., if A 0 and B 0, then aA + bB 0, for any non-negative real numbers a and b.
From the standpoint of the size of the optimization space, we have increased the number of unknowns
). In addition, due to the rank relaxation, the minimizer from Eq. (14) does not immediately yield a function of the form given by Eq. (9). However, this shortcoming is not fundamental and can be easily addressed as follows at minimal additional cost.
Suppose that {λ ,X } Np =1 are the minimizers of Eq. (14) . By construction we have thatX 0. Then there exist matrices {U } Np =1 such that
where U ,q is the q-th column of U . Then we can expand
where in the last expression we have adopted appropriate definitions forṼ r ,˜ r , and the index r. It is clear that Eq. (16) has the same form as the ansatz in Eq. (9), though here the effective number of baths, N eff b , is equal to N c N p . In particular, each bath energy˜ r , is associated to N c different baths.
Optimization
The minimization in Eq. (14) is non-trivial due mainly to the conic constraint. Unfortunately, popular methods such as the alternating direction method of multipliers (ADMM) [44] , the method of alternating direction (AMA) [45] , or backward-forward splitting (BFS) schemes [46] are not readily applicable to our case, given the non-convex nature of the cost function. Thus we propose a nested algorithm as follows.
Consider a loss function with respect to the poles as (17) obtained by fixing the poles and solving an SDR problem using conic solvers [47, 48] . Using the optimality conditions for this problem the gradient can be easily computed via
where X = arg min X 0 J SDR ({λ , X } Np =1 ). Using this newly defined cost function we solve
using standard unconstrained gradient based methods. The full optimization loop is summarized in Alg. 1, which was implemented in MATLAB, where CVX [49] is used to solve Eq. (17), the derivatives of J pol are computed analytically using Eq. (18) , and the outer optimization loop is solved with the BFGS method [50] included in the fminunc routine. We point out that the present algorithm is loosely related to BFS schemes [46, 51] , and that it can be considered as an inexact alternating descent algorithm [52] .
Algorithm 1 Pseudo-code for the nested optimization routine.
, where ∇J pol is computed using Eq. (18) and X end whilê
Truncation
As explained above, it is possible to post-process the output of Alg. 1 in order to obtain an approximation satisfying the ansatz in Eq. (9). However, this procedure increases the effective bath size significantly, which in turn increases the computational cost of the DMFT loop by enlarging the impurity problems. Fortunately, in many cases, the contributions of many of these effective baths are extremely small and can be discarded.
Such a truncation can be performed efficiently by solving one eigenvalue problem per SDR matrix. We compute the eigenvalue decomposition ofX aŝ
where Q are unitary matrices and Λ is a real diagonal matrix, containing the eigenvalues of X ordered non-increasingly. For a fixed threshold δ, which we set to 10 −5 in this work, we gather all the eigenvalues above this threshold and their corresponding eigenvectors in the matrices Λ δ ∈ R N δ ×N δ and
δ , respectively, where N δ is the number of eigenvalues ofX greater than δ, namely the 'δ-rank' ofX . Then we define
Finally, we can follow Eq. (16) to obtain an approximation satisfying the ansatz in Eq. (9), but, hopefully, with somewhat smaller effective bath size, which is equal to the sum of the δ-ranks of the semidefinite matricesX . We point out that it should be possible to obtain a smaller effective bath size, by adding a rank-decreasing penalty, such as the nuclear norm, or trace, to the definition of J pol . However, we were not able to reliably achieve this without significantly decreasing the fit accuracy. To conclude, we remark that we have not explicitly said how we initialize the poles in Alg. 1. This will be stated in section III.
C. Impurity solver -ASCI
Before turning to the analysis of the results, a few words on the impurity solver are in order. As mentioned previously, to obtain accurate results in cluster DMFT it is important to raise N c and N b . In turn, this demands an impurity solver able to compute the Green's function G imp in Eq. (3) for a system with as many strongly-correlated degrees of freedom as possible. For zero temperature, Hamiltonian-based DMFT calculations, exact diagonalization (ED) [15] and truncation schemes [16, 19, 20] have been very popular [10, 21, 53] . The main idea behind truncation methods is the projection of the full system Hamiltonian into a subset T of the complete Hilbert space H. This subspace is chosen as small as possible, while still being able to represent the full ground state wavefunction accurately.
Among this kind of truncated ED schemes, the adaptive sampling configuration interaction (ASCI) algorithm [30, 39, 40] has been shown recently to be able to treat impurity models with large N c and N b efficiently [20] . The key aspect of ASCI is the identification of the optimal Hilbert space truncation of a given size to represent the ground state wavefunction of a many-body system. This is done by introducing a ranking that allows one to estimate the most relevant Hilbert space degrees of freedom for the description of the ground state. ASCI is expected to perform particularly well in systems with (a) a high Hamiltonian-connectivity and (b) a ground state mainly composed by a few states in some single-body basis. In this work, using ASCI as impurity solver allows to use N p up to 6 in the SDR fit, making the study of the large bath behavior of the fit possible, which is the regime where SDR becomes the more useful.
Symbol Meaning Nc
Number of cluster sites in the cluster DMFT calculation.
Number of sites in the cluster boundary. Only this have nonzero coupling elements V α,k [27] .
Np
Number of poles in the SDR fit.
Number of bath sites in the cluster DMFT calculation. N eff b
Number of effective bath sites in the SDR fit. This number is determined after the truncation step, its maximal value being N c · Np. 
III. RESULTS

A. Characterization of the fit
In this section, we study in detail the performance of the SDR fit in Alg. 1 for impurity models, outside of the full DMFT calculation. We use as input data sample hybridization function matrices ∆ from cluster DMFT calculations in (2×2), (3×3) and (4×4) clusters of the two dimensional square lattice one-band Hubbard model. The Hamiltonian of this system is given by
where t is the hopping amplitude, α, β denotes nearest neighbours, σ = {↑, ↓} is the spin degree of freedom, µ the chemical potential, U the local Coulomb interaction, n α,σ is the number counting operator for site α, and spin species σ and n α = n α,↑ + n α,↓ . Unless otherwise specified, U / t = 8 throughout the calculations. We aim to showcase the following properties:
1. The quality of the SDR fit, as measured by the error cost function, can be systematically improved by increasing the number of poles.
2. The SDR fitting method is significantly faster than other non-linear fitting procedures when applied to this kind of impurity models.
3. The pole energies obtained from the SDR fit are robust with respect to the initial conditions. Furthermore, there is an easy diagnostic for identifying poor initial conditions, namely the rank of the X matrices corresponding to each pole.
4. The fitting results can be further improved by taking the SDR solution in the form given by Eq. (16) and using it as an initial guess for the optimization in Eq. (11) . This last optimization is implemented via gradient-based methods.
5. The pole energies close to zero converge fairly rapidly with the number of poles.
The first four points are to be desired from a numerical point of view, since they identify the SDR method as efficient and robust. The last point is of particular importance from a physical perspective, since it helps justify the bath truncation in Hamiltonian-based approaches to DMFT. Indeed, if the low energy baths converge rapidly with the number of poles, this means that the low energy behavior of our embedding Hamiltonian also converges rapidly with the number of baths. Eventually, adding extra bath degrees of freedom will exclusively affect the high energy features of the model, which may not be the main interest of a low temperature (zero temperature) study. This allows us to justify a posteriori the bath truncation. Moreover, using SDR allows us in principle to determine the minimal number of bath orbitals required to converge the spectral properties of the embedding model up to the scale of interest. Whether the resulting bath size is then amenable to be treated with available impurity solvers, like the ASCI algorithm, is then something to be considered on a case by case basis.
The fits performed in this subsection are done over 50 imaginary frequency points in a linear span between iω / t = 0 and iω / t = 40. A detailed study of the effect that the frequency grid has on the fit is deferred to section III B. Since we have introduced several notation elements, we summarize the main abbreviations in Tab. I.
Fitting error
First, we want to examine how the fitting error progresses as a function of the number of poles for the different hybridization functions. We report the error and effective bath sizes in Tab. II.
From Tab. II it becomes clear that adding poles systematically improves the fit. The dominant contribution to the imaginary part of all hybridization functions considered here is the diagonal, whereas the dominant contribution of the real part is the off- diagonal. Adding extra poles improves the fit especially for the non-dominant parts of the hybridization function, as one would expect. This is exemplified in Fig. 1 , where we show the fit result for diagonal and off-diagonal terms for the imaginary part of a (2×2) hybridization function as a function of the number of poles. Eventually, the error of the fit reaches the 10
threshold, which is the value we chose for the truncation of the X matrices. Thus, after this limit is reached, the SDR method stops adding the maximal number of effective baths per pole (the X matrices stop being full rank). One can further improve the quality of the fit by decreasing this threshold, at the price of increasing the number of effective baths. Conversely, we can use the SDR method to decide the number of effective baths needed to reach a particular quality of hybridization fit. For the (4 × 4) case, it seems that before the fit error reaches the 10 −5 threshold the X matrices stop being full rank.
Timings
To show the superior timing of the SDR fitting procedure, we compare it to the BFGS algorithm [50] as supported by the fminunc routine in MATLAB and the BOBYQA method (a derivativefree optimization method) implemented in the nlopt library [54, 55] applied directly to Eq. (11). The timings in seconds for a number of SDR, BFGS, and BOBYQA fits are reported in Tab. III for different numbers of effective baths in both the (2×2) and (3×3) clusters. The number of baths used for the BFGS and BOBYQA optimizations is equal to N b = N p ·N c (N c being the number of boundary sites in the cluster), which is the maximal number of effective baths used for the SDR with a given fixed number N p of poles. Additionally, we report the final errors of all three methods. To provide a fair comparison, all fits were started with the same initial guesses for the bath energies and had the same error convergence tolerance of 10 −5 . For the initial pole energies, we chose values symmetrically distributed around zero in a spread of ±10 t, e.g. in the N p = 2 TABLE III: Timings in seconds and final fit errors for the hybridization function fit using the SDR, quasiNewton (BFGS), and derivative-free (BOBYQA) methods as a function of the number of poles N p . When using BFGS or BOBYQA, the number of baths N b corresponds to N p times the number of sites in the cluster boundary N c . The same set of initial bath energies were used for all fits. The BFGS method was allowed to perform 2000 iterations.
case we chose p = ±2 t. In the cases with odd N p we set one of the initial poles at 0 t. Each of these poles corresponded to N c baths of the same energy for the BFGS and BOBYQA methods. The BFGS optimizations were limited to 2000 iterations. Increasing this number would eventually improve the error at the cost of longer runs, but we comment that in practice the possiblity for further improvement is not substantial.
From Table III , the advantage of the SDR fit becomes clear. It is in general faster and, in the large bath limit, more effective than both BFGS and BOBYQA. For the small N p values, i.e. N p ≤ 4, BOBYQA seems to be slower than BFGS, but for the (2 × 2) cluster it reaches a fit quality at least as good as the SDR fit. The BFGS optimizations in the (2 × 2) cluster with N p = 2, 3 (i.e., 8 and 12 baths, respectively) converge to an error almost two orders of magnitude larger than the errors for SDR and BOBYQA. They are stuck in local minima. The rest of the BFGS calculations were stopped after performing 2000 iterations. It is important to note that we are not claiming that the errors reported in Table III represent the best possible fit that the BFGS or BOBYQA algorithm can provide for the problem at hand. In fact, a clever choice of the initial guess and exploitation of symmetries presented in the system can greatly improve the optimization. The important conclusion to draw is that when used plainly, without such case-specific improvements, the SDR method clearly outperforms common optimization routines in the hybridization fitting problem. In what follows we show that the SDR fit is empirically robust with respect to these specializations.
Robustness to initial guess
The goal of DMFT is to describe a many-body system, with particular interest in determining phase diagrams. When there are several competing orders this is a highly non-trivial task. In particular, for an iterative self-consistent method like DMFT, it is important to avoid falling into unphysical fixed points of the self-consistent loop. The fit plays a very important role here, and it is desirable for it to find the right set of bath parameters as independently as possible from the initial guess parameters and the frequency grid.
Here, we want to show empirically that the SDR fit is robust with respect to the initial guess. The effect of other parameters, like the frequency grid or the imposition of symmetries, is discussed in section III B. While different initial guesses can result in different pole energies using the SDR fit, for all the impurity models studied in this work, empirically we find it easy to distinguish between effective and noneffective fits. Over the set of test systems studied in this work, all X matrices are of full rank in the case of the best fits. On the other hand, when the SDR method provides X matrices of smaller rank, we are able to change the initial guess and find a better fit with full rank matrices, which reduces the error by one order of magnitude. Hence the robustness of the SDR fit is evidenced by the empirical realization that all effective fits for a given hybridization function had numerically equal pole energies and bath couplings. In other words, all initial parameters that produced an effective fit, i.e. which maximized the ranks of the X matrices, resulted in the same pole energies and couplings. It is this remarkable coincidence which makes us confident, at least empirically, 
FIG. 2:
Logarithm of the fitting error for a (3 × 3) hybridization function using N p = 2 (panels 2a and 2b) and N p = 3 (panels 2c and 2d) vs. the initial pole energies. Presented are results for over 1000 initial points for each N p , with the initial poles being drawn randomly from a uniform distribution. We report both the actual data as scatter plots and linearly interpolated heat maps. See text for details.
of the robustness of the method. To the best of our knowledge, this property sets the SDR fit apart from all other non-linear optimization methods used for fitting of impurity models. We exploited this property when choosing the initial set of pole energies for the input of the SDR fit. Originally, we would choose random energies from a normal distribution with average at negative the chemical potential −µ. While this initial guess almost always results in an effective fit, for some examples, particularly with dense frequency grids or with N p > 8 in Fig. 5a , this kind of initial guess could lead to a poor fitting result. In these cases, we chose initial pole energies symmetrically distributed around zero in a spread from ±8 t. This always achieves an effective fit. In each case where this was necessary, we would test at least three different such initial guesses to assure the robustness of the fit parameters. We achieve an effective fit for most of our practical initializations and ineffective fits can be fixed easily with small modifications to the initialization.
We illustrate this property in Fig. 2 and 3 , and in Table IV . In Fig. 2 we present the logarithmic error of the fit for different values of initial poles in N p = 2 (top) and N p = 3 (bottom), for over 1000 different initial poles uniformly distributed in the [−10; 10] ⊗Np . The data suggests that most of Fig. 2 . The different initial pole energies were drawn randomly from a uniform distribution. The rate of success is defined as the number of optimal fits divided by the number of samples. The distribution of the errors for the nonoptimal fits are presented in Fig. 3 . In the case of N p = 3, there were two optimal sets of bath parameters, occurring approximately with a 1:1 probability, see text for details. The last row reports the maximal standard deviation of each of the pole energies in the optimal fit parameters. This represents the spread of the pole energies in the optimal fit parameters.
the initial guesses result in an optimal fit (the exact proportion is given in Table IV ). The initial guesses that fail are those that have no spread in the energy of the poles, i.e. they are concentrated in the corners of the square (cubic) interval. In Fig. 3 we report the logarithm of the final error vs the obtained effective bath size N and the highest occurrence. While there exist fits of maximal effective bath size and non optimal error, these occur less than 5% of the times. For the N p = 2 case the optimal fit is found with over 80% probability, in the N p = 4 case with 55%. Thus, further increasing the number of poles probably makes randomly finding an effective starting guess more difficult, but the results in Fig. 2 suggest that an initial guess with some degree of spreading between the pole energies will likely give a good result. Even if that were not the case, the efficient timings already presented in Table III suggest that it is always possible to perform some initial statistics in the first DMFT iteration, trying several initial pole energies in a reasonable time. This should be enough to effectively find a good fit. Since in the following iterations one can use the previous fit result as initial guess, the fit should be more likely to converge to the optimal solution in those cases. Table IV summarizes the statistics of the robustness tests for N p = 2, 3 and 4. The rate of success, defined as the ratio between the number of times the optimal fitting parameters were found and the number of attempts, decreases drastically from N p = 3 to N p = 4, but is still reasonably high for a random set of initial guesses. The most remarkable fact is still the uniqueness of the optimal solution, as discussed in the previous paragraphs. All optimal fits converge to the same pole energies, with minimal standard deviations as reported in Table IV . The case with odd N p is an exception, in which there are actually two optimal sets of pole energies. These are approximately related to each other by a sign change. Such a sign relation is the symmetry suggested by the converged baths in Fig. 5 and 6 , so the existence of this pair of optimal fit parameters for N p = 3 may well be an even-odd artifact rather than an actual feature of the SDR fit.
Further optimization on top of SDR
We want to point out that the error achieved by the SDR fit is not necesarily the global minimum, in the sense that it can be improved further among hybridization functions of the form of Eq. (9) with a fixed number N b = N p · N c of baths. By simply breaking the pole degeneracy, one can further reduce the fitting error. After having performed an SDR fit, the bath parameters obtained can then be used as starting guesses for a further optimization procedure, this time using all bath energies and couplings as free parameters at the same time. We used the BFGS algorithm and were able to improve the error by a factor between 1 and 4 depending on the number of poles N p and the size of the cluster. Performing this gradient-based optimization on top of the SDR increases the total fitting time by an amount which depends on the number of baths and the cluster size. We present the factor of error improvement and timing for different fitting problems in Table V. Considering the timings and factors of improvement in Table V , it is not always advantageous to perform the additional optimization, and one should consider whether the small error reduction is worth the computational cost. The degree to which the pole energies spread out after a gradient-based step is shown in Fig. 4 on the example of an SDR fit with N p = 2 for a (3×3) hybridization function.
FIG. 4:
Pole energies computed by the SDR fit for a (3×3) cluster hybridization with N p = 2 before (left) and after (right) an additional BFGS optimization. Since the BFGS step does not maintain the degenerate pole structure, instead using all bath energies and couplings independently and simultaneously, the pole energies spread. See text for details.
Pole energy convergence
In the previous subsections we have characterized in detail the important numerical properties of the SDR fit, independently of its influence on the full DMFT loop. Before describing how the SDR fit can improve the DMFT iteration, there is a final convergence property, of particular importance to justify the bath truncation in Hamiltonian-based DMFT, that we would like to address: the convergence of the pole energies with respect to the number of poles. To this end, in Fig. 5 we report the pole energies for the (2×2) and (3×3) hybridizations as a function of the number N p of poles used in the SDR fit. (For simplicity, we only report even num- bers of poles.) The pole energies seem to be symmetric around the zero energy for both the (2×2) and (3×3) clusters for N p = 2, 4, 6. It should be noted that this is not a constraint on the SDR fit and that this symmetry is found numerically by the method without imposing explicitly any symmetry constraint. The"emergence" of other such symmetries during the DMFT loop with the SDR fit will be discussed in detailed in the section III B. Fig. 5 suggests that the low energy poles converge quickly. By this we mean that adding extra poles does not significantly alter the energies of the previous ones. Effectively this means that that even fits with relatively few poles can describe the low energy properties of the embedded system and that additional poles eventually only play a role for the simulation of the high energy features. This feature is of great importance for Hamiltonian-based implementations of DMFT, where a truncation of the bath is necessary. The results in Fig. 5 effectively corroborate the physical intuition that such a bath truncation is a viable approximation when one is only interested in describing the low energy features of the model. It should be noted that these are results for fits on a single hybridization function. Physically, one would need to converge a full DMFT calculation for each number of poles (each bath size) and compare those converged pole energies to make a definitive statement about the energy convergence in the embedded model. We present such a study in the following section, where the performance of the SDR fit inside full cluster DMFT calculations is presented in detail.
B. Performance in DMFT calculation
Having characterized the performance of the SDR fit for impurity problems in detail, we now turn to showing how its properties affect full cluster DMFT calculations. There are four points that we would like to stress here, beyond those already presented in the previous section:
1. The pole energy convergence, which we have demonstrated for a single hybridization fit, translates into convergence of the bath energies of fully converged DMFT calculations, as the number of poles is increased.
2. The SDR fitting procedure finds, up to a negligible numerical error, symmetries present in the system without a need for imposing them.
3. Given a large enough number of poles, the SDR fit result is largely unaffected by the imaginary frequency range used to sample the hybridization function.
4. Given its timing and flexibility, the SDR fit works for both highly symmetric clusters where a block-diagonalization of the hybridization function is possible [27] and those clusters where this is not feasible.
As in the previous section, all calculations presented here are based on a two-dimensional squarelattice one-band Hubbard model at half-filling.
We now expound upon the advantage of the SDR fit in DMFT for clusters of low symmetry. The cal- culations of the previous section treat highly symmetric clusters, in particular square clusters embedded in the full square lattice. For these symmetric clusters, one can usually block-diagonalize the hybridization function, making the fitting problem much easier [27, 28] . For less symmetric clusters, however, this is not necessarily possible, and a flexible and efficient fitting method like SDR is important. To show that the SDR fit can handle lowersymmetry clusters with the same ease as fully symmetric ones, we present in this section results from DMFT calculations in (2×3), (2×4) and (1×6) clusters of the two-dimensional square-lattice Hubbard model at half-filling and U / t = 8. Being able to treat a pseudo-one-dimensional cluster, or stripe, like the (1×6) cluster opens up interesting avenues of research, in light of the ongoing quest for stripe order in the under doped Hubbard model [9, [56] [57] [58] . All converged bath parameters used to produce the data in this section are collected in tables in the supporting information.
Convergence of the bath energy
In the previous section we showed that, for a single hybridization fit, the low energy baths converge rapidly with increasing number of poles (see Fig. 5 ) which is an important property for the bath truncation in Hamiltonian-based DMFT approaches. The results presented in Fig. 5 originated from one single hybridization fit, and were computed using numbers of poles well beyond the capabilities of state-of-theart zero temperature impurity solvers. It is funda-mental to test the same convergence behavior when considering fully converged cluster DMFT calculations for the bath sizes that can be handled. Fig. 6 shows the converged bath energies for different cluster DMFT calculations on (2×2), (2×3), (2×4) and (1×6) clusters with N p = 2, 4, 6. The initial guess for the poles in the fits DMFT loop was chosen in the same way described in section III A 3, i.e. by choosing random pole energies centered around the negative chemical potential −µ. For the subsequent DMFT iterations, the previous pole energies were used as initial guess. Numerical convergence of the pole energies was obtained after 10 to 20 DMFT iterations.
The most apparent property is the near-perfect symmetry of the bath energies around 0 in both cases. This is not explicitly imposed in the SDR procedure and may be a consequence of the particle-hole symmetry present in the one-band Hubbard model at half filling. As a consequence, calculations with an odd number of poles recovered one bath energy close to zero. The authors have not observed this behavior with other fitting methods, like the BOBYQA optimization [54, 55] . Meanwhile, the conclusion from the previous section still holds: the low-lying pole energies converge rapidly as the number N p of poles is increased. We have omitted the case of odd N p since there are intrinsic even-odd disparities that do not reflect the actual convergence properties of the pole energies. While the impurity solver imposes a strict limit on the total number of bath sites (in particular, preventing exploration beyond N p = 6), it seems fair to say that the two lowest-lying pairs of baths have converged their energies at N p = 6, and probably adding further poles will only yield higherenergy baths. The positive interpretation for the validity of bath truncation schemes remains.
Emergence of symmetry
Imposing the symmetries present in the cluster in the fitting process is a necessary step with most currently employed optimization schemes. In such schemes, this step both simplifies the fit and assures that the right physical fixed point in the DMFT selfconsistent cycle is obtained [27, 28] . While it is possible to adopt these strategies when using the SDR approach, we have observed that this is not necessary since the bath couplings V α, computed using the SDR fit already show symmetry, at least qualitatively. By this we mean that all symmetrically equivalent cluster sites experience equivalent baths. To illustrate this point, in Fig. 7 we report the absolute value of the bath couplings for all cluster and bath sites of a (2×2) cluster DMFT calculation with 24 baths (N p = 6) . In this figure, the (2×2) cluster is represented by the (2×2) grid of subplots, each subplot corresponding to one of the cluster sites. The circles then correspond to the 24 baths, their energies shown in their y-axis position and their absolute value of the coupling |V α, | encoded in the color map.
From Fig. 7 it becomes apparent that all four cluster sites experience an equivalent bath. For each given bath energy, the four cluster sites couple to baths that present the same four absolute coupling amplitudes, albeit in a different order depending on the cluster site. This permutation is physically inconsequential however, since the bath energies are degenerate. The full coupling values V α, can differ by a sign, but it is only their amplitude square, understood as a transition probability in a Fermigolden-rule argument, that bears physical meaning. We want to stress that we do not explicitly impose any symmetry constraint on the SDR fit and that it arrives at this symmetric bath configuration automatically. The only user-provided input is the initial guess for the bath parameters for the first DMFT iteration, which is chosen by drawing random numbers around the chemical potential µ for the pole energies and between 0 and 1 for the bath couplings. For this initial bath guess, we do impose symmetry by assigning the same bath couplings to symmetrically equivalent cluster sites. Nonetheless, this aspect of the initial guess only enters via the computation of the Hamiltonian; the SDR uses a random initial guess for the bath couplings. Furthermore, the SDR procedure relaxes the symmetries of the initial bath guess: the bath couplings to symmetrically equivalent sites are not identical, but merely equivalent up to the permutations as previously discussed and demonstrated in Fig. 7 . We have not observed such symmetry emergence from other fitting methods like the BOBYQA algorithm.
Such behavior is not limited to the fully symmetric (2×2) cluster, but in fact also holds for rectangular clusters that do not enjoy all the symmetry of the full square lattice. To demonstrate this, we report in Fig. 8 the absolute values for the couplings of a (2×3) cluster with 24 baths (N p = 4). Here, an interesting thing occurs. From the full symmetry group of a (2×3) slab, one would expect to only have two symmetrically inequivalent sites: the four corners and the two center sites. This is due to the C 2 axis and the two reflection planes perpendicular to the cluster plane. This observation notwithstanding, as can be seen in Fig. 8 , the SDR fit seems to break the reflection symmetries and identify three different types of sites, leaving only the C 2 perpendicular rotation symmetry. The small number of poles may cause the SDR routine to break the symmetry in FIG. 7: Absolute value of the bath couplings |V α, | for a (2×2) cluster DMFT calculation with 24 baths (N p = 6). Each subplot corresponds to one site in the (2×2) cluster, the circles representing the different bath sites. The energy of each bath site is represented on the y-axis, while the color encodes the absolute value of the coupling |V α, | between the baths and the cluster sites.
order to improve the fit. It is plausible that increasing the number of poles would remedy this loss of symmetry, but the large number of bath degrees of freedom that this analysis would need exceeds the limitations of most impurity solvers.
Effect of the imaginary frequency grid
The fact that the DMFT self-consistency loop is performed along the imaginary frequency axis has both advantages and disadvantages. On the one hand, it simplifies the calculations and fits, since the Green's function is smooth in this part of the complex frequency space and decays as ∝ 1 ω . On the other hand, it increases the difficulty of extracting physical information contained in Green's functions. Indeed, the real-frequency physical details of the system, e.g., the existence or absence of a gap, are encoded close to the real axis, i.e., at small imaginary frequency values, and the long frequency tail mainly includes information about sum rules. To understand this last point, it suffices to consider that the Green's function along the imaginary frequency axis depends on its value on the real axis according to
Sum rules are written as integrals over the full real frequency axis, e.g., the relation
This non-local information in frequency space is stored across the entire imaginary frequency axis, and to recover it one needs to consider the largefrequency regime as well as the low-frequency one. This is manageable at finite temperature, where the Green's function is only defined on a finite set of imaginary frequencies (the Matsubara frequencies). However, at zero temperature, one needs in principle the full positive imaginary frequency axis to get the full physics, while on the real axis it usually suffices to consider features close to a non-interacting Fermi energy.
Maybe the most immediate and palpable consequence for zero temperature Hamiltonian-based DMFT calculations is the fact that the frequency grid used for the fit can have a large impact on the reliability of the results. How closely this grid approaches the real axis and how far into the high frequency limit it extends can change the qualitative behavior of the real-frequency results. Of course, one cannot make the grid arbitrarily vast and dense, since doing so increases the difficulty of the optimization step. As a consequence, it requires a great deal of physical intuition about the problem to decide the limits and density of this frequency grid. In some circumstances, it may even be preferable to choose a dense grid, very close to the real axis but ignoring the high frequency limit, to achieve satisfactory results.
In a previous work [20] , such behavior was observed using the BOBYQA algorithm for the fit in a series of (2×2) cluster DMFT calculations on the two-dimensional square-lattice one-band Hubbard model at half-filling and U / t = 8, when increasing the number of bath sites. In a series of cluster DMFT calculations with 8, 12, 16 and 24 baths, we observed a drastic change in the high frequency "hole-bands" of the spectral weight when increasing the number of baths from 12 to 16, and in turn to 24 . We argued that the drastic change was due to over-FIG. 9: Spectral weights for (2×2) cluster DMFT calculations on the square-lattice one-band Hubbard model at half-filling with U / t = 8 and different numbers of baths. SDR fit performed using a linear imaginary frequency grid with frequency cutoff at iω max = 40 t.
fitting, in the sense that the BOBYQA algorithm was reducing the cost function in Eq. (8) in the high frequency tail at the expense of a poorer fit close to the real axis. However, as discussed above, this is where the details of the physics of the system are encoded. After limiting the fitting frequency grid to the immediate vicinity of the real axis, the drastic change in the large bath limit disappears, and thus we concluded that this change is not physical, but rather an artifact of the fit. Here, we perform a similar study using the SDR fit. First, for comparison with the results obtained in [20] , we report in Fig. 9 the spectral weights A(k, ω), defined as
for the same (2×2) cluster DMFT calculations described in the previous paragraph (i.e., using N p = 2, 3, 4, 6), using the customary linear frequency grid of 50 points along the imaginary frequency axis from iω = 0 t to iω = 40 t for the DMFT self-consistency. Now Fig. 9 shows the same drastic change in the high-frequency bands when changing from 12 to 16 baths as the one observed in [20] . However, this change seems to be rectified in the 24 bath calculation. Before getting into this significant distinction between the BOBYQA and SDR results, we want to show explicitly that changing the frequency range indeed gets rid of the strange behavior for the 16 baths (N p = 4) calculation.
In Fig. 10 we report the spectral weights for the (2×2) cluster DMFT with 16 baths that result from using different frequency grids in the fit. In particular we show a logarithmic grid of 50 points from iω = 0.01 t to iω = 40 t (left panel) and two linear grids of Matsubara frequencies ω n = (2n+1)π β with β = 600, with maximal frequencies of 10 t (center panel) and 2 t (right panel). These three grids were chosen to increase the relative weight of points close to the real frequency axis in the fit, by choosing either the logarithmic spacing or a dense grid of points with a hard cutoff at some small frequency. For reference, the imaginary part of the diagonal component of the hybridization function along the imaginary frequency axis is shown for all these calculations in Fig. 11 . From Fig. 11 it appears that there is no difference between the hybridization functions between the three grids (in fact, the average absolute difference between the two Matsubara grids for iω < 2 t is approximately 2 × 10 −4 ), and yet the real-axis properties show an appreciable difference (see Fig. 10 ). The reason for this is as follows. Computing the hybridization function with bath parameters obtained from the fit which stops at iω = 2 t for imaginary frequencies beyond iω = 2 t unveils significant differences between the hybridization functions (see inset in Fig. 11 ). This implies that the high frequency behavior of the hybridization function computed by fitting the smallest of our frequency ranges is not appropriately converged. Indeed, if one adds but five points to the Matsubara frequency range ending at iω = 2 t, these points equally distributed from iω = 2 t to iω = 40 t, and performs a new DMFT calculation starting from the "converged" parameters of the small frequency range calculation, the bath parameters rapidly change to improve the high frequency hybridization function. These become equivalent to those from the larger frequency range calculation, or the logarithmic scale one, and the spectral weights recover the structure in the left panel of Fig. 10 . This confirms the fact that to obtain the right physical behavior with a moderate number of baths, there is the need to choose the frequency grid appropriately. This requires some a priori knowledge of the solution, and it would be desirable that such fine-tuning would not be necessary. In particular, the hope is that in the large bath limit this bias of the frequency grid becomes unnecessary.
Here, the calculation with 24 baths (N p = 6) shows that the SDR fit fulfills this expectation. The spectral weights for the 24 bath calculation shown in Fig. 9 (lower right panel) coincide with the 8 and 12 bath calculations, and with the 16 bath calculations with accurately fit low frequency behavior (see right panel of Fig. 10 and Fig. 12 for a comparison of the spectral weights for all bath size with the 16 bath calculation using the shorter frequency grid). This finding suggests that the 24 bath calculation has fit the low frequency behavior of the hybridization function to the 10 −4 accuracy mentioned above. Moreover, the red curve in the inset of Fig. 11 shows the high frequency behavior of the hybridization function as computed with the converged bath parameters of the 24 bath calculation. Thus, it turns out that with 24 baths at its disposal, the SDR fit is capable of fitting both the high and low frequency behaviors, recovering the right physical behavior without any need for contrived constraints on the frequency grid in the fit. We have also performed a 24 bath calculation with the logarithmic frequency scale and the Matsubara scale ending at iω = 2 t. The results did not change, adding further support to our claim.
We now summarize the main points of this subsection. The physical disadvantages of fitting on the imaginary frequency axis with a finite number of baths raise the important and nontrivial issue of deciding the frequency range for fitting. This choice may influence whether the results of the DMFT calculation are reliable and representative of the true physics of the system. We have found that one way to reach said physical results without relying on a priori knowledge to pick the best frequency range is to have a large number of baths and a corresponding fit that is able to treat such large bath effectively and in an unbiased way. We have shown that the SDR fit fulfills these conditions with a moderate number of poles (N p = 6), and that paired with state-of-the art impurity solvers which can handle the large bath limit (ASCI in this paper), it can reach the physical set of bath parameters without choosing a tailored frequency range.
IV. CONCLUSION
We have introduced an optimization method using semi-definite relaxation for the hybridization fitting step in the implementation of cluster DMFT. This optimization routine offers a straightforward approach to extrapolations into the infinite bath limit in Hamiltonian-based DMFT calculations. There has been development of other approaches with the same objective, notably an algorithm working directly on the real frequency axis [59] for single-site DMFT calculations, combining orbital rotations in the space of bath degrees of freedom with the substitution of the fitting step by a purely linear-algebraic calculation to treat hundreds of baths. There have also been advances toward employing compact Green's function representations on the imaginary frequency axis [60] to extrapolate to the infinite bath limit in pure exact diagonalization DMFT.
Our method is conceptually simpler than these approaches, mainly implementing an optimization routine to treat the most general bath structure effectively. We have shown that it is an efficient and systematically improvable method, outperforming standard optimization routines and able to deal with a large number of bath parameters effectively. Furthermore, it has several important properties motivating its use in Hamiltonian-based cluster DMFT calculations: empirical robustness with respect to the initial guess, rapid convergence of low energy poles, apparent recognition of system symmetries, independence of the fitting frequency grid in the large bath limit, and versatility in the treatment of clusters with low symmetry. This method offers a systematic, natural, and easy-to-use approach to the fitting problem in DMFT, which despite its difficulty is perhaps the least-documented step in the self-consistency cycle. Here we report the converged DMFT parameters obtained with the SDR fit and used to produce the data in section 3.2 of the main paper. These include fits for (2 × 2), (2 × 3), (2 × 4) and (1 × 6) cluster DMFT simulations. All are performed on a 2d square lattice Hubbard model at half-filling and U /t = 8. The impurity Hamiltonian follows
where t is the nearest-neighbor hopping, µ is the chemical potential, are the bath energies and V ,α the bath-cluster couplings. At half-filling µ = U/2. The hopping amplitude t serves as our energy unit throughout. Most of the fits were performed on a linear frequency grid of 50 points in the range iω n ∈ [0, 40 t]. The only exception are the N p = 4 cases, where a grid of Matsubara frequencies with β = 600 and cut-off frequency of iω c = 2 t was used. See main text for details. For the (2×2) cluster and N p = 4 we provide converged bath parameters for both grids, as well as a Matsubara grid with β = 600 and iω c = 10 t and a logarithmic grid of 50 points in the interval iω n ∈ [0.01 t, 40 t]. These were used to make Fig. 10 and 11 in the main paper. The numbering convention for the cluster sites is given in Fig. S1 . TABLE S1 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (2×2) cluster with N p = 2. These were obtained with a linear frequency grid of 50 points in the interval iω n ∈ [0, 40 t].
FIG. S1: Numbering convention for the cluster sites in the different clusters studied in this work. The numbers correspond to the α index in the V ,α coupling terms. TABLE S3 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (2×2) cluster with N p = 4. These were obtained with a Matsubara frequency grid with β = 600 and cut-off frequency iω c = 2 t. TABLE S5 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (2×2) cluster with N p = 4. These were obtained with a logarithmic frequency grid of 50 points in the interval iω n ∈ [0.01 t, 40 t]. TABLE S6 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (2×2) cluster with N p = 4. These were obtained with a Matsubara frequency grid with β = 600 and cut-off frequency iω c = 10 t. TABLE S7 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (2×2) cluster with N p = 6. These were obtained with a linear frequency grid of 50 points in the interval iω n ∈ [0, 40 t]. TABLE S9 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (2×3) cluster with N p = 4. These were obtained with a Matsubara frequency grid with β = 600 and cut-off frequency iω c = 2 t. TABLE S15 : Bath parameters for a cluster DMFT calculation on the 2d square lattice Hubbard model at half-filling and U / t = 8 for a (1×6) cluster with N p = 4. These were obtained with a Matsubara frequency grid with β = 600 and cut-off frequency iω c = 2 t. 
