Depth camera calibration using depth measurements by Pahwa, Ramanpreet
c© 2013 Ramanpreet Singh Pahwa
DEPTH CAMERA CALIBRATION USING DEPTH MEASUREMENTS
BY
RAMANPREET SINGH PAHWA
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2013
Urbana, Illinois
Adviser:
Associate Professor Minh Do
ABSTRACT
An important recent development in the visual information acquisition field is the
emergence of low cost depth cameras that measure the scalar distance between
the objects present in the scene and the cameras. These cameras project infra-red
rays and use time of flight to measure the distance at each pixel. These cameras
have the potential to significantly impact various computer vision fields. How-
ever, due to the presence of significant noise and low resolution of such cameras,
their impact is currently extremely limited. These cameras need to be calibrated
accurately before they can be used along with color cameras to perform various
tasks such as 3D reconstruction and augmented virtual reality. In this thesis, we
propose to use the measurements provided by the depth cameras - depth and es-
timated intensity at each pixel to de-noise the depth images - and then use them
for calibration. Previous work to calibrate the depth cameras involves either using
a multiple camera set-up or using an extremely precise optical measurement rack
to move checker-board images in the camera’s field of view. However, we want
average users to be able to calibrate these cameras at home without having access
to such precise instruments. Thus, we are motivated to consider an efficient and
robust calibration scheme that only uses the measurements taken from the depth
camera and a simple checker-board that a user waves in front of the camera.
This thesis characterizes the noise present in depth measurements that are cap-
tured by the ToF cameras. We propose a thresholding and a grid based planariza-
tion scheme to de-noise the depth images before we use these measurements for
camera self-calibration. We utilize a two-step non-linear optimization technique
utilizing the Levenberg-Marquardt Algorithm (LMA) to minimize the projected
distance between measured and computed corner points in each checker-board
image. We also propose a new method using quaternions for automated cross-
calibration between a depth and color camera that calibrates both devices and
estimates the intrinsic and extrinsic parameters of the cameras without using any
known geometry in the scene. Our results demonstrate that the quaternion ap-
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proach provides results as good as those of existing techniques but 3-5 times
faster.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Depth cameras are increasingly becoming an integral part of our daily lives. With
the advent of Microsoft Kinect [3], pmd CamCube 3.0 [4] and WAVI Xtion [5],
the depth cameras are being used extensively in applications such as gaming and
virtual reality. These cameras, as shown in Figure 1.1, use a new technology that
captures depth information of the 3D scene in real time by projecting infra-red
rays onto the scene. It is predicted that this technology will become so popular
and cheap that we will be able to use it in digital cameras present in out cell
phones and laptops. Due to its popularity and potential to be the next big thing in
computer vision, depth camera research has exploded in the last few years.
The depth images provided by these cameras are significantly different than
the color images that standard color cameras provide. While the color cameras
provide the intensity information at each pixel, the depth cameras provide the dis-
tance of the scene at each pixel. A color image is visually appealing and intuitive
to a human being. However, the depth image does not seem to be very helpful to
human beings as it only provides us the depth information at each pixel. Human
beings, in general, estimate the depth of the scene using visual cues in images
and are particularly sensitive to color discontinuities which a depth image lacks.
For example, in Figure 1.2, if one looks at the depth image alone, one can per-
haps identify a cone lying on top of the box. Most will guess the football to be
a circular plate and the book to be a rectangular plate. However, once we look at
the color image of the same scene, one can see that there is a book named “Multi
View Geometry”, a cone and a football lying on top of a box that has been cov-
ered with a highly textured floor mat. Human beings can estimate the size of the
football, books, etc., from their previous experience of handling and observing
these objects. Our brain is also very apt at resolving occlusion issues in a scene.
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However, the same is not true for machine vision. Current computer vision algo-
rithms cannot cleverly predict the size of objects nor resolve occlusion issues as
a human brain can. Thus, depth image becomes extremely useful for such algo-
rithms. If we know how far the object is from the camera whose parameters have
been computed beforehand, we can compute the size of the object quickly. The
camera parameters are computed by performing camera calibration.
(a) Microsoft Kinect (b) PMD camcube
Figure 1.1: Examples of depth cameras.
Depth and color cameras complement each other very well. While color cam-
eras provide intensity information at each pixel, depth cameras provide the dis-
tance at each pixel. Combining these two provides distance and intensity at every
pixel and theoretically, we can construct very accurate 3D models and scenes
from this information. However, we need a perfectly self-calibrated depth cam-
era, and then to perform cross-calibration with the color camera, to get there.
Depth cameras usually have a very low resolution and contain significant noise in
depth measurements, particularly at edges. The standard calibration scheme is not
sufficient to self-calibrate the depth camera due to the limited resolution of depth
cameras and presence of significant noise.
Camera calibration refers to performing a set of controlled experiments to de-
termine initial parameters of the camera that affect the imaging process of the
scene. Without an accurate calibration, one will not be able to get a good 3D rep-
resentation of the scene. Thus, camera calibration is an extremely important step
in 2D and 3D computer vision. As the technology is relatively new, there are some
issues with the depth cameras. There is always a tradeoff between accuracy and
speed in most hardware devices. The depth cameras are not immune to this issue
either. Even though the depth cameras can capture depth images at video rate, the
images captured are of a very low resolution and highly inaccurate at edges and in
certain other areas such as facial hair. The noise and low resolution become ma-
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jor issues while calibrating these cameras. In most fields, such as gaming, depth
camera are used in conjunction with color cameras. Thus, the two cameras need
to be calibrated with each other so one can obtain a depth and color image from
same viewpoint and use this information to compute a 3D reconstruction of the
scene. However, before we can perform the cross calibration between the depth
and color camera, the depth camera needs to be self-calibrated. This is done us-
ing the estimated intensity image provided by the depth camera. Since the depth
cameras have such a low resolution, the calibration is often inaccurate due to the
coarseness of intensity images provided by these cameras. For example, in some
initial experiments, the calibration between color and depth cameras was signif-
icantly off such that the foreground pixels were getting mapped to background
depth information. This resulted in a very distorted 3D reconstruction. Thus, it is
imperative that we get an extremely accurate calibrated depth camera before we
can perform cross calibration with a color camera.
(a) Depth image (b) PMD camcube
Figure 1.2: A scene captured by a depth camera (left) and a color camera (right).
1.2 Problem statement
From the previous section, we motivate the necessity of performing self-calibration
for depth cameras. We propose to improve the self-calibration scheme for depth
cameras by:
1. Pre-processing the depth information to denoise it.
2. Using the denoised depth-information along with estimated intensity infor-
mation to perform camera self-calibration.
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We also propose an automated cross calibration scheme between a standard
color camera and depth camera that estimates the intrinsic and extrinsic param-
eters of both the devices. This calibration scheme can work without any known
geometry present in the scene and, hence, is ideal for end user application where
a home user can use it anywhere to calibrate their devices.
Ideally, we would like to be able to perform camera self-calibration using any
given scene captured by the camera. However, as we will see in section 3.1, it
is extremely difficult to calibrate a camera without some prior information of the
3D scene. We will be using a standard checker-board with known square size to
perform the calibration. Our goal is to design a camera self-calibration scheme
that has the two following characteristics:
Accuracy: The scheme should provide more accurate calibration parameters
when compared to standard calibration techniques.
Efficiency: The scheme should take fewer images or data-points, and possibly
less time computationally, to compute the calibration parameters when compared
to standard calibration techniques.
1.3 Related work
A lot of work has been done in computer vision and photogrammetry community
[6], [7], [8], [9], [10] to perform accurate and fast camera calibration. Almost
all the approaches involve calibrating two or more color cameras together. Color
cameras have a high resolution and are extremely accurate, and thus most of the
widely used calibration techniques for color cameras provide accurate calibration
results.
While there is a vast amount of research work dedicated to calibrating color
cameras, ToF technique is a relatively new technology. Hence, most of the cur-
rent calibration approaches for depth cameras borrow heavily from color camera
calibration techniques. Zhang in [7] suggests that intrinsic parameters of the color
cameras can be calibrated using some known geometry in the scene. The relation-
ship between measurement points in the images captured and their known 3D po-
sitions in space can be exploited to estimate the intrinsic and extrinsic calibration
parameters. This scheme is utilized heavily in most common calibration packages
such as MATLAB Camera calibration Toolbox [6] and OpenCV [2]. Schiller et
al [11], Beder et al. [12], and Lindner et. al [13] use this technique to calibrate
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depth cameras by integrating depth measurements in it. The intrinsic and extrin-
sic calibration parameters are computed using only a single image. However, their
approach ignores any kind of lens distortion and depth noise present in the dataset,
and hence is quite inaccurate.
Kahlmann et al. [14] explore the depth related errors at various exposure times.
They use a look-up table to correct for the depth noise and perform calibra-
tion based on these corrected depth measurements. This approach is very time-
consuming and entails creating a look-up table each time. Linder et al. [15] use
an extremely controlled set of measurements to perform depth camera calibra-
tion. The checkerboard is put on a very precise optical measurement rack which
is moved 10mm away from camera iteratively. and this prior knowledge is used
to correct the depth at corner points. In contrast, Linder et al. in [16] use a second
intensity camera instead of an optical measurement rack to estimate the intensity-
related error along with distance-related error. Fuchs et al. in [17] use a robot arm
to precisely move the depth camera in different known poses and use this prior
knowledge to simultaneously estimate the depth related errors and intrinsic pa-
rameters of the camera. Schiller at al. in [11] use two CCD cameras along with a
depth camera and use an analysis by synthesis approach to estimate the systematic
depth measurement error and calibration parameters simultaneously.
The issue with these techniques is that they either require multiple cameras or a
very controlled set-up to exploit some pre-known knowledge to estimate the cali-
bration parameters. We aim to use a simple but effective technique that performs
denoising of depth measurements and an iterative non-linear estimation of cali-
bration parameters by exploiting the planarity of the checkerboard images and the
correlation between depth measurements and corner pixel values.
We were unable to find any publications of cross calibration between a color and
depth camera without known geometry. The closest approach is by Yamazaki et
al. [18]. They perform geometric calibration of a color-camera and projector using
structured light projection. Based on decomposition of the radial fundamental
matrix, their method estimates the intrinsic and extrinsic parameters of the camera
and projector simultaneously using a non-linear optimization technique. However,
to obtain a solution they have to assume that the principal point of the camera and
projector coincide with their center of lens distortion, and their method is unable
to estimate the true principal center of both the devices. They also obtain the
extrinsic parameters up to a global scale level and, hence, can only compute a
globally-scaled 3D reconstructed version of the real scene.
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1.4 Thesis summary
The remainder of this thesis is structured as follows. In chapter 2, we introduce
the three main depth sensing technologies. We briefly discuss the advantages and
drawbacks of using stereo vision to estimate depth. We explain why stereo-vision
is unable to provide us an accurate depth map in areas lacking texture and/or low
lighting. We then describe the new upcoming depth sensing technology being
used by Microsoft Kinect that utilizes invisible structured lighting to compute
depth maps in real time. We then move on to time-of-flight depth cameras and
describe in detail how they work, their advantages and shortcomings. We also
characterize the noise present in these cameras.
Chapter 3 analyzes how standard calibration is performed using some known
geometry in 3D scene. We describe in detail the calibration parameters - intrinsic
parameters and distortion parameters - of a camera. We describe in detail how a
checkerboard with known box size can be used to find these calibration param-
eters using a two-step Newton-Gaussian optimization scheme. We also briefly
discuss the calibration results obtained by PMD camcube using standard calibra-
tion scheme.
Chapter 4 uses the standard calibration scheme but adds two important steps in
the calibration process. We use the depth map provided by ToF cameras in our
calibration scheme. We first perform a smart denoising scheme on the depth maps
obtained by these cameras by using thresholding and planarization using SVD.
We use the denoised depth maps in the calibration scheme along with intensity
information. We introduce two new metrics and analyze in detail how the scheme
will change with the addition of depth data and provide pseudo code to perform
the two step calibration process.
In Chapter 5, we present the approach by Yamazaki et al. that performs cross
calibration between two color cameras in unknown geometry and estimates the
intrinsic and extrinsic parameters up to a global scale level. We extend this ap-
proach by replacing one of the color cameras with a depth camera. We perform
a macro to micro search to estimate the principal centers of both the devices and
use the depth information to correctly estimate the extrinsic parameters to find a
correctly-scaled 3D reconstructions of the given scene without any known geom-
etry.
Chapter 6 contains our synthetic and real experiments. It provides empirical
evidence to support our algorithm. We directly compare and contrast the standard
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calibration results with our approach by using a synthetic dataset which allows
groundtruth comparisons between the standard calibration scheme and our algo-
rithm. We also demonstrate that our algorithm is more robust and converges faster
than standard calibration by using only a subset of measurements for estimating
the calibration parameters.
Finally in chapter 7, we conclude our thesis and provide remarks about the
results and potential applications of our algorithm.
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CHAPTER 2
WORKINGS OF A DEPTH CAMERA
This chapter provides a brief overview of three major depth sensing technologies
that are currently popular in scientific community. We take a detailed look at time-
of-flight (ToF) technology that is used by the PMD camcube that we are using in
our lab and highlight major differences between the depth measurements recorded
by ToF camera and other technologies.
2.1 Stereo vision
Stereo vision has been the most commonly used depth estimation technology until
now. As the name suggests, it estimates the depth of the scene using two or more
color cameras placed close to each other sharing majority of the field of view
(FoV). Human beings use their two closely located eyes to focus on a common
object and estimate its depth. A small “mismatch” is caused in the two images
captured due to a small change in position of the two imaging planes. This is
commonly known as disparity. The closer the object, the bigger this disparity.
Given two rigid and properly calibrated cameras, one can compute the disparity
map for the scene and use it to estimate the depth at each pixel. The advantage of
stereo vision is that it looks intuitive as human beings use the same technique to
estimate depth. Another advantage is that the current stereo vision algorithms are
extremely fast and can be used in real time, thus providing us with a depth map
at video rate. However, the depth maps obtained are often extremely noisy. If the
scene has very little texture or low lighting, it is extremely difficult to compute
corresponding points across two or more cameras. This reduces the reliability
and accuracy of stereo vision. Moreover, it has been shown that humans use
very little stereo vision information to estimate the depth of the objects. Most of
the information comes from their past experiences and visual cues such as color
edges, occlusions, parallel lines and comparison with known objects in the scene.
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Even with all these drawbacks, stereo vision is still one of the most versatile depth
sensing technologies used by scientific community.
2.2 Structured lighting
Structured Lighting is the process where a known 1D or 2D pattern or light is
projected on to the scene and is then detected by the camera. The 3D structure
of the scene is computed using the deformities in the pattern recorded by the
camera. A series of such patterns is often used to find a unique depth map for a
static scene. Since the images can be captured by CCD cameras, this process is
extremely cheap and provides us with high resolution depth map. However, this
technology is extremely invasive as it requires projecting patterns onto the scene
which may not always be viable. As the accuracy of the depth map heavily relies
on the algorithm being used, it is often difficult to characterize the noise present
in the depth map. However, this technology is extremely useful in cases such as
photographing finger prints in a 3D scene.
In the past, this technology has employed visible light. But with the advent of
recent technological advancements, now we have cameras that can project near
infra-red (NIR) rays onto the scene that are invisible to the naked eye. This is the
most prominent technology being used in Microsoft Kinect and WAVI-Xtion.
2.3 Time of flight
Time-of-flight techniques measure the time taken for a signal to travel from the
source, strike an object and traverse back to the receiver. Light detection and
ranging (LIDAR) and radar are based on this principle. Once we know the time
taken by the signal, we can compute the distance using the formula:
depth = 0.5× time× speed
As the signal needs to cover twice the distance (to and from), the actual depth
of the scene is half of the distance travelled by the signal. To achieve a millimeter
accuracy, the time-of-flight needs to be recorded with pico second accuracy, which
is only possible if we use hardware that is shielded and kept cool. Even then, such
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hardware is prone to noise. Thus, the current ToF based depth cameras (PMD
camcube) measure depth using a slightly different concept. PMD camcube mod-
ulates the signal and measures the phase difference between the received and sent
signal. The camera uses a state-of-the-art four-phase-shift algorithm [19], [20] to
compute the depth value at each pixel. The signal is sampled at equal intervals
four times per period. These sample points are summed over thousands of pe-
riods. This considerably increases the accuracy and signal-to-noise ratio of the
depth measurement at each pixel. One drawback of the modulation technique is
that it limits the range of the camera. If an object is sufficiently far away from the
receiver, the phase can warp around zero before being measured. This leads to a
lower estimation of depth of the scene compared to its true value. The modulation
frequency used by PMD camcube is 20MHz. This results in a maximum range
of 7.5 meters. In the following subsection, we briefly describe the four-phase-
shift algorithm and motivate the type of noise present in the ToF camera’s depth
measurement.
2.3.1 ToF depth camera - PMD camcube
This state-of-art technology is known as Photon Mixer Device (PMD). Rather
than using a laser beam to estimate one depth value for the object, the entire
scene is illuminated with modulated NIR. Due to the device’s similarity to CCD
pixels, PMDTechnologies refers to the pixels as “smart pixels” [1]. Due to current
limitations of hardware, these pixels are roughly 10 times larger than standard
CCD pixels. This severely limits the size of the ToF depth cameras. The current
size of the PMD camcube 2.0 is 204 × 204 pixels only. We used this camera to
generate real depth data and perform calibration for this thesis.
Figure 2.1 shows an illustration of a “smart pixel” present in PMD camcube.
It is a five-terminal device with two light-sensitive photogates in the middle. The
electrons move to the left or right diodes based on difference in output voltages
between the two channels. This process is modelled as a correlation between
the sent modulation signal and the received signal. The sent modulation signal
is assumed to be a rectangular wave, and the received signal, being a low-pass
IR-LED signal, is assumed to be a sinusoid.
s(t) =
∞∑
n=−∞
rect(2
t
T
− 2n)
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Figure 2.1: PMDTechnology’s smart pixel as described in [1].
r(t− TL) = a0cos(wt− wTL) +B
Here, B refers to the received average incident light (background light and dc
component of the light source), a0 refers to the amplitude of modulated light, and
TL is time taken by the infra-red rays to go “to and fro” from the object and strike
the receiver.
The cross correlation function is given by:
φ(τ) = s(t)⊗ r(t)
=
k
T
∫ T
2
t=−T
2
s(t)r(t+ τ)dt
= k
[
a0
pi
cos(ωTL) +
B
2
]
where, k refers to the number of periods per integration time. The function is
evaluated at four different phases ωTL, namely 0◦, 90◦, 180◦, 270◦. This allows us
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to compute a unique solution for the phase.
ψ = arctan
(
φ(270◦)− φ(90◦)
φ(0◦)− φ(180◦)
)
We can also compute two other important values per pixel: signal strength, a0,
and estimated intensity, B:
a0 =
pi 2
√
(φ(270◦)− φ(90◦))2 + (φ(0◦)− φ(180◦))2
2
B =
φ(0◦) + φ(90◦) + φ(180◦) + φ(270◦)
4
Figure 2.2 provides us a good visual insight to the physical meaning of these pa-
rameters. The amplitude a0 signifies the strength of the signal at that pixel. Thus
greater the amplitude, the more reliable the depth measurement. Hence, it can
be used as a threshold to discard unreliable or noisy depth readings, which is po-
tentially extremely useful in applications such as ICP [21], [22]. The background
illuminationB provides us the estimated intensity information at each pixel which
can be used for calibration and denoising. The depth per pixel can be computed
using the phase and prior knowledge of the modulation frequency used.
d =
ψ
2pi
× c
2fmod
2.3.2 Noise in depth measurements
There are three major sources of noise present in ToF depth measurements: pho-
ton shot noise, photo charge conversion noise, and quantization noise. In addition
to noise, hardware issues and signal mismatch can occur due to each pixel’s rel-
atively large solid angle. The pixel can sometimes take the value of foreground
depth and flip to background’s depth measurement. This phenomenon is called
flying pixel error. Such flying pixels are normally detected using the confidence
map (thresholding the amplitude) and marked as invalid.
As the incoming photons increase, photon noise overtakes the remaining noise
parameters. As the noise is dependent on the number of photons hitting the re-
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Figure 2.2: The cross correlation function for a single modulation period for
PMD camera [1].
ceiver, the noise can be characterized as Poisson distribution corresponding to
photon arrival process. This is the reason why often darker colored objects (in
particular black) that absorb a lot of photons give very unreliable depth informa-
tion.
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CHAPTER 3
STANDARD CALIBRATION SCHEME
3.1 Calibration parameters
In this chapter we will discuss how standard camera calibration scheme described
in [2], [23] calibrates a color camera using a few checkerboard images with known
block size. This involves finding the image center, focal length of camera, scaling
factors of row and column pixels, skew factor and any lens distortion in the cam-
era. The setup used for our experiments is shown in Figure 3.1. Assuming that
there is no distortion in the image captured, we can capture all these properties of
a camera in one matrix,K, of size 3×3, which is known as the internal parameter
matrix or intrinsic matrix of the camera.
Figure 3.1: Our Camera set-up. The color camera is placed closely on top of the
depth camera to avoid major occlusion issues.
K =

fx s cx
0 fy cy
0 0 1

Here fx = mx×f and fy = my×f represent the focal length of camera in pixels
respectively, where f is the focal length of camera and mx and my are the number
of pixels per unit distance in x and y direction respectively. The parameter s
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represents the skew parameter, which is generally zero for most normal cameras.
However, in certain unusual instances it can take nonzero values. The terms cx
and cy combined together are known as the principal point or the optical center of
the camera. Optical center represents the image center in pixels which may not
always lie on the center of the image. The mappinf of the 3D world coordinates
to 2D camera coordinates is shown in Figure 3.2.
Figure 3.2: Projection of a 3D scene onto the camera plane using the intrinsic
matrix K.
In theory, every lens can be perfectly parabolic, but in practice this is not the
case. Usually a lens is more “spherical” which leads to radial distortion as shown
in Figure 3.3. In radial distortion, sometimes knows as “barrel” or “fish-eye”
effect, the rays farther from the optical center are bent more than the rays nearer
to the optical center. This leads to the “barrel effect”. While this distortion is
insignificant in high-end cameras, cheap camera like web-cams often suffer from
significant radial distortion. In general, the corrected pixel values are computed
using three parameters, k1, k2, and k3:
xcorrected = x(1 + k1r
2 + k2r
4 + k3r
6)
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ycorrected = y(1 + k1r
2 + k2r
4 + k3r
6)
Here, (x,y) is the original pixel value of a point; r refers to the distance of the
point from optical center; the parameters k1, k2, and k3 are computed by ensuring
that the co-linear points in the scene are indeed co-linear in the image as well; and
(xcorrected, ycorrected) is the corrected pixel value of that point.
Figure 3.3: Radial distortion: The rays farther from the optical center are bent
more than the rays nearer to the optical center. [2]
Another common distortion seen in some cameras happens when the imager
and lens do not align properly, which results in tangential distortion as shown in
Figure 3.4. This usually happens due to manufacturing defects where the imaging
plane of the camera is not perfectly parallel to the lens. Tangential distortion can
be corrected by using two additional parameters: p1 and p2.
xcorrected = x+ 2p1y + p2(r
2 + 2x2)
ycorrected = y + 2p2x+ p1(r
2 + 2y2)
Thus, there are a total of five distortion parameters. These parameters are usu-
ally bundled together with the intrinsic parameters and calibrated together.
There are various ways to perform camera calibration. A widely used calibra-
tion toolbox [23] uses a planar checkerboard pattern to perform the calibration.
The user holds a checkerboard in front of the camera such that the entire checker-
board is inside the field of view (FoV) of the camera. The user takes a series of
images with the checkerboard in various positions and angles to the camera en-
suring that all the interior corners are always visible to the camera. The user also
makes sure that the focal length of the camera remains unchanged through the
16
Figure 3.4: Tangential distortion: This usually happens due to manufacturing
defects where the imaging plane of the camera is not perfectly parallel to the
lens. [2]
process which in turn means that the checkerboard should only be placed in the
depth of field of the camera when the data is being captured. From here on, we
will assume that N images of the checkerboard each consisting of M corners are
used for camera calibration. An example of image captured by a color and depth
camera is shown in Figure 3.5.
(a) A checkerboard scene captured by the
color camera.
(b) A checkerboard scene captured by the
depth camera.
Figure 3.5: A sample color and depth image.
In general, the 3D points that lie on the checkerboard are expressed in terms
of a different Euclidean coordinate frame, known as the world coordinate frame.
The two coordinate frames are related via a rotation matrix, R , and translation
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vector, t , as shown in the Figure 3.6. Both the rotation matrix and translation
vector require 3 parameters each; 1 each for rotation in x-y, y-z and x-z plane, and
translation in x, y, and z axis.
Figure 3.6: The Euclidean transformation between the world and camera
coordinate frame and projection onto camera plane.
R =

r11 r12 r13
r21 r22 r23
r31 r32 r33
 (3.1)
t =
 txty
tz
 (3.2)
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3.2 Extraction of corners
As we see in Figure 3.5, the checkerboard consists of M interior points. In our
case M = 7× 10 = 70 points. In general, the corners are estimated to 1 pixel pre-
cision using Harris corner detection method [2] that computes the Hessian matrix
of the image. To improve accuracy, a sub-pixel corner estimation method is used
to improve the precision of the corners up to 0.1 pixels. The corners are extracted
for all N images and saved as xji where i refers to the corner number and j refers
to the image number.
xji =
 uv
1

j
i
∀i = {1, 2, ...M}, ∀j = {1, 2, ..., N} (3.3)
3.3 Projecting 3D points on to camera plane
In this section we explain how the 3D corner points are related to 2D corner points
computed in previous section mathematically. We know the exact size of each
block in the checkerboard used for calibration. Let us assume that the distance
is b m. For each image we assume that the world co-ordinate frame starts at the
left top-most interior corner of the checkerboard with x axis going to the right
horizontally and y axis going down vertically. We also assume that the checker-
board is placed in the XY plane and hence the z co-ordinate for all the corners is
always 0. This means that the first corner is at [0;0;0]’, the 2nd corner to the right
is [b;0;0]’, and 2nd corner below the first corner is [0;b;0]’, etc. This way, we can
describe the checkerboard corners, Xi, in 3D as a function of b as shown below.
Note that M = m × n. We then vectorize the 3D coordinate matrix into 3 ×M
matrix with ith column referring to the Xx, Xy, Xz coordinates of corner pixel.
Since we follow the same procedure throughout all the checkerboard images, X
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remains unchanged for the entire calibration step.
Xx =

0 b 2b . . . (m− 1)b
0 b 2b . . . (m− 1)b
...
...
... . . .
...
0 b 2b . . . (m− 1)b

Xy =

0 0 . . . 0
b b . . . b
...
... . . .
...
(n− 1)b (n− 1)b . . . (n− 1)b

Xz[i, j] = 0 ∀i = {1, 2, ...n}, ∀j = {1, 2, ...,m}
Now, we use a rotation matrix Rj and a translation vector tj to map these 3D
co-ordinates in world frame of reference,Xi into camera’s frame of reference, Y
j
i .
The rotation matrix and translation matrix each have three degrees of freedom and
are unique for each image. Hence, overall we have N such rotation and translation
matrices.
Y ji = R
jXi + t
j (3.4)
These 3D points are mapped onto camera’s image plane using the intrinsic pa-
rameter matrix K as shown in Figure 3.5. Here λji is a normalization coefficient
per pixel.
xˆji =
 uv
1

j
i
= λjiKY
j
i (3.5)
These equations can be further expressed in terms ofRj , tj andXi. But, before
we can write these equations, we need to look closer at the properties of rotation
matrix, R. A general 3 × 3 matrix, R, can be written as shown in eq. 3.1. Even
though R contains 9 elements, it only has 3 degrees of freedom - 3 angles w.r.t to
each axis. The constraint on R is from that fact that since it is a unitary matrix,
RTR = I3×3. We define a rotation vector r consisting of 3 parameters as defined
in eq. 3.6. To obtain the rotation matrix R from r, we use the Rodrigues rotation
formula in eq. 3.7.
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r =
 r1r2
r3
 (3.6)
θ = ||r||2
v = r/θ
A =

0 −v(3) v(2)
v(3) 0 −v(1)
−v(2) v(1) 0

R = I3×3 + sinθA+ (1− cosθ)A2 (3.7)
Now, for each image, we can express the 2D mapped points in terms of our
rotation, translation and intrinsic matrix parameters as shown in eq. 3.8. uv
1

i,projected
= λiK[RXi + t] (3.8)
[
u
v
]
i,projected
=
[
fx
(tx+r11xi+r12yi+r13zi)
(t3+r31xi+r32yi+r33zi)
+ cx
fy
(ty+r21xi+r22yi+r23zi)
(t3+r31xi+r32yi+r33zi)
+ cx
]
(3.9)
Let  AiBi
Ci
 =
 tx + r11xi + r12yity + r21xi + r22yi
tz + r31xi + r32yi

We define this mapping as a function g.
g(Xi) =
[
fx
Ai
Ci
+ cx
fy
Bi
Ci
+ cy
]
(3.10)
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3.4 Initializing the intrinsic parameters of the camera
The principal point (cx, cy) is initialized at the center of the image as, ideally, it lies
at the center of the image plane. We assume the focal length in x and y directions
to be the same for the initialization process. We estimate this focal length using
vanishing points. For each image, we can compute 2 vanishing points x1, x2 for 2
orthogonal directions.
xi = λiK
[
R t
] [ Xi
0
]
= λiKRXi
Using the orthogonality principle, we get:
xTi K
−TK−1xj = 0 (3.11)
We stack the measurements for N images and obtain the best estimate for focal
length in least square sense using eq. 3.11.
3.5 Initializing the extrinsic parameters for each image
The external parameters are estimated per image separately. Hence, in this section,
we will only deal with one image to avoid complicated indices in the equations.
We initialize extrinsic parameters in a 2 step process.
In step 1, an initial deterministic value of the extrinsic parameters, r, t, is esti-
mated using homography betweenX and x which usesK to compute rˆ, tˆ. Once
the rˆ, tˆ parameters are initialized, they are further refined using a local optimiza-
tion in step 2.
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We exploit the fact that the z coordinate of all Xi are 0.
xi = λiK
[
r1 r2 r3 t
]

Xx
Xy
0
1

= λiH
 XxXy
1

We have (9 + M ) variables with 3M measurements. Thus, we can solve for H as
long as we have sufficient number of corner points per image. Once we compute
H, we can compute the extrinsic parameters from the equations shown below:
r1 = K
−1h1
r2 = K
−1h2
r3 = r1 × r2
t = K−1h3
In step 2, we use these initial estimates as the starting point in an iterative
method that minimizes the projection error between projected corners and the
corners computed in the image. Since we know the pixel measurements for each
corner, xi, we define the residual between the mapping and ground truth and define
that as a function r.
r(Xi) =
[ u
v
]
i,groundtruth
− g(Xi)
 (3.12)
Our goal is to find rˆ, tˆ such that it minimizes this projection error. Thus, this
becomes a non-linear optimization problem. The Calibration Toolbox uses Gauss-
Newton method [24] to minimize this error, which effectively replaces the non-
linear least squares problem by a sequence of linear least squares problems whose
solutions converge to the solutions of the original non-linear problem. Like all
methods based on Newton’s method, the Gauss-Newton method may fail to con-
verge unless it is started close enough to the solution. So as long as our initial
estimates for r, t are close to the solution, the method converges. In case for some
23
image, the method fails to converge, we simply throw out that image. To use
the Gauss-Newton method, we first need to compute the Jacobian matrix w.r.t. q
denoted by eq. 3.13 and use it in every iteration until convergence.
q = [r1, r2, r3, tx, ty, tz]
T (3.13)
Per corner point, the gradient is given by dr(Xi)
dq
which is a 2 × 6 matrix denoted
as the Jacobian matrix. Hence, for M corners, the Jacobian matrix per image will
be 2M × 6 in our case. The subdivided Jacobian per corner point is shown in
equations below. Jacobian with respect to t:
Jt(Xi) = −
 fxCi 0 −fxAiCi2
0 fy
Ci
−fyBi
Ci
2

The Jacobian with respect toR, whereR = [r11, r21, r31, r12, r22, r32, r13, r23, r33]′
is:
JR(Xi) = −

fxxi
Ci
0
0 fyxi
Ci
−fxAixi
Ci
2 −fyBixiCi2
fxyi
Ci
0
0 fyyi
Ci
−fxAiyi
Ci
2 −fyBiyiCi2
0 0
0 0
0 0

′
(3.14)
We know ∂R
∂r
from Rodriguez formula, thus:
Jr(Xi) = JR(Xi)
∂R
∂r
Finally, the overall Jacobian J(Xi) per point is:
J(Xi) = [Jr(Xi),Jt(Xi)]
J(X) =

J(X1)
J(X2)
...
J(XM)
 (3.15)
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Once we have the overall Jacobian for all corner points, we implement the
following algorithm to perform local optimization to compute the best rotation
and translation parameters per image:
r0← rinitial
t0← tinitial
q0← [r0, t0]
for k = 1 : max iterations do(
(JT (Xk)J(Xk)
)
sk = -JT (Xk)r(Xk)
qk+1 = qk + sk
if |qk+1 − qk| ≤  then
terminate
end if
end for
3.6 Global optimization over internal and external
parameters
Once we have a good initial estimate for [K,rj, tj], where j = 1, 2, ..., N , we
perform a global optimization over all the images. Conceptually, it is similar to
how we refine our estimated r, t in the previous section. Now:
q = [fx, fy, cx, cy, r
j
1, r
j
2, r
j
3, t
j
x, t
j
y, t
j
z]
T j = {1, 2, ..., N} (3.16)
i.e. the number of parameters to be estimated now is 4 + 6N . Once we have the
overall Jacobian for all corner points and for all images, we implement the follow-
ing algorithm to perform global optimization to compute the best intrinsic matrix,
rotation and translation vectors for each image. Unlike in the local estimation
step, this time we run this optimization process only once for the entire dataset.
K0←Kinitial
rj0← rj initial
tj0← tj initial
q0← [K0, r10, t10, r20, t20, ..., rN0 , tN0 ]
for k = 1 : max iterations do(
(JT (Xk)J(Xk)
)
sk = -JT (Xk)r(Xk)
qk+1 = qk + sk
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if |qk+1 − qk| ≤  then
terminate
end if
end for
The general framework of the above-mentioned algorithm is demonstrated in Fig-
ure 3.7.
3.7 Application for PMD camcube
Since the PMD camcube provides us with a depth image and an estimated inten-
sity image per frame, we can use the standard calibration framework to estimate
the intrinsic parameters of the camera directly. This approach ignores the depth
information entirely. However, due to the low resolution of the images, this cali-
bration technique does not work well for our camera. After obtaining the parame-
ters, when we performed cross calibration with a color camera, the corresponding
points gave an approximately 5.5 pixel error, which is significant, and thus the
calibration is extremely unreliable.
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Figure 3.7: A modular approach for standard camera calibration.
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CHAPTER 4
DEPTH CAMERA CALIBRATION USING
DEPTH MEASUREMENTS
Our goal is to calibrate a depth camera that provides us an estimated intensity
image and a depth image. Thus, following the footsteps of how color-camera
calibration is performed, we add one more measurement to each pixel: distance
d at each Xi. We now have 3 measurements per pixel: [u, v, d]′. We want to use
this additional information to improve the calibration process or help us in faster
estimation of parameters by using fewer images to estimate the parameters up to
the same level of accuracy.
4.1 Denoising the depth image
Like every sensing device, PMD also exhibits various error sources which affect
the accuracy of depth information captured by it. The inherent noise present in
the capturing process leads to unsteady 3D point cloud. This noise can be partly
reduced by spatial averaging using bilateral filters, but we cannot use this process
for real-time applications. Another major noise source is flying-pixel error which
primarily happens at depth discontinuities. The depth at each pixel is computed
by using four readings at each pixel. The information captured at each smart-pixel
in PMD can come from either the background and foreground object, which leads
to wiggling in these pixels. Another major source of error is the reflectivity of the
scene. This may be due to the material and color of the object, but there is no
known model to correct for this noise yet.
Thus, before we use the depth measurements, we pre-process the depth image
to ensure that the depth at corner pixels is as accurate as possible. Since, we only
look at the interior corner points of a planar checkerboard in a closed room under
controlled illumination, there is insignificant flying-pixel noise. We account for
reflectivity based noise by performing denoising in two steps: (1) segmentation
and plane-estimation (2) Planarization in 3D.
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4.1.1 Segmentation and Plane-estimation
We know that the 3D points that lie on the checkerboard are planar. We have
depth for all the pixels spanning the checkerboard that includes white and black
squares. Due to the large solid angle for each pixel of the PMD camera, the depth
at each pixel is roughly averaged for the white and square neighborhood regions
around the interior corner of the checkerboard. We intend to only use the depth
information at white square pixels to estimate the depth at corner pixel values.
This is because the SNR at the white squares, where depth is higher than at the
black squares as the white square pixels receive more photons compared to black
square pixels.
We claim that we can fit a plane through points described as [u, v, d]′. To justify
this claim, we can think of a situation where the entire checkerboard is white with
black dots representing the corners. The depth at these corners can be represented
as a linear combination of the neighboring white points. We segment out the white
squares as shown in Figure 4.1 and use the depth information at these pixels to
estimate a plane passing through all the segmented white pixels using SVD. The
depth at interior corner points for each frame is then computed using the plane
equation for each image individually.
Figure 4.1: Segmented white squares in the estimated intensity image captured
by the depth camera.
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4.2 Relationship between depth and internal and
external parameters
For each pixel xi:
d2i = ||Yi||22
= ||Xi||22 + t2x + t2y + t2z + 2tx(r11xi + r12yi) +
2ty(r21xi + r22yi) + 2tz(r31xi + r32yi)
We observe that depth at a point is independent of the internal parameters of the
camera and only depends on the external parameters r, t. The partial derivatives
of di with respect to r, t are shown below:
∂di
∂t
=
1
di
[tx + r11xi + r12yi, ty + r21xi + r22yi, tz + r31xi + r32yi]
∂di
∂R
=
1
di
[txxi, tyxi, tzxi, txyi, tyyi, tzyi, 0, 0, 0]
∂di
∂r
=
∂di
dR
∂R
∂r
4.3 Refining initialized external parameters using
depth
We follow the same procedure as before, but with the additional measurement of
depth at each pixel. We define a new function h that computes the pixel mapping
and depth given initial estimates of K,r, t:
h(Xi) =

fx
(tx+r11xi+r12yi+r13zi)
(tz+r31xi+r32yi+r33zi)
+ cx
fy
(ty+r21xi+r22yi+r23zi)
(tz+r31xi+r32yi+r33zi)
+ cy
di
 (4.1)
There are different ways to define our new residual error. We define it two
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different ways and test out both and check which one works better for our problem:
r1(Xi) =

 uv
d

i,groundtruth
− h(Xi)
 (4.2)
r2(Xi) =

ui,groundtruth − (fx (tx+r11xi+r12yi+r13zi)(tz+r31xi+r32yi+r33zi) + cx)
vi,groundtruth − (fy (ty+r21xi+r22yi+r23zi)(tz+r31xi+r32yi+r33zi) + cy)
di,groundtruth−di
di
 (4.3)
Our goal is to find rˆ, tˆ such that it minimizes this residual error. We again use
Gauss-Newton method, for which we first need to compute the Jacobian matrix
w.r.t. q denoted by eq. 3.13 and use it in every iteration until convergence.
The new Jacobian matrix, per corner point, is 3× 6. Hence, for M corners, the
Jacobian matrix per image will be 3M × 6 The sub divided Jacobian per corner
point is shown in equations below.
Jacobian with respect to R, t are:
JR(Xi) = −

fxxi
Ci
0 txxi
di
0 fyxi
Ci
tyxi
di
−fxAixi
Ci
2 −fyBixiCi2
tzxi
di
fxyi
Ci
0 txyi
di
0 fyyi
Ci
tyyi
di
−fxAiyi
Ci
2 −fyBiyiCi2
tzyi
di
0 0 0
0 0 0
0 0 0

′
(4.4)
Jt(Xi) = −

fx
Ci
0 −fxAi
Ci
2
0 fy
Ci
−fyBi
Ci
2
Ai
di
Bi
di
Ci
di
 (4.5)
Once we have the overall Jacobian for all corner points, we implement the fol-
lowing algorithm to perform local optimization to compute the best rotation and
translation parameters per image:
r0← rinitial
t0← tinitial
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q0← [r0, t0]
for k = 1 : max iterations do(
(JT (Xk)J(Xk)
)
sk = -JT (Xk)r(Xk)
qk+1 = qk + sk
if |qk+1 − qk| ≤  then
terminate
end if
end for
4.4 Global optimization over internal and external
parameters
We follow exactly the same procedure as before to estimate the parameters using
global optimization, but with additional depth measurements.
K0←Kinitial
rj0← rj initial
tj0← tj initial
q0← [K0, r10, t10, r20, t20, ..., rN0 , tN0 ]
for k = 1 : max iterations do(
(JT (Xk)J(Xk)
)
sk = -JT (Xk)r(Xk)
qk+1 = qk + sk
if |qk+1 − qk| ≤  then
terminate
end if
end for
The above-mentioned algorithm is presented as a modular approach in Figure 4.2.
We can also fuse the depth camera self-calibration with a color camera by intro-
ducing one more step to estimate the extrinsic parameters, rotation and translation,
by optimizing over the parameters globally. A more detailed explanation of this
step is provided in the next chapter. The algorithm is shown in Figure 4.3.
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Figure 4.2: A step by step modular approach for calibrating a PMD depth
camera.
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Figure 4.3: A step by step modular approach for calibrating a PMD depth camera
and color camera together to estimate the intrinsic an extrinsic parameters of the
two devices.
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CHAPTER 5
CROSS CAMERA CALIBRATION USING
DEPTH MEASUREMENTS WITH
UNKNOWN GEOMETRY
A lot of work has been done in omputer vision to calibrate two or more cam-
eras together using some cues present in the scene. Many popular toolboxes such
as [23] and [2] exist that can automatically calibrate two or more cameras together
using a checkerboard with known box size. This is done by taking multiple im-
ages of the checkerboard held in various positions in the cameras’ field-of-view.
Current state-of-the-Art algorithms provide an extremely accurate result with sub
pixel accuracy. However, these toolboxes and algorithms are only limited to a
scene with known geometry. They are unable to calibrate the cameras in unknown
geometry due to the lack of sufficient information needed to calibrate the cameras.
We aim to overcome this issue by using the depth provided by the depth camera.
Our method is inspired by the cross calibration work published by Yamazaki
et al. [18]. They performed geometric calibration of a color-camera and projector
using structured light projection. Based on decomposition of radial fundamental
matrix, their method estimates the distortion parameters, intrinsic and extrinsic
parameters of the camera and projector simultaneously. However, to obtain a so-
lution they have to assume that the principal point of the camera and projector
coincide with their center of lens distortion. Also, their method is unable to esti-
mate the principal center as their method always gets the initial estimate of these
parameters as the final estimate. They also obtain the translation between the two
devices up to a global scale level, and hence cannot compute a realistic 3D model
of the real scene.
5.1 Automatic fundamental matrix estimation
Yamazaki et al. proposed a geometric calibration method based on point corre-
spondences between a projector and color camera. They iteratively estimate the
fundamental matrix of the scene based on point correspondences by using a non-
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linear optimization. For calibration purposes, the projector can be considered as a
color camera as the projector is essentially used to compute point correspondences
which are used for calibration and light transport matrix computation later. Their
approach assumes that both the devices suffer from radial distortion and the dis-
tortion center coincides with the principal center of the cameras. They represent
the lens distortion with a division model [25], [26] that uses only one parameter.
This model fits the original model very well [25] while only using one parameter
for distortion estimation.
r =
[
u
v
]
−
[
a
b
]
[
u′
v′
]
=
1
1 + d|r|2 r +
[
a
b
]
where
[
u
v
]
represent the undistorted coordinates and
[
u′
v′
]
represent the distorted
coordinates. Here, d is the distortion parameter and
[
a
b
]
is the center of camera
distortion which is assumed to coincide with the principal center of the camera.
We can represent the distorted coordinates in a lifted coordinate system to repre-
sent this distortion in a linear form:
u
′
v′
1
 'D

u2 + v2
u
v
1

The ' symbol represents equality up to a scale. D is a 4× 4 matrix:
D =
da 1− 2da
2 −2dab da(a2 + b2)
db −2abd 1− 2db2 db(a2 + b2)
d −2da −2db 1 + d(a2 + b2)

We can estimate the fundamental matrix, F , using epipolar geometry and cor-
responding points between the two views from the two cameras [2], [6]:
x
′
p
T
Fx
′
c = 0 (5.1)
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Here x′p and x
′
c are the undistorted coordinates from the two cameras. Substituting
the distorted coordinates into the equation, we obtain:
[
u2 + v2 u v 1
]
p
DTp FDc

u2 + v2
u
v
1

c
= 0 (5.2)
We introduce a new matrix called radial fundamental matrix, Rf :
Rf = D
T
p FDc
Thus,
[
u2 + v2 u v 1
]
p
Rf

u2 + v2
u
v
1

c
= 0
We can compute the Radial fundamental matrix up to a global scale using any
standard linear method as long as we have 15 corresponding points. Note that
rank(Rf ) = rank(F ) = 2. Thus Rf has a two-dimensional null space. Also,
the vector ~n =
[
a2 + b2 − 1
d
a b 1
]T
is the right null vector for D. Hence, if
we know (a, b) for camera and projector, we can compute dp and dc directly by
analyzing the right and left null vectors ofRf respectively. This eventually allows
us to estimate the fundamental matrix, F from Rf . We assume that the distortion
center and the principal center coincide and estimate these parameters together.
Yamazaki et al. used the SVD approach to find the two null vectors of Rf and
used the last null vector to estimate the distortion parameters. However, since ~n
lies in the null space of the matrix Rf , it is a linear combination of both the null
vectors rather than just one of them. We formulate an algebraic method to obtain
this relationship. Let ~v3 and ~v4 be the two right orthonormal null vectors of Rf .
Thus,
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α3 ~v3 + α4 ~v4 =

a2 + b2 − 1
dc
a
b
1

α3 = ~v3
T

a2 + b2 − 1
dc
a
b
1

α4 = ~v4
T

a2 + b2 − 1
dc
a
b
1

Thus,~v3T

a2 + b2 − 1
dc
a
b
1

 ~v3 +
~v4T

a2 + b2 − 1
dc
a
b
1

 ~v4 =

a2 + b2 − 1
dc
a
b
1

We can simplify the above equation and solve for dc:
~v3T

a2 + b2
a
b
1

 ~v3 +
~v4T

a2 + b2
a
b
1

 ~v4 −

a2 + b2
a
b
1

 dc = v3(1)~v3 + v4(1)~v4 −

1
0
0
0

Similarly, we can compute dp by using the two orthonormal right null vectors
of Rf . Yamazaki et al. formulate the estimation of Rf as an error minimiza-
tion problem with respect to the parameters F , pp, pc, dp, dc using the Levenberg-
Marquardt Algorithm (LMA) [24] as their non-linear solver as it is essentially
a stabilized version of Gauss-Newton method which is widely used for camera
self-calibration. The objective function is described as:
Fˆ , pˆp, pˆc, dˆp, dˆp = argminFˆ ,pˆp,pˆc,dˆp,dˆp(CR(F , pp, pc, dp, dp) + Cf (F , pp, pc) + Cp(pp, pc)) (5.3)
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Here, CR error term describes how well the radial fundamental matrix, Rf , fits
the corresponding points. Using Sampson approximation of re-projection error
[6], they define the error term as:
CR(F , pp, pc, dp, dp) =
∑
i
xˆTi,pRf xˆi,c
||Iˆ4Rf xˆi,p||22 + ||Iˆ4Rf xˆi,c||22
(5.4)
where xˆi represents the lifted coordinates
[
u2 + v2 u v 1
]T
i
for both the de-
vices; and I4 = diag(1, 1, 1, 0). This gives us a first-order approximation of the
geometric error and yields extremely good results if the higher order terms are
small in comparison to the first and has been successfully implemented in [27]
and [28]. Note that this involves both the distortion and the fundamental matrix
terms as the corresponding points need to be undistorted before being substituted
in the equation.
Cf ensures that the focal lengths obtained using eqs. 5.7 and 5.8 are reasonable
values and lie between the pre-computed minimum allowable values:
Cf (F , pp, pc) = wfc(f
2
min − f 2c ) + wfp(f 2min − f 2p ) (5.5)
wfc and wfP are positive when obtained focal lengths are below minimum values
and 0 otherwise.
Cp is an priori term that ensures that the new estimated principal centers are
close to the previous estimates.
Cp(pp, pc) = wpc||p2c − pˆ2c ||22 + wpp||p2p − pˆ2p||22 (5.6)
where pˆc and pˆp are the previous estimates of the principal centers.
Once we have estimated these parameters we can compute the focal length as:
f 2p = −
pTc [ec]×Iˆ3F
Tppp
T
pF pc
pTc [ec]×Iˆ3F T Iˆ3F pc
(5.7)
f 2c = −
pTp [ep]×Iˆ3F pcp
T
c F
Tpp
pTp [ep]×Iˆ3F Iˆ3F Tpp
(5.8)
Thus, this non-linear estimation is able to provide us an estimate of the intrinsic
parameters of the two devices. To estimate the external parameters, R and t, we
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use essential atrix, E. E is defined as:
E = KTp FKc
= KTpK
−T
p [t]×RK
−1
c Kc
= [t]×R
= SR
Hartley and Zisserman [6] show that we can express E, S, and R as:
E = αUIˆ3V
T
S = UZUT
R = UXV T
E = SR
=
(
UZUT
) (
UXV T
)
= U (ZX)V T
Hence, ZX = Iˆ3.
W =
0 −1 01 0 0
0 0 1

Z =
 0 1 0−1 0 0
0 0 0

ZW = ZW T = Iˆ3
Thus, X = W or W T . Two more solutions are possible as the scaling factor α
can be positive or negative. This represents four possibilities where the scene is
in front or behind the two cameras. We can find a unique solution as the scene is
definitely in front of both the cameras in our case. This factorization determines
the translation vector up to a scale. As the scene is in front of both the devices, we
can determine R uniquely and t up to a global scale.
Upon implementing the algorithm and double checking the results with the code
provided by Yamazaki et al [29] we observed several issues with this approach:
1. The principal point parameters Pp and Pc are never updated in the non-linear
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estimation. You always obtain the same values as the initialized values as
the output from the estimation algorithm. This is because the algorithm
always decides to update the distortion and fundamental matrix parameters
over the principal center parameters at each iteration step.
2. The algorithm is highly unstable and will often estimate imaginary valued
focal lengths even for noiseless cases.
3. It requires a huge number of point correspondences to provide an acceptable
solution. For example, the test example the authors used in the paper had
roughly 650, 000 point correspondences.
4. The approach also cannot compute the actual translation, t, between the two
devices due to insufficient information available.
We intend to overcome these issues in this chapter by improving on their ap-
proach and using the depth information available from depth camera’s frame of
reference.
5.2 Estimating the intrinsic parameters of the two
cameras
To overcome the issues presented above we introduce a few changes to Yamazaki’s
approach. Since the principal centers of the devices are not updated using the ob-
jective function, we do a neighborhood macro to micro search to find the best
solution. This is done by making several initial estimates of principal centers near
the mid-point of the image coordinates and estimating the remaining parameters
using Yamazaki’s approach. We analyze the error at all these points and pick suit-
able points that result in lowest re-projection error. After the point selection, we
perform a micro sweep by using a smaller step size and search these neighboring
principal centers to find the best solution that minimizes the re-projection error.
This approach overcomes two issues. Firstly, by using a macro to micro approach
we are able to find a better estimate for principal centers for both the devices.
Secondly, using a fusion of discrete steps and neighborhood approach we are less
likely to be stuck in a local minimum which happens very often in our problem
empirically. As the LMA is based on the Newton-Gauss method, it is critical that
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we start the optimization near the ground-truth. This approach allows us to do that
albeit with a significant increase in computation cost.
We also break down the corresponding points dataset into two equally sized
datasets by randomly picking points from this dataset. As the algorithm is highly
unstable, this provides us with another cross-validation metric to test the reliability
of the solution. We perform the parameter estimation individually on the two
datasets and check if the focal lengths obtained from these two disjoint datasets
are close to each other within a pre-specified threshold.
Another method that improves the reliability of the solution is depth. Once the
intrinsic parameters of the devices are estimated, we can use the Gold Standard
algorithm [6] by treating the focal lengths and principal centers as ground truth
and re-estimating the fundamental matrix and the 3D parameters to reconstruct
the corresponding points in 3D. We can then compute the distance between actual
depth values at these pixels and estimated depth. This gives us an extremely useful
metric to test the reliability of our solution.
5.3 Estimating the extrinsic parameters between the
two cameras
Once we have computed the initial parameters of the two devices, we can estimate
the Essential Matrix from it. The Essential matrix provides us with an estimated
Rotation and a normalized translation that relates the two devices’ frame of refer-
ence in 3D. This method is unable to find the actual translation due to insufficient
information. However, with depth available from one view point we can overcome
this issue.
We introduce 3 different methods that perform this computation. Each method
has its pros and cons and we discuss these issues after explaining the method in
the sections below. One key observation here is that most extrinsic parameters
estimation methods [6], [2] estimate the 2D re-projection error in pixels. How-
ever, we minimize the error in 3D which is measured in millimeters. Since, we
do not lose any measured information by projecting the 3D scene in 2D, our esti-
mation methods is inherently more accurate than the traditional 2D minimization
methods.
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5.3.1 Linear Method
Since we know the intrinsic parameters of the depth camera and have access to
the depth at each pixel, we can immediately compute the 3D point from depth
camera’s frame of reference.
Xc,i = di
Kc
−1xc,i√
xTc,iK
−T
c K
−1
c xc,i
Thus, we can now solve forR and t using the equation that relates the two devices
in 3D:
λp,iKp
−1xp,i = RXc,i + t (5.9)
We can directly estimate the rotation matrix and the translation vector by treat-
ing the rotation matrix as 9 independent parameters and using least squares method:
[
−Xc,i, −~1, Kp−1xp,i
] R~t
λp,i
 = ~0
We enforce the additional constraints of the rotation matrix being orthonormal
after obtaining the results from the above equation. As this method is linear, it is
extremely fast but may not provide the best estimate due to the above-mentioned
independence assumption. This method provides a reasonable initial estimation
for the non-linear methods explained below.
5.3.2 Rodrigues Transform
In reality, R is dependent on 3 parameters and the equation 5.9 is non-linear in
nature. Using the Rodrigues transformation approach, we can use a non linear
solver, such as LMA, to estimate both the rotation matrix and the translation vector
by minimizing the error in 3D between the actual coordinates and the transformed
coordinates. This approach has been explicitly explained in previous chapter.
The benefit of this approach is that it provides a much more accurate solution
than the linear method. However, it is extremely slow and requires a lot of com-
putation. The Jacobians used in the estimation step can be numerically unstable
leading to possible numerical errors or very small step sizes. This in turn slows
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down the estimation even more.
5.3.3 Quaternions
A more interesting approach is using quaternions which are extremely popular in
scientific fields such as robotics and control theory [30], [31], [32], [33]. Rotation
and translation consist of 12 total parameters. This can be simplified by represent-
ing the rotation in quaternions that consist of four parameters - [q1, q2, q3, q4] only,
where q1 is a scalar value and the remaining three parameters forming a 3 × 1
vector.
To define the quaternions, we first introduce the symbols i, j, k. These symbols
satisfy the following properties:
i2 = j2 = k2 = 1
ij = −ji = k
jk = −kj = i
ki = −ik = j
A quaternion, p, is an object of the form p1 + p2i+ p3j + p4k, where p1, p2, p3, p4
are real numbers. A 3 × 1 vector v is represented as [0 v]′ in quaternion form.
Quaternions can be added component wise and multiplied using the standard foil
method.
The multiplication between two quaternions is represented in matrix form as:
pq =

p1 −p2 −p3 −p4
p2 p1 −p4 p3
p3 p4 p1 −p2
p4 −p3 p2 p1
 q
qp =

p1 −p2 −p3 −p4
p2 p1 p4 −p3
p3 −p4 p1 p2
p4 p3 −p2 p1
 q
The conjugate of a quaternion is defined as:
q¯ = q1 − q2i− q3j − q4k
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A quaternion is considered a unit quaternion if ||q||2 is equal to 1. The multiplica-
tive inverse of quaternion is defined as:
q−1 =
q¯
||q||22
Thus, if the quaternion is a unit quaternion then its multiplicative inverse is simply
its conjugate.
The rotation matrix can be obtained from a unit quaternion using the following
formula:
R =
q
2
1 + q
2
2 − q23 − q24 2(q2q3 − q1q4) 2(q2q4 + q1q3)
2(q2q3 + q1q4) q
2
1 − q22 + q23 − q24 2(q3q4 − q1q2)
2(q2q4 − q1q3) 2(q3q4 + q1q2) q21 − q22 − q23 + q24

Similarly, quaternions can be obtained from the rotation matrix using the fol-
lowing procedure:
v = 0.25 ∗

1 1 1 1
1 −1 −1 1
−1 1 −1 1
−1 −1 1 1


R(1, 1)
R(2, 2)
R(3, 3)
1

~q =

√
v(1)
sgn(R(3, 2)−R(2, 3))√v(2)
sgn(R(1, 3)−R(3, 1))√v(3)
sgn(R(2, 1)−R(1, 2))√v(4)

The benefits of using quaternions over the more traditional homogeneous trans-
formation using rotation and translation is that it is more intuitive, non-ambiguous
and removes any chance of gimbal lock [34]. Quaternions can also maintain the
orthogonality and unitary constraints of rotation by standard vector normaliza-
tion. One drawback of using quaternions is that with them one cannot perform
non-uniform scaling and shearing; however, since such transformations are not
possible in our problem, we can safely ignore this drawback. Some generic rota-
tion is represented in quaternion form in Table 5.1.
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Table 5.1: The quaternion representation of some standard rotations in Euclidean
coordinate system. Note the similarities between rotation values in all three axes
and the quaternion terms q2 to q4.
Rotation around Quaternion Representation
X axis Y axis Z axis q1 q2 q3 q4
0 0 0 1 0 0 0
45 0 0 0.9238 0.3826 0 0
0 45 0 0.9238 0 0.3826 0
0 0 45 0.9238 0 0 0.3826
45 45 0 0.8535 0.3535 0.3535 0.1464
45 0 45 0.8535 0.3535 -0.1464 0.3535
0 45 45 0.8535 0.1464 0.3535 0.3535
45 45 45 0.7325 0.4619 0.1913 0.4619
90 0 0 0.7071 0.7071 0 0
0 90 0 0.7071 0 0.7071 0
0 0 90 0.7071 0 0 0.7071
90 90 0 0.5 0.5 0.5 0.5
90 0 90 0.5 0.5 -0.5 0.5
0 90 90 0.5 0.5 0.5 0.5
90 90 90 0 0.7071 0 0.7071
A unit quaternion can be used to perform a rigid rotation and translation by:
y = Rx+ t[
0
y
]
= p
[
0
x
]
p−1 +
[
0
t
]

0
y1
y2
y3
 =

p1 −p2 −p3 −p4
p2 p1 −p4 p3
p3 p4 p1 −p2
p4 −p3 p2 p1


0
x1
x2
x3
 p¯+

0
t1
t2
t3

=

p1 −p2 −p3 −p4
p2 p1 −p4 p3
p3 p4 p1 −p2
p4 −p3 p2 p1


p1 p2 p3 p4
−p2 p1 −p4 p3
−p3 p4 p1 −p2
−p4 −p3 p2 p1


0
x1
x2
x3
+

0
t1
t2
t3

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
0
y1
y2
y3
 =

p21 + p
2
2 + p
2
3 + p
2
4 0 0 0
0 p21 + p
2
2 − p23 − p24 2p2p3 − 2p1p4 2p1p3 + 2p2p4
0 2p1p4 + 2p2p3 p
2
1 − p22 + p23 − p24 2p3p4 − 2p1p2
0 2p2p4 − 2p1p3 2p1p2 + 2p3p4 p21 − p22 − p23 + p24


0
x1
x2
x3
+

0
t1
t2
t3

y1y2
y3
 =
t1 + x1(p
2
1 + p
2
2 − p23 − p24)− x2(2p1p4 − 2p2p3) + x3(2p1p3 + 2p2p4)
t2 + x2(p
2
1 − p22 + p23 − p24) + x1(2p1p4 + 2p2p3)− x3(2p1p2 − 2p3p4)
t3 + x3(p
2
1 − p22 − p23 + p24)− x1(2p1p3 − 2p2p4) + x2(2p1p2 + 2p3p4)

In our problem, we can compute the 3D points in the depth camera’s frame of
reference. We introduce a scaling variable per corresponding point to get the 3D
point in the color camera’s frame of reference. Thus, for N corresponding points,
we have 7 + N variables: 4 for the Rotation quaternion, 3 for the translation
quaternion and remaining N for the 3D scaling factor for the color camera. Each
point provides us with 3 equations. Thus, we have an over-determined system
with 3N + 1 equations with the extra equation enforcing the unitary property of
the rotation quaternion.
We can use any standard non-linear solver for the above mentioned problem.
The beauty of this approach is that it is extremely easy to compute its Jacobian ma-
trix as quaternions are highly differentiable. This results in a very fast convergence
to the correct estimate compared to when using the Rodrigues transformation ap-
proach for the rotation matrix as explained in previous chapters. Our experimental
results confirm that the method is much faster than the standard techniques used
in MATLAB toolbox that utilizes the Rodrigues transformation approach.
The subdivided Jacobian per corresponding point with respect to t is given by:
Jt(Xi) =
1 0 00 1 0
0 0 1

The subdivided Jacobian per corresponding point with respect to p is given by:
Jp(Xi) =
2p1x1 + 2p3x3 − 2p4x2 2p2x1 + 2p3x2 + 2p4x3 2p1x3 + 2p2x2 − 2p3x1 2p2x3 − 2p1x2 − 2p4x12p1x2 − 2p2x3 + 2p4x1 2p3x1 − 2p2x2 − 2p1x3 2p2x1 + 2p3x2 + 2p4x3 2p1x1 + 2p3x3 − 2p4x2
2p1x3 + 2p2x2 − 2p3x1 2p1x2 − 2p2x3 + 2p4x1 2p4x2 − 2p3x3 − 2p1x1 2p2x1 + 2p3x2 + 2p4x3

A key observation here is that the Jacobian here does not involve a ratio or a
chain rule based method which we see in the case of using the traditional method
explained in previous sections, where we compute the Jacobian w.r.t. R or r. This
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makes the quaternion approach more stable and less prone to numerical errors.
This is because sometimes the denominators involved in Jacobian w.r.t. r are
extremely close to zero, and when we use its inverse in estimating the step size
it may lead to bad step sizes in the estimation process in LMA. Our observation
is also confirmed by the fact that most publications using quaternions in controls
and meteorology studies claim the quaternion approach to be more numerically
stable [35], [36].
We formulate the estimation of the quaternions for rotation and translation pa-
rameters as an error minimization problem using LMA as our non-linear solver.
The objective function is defined as:
pˆR, pˆt, αˆ1, αˆ2, . . . , αˆN = argminpˆR,pˆt,αˆ1,αˆ2,...,αˆN (CQ(pR, pt, α1, α2, . . . , αN) + λ(||pR||2 − 1))(5.10)
Here, the CQ error term describes how well the 3D points from depth camera’s
coordinate frame fit when they are transformed into the color camera’s frame of
reference, where the points are mapped into 3D using a scaling factor per corre-
sponding point, namely αi.
CQ(pR, pt, α1, α2, . . . , αN) =
N∑
i=1
||pRXc,ip−1R + pt − αiK−1p xp,i||22
The second term in the objective function 5.10 ensures that the quaternion for
the rotation matrix is unitary.
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CHAPTER 6
EXPERIMENTAL RESULTS
In this chapter we provide a detailed experimental analysis of the theory proposed
in previous chapters. We generate a synthetic 2600 3D point dataset, Xw. We also
generate synthetic intrinsic parameters for the two cameras, Kc and Kp, a syn-
thetic rotation matrix, R, and translation, t, to relate these two cameras in 3D. We
treat one camera as a depth camera and generate depth values, dc, for each pixel
using the 3D points,Xc. We use the rotation and translation to transform these 3D
points into the second camera’s frame of reference, Xp. We then use the cameras’
synthetic intrinsic calibration parameters to generate the point correspondences,
xc and xp, and store the depth value at these point correspondences for the syn-
thetic depth camera, dc. We then use the synthetic distortion parameters, distc and
distp, to distort these coordinates, xˆc and xˆp. This provides us with a noiseless
synthetic dataset. We systematically add Gaussian noise to both the cameras’ cor-
responding pixel values, xˆp,n and xˆc,n and depth, dp,n creating a three-dimensional
noisy dataset. The experiments are done on Windows MATLAB-64 bit version.
The time taken is recorded in seconds. Each experiment is re-estimated 20 times
and the average results are recorded.
In the first half of this section, we use the point correspondences to estimate the
fundamental matrix, F , distortion parameters and the intrinsic calibration param-
eters for both the noiseless and noisy cases. We analyze three standard techniques
that estimate the fundamental matrix and demonstrate the advantages of these
techniques in terms of speed, robustness and accuracy.
In the second half of this section, we assume that intrinsic calibration parame-
ters for both the devices are known. We start with synthetic noiseless point corre-
spondences and depth, and systematically add noise to these data points and test
the accuracy, speed and robustness of three main methods used to estimate the
extrinsic parameters - rotation and translation.
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6.1 Estimating the intrinsic calibration parameters
In this section, we present a detailed analysis of three main techniques used com-
monly to estimate fundamental matrix, F . In each approach, radial fundamental
matrix, Rf , is estimated from distorted corresponding points, xˆc and xˆp. This
estimate is then used to initialize the distortion parameters distc and distp. The
dataset is undistorted and then used to estimate fundamental matrix, F . We then
perform non-linear optimization using LMA and minimize Sampson’s error to up-
date these parameters. After the first optimization step, we perform inlier pruning
where we pick inliers from all the possibly corresponding points and use these in-
liers only to perform the second and final optimization step where the parameters
are re-estimated. The focal lengths of the two cameras are then computed using
the steps described in previous section.
The first technique is the Yamazaki et al. approach where they attempt to es-
timate the distortion parameters of the two cameras, the principal centers and the
fundamental matrix simultaneously. As explained in the previous chapter, even
though they try to estimate the principal centers, their approach never updates
these two parameters and constantly returns the initial estimate as the final esti-
mate. Thus, for the sake of uniform experimental results, we used groundtruth
principal centers as the initial estimates throughout our experiments. We imple-
mented their code in MATLAB and made some minor improvements such as a
better initial estimate of distortion parameters. We also used their C code avail-
able online at [29] and generated results for our dataset. Figure 6.1 compares the
original implementation of their approach with ours. Our implementation gives
better results and provides more inliers as well. Thus from here on, we will be us-
ing our implementation to compare with other techniques for fundamental matrix
estimation
The second technique we use to estimate the fundamental matrix is the standard
7-point algorithm [6], [37]. We randomly pick 7 corresponding points and esti-
mate the fundamental matrix. This step is repeated 50 times and we use RANSAC
to pick the best fundamental matrix that minimizes the sum of projection and re-
projection error over the entire dataset. This fundamental matrix is used as an
initial estimate for the remaining iterative process where we use an efficient and
accurate non-linear optimization toolbox available online for MATLAB [38] and
use LMA to optimize over the distortion parameters and the fundamental matrix.
The third technique involves using the normalized 8-point algorithm [6] to esti-
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Figure 6.1: We saturated the maximum allowable error to 1000 pixels for
viewing convenience. The error plot for the focal length estimation at varying
amounts of noise for both xp and xc demonstrates that our implementation is
more accurate than the online available implementation from the authors.
mate the fundamental matrix. We randomly pick 8 corresponding points, normal-
ize these points and estimate the fundamental matrix. After enforcing the rank 2
constraint, the fundamental matrix is denormalized. This step is repeated 50 times
and we use RANSAC to pick the best fundamental matrix that minimizes the sum
of projection and re-projection error over the entire dataset. This fundamental
matrix is used as an initial estimate for the remaining iterative process where we
use LMA to optimize over the distortion parameters and the fundamental matrix.
This method is traditionally used most often as it provides the most numerically
stable estimate compared to other techniques. However, empirically, the 7-point
algorithm is known to provide more inliers for F estimation where a non-linear
optimization is involved [6].
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Figure 6.2 demonstrates the accuracy of these three techniques in presence of
Gaussian pixel noise in both xp and xc. The groundtruth values of fp and fc are
1000 and 1200 pixels respectively. The error is thresholded at 1000 pixels. If
the error is above 1000 pixels, or if the method fails to find a real value of focal
lengths, the method is assigned an error of 1000 pixels. We repeat this experi-
ment 10 times and average out the error. As we can see from the plots, all three
methods fare poorly in estimating the correct focal lengths for the two cameras.
Upon closer inspection of the results, we discovered that this is due to a poor ini-
tial estimation of focal lengths. This is because as all three techniques use a LMA
as their non-linear iterative solver, they heavily rely on a good initial estimate to
converge to the correct solution. The reason why these methods find a noisy initial
estimate is due to distortion present in the corresponding points. A 10−7 order-
magnitude error in distortion estimation results in a pixel worth of distortion in
the undistorted coordinates, which results in very unreliable results. Even after
repeating the experiment multiple times we found the methods to behave in the
same manner. Figure 6.3 shows results of focal length estimation when the corre-
sponding points contain zero Gaussian noise but still suffer from a distortion of up
to 1 pixel. We repeated this experiment 10 times and thresholded the error at 1000
pixels. As we can see from the figure, the Yamazaki and 8-point methods perform
badly in almost every attempt. The 7-point algorithm fairs well in some attempts
but still ends up with a significant 200 pixel error for fc estimation. Thus, all three
methods are unreliable in presence of even sub-pixel distortion.
We remove the distortion present in synthetic data and estimate the fundamen-
tal matrix directly without first estimating the distortion. As seen in Figures 6.4
and 6.5, the three methods perform much better than when we try to estimate
distortion simultaneously. In fact, for the noiseless case we get the maximum
number of inliers possible - 1000. However, the error is still significant for the 8-
point algorithm in some test cases. The other two approaches, 7-point algorithm
and Yamazaki, provide us with less than 100 pixel error consistently with more
than 90% inliers. Thus, we can safely say that the root cause of unreliability and
non-convergence in our problem is the addition of distortion parameters.
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Figure 6.2: We saturated the maximum allowable error to 1000 pixels for
viewing convenience. The error plot for the focal length estimation at varying
amount of noise for both xc demonstrates that all three techniques perform
poorly in the presence of both pixel distortion and noise.
6.2 Estimating the extrinsic calibration parameters
In this section, we present a detailed experimental analysis of the three techniques
used in estimating the extrinsic parameters in two camera systems. The first tech-
nique assumes that rotation, R, contains 9 independent parameters. Thus, it con-
tains a total of 12 + 3n parameters - 9 for rotation, 3 for translation, ~t, and 1
per corresponding point pair to estimate the 3D point info from the color cam-
era’s perspective, Xp. Since we know the depth of the points from depth camera’s
frame of reference, we can immediately estimate its 3D location, Xc. We use 1
parameter per point to perform the same computation from the color camera’s per-
spective and minimize the re-projection error in 3D. Once a rotation is estimated,
we enforce the orthogonality property and estimate a more accurate rotation. This
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Figure 6.3: The error plot for the focal length estimation in presence of only
radial pixel distortion. We saturated the maximum allowable error to 1000 pixels
for viewing convenience. All three techniques perform poorly in all 10 attempts
with 7-point method providing the best results relatively.
technique is extremely fast but very inaccurate. From here on, we will refer to it
as the 9-parameter rotation technique.
The second technique assumes rotation to contain 3 independent parameters,
Thus, it contains a total of 6 + 3n parameters - 3 for rotation, 3 for translation
and 1 per corresponding point pair to estimate the 3D point info from the color
camera’s perspective. We use Rodrigues transform to find a 3× 3 matrix from the
3 rotation parameters and minimize the 3D distance to estimate these parameters.
This technique is more accurate than the first technique but extremely slow.
The third technique invlolves using quaternions. We transform all the param-
eters and measurements in quaternion vector space and minimize the distance in
3D there. Since quaternions have 4 parameters for rotation and 3 for translation,
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Figure 6.4: Average focal length error in pixels for varying amounts of Gaussian
pixel noise present in xc. The corresponding points are undistorted using ground
truth and only used to estimate the fundamental matrix assuming no radial
distortion is involved.
this technique estimates 7 + 3n parameters - 4 for rotation, 3 for translation and
1 per corresponding point pair to estimate the 3D point info from color camera’s
perspective. But, we also enforce the rotation property of unitary norm simulta-
neously. This technique provides equally good results as the second technique but
with 2 to 3 times the speed.
We added Gaussian noise with 0 mean and up to 10 pixel standard deviation to
both the cameras’ undistorted pixel values. We also add noise to depth measure-
ments with 0 mean and up to 1000 millimeter standard deviation. For each noise
dataset we repeated the experiment 20 times and averaged out the time taken,
number of iterations needed, error in 3D, error in rotation and translation param-
eters.
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Figure 6.5: All three methods achieve 100% inliers in noiseless case. All
methods get a high percentage of inliers up to sub-pixel noise case. The number
of inliers decreases drastically once the pixel noise becomes significant.
Figure 6.6 compares the accuracy of the quaternions, 9-parameter, and 3-parameter
rotation techniques.
One major benefit of minimizing the error in 3D rather than 2D is that it is
more intuitive and informative as we compute the error in real terms - millimeters,
rather than pixels in 2D. If the point correspondences are at a great distance from
the cameras in 3D, even if our estimation is extremely noisy, we may still end up
getting a small pixel re-projection error. Our minimization approach avoids these
issues entirely.
Figure 6.7 shows the numeric reprojection error with both noisy xp,n and xc,n
for the quaternions approach. The plot is almost symmetric; i.e., the approach
behaves similarly to when noise is added to either xp,n or xc,n. The error is in-
significant for sub-pixel noise error. However, the error increases significantly
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Figure 6.6: The error is computed in log10 base. The error is significantly large
for the 9-parameter rotation technique but extremely small for the other two
techniques, quaternions and 3-parameter rotation technique, even under
significant pixel or depth noise.
when both the cameras suffer from more than a pixel of noise. Thus, as long
as we have a good feature point matching algorithm, the quaternions approach
should be quite accurate for real datasets.
Figures 6.8 and 6.9 show the error between the estimated rotation and trans-
lation parameters and the actual ground truth parameters. Since we enforce the
unitary properties of rotation matrix in all three techniques, the error in rotation
matrix is extremely small. However, even a small rotation error can lead to serious
point mismatches in 3D. The translation error provides us a lot more insight in
analyzing the three techniques. As seen in Figure 6.9, there is significant error
present in translation estimation for 9 parameter rotation technique. Upon a close
inspection of the results for this technique, we observed that the translation vector
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Figure 6.7: The mesh plot shows the error for quaternions technique in
millimeters. The error is insignificant for small relative subpixel noise. However,
when pixel noise becomes significant with the variance going as high as 10, the
error becomes significant.
norm is usually less than 1. The algorithm tries to estimate a close to zero approx-
imation of translation vector and tries to find a rotation matrix that can fit the data
as best as possible without ensuring that these 9 parameters satisfy the rotation
matrix properties. Hence, this technique suffers from some significant transla-
tion error. The other two techniques estimate accurate translation vectors unless
we observe some serious distortion in the measured pixel or depth quantities. As
both techniques utilize the same objective function, albeit used in two different
vector spaces, using the same non-linear optimization method gives us similar re-
sults. This is somewhat expected and the results validate the theory developed in
previous sections.
Figures 6.10 and 6.11 compare the average time taken in seconds and average
number of iterations needed for the non-linear methods to converge to a solution
respectively. As the 9-parameters rotation technique is essentially a least squares
solver, it takes very little time to converge to a solution. On the other hand, the
3-parameters rotation technique needs to constantly switch from a 9 point mea-
surement to a 3 point measurement and estimate a complicated Jacobian matrix as
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Figure 6.8: The error is computed in log10 base. The error is relatively small for
all three techniques. But this is mainly because of the inherent properties of the
rotation matrix. Since the matrix is orthonormal, the overall error is not
significant in terms of raw values.
shown in previous chapters. Moreover, since the Jacobian matrix can potentially
be numerically unstable depending on the parameter and measured pixel values,
this may lead to non-ideal step-size and thus the algorithm can potentially take
many iterations to terminate. In contrast, the quaternions approach involves mov-
ing the problem in a different vector space where we minimize the problem over
four rotation based parameters and has a very simple and elegant Jacobian matrix.
This leads to a lot more stability when it comes to picking a step size and direc-
tion during the non-linear estimation step. The results shown in these figures aptly
support our theory presented in previous sections. The quaternions approach, in-
deed, required about of quarter of iterations needed by the 3-parameters rotation
technique and terminates three to five times times faster as well.
Thus, after analyzing the results on synthetic data, we can say with extreme
59
Figure 6.9: The error is computed in log10 base. The error is consistently in the
range of 100 mm for the 9-parameters rotation technique. This is because the
method tries to estimate as low a normed-value of translation as possible while
trying to find a suitable rotation under these circumstances. As our ground truth
translation has a norm of 70 mm, we consistently see this error for every
iteration. The translation error is more realistic for the other two techniques. The
translation error is almost zero in noiseless cases and goes up to 10− 100 mm
when the noise in pixel coordinates or depth values becomes significant.
confidence that the quaternion approach has a lot of potential applications in cross
camera calibration research and other related topics. The approach is a lot faster
and more elegant than the traditional Rodrigues or 9-parameter rotation techniques
that are commonly used in state-of-the-art calibration toolboxes.
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Figure 6.10: The 9-parameters rotation technique terinates quickly because it is
essentially a least squares problem. The remaining two techniques - quaternions
and 3-parameters rotation approaches - take significantly more time, with the
quaternions approach being roughly three to five times faster.
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Figure 6.11: The plots show the number of iterations needed for convergence for
all three techniques. Since the 9-parameters rotaton technique is essentially a
least squares minimization, it converges to a solution within 1-2 iterations. The
other two techniques need significantly more steps to converge to a solution.
Sometimes the techniques do not converge even after the maximum allowed
1000 iterations.
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CHAPTER 7
SUMMARY AND CONCLUSION
We studied the topic of camera calibration in detail. We discussed the current
state-of-the-art techniques that are used in color camera self-calibration and cross-
calibration. We discussed how these calibration parameters help us in 3D recon-
struction of the scene. We also discussed the drawbacks of using stereo-vision for
3D reconstruction especially in scenes that lack feature points.
We then moved on to depth cameras and studied how depth cameras work in de-
tail. We also discussed the time-of-flight concept and how depth is captured using
modulated near infra-red rays using a four-phase-shift algorithm in PMD depth
cameras. We discussed the pixel and depth accuracy issues that depth cameras
suffer from currently. We discussed how we can use a checkerboard to enforce
planarity to remove the Poisson-noise present in depth images.
We described in detail the calibration parameters involved in calibrating a color
camera and discussed how cameras are calibrated using state-of-the-art algorithms
using the scene geometry and user input. We broke down the algorithm step
by step and revealed how depth can be used in these algorithms to improve the
calibration-parameter estimation for depth cameras. We also discussed how this
technique can be used for cross calibration as well between a depth and color
cameras.
We then moved on to automatic self camera calibration and discussed the dif-
ficulty of self-calibration without using scene geometry. We showed how the cal-
ibration parameters are computed and discussed the noise and accuracy of these
parameter estimation techniques. We showed how we can use depth information
from depth cameras to improve the accuracy of extrinsic calibration parameters,
and we proposed using quaternions for this purpose. We showed in detail why
we believe quaternions to be a better and more stable approach by analyzing their
Jacobian matrix.
In Chapter 6, we showed how corresponding feature points are used to perform
camera self-calibration and discussed three different techniques to estimate the
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intrinsic parameters. We showed how all techniques failed to work well in the
presence of pixel distortion. We showed that these techniques work well with-
out pixel distortion and provided good results even in the presence of Gaussian
pixel noise. We then moved on to cross camera calibration and compared the
two standard techniques used to estimate the extrinsic calibration parameters with
quaternions. We showed that quaternions estimated the parameters with equal ac-
curacy as these techniques but with three to five times greater speed in terms of
seconds and number of iterations.
In conclusion, we showed how we can use depth measurements to improve
camera self-calibration and cross-calibration parameters. We presented a fast
technique to estimate the extrinsic parameters. The implementation of the pro-
posed technique is much easier, intuitive, stable and faster than the standard ro-
tation matrix techniques. We showed how even a subpixel distortion affects the
results drastically. We discussed the sensitivity of the camera focal length estima-
tion based on fundamental matrix parameters and how more work needs to be done
to overcome this issue. The most important conclusion is that depth measurements
from a depth camera can be used iteratively to improve the calibration parameters
of the depth camera in both known and unknown scene geometry cases.
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