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В НЕЛИНЕЙНОЙ ПАРАМЕТРИЧЕСКОЙ ЗАДАЧЕ 
МАТЕМАТИЧЕСКОГО ПРОГРАММИРОВАНИЯ 
С ОГРАНИЧЕНИЕМ ТИПА РАВЕНСТВА 
Доклад посвящен обсуждению устойчивого к ошибкам ис­
ходных данных алгоритма двойственного типа [1], [2] для ре­
шения нелинейной задачи математического программирования 
общего вида в гильбертовом простралстве с ограничением типа 
равенства, содержащим аддитивно входящий в него бесконеч­
номерный параметр 
Io(z)-+ inf, I1(z ) = р, z Е D С Z, (1) 
где Io : D -+ R1 - непрерывный функционал, I1 : D -+ Н -
вполне непрерывный оператор, D С Z - замкнутое ограничен­
ное множество, Z, Н - гильбертовы пространства, р Е Н - · 
параметр. 
Напомним, что метод двойственной регуляризации [1], [: 1 
в случае задачи (1) с формальной точки зрения в простейше1 · 
варианте точных исходных данных представляет собой регу 
ляризованную по Тихонову процедуру решения двойственноi­
задачи максимизации с вогнутой целевой функцией 
Vp(>.)-+ sup, ,\ Е Н, Vp(,\) = inf Lp(z , >.) , ,\ Е Н, 
z ED 
Lp(z, >.) = Io(z) + (Л,!1 (z) - р), z Е D, 
т. е. , другими словами, решение при каждом а > О задачи 
максимизации с сильно вогнутой целевой функцией 
~(>.) = Vр(Л) - al!Лll 2 -+ max, Л Е Н, 
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и параллельное построение при стремлении к нулю параметра 
регуляризации а: минимизирующей последовательности в ис­
ходной задаче ( 1). 
Основная цель двойственного формализма в нелинейной за­
даче (1), в которой, вообще говоря, может и не быть оптималь­
ного элемента, состоит в конструктивном построении в ней 
минимизирующей последовательности допустимых элементов . 
При этом под минимизирующей последовательностью в зада­
че (1) понимается так называемое минимизирующее прибли­
женное решение в смысле Дж. Варги, т. е. последовательность 
элементов zi Е D, i = 1,2, ... ,такая, что Io(zi) ~ fЗ(р) + бi, 
zi Е D~; для некоторых последовательностей сходящихся к ну­
лю неотрицательных чисел Oi, Ei, i = 1, 2, ... , где /3 : 
Н ~ R 1 U { +оо} - функция значений (S-функция) или, дру­
гими словами, зависящая от параметра обобщенная нижняя 
грань задачи (1): 
{ 
inf Io(z), 
fЗЕ(р) = zEDi 
+оо, 
Здесь D~::: {z Е D: l/I1(z) - pjj ~ Е}, Е ~ 0. 
D~ =/. 0; 
D~ =0. 
В линейно-выпуклом случае задачи математического про­
граммирования (1), рассмотренном в [1], функция значений /3 
является выпуклой и полунепрерывпой снизу, а процесс кон­
струирования минимизирующей последовательности в соответ­
ствии с алгоритмом двойственной регуляризации [1] теснейшим 
образом связан со свойствами ее субдифферепцируемости, ко­
торая понимается в смысле выпуклого анализа. 
Однако в нелинейной задаче функция значений /3 мо­
жет и не быть выпуклой, и понятие субдифференцируемости 
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в смысле выпуклого анализа использовать нельзя. В то же вре­
мя, в самой общей ситуации функция /3 является полунепре­
рывной снизу и, стало быть, может быть субдифференцируе­
мой в некотором обобщенном смысле. В этой связи в данной 
работе используется широко известное в современном неглад­
ком анализе понятие субдифференцируемости в смысле суще­
ствования проксимального субградиента функции (см., напри­
мер, [3]). 
В работе показано, что если функция значений /3 является 
субдифференцируемой в точке р Е Н в смысле существования 
проксимального субградиента, то в задаче (1) существует так 
называемый обобщенный вектор Куна - Таккера, что, в свою 
очередь, приводит к рассмотрению при с> О конструкции мо­
дифицированной функции Лагранжа 
Lp,c(z, Л) = Io(z) + (Л, I1(z) - р)+ 
+cl/I1(z)-pll 2 , zEZ, ЛЕН, (2) 
и существованию у неё седловой точки. При этом оказьmается, 
если задача (1) обладает вектором Куна - Таккера в упомя­
нутом обобщенном смысле, то при некотором достаточно боль­
шом с > О в задаче минимизации модифицированной функции 
Лагранжа Lp,c(z, Л) --+ inf, z Е V, минимизирующей являет­
ся лишь последовательность zk Е V, k = 1, 2, ... , такая, что 
I 0 (zk)--+ fЗ(р), I 1(zk)--+ р, k--+ оо, и никакая другая последа-
вательность. 
Для построения в исходной задаче ( 1) минимизирующей по­
следовательности в определенном выше смысле рассматрива­
ется модифицированная двойственная задача 
Vр,с(Л)--+ sup, ЛЕН, V.p с(Л) = inf Lp c(z, Л) 
' zED ' 
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и организуется при достаточно большом с > О регуляризован­
ная по Тихонову процедура поиска ее максимума, т. е. решение 
при положительных а ---+ О задач максимизации с сильно во­
гнутой целевой функцией 
R~,с(Л) = Vр,с(Л) - а!IЛ\1 2 ---+ max, Л Е Ас= {ЛЕН: llЛll ~с}. 
В этом процессе важнейшую роль при построении минимизиру­
ющей последовательности в исходной задаче ( 1) играет лемма 
о представлении супердифференциала дVр,с вогнутой функции 
Ур,с при условии полной непрерывности оператора 11 : D---+ Н. 
Лемма. Супердифференциал (в см-ысле вьшуклого анали­
за) дvр,с(Л) вогнутой. функции Ур,с в то-ч.ке Л Е Н выража­
ется формулой. 
дVр,с(Л) = conv {.lim (I1(zi) - р): 
t--+00 
(3) 
Центральным предположением обсуждаемого двойствен­
ного формализма является предположение о возможности 
сколь угодно точной минимизации модифицированной функ­
ции Лагранжа (2). Именно это предположение в совокупности 
с предположением обобщенной субдифференцируемости функ­
ции значений {3 в точке р и приводит к конструктивному 
построению минимизирующей последовательности в исходной 
нелинейной задаче математического программирования (1). 
Существенной особенностью данной работы является необ­
ходимость использования при обосновании формализма двой­
ственной регуляризации (1) методов современного негладкого 
(нелинейного) анализа. Обсуждаемый формализм двойствен­
ной регуляризации в нелинейной задаче (1) можно трактовать 
как обобщение классического метода множителей Лагранжа 
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для задач конечномерной условной оптимизации [4] на рас­
сматриваемый класс задач бесконечномерной условной опти­
мизации. 
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