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Abstract
A bound quiver is a digraph together with a collection of speciﬁed directed walks. Given an
undirected graphG, and a collection of walks I , the bound quiver recognition problem asks: Is there
an orientation ofG such that each walk in I is directed? We present a polynomial time algorithm for
this problem, and a structural characterization of which trees can be oriented as bound quivers.
These results are developed using homomorphisms of edge-coloured graphs. Our work includes a
classiﬁcation of the computational complexity of edge-coloured homomorphism problems where the
target is of order at most three.
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Keywords: Bound quiver; Edge-coloured graph; Homomorphism; Obstruction
1. Introduction
In this paperwe study a problem from representation theory: the bound quiver recognition
problem. We present a polynomial time algorithm for solving this problem by reducing it
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to a homomorphism problem involving edge-coloured graphs. The paper consists of two
parts: a study of edge-coloured graph homomorphism problems, and then the application
of this theory to the solution of the bound quiver recognition problem.
We consider the following types of ﬁnite relational systems: graphs, digraphs, and edge-
coloured graphs. (Unless otherwise speciﬁed,weuse the terminologyof [16]. Edge-coloured
graphs are deﬁned below.) Given a graph G, an orientation of G is a digraph, D, obtained
by assigning a direction to each edge of G. We call G the underlying graph of D.
Given a commutative ﬁeld k and a digraph Q, one can construct the so-called quiver
algebra kQ. Moreover bound quiver algebras, algebras of the form kQ/I where I is an
ideal of kQ, capture the behaviour of a large class of algebras (from a representation theory
point of view). We remark that the elements of I correspond to directed walks inQ. In the
case thatQ is a tree, and I is generated by directed paths, we have amonomial tree algebra.
Certain properties of this algebra are independent of the orientation of the arcs inQ. Hence,
one considers the underlying graph of Q, together with the underlying paths of I . Thus it
is natural to ask given a graph G, together with a collection of paths P , can G be oriented
so that the resulting digraph is a bound quiver? We call this decision problem the bound
quiver recognition problem. We describe this problem in detail in Section 3.
The main result of our paper is a polynomial time algorithm for solving the bound quiver
recognition problem, and a structural characterization of which trees, together with a family
of paths, can be oriented as a bound quiver.
In Section 2 we study the homomorphism problem for edge-coloured graphs. In partic-
ular, we determine the computational complexity of H -colouring (the problem of deter-
mining for an input edge-coloured graph G, does G admit a homomorphism to H?) when
H has order two, and when H is loop-free with order three. With the exception of two
cases, H -colouring is polynomial time solvable. In the remaining two cases, the problem
is NP-complete. While we believe this classiﬁcation is interesting in its own right, our
raison de faire is developing the homomorphism theory for solving the bounded quiver
recognition problem. Section 3 is devoted to the solution of the bounded quiver recognition
problem.
2. Preparatory results: the H -colouring problem for small edge-coloured graphs
An edge-coloured graph G = (V (G),E1(G),E2(G), . . . , Ek(G)) is a set of vertices
V (G) together with k edge sets consisting of unordered pairs of vertices.We use the simpler
notationsV andEi when the graphG is clear from the context.We say thatG hasmultiplicity
k, and we call the elements of Ei the edges of colour i. The order of G is |V |. We note
that (V ,Ei) is a (classical, undirected) graph for each i. We allow loops, but parallel edges
of the same colour are not considered. There may be, however, edges of different colours
between a given pair of vertices. The edge {u, v} will normally be denoted uv.
The underlying graph of an edge-coloured graph (V ,E1, E2, . . . , Ek) is the classical
graph (V ,E1∪E2∪· · ·∪Ek), i.e. the graph obtained by ignoring edge-colours andmultiple
edges. To say that an edge-coloured graph has some property means the underlying graph
has the property. For example, an edge-coloured clique is an edge-coloured graph where
between any pair of distinct vertices there is at least one edge of some colour.
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Given edge-coloured graphsG andH of multiplicity k, a homomorphism ofG toH is a
function f :V (G) → V (H)which preserves edges, i.e. if uv ∈ Ei(G) for some i, 1 ik,
then f (u)f (v) ∈ Ei(H). We writeG → H to indicate there exists a homomorphism ofG
to H .
LetH be aﬁxed edge-colouredgraphofmultiplicity k.ThedecisionproblemH -colouring
is deﬁned as follows:
H -colouring
Instance: An edge-coloured graph G of multiplicity k.
Question: Does G admit a homomorphism to H?
Of courseH -colouring can also be deﬁned in general for relational systems, and in partic-
ular for classical graphs, and digraphs. In the case of graphs, the computational complexity
of this problem is completely determined in [14]: the problem is polynomial time solvable
if H is bipartite, and NP-complete otherwise. In the case of digraphs the situation is much
more complicated. The complexity ofH -colouring for certain families of digraphs has been
determined, see [3–5]; however, the general problem appears difﬁcult. Indeed there is no
conjecture for the general problem at this time. It is not clear, in fact, whether or not H -
colouring for digraphs exhibits a dichotomy as is the case with graphs, i.e. each problem
is either polynomial time solvable or NP-complete, see [11]. The analysis of the compu-
tational complexity of H -colouring for edge-coloured graphs was initiated in [7]. Like the
situation for digraphs, a general classiﬁcation appears difﬁcult. This is not surprising given
that the theories for digraphs and edge-coloured graphs appear to be very similar. A direct
connection between H -colouring when H is an oriented cycle and H -colouring when H
is an edge-coloured cycle of multiplicity two is given in [8]. This connection is further
exhibited in [1,15] where homomorphisms of edge-coloured, planar graphs are studied.
Below we classify the computational complexity of the H -colouring problem when H
is an edge-coloured clique on at most two vertices or a loop-free clique on three vertices.
Our tool for establishing the polynomial time solvable cases is to reduce H -colouring to
2-SAT. (An instance of 2-SAT is a boolean expression in CNF where each clause contains
at most two literals. The question is to determine whether or not there is a satisfying truth
assignment, see [13].)
2.1. H has order at most two
Theorem 1. LetH be an edge-coloured graph on at most two vertices. ThenH -colouring
is polynomial time solvable.
Proof. First, ifH has order one, thenH -colouring is trivial. Given an edge-coloured graph
G, G → H if and only if for each i, Ei(G) 	= ∅ implies Ei(H) 	= ∅. Note that any edge
in H must be a loop.
Now let H be an edge-coloured graph with vertex set {0, 1}. (We will think of the
vertices as false and true, respectively.) LetG be an instance ofH -colouring. We construct
an instance of 2-SAT, sayT, such that G → H if and only ifT admits a satisfying truth
assignment. For each vertex u in G we construct a variable xu in T. For each edge uv
in G, we construct an expression over the variables xu and xv , where the expression is a
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conjunction of clauses containing at most two literals. The instanceT is the conjunction
of all these expressions.
Speciﬁcally, consider an edge uv of colour i in G. We construct an expression such that
xu=a ∈ {0, 1} and xv=b ∈ {0, 1} is a satisfying truth assignment for the expression (here 0
denotes false and 1 denotes true) if and only if f (u)=a and f (v)=b is a homomorphism of
the edge toH (here 0 and 1 denote the vertices ofH ). Clearly, the expression we construct
is a function of Ei(H). For example, if Ei(H) = {01}, then under any homomorphism
an edge uv of colour i must have one end mapped to 0 and the other end mapped to 1.
The expression (xu + xv)(xu + xv) is satisﬁed if and only if xu = 0 and xv = 1 or vice
versa.
We now consider all the possibilities for the edge setEi(H). Each of the following pairs:
00, 01, 11, may or may not be an edge of colour i in H . Thus, Ei(H) must be one of
eight possible sets. As described above for each edge uv of colour i in G, we construct an
expression over xu, xv . This expression is deﬁned as a function of Ei(H) as given in the
table below.
Ei(H) Clause
∅ (xu)(xu)
{00} (xu)(xv)
{01} (xu + xv)(xu + xv)
{11} (xu)(xv)
{00, 01} (xu + xv)
{01, 11} (xu + xv)
{00, 11} (xu + xv)(xu + xv)
{00, 01, 11} (xu + xu)
(Note that the ﬁrst line of the table contains an expression which has no satisfying truth
assignment since there can be no homomorphism of G to H in the case that G contains an
edge of colour i and H does not. Similarly, in the last line of the table, the expression is
always satisﬁed and we note that any mapping of uv to H is a homomorphism.)
It is straightforward to verify that a there is a satisfying truth assignment forT if and
only if G → H . 
2.2. H has order three
We now consider the case that H is a loop-free edge-coloured graph of order three.
We identify (essentially) two NP-complete H -colouring problems, the remainder being
polynomial time solvable. In the NP-completeness proofs we use the concept of restricting
attention to a subset of edge-colours.
Deﬁnition 2. LetH be an edge-coloured graph ofmultiplicity k. LetC={c1, c2, . . . , ct } ⊆
{1, 2, . . . , k}. The restriction of H to edge-colours C, denoted H |C , is the edge-coloured
graph of multiplicity t with vertex set V (H) and edge sets Ec1(H),Ec2(H), . . . , Ect (H).
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LetH be an edge-coloured graph ofmultiplicity k and supposeC ⊆ {1, 2, . . . , k}. Further
suppose that we restrict the instances of H -colouring to edge-coloured graphs G such that
i /∈C impliesEi(G)=∅. That is,G has an edge of colour c only if c ∈ C. Clearly,G → H
if and only if G|C → H |C . The following proposition is immediate.
Proposition 3. Let H be an edge-coloured graph of multiplicity k and C ⊆ {1, 2, . . . , k}.
Then H |C-colouring polynomially reduces to H -colouring.
Deﬁnition 4. The edge-coloured clique Hijk6 is the clique with vertex set V = {0, 1, 2},
and edge sets Ei = {01, 12}, Ej = {12, 20}, and Ek = {20, 01}.
Theorem 5. Let H be an edge-coloured clique of order three without loops. If for all i,
H |{i} 	= K3, and for all {i, j, k}, H |{i,j,k} 	= Hijk6 , thenH -colouring is polynomial time
solvable; otherwise H -colouring is NP-complete.
Proof. We begin with the NP-complete cases. In light of Proposition 3 we need only
proveK3-colouring andHijk6 -colouring are NP-complete. The former problem is naturally
equivalent to 3-colouring.Thusweonlyneeddemonstrate the latter problem isNP-complete.
(For readers familiar with the indicator construction or arrow construction, we will show
that K3 is result of applying the construction to Hijk6 using an indicator (I, u, v).) Let I be
the edge-coloured graph of multiplicity three constructed as follows. Let u and v be two
vertices joined by three internally disjoint paths P1, P2, P3 each of length 5. The ﬁrst two
and the last two edges of P1 are colour i, while the middle edge is colour j . The other two
paths are similarly constructed: the middle edge of P2 is colour k while the four remaining
edges are colour j ; the middle edge of P3 is colour i while the remaining edges are colour
k. It is easy to verify that any homomorphism of I to Hijk6 must map u and v to different
vertices. On the other hand, given two distinct vertices of Hijk6 , say x and y, there is a
homomorphism of I to Hijk6 such that u → x and v → y.
We now reduced K3-colouring to Hijk6 -colouring. To this end, let G be an instance of
K3-colouring. For each edge xy in G, we replace the edge with a copy of I , identifying
u with x and v with y. The resulting edge-coloured graph of multiplicity three is denoted
∗G. One can verify that ∗G → Hijk6 if and only if G → K3. Hence Hijk6 -colouring is
NP-complete. (The reduction above is precisely the indicator construction, see [14] for a
more detailed description.)
To complete the proof, we now reduce all remaining cases of H -colouring to 2-SAT.
Let H be an edge-coloured clique of order three. Similar to our previous reduction, let
the vertices of H be the following binary strings of length two: {01, 10, 11}. Let G be an
instance of H -colouring. We construct an instance of 2-SAT denotedT. For each vertex u
ofG, we construct two variables: u2 and u1. (For example, a truth assignment of u2=1 and
u1 = 0 naturally corresponds to mapping u to 10.) Since the string 00 is not a vertex of H ,
we add the clause (u2+u1) toT for each vertex u ofG. (This forbids the truth assignment
u2 = 0 and u1 = 0.) Similar to above, for each edge uv in G, we construct an expression
on u2, u1, v2, v1. Again these expressions are a function of Ei(H). Given our assumption
on H (i.e. H |{i} 	= K3 and H |{i,j,k} 	= Hijk6 ) we may assume that Ei(H) is one of the six
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sets in the table below. (Note for clarity the edge {u, v} in Ei(H) is written as an unordered
pair rather than uv.)
Ei(H) Clause
∅ (u1)(u1)
{{01, 10}} (u2 + v2)(u2 + v2)(u1 + v1)(u1 + v1)
{{01, 11}} (u2 + v2)(u2 + v2)(u1)(v1)
{{10, 11}} (u2)(v2)(u1 + v1)(u1 + v1)
{{01, 10}, {10, 11}} (u1 + v1)(u1 + v1)
{{01, 10}, {01, 11}} (u2 + v2)(u2 + v2)
Again one can verify thatT has a satisfying truth assignment if and only if G → H .

We conclude this section with some remarks about allowing loops. The computational
complexity ofH -colouring is completely determined in the case thatH is an edge-coloured
clique of order three with multiplicity two and loops allowed, see [7]. The set of problems
does exhibit a dichotomy, i.e. each H -colouring problem is either polynomial time solv-
able or NP-complete. However, we can view Theorem 5 as a subgraph characterization:
H -colouring is NP-complete ifH containsK3 orHijk6 as a subgraph, and polynomial time
solvable otherwise. This is similar to the case of undirected graphs where the NP-complete
H -colouring problems are identiﬁed byH containing an odd cycle, and to the digraph fam-
ilies in [3,4] where NP-completeH -colouring problems are characterized byH containing
two directed cycles. In the case that H is an edge-coloured clique of order three, but we
allow loops, such a subgraph characterization is impossible under the assumption P 	= NP.
In [7] there is a sequence H1, H2, . . . , H6 where each Hi is a clique of order three and
multiplicity two such that Hi ⊆ Hi+1 (for i = 1, 2, 3, 4, 5). The computational complexity
of Hi-colouring is polynomial if i is odd, and NP-complete if i is even. Similar behaviour
has been observed for digraphs, see [5].
3. Recognizing bound quivers
In the remainder of the paper, we study quivers.
Deﬁnition 6. A quiver is a set of vertices, a set of arcs, and a endpoint function assigning
each arc to an ordered pair of vertices consisting of the tail and the head.
A path, say P , in a quiver is a sequence of vertices and arcs v0, a1, v1, . . . , ak, vk such
that the tail of arc ai is vi−1 and the head of ai is vi for i = 1, 2, . . . , k. The length of the
path is k. The start of the path, s(P ), is v0 and the end of the path, e(P ), is vk .
Clearly a quiver is a digraph, and a “path” is a directed walk. However, in representa-
tion theory, the terminology of quivers and paths is well established. Having two distinct
nomenclatures is perhaps unfortunate; however, we are interested in applying our work to
R.C. Brewster et al. / Discrete Mathematics 297 (2005) 13–25 19
representation theory and thus we will use the quiver/path terminology for this section of
the paper.
If k is a commutative ﬁeld andQ is a ﬁnite quiver,we can associate toQ the quiver algebra
kQ of Q in the following way: The k-basis for kQ is the set B of all paths in Q including
the so-called stationary paths {ei}, where ei consists of the single vertex vi , for each vi in
Q. The elements of kQ are all formal linear combinations {∑∈B | ∈ k}. In order to
give a k-algebra structure to kQ, we need to deﬁne internal addition and multiplication as
well as scalar multiplication. We use the natural scalar multiplication, and formal addition.
The composition of paths is used to deﬁne the internal multiplication on the basis of kQ . If
1 and 2 are paths from B, then the product 12 is the concatenation of the paths when
it makes sense, i.e.
12 =
{
1 ◦ 2 if s(2)= e(1),
0 otherwise.
Note s(ei) = e(ei) = vi . Multiplication of two arbitrary elements of kQ is obtained by
distributivity.
Example 7. (a) LetQ be the following quiver
1
  
2 3 4
 
The k-basis for kQ is {e1, e2, e3, e4, ,, , }. A typical element (in case k = R) would
be 2e1 − + 3. This element, when multiplied on the right by e2 + 3 gives −− 3.
(b) LetQ be the following quiver

The k-basis for kQ is {e1, , = 2, 3, . . .}. Clearly, kQ is isomorphic to k[x].
The algebra kQ is associative, ﬁnite dimensional if and only if there is a bound on the
length of paths, has a unity (1 =∑i ei) and is connected if and only if Q is (weakly)
connected.
The following theorem, due to Gabriel [12] (see also [2]), indicates the richness, and the
importance, of quiver algebras; essentially, any ﬁnite dimensional k-algebra is a factor of a
quiver algebra. (The theorem refers to basic algebras, the deﬁnition of which is somewhat
complicated. However, given any algebra A′, there is a basic algebra A such that the cate-
gories of modules overA′ andA are isomorphic. Hence, from a representation theory point
of view, we may restrict our attention to basic algebras.)
Theorem 8 (Gabriel [12]). Let k be an algebraically closed ﬁeld and A a ﬁnite dimen-
sional, basic associative k-algebra with unity. Then there exists a ﬁnite quiver Q and an
ideal I of kQ such that A is isomorphic to kQ/I .
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We call an algebra of the formA=kQ/I a bound quiver algebra. The pair (Q, I) is called
a bound quiver. If I is generated by a collection of paths {p1, p2, . . . , pk} ofQ, we say that
A is monomial. In this case, the datum (Q, {p1, p2, . . . , pk}) describes A completely. For
the remainder of the paper, all the bound quiver algebras we consider are monomial, and
we denote them by (Q, I) where I is a collection of paths fromQ.
Certain facts about bound quiver algebras (kQ/I ) depend only on I and the underlying
graph of the quiver. That is, the particular orientation of the arcs in Q is unimportant. For
example, we can associate toA=kQ/I a quadratic formwhich gives important information
on the module category of A and this form is independent of the orientation of the arcs of
Q, see [10]. Hence an interesting question to ask is: given an undirected graph G and a
collection of walks I fromG is there an orientation ofG, sayQ, such that (Q, I) is a bound
quiver? i.e. can the edges of G be oriented so that each member of I is a path in Q; that
is, a directed walk in the sense of graph theory? (Technically, we are engaging in a slight
abuse of notation. Given p ∈ I where p is a walk inG, we can also consider p as a path in
Q on the same set of vertices where each edge inG has been replaced by the oriented copy
of the edge inQ.) We introduce the following deﬁnition.
Deﬁnition 9. LetG be a graph, and I a collection ofwalks inG.We say (G, I) is orientable
as a bound quiver if there is an orientation ofG, sayQ, such that (Q, I) is a bound quiver.
The problemof recognizing graphs that are orientable as boundquivers is deﬁned formally
as a decision problem:
Bound quiver recognition
Instance: (G, I) where G is a graph G and I is a collection of walks in G.
Question: Is (G, I) orientable as a bound quiver?
We will show the bound quiver recognition problem reduces to theHQ-colouring problem,
whereV (HQ)={0, 1},E1(HQ)={01}, andE2(HQ)={00, 11}. Thuswe have the following
result.
Theorem 10. The bound quiver recognition problem is polynomial time solvable.
Proof. Let (G, I) be an instance of the bound quiver recognition problem.We construct an
instance G′ of HQ-colouring such that (G, I) is orientable as a bound quiver if and only if
G′ → H . Suppose I = {p1, p2, . . . , pk}. For each walk pi ∈ I , we construct a vertex pi
inG′, that is, pi is used to denote both the walk inG and the vertex inG′. Hence V (G′)=
{p1, p2, . . . , pk}. Letpi andpj be twowalks in I such that the edge  (inG) belongs to both
walks. Suppose pi = v0e0v1e1 · · · vli−1eli−1vli and pj = u0f0u1f1 · · · ulj−1flj−1ulj .Thus
=es for some s, 0s li−1 and =ft for some t , 0 t lj−1.There are two possibilities,
either vs = ut and vs+1 = ut+1 or vs = ut+1 and vt = us+1. In the former case we join the
vertex pi to the vertex pj in G′ with an edge of colour 2, and in the latter case we join pi
to pj with an edge of colour 1.
Suppose that :G′ → H is a homomorphism. We describe how to orient G to obtain a
bound quiver (Q, I). For each pi = v0e0v1e1 · · · vli−1eli−1vli ∈ I , orient the edges of pi
as follows: If (pi) = 0, then orient ej ∈ pi from vj to vj+1 for j = 0, 1, . . . , li − 1. On
the other hand, if (pi)= 1, then orient ej ∈ pi from vj+1 to vj for j = 0, 1, . . . , li − 1.
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If this procedure is well deﬁned (i.e. each edge is oriented in only one direction), then each
pi is now a (directed) path. Any edges in G not yet oriented do not belong to any walk in
I . These edges can be arbitrarily oriented. Thus it remains to show that no edge is required
to be oriented in both directions.
Suppose on the contrary that some edge in G,  with end points x and y, is oriented
from x to y based on the value of (pi) and from y to x based on (pj ). Again, assume
pi = v0e0v1 · · · vli−1eli−1vli and pj = u0f0u1 · · · ulj−1flj−1ulj . Since  belongs to both
pi and pj , vertices pi and pj (in G′) are adjacent. Suppose (pi) = 0. Then x = vs and
y = vs+1 for some s, 0s li − 1. If (pj ) = 0, then x = ut+1 and y = ut for some t ,
0 t lj−1. Hence,pipj ∈ E1(G′) and(pi)(pj ) /∈E1(H), contrary to our assumption
that  is a homomorphism. Similarly, if (pj )= 1, then x = ut and y = ut+1 for some t ,
0 t lj − 1. Hence, pipj ∈ E2(G′)and (pi)(pj ) /∈E2(H), again a contradiction. The
case that (pi)= 1 is analogous. We conclude that the orientationQ of G is well deﬁned.
Conversely suppose there exists an orientationQ ofG such that (Q, I) is a bound quiver.
We construct a homomorphism  : G′ → H . Let pi ∈ I . Suppose pi = v0e0 · · · vli−1. If
each ej ∈ pi is oriented from vj to vj+1 we deﬁne (pi) = 0; otherwise each ej ∈ pi is
oriented from vj+1 to vj in which case we deﬁne (pi)= 1. It is straightforward to verify
that  is indeed a homomorphism of G′ to H . 
In the proof above we construct G′ from (G, I). In the remainder of the paper given
(G, I), we will call G′, or G′[I ] when required for clarity, the conﬂict graph for (G, I).
The reader may have observed that the edges in G′ depend on the presentation of the
walks in I in the following sense. Given a walk pi = v0e0 · · · vli ∈ I1 the reverse of pi is
pRi = vli · · · e0v0. Deﬁne a relation on (graph, walk collection) pairs by (G, I1) is related to
(G, I2) if I2 = I1 ∪ {pRi }\{pi} for some i. Let ∼ be the reﬂexive, transitive closure of this
relation. Since the ability to orient (G, I) as a quiver is independent of the presentation of
the paths, the following proposition is immediate:
Proposition 11. Let (G, I1) ∼ (G, I2). Then (G, I1) is orientable as a bound quiver if and
only if (G, I2) is orientable as a bound quiver.
Note the effect inG′[I1] of reversing pi is to change all edges of colour 1 incident with pi
to colour 2 and vice versa. It is easy to see, the class of edge-coloured graphs homomorphic
to HQ is closed under such switches.
We have proved that the bound quiver recognition problem is polynomial time solvable.
We now examine the problem of providing a structural characterization, in terms of for-
bidden subgraphs, of which pairs (G, I) are in fact orientable as bound quivers. We begin
by identifying the obstructions that prevent G′ admitting a homomorphism to HQ. We use
these obstructions to characterize which pairs (G, I) are orientable as bound quivers in the
special case thatG is a tree. The bound quiver recognition problem for general graphs—as
opposed to trees—admits many variations. In particular, we may required the orientation
be acyclic in order to ensure kQ/I is ﬁnite dimensional. The general problem is studied
further in a companion paper, [9].
Proposition 12. Let G′ be an edge-coloured graph of multiplicity two. Then G′ → HQ if
and only if there is not a closed walk inG′ containing an odd number of edges of colour 1.
22 R.C. Brewster et al. / Discrete Mathematics 297 (2005) 13–25
p0
p1
p2 p0
p1
p2
p0
p1
p2
(a) (b) (c)
t
i
i
i
i
t
t
t
t
t
t
t
t
i
i
i
i
i
Fig. 1. Three examples of a graph G together with paths I = {p0, p1, p2}.
Proof. Suppose f :G′ → HQ. Given a closed walk W in G′, the homomorphic image
f (W) is a closed walk in HQ. Clearly, every closed walk in HQ contains an even number
of edges of colour 1. Conversely, suppose G′ does not contain a closed walk with an odd
number of edges of colour 1. We deﬁne a homomorphism f of G′ to HQ. (Assume G′
is connected; otherwise, simply map each component to HQ.) Fix v ∈ V (G′), and let
u ∈ V (G′). Observe that the parity of the number of edges of colour 1 is constant over all
(v, u)-walks, since G′ does not contain any closed walks with an odd number of edges of
colour 1. Let l(Wu) be the number of edges of colour 1 in some (v, u)-walk Wu. Deﬁne
f (u) = l(Wu)mod 2. We claim f is a homomorphism. Suppose xy ∈ E1(G′). Let Wx be
an (v, x)-walk, and let Wy be the (v, y)-walk obtained by concatenating y to the end of
Wx . Clearly f (y) = 1 − f (x), i.e. f (x)f (y) ∈ E1(G′). Similarly, if xy ∈ E2(G), then
f (x)= f (y), i.e. f (x)f (y) ∈ E2(G′). 
We remark that the above proposition can be rephrased in the following homomorphism-
duality form. LetC be the class of all edge-coloured cycles ofmultiplicity twowhich contain
an odd number of edges of colour 1. (In fact, duality theorems have been discovered for all
edge-coloured graphs of multiplicity two and order two, [6].)
Corollary 13. Let G′ be an edge-coloured graph of multiplicity 2. Then G′ → HQ if and
only if there does not C ∈ C, such that C → G′.
Proof. Let C be a cycle that admits a homomorphism to G′. The homomorphic image of
C is a closed walk. Conversely, any closed walk is the homomorphic image of a cycle. 
A second remark is that by considering closed walks in G′ of minimum length we may
restrict our attention to cycles in G′. That is,
Corollary 14. Let G′ be an edge-coloured graph of multiplicity 2. Then G′ → HQ if and
only if there does not exist C ∈ C such that C is a subgraph of G′.
In Fig. 1 there are three examples of a graph G together with a collection of paths I .
Note in each example I = {p0, p1, p2}. The initial and terminal vertex of each path is
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p1 p2
Fig. 2. Conﬂict graphs for the examples in Fig. 1.
denoted with i and t , respectively. The corresponding conﬂict graph for each example is
given in Fig. 2. Solid edges correspond to edge-colour 1, and dashed edges correspond to
edge-colour 2. Observe that each example the conﬂict graph, G′, is a triangle. However,
only the middle example cannot be oriented as a bound quiver. We shall demonstrate that
the middle example is the prototypical obstruction for the case that G is a tree. We capture
this situation in the following deﬁnition. Since we now study trees, the members of I can
be restricted to be paths in the traditional graph theory sense, i.e. walks without repeated
vertices.
Deﬁnition 15. Let G be a tree, and I a collection of paths in G. A roundabout in (G, I)
is a vertex c and a collection of paths P = {p0, p1, . . . , pn} ⊆ I such that c belongs to all
the paths. Moreover, c has neighbours s0, s1, . . . , sn such that the edge csi belongs to pj if
and only if j = i or j = i + 1. (Index arithmetic is modulo n+ 1.) We call the roundabout
odd if |P | is odd.
Thus the paths in example (b) of Fig. 1 form a roundabout, where c is the centre of the
star.
Given (G, I), we shall show there is a natural correspondence between cycles with an
odd number of edges of colour 1 inG′ and odd roundabouts inG. Thus the odd roundabouts
provide the desired obstruction characterization. In the following letE(pi) denote the edges
belonging to the walk pi .
Lemma 16. Suppose T is a tree, and I is a collection of paths in T . Let p0, p1, . . . , pn be
an induced cycle in T ′. Then E(pi)∩E(pj ) 	= ∅ if and only if i = j ± 1.Moreover, (T , I )
contains a roundabout or n= 2 and E(p0) ∩E(p1) ∩E(p2) 	= ∅. (All index arithmetic is
modulo n+ 1.)
Proof. The fact E(pi) ∩ E(pj ) 	= ∅ if, and only if, i = j ± 1 follows immediately as
p0, p1, . . . , pn is an induced cycle in T ′.
Hence each path pi intersects both pi−1 and pi+1 in at least one edge since the corre-
sponding vertices are adjacent in T ′. Moreover, since T is a tree, any two paths that intersect
must intersect in a subpath common to both paths. For each path pi we distinguish six, not
necessarily distinct, vertices. The vertices ui and zi are the end points ofpi . The pathspi and
pi−1 intersect in a subpath of T . The vertices vi and wi are the end points of this subpath.
Similarly, the vertices xi and yi are the end points of the subpath which is the intersection
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of pi and pi+1. For n> 2, it is easy to see, since pi−1 and pi+1 are non-adjacent, for all i,
the (vi, wi)-subpath and the (xi, yi)-subpath are edge-disjoint. If n = 2, then for all i, the
(vi, wi)-subpath and the (xi, yi)-subpath are edge-disjoint orE(p0)∩E(p1)∩E(p2) 	= ∅.
Thus for the remainder of the proof assume for each i, the (vi, wi)-subpath and the (xi, yi)-
subpath are edge-disjoint. In particular consider the pathp0.Wemay assumewithout loss of
generality as we traverse p0 from u0 to z0 we encounter our six distinguished vertices in the
order u0, v0, w0, x0, y0, z0. Note that the (x0, y0)-subpath ofp0 is also the (v1, w1)-subpath
ofp1. Hence either x0=v1 and y0=w1 or y0=v1 and x0=w1. In either case, we have a path
from w0 to x0 to w1 to x1 which contains edges only from p0 or p1. (In the former case the
(w0, x1)-path contains the (v1, w1)-subpath of p1 while in the latter x0 =w1.) Continuing
in this manner, we can construct a path fromw0 to xn−1 whose interior vertices contain as a
subsequence x0, w1, x1, w2, x2, . . . , xn−2, wn−1. Moreover, this path only contains edges
from p0, p1, . . . , pn−1, i.e. it does not contains edges from pn. However, w0 and xn−1 are
both vertices in pn. Thus there is path from w0 to xn−1 all of whose edges belong topn.
That is, we have a (w0, xn−1)-path in T that does not use edges from pn, and we have a
(w0, xn−1)-path in T that only uses edges in pn. Since T is a tree, we must conclude this is a
trivial path, i.e. it contains no edges. Hencew0=x0=w1=x1=· · ·=wn−1=xn−1=wn=xn.
Call this common vertex c. Consider the (xi, yi)-subpath of pi . Let si be the neighbour of
xi = c on this subpath. Clearly, csi ∈ E(pi) ∩ E(pi+1). 
Theorem 17. Let T be a tree, and let I be a collection of paths in T . Then there exists an
orientation of T , say Q, such that (Q, I) is a bound quiver if and only if (T , I ) does not
contain an odd roundabout.
Proof. Suppose (T , I ) contains an odd roundabout, say the vertex c and the paths p0, p1,
. . . , p2n. Then the vertices p0, p1, . . . , p2n form a cycle inC in T ′. By deﬁnition the vertex
c has neighbours s0, s1, . . . , s2n such that si, c, si+1 is a subpath of pi = v0, e0, v1, . . . , vli ,
i.e. there exists j such that si = vj , c= vj+1, and si+1 = vj+2 or si = vj+2, c= vj+1, and
si+1 = vj . (Index arithmetic is modulo 2n + 1.) By reversing paths in I we can construct
a new collection I ∗ so that former case holds for all i. Thus T ′[I ∗] contains an odd length
cycle with only edges of colour 1. Consequently (T , I ∗) is not orientable as a bound quiver.
By Proposition 11, (T , I ) is not orientable as a bound quiver.
Conversely, suppose (T , I ) is not orientable as a bound quiver. Then T ′ contains an
induced cycle, C, with an odd number of edges of colour 1. Suppose the vertices of C are
p0, p1, . . . , p2n. ByLemma 16 (T , I ) contains an odd roundabout or n = 2 and E(p0) ∩
E(p1)∩E(p2) 	= ∅ (in T ). In the latter case it is to see that C is a triangle with 0 or 2 edges
of colour 1. Thus (T , I ) must contain an odd roundabout. 
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