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Abstract. We consider an abstract class of differential inclusions, which covers differential-
algebraic and non-autonomous problems as well as problems with delay. Under weak
assumptions on the operators involved, we prove the well-posedness of those differential
inclusions in a pure Hilbert space setting. Moreover, we study the causality of the as-
sociated solution operator. The theory is illustrated by an application to a semistatic
quasilinear variant of Maxwell’s equations.
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1 Introduction
In [18] it was shown that most (if not all) linear autonomous equations in mathematical
physics share a common form, namely
(∂tM+A)U = F,
where ∂t stands for the derivative with respect to time,M is a suitable bounded operator
in space-time, which commutes with ∂t and A is a skew-selfadjoint operator in space,
which in applications is a spatial differential operator. This result was generalised by
the author in [26, 27, 25] to the case of differential inclusions, where the operator A is
replaced by a maximal monotone relation. The resulting problem then takes the form
(U,F ) ∈ ∂tM+A.
This generalisation allows to study certain non-linear problems, especially equations de-
scribing physical phenomena with hysteresis effects. A particular case of an operator M
is given byM = M0+∂−1t M1 for some bounded spatial operators M0,M1. The resulting
problem then takes the simpler form
(U,F ) ∈ ∂tM0 +M1 +A.
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Replacing nowM0,M1 by operator-valued multiplication operators, the resulting problem
becomes non-autonomous. These problems were studied in [24] for the case of skew-
selfadjoint operators A and in [31] for the case of a maximal monotone relation A.
However, in the case of maximal monotone relations, the authors of [31] had to restrict
the class of admissible multiplication operators M0 and M1. Finally, in [34] Waurick
proved a well-posedness result for a very abstract class of non-autonomous differential
equations, whereM0 andM1 are replaced by arbitrary space-time operatorsM,N , where
M should have a bounded commutator with ∂t. With this result he was able to generalise
both the results of [18] and [24]. However, it does not cover the result for the inclusions.
It is the purpose of that article to provide a solution theory for differential inclusions of
the form
(U,F ) ∈ ∂tM+N +A, (1)
where M and N are space-time operators and A is a maximal monotone relation. We
hereby generalise the results of [27, 31] and [34] and provide a unified solution theory for
a broad class of problems.
Of course the problem of non-autonomous differential inclusions was studied in the lit-
erature before. We just mention some classical approaches, to tackle this problem. A
standard approach for inclusions given in form of a Cauchy problem (i.e. M = 1 and
time dependent A in (1)) uses the concept of evolution families introduced by Kato [8]
for evolution equations and generalised to inclusions by Crandall and Pazy in [3]. Other
approaches use approximations by replacing the time derivative in (1) by the difference
quotient and then proving that the corresponding solutions converge in a suitable sense
(e.g. [5, 9]). A third approach uses the notion of integral solutions introduced by Bénilan
in [1] for autonomous problems and generalised in [9] to the non-autonomous case.
In contrast to all these classical approaches, we assume the relation A to be time-
independent. The non-autonomous behaviour enters the equation via the bounded space-
time operators M and N . This has the big advantage that we do not have any problems
with time-dependent domains.
The article is structured as follows: In the next section we present the underlying Hilbert
space framework and recall some basic facts of maximal monotone relations. Section 3
is devoted to the well-posedness result for inclusions of the form (1) in an exponentially
weighted L2-space. In Section 4 we prove under stronger assumptions the causality of
the solution operator and its independence of the particular choice of the exponential
weight (see Theorem 4.10 for the precise statement). Finally, we apply our results to a
semistatic quasilinear variant of Maxwell’s equations and thereby generalise the result of
[12].
2 Preliminaries
We begin by introducing the Hilbert space setting we are working with throughout this
article. Throughout letH denote a Hilbert space (real or complex, in case of a real Hilbert
space one can ignore all forthcoming occurring real parts) with inner product 〈·, ·〉 and
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induced norm | · |. Following [20, 18] we introduce the following weighted L2-space and
the derivative operator defined on it.
Definition. Let ρ ≥ 0. We define the following space of (equivalence classes of) square
integrable functions with respect to an exponentially weighted Lebesgue measure
L2,ρ(R;H) :=
f : R→ H ; f Bochner-measurable,
ˆ
R
|f(t)|2 e−2ρt dt <∞
 .
Clearly, L2,ρ(R;H) becomes a Hilbert space equipped with the usual inner product
〈f, g〉ρ :=
ˆ
R
〈f(t), g(t)〉 e−2ρt dt (f, g ∈ L2,ρ(R;H)).
We denote the induced norm by | · |ρ. Moreover, we define the operator ∂t,ρ as the closure
of the operator
C∞c (R;H) ⊆ L2,ρ(R;H)→ L2,ρ(R;H) : φ 7→ φ′,
where C∞c (R;H) denotes the space of H-valued arbitrarily differentiable functions on R
with compact support.
Remark 2.1. (a) The domain of ∂t,ρ consists of those elements in L2,ρ(R;H) whose dis-
tributional derivative lies again in L2,ρ(R;H).
(b) For ρ = 0 the space L2,0(R;H) is the usual L2-space and the derivative ∂t,0 coincides
with the classical weak derivative with domain H1(R;H).
We recall some basic properties of ∂t,ρ and refer to [7, 23] for the respective proofs.
Proposition 2.2. Let ρ ≥ 0. Then the operator ∂t,ρ is normal with ∂∗t,ρ = −∂t,ρ + 2ρ.
Moreover, σ(∂t,ρ) = {it+ ρ ; t ∈ R}. In particular, if ρ > 0, then ∂t,ρ is boundedly
invertible with ‖∂−1t,ρ ‖ = 1ρ and
(
∂−1t,ρ f
)
(t) =
tˆ
−∞
f(s) ds (f ∈ L2,ρ(R;H), t ∈ R).
Remark 2.3. It should be noted that the bounded invertibility of ∂t,ρ just holds, since
we deal with the whole real line and not just with the positive real line or an interval.
The main reason is that on the positive real line or an interval, we need to impose initial
conditions to obtain invertibility of ∂t,ρ. By dealing with the whole real line, we implicitly
impose a vanishing initial condition at −∞. For the treatment of differential inclusions
on R≥0 within the framework introduced here, we refer to [26].
With this operator at hand, we are able to define a scale of associated Hilbert spaces
called the Sobolev chain associated with ∂t,ρ, [20] (see also [15, 4], where these spaces are
called Sobolev towers).
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Proposition 2.4. Let ρ > 0. For k ∈ N we define the spaces
Hkρ (R;H) := dom(∂
k
t,ρ)
equipped with the inner product
〈u, v〉ρ,k := 〈∂kt,ρu, ∂kt,ρv〉ρ (u, v ∈ dom(∂kt,ρ)).
Moreover, we set H−kρ (R;H) as the completion of L2,ρ(R;H) with respect to the norm
induced by
〈u, v〉ρ,−k := 〈∂−kt,ρ u, ∂−kt,ρ v〉ρ (u, v ∈ L2,ρ(R;H)).
For k, j ∈ Z with k ≥ j we have that
Hkρ (R;H) →֒ Hjρ(R;H)
and the operator
∂
k−j
t,ρ : C
∞
c (R;H) ⊆ Hkρ (R;H)→ Hjρ(R;H)
extends to a unitary operator again denoted by ∂k−jt,ρ .
We state a simple observation, which will be used several times later on.
Lemma 2.5. Let ρ > 0 and k, j ∈ Z with k ≥ j. Let (un)n∈N be a sequence in Hkρ (R;H)
such that un → u in Hjρ(R;H) for some u ∈ Hjρ(R;H) and assume that (un)n is bounded
in Hkρ (R;H). Then u ∈ Hkρ (R;H).
Proof. As (un)n is bounded in Hkρ (R;H), we can assume without loss of generality that
un ⇀ v for some v ∈ Hkρ (R;H). As Hkρ (R;H) →֒ Hjρ(R;H) we infer that un ⇀ v in
H
j
ρ(R;H) and hence, u = v ∈ Hkρ (R;H).
Finally, we provide a useful characterisation for elements lying in H1ρ(R;H).
Lemma 2.6 ([31, Proposition 2.1]). Let ρ ≥ 0, u ∈ L2,ρ(R;H) and for h > 0 we define
Dhu :=
1
h
(τhu− u) ∈ L2,ρ(R;H),
where τhu := u(· + h). Then, u ∈ H1ρ(R;H) if and only if (Dhu)h∈]0,1] is bounded in
L2,ρ(R;H). In each case we have that
Dhu→ ∂t,ρu (h→ 0+)
in L2,ρ(R;H).
Besides the presented Hilbert space setting, we need the framework of maximal mono-
tone relations. For this topic and the proofs of the subsequent results we refer to the
monographs [2, 14, 6].
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Definition. A binary relation A ⊆ H ×H is called monotone, if
∀(u, v), (x, y) ∈ A : Re〈u− x, v − y〉 ≥ 0.
A is called maximal monotone if A is monotone and for each monotone relation B ⊆
H ×H we have that
A ⊆ B ⇒ A = B.
Moreover, we say that A is c-(maximal) monotone for some c ∈ R, if A − c := {(u, v −
cu) ; (u, v) ∈ A} is (maximal) monotone.
We need the following lifting result.
Lemma 2.7 ([2, Example 2.3.3]). Let A ⊆ H ×H and (Ω,Σ, µ) a measure space. We
define
Aµ := {(u, v) ∈ L2(µ;H) × L2(µ;H) ; (u(t), v(t)) ∈ A (t ∈ Ω a.e.)} .
If A is monotone, then so is Aµ. Moreover, if A is maximal monotone and (0, 0) ∈ A it
follows that Aµ is maximal monotone as well.
Remark 2.8. If µ(Ω) < ∞ then the assumption (0, 0) ∈ A can be dropped. However,
since we want to apply this lifting result to Ω = R and µ = e−2ρt dt, we need to impose
this condition in our main result. If one just deals with R≥0 as time horizon, one obtains
µ(R≥0) =
1
2ρ <∞ and hence, this additional condition is superfluous.
The maximal monotonicity of a monotone relation A can be characterised by a range
condition on A. This is the celebrated Theorem by Minty.
Theorem 2.9 (Minty, [13]). Let A ⊆ H×H be monotone. Then the following statements
are equivalent:
(i) A is maximal monotone,
(ii) For each λ > 0 and each z ∈ H there exists u ∈ H such that (u, z) ∈ 1 + λA, i.e.
there is v ∈ H with (u, v) ∈ A and u+ λv = z.
(iii) There exists λ > 0 such that for each z ∈ H there exists u ∈ H with (u, z) ∈ 1+λA.
Example 2.10. For ρ > 0 the operator ∂t,ρ is ρ-maximal monotone. The monotonicity
follows by
〈∂t,ρφ, φ〉ρ = 〈φ, ∂∗t,ρφ〉ρ = 〈φ,−∂t,ρφ〉ρ + 2ρ|φ|2ρ (φ ∈ dom(∂t,ρ)),
which yields
Re〈∂t,ρφ, φ〉ρ ≥ ρ|φ|2ρ (φ ∈ dom(∂t,ρ)).
Moreover, for f ∈ L2,ρ(R;H) we set
u := ρ∂−1t,ρ f ∈ dom(∂t,ρ)
and obtain
u+
1
ρ
(∂t,ρ − ρ)u = 1
ρ
∂t,ρu = f,
which shows the maximal monotonicity by Theorem 2.9.
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As a consequence of Minty’s theorem and the definition of monotonicity we obtain the
following proposition.
Proposition 2.11 ([2, Proposition 2.6]). Let A ⊆ H ×H be maximal monotone. Then
(1+λA)−1 is a Lipschitz-continuous mapping defined on the whole Hilbert space H with1
|(1 + λA)−1|Lip ≤ 1. Moreover, for each λ > 0 the so-called Yosida-approximation
Aλ :=
1
λ
(1− (1 + λA)−1) : H → H
is a monotone and Lipschitz-continuous mapping with |Aλ|Lip ≤ 1λ .
We conclude this section by some well-known perturbation results for maximal monotone
relations.
Proposition 2.12. Let A ⊆ H × H be maximal monotone and B : H → H Lipschitz
continuous. Moreover, assume that A + B := {(x, y +Bx) ; (x, y) ∈ A} is monotone.
Then A+B is maximal monotone.
Proof. For B = 0 there is nothing to show. So assume that B 6= 0. By Theorem 2.9
it suffices to prove that for 0 < λ < 1|B|Lip and each z ∈ H there exists u ∈ H with
(u, z) ∈ 1 + λ(A+B). The latter is equivalent to
u = (1 + λA)−1(z − λBu).
Since (1 + λA)−1 is Lipschitz-continuous with |(1 + λA)−1|Lip ≤ 1 and |λB|Lip < 1 by
the choice of λ, the assertion follows from the contraction mapping theorem.
Corollary 2.13. Let B : H → H be monotone and Lipschitz-continuous. Then B is
maximal monotone.
In particular, if B ⊆ H × H is maximal monotone, then its Yosida-approximation Bλ
is Lipschitz-continuous and monotone and hence, maximal monotone. Moreover, if A ⊆
H×H is maximal monotone, then so is A+Bλ for each λ > 0 and hence, (1+A+Bλ)−1
is a Lipschitz-continuous mapping. This observation can be used to prove the following
perturbation result.
Proposition 2.14 ([6, Proposition 3.1]). Let A,B ⊆ H ×H be two maximal monotone
relations. Moreover, let z ∈ H. Then there exists u ∈ H such that (u, z) ∈ 1 + A + B
(i.e., there are v,w ∈ H with (u, v) ∈ A, (u,w) ∈ B and u+ v + w = z) if and only if
sup
λ>0
|Bλ(uλ)| <∞
where uλ := (1 +A+Bλ)−1(z). In the latter case, uλ → u as λ→ 0 + .
With the help of the latter proposition, one can prove the following perturbation result.
1We denote the smallest Lipschitz-constant for a Lipschitz continuous mapping f by |f |Lip.
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Corollary 2.15 ([25, Proposition 1.22]). Let A,B ⊆ H ×H be two maximal monotone
relations. Moreover, assume that A is bounded, i.e. for each U ⊆ H bounded, the set
{v ∈ H ; ∃u ∈ U : (u, v) ∈ A}
is bounded. If dom(A) ∩ dom(B) 6= ∅ (i.e. ∃u, v, w ∈ H : (u, v) ∈ A and (u,w) ∈ B)
then A+B is maximal monotone.
3 The main result
Throughout, let ρ > 0. We begin with stating the hypotheses of the operators and
relations involved, which we assume to be valid throughout this section.
Hypotheses A. Let M,N ,M′ ∈ L(L2,ρ(R;H)) be such that:
(a) M∂t,ρ ⊆ ∂t,ρM−M′,
(b) There exists c > 0 such that
Re〈(∂t,ρM+N )ϕ,ϕ〉ρ ≥ c|ϕ|2ρ
for each ϕ ∈ C∞c (R;H).
Moreover, let A ⊆ L2,ρ(R;H)× L2,ρ(R;H) be maximal monotone such that
∀u, v ∈ L2,ρ(R;H) : ((u, v) ∈ A ⇒ ∀h ≥ 0 : (τhu, τhv) ∈ A) .
It is noteworthy that the perspective on differential inclusions presented here, is that the
relation A is independent of time in the sense that it commutes with time translation,
while the time-dependence enter the problem via coefficients, which are incorporated in
the operators M and N . This is the standard case in problems arising in mathematical
physics.
Our main theorem reads as follows.
Theorem 3.1 (Well-posedness). The relation ∂t,ρM+N +A is c-maximal monotone.
In particular, the inverse relation
Sρ :=
(
∂t,ρM+N +A
)−1
: L2,ρ(R;H)→ L2,ρ(R;H)
is a Lipschitz-continuous mapping with |Sρ|Lip ≤ 1c . Hence, for each f ∈ L2,ρ(R;H) there
exists a unique u ∈ L2,ρ(R;H) with
(u, f) ∈ ∂t,ρM+N +A
and u depends Lipschitz-continuously on f .
Before we come to the proof of this theorem, we illustrate the hypotheses by some concrete
examples for the operators M and N .
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Example 3.2. (a) If N = 0 and M is given in terms of an operator-valued analytic
function of ∂t,ρ, then condition (a) is trivially satisfied withM′ = 0 and the resulting
problem becomes autonomous. This class of operators was introduced in [18] and
allows the treatment of a broad class of differential equations arising in mathematical
physics (see e.g. [18, 10, 19, 22]) and includes different types of equations, such as
fractional differential equations (see [21]), delay equations with finite and infinite
delay (see [7]), and integro-differential equations (see [29]).
(b) A second class of problems covered by the hypotheses is given by non-autonomous
equations, which are local with respect to time. More precisely, M,N are given
as operator-valued multiplication operators, such that M is Lipschitz-continuous.
Then, Rademacher’s theorem implies that (a) holds. Such equations were studied in
[24] and generalised to inclusions in [31].
(c) The hypotheses also allow the treatment of non-autonomous differential inclusions
which are non-local in space and time. A classical example would be integral oper-
ators of the form
(Mu) (t) :=
ˆ
R
k(t, s)u(s) ds (t ∈ R)
with a suitable (possibly operator-valued) kernel k. Indeed, if k is differentiable
with respect to the first variable and satisfies suitable integrability conditions, one
easily can show that (a) holds. To find the right conditions on k to ensure (b) is more
delicate and will be postponed to future research. In case of a kernel k(t, s) = k(t−s),
this was done in [29, 30] even for operator-valued kernels.
We begin by proving Theorem 3.1 in the case A = 0. The proof follows the rationale of
[35, Section 3.3]. For the readers convenience we recall the definition of a core of a closed
operator.
Definition. Let S : dom(S) ⊆ X → Y be a closed linear operator between two normed
spaces X and Y . A linear subspace D ⊆ X is called a core for S, if S = S|D.
Proposition 3.3. C∞c (R;H) is a core for ∂t,ρM. Moreover, the operator ∂t,ρM+N is
c-maximal monotone.
Proof. First, we observe that (1+ ε∂t,ρ)−1 → 1 strongly as ε→ 0+ . Indeed, since ∂t,ρ is
maximal monotone by Example 2.10 we have ‖(1 + ε∂t,ρ)−1‖ ≤ 1 for each ε > 0. Thus,
it suffices to prove the strong convergence on a dense subset of L2,ρ(R;H). Since for
u ∈ dom(∂t,ρ) we have that
(1 + ε∂t,ρ)
−1u− u = −ε(1 + ε∂t,ρ)−1∂t,ρu→ 0 (ε→ 0+)
the assertion follows.
We now prove that dom(∂t,ρ) is a core for ∂t,ρM. More precisely, we show that for
u ∈ dom(∂t,ρM) and uε := (1 + ε∂t,ρ)−1u with ε > 0 we have that
∂t,ρMuε → ∂t,ρMu (ε→ 0+).
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Indeed, we have that
∂t,ρMuε = ∂t,ρM(1 + ε∂t,ρ)−1u
= (1 + ε∂t,ρ)
−1∂t,ρMu+ ε∂t,ρ(1 + ε∂t,ρ)−1M′(1 + ε∂t,ρ)−1u
= (1 + ε∂t,ρ)
−1∂t,ρMu+M′(1 + ε∂t,ρ)−1u− (1 + ε∂t,ρ)−1M′(1 + ε∂t,ρ)−1u
→ ∂t,ρMu (ε→ 0+).
Hence, it suffices to approximate elements u ∈ dom(∂t,ρ) by a sequence (ϕn)n in C∞c (R;H)
such that ϕn → u and ∂t,ρMϕn → ∂t,ρMu in L2,ρ(R;H). For doing so, we choose a se-
quence (ϕn)n in C
∞
c (R;H) such that ϕn → u in H1ρ (R;H). Then, in particular, ϕn → u
in L2,ρ(R;H) and
∂t,ρMϕn =M∂t,ρϕn +M′ϕn →M∂t,ρu+M′u = ∂t,ρMu.
We now prove the maximal monotonicity of ∂t,ρM+N − c. As C∞c (R;H) is a core for
this operator, the monotonicity follows by Hypotheses A (b). We claim that C∞c (R;H)
is also a core for (∂t,ρM+N )∗. Assuming that this is true, it follows from Hypotheses
A (b) that (∂t,ρM+N )∗ is one-to-one and hence, ∂t,ρM + N has dense range. Since
∂t,ρM + N is also closed and its inverse is bounded by what we have shown before,
∂t,ρM+N is indeed onto and thus, ∂t,ρM+N − c is maximal monotone. Thus, we are
left to show that C∞c (R;H) is a core for (∂t,ρM+N )∗. For showing this, we observe
that
(∂t,ρM+N )∗ = (∂t,ρM)∗ +N ∗ = (M∂t,ρ +M′)∗ +N ∗ = ∂∗t,ρM∗ + (M′)∗ +N ∗,
where we have used that C∞c (R;H) is a core for ∂t,ρM. Thus, it suffices to show that
C∞c (R;H) is a core for ∂
∗
t,ρM∗. However, since
M∗∂∗t,ρ ⊆ (∂t,ρM)∗ = ∂∗t,ρM∗ + (M′)∗
we can follow the same lines as above and obtain the assertion.
In order to prove Theorem 3.1 we adopt the idea presented in [31] and first prove the
well-posedness of an auxiliary problem. The well-posedness of the original problem will
then follow by the perturbation result Proposition 2.12. The auxiliary problem reads as
follows
(u, f) ∈ ∂t,ρM−M′ + δ +A (2)
for a suitable δ > 0.
Lemma 3.4. Let L ∈ L(L2,ρ(R;H)) and δ > 0. Then ∂t,ρM+L+δ is (c+δ−‖L−N‖)-
maximal monotone.
Proof. For u ∈ dom(∂t,ρM) we have that
Re〈(∂t,ρM+ L+ δ)u, u〉ρ = Re〈(∂t,ρM+N )u, u〉ρ + 〈(δ + (L −N ))u, u〉ρ
≥ (c+ δ − ‖L −N‖) |u|2ρ,
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where we have used Proposition 3.3. Moreover, since
∂t,ρM+ L+ δ − (c+ δ − ‖L −N‖) = (∂t,ρM+N − c) + (‖L −N‖+ L −N )
the assertion follows by Proposition 2.12.
As an immediate consequence we derive the following proposition.
Proposition 3.5. Let δ > ‖M′+N‖. Then ∂t,ρM−M′+δ+A is c-monotone and hence,
(∂t,ρM−M′ + δ +A)−1 is a Lipschitz-continuous mapping defined on some subset of
L2,ρ(R;H).
Thus, in order to prove that (2) is well-posed, it suffices to prove that the domain
of (∂t,ρM−M′ + δ +A)−1 is dense in L2,ρ(R;H). We will prove that for each f ∈
H1ρ(R;H) there exists u ∈ H1ρ (R;H) such that
(u, f) ∈ ∂t,ρM−M′ + δ +A,
which in particular would give
H1ρ(R;H) ⊆ dom
((
∂t,ρM−M′ + δ +A
)−1)
and thus, the well-posedness of (2) would follow. For doing so, let f ∈ H1ρ(R;H) and
define
uλ :=
(
∂t,ρM−M′ + δ +Aλ
)−1
(f) (λ > 0). (3)
Note that (∂t,ρM−M′ + δ +Aλ)−1 with δ > ‖M′+N‖ is a Lipschitz-continuous map-
ping on L2,ρ(R;H) defined on the whole space by Proposition 2.12 and Lemma 3.4 and
thus uλ ∈ L2,ρ(R;H) is defined. Our first goal is to prove the following theorem.
Theorem 3.6. Let δ > ‖M′‖+ ‖N‖ and f ∈ H1ρ(R;H). For λ > 0 set
uλ :=
(
∂t,ρM−M′ + δ +Aλ
)−1
(f).
Then uλ ∈ H1ρ(R;H) and
|uλ|ρ,1 ≤ 1
c
|f |ρ,1.
In order to prove this theorem, we define the following mapping
Bλ := ∂t,ρAλ∂−1t,ρ : H−1ρ (R;H)→ H−1ρ (R;H).
Then, by unitary equivalence, Bλ is maximal monotone and Lipschitz-continuous on
H−1ρ (R;H) with |Bλ|Lip ≤ 1λ . However, we can also interpret Bλ as a mapping on
L2,ρ(R;H) as the following proposition shows.
10
Proposition 3.7. Let λ > 0 and define
Bλ := ∂t,ρAλ∂−1t,ρ : H−1ρ (R;H)→ H−1ρ (R;H).
Then Bλ[L2,ρ(R;H)] ⊆ L2,ρ(R;H) and for u ∈ L2,ρ(R;H) we have that
Re〈Bλ(u), u〉ρ ≥ 0,
|Bλ(u)|ρ ≤ 1
λ
|u|ρ.
Proof. Let u ∈ L2,ρ(R;H). In order to prove Bλ(u) ∈ L2,ρ(R;H) we need to show that
Aλ(∂−1t,ρ u) ∈ H1ρ (R;H). For doing so, we use the notation from Lemma 2.6 and estimate
for h > 0
|DhAλ(∂−1t,ρ u)|ρ =
1
h
∣∣τhAλ(∂−1t,ρ u)−Aλ(∂−1t,ρ u)∣∣ρ
=
1
h
∣∣Aλ(τh∂−1t,ρ u)−Aλ(∂−1t,ρ u)∣∣ρ
≤ 1
λ
|Dh∂−1t,ρ u|ρ.
As ∂−1t,ρ u ∈ H1ρ(R;H) the latter estimate shows Aλ(∂−1t,ρ u) ∈ H1ρ(R;H) according to
Lemma 2.6. Furthermore, letting h tend to 0, we also infer that
|Bλ(u)|ρ = lim
h→0+
|DhAλ(∂−1t,ρ u)|ρ ≤
1
λ
lim
h→0+
|Dh∂−1t,ρ u|ρ =
1
λ
|u|ρ.
Moreover, again by using Lemma 2.6, we estimate
Re〈Bλ(u), u〉ρ = Re〈∂t,ρAλ(∂−1t,ρ u), ∂t,ρ∂−1t,ρ u〉ρ
= lim
h→0+
1
h2
Re〈τhAλ(∂−1t,ρ u)−Aλ(∂−1t,ρ u), τh∂−1t,ρ u− ∂−1t,ρ u〉ρ
= lim
h→0+
1
h2
Re〈Aλ(τh∂−1t,ρ u)−Aλ(∂−1t,ρ u), τh∂−1t,ρ u− ∂−1t,ρ u〉ρ
≥ 0,
where we have used the monotonicity of Aλ.
The reason for considering the mapping Bλ is the following. Assume that uλ is given by
(3). Then, at least formally, ∂t,ρu satisfies
(∂t,ρM+ δ + Bλ)(∂t,ρu) = ∂t,ρf.
Thus, we are led to consider the differential equation
(∂t,ρM+ δ + Bλ)(v) = g.
Since Bλ is Lipschitz-continuous and maximal monotone on H−1ρ (R;H), the latter equa-
tion is well-posed in H−1ρ (R;H), if we can show that ∂t,ρM+ δ is c-maximal monotone
on H−1ρ (R;H) in some sense. This will be shown in the next proposition.
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Proposition 3.8. Let δ > ‖M′‖+ ‖N‖. Then the mapping
∂t,ρM+ δ : L2,ρ(R;H) ⊆ H−1ρ (R;H)→ H−1ρ (R;H)
is closable and its closure, denoted by Tδ, is (c+ δ − ‖M′ +N‖)-maximal monotone.
Proof. To prove the closability, let (vn)n∈N be a sequence in L2,ρ(R;H) such that vn → 0
and (∂t,ρM+ δ) vn → y for some y ∈ H−1ρ (R;H), where both convergences are with
respect to the topology in H−1ρ (R;H). Since clearly δvn → 0 in H−1ρ (R;H), we infer that
∂t,ρMvn → y in H−1ρ (R;H). Moreover, noting that ∂−1t,ρ vn → 0 in L2,ρ(R;H) we derive
Mvn =M∂t,ρ∂−1t,ρ vn = ∂t,ρM∂−1t,ρ vn −M′∂−1t,ρ vn → 0
in H−1ρ (R;H) and hence, ∂t,ρMvn → 0 in H−2ρ (R;H). This gives y = 0 and thus, the
operator is closable.
Let now v ∈ L2,ρ(R;H). Then we estimate
Re 〈(∂t,ρM+ δ) v, v〉ρ,−1 = Re〈Mv + ∂−1t,ρ δv, ∂−1t,ρ v〉ρ
= Re〈M∂t,ρ∂−1t,ρ v + ∂−1t,ρ δv, ∂−1t,ρ v〉ρ
= Re〈(∂t,ρM−M′ + δ) ∂−1t,ρ v, ∂−1t,ρ v〉ρ
≥ (c+ δ − ‖M′ +N‖)|∂−1t,ρ v|2ρ
= (c+ δ − ‖M′ +N‖)|v|2ρ,−1,
where we have used Lemma 3.4. Since L2,ρ(R;H) is a core for Tδ, the (c+δ−‖M′+N‖)-
monotonicity follows.
For proving the maximal monotonicity, it suffices to show that ran(Tδ) is dense in
H−1ρ (R;H). Note that, since δ > ‖N‖, we have that ∂t,ρM + δ is c-maximal mono-
tone on L2,ρ(R;H) by Lemma 3.4. Thus, in particular L2,ρ(R;H) ⊆ ran(Tδ) and hence,
the assertion follows.
Definition. We define the set
K := {δ > ‖M′‖+ ‖N‖ ; ∀g ∈ L2,ρ(R;H) : (Tδ + Bλ)−1(g) ∈ L2,ρ(R;H)}.
We aim to prove that K =]‖M′‖+ ‖N‖,∞[. We start with the following observation.
Lemma 3.9. Let δ ∈ K. Then∣∣∣(Tδ + Bλ)−1 (g)∣∣∣
ρ
≤ 1
c
|g|ρ
for each g ∈ L2,ρ(R;H).
Proof. We set v := (Tδ + Bλ)−1 (g) ∈ L2,ρ(R;H). Then (∂t,ρM+ δ) v = Tδv = g −
Bλ(v) ∈ L2,ρ(R;H) by Proposition 3.7 and hence, v ∈ dom(∂t,ρM). We then estimate
by using Proposition 3.7
Re〈g, v〉ρ = Re〈Tδv +Bλ(v), v〉ρ
≥ Re〈(∂t,ρM+ δ)v, v〉ρ
≥ c|v|2ρ,
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where we again have used that ∂t,ρM + δ is c-maximal monotone on L2,ρ(R;H) since
δ > ‖N‖. By applying the Cauchy-Schwarz inequality on the left hand side, we derive
the desired inequality.
Corollary 3.10. If K 6= ∅ then K =]‖M′‖+ ‖N‖,∞[.
Proof. We prove that for δ ∈ K it follows that B(δ, c)∩]‖M′‖+‖N‖,∞[⊆ K. This would
yield the assertion. So let δ ∈ K and choose δ′ > ‖M′‖ + ‖N‖ with |δ − δ′| < c. For
g ∈ L2,ρ(R;H) we define the sequence (vn)n∈N in L2,ρ(R;H) recursively by v0 := 0 and
vn+1 := (Tδ + Bλ)−1 (g − (δ′ − δ)vn)
for n ∈ N. Note that indeed vn+1 ∈ L2,ρ(R;H) since δ ∈ K. Moreover, since |(Tδ +
Bλ)−1|Lip,H−1ρ (R;H) ≤ 1c , we infer that the mapping
H−1ρ (R;H) ∋ w 7→ (Tδ + Bλ)−1
(
g − (δ′ − δ)w) ∈ H−1ρ (R;H)
is a strict contraction and thus, it has a unique fixed point v ∈ H−1ρ (R;H). Moreover,
vn → v in H−1ρ (R;H) as n→∞. Note, that the fixed point v satisfies
(Tδ′ + Bλ)(v) = g
and thus, to complete the proof, we need to show that v ∈ L2,ρ(R;H). For doing so, it
suffices to show that supn∈N |vn|ρ <∞ by Lemma 2.5. Using Lemma 3.9, we estimate
|vn+1|ρ ≤ 1
c
(|g|ρ + |δ′ − δ||vn|ρ)
for n ∈ N and thus, by induction
|vn|ρ ≤ 1
c
|g|ρ
n−1∑
j=0
( |δ′ − δ|
c
)j
(n ∈ N).
As |δ′− δ| < c, we infer the boundedness of (vn)n∈N and hence, the assertion follows.
Proposition 3.11. K =]‖M′‖+ ‖N‖,∞[.
Proof. We choose δ > 1
λ
+‖N‖+‖M′‖ and prove that δ ∈ K. Then the assertion follows
by Corollary 3.10. Let g ∈ L2,ρ(R;H) and define the sequence (vn)n∈N in L2,ρ(R;H)
recursively by v0 := 0 and
vn+1 := T −1δ (g −Bλ(vn)) = (∂t,ρM+ δ)−1(g −Bλ(vn)) (n ∈ N).
Note that Bλ leaves L2,ρ(R;H) invariant by Proposition 3.7 and that ∂t,ρM + δ is
c-maximal monotone on L2,ρ(R;H) and thus, vn+1 lies indeed in L2,ρ(R;H). Indeed,
∂t,ρM+ δ is even (c+ δ − ‖N‖)-maximal monotone and thus, we estimate
|vn+1|ρ ≤ 1
c+ δ − ‖N‖ (|g|ρ + |Bλ(vn)|ρ) ≤
1
c+ δ − ‖N‖
(
|g|ρ + 1
λ
|(vn)|ρ
)
(n ∈ N),
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where we have used Proposition 3.7 in the second inequality. Thus, by induction we can
estimate
|vn|ρ ≤ 1
c+ δ − ‖N‖|g|ρ
n−1∑
j=0
1
λj (c+ δ − ‖N‖)j (n ∈ N)
and thus, by the choice of δ, the sequence (vn)n∈N is bounded in L2,ρ(R;H). Moreover,
since Tδ is (c + δ − ‖M′ + N‖)-maximal monotone by Proposition 3.8, we infer by the
choice of δ that |Tδ|Lip,H−1ρ (R;H) < λ and hence
H−1ρ (R;H) ∋ w 7→ T −1δ (g −Bλ(w)) ∈ H−1ρ (R;H)
is a strict contraction and hence, has a unique fixed point v ∈ H−1ρ (R;H) which satisfies
(Tδ + Bλ)(v) = g.
Since vn → v in H−1ρ (R;H), we infer that v ∈ L2,ρ(R;H) by Lemma 2.5 and thus,
δ ∈ K.
We now can come to the
Proof of Theorem 3.6. Let f ∈ H1ρ (R;H) and set
uλ :=
(
∂t,ρM−M′ + δ +Aλ
)−1
(f).
Moreover, set
v := (Tδ + Bλ)−1 (∂t,ρf).
We note that v ∈ L2,ρ(R;H) by Proposition 3.11 and that
|v|ρ ≤ 1
c
|∂t,ρf |ρ = 1
c
|f |ρ,1
by Lemma 3.9. We compute
∂t,ρM∂−1t,ρ v −M′∂−1t,ρ v + δ∂−1t,ρ v =Mv + δ∂−1t,ρ v
= ∂−1t,ρ Tδv
= ∂−1t,ρ (∂t,ρf − Bλ(v))
= f −Aλ(∂−1t,ρ v)
and hence, (
∂t,ρM−M′ + δ +Aλ
)
(∂−1t,ρ v) = f,
which shows uλ = ∂
−1
t,ρ v ∈ H1ρ(R;H). Moreover,
|uλ|ρ,1 = |v|ρ ≤ 1
c
|f |ρ,1.
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Corollary 3.12. Let δ > ‖M′‖+ ‖N‖. Then ∂t,ρM−M′ + δ +A is c-maximal mono-
tone and hence,
Sρ,aux :=
(
∂t,ρM−M′ + δ +A
)−1
: L2,ρ(R;H)→ L2,ρ(R;H)
is Lipschitz-continuous. Moreover, for f ∈ H1ρ (R;H) we have that Sρ,aux(f) ∈ H1ρ (R;H)∩
dom
(
(∂t,ρM−M′ + δ +A)−1
)
.
Proof. We already know that ∂t,ρM−M′ + δ +A is c-monotone by Proposition 3.5.
For proving the maximal monotonicity it suffices to show that there is a dense subset
D ⊆ L2,ρ(R;H) such that for each f ∈ D there exists u ∈ L2,ρ(R;H) with
(u, f) ∈ ∂t,ρM−M′ + δ +A.
We show that the latter is true for D = H1ρ(R;H). So, let f ∈ H1ρ(R;H). For showing
that a solution u ∈ L2,ρ(R;H) exists, it suffices to prove that supλ>0 |Aλ(uλ)|ρ <∞ for
uλ :=
(
∂t,ρM−M′ + δ +Aλ
)−1
(f)
by Proposition 2.14. According to Theorem 3.6 we know that uλ ∈ H1ρ (R;H) and that
|uλ|ρ,1 ≤ 1
c
|f |ρ,1
for each λ > 0. Thus, we can estimate
|Aλ(uλ)|ρ =
∣∣f − (∂t,ρM−M′)uλ − δuλ∣∣ρ
= |f −M∂t,ρuλ − δuλ|ρ
≤ |f |ρ + ‖M‖|uλ|ρ,1 + δ
ρ
|uλ|ρ,1
≤ |f |ρ + 1
c
(
‖M‖+ δ
ρ
)
|f |ρ,1.
Summarising, we have shown the c-maximal monotonicity of ∂t,ρM−M′ + δ +A. Moreover,
uλ → u as λ→ 0+ in L2,ρ(R;H) and
(u, f) ∈ ∂t,ρM−M′ + δ +A
by Proposition 2.14, i.e. u = Sρ,aux(f) ∈ dom
(
(∂t,ρM−M′ + δ +A)−1
)
. Moreover,
since (uλ)λ>0 is bounded in H
1
ρ (R;H), we infer that also u = Sρ,aux(f) ∈ H1ρ(R;H) by
Lemma 2.5.
With this result at hand, we can prove our main theorem.
Proof of Theorem 3.1. We have that ∂t,ρM+N +A is c-monotone by Proposition 3.3
and hence,
∂t,ρM+N +A− c =
(
∂t,ρM−M′ + δ +A− c
)
+ (M′ +N − δ)
is maximal monotone by Proposition 2.12 and Corollary 3.12.
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4 Causality and independence of ρ
The aim of this section is twofold. First, we prove that the solution operator Sρ associated
with the differential inclusion
(u, f) ∈ ∂t,ρM+N +A
is causal under suitable additional conditions on M,N and A. And second, we prove
that the solution operator is independent of the choice of the parameter ρ, if M,N and
A are independent of ρ in some sense.
We start with the causality and define, what we mean by a causal operator.
Definition. Let F : L2,ρ(R;H) → L2,ρ(R;H). Then, F is called causal, if for each
f, g ∈ L2,ρ(R;H) when f = g on ]−∞, a] for some a ∈ R, also F (f) = F (g) on ]−∞, a]
holds.
Remark 4.1. (a) Causality is a crucial property for operators describing a temporal evol-
ution, as it says that the solution u up to some time a ∈ R does not depend on the
behaviour of the right hand side f on [a,∞[.
(b) For mappings not defined on the whole space L2,ρ(R;H) one has to adopt the defin-
ition of causality in a way, that it is preserved under closure (i.e. F is causal if F is
causal) and that it coincides with the causality defined above if F is defined on the
whole L2,ρ(R;H). This was done in [33].
We now state the hypotheses which allow us to deduce the causality of the solution
operator.
Hypotheses B. Let M,N ,M′ ∈ L(L2,ρ(R;H)) be such that:
(a) M∂t,ρ ⊆ ∂t,ρM−M′,
(b) There exists c > 0 such that
Re〈(∂t,ρM+N )ϕ,χR≤aϕ〉ρ ≥ c|χR≤aϕ|2ρ
for each ϕ ∈ C∞c (R;H) and each a ∈ R.
Moreover, let A ⊆ L2,ρ(R;H)× L2,ρ(R;H) be maximal monotone such that
∀u, v ∈ L2,ρ(R;H) : ((u, v) ∈ A ⇒ ∀h ≥ 0 : (τhu, τhv) ∈ A)
and assume that χR≤aA is monotone for each a ∈ R.
Remark 4.2. We note that Hypotheses B imply Hypotheses A since (b) of Hypotheses A
follows from Hypotheses B (b) by letting a tend to infinity. Moreover, the monotonicity
of χR≤aA states that for each (u, v), (x, y) ∈ A we have that
Re〈u− x, χR≤a(v − y)〉ρ = Re〈χR≤a(u− x), v − y〉ρ ≥ 0.
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Lemma 4.3. Assume Hypotheses B. Then
Re〈(∂t,ρM+N )u, χR≤au〉ρ ≥ c|χR≤au|2ρ
for each u ∈ dom(∂t,ρM) and a ∈ R.
Proof. By Proposition 3.3, C∞c (R;H) is a core for ∂t,ρM. Hence, the assertion follows by
approximating u with elements in C∞c (R;H) and noting that multiplication with χR≤a
is continuous on L2,ρ(R;H).
Theorem 4.4 (Causality). Assume Hypotheses B. Then the solution operator Sρ :=(
∂t,ρM+N +A
)−1
from Theorem 3.1 is causal.
Proof. Let f, g ∈ L2,ρ(R;H) and assume that f = g on ]−∞, a] for some a ∈ R. We set
u := Sρ(f) and v := Sρ(g).
Since Sρ =
(
∂t,ρM+N +A
)−1
= (∂t,ρM+N +A)−1 is defined on the whole L2,ρ(R;H)
it follows that dom
(
(∂t,ρM+N +A)−1
)
is dense in L2,ρ(R;H). Hence, there exist se-
quences (fn)n∈N and (gn)n∈N in dom
(
(∂t,ρM+N +A)−1
)
such that fn → f and gn → g
in L2,ρ(R;H). Setting
un := Sρ(fn) and vn := Sρ(gn)
for n ∈ N, it follows that un → u and vn → v in L2,ρ(R;H) by continuity of Sρ. By
definition, for n ∈ N there exist xn, yn ∈ L2,ρ(R;H) such that (un, xn), (vn, yn) ∈ A and
∂t,ρMun +Nun + xn = fn
∂t,ρMvn +N vn + yn = gn.
Moreover, by Lemma 4.3 and the monotonicity of χR≤aA we estimate
Re〈fn − gn, χR≤a(un − vn)〉ρ
= Re〈(∂t,ρM+N ) (un − vn), χR≤a(un − vn)〉ρ +Re〈xn − yn, χR≤a(un − vn)〉ρ
≥ c|χR≤a(un − vn)|2ρ.
Letting n tend to infinity, it follows that
0 = Re〈f − g, χR≤a(u− v)〉ρ ≥ c|χR≤a(u− v)|2ρ,
which proves u = v on ]−∞, a] and hence, the causality of Sρ follows.
In order to formulate the independence result we need the concept of evolutionary map-
pings. These mappings were introduced in [32, 35], however in a more general way than
needed here.
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Definition. Let ρ0 > 0. A linear mapping T : C
∞
c (R;H) →
⋂
µ≥ρ0
L2,µ(R;H) is called
evolutionary at ρ0, if for each ρ ≥ ρ0 the mapping
T : C∞c (R;H) ⊆ L2,ρ(R;H)→ L2,ρ(R;H)
is bounded and ‖T‖ev,ρ0 := supρ≥ρ0 ‖T‖L(L2,ρ(R;H)) < ∞. If T is evolutionary at ρ0, we
denote the (unique) extension of T to L2,ρ(R;H) by Tρ for each ρ ≥ ρ0.
We are now ready to formulate our hypotheses, which will allow us to prove the inde-
pendence of the parameter ρ.
Hypotheses C. Let ρ0 > 0 and M,N ,M′ evolutionary at ρ0 such that
(a) ∀ϕ ∈ C∞c (R;H) : Mϕ′ +M′ϕ = (Mϕ)′ in the sense of distributions.
(b) There exists c > 0 such that for all ρ ≥ ρ0
Re〈(∂t,ρM+N )ϕ,χR≤aϕ〉ρ ≥ c|χR≤aϕ|2ρ
for each ϕ ∈ C∞c (R;H) and each a ∈ R.
Moreover, let A ⊆ H ×H be maximal monotone with (0, 0) ∈ A.
Remark 4.5. We note that by Lemma 2.7 the extension of A to L2,ρ(R;H) is maximal
monotone for each ρ ∈ R. We will denote this extension by Aρ.
First, we show that Hypotheses C imply Hypotheses B for the operators Mρ,Nρ,M′ρ
and the relation Aρ for each ρ ≥ ρ0.
Lemma 4.6. We assume Hypotheses C. Then for each ρ ≥ ρ0 the operators Mρ,Nρ,M′ρ
and the relation Aρ satisfy Hypotheses B. Moreover, the constant c in Hypotheses B (b)
is independent of ρ.
Proof. It is clear that Mρ,Nρ,M′ρ satisfy Hypotheses B (b). Moreover, the constant c
in Hypotheses B (b) is the same as in Hypotheses C (b) and thus, independent of ρ. To
show Hypotheses B (a), let u ∈ dom(∂t,ρ). We need to show that Mρu ∈ dom(∂t,ρ) and
∂t,ρMρu =Mρ∂t,ρu+M′ρu.
Choose a sequence (ϕn)n∈N in C
∞
c (R;H) such that ϕn → u in H1ρ(R;H). Note that by
Hypotheses C (a) we have that
(Mϕn)′ =Mϕ′n +M′ϕn ∈ L2,ρ(R;H) (n ∈ N)
and hence, Mϕn ∈ dom(∂t,ρ) (compare Remark 2.1 (a)). Moreover,
∂t,ρMϕn =Mϕ′n +M′ϕn →Mρ∂t,ρu+M′ρu (n→∞)
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in L2,ρ(R;H) and since also Mϕn → Mρu, the assertion follows by the closedness of
∂t,ρ. It is left to prove that Aρ satisfies Hypotheses C. We had already remarked that Aρ
is maximal monotone by Lemma 2.7. Moreover, for (u, v) ∈ Aρ and h ≥ 0 we have that
(u, v) ∈ Aρ ⇒ (u(t), v(t)) ∈ A (t ∈ R a.e.)
⇒ (u(t+ h), v(t + h)) ∈ A (t ∈ R a.e.)
⇒ (τhu, τhv) ∈ Aρ.
Moreover, for a ∈ R and (u, v), (x, y) ∈ Aρ we have that
Re〈u− x, χR≤a(v − y)〉ρ =
aˆ
−∞
Re〈u(t)− x(t), v(t) − y(t)〉e−2ρt dt ≥ 0,
since (u(t), v(t)), (x(t), y(t)) ∈ A for almost every t ∈ R and A is monotone.
In order to prove that the solution operator Sρ =
(
∂t,ρMρ +Nρ +Aρ
)−1
is independent
of ρ in the sense that for each µ, ρ ≥ ρ0
Sρ(f) = Sµ(f) (f ∈ L2,ρ(R;H) ∩ L2,µ(R;H))
we prove this property for the solution operator Sρ,aux =
(
∂t,ρMρ −M′ρ + δ +Aρ
)−1
with δ > ‖M′‖ev,ρ0 + ‖N‖ev,ρ0 first. For doing so, we need to show that the solution
operator Sρ,aux is causal. This will be shown in the next proposition. However, we first
need the following lemma, showing an important property of evolutionary mappings.
Lemma 4.7. Let ρ0 > 0 and T : C∞c (R;H) →
⋂
µ≥ρ0
L2,µ(R;H) evolutionary at ρ0.
Then, for each µ, ρ ≥ ρ0 and f ∈ L2,ρ(R;H) ∩ L2,µ(R;H) we have that
Tµf = Tρf.
Moreover, for each ρ ≥ ρ0 the mapping Tρ is causal.
Proof. The first assertion is clear, since a function f ∈ L2,ρ(R;H) ∩ L2,µ(R;H) can be
approximated by one sequence (ϕn)n∈N in C
∞
c (R;H) such that ϕn → f in L2,µ(R;H)
and L2,ρ(R;H), see e.g. [28, Lemma 3.5]. For proving the causality of Tρ we note that
due to linearity it suffices to show for u ∈ L2,ρ(R;H) with sptu ⊆ R≥a for some a ∈ R
it follows that sptTρu ⊆ R≥a. So, let u ∈ L2,ρ(R;H) with sptu ⊆ R≥a for some a ∈ R.
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Then u ∈ ⋂µ≥ρ L2,µ(R;H). For µ ≥ ρ we compute
aˆ
−∞
| (Tρu) (t)| dt =
aˆ
−∞
| (Tµu) (t)|e−µteµt dt
≤ |Tµu|µ
1√
2µ
eµa
≤ 1√
2µ
|T |ev,ρ0 |u|µeµa
=
1√
2µ
|T |ev,ρ0
 ∞ˆ
a
|u(t)|2e−2µt dt

1
2
eµa
=
1√
2µ
|T |ev,ρ0
 ∞ˆ
a
|u(t)|2e−2ρte2(ρ−µ)t dt
 12 eµa
≤ 1√
2µ
|T |ev,ρ0 |u|ρeρa.
Letting µ→∞, we infer that Tρu = 0 on ]−∞, a] and hence, sptTρu ⊆ R≥a.
Proposition 4.8. Assume Hypotheses C and let δ > ‖M′‖ev,ρ0 + ‖N‖ev,ρ0. Then, for
each ρ ≥ ρ0 the solution operator Sρ,aux is causal.
Proof. Let ρ ≥ ρ0. By Theorem 4.4 it suffices to prove that Hypotheses B hold if we
replace Nρ by δ − M′ρ. Note that only Hypotheses B (b) has to be verified for N
replaced by δ −M′. So, let ϕ ∈ C∞c (R;H) and a ∈ R. Note that by Lemma 4.6 we have
that
Re〈(∂tM+N )ϕ,χR≤aϕ〉ρ ≥ c|χR≤aϕ|2ρ.
Moreover, we note that by Lemma 4.7 we have
χR≤a(M′ +N )ϕ = χR≤a(M′ +N )χR≤aϕ.
Hence, we can estimate
Re〈(∂tM−M′ + δ)ϕ,χR≤aϕ〉ρ = Re〈(∂tM+N )ϕ,χR≤aϕ〉ρ +Re〈δϕ − (M′ +N )ϕ,χR≤aϕ〉ρ
≥ c|χR≤aϕ|2ρ + δ|χR≤aϕ|2ρ −Re〈χR≤a(M′ +N )ϕ,χR≤aϕ〉ρ
= c|χR≤aϕ|2ρ + δ|χR≤aϕ|2ρ −Re〈(M′ +N )χR≤aϕ,χR≤aϕ〉ρ
≥ (c+ δ − (‖M′‖ev,ρ0 + ‖N‖ev,ρ0)) |χR≤aϕ|2ρ
≥ c|χR≤aϕ|2ρ.
With this result at hand, we are able to prove the independence on the parameter ρ for
the solution operator Sρ,aux.
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Proposition 4.9. Assume Hypotheses C and let δ > ‖M′‖ev,ρ0 + ‖N‖ev,ρ0 . Then, for
each µ, ρ ≥ ρ0 and each f ∈ L2,ρ(R;H) ∩ L2,µ(R;H) we have that
Sρ,aux(f) = Sµ,aux(f)
as functions in L1,loc(R;H).
Proof. We begin to prove Sρ,aux(f) = Sρ0,aux(f) for all ρ ≥ ρ0 and f ∈ C∞c (R;H). We
set
uρ0 := Sρ0(f) = (∂0,ρ0Mρ0 −M′ρ0 + δ +Aρ0)−1(f)
where we have used Corollary 3.12. Let a ∈ R such that spt f ⊆ [a,∞[. As Sρ0,aux(0) = 0,
since (0, 0) ∈ Aρ0 , we derive form the causality of Sρ0,aux (see Proposition 4.8) that
sptuρ0 ⊆ [a,∞[ and hence uρ0 ∈
⋂
µ≥ρ0
L2,µ(R;H). Moreover, by Lemma 4.7 and the
definition of ∂t,ρ0 , ∂t,ρ0Mρ0uρ0 ∈ L2,ρ0(R;H) is supported on [a,∞[ as well and hence,
∂t,ρ0Mρ0uρ0 ∈ L2,ρ(R;H). The latter gives ∂−1t,ρ ∂t,ρ0Mρ0uρ0 = Mρ0uρ0 = Mρuρ0 and
hence, Mρuρ0 ∈ dom(∂t,ρ) with ∂t,ρMρuρ0 = ∂t,ρ0Mρ0uρ0 . Consequently,(
∂0,ρ0Mρ0 −M′ρ0 + δ
)
uρ0 =
(
∂0,ρMρ −M′ρ + δ
)
uρ0 ∈ L2,ρ(R;H)
and thus,
(uρ0 , f −
(
∂0,ρMρ −M′ρ + δ
)
uρ0) ∈ Aρ.
The latter gives that uρ0 satisfies
(uρ0 , f) ∈ ∂0,ρMρ −M′ρ + δ +Aρ
and hence Sρ0,aux(f) = uρ0 = Sρ(f).
Let now f ∈ L2,ρ(R;H)∩L2,µ(R;H). Then there exists a sequence (fn)n∈N in C∞c (R;H)
with fn → f in L2,ρ(R;H) and L2,µ(R;H) (see e.g. [28, Lemma 3.5]). By what we have
shown above, we infer
Sρ,aux(f) = lim
n→∞
Sρ,aux(fn) = lim
n→∞
Sµ,aux(fn) = Sµ,aux(f).
Theorem 4.10 (Independence of the parameter ρ). Assume Hypotheses C. Then, for
each µ, ρ ≥ ρ0 and each f ∈ L2,ρ(R;H) ∩ L2,µ(R;H) we have that
Sρ(f) = Sµ(f)
as functions in L1,loc(R;H).
Proof. As in the proof of Proposition 4.9 we first show that for f ∈ C∞c (R;H) we have
that
Sρ(f) = Sρ0(f)
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for each ρ ≥ ρ0. For doing so, define uρ0 := Sρ0(f). Note that by Theorem 4.4 and since
Sρ0(0) = 0, we derive that sptuρ0 is bounded from below and hence, uρ0 ∈ L2,ρ(R;H).
Thus, by Lemma 4.7 and Proposition 4.9 we derive that
uρ0 = Sρ0(f)⇔ uρ0 = Sρ0,aux(f + (δ − (M′ρ0 +Nρ0)uρ0)
⇔ uρ0 = Sρ,aux(f + (δ − (M′ρ +Nρ)uρ0)
⇔ uρ0 = Sρ(f),
which yields the claim. Since each function f ∈ L2,ρ(R;H) ∩ L2,µ(R;H) can be ap-
proximated by one sequence of functions in C∞c (R;H) in both spaces L2,ρ(R;H) and
L2,µ(R;H), the assertion of the theorem follows.
5 An Application to semistatic quasilinear Maxwell’s
equations
We consider the following variant of Maxwell’s equations on a domain Ω ⊆ R3 in the
semistatic case
σE − curlH = −J,
∂t,ρB + curlE = 0, (4)
where (E,H) ∈ L2,ρ(R;L2(Ω)3)×L2,ρ(R;L2(Ω)3) denotes the electro-magnetic field and
B ∈ L2,ρ(R;L2(Ω)3) is the magnetic induction and J ∈ L2,ρ(R;L2(Ω)3) is a given current
density. The conductivity of the underlying medium is denoted by σ and will be specified
later. The equations are completed by the following constitutive relation linking H and
B
(H(t), B(t)) ∈ Z (t ∈ R a.e.) (5)
for some c-maximal monotone bounded relation Z ⊆ L2(Ω)3 × L2(Ω)3 with c > 0 and
the boundary conditions
n · (J + σE) = 0, on ∂Ω
n · B = 0, on ∂Ω, (6)
where n denotes the outward unit normal vector on ∂Ω. It will turn out that in general
the conditions (6) are not sufficient to ensure the uniqueness of a solution. We will come
to this point later.
We start by introducing some variants of the operators curl and div.
Definition. We define the operator div0 as the closure of
C∞c (Ω)
3 ⊆ L2(Ω)3 → L2(Ω) : (ψi)i∈{1,2,3} 7→
3∑
i=1
∂iψi.
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In the same way, we define the operator curl0 as the closure of
C∞c (Ω)
3 ⊆ L2(Ω)3 → L2(Ω)3 : (ψi)i∈{1,2,3} 7→ (∂2ψ3−∂3ψ2, ∂3ψ1−∂1ψ3, ∂1ψ2−∂2ψ1)⊤.
Moreover, we define curl := (curl0)
∗ .
Remark 5.1. In case of a smooth boundary ∂Ω the elements in Ψ ∈ dom(div0) can be
characterised as those L2-vector fields, whose divergence is an L2-function and which
satisfy the homogeneous Neumann boundary condition
Ψ · n = 0.
Note that Ψ ∈ dom(div0) also makes sense even if Ω has a non-smooth boundary, where
the classical homogeneous Neumann boundary condition could not be formulated via
trace theorems. That is why we do not need to require any regularity on Ω and may use
Ψ ∈ dom(div0) as a suitable generalised Neumann boundary condition.
In the same way, the elements in E ∈ dom(curl0) are those L2-vector fields with a curl
representable as an L2-vector field and who satisfy the (generalised) electrical boundary
condition
E × n = 0.
Moreover, by definition
dom(curl) = {E ∈ L2(Ω)3 ; curlE ∈ L2(Ω)3},
i.e., curl is the maximal realisation of the rotation as an operator on L2(Ω)
3.
Let (E,B,H) be a solution of (4),(5) and (6) . From the first line of (4) we read of that
σE + J has a vanishing L2-divergence and since σE + J should satisfy (6), we infer that
indeed E ∈ ker(div0). In the same way, B ∈ ker(div0). We note that due to
div0 curl0 = 0
it follows that ran(curl0) is a closed subspace of ker(div0). Hence, according to the pro-
jection theorem, we can decompose ker(div0) by (see also [11, 17])
ker(div0) = ran(curl0)⊕ (ran(curl0))⊥ ∩ ker(div0)
= ran(curl0)⊕ ker(curl) ∩ ker(div0). (7)
The set
HN := ker(curl) ∩ ker(div0)
is known as the set of harmonic Neumann fields. Note that HN is a closed subspace of
L2(Ω)
3 and we denote the orthogonal projection onto HN by PN . Additionally to the
boundary conditions (6) we need to impose conditions on the values PN (σE + J) and
PNB. For simplicity we set
PN (σE + J) = PNB = 0. (8)
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For later reference, we summarise our so far found constraints:
σE − curlH = −J,
∂t,ρB + curlE = 0,
(H(t), B(t)) ∈ Z (t ∈ R a.e.),
σE + J,B ∈ ker(div0) ∩H⊥N . (9)
In order to incorporate the conditions (6) and (8), we need the following variant of the
curl operator.
Proposition 5.2 ([17, Theorem 2.1]). Assume that ran(curl0) is closed. Then the oper-
ator
c˜url : dom(c˜url) ⊆ L2(Ω)3 → L2(Ω)3 : W 7→ curlW
with dom(c˜url) := {W ∈ dom(curl) ; curlW ∈ ran(curl0)} is selfadjoint.
The assumption that ran(curl0) is closed can for instance be ensured by assuming the
compactness of the embedding
dom(curl0) ∩ dom(div) →֒ L2(Ω)3.
We refer to [36, 16] for a proof of this result even on a class of Riemannian manifolds with
non-smooth boundaries and to [37] for the case of a bounded domain whose boundary is
allowed to have certain cusps.
We now come to the well-posedness result.
Theorem 5.3. Let σ, σ′, κ : C∞c (R;L2(Ω)
3)→ ⋂µ≥ρ0 L2,µ(R;L2(Ω)3) be evolutionary at
ρ0 > 0 such that
(σϕ)′ = σϕ′ + σ′ϕ (ϕ ∈ C∞c (R;H))
and there exists c1 > 0 such that
Re〈(∂t,ρσ + κ)ϕ,χR≤aϕ〉ρ ≥ c1|χR≤aϕ|2ρ (ϕ ∈ C∞c (R;H), a ∈ R).
Moreover, assume that ran(curl0) ⊆ L2(Ω)3 is closed. Finally, let Z ⊆ L2(Ω)3 × L2(Ω)3
be c-maximal monotone and bounded with (0, 0) ∈ Z. Then for each ρ ≥ ρ0
Sρ,Max :=
∂t,ρ( σρ 00 0
)
+
(
κp 0
0 c
)
+
(
0 −c˜url
c˜url Z − c
)
ρ
−1
is a Lipschitz-continuous, causal mapping on L2,ρ(R;L2(Ω)3 × L2(Ω)3) and independent
of ρ in the sense of Theorem 4.10.
Proof. As c˜url is selfadjoint, we infer that(
0 −c˜url
c˜url 0
)
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is skew-selfadjoint and hence, maximal monotone. Moreover Z − c is maximal monotone
by Lemma 2.7 and bounded and thus,
A :=
(
0 −c˜url
c˜url Z − c
)
is maximal monotone by Corollary 2.15. Moreover, (0, 0) ∈ A and hence, the operators
M :=
(
σ 0
0 0
)
,N :=
(
κ 0
0 c
)
and the relation A satisfy Hypotheses C. Thus, the
assertion follows by Theorem 3.1, Theorem 4.4 and Theorem 4.10.
Remark 5.4. (a) A particular instance of operators σ, κ satisfying the assumptions of the
previous theorem are multiplication operator associated with a Lipschitz-continuous,
bounded mapping σ, κ : R → L(L2(Ω)3) such that σ(t) is injective, selfadjoint and
uniformly strictly positive definite for each t ∈ R. Those operators were considered
in [24, 31].
(b) In case of Z being the inverse of a Lipschitz-continuous, c-monotone mapping, σ a
positive constant number and κ = 0, the well-posedness result was already obtained
in [12] employing a Galerkin approximation method.
To conclude this section, we show how the mapping Sρ,Max indeed (at least formally2)
provides a solution of our problem (9).
Assume that (E,B,H) satisfy (9). As B and σE + J lie in ker(div0) ∩H⊥N by (6) and
(8), we derive from (7) that
B,σE + J ∈ ran(curl0).
However,
∂t,ρB = − curlE, σE + J = curlH
and thus, H,E ∈ dom(c˜url). Thus, we have the equations
σE − c˜urlH = −J,
∂t,ρB + c˜urlE = 0.
Defining E˜ := ∂−1t,ρE we get
∂t,ρσE˜ − σ′E˜ − c˜urlH = −J,
B + c˜urlE˜ = 0,
where we have used σ∂t,ρE˜ = ∂t,ρσE˜ − σ′E˜. Invoking (5), we derive that(
(E˜,H), (−J, 0)
)
∈ ∂t,ρ
(
σρ 0
0 0
)
+
( −σ′ρ 0
0 c
)
+
(
0 −c˜url
c˜url Z − c
)
ρ
.
2By assuming enough regularity of J , the computations could be made rigorous.
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On the other, following this argumentation backwards, we infer that (for κ = −σ′)
(E˜,H) := Sρ,Max(−J, 0)
yields a solution (E,B,H) of (9) with E := ∂t,ρE˜ and B = −c˜urlE˜.
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