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Abstract—Cyber-attacks are increasing day by day. The 
generation of data by the population of the world is immensely 
escalated. The advancements in technology, are intern leading to 
more chances of vulnerabilities to individual’s personal data. 
Across the world it became a very big challenge to bring down the 
threats to data security. These threats are not only targeting the 
user data and also destroying the whole network infrastructure in 
the local or global level, the attacks could be hardware or software. 
Central objective of this paper is to design an intrusion detection 
system using ensemble learning specifically Decision Trees with 
distinctive feature selection univariate ANOVA-F test. Decision 
Trees has been the most popular among ensemble learning 
methods and it also outperforms among the other classification 
algorithm in various aspects. With the essence of different feature 
selection techniques, the performance found to be increased more, 
and the detection outcome will be less prone to false classification. 
Analysis of Variance (ANOVA) with F-statistics computations 
could be a reasonable criterion to choose distinctives features in the 
given network traffic data. The mentioned technique is applied and 
tested on NSL KDD network dataset. Various performance 
measures like accuracy, precision, F-score and Cross Validation 
curve have drawn to justify the ability of the method. 
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I. INTRODUCTION 
NTRUSION detection field has gained more pace in recent 
times because of the huge increase in cyber-attacks. The 
researchers are coming with different solutions to cop up with 
various types of vulnerable activities in the network. Data 
communication over the world-wide network traffic involves 
plethora of technicalities like device configurations, network 
protocols, security frameworks, network interoperability, hybrid 
or heterogeneous networks and many more. Majorly world 
population using 3G, LTE and WiFi for internet. As the networks 
massively used and also the presence of loopholes in the network 
security, enables intruders to break into the any secured network. 
Mobility and flexible access in WiFi which used to consider as 
the quality of the network but that itself became questionable 
security issues. The wireless LAN standards 802.11 now a days 
common among every organization for internet facility and since 
the origin till now this standard has seen lot of phases with respect 
to security issues. In the beginning the standard incorporated 
Wired Equivalent Protection (WEP) protocol to secure a 
connection but due to weak encryption and strategies it has 
jeopardized the user data and the network.  
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Confidentiality and protection should be the prime importance of 
the network which can be acquired with the enhancements and the 
robustness present in later versions of WLAN security protocols 
and it has drastically reduced the threats. But still malicious 
activities of attackers are pervading the whole network 
infrastructure. To find the solution for such problems the primary 
thing is to know the whole architecture of the computer data 
networks and various other aspects [1]. Potential threats can be of 
different types, basically there are two types of attacks one is 
passive, and another is active. In passive attacks system resources 
will not be affected, instead intruder tries to monitor the network 
for data traffic. And the network traffic information may be used 
by the attacker, against the legitimate system. Some of the 
examples of this types of attacks are Scanning, Encryption and 
Tapping. But in active attacks intruder potentially exploit the 
system and also its resources. Session replays, DOS (Denial of 
Service) and masquerade are some of the examples. Man-in-the-
middle, Spoofing, Eavesdropping, Spam are commonly seen with 
computer networks. There are numerous ways of attacks, even 
some are unnamed, untraceable and people with ill intensions are 
trying new methods to harm more. In order to tackle with these 
huge variety of attacks requires massive research and 
foresightedness.  
 To develop a highly effective intrusion detection system, one 
need to analyze and study the behavior of various attacks and 
other relevant aspects. In existing research proposed by prominent 
people showed various approaches using different strategies. 
However, these approaches are specific for particular type of 
attack or malicious activities. People from around the world are 
working to develop robust and substantial mechanisms. As the 
data processed at various stages of computer system and networks 
so there are very high chances of finding one among those loose 
ends and exploit that. With the availability of datasets in 
abundance and high system processing power researchers are 
turning towards Machine Learning (ML) and Data Science areas. 
One such kind of research is related to malicious JavaScript code 
detection which is commonly used by attacker to trespass in user 
system [2]. This idea deals with the malign activity by using 
modern deep learning framework for the IDS design. Especially 
it is concentrating on using the concept of sparse random 
projection and logistic regression algorithm. And also, the stacked 
denoising auto encoder has been used to extract the feature in 
JavaScripts. Another most popular algorithm in ML is Recurrent 
Neural Network (RNN) that can be used to track such attacks. 
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Researchers have tried this ML model on NSL-KDD dataset to 
detect intrusions [3]. RNN basically trace the changes in the 
sequence of samples provided as the datasets for the training and 
does the detection, RNNs are specially designed for time series 
data analysis and prediction applications. In organizations 
Network Intrusion Detection tools are very essential, in spite of 
network firewall and other preventive measure hackers breach 
into the organizations networks so Network Intrusion Detection 
(NIDS) Tools are highly recommended. NIDS categorized into 
two, first one is signature based and the second anomaly detection 
NIDS (ADNIDS). One of the techniques involves flexible and 
effective NIDS using Self Taught Learning (STL) which is also a 
deep learning technique [4].   The network traffic plays a major 
role to identify the type of intrusion in the network so the 
benchmark dataset which is most popular in intrusion detection 
system analysis is KDD (Knowledge discovery dataset) datasets. 
There has been wide research on this dataset, and it has various 
versions which includes the records of network traffic and data 
protocols related information [5]. Most of the algorithms which 
are commonly used in machine learning for intrusion detection 
systems has shown good results, apart from the basic artificial 
neural networks there are other methods which are also used for 
intrusion detection which are back propagation artificial neural 
networks, multiclass support vector machines and decision trees 
[6]. Most of the times this machine learning algorithms are 
supervised learning techniques which are suitable for intrusion 
detection. One of the researches has used unsupervised learning  
technique for detecting the attacks, this uses Boltzmann machines 
which is a deep learning model. This technique includes the use 
of multilayer restricted Boltzmann machine (RBM) and performs 
the training on each layer of this RBM in an unsupervised way 
[7]. It also adds back propagation neural network, followed by the 
main part of the model and the later part performs supervised 
learning on the data. Some of the researchers have used various 
optimization techniques for intrusion detection tasks the approach 
deals with the dataset with the help of multi objective Genetic 
algorithm techniques [8]. Genetic algorithm is the most popular 
optimization technique which has wide area of usage in various 
applications. When it is used with the benchmark dataset for the 
detection purpose, it has shown substantial outcome. However, 
researchers are showing more interest towards machine learning 
algorithms at present. The popularity and the performance of the 
ML models especially in the area of classification application is 
more. So now ML models are used with the aid of various other 
concepts. Earlier in the discussion some of the hybrid models have 
been presented. In the field of Machine learning other than the 
neural networks models there one more algorithm which is very 
in popular for classification problem is Naïve Bays (NB) 
classifiers. Research literature shows the traditional NB classifiers 
also has been a good tool for the intrusion detection. But the 
variations in NB classifier i.e. HNB binary Classifier has better 
performance in terms of accuracy [9]. One of the lucrative ways 
of classifying the intrusions is the use of soft computing 
techniques [10]. It basically detects the type of attack by finding 
the unusual behavior of computer network by incorporating 
several approaches like fuzzy inference approach, neuro fuzzy 
networks and subtracting clustering. 
 














 Fig. 1. (a) Network without IDS (b) Network with IDS 
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The proposed work based on the Decision Tree based 
classification of various attacks. Attacks in data and computer 
networks have vast information which will be taken as the 
features of the particular attack. These features are nothing but the 
behavior of the data networks and protocol. When there will be an 
unusual and suspicious environment occurs, these features will be 
the reason behind this. The attackers play with protocols and take 
the advantage to destroy the normal data transmission to or from 
the host system or network. Features are most important factor to 
decide whether the network in danger for data theft. In order to 
perform intrusion detection this features has to be applied to the 
Decision Trees ML model. Prior to feeding features to the model, 
there is a need of analyzing the feature. These features will intern 
reveals some other information when these undergoes for various 
statistical analysis. One such statistical analysis technique is 
ANOVA and F-Test. Preceding parts of the paper concentrate on 
the discussion on proposed method and benchmark dataset. The 
arrangement of representation of the paper is divided into VIII 
parts. The part I comprises of the introduction and the literature 
of Intrusion detection systems. Part II sheds light on how the basic 
intrusion detection system works and it explains what various 
building blocks of the system are. Part III and Part IV focuses on 
the detailing about the benchmark dataset NSL-KDD and 
ANOVA F-Test respectively. The most important part of the 
proposed work is the model used in the method which is Decision 
Trees. Part V gives the significance of Decision Trees in IDS. The 
methodology by combining all the concepts will be included in 
Part VI. And finally, Part VII concentrates on the result discussion 
and the impact of the proposed work on the Intrusion detection. 
And finally, the paper concludes in part VIII. 
II. BASIC INTRUSION DETECTION SYSTEM 
The intension behind making IDS is to tackle attacks in the 
network. The intrusion could be from inside or outside the 
network. Figure 1. shows the basic structure of IDS. Here two 
types of design can be seen. Figure 1. (a) shows that the network 
with no IDS, this makes the whole data communication at risk. 
Internet in the figure comprises of various networking resources 
and devices like servers, gateways and routers etc. In-spite the 
presence of firewall (typically used to protect the network) 
attackers are able to reach through the end user or any private 
network. Breaking the firewall now a days became a toy game 
for intruders. So, without the use of IDS the data networks and 
user nodes will not be safe. Figure 1. (b) shows the network with 
IDS. When the network employs the IDS, it acts like a sensor 
and it supervises the network traffic.  
IDS try to find any abnormal behavior in the data traffic and 
sends indications to host. These indications could be of the 
protocols specifically designed to intimate the node about the 
breach of the security in its vicinity. Moreover, IDS is 
responsible to take care of the security issues which may occur 
in a network and sends intrusion alarms to the end system to 
safeguard it for present and future attacks. IDS structure 
involves the deployment of models or any framework. These are 
especially designed with reference to the data which gives the 
information about the attacks occurred over the time in history 
up to present. And some algorithms are capable of finding the 
anomaly in the network traffic behaviour so that the presence of 
any malicious activity can be intercepted. 
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III. NSL KDD BENCHMARK DATASET 
 
When the IDS system is designed, the benchmark data set 
plays a vital role. This data set should contain the information 
about what should be the behavior of the various typical network 
protocol instances and properties in normal and as well as in 
case of any malign activity. Such data will become the key 
element to design a robust and strong IDS model. As much as 
the data set provide the information the detection becomes more 
accurate. One such very popular dataset is NSL-KDD dataset, 
and in the proposed paper this has been taken as benchmark 
dataset to implement the system [11]. Basically, the system will 
be designed by learning, from the data sets. NSL-KDD is the 
better version than its parent dataset called KDD’99. The KDD 
(Knowledge Discovery in Dataset) Cup was tools competition 
by International Knowledge Discovery and Data Mining in 
1999. The aim of the competition was to collect records of data 
traffic and to build a predictive model which can differentiate  
 
between the normal network activity or the act of intrusion. 
Huge amount of data has been collected during the competition 
and bundled it to create a data set, which was called KDD’99. 
The NSL-KDD is the refined version of KDD’99 and it was 
developed by University of New Brunswick. The study of NSL-
KDD data set says it has 42 attributes. These attributes can be 
considered as the features to define a particular intrusion type. 
The redundant and duplicate instances have been taken off from 
the KDD’99 to create newer version i.e. NSL-KDD. 
Duplications and redundancy in the instances lead to bias in the 
detection outputs. Table I. gives the description of NSL-KDD 
data set attributes. 
This data set consists of 4 classes of attacks: Probe, Denial of 
Services (DOS), Remote to local and User to root (U2R). 
Categorization of various attacks depend on their behavior. 
Each attack will possess a peculiar behavior on the network. 























Fig. 2. Classification of Attacks 
 
IV. UNIVARIATE ANOVA F-TEST 
 
When data sets are considered for designing of the model, 
performance of the design depends on how well the model 
learns from the features present in the data set. The type of 
information for the learning task, totally revealed by the distinct 
features. However, the incorporation of all the feature or 
instances available in data set will lead to curse of 
dimensionality. Handling many features results in overfitting 
and increases complexity. To deal with these problems the 
features must be treated effectively. Dimensionality reduction is 
the solution for earlier mentioned issues. Its concept stresses on 
the point to reduce the number of featured which are redundant 
or similar. So, finding the subset of significant features will be 
a big challenge. In literature there have been wide range of 
feature selection algorithms, which have been proposed, such as 
PCA (Principle Component) and LDA (Linear Discriminant 
Analysis). One of such technique is ANOVA (Analysis of 
Variance) F Test, which is a statistical analysis performed on 
benchmark dataset to know feature characteristics [12]. The idea 
behind Univariate ANOVA F test is to select the features by the 
consideration of distribution of dataset and it selects the feature 
which are mostly related to the target attack. Categorical 
independence or dependency of the variables will be calculated 
by setting statistical tests. ANOVA results F statistics in order 
to find the ratio of the variation in means of categories to 
individual variations. The value of F-test directly has no impact, 
rather it is used as a statistical parameter for the measurement of 
significance in results. If it finds the variance of the features are 
equal or if not satisfying the statistical significance (𝑝-
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value<0.05 or 0.01) then the features will be excluded from the 
dataset [13]. If the dataset D containing 𝑛 rows is applied for the 
feature selection process and undergo for ANOVA F test. Each 
row comprises of categorical variables, which are 𝑘 continuous 
values. Let 𝑦𝑖𝑗 having 𝑗
𝑡ℎ row in category 𝑖 and ?̅?𝑖 is mean of 𝑖. 
The overall mean is represented by ?̅?. Let 𝑛𝑖 be number of all 
the values present in the group. Then the F test can be performed 
by measuring the variations found among the means of each 
group and the variation of data values as overall data set. F 
statistics consists of  𝑆𝑎 and 𝑆𝑒. First, 𝑆𝑎 is the sum of squared 
error considering all sample mean compared to the mean 
weighted by the size of each group. So, 𝑆𝑎 for the data set 𝐷 can 
be given as: 
 
        𝑆𝑎(𝐷) = ∑ 𝑛𝑖
𝑘
𝑖=1 (?̅?𝑖 − ?̅?)
2     (1) 
 
 
The second 𝑆𝑒, is the sum of squared error of all the values 
compared to the overall mean. And given as:  
 




𝑖=1     (2) 
 
Then the F test is calculated as: 
 
                𝐹(𝐷) =
𝑆𝑒(𝐷) (𝑘−1)⁄
𝑆𝑎(𝐷) (𝑛−𝑘)⁄
         (3) 
 
This is how the ANOVA F test can be performed over the data 
to find the more significant features. If F statistic is provided, it 
is helpful to determine the probability 𝑝 value which could be 
an evidence to remove the null hypothesis with respect to 
features. 
 
V. DECISION TREES 
 
Decision Tree is the most popular and efficient ensemble 
learning method. Among many machine learning algorithms 
Decision Tree algorithm best suited for classification of data, 
especially it performs well, when the data consists of network 
traffic information. Apart from classification this algorithm 
finds its use in decision theory, pattern recognition and statistics. 
It’s a data exploration method to discover heuristics in datasets. 
It conquers the task by recursive and iterative partitioning of 
data based on underlying hierarchical and sequential structuring 
rules. The data exploration in decision tress can be done by 
many ways such as, Description, Classification and 
Generalization of data and its features variables [14]. In 
literature many variations to this concept has been suggested 
which are ID3, C4.5 CART (Classification and Regression 
Trees), CHAIDS and MARS. Decision tress classifies the data 
by forming a tree structures which consists of hierarchy of tree 
nodes and leaves. Here the nodes are the elements which takes 
part in decision making and recursively division of data can be 
performed. The algorithm goes in a step by step manner to 
classify the data and at each node an attribute will be considered. 
First the data is passed to the structure to make the Decision tree 
learn from the data and make the model ready for the testing. To 
enable this kind of methodology decision trees will take some 
statistical paraments into consideration those are Entropy, 
Information gain, Gini Index and Gain Ratio. These parameters 
are the deciding factor for feature selection at each node in the 
tree. The entropy in data is a measure of randomness in data 
values, if the randomness is high, it is difficult to divide the data 
at various stages of the tree structure. Entropy of the data 𝐷 at a 
certain state 𝑠 for only one feature can be given as, 
 
       𝐸(𝑠) = ∑ −𝑝𝑥
𝑘
𝑥=1 log2 𝑝𝑥      (4) 
 
Where the 𝑝𝑥 is probability of an event 𝑥 of the state 𝑠. And for 
multiple features the entropy expression presented as: 
 
         𝐸(𝑇, 𝑋) =  ∑ 𝑃(𝑐)𝐸(𝑐)𝑐∈𝑋         (5) 
 
Here, 𝑇 is the current state and 𝑋 represents the selected feature. 
One of the important parameters which could be considered 
while splitting the data sets for the designing the tree is 
Information Gain. This parameter is useful to measure how 
nicely the feature will be parted for training the data with respect 
to the targets. For the better learning of the algorithm 
information gain should be as high as possible. It calculates the 
variation between entropy before splitting and average entropy 
found after the split of the data. And the information gain can 
be given as: 
 
   𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑇, 𝑋) =  𝐸(𝑇) − 𝐸(𝑇, 𝑋)   (6) 
 
In a more intuitive way above expression can be presented as: 
  
 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 =  𝐸(𝑏𝑒𝑓𝑜𝑟𝑒) − ∑ 𝐸(𝑙, 𝑎𝑓𝑡𝑒𝑟)𝑘𝑙=1  (7) 
 
Here in equation (7), "𝑏𝑒𝑓𝑜𝑟𝑒" can be the data before parting 
and 𝑘 could be the number of sub datasets obtained by splitting. 
(𝑙, 𝑎𝑓𝑡𝑒𝑟) can be the data 𝑙 after splitting. Another parameter 
often taken into account while designing the decision tree is Gini 
Index. It works as evaluating criterion during the data splitting. 
It is useful for only binary splitting. Which is calculated as: 
 
𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 = ∑ (𝑝𝑥)
2𝑐
𝑥=1       (8) 
 
And the last parameter which should be calculated is Gain Ratio. 
It gives the ratio of Information Gain and partitioned data (𝑤) 
Information. Represented as: 
 





     (9) 
 
The above-mentioned various parameters will be considered for 
the design of the algorithm. Particular parameter will be selected 
according to the dataset and to be applied for the desired final 
model. 
VI. METHODOLOGY 
The proposed work based on the idea of feature selection by 
determining the statistical significance within the features using 
ANOVA F-Test. Then dataset will be applied to decision tree 
for the classification and detection of intrusion with reference to 
the mentioned malicious activities in the NSL-KDD dataset. 
The proposed method involves various steps in order to detect 
the type of attack by considering the present network traffic 
information. The software platform used to design the system is 
Python in Anaconda Distribution. The whole code is written and 
tested in Jupyter Notebook, which is an open source computing 
environment available in Anaconda Distribution. The figure 3 
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shows the steps to develop the complete system. The major 
important steps can be seen in the proposed IDS workflow are 
Data Preprocessing, Feature Selection, Model Building, 
Prediction and Model Evaluation. Foremost, data preprocessing 
step plays a vital role in the model development phase, which 
acts on the data to get the information about categorical features 
of various attacks and incorporates label encoding and One-hot 
encoding to convert the categorical names into numerical 
values. And also, the whole dataset after encoding split into 4 
separate datasets of DoS, Probe, R2L and U2R. Often the values 
of features may of large values, which will create problems and 
prevents the model to learn the complete data set properly. 
Feature scaling is the method to tackle the earlier discussed 
situation. Features are scaled to a limited range of values. When 
an algorithm developed for certain applications it should be 
firstbuild and then tested for the desirable outcome. For two  
 
different tasks, dataset must be split into 2, one set meant for the 
learning purpose of the model, called as Training dataset and 
another should be used to test the model for knowing the 
performance, called as Testing dataset. Now another important 
part of the proposed idea is carried out, which does the Feature 
selection using ANOVA F-Statistics. 4 datasets features to be 
selected as per the statistical analysis and employed for model 
building using decision trees. The decision tree recursively 
divides the datasets based on the criteria (Information gain, Gini 
Index etc.). And finally, when the decision tree finishes with the 
learning from the features, the model is ready for the testing or 
in other words ready to detect the type of attack. The testing 
process reveals the true performance of the system and exposes 
the flaws by analyzing the confusion matrix and the evaluation 





















Fig. 3. Methodology- Workflow of IDS using ANOVA F-Test and Decision Trees 
 
Basically, in classification applications the major evaluation 
metrics considered are accuracy, precision, recall and F1-Score. 
These metrics will be computed with the help of values which 
tells the rate of classifications. Such rates are as True positive, 
True Negative, False Positive and False Negative [15]. True 
positive (TP) gives the fact that actual instance is positive and 
predicted instance is also detected as positive. True Negative 
(TN) states the fact that actual instance is negative and predicted 
instance also negative. False Positive (FP) is when the actual 
instance is negative but results as positive. And False Negative 
(FN) represents that when the actual instance is positive and 
predicted as negative. These underlying metrics are helpful to 
determine the aforesaid performance metrics which are given 
as:  
Accuracy measures the percentage of correct classification in 
total number of instances. And can be calculated as: 
 
       𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (TP + TN) (TN + FP + TN + FN)⁄       (10) 
Precision measures the number of correct detections with the 
number of incorrect instances. Calculated as: 
 
       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = TP (TP + FP)⁄       (11) 
       
Recall measures the number of correct predictions with the 
number of missed instances, given as:   
 
       𝑅𝑒𝑐𝑎𝑙𝑙 = TP (TP + FN)⁄       (12) 
        
F1-Score measures the average of precision and recall. The 
harmonic mean of mentioned two metrics can be found as: 
 
     𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
      (13) 
              
With the assessment of these metrics the model is made ready 
for the real-time use. If the evaluation parameters give low range 
of values, then the parameters of the decision tree algorithms 
should be modified and again evaluated.   
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VII. RESULT AND DISCUSSIONS 
Following table of values and graphs in this discussion 
represents the evidence to the performance of the proposed 
methodology. When the algorithm evaluated over the features 
for various performance measures, gives reasonably high 
scores. The algorithm has been developed by using scikit learn 
python library which is very popular to implement machine 
learning algorithms. Decision trees algorithm has various 
versions from its initially developed model to present version. 
Current scikit learn library has adopted optimized CART 
algorithm [16]. CART creates binary trees out of features and 
threshold values that produces the largest information gain for 
each node. Table II. Presents the percentages obtained after the 
evaluation of the proposed technique. Mentioned values for 
each kind of attack are acquired after the reduction in number of 
features. Out of 123 categorical and non-categorical features 
derived from the dataset 13 has selected by proposed feature 
selection technique. SelectPercentile is a class in the sk_learn 
feature selection package where the score function and 
percentile should be passed as parameter. In present work 
f_classif is chosen to be the first parameter which signifies the 
use of ANOVA F Test and the second parameter is for the 
percentage of features to be selected based on the feature 
selection technique used. Figure 4. Shows the Cross Validation 
score for the proposed model. Here from the figure, one can 
understand that the accuracies obtained for various values 
passed to the percentile parameter. When the value provided to 
be 100, it considers all the 123 features available in the dataset. 
Graph shows for each type of attack and it reveals that what will 
be the accuracy if the consideration of number of features varies. 
It has been seen that from percentile of 1 to 100 features, for 
value of 10 model is giving best results, for all four attacks. At 
the value of 10 the selected features by the ANOVA F Test is 
13. Table II. Shows the best performance metric values when 
the features are 13. In case of DoS attacks accuracy and recall 
scores are high and gives the percentages as 99.64 and 99.67 
respectively. Even the precision and F measure score close to 
100 percent. The other two attacks Probe and R2L also yielding 
the closer values like DoS performance measures. But in case of 
U2R the values are little lagging behind than other rest of the 
attacks, apart from accuracy metric values, precision results in 
86.74, Recall is 87.88 and 86.78. If the overall performance to 
be the interest then by considering accuracy, precision, recall 
and F measure altogether DoS attacks can be detected efficiently 
with the present techniques. Moreover, the proposed method 
performs very effectively to classify and detect attack from the 
underlying database NSL KDD. Also, in real time scenario if 
malicious activity observed and felt, passing the correct network 
traffic information as features to model will detect the presence 
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Fig. 4. Cross Validation Scores for Various Performance Metrics (a) Performance Metrics for DoS attacks (b) Performance Metrics for Probe attacks         
(c) Performance Metrics for R2L attacks (d) Performance Metrics for U2R attacks. 
















(c)                         (d) 
Fig. 5. Cross Validation Scores for (a) Rate of detection for DoS, Probe, R2L and U2R (b) Precision Score for all 4 attacks (c) Recall Score for all 4 attacks 
(d) F1-Score for all 4 attacks. 
 
TABLE II  





Accuracy Precision Recall F-measure 
1 DOS 99.64 99.53 99.67 99.58 
2 Probe 99.56 99.34 99.26 99.32 
3 R2L 97.92 97.15 96.95 97.05 
4 U2R 99.64 86.74 87.88 86.78 
 
 
Figure. 4. Shows various performance metrics for each of the 
attack when the number of selected features varies. From the 
graphs its evident that how well the proposed method is 
performing in all the evaluated metrics. And for each 
performance metric the comparative representation for all the 
attacks can be seen in fig. 5 and it has shown that which type 
attack is best detected by this method based on best features.  
 




This paper evaluates the method developed to detect malicious 
attacks in any data communication network. However, many 
techniques proposed by researchers, performing well, but this 
present work gives a simple yet efficient technique to track the 
cyber-attacks. The design of the algorithm and the preparation 
of the dataset makes the detection task more accurate than  
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earlier developed methods. Majorly the design of the system 
concentrates on learning the features. It is not necessary to 
consider whole set of features. If the complete feature set used, 
then it deliberately increases the chances of false detection and 
consumes more time to process the results. Some features are 
redundant in case of some kind of attacks so ANOVA F Test 
efficient to find the essential feature information from the 
dataset and Decision Trees profoundly learns from the selected 
features and brings the outcome. The design works perfectly if 
the mentioned classes of attacks relevant features available in 
the real time monitoring scenario but if unfamiliar cyber-attack 
reaches the computer system or network it will not be possible 
to track. So consistent research is required to study the novel 
patterns in the network traffic relevant information. And there 
is a need to develop the mechanism to handle the great number 
of features and finding the significance in it. As the artificial 
intelligence and machine learning gaining popularity people are 
working to develop optimal ways to cop up with earlier 
mentioned problem. For the tasks like classification and 
detection, similar to Decision tree other algorithm are also be 
found to be useful those are Random Forest, Boosted Trees and 
XGBoost etc. Future works for the extension of this proposed 
work could be concentrating on applying and developing other 
feature engineering methods and classification algorithms. 
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