We present and thoroughly compare band-structures computed with density functional theory, tight-binding, k Á p and non-parabolic effective mass models. Parameter sets for the non-parabolic C, the L and X valleys and intervalley bandgaps are extracted for bulk InAs, GaAs and InGaAs. We then consider quantum-wells with thickness ranging from 3 nm to 10 nm and the bandgap dependence on film thickness is compared with experiments for In 0:53 Ga 0:47 As quantum-wells. The impact of the band-structure on the drain current of nanoscale MOSFETs is simulated with ballistic transport models, the results provide a rigorous assessment of III-V semiconductor band structure calculation methods and calibrated band parameters for device simulations.
Introduction
The size-and bias-dependent band-structure of nanoscale Ultra Thin Body and Box Semiconductor on Insulator (UTBB ScOI) FETs, fin-FETs and quantum-well FETs is a key ingredient for accurate electrostatics and transport models. Models extending beyond the popular parabolic effective-mass-approximation (EMA) are desirable, especially for thin films III-V compound semiconductor channels, where strong carrier confinement coexists with a strong non-parabolicity (NP) of the conduction band minimum at the C point [1] [2] [3] [4] . Several methods can be used to work out bandstructure calculations in a 2D electron gas, each of them having its own parameters and limitations. While few of these are publicly available in research or commercial tools (e.g. [5] [6] [7] ), unfortunately these methods have been rarely cross-checked. Thus, the relative accuracy is not rigorously assessed.
In this paper we compute the band-structure of InAs, In 0:53 Ga 0:47 As and GaAs quantum wells at room temperature with thicknesses down to 3 nm by employing a hierarchy of modeling approaches ranging from atomistic density functional theory (DFT) and empirical tight binding (TB) to k Á p and NP-EMA. These models are presented in Section 2. The analysis and parametrization of the in-plane dispersion relation (E À k) for bulk materials and quantum well structures is reported in Section 3. Comparison with experimental band-gap vs. semiconductor thickness data is reported in Section 3.4. The manuscript notably extends the analysis presented in [8] and provides useful parameter sets for an accurate description of III-V MOS band-structures in nanoscale UTBB MOSFET architectures.
Model description
Four distinct models are taken into consideration. DFT calculations within the meta-generalized gradient approximation (meta-GGA) are performed using ATK-2014 [7] . The c-parameter of the Tran and Blaha [9] exchange-correlation functional is fitted to reproduce the experimental band gaps of the bulk materials (0.354 eV for InAs, 1.423 eV for GaAs and 0.742 eV for In 0:53 Ga 0:47 As). The Kohn-Sham wave functions are expanded in localized atomic orbitals (LCAO) with a double-zeta plus polarization basis set. The III-V surface is passivated with pseudohydrogen atoms containing the appropriate non-integer charges (fractional charge per atom = 1=4 ð Þq) [10] . The parameters of bulk InGaAs were obtained with the virtual crystal approximation (VCA), as implemented in ATK [11] [12] [13] . Here, one creates an average pseudo-potential describing an In x Ga 1Àx As virtual atom, i.e. one creates a new, virtual atom, which is a mixture of In and Ga with appropriate weights. The actual calculation of bandstructures, is then performed on a primitive cell with only two atoms: the normal As atom and the virtual In-Ga atom. However, any effects due to random disorder are not included. The InGaAs quantum well structures were treated as follows: we define a unit cell, which is periodic in the in-plane directions. Within this unit cell we make a In 0:5 Ga 0:5 As alloy, i.e. explicitly modeling both In and Ga atoms without relying on the VCA. Although random disorder in principle is included in the perpendicular direction (within the unit cell), the band-structure of the quantum well is still perfectly well defined, since the unit cell is repeated periodically in the in-plane directions. The VCA approach, widely used in literature, has been validated here for a 5 nm thin In 0:5 Ga 0:5 As quantum well. If we explicitly model the In and Ga atoms we obtain a band gap of 0.97 eV, while VCA calculations yield a band gap of 0.94 eV.
Nearest neighbor sp3d5s ⁄ empirical TB calculations including spin-orbit coupling have been performed with OMEN [14] . The on-site orbital energies and the overlap integrals between atomic orbitals for different bond types are parameters optimized to fit experimental values for band gaps and effective masses at different points of the Brillouin zone, so as to reproduce the complete bulk band-structure [15] . Bowing parameters have been introduced to accurately capture the band gap and effective masses of In x Ga 1Àx As as a function of x in the virtual crystal approximation (VCA) [16] . For III-V compounds, 31 fitting parameters are used in total. Surface atoms are passivated by increasing the dangling bond energy [17] . For the purposes of this paper, the passivation energy has been set to 30 eV, which is equivalent to applying hard-wall boundary conditions. In contrast to the closed boundary conditions imposed in the k Á p and NP-EMA models (see below), the wave-function is non-zero on the boundary atoms, but immediately vanishes outside the structure. This minor difference is not expected to have any observable effect on the reported results. The k Á p calculations have been performed using the 8-band model [18] . It is worth noting that the k Á p expansion is expected to accurately describe the bands of direct bandgap semiconductors around the C point of the first Brillouin zone, and does not take into account satellite valleys which are instead embedded in DFT and TB calculations. For 2D subband calculations, the parameters from [19] have been assumed, with a modified energy parameter E P according to [20] to eliminate spurious solutions. The energy parameter E P is defined as E P ¼ 2m 0 h 2 P 2 , with m 0 the free electron mass and P the Kane parameter proportional to the momentum matrix element between the s-like conduction bands and the plike valence bands. Closed boundary conditions are assumed at the semiconductor/oxide interface.
The NP-EMA model employed in the multi-subband Monte Carlo of [21] , based on the NP corrections in [22] , is compared with the models above. For ideal, infinite quantum-wells having a box energy profile with closed boundary conditions (zero wavefunction at the edges) of width T W , the in-plane energy dispersion for the n-th subband is given by:
where z is the quantization direction, while x and y are the directions in the transport plane and k ¼ k x ; k y À Á is the in-plane wave-vector. The sole inputs for such a NP-EMA model are the effective masses m 3D (along the various directions) and non-parabolicity coefficient a 3D of the bulk crystal. Throughout this paper those parameters are taken from the DFT calculations unless otherwise stated. Tables 1-3 report the band-structure parameters for InAs, GaAs and InGaAs as obtained with the models in Section 2. The masses are extracted as the second derivative of the energy dispersion at the conduction band minimum, whereas a 3D for the C valley is obtained by fitting the E À k over a 0.5 eV energy interval. The c-parameter of the DFT model have been adjusted to reproduce the gap (valence band to C minimum of the conduction band) as in [9] , but this results in a slightly larger effective mass of the C valley compared to other approaches for the GaAs and InGaAs cases. Also the masses of the satellite valleys and their energy gap with respect to the C valley are slightly different.
Results

E À k relation of bulk materials
The corresponding energy dispersion for these bulk materials are shown in Fig. 1 along the main symmetry directions in the 3D Brillouin zone. Due to the differences among the internal energy references, the E À k relations have been rigidly shifted to zero the energy of the conduction band minimum at the C point. The same energy shift is then applied in the next subSection 3.2 when comparing the E À k relation of quantum wells.
Overall, Fig. 1 shows a good mutual agreement among the models for the C valley and to a lesser extent for X and L valleys.
The large m Ã l X ð Þ of InAs in the DFT is the result of a very flat band structure in this point, which is not well-described by a parabolic model, but instead by a k n relation with n > 2. This means that the effective mass, extracted as the second derivative of the E À k curves, tends to infinity. Note that the numerically calculated second order derivative of the bands (inversely proportional to the effective mass) depends critically on the finite difference step size, Dk. We have explicitly checked that the exceptionally high DFT value for InAs is not due to a miscalculation but is simply the result for the given pseudopotential and basis set. Using a different pseudopotential of the Open-MX type, we indeed obtain a smaller effective mass (1.565Ám 0 ). The satellite valleys are not included in the k Á p calculation, whereas the differences between TB and DFT results are due to the parameters of the latter being adjusted to reproduce the VB-C energy gap.
E À k relation in quantum wells
Comparisons among the E À k dispersion relations for quantum wells of 7 nm In 0:53 Ga 0:47 As, 5 nm InAs and 3 nm GaAs are reported in Figs. 2a, 3a and 4a, respectively. Preliminary results for a few other thicknesses were examined in [8] . In these plots the energy reference (E ¼ 0) for TB, k Á p and NP-EMA is the minimum of the C valley in the bulk crystal, as already mentioned in Section 3.1.
As regards DFT calculation, the method provides the system's ground state but the energy reference is not immediately obvious. In order to compare DFT with the other methods and overcome the above difficulty we first calculated the Fermi energy (E f 0 Þ and the conduction band minimum (CBM0) of the bulk crystal. Then the E À k of each quantum well is computed assuming charge neutrality and then is rigidly shifted along the vertical axis to align the Fermi energy to E f 0 . Finally CBM0 is subtracted to the shifted E À k of the quantum well. Method m Table 2 Band-structure parameters for GaAs bulk material.
Method m Table 3 band-structure parameters for In0:53Ga0:47As bulk material.
Method m Figs. 2b, 3b and 4b directly compare the subband energy at the C point for all models. For InAs and InGaAs all these subbands originate from the CB minimum in Gamma, whereas in GaAs also X valleys play a role, which explains the difference between k Á p and the rest of the models. Judging by the leftmost graphs of Figs Expectedly, as the thickness decreases and the confinement becomes stronger, the conduction band minimum is shifted towards higher energies, while at the same time the energy difference between subbands increases. The agreement between different models proves to be more challenging for structures enforcing stronger confinement.
An important band parameter for the study of electron transport along the MOSFET channel is the in-plane effective mass m 2D . The m 2D is extracted from the second derivative of the energy dispersion of the lowest subband at the C point. Fig. 6 shows m 2D as a function of the well thickness. As expected, and consistently with other works [23, 24] , the in-plane effective mass increases when the well thickness is decreased. The masses extracted from the NP-EMA track the DFT results, since NP-EMA calculations were based exactly on the m 3D and a 3D parameters of the bulk crystal extracted from the DFT results. Since the bulk parameters of the DFT differ from the TB and k Á p parameters, we see that the curvature (hence, the m 2D ) of the quantized E À k relation is different. Good match between the in-plane effective mass given by the TB and k Á p methods is observed.
The NP coefficient a 2D indicates how much the in-plane E À k in the quantized electron gas deviates from a parabola. Fig. 7 plots the NP coefficient as extracted from the E À k along the h1 0 0i direction, i.e. by fitting the E À k of the lowest subband with the expression:
The a 2D values are different from the a 3D ones; moreover they decrease when the well thickness is reduced, meaning that the inplane E À k becomes more parabolic. This behavior is consistent with the limit of Eq. (1) as T W approaches zero. The DFT, NP-EMA and k Á p models provide quite different a 2D values although with similar trends, whereas the TB results show a weaker dependence on the well thickness. Fig. 8 plots the energy minimum for the lowest subband as a function of the well thickness. As discussed previously, the zero energy is at the bottom of the C valley of the bulk crystal. The E À k dispersion relations have been rigidly shifted to make the conduction band minima coincide in the bulk case and the same shift has been applied to the E À k of the quantum wells.
The group velocity t g in the transport direction is an important ingredient of any semi-classical transport model where particles are associated to wavepackets. We thus investigated t g in the same Increasing the well thickness corresponds only to a mild increase in group velocity (about 10% increase of the maximum value for a thickness change from 3 to 10 nm). However, the increase is more prominent for low k, resp. for low energies, because the effective mass decreases with increasing thickness (as observed in Fig. 6 ) and therefore the initial slope of the group velocity graphs is steeper for larger thicknesses. One may also observe that the atomistic models predict a saturation of the group velocity for high energies, as opposed to the k Á p and NP-EMA models which predict a group velocity that is strictly monotonically increasing with k, resp. energy.
Simulation time for band-structure calculation
In order to effectively facilitate the transistor design process, numerical models need to take into account computational needs and efficiency. Therefore, an important consideration when comparing different models is the simulation time. A direct comparison is not trivial, as on the one hand the models examined here describe semiconductors at notably different levels of abstraction, providing a different degree of physical detail, and on the other hand, software implementations reflect the different priorities of developers, favouring completeness and accuracy for academic simulators, as opposed to robustness and ease of use for commercial programs. Nevertheless, a meaningful comparison examining execution times and how these scale with the computational problem size would assist in identifying the role that each model could play in the industrial design process of semiconductor devices.
In the present section we compare execution times for quantum well band-structure calculations. Two of the parameters that determine the size of the computational problem are firstly the well thickness, which sets the number of atoms in the DFT and TB codes and the size of the real space grid in k Á p codes, and secondly the number of k-space discretization points. Models based on an effective mass approximation are not considered in this comparison, as they rely on analytical band-structures and have a negligible computational burden compared to the rest of the models. Instead, in addition to the 8-band k Á p method presented thus far, in this section we report data for the simulation times of a lower order, 4-band implementation of the k Á p method. The execution times reported below have been rescaled to a reference processing power of 40 GFlops in order to account for the differences in computational power of the hardware used. Also, they refer to computations which include 64 subbands. Because there is no way of arbitrarily setting the number of subbands in the DFT model and instead this number depends on the well thickness, DFT raw execution times have been linearly rescaled down to 64 subbands as a rough approximation which allows comparison with the rest of the models. The left graph of Fig. 11 shows how execution time changes with an increasing quantum well thickness. The number of k-space discretization points is in all cases 1001 points. As expected, the execution time increases with the well thickness, with atomistic methods gaining a competitive advantage as the well thickness decreases (i.e. the number of atoms is reduced). Overall, at a given thickness, the ratio of execution times between the slowest and the fastest algorithm is at most an order of magnitude or less. When comparing the 8-bands k Á p model to the 4-band model, we observe an increase in execution time by approximately a factor of four, as the 8-band Hamiltonian matrix has four times the number of elements of the 4-band matrix. However, an interesting result is that although increasing the order of a k Á p model is expected to improve the accuracy of band-structure calculations, this comes at an additional computational cost that might render the model slower than the 10-orbital TB model, which is in general expected to offer even higher accuracy [25] . The dependence of simulation time on the number of k-space discretization points is depicted in the right graph of Fig. 11 for well thicknesses of 5 and 9 nm. One observes that the execution time scales linearly with this number for the TB code. Despite its weak linear dependence, the execution time for DFT is almost constant with respect to the number of k-points, since only a proportionally small part of the simulation time is spent on solving the eigenvalue problem and as such depends on this parameter. The same argument holds for the k Á p solver, where most of the execution time is dedicated to computing the Hamiltonian matrix and its transformation to the reduced equivalent matrix used in the mode space approach. For a small number of k-space points the best performing method is TB, while the 4-band k Á p solver becomes the fastest as the number of k-space points increases. However, this superior performance of k Á p vanishes when the order of the model is increased to 8 bands.
Lastly, it is important to note that the performance results presented thus far depend on the number of CPU cores used for executing the simulations. As recent developments in hardware technology have established a trend for systems with an everincreasing number of cores, the parallelizability of a code, i.e. better scaling of its performance with the number of CPU cores, would render it increasingly advantageous. Table 4 shows the speed-up factor of each method for every additional core employed and corresponds to the slope of a graph of speed-up as a function of CPU cores. An ideal scaling behavior would correspond to a value of 1.0, meaning that an increase in the number of cores would lead to exactly the same proportional increase in performance, e.g. using ten cores instead of one would yield a ten times faster simulation. As can be seen from the table, although a singlethreaded execution yielded an approx. 4.5 times faster simulation for the 8-band k Á p code compared to the TB code, the significantly stronger ability for parallelization exhibited by the TB code compared to the 8-band k Á p code can account for its superior performance reported in Fig. 11 , for which 20 CPU cores have been used. Similarly, although the DFT code yields very long execution times for a small number of cores, its high degree of parallelizability could render it more competitive on many-core systems, assuming that the same scaling trend persists for even higher numbers of cores than those examined here. It should nevertheless be noted that, despite the importance of parallelizability, there exist also other factors of computational efficiency which can drastically affect performance and are not examined in this paper, such as the use of optimized numerical algorithms, optimized data structures and more.
The analysis above indicates that for a device scale below 10 nm, as far as band-structure calculations are concerned, an implementation of the empirical TB method can be computationally efficient enough to be competitive with generally more lightweight methods such as k Á p, additionally offering the benefit of higher accuracy. However, being an atomistic method, above the limit of approx. 10 nm examined here it suffers an increasing penalty, while the band-structure converges to that of a bulk crystal, which in turn can be calculated with simpler algorithms on simpler physical systems. DFT, being an ab initio method, can be valuable for calibrating all other models. Nevertheless, simulation times still remain significantly longer than the other methods, especially when considering the absolute times of execution instead of implicitly assuming that the number of subbands can be reduced in order to linearly expedite simulations, as done in Fig. 11 for the sake of comparison. These results outline complementary roles for atomistic and non-atomistic models, based on their distinct advantages. 
Comparison with bandgap energy measurements
For the sake of a thorough model calibration we compare the models described in Section 2 with data for the energy gap of thin InGaAs layers measured on test device fabricated ad-hoc.
The fabrication of UTBB InGaAs on Si wafers [26] (described in 75° ) and the In 0:53 Ga 0:47 As energy gap has been determined using a parametric semiconductor model [27] for the data fitting. Fig. 13 compares the simulated energy gap versus film thickness spectroscopic ellipsometry measurements for relaxed layers.
All models demonstrate a remarkable mutual consistency and overall good mutual agreement with the experiments. Agreement with experiments is good around 10 nm. As T W increases, all simulations methods predict a more rapid convergence to the bulk material energy gap value compared to experiments. To shed more light on this behavior k Á p results are shown for both closed and open boundary conditions. In the latter case the Al 2 O 3 substrate of the experimental samples is described with the same k Á p parameters as the In 0:53 Ga 0:47 As layer but with appropriate affinity (v InGaAs = 4.5 eV and v Al 2 O 3 ¼ 1:0 eV). For very thin wells, the simulated band gap is larger than the experimental one. The discrepancy which is only partially reconciled adopting open boundary conditions.
The k Á p results with open and closed boundary conditions are very similar, pointing out that in these structure the treatment of the boundaries is not critical. The right plot of Fig. 14 shows the ballistic currents computed by Non-Equilibrium Green Function (NEGF) solvers based on TB [14] , DFT [7] and k Á p bands [28] and by semiclassical MultiSubband Monte Carlo (MSMC [21] ) solver of the Boltzmann transport equation for the NP-EMA model. The parameters for the NP-EMA model are the bulk masses, non-parabolic coefficient and energy offsets from the DFT.
The curves have been shifted horizontally to match the offcurrent with the ITRS specification for high performance devices (100 nA=lm). The sub-threshold swing of the MSMC simulation is the smallest because semi-classical transport neglects sourceto-drain-tunneling. This discrepancy is easily reconciled by using the subband smoothing method proposed in [29] . A gaussian yields a good agreement with the NEGF full-quantum transport results. This value is larger than the one used in [30] for Si (r ¼ 1:1 nm), which is a reasonable finding since the small effective mass of InAs should result in broader wavepackets than in silicon.
As regards the on-current curves, we note that the solver used in combination with NP-EMA, TB and k Á p models enforce von Neumann boundary conditions for the potential at the source/ drain contacts when solving the Poisson equation, whereas DFT has Dirichlet boundary conditions. This means that TB, NP-EMA and k Á p based simulations lower the conduction band edge of the source to maintain charge neutrality at high V GS and thus yield a higher on-current than the DFT based solution. Another source of mismatch in the on-current stems from the decision to match the off-current; in fact, in this case small differences in terms of subthreshold slope translate in an appreciable change of the threshold voltage and thus of I ON .
Ballistic current calculated with MSMC simulator and different band-structure
The results in Section 4.1 cannot separate the effects of a different transport model from those of the band structure. To isolate the effect of the band-structure alone, we decided to run ballistic MSMC simulation of the same devices as in Fig. 14 employing the same transport model with all the examined band models. To this purpose the parameters for bulk InAs from Table 1 have been used. The ballistic current simulations are shown in the top-left plot of Fig. 15 and demonstrate a very good mutual agreement, meaning that the differences among curves in Fig. 14 are mainly due to the transport models rather than the band-structure parameters.
We have repeated the analysis for a InGaAs double-gate transistor with T W ¼ 5 nm, sketched in the bottom of Fig. 16 . The gate length is L G ¼ 14 nm, and the gate dielectric is HfO 2 (j ¼ 22), with an equivalent oxide thickness of 0.7 nm. The ballistic current is reported in Fig. 16 (left plot) and it is almost independent of the bulk band-structure. In fact, the E À k for a 5 nm well as obtained from Eq. (1) with parameters sets extracted from the DFT, TB or k Á p models (right-top plot in Fig. 16 ) is only weakly affected by the band-structure, because the changes in a 3D and m 3D tend to compensate each other. This is in line with the E À k for a 5 nm InGaAs well as shown in Fig. 1 of reference [8] , where good agreement between the DFT, TB and k Á p simulations was found.
We thus see that for the technology-relevant case of a few nm thick In 0:53 Ga 0:47 As well, the models predict very consistent results. This is because at low drain voltage electron transport is dominated by the lowest subband, and satellite valleys provide a modest contribution to the total inversion charge.
One should bear in mind, however, that current simulations are ballistic and thus neglect scattering and its effects on the electrostatics [31] . Electron-phonon scattering can easily be included in semi-classical Monte Carlo transport models. Its inclusion in fullquantum atomistic and k Á p models, however, is less trivial and results in time-consuming simulations. We have used the MSMC to assess the influence of phonons (polar and non-polar) on the drain current of the device in Fig. 14 : the current at V GS ¼ 1:0 V is reduced by approximately 16%. Surface roughness is expected to have an additional detrimental effect. At this stage an estimate by MSMC is not possible, since there is no experimental data for the surface roughness spectrum of thin InAs layers. Surface roughness can also be described via full-quantum NEGF models [32] , although this requires generating sample devices with rough interfaces and averaging the results over a family of such sample structures. 
Conclusions
The careful and detailed comparison and calibration of four band-structure calculation methods pointed out a number of critical issues for the accurate description of III-V compound semiconductor films with nanoscale thickness. Beside the importance of setting a well defined energy reference for all methods, the calculations highlighted a strong non-parabolicity of the C valley and the multi-valley nature of materials such as GaAs. The NP-EMA only partially captures non-parabolicity effects, and since the conduction bands are treated as separate valleys, it fails to reproduce the smooth transitions between valleys along some critical directions. The 8 bands k Á p method is limited to the C valley, which is adequate for high indium-content semiconductors. Empirical TB and DFT provide a detailed atomistic description of the device, but can become demanding in terms of absolute computation time, especially for increasing device dimensions. As transistor dimensions decrease, atomistic approaches gain a competitive edge. Furthermore, they inherently capture complex multi-valley phenomena. When applied to technologically relevant InAs and InGaAs wells in the 5 nm thickness range, all the models provide fairly consistent results, aligned with experimental data on energy bangaps. Consistent parameters sets for effective mass band structure models have been extracted which will be useful In-plane E À k for a 5 nm In0:53Ga0:47As quantum well, calculated with the NP-EMA model using the bulk parameters from DFT, TB and k Á p methods reported in Table 3 . (c): Sketch of the simulated device.
for device simulations of advanced MOSFET architecture in III-V semiconductor channels. Ballistic simulations of template decananometric MOSFETs show that the different approaches provide different drain current mainly due to different transport models, whereas the impact of the band structure parameters is limited.
