I. INTRODUCTION
Noise is an omnipresent phenomenon. Any physical object or process is subject to changes in its environment, external or internal fluctuations, influences of different nature. Loosely speaking in a technical context, we consider as noise any disturbance tending to interfere with the normal operation of a device or system. Looking at textbooks in different domains, one can see slightly different ways of understanding of noise.
The easiest to understand for everyone is the notion of noise in audio. Noise is any unpleasant sound and, more technically, any unwanted sound that is unintentionally added to a desired sound. Ambient sound itself is a series of changes in air pressure transmitted in waves from the sound source to anyone with the sensory apparatus to detect the waves (human beings and other animals with ears, for example). Sound waves are expressed as a series of analog sine waves. The combination and blend of these waves gives sounds their individual characteristics, making them pleasant or unpleasant to listen to. In recording sound, noise is often present on analog tape or low-fidelity digital recordings. The standard audio cassette includes a layer of hiss on every recording. When doing digital recording, the conversion of a sound file from 16-bit to 8-bit adds a layer of noise.
Slightly different is the understanding of noise in communications. Any interference or disturbance which affects the signals on a line and may affect the information carried is considered as noise. It can come from a variety of sources, including radio waves, nearby electrical wires, lightning, and bad connections.
In a hard-wired circuit such as any telephone-line-based installation, external noise is picked up from appliances in the vicinity, from electrical transformers, from the atmosphere, and even from outer space. The transmission channel properties may be extremely bad in industrial environments, in areas densely covered with buildings which might reflect waves causing multipath effects, etc. In a modem, installation noise slows down the data transfer rate because the system must adjust its speed to match conditions on the line. In a voice telephone conversation, noise rarely sounds like anything other than a faint hissing or rushing. Noise is a more significant problem in wireless systems than in hardwired systems. At low frequencies, atmospheric and electrical noise are much more severe than at a high frequency. Noise generated inside wireless receivers, known as internal noise, is less dependent on frequency. Engineers are more concerned about internal noise at high frequencies than at low frequencies, because the less external noise there is, the more significant the internal noise becomes.
Noise is also present in any measurement system using any type of sensing device. Unwanted disturbances from the environment affect the measuring device itself, change characteristics of the output signals generated by these devices and further affect the signals that are sent and stored. Front ends of digital data processing equipment communicating with the external environment (already mentioned A/D and D/A conversion) and all computer-based operations on signals are sources of significant disturbances which commonly are modeled as noise. A particular case of crucial measurements are those which are used as input of a control system used for example for satellite orbit estimation [19] , [42] , orbit estimation in reentry problems ( [42] and references therein), aircraft radar guidance [19] , [42] , positioning of autonomous vehicles, or navigation of autonomous robots ( [74] and references therein). In these cases, noisy sensor signals may result in wrong state estimations and poor control actions. In contrast to most of the examples mentioned previously in these cases, more or less well-known dynamical systems are involved and this is exactly the situation in which nonlinear noise reduction methods of the kind we are going to present in this review may be applied.
Before we shall discuss methods for noise reduction, we would like to mention that there exists a wide range of applications in which noise is beneficial and very useful [35] . Let us just mention here the applications of noise as a broad-band signal useful in microwave heating, source detection and location, jamming signals in electronic countermeasures, and even as a carrier signal in communications, test signal in several different types of measurements, (e.g., antenna characteristics, insertion loss, impulse response, linearity and intermodulation, etc.) or probe signal into microscopic phenomena (carrier lifetime, uniformity testing in semiconductors, determination of physical parameters, etc.) and finally as a conceptual tool (model).
When observing signals, noise appears as random variations of one or more characteristics of any entity such as voltage, current, or data, or random signal of (un)known statistical properties of amplitude, distribution, and spectral density.
In most applications, engineers are constantly striving to develop better ways to deal with noise. As nonlinear approaches for a long time were very difficult to apply, commonly used were linear filtering techniques. Thus, spectral separation became a generally used method to cope with noise. The traditional method has been to minimize the signal bandwidth to the greatest possible extent. The less spectrum space a signal occupies, the less noise is passed through the receiving circuitry. However, reducing the bandwidth limits the maximum speed of the data that can be delivered. Another, more recently developed schemes for minimizing the effects of noise and separating the useful signal from noise are based on advanced (digital) filtering techniques and signal processing.
In this paper, we will concentrate on decontamination of useful signals, i.e., separation of noise (stochastic signal) from information-carrying signals (of deterministic type). Specific goals of noise removal vary depending on a particular application. One can concentrate on optimization of the signal energy, improvement of quality of digital communication (reduction of bit error rate), improvement of quality of audio transmission, or recovery of fine details of the measured signal (otherwise hidden in noise as e.g., electrocardiograms in biomedical measurements).
To separate a signal from noise, we have to use specific characteristics of both types of signals. One of such characteristics used in classical methods are spectral properties of the signals and their amplitudes. When the information-carrying signal is narrowband and noise appears to be a wide-band signal (or inversely), it is usually relatively easy to attenuate all unwanted frequencies. Hard problems arise when both the useful signal and noise have similar spectral characteristics and/or comparable amplitudes. Standard filtering techniques are of little use in such cases and more advanced techniques which will be described below could be used that try to separate the signals in some appropriate state space. It should be stressed that here we will mostly use the notion of filtering as introduced in control textbooks (cf. Wiener filters, Kalman filters) i.e., equivalent to state estimation and not as frequency-domain signal shaping!
When dealing with signals generated by some physical systems (measured at some output using some kind of probe or sensor), we encounter basically two extreme classes of problems (and, of course, all cases between them):
• class 1, in which we know some model of the underlying time evolution of the system; • class 2, in which nothing is known about systems dynamics.
One has to take into account that in both cases the measured signal might be corrupted by noise of different proveniences and properties. For the purpose of this paper, we will assume that some model of the underlying dynamical (Markov) process of the system is available. This restriction, in our opinion, is reasonable because, on the one hand, one has to understand this case first before investigatng the more difficult Class 2 and, on the other hand, Class 1 covers already many interesting areas such as communication or control systems. The case of unknown dynamics will briefly be discussed in Section IV-C (including a list of references for further reading). We will also assume without loss of generality that all the signals are sampled in time-so what is observed is a discrete time series (such an assumption is a valid one as in most cases the measured variables are converted by the data acquisition equipment).
Further, the system itself or the output (measured) signals can be corrupted by noise, i.e., we have to cope with dynamical noise and/or measurement noise as will be introduced in more detail in the next section.
Finally, we would like to stress that we shall illustrate the different approaches using some well-defined (stochastic) nonlinear dynamical models generating chaotic dynamics, because these are typical examples where the frequency bands of the (chaotic) signal and of the noise overlap and conventional methods for noise reduction/separation fail. Furthermore, such chaotic sources are still considered as potential components in some digital communication systems.
Thinking about the possibilities of noise reduction/separation, we can distinguish several cases depending on the goal chosen and the information which is used in calculations. The approaches currently under study are summarized in Table 1 . 
A. Motivating Example
To give the readers some motivation, let us consider a simple example in which we will try to reduce the influence of noise corrupting a wide-band signal. The features of different noise reduction methods will be illustrated using time series generated by the chaotic Hénon map
with parameters and . The chaotic attractor reconstructed from the clean time series is shown in Fig. 1(a) . Fig. 1(b) shows a reconstruction from a time series where Gaussian noise with a signal-to-noise ratio (SNR) of 13 dB has been added to the purely deterministic data. Since the chaotic dynamics generates already a broad-band signal, the added noise occupies the same frequency band (in-band noise) and can, thus, not be removed using linear (spectral) methods. Exploiting the underlying determinism, however, noise reduction is still possible as illustrated in Fig. 1(c) , where one of the noise reduction methods to be presented in the following has been applied. 1 The achievable improvement of the SNR of a noisy time series depends on the noise reduction method and on the SNR of the noise contained in the data. In this paper, the SNR and the SNR improvement will be defined as follows: If , is a real valued, time-discrete signal, its empirical mean is defined as
The power of is defined to be . Now if is any signal, another signal supposed to be corrupted by errors (noise), we define the SNR in as So SNR is the fraction of the power of the signal and the power of the errors on logarithmic scale. If by a noise re- 1 Readers already acquainted with noise reduction may think that the resulting attractor still looks very noisy compared with other common noise reduction methods. The displayed result, however, was obtained using a causal method, in contrast to most other methods, which are acausal. duction algorithm we generate from another signal supposed to be a better estimate of , we define the SNR improvement of the respective algorithm as -improvement
We have computed this improvement for a noisy time series from the Hénon system using different algorithms that will be presented in detail in the following sections. Fig. 2 shows the improvement of the SNR versus the SNR of the given data set consisting of 1024 samples. As a benchmark, the dotted curve shows the performance of a linear optimal Wiener filter that turns out to be competitive for negative SNRs, only. Note that for vanishing relative signal power (SNR ), the dotted curve approaches the straight line given by SNR-improvement SNR. This line gives the improvement when using as filtered signal a constant time series given by the empirical mean of the data. Clearly, any algorithm should outperform this simple approach.
The squares in Fig. 2 show the SNR improvement of another standard method, the extended Kalman filter (EKF), which gives satisfying results for low noise amplitudes (SNR 30 dB). The solid curve is obtained with a noise reduction scheme where some underlying probability density functions are approximated by functions from an exponential family. This approach was used in Fig. 1(b) and yields good SNR improvement for SNR 10 dB, but fails for large noise amplitudes (SNR 0). The triangles in Fig. 2 denote results obtained with Monte Carlo sampling. For large noise amplitudes, the performance of this method compares to that of the Wiener filter and for medium noise (0-30 dB) it turned out to be better than the other methods mentioned so far. The sudden decrease of the SNR improvement at about 40 dB is due to the finite ensemble used in the Monte Carlo simulation. With a larger ensemble also for higher values of the SNR, good improvement is achieved; for smaller ensembles, the curve bends already at smaller SNR values. We emphasize that all the methods mentioned so far provide (less noisy) estimates of the state based on information from the past, only. These estimates can be improved considerably when more and more future values of the time series are taken into account. If the entire available data set is used the task changes from state estimation to orbit estimation (cf. Table 1 ). For comparison, the SNR improvement of an orbit estimation algorithm (called LSS) is shown as a solid curve with plus symbols in Fig. 2 . Using the full information from past and future, this method outperforms all state estimation schemes. The reason for the saturation at a high level of SNR improvement for large SNR values is discussed in more detail in [12] .
The structure of the paper is as follows. We shall start with a brief review of relevant notions from probability theory in Section II. Then state estimation and orbit estimation are addressed in Sections III and IV, respectively. In Section V, the task of symbol extraction from a noisy time series is discussed.
II. PROBABILISTIC FRAMEWORK
The dynamical systems we deal with in this paper are Markov processes in discrete time, which are often also referred to as Markov chains. A Markov process is in some sense a generalization of a deterministic dynamical system. For a deterministic system, the future evolution is completely determined by the actual state of the system. For a Markov process, the actual state defines the future evolution of the system up to unpredictable random influences. In other words, the actual state of the system completely determines the probability distribution of the future states.
For example, consider dynamical systems of the following form: (3) where is a map on and is a series of independent identically distributed (i.i.d.) random vectors referred to as dynamical noise. Additionally, is independent of and, therefore, an unpredictable random influence. Further examples of Markov processes are given in Section II-B after basic concepts of probability theory have been introduced. Now assume that the state of the Markov process itself is unaccessible, i.e., we cannot measure it directly. Instead, we rely on measurements giving only incomplete state information. For example, in an electric circuit having some internal degrees of freedom the only accessible quantity may be the voltage at a certain resistor. Of course, this quantity does not provide complete information about the full state of the circuit. In general, we assume the accessible quantity to be a function of the system state plus some stochastic corruptions. This means we collect measurements of the form (4) where is a function and is an i.i.d. random variable independent of the whole process with probability density function . This random variable is called measurement noise and accounts for random disturbances the measurement is corrupted with. A Markov process available only through measurements of the form (4) is known as a hidden Markov process (HMP). HMPs serve as models in a lot of different applications; see [28] . Let be the available data set up to time which will be referred to as a time series from now on. Everything we want to know about (3) has to be extracted from the time series . Of course, the amount of information in the time series depends on , and in general the larger is, the more information about the underlying system we will be able to retrieve. In this paper, we will address the following problems.
Orbit Estimation: Suppose a time series has been recorded. Now, try to recover the orbit that is "most likely" to be the orbit that produced the time series. State Estimation: Suppose at every time instant we are obliged to estimate the actual state . This has to be done, of course, by means of the collected measurements up to time , i.e., in a causal manner. Both concepts will be defined and discussed in more detail in Section II-C. In most of the mathematics and control literature the problem of state estimation is called filtering, a term we will use synonymously to state estimation. In the engineering community, filtering is often used synonymously to spectral manipulation. The reason is that for linear systems, the filtering problem (in our sense) can be solved by a certain spectral manipulation (Wiener filter). The Wiener filter is in fact the optimal linear filter. For nonlinear systems, however, this filter is not the optimal of all possible filters.
A. Basic Notions of Probability Theory
The problems of state and orbit estimation will be tackled by means of probability theory. Although this paper is intended to be as self contained as possible, we assume the reader to be familiar with the very basic concepts of this theory. Before proceeding, we now review some facts needed here. An informal but very comprehensive introduction to probability and statistics is [52] , a more mathematical treatment is [7] .
For any event , its probability will be denoted by . Suppose is a random variable taking values in . Then for a set , by we denote the probability of the event takes values in . Under some conditions, a random variable has a probability density function (pdf) that provides the probability for any set by Likely we will write or for random variables or , for example. 2 For two random variables and any set , the conditional probability is very important. For fixed , it is a function of and for fixed values of , it features a probability measure. Therefore, we can as well consider its density denoted by . The conditional probability (or its density) is an important concept in estimation theory. We shall explain the reason briefly. Assume we have access to a certain quantity , for example the outcome of a physical experiment. However, we want to know something about a certain quantity we do not have access to. The quantity is yet not completely determined by (this would then be an analytical problem), but the deviations are irregular disturbances having well-known statistical features. Hence, determines up to random disturbances, and this relation is fully described by the conditional probability density . Estimation theory is there-entirely different functions and not just the same function taken at different points. This notation becomes very inconvenient when p(x) appears under an integral sign and substitutions of variables have to be employed. Then, sometimes, notations such as p(X = x) are used which we, however, consider very awkward.
fore concerned with calculating for given problems and obtaining "reasonable estimates" from it.
A function that maps the measured quantity on possible values of is called an estimator for . The random variable is called an estimate of . We will use the following three estimators in this paper.
1) The conditional expectation:
2) The maximum-likelihood estimator (MLE):
3) The maximum-aposteriory estimator (MAE):
The quantity is called the bias of an estimator . If the bias vanishes, the estimator is called unbiased. Obviously, by subtracting the bias we always obtain an unbiased estimator. The quantity is called the mean square error (mse) of the estimator. It can be shown that the conditional expectation has the least mse among all unbiased estimators.
Very often is an everywhere positive function, i.e., it may be written as . If considered as a function of is comparably large except for a certain minimum , we may write So by minimizing the cost function , we may obtain an approximation for . However, is the MAE for . So if has the property to be large except for a certain stationary point, we can expect the MAE and the conditional expectation to be almost equal.
The main facts about conditional pdfs needed in this paper are immediate consequences of Bayes' rule: Suppose are random variables. If has a density , then also as well as have densities (say and , respectively) and the following formula holds: (8) Interchanging and in the above formula yields (9) Because the left-hand sides of these two formulas are equal, we see (10) Integrating (8) over yields (11) Bayes' rule (10) can be used to establish a connection between MLE and MAE: Choosing a constant in (10), we get where is a constant not depending on . Now assume that is as well a constant, which basically means a lack of prior information about , we have hence, MAE and MLE are the same. So if no information about is available except for what is provided by the measurements, the concepts of MLE and MAE are equivalent. If, however, prior information is available, it is quite logical that it should be exploited, whence in this case the MAE should be preferred over the MLE.
B. Markov Processes
We now look a little closer at Markov processes. For a general introduction see, e.g., [7] . We already mentioned that for Markov processes the actual state defines completely the probability distribution of the future states. In other words, for predicting the future, all information about the past is redundant if the present state of the process is known. More formally, let be a Markov process. Fix and let be a random variable depending only on i.e., on future values and be a random variable depending only on i.e., on past values. Then This is the Markov property. An important consequence is the following:
where the first equality is an iterative application of Bayes' rule and the second equality is the Markov property. So all statistical properties of a Markov process are completely defined by the initial pdf and the transition densities A Markov process is called homogenous if its transition densities do not depend on . This case is assumed throughout this paper and we will adopt the notation for the transition density from now on. In the following, we will consider some examples of Markov processes and give their corresponding transition densities.
Example (Deterministic Dynamical System): Let be a map. Then defines a Markov process with transition function
The only stochastic influence in this model results from a random choice of initial condition . Considering a deterministic system as a Markov process requires, in fact, a little bit more general notions from probability theory. First the transition function is actually a -function, which, of course, cannot be the starting point of a rigorous theory. Furthermore, it is not clear (as tacitly assumed) that all possess a probability density function.
Example ( Ordinary and stochastic differential equations may also be considered in the framework of Markov processes. It should be noted that a process of the form is not the most general Markov process. Discretely sampled nonlinear stochastic differential equations, for example, cannot be written in this form.
C. State and Orbit Estimation
The introduced concepts from probability theory will now be applied to orbit and state estimation. Recall that the latter problem is to estimate the state by the measurements . To calculate the conditional expectation, the MLE or the MAE, we have to calculate the conditional probability or its density (14) Note that the notation suppresses the dependency on the s. In case of orbit correction, we have to calculate the conditional probability or its density (15) Again, the dependency on the is suppressed. We will first discuss state estimation.
1) State Estimation: Our aim is to give an iterative formula for . Therefore, we write (16) Here, we applied (10) with , , , and , which does not depend on . To identify the first term on the right-hand side (rhs) of (16) , recall that , so if is given, is distributed as but with a mean shifted by . Now, since has pdf and is independent of , we obtain
To identify the second term in (16), we simply apply (11) with , , and . Since is a Markov process, is a random quantity depending only on the past and, therefore, is redundant. Hence, we can replace by which yields
The last term, however, is . So substituting in (16), we finally have (17) This is the desired formula for computing the evolution of the pdf using information from past values of the measured time series. The constant may be calculated from the condition . Calculating by means of (17) for a given time series consists basically of the following steps.
Initial Condition:
Here, represents our prior knowledge about the initial condition of the underlying process.
Prediction
Step:
This describes the evolution of the pdf due to the underlying Markov process (or dynamical system). 
Update
Step: numerator This describes the "update" of the pdf using information provided by the latest sample given by multiplication with the pdf of the noise centered at . Fig. 3 shows an illustration of these two steps for noisy data generated by the tent map (18) The noise is Gaussian with pdf . In Fig. 3(a) , the pdf is shown that is transformed according (17) to given in Fig. 3(c) . Fig. 3(b) shows intermediate results. The dotted line denotes the result of the integration in (17) (the "prediction step") and the solid line is the Gaussian distribution centered at the measured sample . These two pdfs are multiplied in (17) to combine the information from time evolution of the previous state and the new measurement.
Knowing the conditional pdf almost any estimation problem can be solved. For any (Borel) function , the estimator can be calculated by Furthermore, the maximum-aposteriory estimate for can be obtained by
The question arises whether can actually be calculated from (17) in closed form. Unfortunately, this is possible in only very few cases (including the linear case). Hence, for practically all nonlinear cases approximations are essential. This will be discussed in more detail in Section III.
2) Orbit Estimation: Very similar considerations as in the case of state estimation lead to a representation of required for orbit estimation. The result will be presented here without derivation (19) Recall that is the pdf of . In the special case of example (12) This minimization problem may formally be obtained by letting in (20) .
III. STATE ESTIMATION (FILTERING)
The objective of this section is to provide (approximative) solutions for (17) describing the temporal evolution of the pdf . This is far from being straightforward, since it features a functional equation. Approximation techniques will turn out to be essential. We again assume that is a Markov process with transition density function . We will also encounter Markov processes having transition densities that can be expressed only by delta functions, but we will use this slightly informal yet very convenient notation. In all cases, observations are taken according to where is a mapping and is a series of i.i.d. random variables having the common pdf .
In general, for Markov processes there exists no closed form solution of (17) . One important exception is the linear case, where the Markov process is given by where has a Gaussian distribution with covariance matrix , and is a matrix. Furthermore, assume has a Gaussian distribution with covariance matrix . Let the measurement process be given by where has a Gaussian distribution with covariance matrix , and is a matrix. Then where and are given by This is a direct consequence of (17) . This result provides not only a solution to (17) , but shows that in this case the infinite dimensional problem can be reduced to a finite dimensional problem, namely the equations for and characterizing the Kalman filter. In the general nonlinear case, no such theorem is available. A number of recent papers (see [30] , [63] , and references therein) was concerned with the question of existence of finite dimensional filters for nonlinear systems. Basically, it turned out that obtaining a finite dimensional filter for a given state space model is a very unusual event. Therefore, approximations are required for most of the cases of interest.
The classical approach to nonlinear problems is the extended Kalman filter (EKF) already encountered in the first section. The idea is to linearize the nonlinear equations along the estimated trajectory and then apply the Kalman filter. The EKF has seen successful application in many technical problems. For an overview, see [19] . The EKF has, however, a couple of serious drawbacks. First, it tends to fail if bad initial conditions are given. Furthermore, it will yield bad results if the problem is not well described by its linearization, especially for chaotic maps.
In this paper, we will consider basically two different kinds of approximations. The first one considers as a sequence in a function space. The problem is the infinite dimensionality of this space, which is usually exploited by the sequence . The idea of parametric approximation is to consider a finite dimensional submanifold in this space and to project onto this manifold. The coordinates of this manifold then serve as parameters yielding a finite dimensional representation. For continuous time problems, this program has been carried out by several authors; see [8] and [9] . The second approach is an extension of the Monte Carlo method. Basically, any Monte Carlo method employs a large ensemble of particles. This ensemble provides an empirical distribution. The idea is to prepare the ensemble so that if the number of particles goes to infinity, the limit distribution yields the required distribution. We will now discuss the parametric and the Monte Carlo approximation in detail.
A. Parametric Approximation of
Consider a set of positive integrable functions on which are normalized, i.e., for all . A parameterization of is a mapping where is a subset of a finite dimensional vector space. The parameterization is called faithful if necessarily yields . Such a set together with a faithful will be called a parameterized set of pdfs. Parametric sets of pdfs are well known in statistics, especially in parametric estimation theory; see [2] and [52] .
The basic idea of parametric approximation is to chose a parameterized family and replace by a sequence in , which by can be pulled back to a sequence in . We will consider two different classes of s, namely exponential and linear families. They will be introduced after the general scheme has been explained.
As
. The Kullback-Leibler distance is an interesting object occurring in many different fields of statistics. For its importance in limit theorems, see [4] .
There are many other useful metrics for probability densities that in principle could be employed for our purposes.
We found yet the Kullback-Leibler distance the most convenient one from a computational point of view, it is however by no means obvious whether the resulting estimators have any conceptual advantage over estimators that one obtains using other metrics.
Approximating by parameterized families of pdfs can be done in many ways, and we decided to do it as follows. We want to approximate by a simpler sequence of pdfs of a parameterized family of pdfs. We have basically two schemes differing only in when the approximation takes place: after the prediction and update steps are performed or between prediction and update step [see discussion after (17)].
Scheme I: Here, the approximation step takes place at the end after both the prediction and update steps are performed. Let be the parameterization of a parameterized family and let denote the Kullback-Leibler distance.
Initial Condition: Prediction and Update
Step: By applying (17) , calculate the intermediate result numerator
Approximation
Step: Calculate and then set . Scheme II: Here, the approximation step takes place between the prediction and the update step. Let be the parameterization of a parameterized family and let denote the Kullback-Leibler distance.
Initial Condition:
Approximation
Step: Calculate
Update
Step: numerator The main difference between the schemes is that for Scheme I, is always a member of the parameterized family. This is not the case for Scheme II. There, however, the update step is performed exactly, which may be an advantage. We now turn to the explanation of linear and exponential families.
1) Linear Families:
The use of these families is motivated by the quite obvious idea of approximating the pdf by a piecewise constant function, where the partition on which the function is constant is kept fixed. The piecewise constant function can also be considered as a convex combination of fixed characteristic functions. To generalize this idea, let be a set of normalized positive functions, i.e., for all . Then the resulting linear family consists of all convex combinations of the form where the s form the convex simplex For any pdf , the Kullback-Leibler distance reads as Since is a strictly convex function, again minimizing the Kullback-Leibler distance is a convex problem having a unique solution.
As a special class of linear models, we consider the case of nonoverlapping support of the s. This is, for example, the case when a pdf is represented by a piecewise constant function (histogram) on a grid. Using the method of Lagrange multipliers, it turns out that minimizing the Kullback-Leibler distance is equivalent to maximizing the function for and the Lagrange multiplier . Taking the derivative with respect to and setting it equal to zero yields The integral, however, only has to be extended over the support of , where all other vanish which yields Setting we get finally numerator fulfilling also the requirement . Unfortunately, approximations of pdfs using piecewise constant functions on a grid are feasible in low dimensions, only. The simulations shown in Fig. 3 for the one-dimensional tent map have been performed in this way. Already in two dimensions, however, the chaotic stretch and fold mechanism renders the pdf very complicated. In particular for low noise, it becomes a wildly fluctuating function that is localized along the underlying chaotic attractor (cf. Fig. 1 ). In this case, adapted grids are necessary to resolve the pdf properly.
2) Exponential Families: Exponential families are very important in statistical estimation theory, since many important random quantities obey an exponential distribution law. A thorough discussion of this subject is given in [5] . Their application to filtering of discrete time series was discussed in [10] and [11] . We already mentioned the successful application to the continuous time case in [9] . Let be a positive function on and is a set of functions. Let be the set of all for which is finite. A straightforward application of Hölders inequality yields that is a convex function and a convex set. Define the parameterization
Then is an exponential family that contains in particular the well-known Gaussian pdf. If we require the functions to be affinely independent, i.e., the function vanishes if and only if all are equal to zero, then the parameterization turns out to be faithful. The function called the potential renders the pdf normalized:
. Taking the derivative with respect to on both sides, one obtains
The are called the -moments or expectation parameters, in contrast to the , which are called canonical parameters. The s are called canonical statistics. One easily obtains the following identity:
Since the s are affinely independent, the functions are linear independent and, therefore, is a nonsingular positive definite matrix, called the Fisher metric. Hence, the function is strictly convex. Furthermore, it is easy to see that the expectation parameters and the canonical parameters are connected by a Legendre transform of the function , i.e.,
The Legendre transform of a strictly convex function, however, uniquely connects and ; hence, the expectation parameters are globally diffeomorphic functions of the . Therefore, the expectation parameters form another coordinate system for , which is of great use in the following. Now we consider the Kullback-Leibler distance for exponential families. More specific, let belong to an exponential family and be an arbitrary measure. This yields Minimizing this expression with respect to is again related to a Legendre transform of and, therefore, a convex optimization problem. Unfortunately, for many convenient exponential families there is neither a closed form expression for nor its Legendre transform. Therefore, numerical schemes have to be employed to compute them. We will briefly discuss some possible approaches in the Appendix.
A few remarks concerning the approximation by parameterized densities seem to be in order.
1) We have seen that in the approximation Scheme II, is not a member of the parameterized family. One may ask if for some special cases one can achieve that even in Scheme II, stays in the parameterized family. This is possible if as a function of is of exponential type. One may then chose an exponential family containing also , and since the multiplication of two exponential densities again yields an exponential density, the update step in Scheme II will keep a member of the exponential family. An important example is the following. Suppose is a Gaussian density. Then So if and affinely depend on the canonical statistics, then the update step will keep a member of the exponential family.
2) It turns out that the presented framework unifies a lot of known different approaches. For example, approximation by linear families (in our language) was already proposed in the 1970s (see [61] ). Furthermore, using exponential families amounts to compute a few moments of the actual distribution and discard the higher order ones (see the Appendix). This is in fact the main idea behind the assumed density principle (see [42] and [76] ). This approach has, however, been carried out only for Gaussian densities. Based on the assumed Gaussian density filter, a further simplification has been proposed by Julier and Ullmann (the unscented filter; see [43] ). The main idea here is to replace the exact calculation of the moments by an approximation that is applicable also in cases where the discrete time dynamical system equations are not given in mathematically closed form (e.g., if a continuous time system is investigated and a numerical integration scheme is employed).
3) The simplest approximation of pdfs within the framework of exponential families are Gaussian functions and the noise reduction of the Henon time series shown in Fig. 1(b) as well as the dash-dotted SNR improvement curve in Fig. 2 were computed in this way.
B. Monte Carlo Methods
Classically Monte Carlo methods where conceived to evaluate certain integrals that can be understood as the expectation value of a random quantity. Suppose, for example, is a function and a probability density and we want to calculate
The idea of Monte Carlo simulation simply is to generate a large number of other independent random variables (called the ensemble) featuring the same statistical properties, that is in this case having the distribution . Then (according to the law of large numbers) the expectation is approximately given by the empirical mean over the ensemble, which in our case means
The problem is, of course, how to generate the ensemble, which may be quite difficult for complicated .
These ideas can be modified for the purpose of state estimation in two ways. The idea of weighted particles is, roughly speaking, to work with a large number of independent Markov processes featuring the same statistical properties as the original signal process . The ensemble does not provide an approximation of , but allows for approximative calculation of any integral of the form by a weighted average over the ensemble of Markov processes. The weights depend on the observations . The SNR improvement result in Fig. 2 denoted "Monte C." was computed with the weighted particle approach. The decrease of the SNR improvement around 40 dB is due to the (finite) ensemble size of . Using more "particles" one may achieve better SNR improvement also for higher SNR of the time series (with higher computational costs, of course).
An alternative is the method of evolutionary particles, which in contrast to the weighted particles directly provides an ensemble approximating . This method consists of two steps resembling the prediction and the update step. The ensemble points are not independent like in the weighted particle method, whence the method is often called interacting particle method.
1) Weighted Particle Method:
The method of weighted particles was proposed and investigated theoretically by [25] . The idea is to generate independent Markov processes , where is, as before, the time and denotes the th member of the ensemble. All copies have the same statistics as the original signal process , i.e., the same initial distribution and the same transition pdf. Let be an arbitrary function. As already mentioned before, the method provides an approximation to the quantity by a weighted average over the ensemble points at fixed time , i.e.,
It only remains to give an expression for . Define the quantities for all
Theoretically, one can prove that where is a constant chosen to yield A profound analysis of the problem, however, shows that this method tends to diverge, and one should rather implement a limited memory version of the filter, where the memory depends on the ensemble size . This is done as follows. Let be a certain positive integer depending on the ensemble size . Then define the weights to be where we define if is negative or zero. Practically this method can be implemented as follows: Choose and integer closest to . Initial Condition: Let be independent samples of the pdf . For each allocate a weight vector and set all entries equal to one.
From to : Assume the ensemble and the weight vectors for time instant are given. For each let: 1) be a sample point of the pdf ; 2) for ; 3) .
Then is the new ensemble and the new weight vectors at time , which are renamed for the next time step. For any function , the conditional expectation then is approximately given by
2) Evolutionary Particle Method:
The evolutionary particle method uses an ensemble of particles generated by a sampling procedure resembling the prediction/update mechanism of (17), which renders the ensemble a particle approximation of itself. Again, let denote the ensemble at time . Fix another positive integer called the number of children. The dynamics of the particle ensemble is given by the following evolutionary process:
Initialization: Let be independent samples of the pdf . Prediction
Step: For each fixed produce an ensemble of children of by sampling times independently from the pdf . Update
Step: To each assign the probability numerator and select of the children each with probability . This gives the new ensemble . For any function , the conditional expectation then is approximately given by As far as we know, the evolutionary particle method remains to be investigated numerically as well as theoretically. Hopefully, also large deviation results like in [25] can be obtained.
IV. ORBIT ESTIMATION
Most of the papers considering noise reduction that emerged from the nonlinear dynamics community address the case of orbit estimation rather than state estimation, which is more an issue in the control engineering community.
A. Optimization Method for Deterministic Systems
We consider the case of a deterministic nonlinear system with observation noise, only (21) The aim is to find estimates of the original states from the collected measurements . In Section II, we derived a constrained minimization principle minimize (for the s) subject to the constraints for
The minimizer is the required estimate . In [36] , it was suggested to include the constraints into the cost function with an appropriate weight factor yielding an unconstrained minimization principle
We have seen that the minimizing argument of the cost function is the maximum-likelihood estimate of the orbit in the presence of dynamic noise. In this case, the weight factor turns out to be the ratio of the dynamic and the measurement noise. If no dynamic noise is present, one may as well apply the principle iteratively letting go to infinity. However, finding a minimizer of such a highly complex cost function is not easy. At least, we found simple methods such as Powell's method or gradient descent (see [57] ) to fail.
The first step is to transform the system into a simpler form using the so called observability map , which is defined as Since we want to use the observability map as a transformation, we assume it to be a global diffeomorphism. Furthermore, we assume to be a scalar valued function. A dynamical system featuring a diffeomorphic observability map is called observable. Defining the state variable it is easy to see that the system has the form . . . (22) Here, is given by and by , we denote the th element in the vector , i.e., Note that . Therefore, in (22) all variables can be replaced by and its temporal predecessors yielding the structure (23) Hence, we assume that the system has the structure (23). The minimization principle now reads as minimize (for the s) subject to the constraints for where is the measured time series. In the following, we shall use the abbreviation and analogous definitions for , , etc. Furthermore, we define the functions (24) (25) Using these abbreviations, we have to minimize as a function of subject to the nonlinear -dimensional constraint . Solving this problem is very difficult in general. Note that if the initial condition is considered as the independent variable, all other s are completely determined. Therefore, the choice of the initial condition is the only degree of freedom in the problem. But for chaotic dynamics the quadratic error will depend very sensitively on , resulting in a rather complicated error landscape with many local extrema. So any minimization of with respect to will be very difficult. Therefore, in the following, we shall not try to minimize directly but use an alternative strategy to find a less noisy deterministic orbit close to the measured orbit . Suppose we could obtain an exact orbit by iteratively adding small corrections to . Then is a shadowing orbit 3 for . The original orbit, on the other hand, is also a shadowing orbit for . For hyperbolic systems, one can conclude from this that lies on the stable manifold of if tends to infinity [6] and, therefore, , i.e., both orbits converge to the same asymptotic evolution.
In the following we shall briefly describe the least-squares-shadowing (LSS) method that has been proven to converge locally [12] . The main steps of this algorithm are the following. Suppose there is an estimate . Now linearize the nonlinear function (25) 
Suppose we have an estimate for (with in the first step). Our aim is to improve this estimate obtaining . Therefore, we linearize at every and abbreviate the resulting Jacobian matrices by Defining ( ) and , the minimization problem for the functions and then reads as minimize (26) with constraints (27) where . . . . . .
Note that in (27) there are unknown scalars but only equations. We therefore want to select from the (at least -dimensional) solution space the vector which minimizes condition (26) . The constrained minimization problem (26)- (27) can in principle be solved by computing a pseudoinverse using a singular value decomposition (SVD) [57] . However, for an orbit of points in dimensions the SVD of a matrix is needed. So even only for a few hundred points, the amount of storage and computational time needed is far too large. Therefore, we will employ in the following an alternative way for computing the pseudoinverse which is then used to solve the set of linear equations obtained from (27) . Using the pseudoinverse , the solution can be written as (28) Since the matrix is subjective, its pseudoinverse can be expressed as (29) The matrix inversion on the rhs of (29) can be performed by a multistep iteration scheme [67] . More precisely, to compute (28) we solve (30) for and then set (31) For approximately solving (30) , the Jacobi iteration scheme [67] is used with zero initial condition [12] . In our simulations, we observed that a single step of the Jacobi algorithm is sufficient to achieve convergence of LSS. Since the iteration starts at the origin, only the inversion of the diagonal blocks of the matrix shown at the bottom of the page is required. Denoting by the matrix consisting of these diagonal blocks . . .
we can write for (31) in the first step of the Jacobi iteration (33) where the inverse is given by the inverse block matrices . In this way, we obtain some explicit equations for . We reinsert the definition of and of (34) With the estimates of the desired states can be updated (35) where is a damping constant that can be used to enforce convergence of the LSS iteration scheme.
We finish this section with three remarks. 
2) It can be shown that if the system is not observable there are components that effectively do not enter the output and, therefore, cannot be recovered using output data. Furthermore, if the system is observable the problem of calculating remains. Since time is not a constraint in this approach, it can be done using a numerical scheme. How this can be incorporated into LSS requires further investigation. 3) Note, however, that LSS in general will not find the optimal solution, i.e., the global minimum of (24) . LSS solves a consecutive series of linear minimization problems that in general does not converge to the global minimum of the nonlinear problem. This remark, by the way, applies also to the methods considered in [24] . What LSS in fact does is to reduce the dynamic error in an orbit by a series of small steps. Although LSS does not find the optimal solution, it will converge to an exact orbit at least locally [12] .
B. Other Approaches
To solve either the constrained or the unconstrained minimization principle (in the absence or presence of noise, respectively), many different approaches have been suggested. We shall briefly mention some of the original works as well as some articles providing a survey of methods.
Unconstrained minimization was considered in [46] - [48] , more as an ad hoc scheme rather than a probability theory-based approach. To solve the minimization problem, mostly gradient descend was employed [20] . The interpretation of the unconstrained minimization as a maximum-likelihood principle was, to our knowledge, pointed out first by [22] . Hammel [36] discusses noise reduction as a shadowing problem.
The constrained minimization also was investigated by many authors. An approach using the method of Lagrange multipliers was suggested by [29] . In their original paper, the manifold decomposition technique was suggested to solve the resulting nonlinear Lagrange equations, which is of theoretical interest but seems to be quite hard to implement. In [68] , it was suggested to solve the Lagrangian equations by Newton's method. Again, however, the techniques do not seem to work offhand. At least we were not able to reproduce their results.
If the state space of the system has only finitely many points (or can suitably be approximated by such a system), noise reduction corresponds to finding an optimal path in a decision tree. This tree grows, of course, exponentially with the number of orbit points, but presumably there are branches having small probability compared to the other branches and, therefore, can be discarded. This method was carried out in [23] and [50] .
So far only the maximum-likelihood approach, which effectively results in an optimization problem, was addressed. One may ask whether other approaches such as calculating the conditional expectation yield convenient noise reduction methods. The problem here turns out to be the enormous complexity of the conditional pdf . To calculate the expectation by direct quadrature is merely impossible in practically all cases. In [22] , however, an interesting Monte Carlo approach to this problem was suggested. The difficulty is, of course, to sample from the very complex conditional pdf. This is a general problem often encountered also in other fields where Monte Carlo methods are applied, for example, thermodynamics, and therefore sophisticated methods have been conceived to overcome this problem, namely the Markov-Chain-Monte-Carlo or Metropolis-Hastings method. For a general introduction to these methods see, e.g., [38] . To our knowledge, noise reduction using these techniques has been investigated only by [22] , and we think that this approach merits further research.
C. Approaches for Unknown Dynamics
So far, we assumed the measurement function and the dynamical system (or equivalently the transition pdf) to be known. Of course, the presented approaches cannot be applied directly if the underlying equations are not known. Therefore, in this section we shall briefly discuss different approaches for orbit estimation with limited preknowledge.
All methods assuming no or little knowledge of the signal process need a certain idea of what kind the signal process should be. Basically, it is implicitly or explicitly assumed that the underlying signal belongs to a certain class . Then the method finds the member of that is "at most in accordance" with the given data with respect to a certain measure of accordance.
If a model for the data is available (derived from first principles, for example) and only some parameters are unknown, then the filtering task can be incorporated into the framework of this paper. The idea is to specify the model up to an unknown parameter vector and to treat this as a further state vector to be reconstructed. So suppose the dynamical system has the following form:
Now, introducing a further state equation of the form the unknown parameter can be considered as a part of the unknown state and is recovered by the usual filtering process.
If no dynamical equations are known for the data, some modeling has to be done in combination with or previous to noise reduction. This modeling is usually done assuming the dynamics are essentially deterministic. For deterministic dynamical systems, state space reconstruction from scalar time series is possible using delay coordinates [55] , [58] , [59] , [72] . The resulting states consist of sequences of measurement values and provide a faithful representation of the underlying dynamics if the dimension is large enough.
Having successfully embedded the underlying dynamics in a reconstructed state space one may approximate the induced flow using globally or locally defined models. Global modeling using a superposition of radial basis functions has, for example, be used in [40] for subsequent noise reduction. Most noise reduction methods based on delay reconstruction, however, are based on local approximations of the flow in reconstruction space [27] , [60] , [64] , or of some (sub)manifold containing the reconstructed states [16] , [17] , because local approximations are very efficient and flexible (and suffer not from a possible poor choice of basis functions). Well written reviews comparing different implementations of the basic idea may be found in [31] , [45] , and [46] . Such methods have been applied successfully for denoising speech signals [32] , [33] or EEG data [34] and in studies on chaos based communication schemes [62] . However, they have to applied very carefully to avoid artifacts and misinterpretations [53] . When applied iteratively (what is typically done), most of the algorithms first improve the SNR but start to destroy/scramble the data completely when iterations are continued.
Finally, we want to mention some recent approaches for noise reduction exploiting the existence of (unstable) periodic orbits in chaotic systems [75] and the availability of some simultaneously measured reference data set [71] .
D. Linear Prefiltering
With all noise reduction methods introduced above, one may have the idea to apply a linear filter first (for example, to remove some high-frequency noise) and then some of the methods to filter out the signal of interest.
The influence of FIR and IIR filters on attractor reconstruction was investigated by several authors [15] , [18] , [21] , [51] , [56] , [58] , [59] .
It turned out that almost all FIR filters do not destroy the faithful reconstruction of the dynamics via delay reconstruction of the filtered signal. However, with chaotic signals, strong filtering may lead to additional folding of the reconstructed attractor due to the underlying stretch and fold mechanism. This makes any subsequent modeling and nonlinear noise reduction more difficult, and one should check whether it is for the given data and task perhaps better to abandon linear FIR filtering at all. With IIR filters, the situation is even more involved because these filters may even destroy important features of the embedding when applied prior to delay reconstruction. If the noise comes from a deterministic (chaotic) source, it may be canceled using some nonlinear inverses of linear filters which are constructed using state space reconstruction [14] . Discrete valued signals can be separated from chaotic time series using some feedback stabilization method [13] .
V. MESSAGE TRANSMISSION
Many important applications of signal processing concern the problems occurring in message transmission. A schematic communication device is plotted in Fig. 4 . We first rederive the mathematical description given in (13) . The message is assumed to be a sequence of i.i.d. random The message is put into the transmitter, which produces a signal capable of passing the channel over long distance. In the channel, the signal is corrupted by noise. The receiver produces an estimate of the message.
variables assuming the values 0 or 1 with probability 0.5 each. Furthermore, the state of the transmitter at time instant is described by a -dimensional vector , and is assumed to be fully described as a function of and the incoming message , i.e.,
The state of the channel (as seen by the receiver) is assumed to be a function of the state of the transmitter plus corrupting noise, i.e., as usual. One may assume even more complex models for the channel including feedback or even channel echoes causing a delay dynamics. Usual feedback can be incorporated into the transmitter dynamics; delay systems, however, are not considered here.
The receiver is any device that produces a reasonable estimate for the actual message using only what has been transmitted through the channel up to time . This is, shall be an estimator for based on the time series . We have seen that this problem can be solved if the conditional probability is known. This function tells us the probability of being equal to . Although is 0 or 1 each with probability 0.5, we, of course, expect much more close to either 1 or 0 depending on whether the measurements are in accordance with the event or not, respectively. The performance of a binary communication channel is usually measured by the bit-error rate (BER), which is defined as where is the transmitted and is the received message. If the process is ergodic, we have that for It is, therefore, reasonable to seek an estimator that minimizes . It turns out that the MAE does the job. To see this, note that for a constant being either 0 or 1 If we assume the estimator to be -measurable, we can replace by in the preceding equations, which yields Taking to be the minimizer of , we hence minimize over all such estimators. But by an elementary property of the conditional expectation whence we see that we also minimize the expected bit error which is (in the ergodic case) equal to the BER.
can easily be calculated if is available. We will show this now. First, recall that is a discrete variable, so probabilities and pdfs are the same. Furthermore, the notation suppresses the fact that it is a function of as well. We have according to Bayes' rule
36)
The second pdf is equal to , since and are independent. Furthermore, . The first term turns out to be All constants are normalization constants. So defining the function we have that To tackle a message transmission problem numerically, one has to calculate the functions replacing by any of the approximations introduced in the preceding sections. Fig. 5 shows the BER that is achievable with this approach for a chaotic signal contaminated by additive Gaussian noise.
The model was as follows. We used For we used the identity map, i.e.,
As an exponential family we used truncated Gaussian densities, i.e.,
In principle the potential could be expressed using the error function, which is provided by custom mathematical software packages. However, for large arguments the error function is close to one. Since is basically the logarithm of the difference of two error functions, spurious cancellation may take place, leading to wrong results. We therefore employed a direct power series expansion explained in the Appendix.
VI. CONCLUSION
This paper addresses the problem of estimating the state of dynamical systems from uncertain information. We restricted ourselves to dynamical systems that are Markov processes, for this case is probably the most studied so far and also proves applicable to recently proposed communication schemes. We pointed out that the term noise reduction commonly denotes a couple of different tasks. Precise definitions of these tasks are formulated using a probabilistic framework. In the main part of the paper, we focused mainly on two of them: namely, state and orbit estimation.
We presented a fundamental approach to these problems using a probabilistic formalism providing a unifying framework for conventional and new algorithms. Furthermore, a couple of common ad hoc procedures could be identified as certain approximative solutions. The presented selection is by no means exhaustive. Our goal was to convince the reader that new effective tools are available for many practically interesting cases, outperforming standard methods (e.g., EKF) in many numerical testing cases.
We have mentioned also a variety of other problems related to nonlinear noise reduction and showed how minor modifications of the theory yield useful approaches for various cases, e.g., parameter estimation (identification of dynamical systems), message transmission problems, and even solutions for unknown dynamics.
In this paper, the performance of the proposed algorithms was illustrated by means of (obviously not exhaustive) numerical simulations. A more rigorous analysis of the performance of filtering algorithms, however, requires some much more elaborated mathematical tools. The space available in this paper as well as its intention as a collection of applicable recipes did not allow for a detailed representation of available results on performance analysis.
Furthermore, supposing a filtering algorithm yields unsatisfactory results, we do not know whether this is due to an insufficient algorithm or a principal intrinsic indeterminism of the problem. Since the problem we are dealing with is stochastic, no algorithm will ever perform without any error. So an important goal for future research is to obtain an estimate of the maximal achievable accuracy for the given dynamical system. Considering the few and specialized results in this field, we have the impression that sufficiently general and convenient results are quite difficult to obtain.
APPENDIX

Kullback-Leibler Distance for Exponential Families
Let be the parameterization of an exponential family with canonical statistics , and carrier measure . Let be an arbitrary pdf and define the quantities Then, for the Kullback-Leibler distance , we have So the minimization of the Kullback-Leibler distance is equivalent to calculating (37) which is a Legendre transform of . This Appendix will be concerned with numerical methods to compute as well as the Legendre transform, or more exactly the minimizing argument .
Suppose first that convenient expressions for as well as its first and second derivatives, i.e., the expectation parameters and their Jacobian respectively, are available. To solve the maximization problem (37) , consider a scheme of the form where is the Newton direction and is a damping factor taken from the one-dimensional maximization problem So is chosen to maximize the problem not globally but along the Newton direction. This scheme can be proven to converge globally. Locally the convergence is even quadratic, i.e., the number of valid digits doubles at every iteration step. There are further modifications simplifying both the computation of as well as the Newton direction, which may both be very costly.
Remark that the Newton algorithm in principle cannot fail. However, the problem is that all quantities needed for the Newton scheme are given only approximately, and we observed that computing and its derivatives far from the usual range with necessary accuracy is not easy. Therefore, if the Newton scheme does not converge, the reason is often failure of the routines computing the quantities entering Newton's scheme. We will now turn to the problem of computing them for a certain class of families called convenient.
Design of Exponential Families
The exponential family we want to use for a state estimation problem is not given in general but has to be designed. Usually it is required that certain functions are among the canonical statistics. Is it possible to extend them to canonical statistics of an exponential family? Suppose the following growth condition is fulfilled for a certain and . Then setting with , we have that is an integrable exponential family with parameter space and . We can also set to a constant positive value and define an exponential family with . We will call both exponential families convenient with respect to the . Of course, our growth condition and function is only one possible choice to get an exponential family with a prescribed set of canonical statistics. However, our has the advantage to factorize.
Potential Function for Convenient Exponential Families
We now proceed to derive a power series expansion for the function for convenient exponential families. The notation will be adopted only in this Appendix and is not to be confused with the transition pdf. The coefficients in the power series expansion of are closely related to higher moments of . For calculations involving higher order moments, the concept of multiindices is useful. A -dimensional multiindex is an element of . For a multiindex , use the following notations:
Now we let Defining the point , we have the following straightforward identity: (38) where . This reduces the problem of computing at an arbitrary point to the computation of as well as higher order moments at a certain fixed point . For these quantities, we have Now is a homogenous function of degree . Substituting we get The integral is a constant which may be computed offline. So far, we used only the homogenity of . Now for our convenient exponential families, we have which finally yields To calculate the , it can be very helpful to exploit symmetries and invariance properties of the s. For example, the s may be functions that factorize into functions depending on one coordinate only. Then all factorize as well, and finally by choice of , all factorize into integrals over only one coordinate. If, for example, the s are monomials, these integrals can be expressed in closed form using again the -function.
The problem of representing is now solved. In principle, we could get the moments for general from computing higher formal derivatives of the power series for . That is, use the general equation and apply it to (38) . The approximation by taking a truncated power series expansion for and compute formal derivatives is, however, of less order than the approximation for itself. There are, however, other methods exploiting the fact that the moments cannot be completely independent in general.
We will investigate in the following for the special case that the canonical statistics are monomials and is the Lebesgue measure. To denote these monomials, let be a set of -dimensional multiindices, i.e., each denotes a whole -dimensional multiindex and denotes the th entry so that the canonical statistics can be written as It is readily seen that satisfies a set of partial differential equations in this case. The partial differential equations will be valid in the interior of the parameter space, so we can assume it to be open. Now substitute for every and close to one. Then we have where . This property will be referred to as the invariance property of . Now take the gradient of both sides with respect to and set them all equal to 1, which yields (39) This is the desired set of equations. These equations can be extremely helpful for computing higher moments. Since , we get from the preceding equation by dividing through . This equation may be analyzed by linear tools for the solution space. To obtain similar relations for higher order moments, take the derivative of (39) and again divide by . There are again further symmetries in this problem: Let be two -dimensional multiindices. Now if then . The problem, of course, becomes more and more involved and may require computational algebraic methods. It seems that symmetry plays an essential role here, and maybe by employing group theory one can get more general results.
