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1 Introduction
The results presented in this thesis are mainly motivated by natural language processing, partic-
ularly parsing. Parsing is a process that enhances a string (e.g. a sentence in a natural language)
with syntactic structure.1 Let us consider, for example, the sentence
I saw the man with the telescope.
We can assign a word class to each word of the sentence:
pronoun verb determiner noun preposition determiner noun
| | | | | | |
I saw the man with the telescope
In the natural language processing community, such word classes are called part-of-speech tags.
Now we combine words of the sentence to larger grammatical (in the sense of linguistics)
units, so-called constituents. For example, we can combine “the” and “man” to a noun phrase (i.e.
a constituent that acts as a noun in a sentence). The constituent “the telescope” and the word
“I” can also act as a noun and are thus noun phrases. The combination of a noun phrase and
a preposition is called a prepositional phrase. The combination of a verb, a noun phrase, and
a prepositional phrase is a verb phrase. Finally, a sentence may consist of a noun phrase (the
subject of the clause) and a verb phrase. This grammatical description of the sentence can be
visualised as a tree, a so-called constituent tree (shown in figure 1.1). Constituent trees are one
kind of syntactic structures. The rules of how to build constituents are traditionally given as a
sentence
noun phrase
pronoun
I
verb phrase
verb
saw
noun phrase
determiner
the
noun
man
prepositional phrase
preposition
with
noun phrase
determiner
the
noun
telescope
Figure 1.1: A constituent tree
1There is also semantic parsing, which we will ignore in this thesis.
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formal grammar. For example, the rule “telescope is a noun” can be written as
NN → telescope
where NN is an abbreviation for noun and the rule “the combination of a preposition and a
noun phrase is called a prepositional phrase” can be written as
PP → IN NP
where PP , IN , and NP are abbreviations for prepositional phrase, preposition or subordinating
conjunction, and noun phrase, respectively. If we collect all the rules that were used in our
example, we end up with
𝑆 → NP VP NP → PRP PRP → I VP → VBD NP PP
VBD → saw NP → DT NN DT → the NN → man
PP → IN NP IN → with NN → telescope
which constitutes a context-free grammar. Context-free grammars are the traditional model for
constituent trees [Cho56; Cha96]. Many linguistic theories of constituency have been devised
since 1956, see Müller [Mül18] for an overview. Requirements for a linguistic theory to be used
for parsing are:
• a mathematical formalisation of the linguistic theory (we call this mathematical formali-
sation a grammar formalism),
• the existence of data with annotations that are compatible with the grammar formalism
(such data are called corpora), and
• an efficient parsing algorithm for the grammar formalism.
Hence, among others, tree-adjoining grammars [JLT75; SJ88; Chi00], tree substitution grammars
[continuous: Sch90; Bod92; discontinuous: CSS11; CSB16], lexical functional grammars [KB82;
Rie+01], context-free grammars with latent annotations [MMT05; Pet+06], linear context-free
rewriting systems [VWJ87; KM13], combinatory categorial grammars [Ste87; Cla02; LLZ16],
and minimalist grammars [Sta97; Tor+19], have been used for parsing. Recently, transition-
systems were also used to describe constituent trees [Ver14; Mai15; CC17].
Dependency trees are another kind of syntactic structures. They model the dependencies
between words of the given sentence. For example, the word “I” in our sentence is the subject
of the word “saw”. This dependency is expressed by an arrow from “saw” to “I” that is labelled
with “subject”. The root is usually the verb of the sentence, in our case “saw”. An example of
a dependency tree is shown in figure 1.2. To improve readability of a dependency tree, the
sentence is written under the tree, and each word in the sentence is connected to the equally
labelled node in the tree by a dashed line.
In this dissertation, we will restrict ourselves to constituent trees.2 Furthermore, we restrict
ourselves to grammar-based models since they allow us to use results in formal language theory
to improve parsing. More precisely, we will assume that the possible syntactic structures are
2Note that constituent trees can be converted to dependency trees [JN07].
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I
saw
the
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with the
telescope
su
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ct object
modifier
de
ter
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er
de
ter
mi
ne
rca
se
I saw the man with the telescope
Figure 1.2: A dependency tree
defined by a multiple context-free grammar [Sek+91].
Why multiple context-free grammars?
The choice of grammar formalism used for parsing a natural language mainly depends on the
answers to two questions:
(i) Does the grammar formalism permit an efficient parsing algorithm?
(ii) How closely can the syntactic structures of the natural language be modelled with the
grammar formalism?
Let us consider the context-free grammars from before. They can be parsed efficiently: in time
cubic in the number of words of the sentence. However, they lack the ability to model what is
called discontinuous constituents [MS08] and non-projective dependencies [KS09]. Figure 1.3a
shows an example of a constituent tree with discontinuous constituents. The verb phrases
“Darüber nachgedacht“ und “Darüber nachgedacht werden” are both discontinuous because in
the sentence there is the word “muß” in between. Figure 1.3b shows an example of a dependency
tree with non-projective dependencies (the node labels and edge labels were omitted). The words
that depend on “hearing” are “A hearing on the issue”. These dependencies are not projective
because in the sentence, there are the words “is scheduled” in between. Discontinuity and
non-projectivity are evident from crossings of edges, highlighted by circles. The phenomena of
discontinuity and non-projectivity occur frequently in natural language corpora, e.g. about 28
percent of all sentences in both the NeGra corpus [Sku+98] and the TIGER corpus [Bra+04]
contain discontinuous constituents [MS08, table 6] and about 23 percent of all sentences in the
Prague Dependency Treebank3 contain non-projective dependencies [KS09, section 1].
As a response to the inadequacy of context-free grammars, Joshi [Jos85, section 6.3.3] formu-
lated four criteria (which refine our two criteria from before) for a grammar formalism to be
suitable for parsing [cf. Kal10, section 1.1]:
(i) it extends context-free grammars,
3https://ufal.mff.cuni.cz/pdt/Corpora/PDT_1.0/
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𝑆
VMFIN
muß
VP
VP
PROAV
Darüber
VVPP
nachgedacht
VAINF
werden
(a) A constituent tree with discontinuous con-
stituents taken from MS08, figure 3.
A hearing is scheduled on the issue today
(b) A dependency tree with non-projective dependencies
taken from KS09, figure 2.
Figure 1.3: Discontinuous constituents and non-projective dependencies
(ii) it is able to describe (a limited amount of) discontinuity/non-projectivity,
(iii) it is polynomially parsable, and
(iv) it only generates languages of constant growth.4
He calls the class of such grammar formalisms mildly context-sensitive grammars. Multiple
context-free grammars are mildly context-sensitive [Wei88, section 4.3; Kal10, page 24]. Fur-
thermore, they are at least as expressive as combinatory categorial grammars [VWJ86; WJ88],
linear indexed grammars [Vij88], head grammars [Sek+91], string-generating linear context-
free rewriting systems [Sek+91],5 finite-copying lexical functional grammars [Sek+93], and
minimalist grammars [Mic01b; Mic01a]. A more detailed review of the relations between multi-
ple context-free grammars and similar grammar formalisms is shown in appendix A.
Characterisation results, particularly automaton characterisations, are sometimes used to
derive efficient algorithms for various problems in computer science [e.g. in model checking:
VW94; or in parsing: Hul11; KM15]. This thesis provides or extends two characterisation results
of multiple context-free grammars and investigates their use for parsing natural languages.
Outline
The majority of this thesis is devoted to three theoretical questions:
• Chapter 3: What kind of automata is equivalent to multiple context-free grammars? For
this, we will enhance finite state automata with a so-called tree-stack.
• Chapter 4: How can automata that are enhanced with a storage mechanism be approxi-
mated by automata with a simpler storage mechanism?
• Chapter 5: How can weighted multiple context-free grammars be decomposed into a
homomorphism, a regular language, and a bracket language? Such a decomposition is
called a Chomsky-Schützenberger representation.
4Intuitively, constant growth means that each application of a rule of a grammar (in the given formalism) only
contributes a bounded number of words to the sentence.
5String generating linear context-free rewriting systems are in fact equivalent to multiple context-free grammars.
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Chapter 1:
Introduction
Chapter 2:
Preliminaries
Chapter 3:
An automaton charac-
terisation for weighted
MCFLs
Section 6.1:
Introduction
Section 6.2:
Parsing weighted
PMCFGs using
weighted TSAs
Chapter 4:
Approximation of
weighted automata with
data storage
Section 6.1:
Introduction
Section 6.3:
Coarse-to-fine parsing
of weighted automata
with storage
Chapter 5:
A Chomsky-
Schützenberger char-
acterisation of weighted
MCFLs
Section 6.1:
Introduction
Section 6.4:
Chomsky-
Schützenberger parsing
of weighted MCFGs
Figure 1.4: Reading this thesis
Based on the answers to those questions, we provide three parsing algorithms for multiple
context-free grammars in chapter 6:
• Section 6.2: A parsing algorithm based on tree-stack automata.
• Section 6.3: A parsing algorithm based on tree-stack automata and approximation.
• Section 6.4: A parsing algorithm based on the Chomsky-Schützenberger representation.
This thesis is structured to allow readers to skip over material that they are not interested in.
The diagram in figure 1.4 visualises the (partial) order in which the main chapters and sections
are intended to be read. An arrow 𝐴 𝐵 denotes that 𝐴 should be read before 𝐵. Chapter 2
can safely be skipped if the reader is familiar with formal language theory, multiple context-free
languages, and weighted languages. The appendix contains material that supplements the other
chapters but is not essential for the exposition.
13

2 Preliminaries
2.1 Basic mathematical concepts
2.1.1 Sets
We will use an intuitive notion of sets in this work. A set is a collection of pairwise different
objects; each of those objects is called an element of the set. The empty set , i.e. the set that
contains no elements, is denoted by ∅. Every set that is not ∅ is called non-empty. A set that
contains exactly one element is called a singleton (set). Let 𝐴 be a set. We write 𝑎 ∈ 𝐴 to denote
that the object 𝑎 is an element of 𝐴, and 𝑎′ ∉ 𝐴 to denote that the object 𝑎′ is not an element of
𝐴. The set 𝐴 is called finite if it has a finite number of elements; otherwise 𝐴 is called infinite.
The set 𝐴 is called countable if its elements can be assigned a natural number such that different
elements get different numbers. We call 𝐴 uncountable if it is not countable. Note that every
finite set is countable and every uncountable set is infinite. The cardinality of 𝐴, denoted by |𝐴|,
is the number of elements of 𝐴 if 𝐴 is finite, and ∞ otherwise.
Let 𝐴 and 𝐵 be sets. By 𝐴 ∪ 𝐵, 𝐴 ∩ 𝐵, and 𝐴 ∖ 𝐵, we denote the union of 𝐴 and 𝐵, the
intersection of 𝐴 and 𝐵, and the difference of 𝐴 and 𝐵 (i.e. the set of all elements of 𝐴 that
are not elements of 𝐵), respectively. We call 𝐴 and 𝐵 disjoint if 𝐴 ∩ 𝐵 = ∅. We write 𝐴 ⊆ 𝐵,
𝐴 ⊇ 𝐵, 𝐴 ⊊ 𝐵, or 𝐴 ⊋ 𝐵 to denote that 𝐴 is a subset, a superset, a proper subset, or a proper
superset, respectively, of 𝐵. The power set of 𝐴, denoted by 𝒫(𝐴), is the set of all subsets of 𝐴.
A partition of 𝐴 is a set 𝔓 ⊆ 𝒫(𝐴) such that the elements of 𝔓 are non-empty, pairwise disjoint
(i.e. each 𝔭1, 𝔭2 ∈ 𝔓 with 𝔭1 ≠ 𝔭2 are disjoint), and cover 𝐴 (i.e. ⋃𝔭∈𝔓 𝔭 = 𝐴). The elements
of a partition 𝔓 are called cells.
We abbreviate {0, 1} by 𝔹. The set of natural numbers (including 0) is denoted by ℕ and
ℕ ∖ {0} is denoted by ℕ+. For each 𝑘 ∈ ℕ, we abbreviate {1, …, 𝑘} by [𝑘]. Note that [0] = ∅.
The sets of real numbers, of non-negative real numbers, and of non-positive real numbers are
denoted by ℝ, ℝ≥0, and ℝ≤0, respectively.
We frequently use the set-builder notation, i.e. given an expression 𝑒 and a logical formula 𝛷
with free variables 𝑥1, …, 𝑥𝑘, we write {𝑒 ∣ 𝛷} to denote the set 𝑍 defined as follows:
(i) Let 𝑌 ​ be the set of all tuples (𝑦1, …, 𝑦𝑘) such that the closed formula obtained by replacing,
for every 𝑖 ∈ [𝑘], every occurrence of 𝑥𝑖 in 𝛷 with 𝑦𝑖 is true.
(ii) Then 𝑍 is the set that contains for each (𝑦1, …, 𝑦𝑘) ∈ 𝑌 ​ the value obtained by replacing,
for every 𝑖 ∈ [𝑘], every occurrence of 𝑥𝑖 in 𝑒 with 𝑦𝑖.
We sometimes write {𝑒 ∈ 𝑈 ∣ 𝛷} instead of {𝑒 ∣ (𝑒 ∈ 𝑈) ∧ 𝛷}.
Let 𝑘 ∈ ℕ and 𝐴1, …, 𝐴𝑘 be sets. The Cartesian product of𝐴1, …, 𝐴𝑘, denoted by 𝐴1×…×𝐴𝑘,
is the set {(𝑎1, …, 𝑎𝑘) ∣ 𝑎1 ∈ 𝐴1, …, 𝑎𝑘 ∈ 𝐴𝑘}.
15
2 Preliminaries
2.1.2 Binary relations
Let 𝐴 and 𝐵 be sets. A binary relation (over 𝐴 and 𝐵) is a subset of 𝐴 × 𝐵. Let 𝑅 be a binary
relation over 𝐴 and 𝐵. The inverse of 𝑅, denoted by 𝑅−1, is the binary relation {(𝑏, 𝑎) ∈ 𝐵×𝐴 ∣
(𝑎, 𝑏) ∈ 𝑅}. The complement of 𝑅 (with respect to 𝐴 and 𝐵), denoted by ?̸?𝐴×𝐵 (or ?̸? if 𝐴 and
𝐵 are clear from the context), is the set (𝐴 × 𝐵) ∖ 𝑅. For each 𝑎 ∈ 𝐴, the image of 𝑎 (in 𝑅),
denoted by 𝑅(𝑎), is the set {𝑏 ∈ 𝐵 ∣ (𝑎, 𝑏) ∈ 𝑅}. For each 𝐴′ ⊆ 𝐴, the image of 𝐴′ (in 𝑅),
denoted by 𝑅(𝐴′), is the set ⋃𝑎′∈𝐴′ 𝑅(𝑎
′). The image of 𝑅, denoted by img(𝑅), is the set 𝑅(𝐴).
The domain of 𝑅, denoted by dom(𝑅), is the set 𝑅−1(𝐵). Now let 𝐶 be a set and 𝑆 ⊆ 𝐵 × 𝐶
be a binary relation. The (sequential) composition of 𝑅 and 𝑆, denoted by 𝑅 ; 𝑆, is the binary
relation {(𝑎, 𝑐) ∈ 𝐴 × 𝐶 ∣ (𝑎, 𝑏) ∈ 𝑅 ∧ (𝑏, 𝑐) ∈ 𝑆}. Let 𝐴′ ⊆ 𝐴. The restriction of 𝑅 to 𝐴′,
denoted by 𝑅|𝐴′ , is the binary relation {(𝑎, 𝑏) ∈ 𝐴′ × 𝐵 ∣ (𝑎, 𝑏) ∈ 𝑅, 𝑎 ∈ 𝐴′}.
Partial orders and equivalence relations. Let 𝐴 be a set. An endorelation (on 𝐴) is a
binary relation over 𝐴 and 𝐴. The identity relation of 𝐴, denoted by id(𝐴), is the endorelation
{(𝑎, 𝑎) ∣ 𝑎 ∈ 𝐴}. Any subset of id(𝐴) is called a partial identity on 𝐴. Let 𝑅 ⊆ 𝐴 × 𝐴 be an
endorelation. We call 𝑅
• reflexive (w.r.t. 𝐴) if id(𝐴) ⊆ 𝑅;
• transitive if 𝑅 ; 𝑅 ⊆ 𝑅;
• symmetric if 𝑅−1 = 𝑅;1
• antisymmetric if 𝑅−1 ∩ 𝑅 ⊆ id(𝐴);
• an equivalence relation (on 𝐴) if it is reflexive w.r.t. 𝐴, symmetric, and transitive; and
• a partial order (on 𝐴) if it is reflexive w.r.t. 𝐴, antisymmetric, and transitive.
The transitive closure of 𝑅, denoted by 𝑅+, is the smallest transitive superset of 𝑅. The reflexive,
transitive closure of 𝑅, denoted by 𝑅∗, is the endorelation 𝑅+ ∪ id(𝐴).
Let 𝑆 ⊆ 𝐴 × 𝐴 be an equivalence relation, and 𝑎 ∈ 𝐴. The equivalence class of 𝑎 (in 𝑆),
denoted by [𝑎]𝑆, is the set {𝑎′ ∈ 𝐴 ∣ (𝑎, 𝑎′) ∈ 𝑆}. We may write [𝑎] instead of [𝑎]𝑆 if 𝑆 is
clear from the context. The quotient of 𝐴 with respect to 𝑆, denoted by 𝐴/𝑆, is the set of all
equivalence classes in 𝑆, i.e. {[𝑎]𝑆 ∣ 𝑎 ∈ 𝐴}.
Partial orders are usually represented by asymmetric symbols like ⊴, ≤, and ⊑. The inverse
of some partial order is represented by the vertical mirror image of the partial orders symbol, e.g.
⊴−1, ≤−1, and ⊑−1 are written as ⊵, ≥, and ⊒, respectively. Moreover, we strike the horizontal
line of the symbol for a partial order when we refer to the binary relation obtained from the
partial order by removing the identity, e.g. we write ⪇ instead of ≤ ∖ id.
Partial functions and total functions. Let 𝐴 and 𝐵 be sets and 𝑅 ⊆ 𝐴 × 𝐵 be a binary
relation. We call 𝑅
• functional (w.r.t. 𝐴) if |𝑅(𝑎)| ≤ 1 for each 𝑎 ∈ 𝐴;
• injective (w.r.t. 𝐵) if 𝑅−1 is functional w.r.t. 𝐵;
• total (w.r.t. 𝐴) if dom(𝑅) = 𝐴;
1Note that 𝑅−1 ⊆ 𝑅 implies 𝑅−1 = 𝑅.
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• surjective (w.r.t. 𝐵) if img(𝑅) = 𝐵;
• a partial function (from 𝐴 to 𝐵) if it is functional w.r.t. 𝐴;
• a (total) function (from 𝐴 to 𝐵) if it is functional and total w.r.t. 𝐴; and
• a bijection (between 𝐴 and 𝐵) if it is injective and surjective w.r.t. 𝐵 and a total function
from 𝐴 to 𝐵.
The set of partial functions from 𝐴 to 𝐵 is denoted by 𝐴 ‧‧➡ 𝐵 and the set of total functions
from 𝐴 to 𝐵 is denoted by 𝐴 → 𝐵. Let 𝑓 be a partial function from 𝐴 to 𝐵 and (𝑎, 𝑏) ∈ 𝐴 × 𝐵.
The update of 𝑓 with (𝑎, 𝑏), denoted by 𝑓[𝑎/𝑏], is the partial function 𝑓|𝐴∖{𝑎} ∪ {(𝑎, 𝑏)}.
Let 𝐴 and 𝐼 be sets. An (𝐼-indexed) 𝐴-family is a function from 𝐼 to 𝐴. We sometimes define
𝐼-indexed families using an expression of the form (𝑎𝑖 ∣ 𝑖 ∈ 𝐼) where 𝑎𝑖 is some notation that
may contain the variable 𝑖. Then (𝑎𝑖 ∣ 𝑖 ∈ 𝐼) is shorthand for {(𝑖, 𝑎𝑖) ∣ 𝑖 ∈ 𝐼}. We call 𝐼 the
index of (𝑎𝑖 ∣ 𝑖 ∈ 𝐼).
Writing conventions.
• We sometimes write 𝑎 𝑅 𝑏 rather than (𝑎, 𝑏) ∈ 𝑅.
• We write 𝑓: 𝐴 ‧‧➡ 𝐵 and 𝑔: 𝐴 → 𝐵 rather than 𝑓 ∈ 𝐴 ‧‧➡ 𝐵 and 𝑔 ∈ 𝐴 → 𝐵 to denote
that 𝑓 is a partial function from 𝐴 to 𝐵 and 𝑔 is a total function from 𝐴 to 𝐵.
• We write 𝑓(𝑎) = 𝑏 and 𝑓(𝑎′) = undefined rather than 𝑓(𝑎) = {𝑏} and 𝑓(𝑎′) = ∅ for
any partial function 𝑓: 𝐴 ‧‧➡ 𝐵, (𝑎, 𝑏) ∈ 𝑓, and 𝑎′ ∈ 𝐴 ∖ dom(𝑓).
2.1.3 Strings, sequences, and ranked trees
Strings. Let 𝛴 be a set. The set of (finite) strings (over 𝛴), denoted by 𝛴∗, is the set {𝜎1⋯𝜎𝑘 ∣
𝑘 ∈ ℕ, 𝜎1, …, 𝜎𝑘 ∈ 𝛴}. Let 𝑣 = 𝜎1⋯𝜎𝑘 ∈ 𝛴∗ with 𝑘 ∈ ℕ and 𝜎1, …, 𝜎𝑘 ∈ 𝛴. We call 𝜎𝑖 the
𝑖-th symbol of 𝑣 for each 𝑖 ∈ [𝑘]. The length of 𝑣, denoted by |𝑣|, is 𝑘. The empty string, denoted
by 𝜀, is the element of 𝛴∗ with length 0. Note that 𝛴∗ = {𝜀} if 𝛴 is empty, 𝛴∗ is countable if
𝛴 is countable, and 𝛴∗ is uncountable if 𝛴 is uncountable. Now let 𝑤 = 𝜎′1⋯𝜎
′
𝑚 ∈ 𝛴∗ with
𝑚 ∈ ℕ and 𝜎′1, …, 𝜎
′
𝑚 ∈ 𝛴. The concatenation of 𝑣 and 𝑤, denoted by 𝑣 ∘ 𝑤 or 𝑣𝑤, is the string
𝜎1⋯𝜎𝑘𝜎′1⋯𝜎
′
𝑚. Note that 𝜀 ∘ 𝑣 = 𝑣 = 𝑣 ∘ 𝜀.
A (string) language (over Σ) is a subset of 𝛴∗. Let 𝐿 and 𝐿′ be languages over 𝛴, i.e. 𝐿 ⊆ 𝛴∗
and 𝐿′ ⊆ 𝛴∗. The concatenation of 𝐿 and 𝐿′, denoted by 𝐿 ∘ 𝐿′, is the set {𝑣𝑤 ∣ 𝑣 ∈ 𝐿, 𝑤 ∈ 𝐿′}.
Note that {𝜀} ∘ 𝐿 = 𝐿 = 𝐿 ∘ {𝜀} and ∅ ∘ 𝐿 = ∅ = 𝐿 ∘ ∅. Now let 𝑛 ∈ ℕ. The 𝑛-th power of 𝐿,
denoted by 𝐿𝑛, is recursively defined as {𝜀} if 𝑛 = 0 and as 𝐿∘𝐿𝑛−1 otherwise. The Kleene-star
of 𝐿, denoted by 𝐿∗, is the language ⋃𝑛∈ℕ 𝐿
𝑛.
Sequences. Intuitively, a sequence is a string that may be infinite. We call them „sequences“
instead of „infinite strings“ to avoid confusion with (finite) strings. Let 𝛴 be a set. Formally, a
sequence over 𝛴 is a partial function 𝑤: ℕ+‧‧➡𝛴 such that 𝑛 ∈ dom(𝑤) implies 𝑛−1 ∈ dom(𝑤)
for every 𝑛 ∈ ℕ+. The set of sequences over 𝛴 is denoted by 𝛴𝜔.
Every string 𝑣 ∈ 𝛴∗ can be construed as an element of 𝛴𝜔 whose domain is [|𝑣|] and where
𝑣(𝑖) is the 𝑖-th symbol in 𝑣 for each 𝑖 ∈ [|𝑣|]. In particular, 𝜀 ∈ 𝛴∗ corresponds to ∅ ∈ 𝛴𝜔
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and we will write 𝜀 for both. Now let 𝑣 ∈ 𝛴∗ and 𝑤 ∈ 𝛴𝜔. The (𝜔-)concatenation of 𝑣 and 𝑤,
denoted by 𝑣 ∘𝜔 𝑤, is the partial function 𝑣 ∪ {(|𝑣| + 𝑖, 𝑤(𝑖)) ∣ 𝑖 ∈ dom(𝑤)}.
Using 𝜔-concatenation, we can define four additional functions that allow us to work with
sequences:
• For any two sets 𝛴 and 𝛥, we define a (higher order) functionmap: (𝛴 → 𝛥) → (𝛴𝜔 →
𝛥𝜔) that applies a function to every symbol of a given sequence. It is defined for any
function 𝑓: 𝛴 → 𝛥 and any sequence 𝑤 ∈ 𝛴𝜔 by
map(𝑓)(𝑤) = {
𝜀 if 𝑤 = 𝜀
𝑓(𝜎) ∘𝜔 map(𝑓)(𝑣) if 𝑤 = 𝜎 ∘𝜔 𝑣 for some 𝜎 ∈ 𝛴, 𝑣 ∈ 𝛴𝜔
} .
• For any set 𝛴, we define a function take: ℕ → (𝛴𝜔 → 𝛴∗) that returns a finite prefix of
a given sequence. It is defined for any number 𝑛 ∈ ℕ and any sequence 𝑤 ∈ 𝛴𝜔 by
take(𝑛)(𝑤) =
⎧{{
⎨{{⎩
𝜀 if 𝑛 = 0 or 𝑤 = 𝜀
𝜎 ∘𝜔 take(𝑛 − 1)(𝑣)
if 𝑛 > 0 and 𝑤 = 𝜎 ∘𝜔 𝑣 for some 𝜎 ∈ 𝛴, 𝑣 ∈ 𝛴𝜔
⎫}}
⎬}}⎭
.
• For any set 𝛴, we define a function filter: 𝒫(𝛴) → (𝛴𝜔 → 𝛴𝜔) that filters a given
sequence by a predicate and only retains those symbols of the sequence that fulfil the
predicate. It is defined for any predicate 𝑝 ⊆ 𝛴 and any sequence 𝑤 ∈ 𝛴𝜔 by
filter(𝑝)(𝑤) =
⎧{
⎨{⎩
𝜀 if 𝑤 = 𝜀,
filter(𝑝)(𝑣) if 𝑤 = 𝜎 ∘𝜔 𝑣 for some 𝜎 ∈ 𝛴 ∖ 𝑝, 𝑣 ∈ 𝛴𝜔
𝜎 ∘𝜔 filter(𝑝)(𝑣) if 𝑤 = 𝜎 ∘𝜔 𝑣 for some 𝜎 ∈ 𝑝, 𝑣 ∈ 𝛴𝜔
⎫}
⎬}⎭
.
• For any two sets 𝛴 and 𝒜, we define a partial function sort: (𝛴 → 𝒜) × 𝒫(𝒜 × 𝒜) ‧‧➡
(𝒫(𝛴) → 𝛴𝜔) that sorts a set of elements from 𝛴 descendingly according to a function
from 𝛴 → 𝒜 and a partial order on 𝒜, returning a sequence. It is defined for any function
𝜇: 𝛴 → 𝒜, any partial order ⊴ ⊆ 𝒜 × 𝒜, and any set 𝑌 ⊆ 𝛴 by
sort(𝜇, ⊴)(𝑌 ) = {
𝜀 if 𝑌 = ∅
𝜎 ∘𝜔 sort(𝜇, ⊴)(𝑌 ∖ {𝜎}) if 𝑌 ≠ ∅ and 𝜎 = argmax⊴𝜎′∈𝑌 𝜇(𝜎
′)
}
where argmax shall be an operator that is fixed within this dissertation and fulfils the
following property for any set 𝑌 ⊆ 𝛴, function 𝜇: 𝛴 → 𝒜, partial order ⊴ on 𝒜, and ele-
ment ?̄? ∈ 𝑌: 𝜇(argmax⊴𝜎′∈𝑌 𝜇(𝜎
′)) ⋪ 𝜇(?̄?). In otherwords, the value of argmax⊴𝜎′∈𝑌 𝜇(𝜎
′)
is an element of 𝑌 for which no larger element (w.r.t. the image under 𝜇) exists in 𝑌.
Ranked trees. A ranked set is a tuple (𝛺, rk) where 𝛺 is a set and rk is a function from 𝛺 to
ℕ. We denote the set rk−1(𝑘) by 𝛺(𝑘) for every 𝑘 ∈ ℕ. Similarly to the case of sets, we call a
ranked set (𝛺, rk)
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• finite, infinite, countable, or uncountable, if 𝛺 is finite, infinite, countable, or uncountable,
respectively,
• a subset of some ranked set (𝛺′, rk′) if 𝛺 ⊆ 𝛺′ and rk ⊆ rk′, and
• a superset of some ranked set (𝛺′, rk′) if 𝛺 ⊇ 𝛺′ and rk ⊇ rk′.
We will usually denote the ranked set (𝛺, rk) only by 𝛺; then the function rk will be clear from
the context or referred to as rk𝛺.
Now let 𝛺 be a ranked set. The set of ranked trees over 𝛺, denoted by Tr𝛺, is the smallest
set 𝑇 such that 𝜎(𝑡1, …, 𝑡𝑘) ∈ 𝑇 for every 𝑘 ∈ ℕ, 𝑡1, …, 𝑡𝑘 ∈ 𝑇, and 𝜎 ∈ 𝛺(𝑘). Note that Tr𝛺 is
empty if 𝛺(0) is empty and Tr𝛺 is countable if 𝛺 is countable. If 𝛺 is uncountable and 𝛺
(0) is
non-empty, then Tr𝛺 is uncountable.
2.1.4 Algebras and homomorphisms
Let 𝒜 be a set. The set of operations on 𝒜, denoted by Ops(𝒜), is the set ⋃𝑘∈ℕ Ops𝑘(𝒜) where
Ops𝑘(𝒜) = 𝒜
𝑘 → 𝒜 for every 𝑘 ∈ ℕ. Let 𝑘 ∈ ℕ, 𝑓 ∈ Ops𝑘(𝒜), and ℬ ⊆ 𝒜. We call ℬ
closed under 𝑓 if 𝑓(𝑏1, …, 𝑏𝑘) ∈ ℬ for each 𝑏1, …, 𝑏𝑘 ∈ ℬ. Let 𝒞 ⊆ 𝒜. The closure of 𝒞 under 𝑓,
denoted by cl𝑓(𝒞), is the smallest superset of 𝒞 that is closed under 𝑓.
The elements of Ops𝑘(𝒜) are called 𝑘-ary operations. We write nullary, unary, binary, and
ternary instead of 0-ary, 1-ary, 2-ary, and 3-ary, respectively. We do not distinguish between a
nullary operation and the element of its image. We usually write binary operations infix, i.e.
we write 𝑎1 ⊚ 𝑎2 rather than ⊚(𝑎1, 𝑎2) for any ⊚ ∈ Ops2(𝒜) and 𝑎1, 𝑎2 ∈ 𝒜.
Now let ⊙, ⊕ ∈ Ops2(𝒜) and 𝟘 ∈ 𝒜. We call 𝟘
• absorbing w.r.t. ⊙ if 𝟘 ⊙ 𝑎 = 𝟘 = 𝑎 ⊙ 𝟘 for each 𝑎 ∈ 𝒜 and
• identity w.r.t. ⊕ if 𝟘 ⊕ 𝑎 = 𝑎 = 𝑎 ⊕ 𝟘 for each 𝑎 ∈ 𝒜.
We call ⊙
• associative if (𝑎1 ⊙ 𝑎2) ⊙ 𝑎3 = 𝑎1 ⊙ (𝑎2 ⊙ 𝑎3) for each 𝑎1, 𝑎2, 𝑎3 ∈ 𝒜;
• commutative if 𝑎1 ⊙ 𝑎2 = 𝑎2 ⊙ 𝑎1 for each 𝑎1, 𝑎2 ∈ 𝒜;
• distributive over ⊕ if 𝑎 ⊙ (𝑎1 ⊕ 𝑎2) = (𝑎 ⊙ 𝑎1) ⊕ (𝑎 ⊙ 𝑎2) for each 𝑎, 𝑎1, 𝑎2 ∈ 𝒜; and
• idempotent if 𝑎 ⊙ 𝑎 = 𝑎 for each 𝑎 ∈ 𝒜.
Now let 𝟙 ∈ 𝒜 be identity w.r.t. ⊙. We call ⊙
• invertible if for each 𝑎 ∈ 𝒜 there is an 𝑎−1 ∈ 𝒜 such that 𝑎−1 ⊙ 𝑎 = 𝟙 = 𝑎 ⊙ 𝑎−1.
Let 𝛺 be a ranked set. An 𝛺-algebra is a tuple (𝒜, 𝜃) where 𝒜 is a set and 𝜃: 𝛺 → Ops(𝒜)
such that 𝜃(𝜔) ∈ Ops𝑘(𝒜) for each 𝑘 ∈ ℕ and 𝜔 ∈ 𝛺
(𝑘). 𝛺 is called the signature of (𝒜, 𝜃) and
𝒜 is called its carrier . We will usually not distinguish between 𝜔 and 𝜃(𝜔) for any 𝜔 ∈ 𝛺.
Now let (𝒜, 𝜃) and (ℬ, 𝜂) be 𝛺-algebras. A mapping ℎ: 𝒜 → ℬ is called a homomorphism
(between (𝒜, 𝜃) and (ℬ, 𝜂)) if ℎ(𝜃(𝜔)(𝑎1, …, 𝑎𝑘)) = 𝜂(𝜔)(ℎ(𝑎1), …, ℎ(𝑎𝑘)) for each 𝑘 ∈ ℕ,
𝜔 ∈ 𝛺(𝑘), and 𝑎1, …, 𝑎𝑘 ∈ 𝒜.
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2.1.5 Sorted trees and sorted algebras
Sorts are a widespread concept in computer science. We may think of sorts as data types in
a programming language: Every concrete value has a sort (or data type) and every function
requires its arguments to be of fixed sorts (or data types) and outputs a value of some fixed sort
(or data type).
Sorted trees. Let 𝑆 be a set, the elements of which we call sorts. An 𝑆-sorted set is a tuple
(𝛺, sort) where 𝛺 is a set and sort is a function from 𝛺 to 𝑆. We denote the set sort−1(𝑠) by
𝛺𝑠 for every 𝑠 ∈ 𝑆. Analogously to the case of ranked sets, we call an 𝑆-sorted set (𝛺, sort)
• finite, infinite, countable, or uncountable, if 𝛺 is finite, infinite, countable, or uncountable,
respectively,
• a subset of some sorted set (𝛺′, sort′) if 𝛺 ⊆ 𝛺′ and sort ⊆ sort′, and
• a superset of some sorted set (𝛺′, sort′) if 𝛺 ⊇ 𝛺′ and sort ⊇ sort′.
We will usually denote the sorted set (𝛺, sort) only by 𝛺; then the function sort will be clear
from the context or referred to as sort𝛺.
Now let 𝑆 be a set and 𝛺 be an (𝑆∗ × 𝑆)-sorted set. The set of sorted trees over 𝛺, denoted by
Ts𝛺, is the smallest 𝑆-sorted set 𝑇 such that 𝜎(𝑡1, …, 𝑡𝑘) ∈ 𝑇𝑠 for every 𝑘 ∈ ℕ, 𝑠1, …, 𝑠𝑘, 𝑠 ∈ 𝑆,
𝑡1 ∈ 𝑇𝑠1, …, 𝑡𝑘 ∈ 𝑇𝑠𝑘 , and 𝜎 ∈ 𝛺(𝑠1⋯𝑠𝑘,𝑠). Note that T
s
𝛺 is empty if ⋃𝑠∈𝑆 𝛺(𝜀,𝑠) is empty and
Ts𝛺 is countable if 𝛺 is countable. If 𝛺 is uncountable, then T
s
𝛺 may be uncountable, depending
on the sorts of the elements of 𝛺.
Sorted trees and ranked trees are closely related. Consider a ranked set (𝛺, rk). Now
let 𝐼 be the singleton set {𝜄} and let sortrk: 𝛺 → 𝐼∗ × 𝐼 be defined for every 𝜔 ∈ 𝛺 as
sortrk(𝜔) = (𝜄rk(𝜔), 𝜄) where 𝜄rk(𝜔) stands for the symbol 𝜄 occurring rk(𝜔) times. Then the sets
Tr(𝛺,rk) and T
s
(𝛺,sortrk)
are the same. For the converse direction, let 𝑆 be a set and (𝛺, sort) be
an (𝑆∗ × 𝑆)-sorted set. We define the function rksort: 𝛺 → ℕ for each 𝑢 ∈ 𝑆∗, 𝑠 ∈ 𝑆, and
𝜔 ∈ 𝛺(𝑢,𝑠) by rksort(𝜔) = |𝑢|. It then follows that Ts(𝛺,sort) ⊆ T
r
(𝛺,rksort)
.
We fix some notations for sorted trees. Let 𝑡 = 𝜔(𝑡1, …, 𝑡𝑘) ∈ Ts𝛺.
• The set of positions of 𝑡, denoted by pos(𝑡), is the subset of ℕ∗+ recursively defined by
pos(𝑡) = {𝜀} ∪ {𝑖𝜌 ∣ 𝑖 ∈ [𝑘], 𝜌 ∈ pos(𝑡𝑖)}.
Now let 𝜌 ∈ pos(𝑡).
• The label of 𝑡 at 𝜌, denoted by 𝑡(𝜌), is the element of 𝛺 recursively defined by
𝑡(𝜌) = {
𝜔 if 𝜌 = 𝜀
𝑡𝑖(𝜌′) if 𝜌 = 𝑖𝜌′ for some 𝑖 ∈ [𝑘] and 𝜌′ ∈ pos(𝑡𝑖)
} .
In light of this notation, we will sometimes identify the sorted tree 𝑡 with a partial function
from ℕ∗+ to 𝛺 that maps any position 𝜌 of 𝑡 to the label of 𝑡 at 𝜌 and is undefined for any
element of ℕ∗+ ∖ pos(𝑡).
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• The subtree of 𝑡 at 𝜌, denoted by 𝑡|𝜌, is the element of Ts𝛺 recursively defined by
𝑡|𝜌 = {
𝑡 if 𝜌 = 𝜀
𝑡𝑖|𝜌′ if 𝜌 = 𝑖𝜌′ for some 𝑖 ∈ [𝑘] and 𝜌′ ∈ pos(𝑡𝑖)
} .
Sorted algebras. Sorted algebras have been introduced by Higgins [Hig63, called “algebras
with operator scheme”, page 117]. We use the notation of Goguen and Meseguer [GM85,
definition of “algebra”, page 309]. Let 𝑆 be a set and 𝒜 be an 𝑆-sorted set. The set of 𝑆-
sorted operations on 𝒜, denoted by Ops𝑆(𝒜), is the set ⋃𝑘∈ℕ,𝑠1,…,𝑠𝑘,𝑠∈𝑆 Ops(𝑠1⋯𝑠𝑘,𝑠)(𝒜) where
Ops(𝑠1⋯𝑠𝑘,𝑠)(𝒜) = 𝒜𝑠1 × … × 𝒜𝑠𝑘 → 𝒜𝑠 for each 𝑘 ∈ ℕ and 𝑠1, …, 𝑠𝑘, 𝑠 ∈ 𝑆. We do not
distinguish between 𝑓 and 𝑓() ∈ 𝒜𝑠 for any 𝑠 ∈ 𝑆 and 𝑓 ∈ Ops(𝜀,𝑠)(𝒜).
Let 𝑆 be a set and 𝛺 be an (𝑆∗ × 𝑆)-sorted set. An (𝑆-sorted) 𝛺-algebra is a tuple (𝒜, 𝜃)
where 𝒜 is an 𝑆-sorted set and 𝜃: 𝛺 → Ops𝑆(𝒜) such that 𝜃(𝜔) ∈ Ops(𝑠1⋯𝑠𝑘,𝑠)(𝒜) for each
𝑘 ∈ ℕ and 𝑠1, …, 𝑠𝑘, 𝑠 ∈ 𝑆 and 𝜔 ∈ 𝛺(𝑠1⋯𝑠𝑘,𝑠). Again, 𝛺 is called the signature of (𝒜, 𝜃) and 𝒜
is called its carrier .
Now let (𝒜, 𝜃) and (ℬ, 𝜂) be 𝑆-sorted 𝛺-algebras. A mapping ℎ: 𝒜 → ℬ is called a homo-
morphism (between (𝒜, 𝜃) and (ℬ, 𝜂)) if ℎ(𝜃(𝜔)(𝑎1, …, 𝑎𝑘)) = 𝜂(𝜔)(ℎ(𝑎1), …, ℎ(𝑎𝑘)) for each
𝑘 ∈ ℕ, 𝑠1, …, 𝑠𝑘, 𝑠 ∈ 𝑆, 𝜔 ∈ 𝛺(𝑠1⋯𝑠𝑘,𝑠), and 𝑎1 ∈ 𝒜𝑠1, …, 𝑎𝑘 ∈ 𝒜𝑠𝑘 .
Example 2.1 (term algebra, corollary to BL70, proposition 15). Let 𝑆 be a set and 𝛺 be an (𝑆∗ ×
𝑆)-sorted set. The 𝛺-term algebra is the algebra (Ts𝛺, 𝜃) where 𝜃(𝜔)(𝑡1, …, 𝑡𝑘) = 𝜔(𝑡1, …, 𝑡𝑘)
for each 𝑠1, …, 𝑠𝑘, 𝑠 ∈ 𝑆, 𝑡1 ∈ (Ts𝛺)𝑠1, …, 𝑡𝑘 ∈ (T
s
𝛺)𝑠𝑘 , and 𝜔 ∈ 𝛺(𝑠1⋯𝑠𝑘,𝑠). There is a unique
homomorphism between the 𝛺-term algebra and any 𝑆-sorted 𝛺-algebra. □
2.1.6 Writing conventions
For brevity, we will make the following writing conventions:
• We write {𝑒1, …, 𝑒𝑘 ∣ 𝛷} instead of {𝑒1 ∣ 𝛷} ∪ … ∪ {𝑒𝑘 ∣ 𝛷}.
• If 𝜔() is a ranked tree or a sorted tree, then we will abbreviate it by 𝜔.
• For some 𝛺-algebra (𝒜, 𝜃) and 𝜔 ∈ 𝛺, we usually write 𝜔 rather than 𝜃(𝜔) if 𝜃 is clear
from the context.
• We may write (𝒜, 𝜔1, …, 𝜔𝑘) rather than (𝒜, 𝜃) for an 𝛺-algebra if 𝛺 = {𝜔1, …, 𝜔𝑘}
and 𝜃 is clear from the context; in this case we might omit the explicit specification of the
signature 𝛺 and call (𝒜, 𝜔1, …, 𝜔𝑘) an algebra rather than an 𝛺-algebra. If we are not
interested in the operations of (𝒜, 𝜃), we may even just write 𝒜 to refer to it.
2.1.7 Concrete algebras
Monoids. A monoid is an algebra (𝒜, ⊙, 𝟙) where ⊙ is an associative binary operation and
𝟙 is identity w.r.t. ⊙. Figure 2.2 places monoids among some other group-like algebras (i.e.
algebras with one binary operation) that are considered in group theory [Ros68] and in order
theory [Grä78]. Note that figure 2.2 is a Hasse-diagram (if we ignore the arrow heads and the
edge labels) where the relation is the subset relation. Furthermore, the edges of the diagram are
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associativity
identity
left and right inverse
commutativity
commutativity
inverse
idempotence
commutativity
identity
idempotence
groupoids
semigroups
monoids
groups
Abelian groups
commutative monoids
idempotent semigroups
semilattices
bounded semilattices
Figure 2.2: A diagram of group-like algebras.
directed (from the larger/upper class to the smaller/lower class) and labelled with the property
that is additionally required by the smaller/lower class in comparison to the larger/upper class.
The edge labels refer to the properties defined in section 2.1.4. In this dissertation, only the
monoids and the commutative monoids from figure 2.2 will be relevant. The interested reader
shall be referred to Rosenfeld [Ros68, pages 90, 117, and 120] and Grätzer [Grä78, pages 7 and 47]
for the definitions of the other group-like algebras shown in the diagram.
Example 2.3 (free monoid, cf. DK09, section 2). Let 𝛴 be a set. The free monoid (over 𝛴) is the
algebra (𝛴∗, ∘, 𝜀). For any monoid (𝒜, ⊙, 𝟙) and any function 𝑓: 𝛴 → 𝒜, there is a unique
superset of 𝑓 that is a homomorphism between (𝛴∗, ∘, 𝜀) and (𝒜, ⊙, 𝟙). □
Let 𝑀1 = (𝒜1, ⊙1, 𝟙1) and 𝑀2 = (𝒜2, ⊙2, 𝟙2) be monoids. The product monoid of 𝑀1 and
𝑀2, denoted by 𝑀1 × 𝑀2, is the monoid (𝒜1 × 𝒜2, ⊙1 × ⊙2, (𝟙1, 𝟙2)) where
(𝑎1, 𝑎2) (⊙1 × ⊙2)(𝑎′1, 𝑎
′
2) = (𝑎1 ⊙1 𝑎
′
1, 𝑎2 ⊙2 𝑎
′
2)
for each 𝑎1, 𝑎′1 ∈ 𝒜1 and 𝑎2, 𝑎
′
2 ∈ 𝒜2.
Let (𝒜, ⊕, 𝟘) be a commutative monoid. We define a function ⨁ that takes an indexed 𝒜-
family and returns an element of 𝒜 such that
⨁(𝑎𝑖 ∣ 𝑖 ∈ 𝐼) = 𝑎𝑖1 ⊕ … ⊕ 𝑎𝑖𝑘
for each finite set 𝐼 = {𝑖1, …, 𝑖𝑘}, and each 𝐼-indexed 𝒜-family (𝑎𝑖 ∣ 𝑖 ∈ 𝐼). (𝒜, ⊕, 𝟘) is called
complete if there is a function ⨁′ that maps every indexed 𝒜-family to 𝒜, extends ⊕, and
satisfies infinitary associativity and commutativity laws [cf. Gol99, chapter 22; DV13, section 2],
i.e. for every set 𝐼 and every 𝐼-indexed 𝒜-family (𝑎𝑖 ∣ 𝑖 ∈ 𝐼), the following holds
(i) ⨁′(𝑎𝑖 ∣ 𝑖 ∈ ∅) = 𝟘;
(ii) for every 𝑗 ∈ 𝐼: ⨁′(𝑎𝑖 ∣ 𝑖 ∈ {𝑗}) = 𝑎𝑗;
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(iii) for every 𝑗, 𝑘 ∈ 𝐼 with 𝑗 ≠ 𝑘: ⨁′(𝑎𝑖 ∣ 𝑖 ∈ {𝑗, 𝑘}) = 𝑎𝑗 ⊕ 𝑎𝑘; and
(iv) for every set 𝐽 and every 𝐽-indexed 𝒫(𝐼)-family (ℐ𝑗 ∣ 𝑗 ∈ 𝐽) where {ℐ𝑗 ∣ 𝑗 ∈ 𝐽} is a
partition of 𝐼, we have ⨁′(⨁′(𝑎𝑖 ∣ 𝑖 ∈ ℐ𝑗) ∣ 𝑗 ∈ 𝐽) = ⨁′(𝑎𝑖 ∣ 𝑖 ∈ 𝐼).
We will write ⨁ rather than ⨁′ since ⨁′ ⊇ ⨁. Furthermore, we will write ⨁𝑖∈𝐼 𝑎𝑖 rather
then ⨁(𝑎𝑖 ∣ 𝑖 ∈ 𝐼).
Bimonoids and semirings. A bimonoid is an algebra (𝒜, ⊕, ⊙, 𝟘, 𝟙) where (𝒜, ⊕, 𝟘) and
(𝒜, ⊙, 𝟙) are both monoids; we call (𝒜, ⊕, 𝟘) the additive monoid of 𝒜 and (𝒜, ⊙, 𝟙) the
multiplicative monoid of 𝒜. A bimonoid (𝒜, ⊕, ⊙, 𝟘, 𝟙) is called strong if ⊕ is commutative
and 𝟘 is absorbing w.r.t. ⊙. A strong bimonoid (𝒜, ⊕, ⊙, 𝟘, 𝟙) is called commutative if ⊙ is
commutative. A semiring is a strong bimonoid (𝒜, ⊕, ⊙, 𝟘, 𝟙) where ⊙ is distributive over ⊕.
Figure 2.4 shows a Hasse-diagram (again, ignoring the arrow heads and the edge labels) of
ring-like algebras that are considered in ring theory [Ros68; Gol99] and lattice theory [Grä78].
The edges of the diagram are directed and labelled with the properties that are additionally
required by the smaller/lower class in comparison to the larger/upper class. The edge labels
refer to the properties defined section 2.1.4 and to absorption laws. The absorption laws are
𝑎1 ⊕ (𝑎1 ⊙ 𝑎2) = 𝑎1 and 𝑎1 ⊙ (𝑎1 ⊕ 𝑎2) = 𝑎1 for each 𝑎1, 𝑎2 ∈ 𝒜. Note that the absorption
laws together with the existence of identities for ⊕ and ⊙ imply that ⊕ and ⊙ are idempotent
(𝑎 ⊙ 𝑎 = 𝑎 ⊙ (𝑎 ⊕ 𝟘) = 𝑎 and 𝑎 ⊕ 𝑎 = 𝑎 ⊕ (𝑎 ⊙ 𝟙) = 𝑎). Strong bimonoids, commutative strong
bimonoids, semirings, and commutative semirings will be relevant in this dissertation; for the
definitions of the other ring-like algebras shown in the diagram refer to Rosenfeld [Ros68, p. 205,
207, 210, and 211], Golan [Gol99, p. 1 and 52], and Grätzer [Grä78, p. 3 and 47].
A strong bimonoid is called complete if its additive monoid is complete. A semiring is called
complete if it is a complete strong bimonoid and ⨁ satisfies infinitary distributivity laws [cf.
Gol99, chapter 22], i.e. for each set 𝐼, 𝐼-indexed 𝒜-family (𝑎𝑖 ∣ 𝑖 ∈ 𝐼), and 𝑎 ∈ 𝒜, the following
holds
𝑎 ⊙ ⨁(𝑎𝑖 ∣ 𝑖 ∈ 𝐼) = ⨁(𝑎 ⊙ 𝑎𝑖 ∣ 𝑖 ∈ 𝐼) and ⨁(𝑎𝑖 ∣ 𝑖 ∈ 𝐼) ⊙ 𝑎 = ⨁(𝑎𝑖 ⊙ 𝑎 ∣ 𝑖 ∈ 𝐼).
Example 2.5 (taken from Den17b, example 2.1). We provide a list of concrete algebras [cf.
DSV10, example 1] that routinely occur in formal language theory, automata theory, and natural
language processing, and place them among the classes of ring-like algebras presented above:
• complete commutative semirings:
– the Boolean semiring, (𝔹, ∨, ∧, 0, 1), where ∨ is the logical disjunction and ∧ is the
logical conjunction,
– the probability semiring with ∞, Pr∞ = (ℝ≥0 ∪ {∞}, +, ⋅, 0, 1), where 0 ⋅ ∞ = 0,
– the Viterbi semiring, ([0, 1],max, ⋅, 0, 1),
– the tropical semiring, Trop = (ℝ ∪ {∞},min, +, ∞, 0),
– the arctic semiring, Arct = (ℝ ∪ {−∞},max, +, −∞, 0),
• complete semirings:
– any complete commutative semiring,
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bigroupoids
bimonoids
⊕ and ⊙ associative
identities for ⊕ and ⊙
strong bimonoids
absorbing element w.r.t. ⊙
⊕ commutative
commutative
strong bimonoids
⊙ commutative
commutative
semirings
⊙ distributive over ⊕ semirings
⊙ commutative
⊙ distributive over ⊕
rings
⊕ invertible
semifields
⊙ invertible
⊙ commutative
lattices
⊕ and ⊙ associative
⊕ and ⊙ commutative
absorption laws
bounded lattices
identities for
⊕ and ⊙
absorption laws
commutative rings
⊕ invertible
⊙ commutative
fields
⊙ invertible
⊕ invertible
Figure 2.4: A diagram of ring-like algebras.
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– the semiring of formal languages over 𝛴, Lang𝛴 = (𝒫(𝛴
∗), ∪, ∘, ∅, {𝜀}), where 𝛴 is
a set,
• commutative semirings:
– any complete commutative semiring,
– the probability semiring, Pr = (ℝ≥0, +, ⋅, 0, 1),
• complete commutative strong bimonoids:
– any complete commutative semiring,
– the tropical bimonoid , Trop′ = (ℝ≥0 ∪ {∞}, +,min, 0, ∞),
– the arctic bimonoid , Arct′ = (ℝ≤0 ∪ {−∞}, +,max, 0, −∞),
– the algebra Pr1 = ([0, 1], +1, ⋅, 0, 1), where 𝑎+1𝑏 = 𝑎+𝑏−𝑎⋅𝑏 for each 𝑎, 𝑏 ∈ [0, 1],
– the algebra Pr2 = ([0, 1], +2, ⋅, 0, 1), where 𝑎 +2 𝑏 = min{𝑎 + 𝑏, 1} for each
𝑎, 𝑏 ∈ [0, 1],
• complete lattices:2
– the lattice Pow𝐴 = (𝒫(𝐴), ∪, ∩, ∅, 𝐴) for an arbitrary set 𝐴, and
– the lattice Div = (ℕ+ ∪ {∞}, lcm, gcd, 1, ∞), where lcm is the least common
multiple, gcd is the greatest common divisor, lcm(∞, 𝑛) = ∞ = lcm(𝑛, ∞), and
gcd(∞, 𝑛) = 𝑛 = gcd(𝑛, ∞) for each 𝑛 ∈ ℕ+ ∪ {∞}.
• strong bimonoids:
– the string semiring [Moh00, page 188], Str𝛴 = (𝛴∗ ∪ {∞}, ∧, ∘, ∞, 𝜀), where 𝛴 is
a set, ∧ calculates the longest common prefix of its arguments, and ∞ ∉ 𝛴 such
that ∞ ∧ 𝑤 = 𝑤 = 𝑤 ∧ ∞ and ∞ ∘ 𝑤 = ∞ = 𝑤 ∘ ∞ for each 𝑤 ∈ 𝛴∗.3
Note in the list above that the following algebras are not distributive and thus not semirings:
• Trop′ because min{1, 1 + 1} = 1 ≠ 2 = min{1, 1} + min{1, 1},
• Arct′ because max{−1, −1 + (−1)} = −1 ≠ −2 = max{−1, −1} + max{−1, −1},
• Pr1 because
1
2
⋅ (1 +1 1) =
1
2
≠ 3
4
= 1
2
⋅ 1 +1
1
2
⋅ 1, and
• Pr2 because
2
3
⋅ (1 +2 1) =
2
3
≠ 1 = 2
3
⋅ 1 +2
2
3
⋅ 1.
Lang𝛴 and Str𝛴 have concatenation as the binary operation of their multiplicative monoid
and are therefore only commutative if |𝛴| ≤ 1; for |𝛴| ≥ 2 they are not commutative, since
{a} ∘ {b} = {ab} ≠ {ba} = {b} ∘ {a} for any a, b ∈ 𝛴 with a ≠ b. □
Let (𝒜, ⊕, ⊙, 𝟘, 𝟙) be a strong bimonoid, 𝐵 be a set, and 𝑓: 𝐵 → 𝒜. The support of 𝑓, denoted
by supp(𝑓), is the set {𝑏 ∈ 𝐵 ∣ 𝑓(𝑏) ≠ 𝟘}.
2Note that any complete lattice is bounded.
3Note that the string semiring is not a semiring because it is not right distributive, i.e. the property
∀𝑎, 𝑏, 𝑐: (𝑎 ⊕ 𝑏) ⊙ 𝑐 = (𝑎 ⊙ 𝑐) ⊕ (𝑏 ⊙ 𝑐)
does not hold.
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2.2 Language devices
A language is a set of strings. A language device is a syntactic object, usually a tuple, that
can be written as a finite string. We associate a language ℒ(𝐷) with each language device
𝐷 and say that 𝐷 is a (finite) representation of ℒ(𝐷). Two language devices 𝐷1 and 𝐷2 are
called equivalent if their associated languages are the same, i.e. ℒ(𝐷1) = ℒ(𝐷2). Here, we are
interested in two kinds of language devices: grammars and automata. Other language devices
also occur in the literature, e.g. expressions [Kle51] and logical formulæ [Büc60; Elg61; Tra61;
Büc66].
In a grammar, a string is derived starting from an initial non-terminal by repeatedly applying
so-called rules. In an automaton, a string is recognised by consuming symbols of the string from
left to right while applying so-called transitions starting from an initial configuration.4
2.2.1 Context-free grammars
The grammar class best known in the natural language processing community is the class of
context-free grammars, introduced by Chomsky [Cho56, section 3].
Definition 2.6 (context-free grammars, syntax). A context-free grammar (short: CFG) is a tuple
𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) where
• 𝑁 and 𝛴 are disjoint sets whose elements are called non-terminals and terminals, respec-
tively,
• 𝑁i ⊆ 𝑁, its elements are called initial non-terminals, and
• 𝑅 is a finite subset of 𝑁 × (𝑁 ∪ 𝛴)∗, its elements are called rules. □
Definition 2.7 (CFGs, language). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a CFG.
• The derivation relation of 𝐺, denoted by ⇒𝐺, is the endorelation on (𝑁 ∪ 𝛴)∗ such that
𝑢𝐴𝑤 ⇒𝐺 𝑢𝑣𝑤 for each (𝐴, 𝑣) ∈ 𝑅 and 𝑢, 𝑤 ∈ (𝑁 ∪ 𝛴)∗.
• The elements of (𝑁 ∪ 𝛴)∗ are called sentential forms.
• The language of 𝐺, denoted by ℒ(𝐺), is the set {𝑤 ∈ 𝛴∗ ∣ ∃𝑆 ∈ 𝑁i: 𝑆 ⇒∗𝐺 𝑤}. □
In view of the definition of the derivation relation, we might think of a rule (𝐴, 𝑣) from a CFG
as a replacement operationwhere𝐴 is replaced by 𝑣 in any context (𝑢, 𝑤) ∈ (𝑁∪𝛴)∗×(𝑁∪𝛴)∗.
To support this association, we will henceforth write 𝐴 → 𝑣 rather than (𝐴, 𝑣). We write ⇒
rather than ⇒𝐺 if 𝐺 is clear from the context.
While it is usually required in the literature that the set of non-terminals and the set of
terminals are finite, we omitted this requirement. We will also drop this requirement (or similar
ones) in our definitions of other language devices and weighted language devices. This leads
to a clearer exposition in some places (e.g. at the end of sections 2.2.4 and 2.3.3). The removal
of this requirement does not contradict our goal of finding finite representations of languages:
Only non-terminals and terminals that occur in the rules of a CFG are relevant for the language
of a CFG. Since the set of rules is finite, those sets of relevant non-terminals and terminals
4Some automaton models extend this notion by allowing the automaton to move through the string more freely,
e.g. two-way automata [She59; RS59].
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are finite as well. Hence there is a finite representation for the language of any CFG. Similar
arguments apply to the other language devices and to the weighted language devices presented
in this work.
Example 2.8. Let 𝛴 = {a, ̄a}. Consider the CFG 𝐺 = ({𝑆}, 𝛴, {𝑆}, 𝑅) where
𝑅 = { 𝑆 → 𝜀, 𝑆 → a𝑆 ̄a𝑆 }.
The string 𝑤 = aa ̄a ̄aa ̄a is in ℒ(𝐺) because
𝑆 ⇒ a𝑆 ̄a𝑆 ⇒ aa𝑆 ̄a𝑆 ̄a𝑆 ⇒ aa ̄a𝑆 ̄a𝑆 ⇒ aa ̄a ̄a𝑆 ⇒ aa ̄a ̄aa𝑆 ̄a𝑆 ⇒ aa ̄a ̄aa ̄a𝑆 ⇒ 𝑤.
Note that there are 80 different such proofs for 𝑆 ⇒∗ 𝑤. The language ℒ(𝐺) is the Dyck
language with one bracket pair. Dyck languages are defined in definition 5.2. □
The high number of different proofs mentioned in example 2.8 stems from the fact that the
derivation relation ⇒ may replace any non-terminal in a sentential form by the right-hand
side of a matching rule and thus there is a different proof for each order in which the non-
terminals may be replaced. However, since each replacement only depends on the replaced non-
terminal (and not on the surrounding non-terminals and terminals), the order of replacements
is irrelevant for the resulting string of terminals. We can use a tree to track the rule that is
used to replace each non-terminal. Such trees are called derivation trees and they were already
used by Chomsky [Cho56]. Using the concept of sorted trees, we can state the definition of
derivation trees concisely:
Definition 2.9 (CFGs, derivation trees). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a CFG and let us construe 𝑅
as an (𝑁 ∗×𝑁)-sorted set where sort(𝜌) = (𝐵1⋯𝐵𝑘, 𝐴) for each 𝜌 = 𝐴 → 𝑢0𝐵1𝑢1⋯𝐵𝑘𝑢𝑘 ∈ 𝑅
with 𝑢0, …, 𝑢𝑘 ∈ 𝛴∗ and 𝐴, 𝐵1, …, 𝐵𝑘 ∈ 𝑁.
• The set of derivation trees of 𝐺, denoted by D𝐺, is the 𝑁-sorted set Ts𝑅.
• The set of complete derivation trees of 𝐺, denoted by Dc𝐺, is the 𝑁-sorted set ⋃𝑆∈𝑁i(T
s
𝑅)𝑆.
Now let 𝑑 = 𝜌(𝑑1, …, 𝑑𝑘) ∈ D𝐺 be a derivation tree with 𝜌 = 𝐴 → 𝑢0𝐵1𝑢1⋯𝐵𝑘𝑢𝑘.
• The yield of 𝑑 (w.r.t. 𝐺), denoted by yield𝐺(𝑑), is recursively defined as the string of
terminal symbols 𝑢0 ∘ yield𝐺(𝑑1) ∘ 𝑢1 ∘ … ∘ yield𝐺(𝑑𝑘) ∘ 𝑢𝑘. □
We will abbreviate yield𝐺 by yield if 𝐺 is clear from the context.
The following observation is evident from definitions 2.7 and 2.9, in particular from the fact
that ⇒𝐺 performs its replacement without regard for the context of the replaced non-terminal
and yield performs its recursive call without regard for the context.
Observation 2.10. ℒ(𝐺) = {yield(𝑑) ∣ 𝑑 ∈ ⋃𝑆∈𝑁i(D𝐺)𝑆} for each CFG 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅).
∎
We continue the previous example with an illustration of derivation trees.
Example 2.8 (continuing from p. 27). For brevity, let 𝑟1 = (𝑆 → 𝜀) and 𝑟2 = (𝑆 → a𝑆 ̄a𝑆).
Now consider the derivation tree 𝑑 = 𝑟2(𝑟2(𝑟1, 𝑟1), 𝑟2(𝑟1, 𝑟1)) of𝐺. Its graphical representation
is shown in figure 2.11. The yield of 𝑑 is 𝑤; in fact, 𝑑 is the only derivation tree of 𝐺 whose
yield is 𝑤. □
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𝑆 → a𝑆 ̄a𝑆
𝑆 → a𝑆 ̄a𝑆
𝑆 → 𝜀 𝑆 → 𝜀
𝑆 → a𝑆 ̄a𝑆
𝑆 → 𝜀 𝑆 → 𝜀
aa ̄a ̄aa ̄a
yield
Figure 2.11: Derivation tree 𝑑 with yield 𝑤, cf. example 2.8.
While derivation trees are concerned with the rules that are applied to replace each non-
terminal, there are similar objects that describe which part of a string in the language of a CFG
is generated by which non-terminal. These objects are called parse trees and occur frequently in
the literature. Figure 2.12 shows a derivation tree with the corresponding parse tree.
𝑆 → a𝑆 ̄a𝑆
𝑆 → a𝑆 ̄a𝑆
𝑆 → 𝜀 𝑆 → 𝜀
𝑆 → a𝑆 ̄a𝑆
𝑆 → 𝜀 𝑆 → 𝜀
𝑆
a 𝑆
a 𝑆 ̄a 𝑆
̄a 𝑆
a 𝑆 ̄a 𝑆
Figure 2.12: Derivation tree 𝑑 and the corresponding parse tree 𝑡, cf. example 2.8.
It is easy to see from the figure that parse trees are neither ranked trees nor sorted trees.
Rather they are trees in the graph-theoretic sense, i.e. graphs with a designated root (marked by
being the top-most node) to which each node of the graph has exactly one path. Each node in a
parse tree is either labelled with a non-terminal or a terminal of the underlying grammar. The
close relation between parse trees and derivation trees is apparent from figure 2.12, in particular,
they encode the same information about the derivation process. Since most of the constructions
shown in this work will operate on the level of rules, we will henceforth restrict ourselves to
derivation trees.
Let 𝛴 be a set and 𝐿 ⊆ 𝛴∗. We call 𝐿 context-free (over 𝛴) if there is a CFG 𝐺 such that
ℒ(𝐺) = 𝐿. The set of context-free languages over 𝛴 is denoted by CFL(𝛴). We abbreviate
CFL(𝛴) by CFL if 𝛴 is clear from the context. Note that CFL(𝛴) contains only languages that
make use of no more than finitely many elements of 𝛴.
2.2.2 Parallel multiple context-free grammars
Seki, Matsumura, Fujii, and Kasami [Sek+91] introduced parallel multiple context-free grammars
as a generalisation of context-free grammars.
CFGs and string algebras. Let us first revisit CFGs. We have already seen two views on
CFG rules: as a substitution operation and as the nodes of derivation trees. Now we add a
third view for good measure: rules as elements of the signature of an algebra. Let us fix the
infinite set X = {𝑥𝑖 ∣ 𝑖 ∈ ℕ+} which we call the set of variables. Now let 𝛴 be a set such that
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𝛴 ∩ X = ∅. The set of string composition representations over 𝛴, denoted by SCR(𝛴), is the
ranked set (Rep, rk) where Rep = {[𝑢0𝑥1𝑢1…𝑥𝑘𝑢𝑘] ∣ 𝑘 ∈ ℕ, 𝑢0, …, 𝑢𝑘 ∈ 𝛴∗} is a set of strings
over {[, ]} ∪ 𝛴 ∪ X and rk(𝑐) = 𝑘 for each 𝑐 = [𝑢0𝑥1𝑢1…𝑥𝑘𝑢𝑘] ∈ Rep (𝑢0, …, 𝑢𝑘 ∈ 𝛴∗).
Definition 2.13 (string algebra). Let 𝛴 be a set. The string algebra over𝛴 is the SCR(𝛴)-algebra
(𝛴∗, 𝜑𝛴) where 𝜑𝛴(𝑐)(𝑣1, …, 𝑣𝑘) = 𝑢0𝑣1𝑢1…𝑣𝑘𝑢𝑘 for each 𝑐 = [𝑢0𝑥1𝑢1…𝑥𝑘𝑢𝑘] ∈ SCR(𝛴)
and 𝑣1, …, 𝑣𝑘 ∈ 𝛴∗. We define a function hom𝜑,𝛴:TrSCR(𝛴) → 𝛴
∗ where
hom𝜑,𝛴(𝑡) = 𝜑𝛴(𝑐)( hom𝜑,𝛴(𝑡1), …, hom𝜑,𝛴(𝑡𝑘))
for each 𝑡 = 𝑐(𝑡1, …, 𝑡𝑘) ∈ TrSCR(𝛴).
5 □
Now let 𝑁 and 𝛴 be finite sets. We define an (𝑁 ∗ × 𝑁)-sorted set 𝑅 = (𝑁 × (𝑁 ∪
𝛴)∗, sort) and a function comp𝑁,𝛴: 𝑅 → SCR(𝛴) such that sort(𝜌) = (𝐵1…𝐵𝑘, 𝐴) and
comp𝑁,𝛴(𝜌) = [𝑢0𝑥1𝑢1…𝑥𝑘𝑢𝑘] for each 𝜌 = (𝐴, 𝑢0𝐵1𝑢1…𝐵𝑘𝑢𝑘) ∈ 𝑅 with 𝑢0, …, 𝑢𝑘 ∈ 𝛴
∗
and 𝐴, 𝐵1, …, 𝐵𝑘 ∈ 𝑁. Note that 𝑅 contains all rules and Ts𝑅 contains all derivation trees
that may occur in a CFG with non-terminals 𝑁 and terminals 𝛴. We define a function
comp′𝑁,𝛴:T
s
𝑅 → T
r
SCR(𝛴) where
comp′𝑁,𝛴(𝑑) = (comp𝑁,𝛴(𝜌))(comp
′
𝑁,𝛴(𝑑1), …, comp
′
𝑁,𝛴(𝑑𝑘))
for each 𝑑 = 𝜌(𝑑1, …, 𝑑𝑘) ∈ Ts𝑅.
6 We will write comp𝑁,𝛴 rather than comp
′
𝑁,𝛴.
The next observation follows from definitions 2.9 and 2.13 and the definition of comp𝑁,𝛴.
Proposition 2.14. yield𝐺 = comp𝑁,𝛴 ; hom𝜑,𝛴 for each CFG 𝐺 = (𝑁, 𝛴, 𝑆, 𝑅).
Proof. As previously noted, yield𝐺:T
s
𝑅 → 𝛴
∗, comp𝑁,𝛴:T
s
𝑅 → T
s
SCR(𝑅), and hom𝜑,𝛴:T
s
SCR(𝑅) →
𝛴∗ are each homomorphisms. Hence, comp𝑁,𝛴 ; hom𝜑,𝛴:T
s
𝑅 → 𝛴
∗ is also a homomorphism.
Furthermore, since Ts𝑅 is a term algebra, there is a unique homomorphism into the string algebra
over 𝛴, cf. example 2.1. Consequently, yield𝐺 and comp𝑁,𝛴 ; hom𝜑,𝛴 must be the same. ∎
In the following, for any 𝛴, we will no longer distinguish between a string composition
representation 𝑐 over 𝛴 and 𝜑𝛴(𝑐). Instead we call both objects a string composition (function)
and we write 𝑐 rather than 𝜑𝛴(𝑐).
Furthermore, in light of the decomposition of a rule 𝜌 = 𝐴 → 𝑢0𝐵1𝑢1…𝐵𝑘𝑢𝑘 into its string
composition [𝑢0𝑥1𝑢1…𝑥𝑘𝑢𝑘] and its sort (𝐵1…𝐵𝑘, 𝐴), we propose an alternative syntax for
rules of a CFG: 𝜌 = 𝐴 → [𝑢0𝑥1𝑢1…𝑥𝑘𝑢𝑘](𝐵1, …, 𝐵𝑘).7
String-tuple algebras and parallel multiple context-free grammars. Now we extend
the definition of string algebras and of CFGs to be able to deal with tuples. The resulting
objects are then called tuple algebras and parallel multiple context-free grammars, respectively.
5The function hom𝜑,𝛴 is a homomorphism between the SCR(𝛴)-term algebra and the string algebra over 𝛴.
6The function comp′𝑁,𝛴 is a homomorphism between the 𝑅-term algebra and the SCR(𝛴)-term algebra.
7This syntax coincides with the syntax of a rule of a regular tree grammar [Bra69; cf. notation of Eng15, p. 16]
where SCR(𝛴) is the set of terminals.
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Although this is a tedious task that is avoided by most authors in the field of natural language
processing, we will do it explicitly in order to highlight the role of sorted algebras in the
definition.
Let us fix a set X(𝑠1…𝑠𝑘) = {𝑥𝑖,𝑗 ∣ 𝑖 ∈ [𝑘], 𝑗 ∈ [𝑠𝑖]} for each 𝑘, 𝑠1, …, 𝑠𝑘 ∈ ℕ, and let
X = ⋃𝑘,𝑠1,…,𝑠𝑘∈ℕ X
(𝑠1…𝑠𝑘). We call the elements of X variables. Note that X(𝜀) = ∅. Now let 𝛴
be a set such that 𝛴 ∩ X = ∅. The set of (string-)tuple composition representations, denoted by
TCR(𝛴), is the (ℕ∗ × ℕ)-sorted set (Rep, sort) where
Rep = {[𝑢1, …, 𝑢𝑠](𝑠1…𝑠𝑘) ∣ 𝑘, 𝑠1, …, 𝑠𝑘, 𝑠 ∈ ℕ, 𝑢1, …, 𝑢𝑠 ∈ (𝛴 ∪ X(𝑠1…𝑠𝑘))∗}
and sort(𝑐) = (𝑠1…𝑠𝑘, 𝑠) for each 𝑐 = [𝑢1, …, 𝑢𝑠](𝑠1…𝑠𝑘) ∈ Rep. For any tuple composition
representation 𝑐 = [𝑢1, …, 𝑢𝑠](𝑠1…𝑠𝑘), the fanout of 𝑐, denoted by fanout(𝑐), is 𝑠. We call a tuple
composition representation [𝑢1, …, 𝑢𝑠](𝑠1…𝑠𝑘)
• linear if each variable from X(𝑠1…𝑠𝑘) occurs at most once in 𝑢1…𝑢𝑠,
• non-deleting if each variable from X(𝑠1…𝑠𝑘) occurs at least once in 𝑢1…𝑢𝑠,
• monotonous if it is linear, non-deleting, and the variables 𝑥1,1, …, 𝑥𝑘,1 occur in ascending
order of their first indices in 𝑢1…𝑢𝑠,
• strongly monotonous if it is monotonous and, for each 𝑖 ∈ [𝑘], the variables 𝑥𝑖,1, …, 𝑥𝑖,𝑠𝑖
occur in ascending order of their second indices in 𝑢1…𝑢𝑠, and
• terminal-free if 𝑢1, …, 𝑢𝑠 ∈ 𝑋∗.
Definition 2.15 (tuple algebra). Let 𝛴 be a set such that 𝛴 ∩ X = ∅. A tuple algebra over 𝛴 is
the ℕ-sorted TCR(𝛴)-algebra ( ⋃𝑠∈ℕ(𝛴
∗)𝑠, 𝜓𝛴) where
𝜓𝛴(𝑐)((𝑣1,1, …, 𝑣1,𝑠1), …, (𝑣𝑘,1, …, 𝑣𝑘,𝑠𝑘)) = (𝑢
′
1, …, 𝑢
′
𝑠)
for each 𝑐 = [𝑢1, …, 𝑢𝑠](𝑠1…𝑠𝑘) ∈ TCR(𝛴) and 𝑣1,1, …, 𝑣1,𝑠1, …, 𝑣𝑘,1, …, 𝑣𝑘,𝑠𝑘 ∈ 𝛴
∗, where
𝑢′1, …, 𝑢
′
𝑠 are obtained from 𝑢1, …, 𝑢𝑠, respectively, by replacing each occurrence of 𝑥𝑖,𝑗 with
𝑣𝑖,𝑗 for each 𝑖 ∈ [𝑘] and 𝑗 ∈ [𝑠𝑖]. We define the function hom𝜓,𝛴:TsTCR(𝛴) → ⋃𝑠∈ℕ(𝛴
∗)𝑠 where
hom𝜓,𝛴(𝑡) = 𝜓𝛴(𝑐)( hom𝜓,𝛴(𝑡1), …, hom𝜓,𝛴(𝑡𝑘))
for each 𝑡 = 𝑐(𝑡1, …, 𝑡𝑘) ∈ TsTCR(𝛴).
8 □
In the following, for any 𝛴, we will no longer distinguish between a tuple composition
representation 𝑐 over 𝛴 and 𝜓𝛴(𝑐). Instead we call both objects a tuple composition (function)
and we write 𝑐 rather than 𝜓𝛴(𝑐). Also, we will abbreviate [𝑢1, …, 𝑢𝑠](𝑠1…𝑠𝑘) by [𝑢1, …, 𝑢𝑠]
whenever 𝑘 and 𝑠1, …, 𝑠𝑘 are clear from the context.
Definition 2.16 (parallel multiple context-free grammars, syntax). A parallel multiple context-
free grammar (short: PMCFG) is a tuple 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) where
• 𝑁 is an ℕ-sorted set, whose elements we call non-terminals,9
8The function hom𝜓,𝛴 is a homomorphism between the TCR(𝛴)-term algebra and the tuple algebra over 𝛴.
9In the literature, non-terminals with sort 0 are usually not allowed. We include such non-terminals since they are
necessary to prove lemma 2.59.
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• 𝛴 is a set disjoint from X, whose elements we call terminals,
• 𝑁i ⊆ 𝑁1, called the initial non-terminal, and
• 𝑅 is a finite (𝑁 ∗ ×𝑁)-sorted subset of 𝑁 ×TCR(𝛴)×𝑁 ∗ where sort((𝐴, 𝑐, 𝐵1⋯𝐵𝑘)) =
(𝐵1…𝐵𝑘, 𝐴) and sort(𝑐) = (sort(𝐵1)…sort(𝐵𝑘), sort(𝐴)); the elements of 𝑅 are called
rules. □
Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a PMCFG and 𝜌 = (𝐴, 𝑐, 𝐵1⋯𝐵𝑘) ∈ 𝑅 with sort(𝑐) = (𝑠1⋯𝑠𝑘, 𝑠).
The fanout of 𝜌, denoted by fanout(𝜌), is 𝑠. The rank of 𝜌, denoted by rank(𝜌), is 𝑘. For any
𝑖 ∈ [𝑘], the 𝑖-fanout of 𝜌, denoted by fanout𝑖(𝜌), is 𝑠𝑖.
Definition 2.17 (PMCFGs, language). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a PMCFG and 𝐴 ∈ 𝑁.
• The set of derivation trees of 𝐺, denoted by D𝐺, is the set Ts𝑅 of sorted trees over 𝑅.
• The set of complete derivation trees of 𝐺, denoted by Dc𝐺, is the 𝑁-sorted set ⋃𝑆∈𝑁i(T
s
𝑅)𝑆.
Now let 𝑑 = 𝜌(𝑑1, …, 𝑑𝑘) ∈ D𝐺 with 𝜌 = (𝐴, [𝑢1, …, 𝑢𝑠], 𝐵1⋯𝐵𝑘) and let 𝑤 ∈ 𝛴∗.
• The yield of 𝑑, denoted by yield(𝑑), is the tuple of strings (𝜋2 ; hom𝜓,𝛴)(𝑑) ∈ (𝛴∗)𝑠
where 𝜋2:Ts𝑁×TCR(𝛴)×𝑁∗ → T
s
TCR(𝛴) is the function that returns the tree obtained from
its argument by replacing every triple in the tree with its second component.
• The set of complete derivation trees of𝐺 for𝑤, denoted byDc𝐺(𝑤), is the set yield
−1(𝑤)∩Dc𝐺.
• The language of 𝐴 in 𝐺, denoted by ℒ(𝐺, 𝐴), is the set {yield(𝑑) ∣ 𝑑 ∈ (D𝐺)𝐴} of tuples.
• The language of 𝐺, denoted by ℒ(𝐺), is the set {yield(𝑑) ∣ 𝑑 ∈ Dc𝐺}. □
We will usually write 𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵ℓ) rather than (𝐴, [𝑢1, …, 𝑢𝑚], 𝐵1…𝐵ℓ) for
rules of a PMCFG.10
Example 2.18 (PMCFG). Consider the PMCFG 𝐺 = (𝑁, 𝛴, {𝑆}, 𝑅) where 𝑁 = {𝑆, 𝐴} with
sort(𝑆) = 1 and sort(𝐴) = 2, 𝛴 = {a, b}, and 𝑅 contains exactly the following three rules:
𝑆 → [𝑥1,1𝑥1,2](𝐴) 𝐴 → [𝑥1,1𝑥1,1, 𝑥1,2𝑥1,2](𝐴) 𝐴 → [a, b]().
The language of 𝐺 is ℒ(𝐺) = {a2𝑛b2𝑛 ∣ 𝑛 ∈ ℕ}, which is not context-free. For each 𝑛 ∈ ℕ,
there is a unique derivation tree 𝑑𝑛 ∈ Dc𝐺 with yield a
2𝑛b2
𝑛
, which is shown in figure 2.19. □
A PMCFG 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) is called
• of fanout 𝑠 if each rule in 𝑅 has fanout at most 𝑠,
• of rank 𝑘 if each rule in 𝑅 has rank at most 𝑘,
• a multiple context-free grammar (short: MCFG) if the second component of each rule in 𝑅
is linear,
• a string-rewriting linear context-free rewriting system (short: string-LCFRS) if the second
component of each rule in 𝑅 is linear and non-deleting,
• unambiguous if |Dc𝐺(𝑤)| ≤ 1 for each 𝑤 ∈ 𝛴
∗,
10This syntax coincides with the syntax of a rule of a regular tree grammar [Bra69; cf. notation of Eng15, p. 16]
where TCR(𝛴) is the set of terminals.
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𝑆 → [𝑥1,1𝑥1,2](𝐴)
𝐴 → [𝑥1,1𝑥1,1, 𝑥1,2𝑥1,2](𝐴)
⋮
𝐴 → [𝑥1,1𝑥1,1, 𝑥1,2𝑥1,2](𝐴)
𝐴 → [a, b]()
𝑛 times a2𝑛b2𝑛
yield
Figure 2.19: Unique derivation tree 𝑑𝑛 with yield a2
𝑛
b2
𝑛
, cf. example 2.18.
• ambiguous if it is not unambiguous,
• finitely ambiguous if Dc𝐺(𝑤) is finite for each 𝑤 ∈ 𝛴
∗,
• infinitely ambiguous if it is not finitely ambiguous
• monotonous if the second component of each rule in 𝑅 is monotonous, and
• strongly monotonous if the second component of each rule in 𝑅 is strongly monotonous.
Note that 𝐺 in example 2.18 is of fanout 2, rank 1, and strongly monotonous; it is neither an
MCFG nor a string-LCFRS.
MCFGs are expressively equivalent to string-LCFRSs [VWJ87], i.e. for every MCFG there is an
equivalent string-LCFRS and vice versa [Sek+91, lemma 2.2]. String-rewriting linear context-free
rewriting systems have been intensively studied by the natural language processing community
in recent years, see the book of Kallmeyer [Kal10] for an overview.
Example 2.20 (string-LCFRS, taken from Den15, example 4). Consider the MCFG 𝐺 =
(𝑁, 𝛴, {𝑆}, 𝑅) where 𝑁 = {𝑆, 𝐴, 𝐵} with sort(𝑆) = 1 and sort(𝐴) = sort(𝐵) = 2,
𝛴 = {a, b, c, d}, and 𝑅 contains exactly the following five rules:
𝑆 → [𝑥1,1𝑥2,1𝑥1,2𝑥2,2](𝐴, 𝐵) 𝐴 → [a𝑥1,1, c𝑥1,2](𝐴) 𝐴 → [𝜀, 𝜀]()
𝐵 → [b𝑥1,1, d𝑥1,2](𝐵) 𝐵 → [𝜀, 𝜀]().
The language of 𝐺 is ℒ(𝐺) = {a𝑚b𝑛c𝑚d𝑛 ∣ 𝑚, 𝑛 ∈ ℕ}, which is not context-free. For each
𝑚 ∈ ℕ and 𝑛 ∈ ℕ, there is a unique derivation tree 𝑑𝑚,𝑛 ∈ Dc𝐺 with yield a
𝑚b𝑛c𝑚d𝑛 w.r.t. 𝐺,
which is shown in figure 2.21. Note that 𝐺 is a strongly monotonous string-LCFRS of fanout 2
and rank 2. □
Examples 2.18 and 2.20 were unambiguous PMCFGs. The next example illustrates finite
ambiguity.
Example 2.22. Consider the string-LCFRS 𝐺 = (𝑁, 𝛴, {𝑆}, 𝑅) where 𝑁 = {𝑆, 𝐴} with
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𝑆 → [𝑥1,1𝑥2,1𝑥1,2𝑥2,2](𝐴, 𝐵)
𝐴 → [a𝑥1,1, c𝑥1,2](𝐴)
⋮
𝐴 → [a𝑥1,1, c𝑥1,2](𝐴)
𝐴 → [𝜀, 𝜀]()
𝐵 → [b𝑥1,1, d𝑥1,2](𝐵)
⋮
𝐵 → [b𝑥1,1, d𝑥1,2](𝐵)
𝐵 → [𝜀, 𝜀]()
𝑚 times 𝑛 times a𝑚b𝑛c𝑚d𝑛
yield
Figure 2.21: Derivation tree 𝑑𝑚,𝑛 with yield a𝑚b𝑛c𝑚d𝑛 w.r.t. 𝐺, cf. example 2.20.
sort(𝐴) = 1, 𝛴 = {a, ̄a}, and 𝑅 contains exactly the following five rules:
𝑆 → [𝜀]() 𝑆 → [𝑥1,1](𝐴)
𝐴 → [a ̄a]() 𝐴 → [a𝑥1,1 ̄a](𝐴) 𝐴 → [𝑥1,1𝑥2,1](𝐴, 𝐴)
Note that 𝐺 is of fanout 1 and its language is the same as the one from the CFG shown in
example 2.8. 𝐺 is ambiguous. There are, for example, two derivation trees of 𝐺 that yield the
string a ̄a a ̄a a ̄a. Both are shown in figure 2.23. However, for each string 𝑤 ∈ 𝛴∗, there are only
a finite number of derivation trees that yield 𝑤. □
𝑆 → [𝑥1,1](𝐴)
𝐴 → [𝑥1,1𝑥2,1](𝐴, 𝐴)
𝐴 → [𝑥1,1𝑥2,1](𝐴, 𝐴)
𝐴 → [a ̄a]() 𝐴 → [a ̄a]()
𝐴 → [a ̄a]()
𝑆 → [𝑥1,1](𝐴)
𝐴 → [𝑥1,1𝑥2,1](𝐴, 𝐴)
𝐴 → [a ̄a]() 𝐴 → [𝑥1,1𝑥2,1](𝐴, 𝐴)
𝐴 → [a ̄a]() 𝐴 → [a ̄a]()
Figure 2.23: Derivation trees of 𝐺 with yield a ̄a a ̄a a ̄a, cf. example 2.22.
And finally, we show an example for infinite ambiguity:
Example 2.24. Consider the string-LCFRS 𝐺 = (𝑁, 𝛴, 𝑁, 𝑅) of fanout 1 where 𝑁 = {𝑆}
with sort(𝑆) = 1, 𝛴 = {a, ̄a}, and 𝑅 contains exactly the following three rules:
𝑆 → [𝜀]() 𝑆 → [a𝑥1,1 ̄a](𝑆) 𝑆 → [𝑥1,1𝑥2,1](𝑆, 𝑆)
This string-LCFRS again has the same language as the one from the CFG shown in example 2.8.
However, it is not finitely ambiguous since any of the countably infinite derivation trees build
from the both rules 𝑆 → [𝜀]() and 𝑆 → [𝑥1,1𝑥2,1](𝑆, 𝑆) have yield 𝜀. □
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For each set 𝛴, and 𝑘, 𝑠 ∈ ℕ+, we fix the following sets of grammars and languages:
• (𝑠, 𝑘)-PMCFG(𝛴) denotes the set of PMCFGs of fanout 𝑠 and of rank 𝑘 whose terminals
are taken from the set 𝛴,
• (𝑠, 𝑘)-PMCFL(𝛴) = {ℒ(𝐺) ∣ 𝐺 ∈ (𝑠, 𝑘)-PMCFG(𝛴)},
• 𝑠-PMCFG(𝛴) = ⋃𝑘′∈ℕ+(𝑠, 𝑘
′)-PMCFG(𝛴),
• 𝑠-PMCFL(𝛴) = {ℒ(𝐺) ∣ 𝐺 ∈ 𝑠-PMCFG(𝛴)},
• PMCFG(𝛴) = ⋃𝑠′∈ℕ+ 𝑠
′-PMCFL(𝛴),
• PMCFL(𝛴) = {ℒ(𝐺) ∣ 𝐺 ∈ PMCFG(𝛴)},
• (𝑠, 𝑘)-MCFG(𝛴) denotes the set of MCFGs of fanout 𝑠 and of rank 𝑘 whose terminals
are taken from the set 𝛴,
• (𝑠, 𝑘)-MCFL(𝛴) = {ℒ(𝐺) ∣ 𝐺 ∈ (𝑠, 𝑘)-MCFG(𝛴)},
• 𝑠-MCFG(𝛴) = ⋃𝑘′∈ℕ+(𝑠, 𝑘
′)-MCFG(𝛴),
• 𝑠-MCFL(𝛴) = {ℒ(𝐺) ∣ 𝐺 ∈ 𝑠-MCFG(𝛴)},
• MCFG(𝛴) = ⋃𝑠′∈ℕ+ 𝑠
′-MCFG(𝛴), and
• MCFL(𝛴) = {ℒ(𝐺) ∣ 𝐺 ∈ MCFG(𝛴)}.
A language 𝐿 ⊆ 𝛴∗ is called multiple context-free if 𝐿 ∈ MCFL(𝛴).
2.2.3 Finite-state automata
Finite-state automata are well-understood. Many known results on finite-state automata were
compiled in the books by Hopcroft and Ullman [HU69; HU79] and Hopcroft, Motwani, and
Ullman [HMU01]. We will recall the basic definitions here.11
Definition 2.25 (finite-state automata, syntax). A finite-state automaton (short: FSA) is a tuple
ℳ = (𝑄, 𝛴, 𝑄i, 𝑄f, 𝑇 ) where
• 𝑄 and 𝛴 are sets, whose elements we call states and terminals, respectively,
• 𝑄i ⊆ 𝑄, whose elements we call initial states,
• 𝑄f ⊆ 𝑄, whose elements we call final states, and
• 𝑇 is a finite subset of 𝑄 × 𝛴∗ × 𝑄; the elements of 𝑇 are called transitions. □
The language of a finite-state automaton is defined analogously to that of PMCFGs: by
applying a function yield to runs (which take the place of derivation trees).
Definition 2.26 (FSAs, language). Let ℳ = (𝑄, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an FSA.
• A run (of ℳ) is a string (𝑞1, 𝑢1, 𝑞′1)…(𝑞𝑘, 𝑢𝑘, 𝑞
′
𝑘) ∈ 𝑇
∗ with 𝑘 ∈ ℕ such that 𝑞′𝑖 = 𝑞𝑖+1
for each 𝑖 ∈ [𝑘 − 1].
• The set of runs of ℳ is denoted by Runsℳ.
Let 𝜃 = (𝑞0, 𝑢1, 𝑞1)(𝑞1, 𝑢2, 𝑞2)…(𝑞𝑘−1, 𝑢𝑘, 𝑞𝑘) ∈ Runsℳ be a run of ℳ.
11In the nomenclature of Hopcroft, Motwani, and Ullman [HMU01, section 2.3.3], we define non-deterministic
finite-state automata with extended transition function.
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• We call 𝜃 accepting if 𝑞0 ∈ 𝑄i and 𝑞𝑘 ∈ 𝑄f.
• The set of accepting runs of ℳ is denoted by Runsaccℳ .
• The yield of 𝜃, denoted by yield(𝜃), is the string 𝑢1…𝑢𝑘.
• The set of all runs of ℳ that yield 𝑤, i.e. yield−1(𝑤) ∩ Runsℳ, is denoted by Runsℳ(𝑤).
• The set of all accepting runs of ℳ that yield 𝑤, i.e. yield−1(𝑤) ∩ Runsaccℳ , is denoted by
Runsaccℳ(𝑤).
• The language recognised by ℳ, denoted by ℒ(ℳ), is {yield(𝜃) ∣ 𝜃 ∈ Runsaccℳ}. □
𝑞astart 𝑞b
a
𝜀
b
Figure 2.27: Graphical representation of the automaton ℳ given in example 2.28.
Example 2.28 (FSA). Consider the FSA ℳ = (𝑄, 𝛴, {𝑞a}, {𝑞b}, 𝑇 ) where 𝑄 = {𝑞a, 𝑞b},
𝛴 = {a, b}, and 𝑇 = {𝜏1, 𝜏2, 𝜏3} with
𝜏1 = (𝑞a, a, 𝑞a) 𝜏2 = (𝑞a, 𝜀, 𝑞b) 𝜏3 = (𝑞b, b, 𝑞b).
The language of ℳ is {a𝑚b𝑛 ∣ 𝑚, 𝑛 ∈ ℕ} = {a}∗ ∘ {b}∗. A graphical representation of ℳ is
given in figure 2.27 where the states are represented by nodes, any transition (𝑞, 𝑢, 𝑞′) ∈ 𝑇 is
represented by an edge from 𝑞 to 𝑞′ with label 𝑢, the node corresponding to the initial state is
marked with an incoming edge from a node named “start”, and the nodes corresponding to the
final states are drawn with a double circle. □
A language 𝐿 ⊆ 𝛴∗ is called recognisable (over 𝛴) if there is an FSA ℳ such that 𝐿 = ℒ(ℳ).
The set of all recognisable languages over 𝛴 is denoted by REC(𝛴), or REC if 𝛴 is clear from
the context.
An FSA ℳ = (𝑄, 𝛴, 𝑄i, 𝑄f, 𝑇 ) is called
• unambiguous if |Runsaccℳ(𝑤)| ≤ 1 for each 𝑤 ∈ 𝛴
∗,
• ambiguous if it is not unambiguous, and
• finitely ambiguous if Runsaccℳ(𝑤) is finite for every 𝑤 ∈ 𝛴
∗.
The FSA in example 2.28 is unambiguous.
2.2.4 Automata with data storage
Automata with data storage [Gol79; Gol80; cf. also Sco67; Eng86; Eng14; HV16] add to an FSA
the ability to manipulate a so-called storage configuration that is taken from a possibly infinite
set.12 Let us first look at the definition of data storage and then consider the automata that use
it.
12In contrast, only finitely many states are relevant for an FSA: the states that occur in its transitions.
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Definition 2.29 (data storage). A data storage is a tuple DS = (𝐶, 𝐼, 𝐶i, 𝐶f) where
• 𝐶 is a set, whose elements we call storage configurations,
• 𝐼 ⊆ 𝒫(𝐶 × 𝐶), whose elements we call instructions,
• 𝐶i ⊆ 𝐶, whose elements we call initial storage configurations, and
• 𝐶f ⊆ 𝐶, whose elements we call final storage configurations. □
Our data storages are similar to the “storage types” introduced by Engelfriet [Eng86; Eng14]
and Engelfriet and Vogler [EV86]; the two differences are that storage types have predicates and
that the instructions of storage types are partial functions (instead of arbitrary binary relations).
The “data storage types” introduced by Herrmann and Vogler [HV16, section 3] differ from our
data storages since they additionally have predicates and their instructions are partial functions
(instead of arbitrary binary relations) that depend on the input of the automaton in addition to
the current storage configuration (instead of only on the current storage configuration).
Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage. We call DS
• finitely non-deterministic if 𝑖(𝑐) is finite for each 𝑖 ∈ 𝐼 and 𝑐 ∈ 𝐶,
• boundedly non-deterministic if there is a number 𝑘 ∈ ℕ such that |𝑖(𝑐)| ≤ 𝑘 holds for
each 𝑖 ∈ 𝐼 and 𝑐 ∈ 𝐶, and
• deterministic if |𝑖(𝑐)| ≤ 1 for each 𝑖 ∈ 𝐼 and 𝑐 ∈ 𝐶.
In the following, we present three classic examples for data storages.13
Example 2.30 (counting, taken from Eng86; Eng14, definition 3.4). The data storage Count
models a simple counting mechanism:
Count = (ℕ, {id(ℕ+), id({0}), inc, dec}, {0}, ℕ)
with inc = {(𝑛, 𝑛 + 1) ∣ 𝑛 ∈ ℕ} = dec−1. Count is deterministic since |id(ℕ+)(𝑛)| ≤ 1,
|id({0})(𝑛)| ≤ 1, |inc(𝑛)| = 1, and |dec(𝑛)| ≤ 1 for each 𝑛 ∈ ℕ. □
Example 2.31 (pushdown storage, similar to Eng86; Eng14, definition 3.2). Let 𝛤 be a non-
empty set. The data storage PD(𝛤 ) models pushdown storage:14
PD(𝛤 ) = (𝛤 ∗, {bottom, pop} ∪ {top(𝛾), push(𝛾) ∣ 𝛾 ∈ 𝛤}, {𝜀}, 𝛤 ∗) where
• bottom = id({𝜀}),
• top(𝛾) = {(𝛾𝑤, 𝛾𝑤) ∣ 𝑤 ∈ 𝛤 ∗} for each 𝛾 ∈ 𝛤,
• pop = {(𝛾𝑤, 𝑤) ∣ 𝛾 ∈ 𝛤 , 𝑤 ∈ 𝛤 ∗}, and
• push(𝛾) = {(𝑤, 𝛾𝑤) ∣ 𝑤 ∈ 𝛤 ∗} for each 𝛾 ∈ 𝛤.
PD(𝛤 ) is deterministic since |push(𝛾)(𝑤)| = 1, |id({𝜀})(𝑤)| ≤ 1, |top(𝛾)(𝑤)| ≤ 1, and
|pop(𝑤)| ≤ 1 for each 𝑤 ∈ 𝛤 ∗ and 𝛾 ∈ 𝛤. □
13The predicates of Engelfriet [Eng86; Eng14] are expressed here as partial identities [Den17a, lemma 8].
14In comparison to Engelfriet [Eng86; Eng14], we omit the dedicated “bottom of the pushdown” symbol.
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Example 2.32 (tape storage). Let 𝛤 be a set and □ ∈ 𝛤. The tape storage on 𝛤 and □ is the data
storage
Tape(𝛤 ) = ((ℕ+ → 𝛤) × ℕ+, 𝐼, {⟨{(𝑛, □) ∣ 𝑛 ∈ ℕ+}, 1⟩}, (ℕ+ → 𝛤) × ℕ+)
where 𝐼 = {read(𝛾),write(𝛾) ∣ 𝛾 ∈ 𝛤} ∪ {left, right} and
• read(𝛾) = id({⟨𝑡, 𝑛⟩ ∣ 𝑡: ℕ+ → 𝛤, 𝑛 ∈ ℕ+, 𝑡(𝑛) = 𝛾}) for each 𝛾 ∈ 𝛤,
• write(𝛾) = {(⟨𝑡, 𝑛⟩, ⟨𝑡[𝑛/𝛾], 𝑛⟩) ∣ 𝑡: ℕ+ → 𝛤, 𝑛 ∈ ℕ} for each 𝛾 ∈ 𝛤,
• left = {(⟨𝑡, 𝑛⟩, ⟨𝑡, 𝑛 − 1⟩) ∣ 𝑡: ℕ+ → 𝛤, 𝑛 ∈ ℕ+, 𝑛 > 1}, and
• right = {(⟨𝑡, 𝑛⟩, ⟨𝑡, 𝑛 + 1⟩) ∣ 𝑡: ℕ+ → 𝛤, 𝑛 ∈ ℕ+}.
The tape storage is intended to simulate the tape of a Turing machine. The tape of the Turing
machine is represented by a function 𝑡: ℕ+ → 𝛤. The current square is modelled by a number
𝑛 ∈ ℕ+. If 𝑡(𝑛) = □, then we call the 𝑛-th square of 𝑡 blank. The initial configuration is a tape
that is all blank and where the current square is one. Any configuration is considered final. The
four instructions immediately implement the usual operations on the tape:
• read(𝛾) checks if the current square is labelled with 𝛾,
• read(□) checks if the current square is blank,
• write(𝛾) writes the symbol 𝛾 to the current square,
• write(□) makes the current square blank,
• left moves the current square to the left, and
• right moves the current square to the right.
The state changes that can be done in a Turing machine will be implemented by state changes
in the automaton with data storage and thus need not be represented in the data storage. □
Now we show two examples of data storage that are not deterministic.
Example 2.33 (taken from Den17a, example 4). Let 𝛤 be a non-empty set. The data storage
PD′(𝛤 ) also models pushdown storage (cf. example 2.31).15 In comparison to PD(𝛤 ) it has an
additional instruction pop∗ that can remove arbitrarily many symbols from the pushdown.
PD′(𝛤 ) = (𝛤 ∗, {bottom, pop, pop∗} ∪ {top(𝛾), push(𝛾) ∣ 𝛾 ∈ 𝛤}, {𝜀}, 𝛤 ∗)
where pop∗ = {(𝑢𝑤, 𝑤) ∣ 𝑢, 𝑤 ∈ 𝛤 ∗}. The data storage PD′(𝛤 ) is not deterministic since
|pop∗(𝛾)| = |{𝜀, 𝛾}| = 2 > 1 for each 𝛾 ∈ 𝛤. Also, PD′(𝛤 ) is not boundedly non-deterministic
since |pop∗(𝛾𝑛+1)| = |{𝜀, 𝛾, 𝛾2, …, 𝛾𝑛}| = 𝑛 + 1 for each 𝑛 ∈ ℕ and 𝛾 ∈ 𝛤. However, it is
finitely non-deterministic since |pop∗(𝑤)| = |𝑤| < ∞ for each 𝑤 ∈ 𝛤 ∗. □
Example 2.34 (taken from Den17a, example 5). Let 𝛤 be a non-empty set. The data storage
PD″(𝛤 ) is a third version of pushdown storage (cf. examples 2.31 and 2.33). In comparison to
PD(𝛤 ) it has an additional instruction push(𝛤 ) that can push any symbol from 𝛤 on top of the
15This example originated from a comment of an anonymous reviewer of Denkinger [Den17a].
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pushdown.
PD″(𝛤 ) = (𝛤 ∗, {bottom, pop, push(𝛤 )} ∪ {top(𝛾), push(𝛾) ∣ 𝛾 ∈ 𝛤}, {𝜀}, 𝛤 ∗)
where push(𝛤 ) = pop−1 = {(𝑤, 𝛾𝑤) ∣ 𝑤 ∈ 𝛤 ∗, 𝛾 ∈ 𝛤}. Since |push(𝛤 )(𝑤)| = |𝛤 |, we have
the following implications:
• If |𝛤 | = 1, then PD″(𝛤 ) is deterministic.
• If |𝛤 | ≥ 2, then PD″(𝛤 ) is not deterministic.
• If 𝛤 is finite, then PD″(𝛤 ) is boundedly non-deterministic.
• If 𝛤 is infinite, the PD″(𝛤 ) is not finitely non-deterministic. □
Definition 2.35 (closure of data storage). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage. The
composition closure of DS, denoted by DS∗, is the data storage (𝐶, 𝐼∗, 𝐶i, 𝐶f) where 𝐼∗ is the
smallest set 𝐽 such that
• id(𝐶) ∈ 𝐽,
• 𝐼 ⊆ 𝐽, and
• if 𝑖1, 𝑖2 ∈ 𝐽, then 𝑖1 ; 𝑖2 ∈ 𝐽.
We call DS composition closed if DS∗ = DS. □
Let us now turn our attention to automata with data storage.
Definition 2.36 (automata with data storage, syntax). An automaton with data storage is a
tuple ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) where
• 𝑄 and 𝛴 are sets, whose elements we call states and terminals, respectively,
• DS = (𝐶, 𝐼, 𝐶i, 𝐶f) is a data storage,
• 𝑄i ⊆ 𝑄, whose elements we call initial states,
• 𝑄f ⊆ 𝑄, whose elements we call final states, and
• 𝑇 is a finite subset of 𝑄 × 𝐼∗ × 𝛴∗ × 𝑄, the elements of which we call transitions. □
For a transition 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′), we call 𝑞 the source state, 𝑖 the instruction (even though it is
the composition of multiple instructions of the underlying data storage), 𝜎 the read string, and
𝑞′ the target state of 𝜏.
For convenience, we sometimes call an automaton with data storage whose data storage is
DS and whose terminals are taken from 𝛴 a (DS, 𝛴)-automaton.
For the remainder of this section, let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an arbi-
trary (DS, 𝛴)-automaton and DS = (𝐶, 𝐼, 𝐶i, 𝐶f).
A configuration of ℳ is a tuple (𝑞, 𝑐, 𝑤) where 𝑞 ∈ 𝑄, 𝑐 ∈ 𝐶, and 𝑤 ∈ 𝛴∗. We call 𝑞 the
current state, 𝑐 the current storage configuration, and 𝑤 the remaining input of this configuration.
Intuitively, the application of some transition 𝜏 = (𝑝, 𝑖, 𝑢, 𝑝′) of ℳ to some configuration
(𝑞, 𝑐, 𝑤) of ℳ works as follows:
(i) ensure that 𝑝 = 𝑞,
38
2.2 Language devices
(ii) choose (non-deterministically) a storage configuration 𝑐′ from the set 𝑖(𝑐),
(iii) ensure that 𝑤 = 𝑢𝑤′ for some string 𝑤′ ∈ 𝛴∗, and
(iv) return the tuple (𝑝′, 𝑐′, 𝑤′) as the successor configuration.
There might be zero or more successor configurations that can be returned by this process,
depending on the current state, the remaining input, and the size of the set 𝑖(𝑐). If DS is not
finitely non-deterministic, there might even be infinitely many successor configurations. Note
that, since 𝑖 is an element of 𝐼∗ (which already contains id(𝐶)), it would be superfluous to add
the identity id(𝐶) to the set of instructions of a data storage. For any data storage, we will
abbreviate the total identity on the set of its configurations by id. The four steps described
above are the basis for the following definition.
Definition 2.37 (automata with data storage, run relation). Let 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇. We define
the transition relation of 𝜏 (w.r.t. ℳ), denoted by ⊢𝜏, as the endorelation on 𝑄 × 𝐶 × 𝛴∗ such
that (𝑞0, 𝑐0, 𝑤0) ⊢𝜏 (𝑞1, 𝑐1, 𝑤1) if and only if 𝑞 = 𝑞0, 𝑞′ = 𝑞1, 𝑐1 ∈ 𝑖(𝑐0), and 𝑤0 = 𝑢𝑤1. The
transition relation of ℳ, denoted by ⊢ℳ, is ⋃𝜏∈𝑇 ⊢𝜏. □
Wewill abbreviate the sequential composition ⊢𝜏1 ;…;⊢𝜏𝑘 by ⊢𝜏1…𝜏𝑘 . Consequently, ⊢𝜀 is the
identity on 𝑄 × 𝐶 × 𝛴∗ and (⊢ℳ)∗ = ⋃𝜃∈𝑇 ∗ ⊢𝜃. If we are not interested in the yield of a run,
then we may abbreviate “∃𝑤0, 𝑤1 ∈ 𝛴∗: (𝑞0, 𝑐0, 𝑤0) ⊢𝜃 (𝑞1, 𝑐1, 𝑤1)” by “(𝑞0, 𝑐0) ⊢𝜃 (𝑞1, 𝑐1)”.
Similarly to our definitions for PMCFGs (definition 2.17) and FSAs (definition 2.26), the language
of an automaton with data storage is defined in terms of valid strings of transitions (i.e. runs)
and a function yield.
Definition 2.38 (automata with data storage, language).
• A run (of ℳ) is a string (𝑞1, 𝑖1, 𝑢1, 𝑞′1)…(𝑞𝑘, 𝑖𝑘, 𝑢𝑘, 𝑞
′
𝑘) ∈ 𝑇
∗ such that 𝑞′𝑗 = 𝑞𝑗+1 for each
𝑗 ∈ [𝑘 − 1] and 𝑖1 ; … ; 𝑖𝑘 ≠ ∅.
• The set of all runs of ℳ is denoted by Runsℳ.
Let 𝜃 = (𝑞0, 𝑖1, 𝑢1, 𝑞1)(𝑞1, 𝑖2, 𝑢2, 𝑞2)…(𝑞𝑘−1, 𝑖𝑘, 𝑢𝑘, 𝑞𝑘) ∈ Runsℳ be a run of ℳ.
• We call 𝜃 accepting if 𝑞0 ∈ 𝑄i, 𝑞𝑘 ∈ 𝑄f, and (𝑖1 ; … ; 𝑖𝑘) ∩ (𝐶i × 𝐶f) ≠ ∅.
• The set of all accepting runs of ℳ is denoted by Runsaccℳ .
• The yield of 𝜃, denoted by yield(𝜃), is the string 𝑢1…𝑢𝑘.
• The set of all runs of ℳ that yield 𝑤, i.e. yield−1(𝑤) ∩ Runsℳ, is denoted by Runsℳ(𝑤).
• The set of all accepting runs of ℳ that yield 𝑤, i.e. yield−1(𝑤) ∩ Runsaccℳ , is denoted by
Runsaccℳ(𝑤).
• The language of ℳ, denoted by ℒ(ℳ), is the set {yield(𝜃) ∣ 𝜃 ∈ Runsaccℳ}. □
Note that a string 𝜃 ∈ 𝑇 ∗ is called a run of ℳ if and only if the relation ⊢𝜃 is non-empty.
Furthermore, a string 𝜃 ∈ 𝑇 ∗ is called an accepting run if and only if there are 𝑞 ∈ 𝑄i, 𝑞′ ∈ 𝑄f,
𝑐 ∈ 𝐶i, 𝑐′ ∈ 𝐶f, and 𝑤 ∈ 𝛴∗ such that (𝑞, 𝑐, 𝑤) ⊢𝜃 (𝑞′, 𝑐′, 𝜀). Finally, the language of ℳ is the
set of all words 𝑤 ∈ 𝛴∗ for which there are 𝜃 ∈ 𝑇 ∗, 𝑞 ∈ 𝑄i, 𝑞′ ∈ 𝑄f, 𝑐 ∈ 𝐶i, and 𝑐′ ∈ 𝐶f such
that (𝑞, 𝑐, 𝑤) ⊢𝜃 (𝑞′, 𝑐′, 𝜀).
The set of all languages recognised by (DS, 𝛴)-automata is denoted by REC(DS, 𝛴).
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1start 2
⟨push(∗), a⟩
⟨pop, ̄a⟩
⟨bottom, 𝜀⟩
Figure 2.39: Graph of the (PD(𝛤 ), 𝛴)-automaton from example 2.40
Example 2.40 (pushdown automaton). Let 𝛴 = {a, ̄a} and 𝛤 = {∗}. Consider the (PD(𝛤 ), 𝛴)-
automaton ℳ = ({1, 2}, PD(𝛤 ), 𝛴, {1}, {2}, 𝑇 ) where 𝑇 contains exactly the following three
transitions:
(1, push(∗), a, 1) (1, pop, ̄a, 1) (1, bottom, 𝜀, 2).
The graph of ℳ is shown in figure 2.39. The label of each edge in the graph is a tuple that
contains the instruction that is executed by the corresponding transition and the string of
terminals that is read. ℳ is equivalent to the CFG shown in example 2.8. □
1start 2 3
⟨push(𝛤 ), a⟩
⟨push(𝛤 ), b⟩
⟨id, #⟩
⟨pop(a), a′⟩
⟨pop(b), b′⟩
⟨bottom, 𝜀⟩
Figure 2.41: Graph of the automaton with data storage ℳ from example 2.42
Example 2.42 (taken from Den17a, example 7). Let 𝛴 = {a, b, #, a′, b′} and 𝛤 = {a, b}.
Recall the data storage PD″(𝛤 ) from example 2.34 and let ℳ = ([3], PD″(𝛤 ), 𝛴, {1}, {3}, 𝑇 )
where 𝑇 contains exactly the following six transitions
(1, push(𝛤 ), a , 1)
(2, pop(a) , a′, 2)
(1, push(𝛤 ), b , 1)
(2, pop(b) , b′, 2)
(1, id , #, 2)
(2, bottom, 𝜀 , 3)
and pop(𝛾) = top(𝛾) ; pop for every 𝛾 ∈ 𝛤. The graph of ℳ is shown in figure 2.41. The
language recognised by ℳ is ℒ(ℳ) = {𝑢#𝑣 ∣ 𝑢 ∈ {a, b}∗, 𝑣 ∈ {a′, b′}∗, |𝑢| = |𝑣|}. The
automaton ℳ recognises a given word 𝑢#𝑣 (with 𝑢 ∈ {a, b}∗ and 𝑣 ∈ {a′, b′}∗) as follows: In
state 1, it reads the prefix 𝑢 and constructs any element of 𝛤 ∗ of length |𝑢| on the pushdown
non-deterministically. It then reads # and goes to state 2. In state 2, it reads a′ for each a on the
pushdown and it reads b′ for each b on the pushdown until the pushdown is empty. Since the
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pushdown can contain any string over {a, b} of length |𝑢|, ℳ can read any string of {a′, b′} of
length |𝑢|, ensuring that |𝑢| = |𝑣|. □
An automaton with data storage ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) is called
• unambiguous if |Runsaccℳ(𝑤)| ≤ 1 for each 𝑤 ∈ 𝛴
∗,
• ambiguous if it is not unambiguous,
• finitely ambiguous if Runsaccℳ(𝑤) is finite for every 𝑤 ∈ 𝛴
∗, and
• infinitely ambiguous if it is not finitely ambiguous.
Note that examples 2.40 and 2.42 are both unambiguous.
Normal forms of data storage
Proposition 2.43 (taken from Den17a, proposition 9). For every data storage DS there is a
deterministic data storage det(DS) such that the class of (DS, 𝛴)-recognisable languages is
equal to the class of (det(DS), 𝛴)-recognisable languages.
Proof. Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f). Using a power set construction, we obtain the deterministic
data storage det(DS) = (𝒫(𝐶), det(𝐼), 𝐶′i , 𝐶
′
f ) where
• det(𝐼) = {det(𝑖) ∣ 𝑖 ∈ 𝐼} with det(𝑖) = {(𝑑, 𝑖(𝑑)) ∣ 𝑑 ⊆ 𝐶, 𝑖(𝑑) ≠ ∅} for every 𝑖 ∈ 𝐼,
• 𝐶′i = {𝐶i}, and
• 𝐶′f = {𝑑 ∣ 𝑑 ⊆ 𝐶, 𝑑 ∩ 𝐶f ≠ ∅}.
Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) and ℳ′ = (𝑄, det(DS), 𝛴, 𝑄i, 𝑄f, 𝑇 ′) automata with data
storage. We say that ℳ and ℳ′ are related if 𝑇 ′ = det(𝑇 ) = {det(𝜏) ∣ 𝜏 ∈ 𝑇 } where
det(𝜏) = (𝑞, det(𝑖), 𝑢, 𝑞′) for each 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇. Clearly, for every (DS, 𝛴)-automaton
there is an (det(DS), 𝛴)-automaton such that both are related, and vice versa.
Now let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) and ℳ′ = (𝑄, det(DS), 𝛴, 𝑄i, 𝑄f, det(𝑇 )) be automata
with data storage. Note that ℳ and ℳ′ are related. We extend det: 𝑇 → det(𝑇 ) to a function
det: 𝑇 ∗ → (det(𝑇 ))∗ by point-wise application. We can show for every 𝜃 ∈ 𝑇 ∗ by induction on
the length of 𝜃 that for each 𝑞, 𝑞′ ∈ 𝑄, 𝑐, 𝑐′ ∈ 𝐶, and 𝑤, 𝑤′ ∈ 𝛴∗, the following holds:
(𝑞, 𝑐, 𝑤) ⊢𝜃 (𝑞′, 𝑐′, 𝑤′) ⟺ ∀𝑑 ∋ 𝑐: ∃!𝑑′ ∋ 𝑐′: (𝑞, 𝑑, 𝑤) ⊢det(𝜃) (𝑞′, 𝑑′, 𝑤′) (2.1)
The quantification “∃!𝑑′ ∋ 𝑐′” should be read as “there is exactly one 𝑑′ that contains 𝑐′ as an
element”.
Induction base: The induction base is given by the sequence of length 0.
Induction step: We assume that (2.1) holds for all sequences of length𝑛. Let 𝑞, 𝑞′ ∈ 𝑄, 𝑐, 𝑐′ ∈ 𝐶,
𝑤, 𝑤′ ∈ 𝛴∗, 𝜃 ∈ 𝑇 𝑛, and 𝜏 ∈ 𝑇. We distinguish two cases.
Case 1: (𝑞, 𝑐, 𝑤) ⊢𝜃𝜏 (𝑞′, 𝑐′, 𝑤′). Then there are ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, and 𝑢, 𝑣 ∈ 𝛴∗ such that
𝜏 = ( ̄𝑞, 𝑖, 𝑣, 𝑞′), 𝑤 = 𝑢𝑣𝑤′, and (𝑞, 𝑐, 𝑢𝑣𝑤′) ⊢𝜃 ( ̄𝑞, ̄𝑐, 𝑣𝑤′) ⊢𝜏 (𝑞′, 𝑐′, 𝑤′). By (2.1) we
know that for every 𝑑 ∋ 𝑐 there is exactly one ̄𝑑 ∋ ̄𝑐 with (𝑞, 𝑑, 𝑢𝑣𝑤′) ⊢det(𝜃) ( ̄𝑞, ̄𝑑, 𝑣𝑤′).
It remains to be shown that ( ̄𝑞, ̄𝑑, 𝑣𝑤′) ⊢det(𝜏) (𝑞′, 𝑑′, 𝑤′) for exactly one 𝑑′ ∋ 𝑐′. By
construction, we know that det(𝜏) = ( ̄𝑞, det(𝑖), 𝑢, 𝑞′). Then ( ̄𝑑, 𝑑′) ∈ det(𝑖) by the
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definition of ⊢det(𝜏) and 𝑑′ is unique by construction of det(𝑖). By definition of det(𝑖), the
fact that ( ̄𝑐, 𝑐′) ∈ det(𝑖), and ̄𝑐 ∈ ̄𝑑, we have that 𝑐′ ∈ 𝑑′. Finally, det(𝜏) clearly goes from
state ̄𝑞 to state 𝑞′ and reads 𝑣.
Case 2: ¬(𝑞, 𝑐, 𝑤) ⊢𝜃𝜏 (𝑞′, 𝑐′, 𝑤′). This can have two reasons.
Case 2.1: There is no ( ̄𝑞, ̄𝑐, ?̄?) ∈ 𝑄 × 𝐶 × 𝛴∗ such that (𝑞, 𝑐, 𝑤) ⊢𝜃 ( ̄𝑞, ̄𝑐, ?̄?). Then it
follows by (2.1) that for every 𝑑 ∋ 𝑐 there is no ̄𝑑 ∋ ̄𝑐 such that (𝑞, 𝑑, 𝑤) ⊢det(𝜃) ( ̄𝑞, ̄𝑑, ?̄?)
and hence there is no 𝑑′ ∋ 𝑐′ such that (𝑐, 𝑑, 𝑤) ⊢det(𝜃𝜏) (𝑐′, 𝑑′, 𝑤′).
Case 2.2: There are ( ̄𝑞, ̄𝑐, 𝑢, 𝑣) ∈ 𝑄 × 𝐶 × 𝛴∗ × (𝛴 ∪ {𝜀}) such that 𝑤 = 𝑢𝑣𝑤′ and
(𝑞, 𝑐, 𝑤) ⊢𝜃 ( ̄𝑞, ̄𝑐, 𝑣𝑤′), but for none of them exists a transition 𝜏 = ( ̄𝑞, 𝑣, 𝑝, 𝑟, 𝑞) such
that ( ̄𝑞, ̄𝑐, 𝑣𝑤′) ⊢𝜏 (𝑞′, 𝑐′, 𝑤′). Then by (2.1) we know that for every 𝑑 ∋ 𝑐 there is
some ̄𝑑 ∋ ̄𝑐 such that (𝑞, 𝑑, 𝑢𝑣𝑤′) ⊢det(𝜃) ( ̄𝑞, ̄𝑑, 𝑣𝑤′). It remains to be shown that there
is no 𝑑′ ∋ 𝑐′ such that ( ̄𝑞, ̄𝑐, 𝑣𝑤′) ⊢det(𝜏) (𝑞′, 𝑐′, 𝑤′). If such a 𝑑′ were to exist, then
there would exist a transition det(𝜏) = ( ̄𝑞, det(𝑖), 𝑣, 𝑞′) ∈ det(𝑇 ) such that ( ̄𝑑, 𝑑′) ∈
det(𝑖). Then by the construction there would be some ̄𝑐 ∈ ̄𝑑 such that ( ̄𝑐, 𝑐′) ∈ 𝑖
which contradicts the assumption that there is no transition 𝜏 = ( ̄𝑞, 𝑖, 𝑣, 𝑞) such that
( ̄𝑞, ̄𝑐, 𝑣𝑤′) ⊢𝜏 (𝑞′, 𝑐′, 𝑤′).
We obtain ℒ(ℳ) = ℒ(ℳ′) from (2.1) and by the definitions of 𝐶′i and 𝐶
′
f . ∎
For practical reasons it might be preferable to avoid the construction of power sets. The
proof of the following proposition shows a construction for boundedly non-deterministic data
storages.
Proposition 2.44 (taken from Den17a, proposition 10). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a boundedly
non-deterministic data storage. There is a deterministic data storage DS′ with the same set of
storage configurations such that the class of (DS, 𝛴)-recognisable languages is contained in
the class of (DS′, 𝛴)-recognisable languages.
Proof. We construct the deterministic data storage DS′ = (𝐶, 𝐼 ′, 𝐶i, 𝐶f) where 𝐼′ is constructed
as follows: Let 𝑖 ∈ 𝐼 and 𝑖(𝑐)1, …, 𝑖(𝑐)𝑚𝑟,𝑐 be a fixed enumeration of the elements of 𝑖(𝑐)
for each 𝑐 ∈ 𝐶. Furthermore, let 𝑘 = max{|𝑖(𝑐)| ∣ 𝑖 ∈ 𝐼, 𝑐 ∈ 𝐶}. Since DS is boundedly
non-deterministic, the number 𝑘 is defined. We define for each 𝑗 ∈ [𝑘] an instruction 𝑖′𝑗 by
𝑖′𝑗(𝑐) = 𝑖(𝑐)𝑗 if 𝑗 ≤ 𝑚𝑖,𝑐 and 𝑖
′
𝑗(𝑐) = undefined otherwise. Let 𝐼
′ contain the instruction 𝑖′𝑗
for every 𝑖 ∈ 𝐼 and 𝑗 ∈ [𝑘]. Now let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an (DS, 𝛴)-automaton. We
construct the (DS′, 𝛴)-automaton ℳ′ = (𝑄,DS′, 𝛴, 𝑄i, 𝑄f, 𝑇 ′) where 𝑇 ′ contains for every
transition 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇 and 𝑗 ∈ [𝑘] the transition 𝜏 ′𝑗 = (𝑞, 𝑖
′
𝑗, 𝑢, 𝑞
′). Then
⊢ℳ = ⋃𝜏∈𝑇 ⊢𝜏 = ⋃𝜏=(𝑞,𝑖,𝑢,𝑞′)∈𝑇 ⋃𝑗∈[𝑘] ⊢𝜏′𝑗 = ⋃𝜏′∈𝑇 ′ ⊢𝜏′ = ⊢ℳ′
and thus ℒ(ℳ) = ℒ(ℳ′). ∎
The above construction fails for data storages that are not boundedly nd. Consider the data
storage PD′(𝛤 ) from example 2.33. Then there exists no bound 𝑘pop∗ ∈ ℕ as would be required
by the proof.
The containment shown in proposition 2.44 is strict as the following example reveals.
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1start 2 3
⟨push(a), a⟩
⟨push(b), b⟩
⟨id, 𝜀⟩
⟨pop(a), a⟩
⟨pop(b), b⟩
⟨bottom, 𝜀⟩
Figure 2.46: Graph of the (PD†𝛤, 𝛴)-automaton ℳ
′ from example 2.45
Example 2.45 (taken from Den17a, example 11, due to Nederhof [Ned17]). Recall the data
storage PD″(𝛤 ) from example 2.34. Consider the similar data storage
PD†(𝛤 ) = (𝛤 ∗, {bottom, id, push(𝛤 )} ∪ {pop(𝛾) ∣ 𝛾 ∈ 𝛤}, 𝜀)
where 𝛤 is finite and pop(𝛾) = {(𝛾𝑤, 𝑤) ∣ 𝛾 ∈ 𝛤 , 𝑤 ∈ 𝛤 ∗} for each 𝛾 ∈ 𝛤. We can again think
of 𝛤 ∗ as a pushdown. Now, starting from PD†(𝛤 ), we construct the deterministic data storage
(PD†(𝛤 ))′ by the construction given in proposition 2.44. We thereby obtain
(PD†(𝛤 ))′ = (𝛤 ∗, {bottom, id} ∪ {push(𝛾), pop(𝛾) ∣ 𝛾 ∈ 𝛤}, 𝜀).
The only difference between PD†(𝛤 ) and (PD†(𝛤 ))′ is that the instruction push(𝛤 ) is replaced
by the |𝛤 | instructions in the set {push(𝛾) ∣ 𝛾 ∈ 𝛤}.
Now consider the sets 𝛴 = {a, b} and 𝛤 = 𝛴, and the language 𝐿 = {𝑤𝑤R ∣ 𝑤 ∈
𝛴∗} where 𝑤R denotes the reverse of 𝑤 for each 𝑤 ∈ 𝛴∗. The following ((PD†(𝛤 ))′, 𝛴)-
automaton ℳ′ recognises 𝐿 and thus demonstrates that 𝐿 is ((PD†(𝛤 ))′, 𝛴)-recognisable:
ℳ′ = ([3], PD†(𝛤 ))′, 𝛴, {1}, {3}, 𝑇 ′) with
𝑇 ′: (1, a, push(a), 1)
(2, a, pop(a) , 2)
(1, b, push(b), 1)
(2, b, pop(b) , 2)
(1, 𝜀, id , 2)
(2, 𝜀, bottom, 3).
The graph of ℳ′ is shown in figure 2.46. In state 1, ℳ′ stores the input in reverse on the
pushdown until it decides non-deterministically go to state 2. In state 2, ℳ′ accepts the sequence
of symbols that is stored on the pushdown. We can only enter the final state 3 if the pushdown
is empty, thus ℳ′ recognises 𝐿.
On the other hand, there is no (PD†(𝛤 ), 𝛴)-automaton ℳ that recognises 𝐿. Assume that
some (PD†(𝛤 ), 𝛴)-automaton ℳ recognises 𝐿. Then ℳ would have to encode the first half of
the input in the pushdown since this unbounded information can not be stored in the states.
The only instruction that adds information to the pushdown is push(𝛤 ). Thus, in the first half
of the input, whenever we read the symbol a, we have to execute push(𝛤 ); and whenever we
read the symbol b, we also have to execute push(𝛤 ). This offers no means of distinguishing the
two situations (reading symbol a and reading symbol a) and hence no means of encoding the
first half of the input in the pushdown. □
Proposition 2.47 (taken from Den17a, proposition 12). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data
43
2 Preliminaries
storage and 𝐿 be an (DS, 𝛴)-recognisable language. If 𝐶 is finite, then 𝐿 is recognisable (by a
finite state automaton).
Proof. By proposition 2.44, we assume that DS is deterministic.
We will use a product construction. In particular, the states of the constructed FSA are
elements of 𝑄 × 𝐶.
Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ). We construct the fsa ℳ′ = (𝑄×𝐶, 𝛴, 𝑄i ×𝐶i, 𝑄f ×𝐶f, 𝑇 ′)
where 𝑇 ′ = {((𝑞, 𝑐), 𝑢, (𝑞′, 𝑐′)) ∣ (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇 , (𝑐, 𝑐′) ∈ 𝑖}.
Now let 𝑐 ∈ 𝐶, 𝜏 = (𝑝, 𝑖, 𝑢, 𝑞) ∈ 𝑇, and 𝜏 ′ = (𝑝′, 𝑢′, 𝑞′) ∈ 𝑇 ′. We call 𝜏 and 𝜏 ′ 𝑐-related if
𝑝′ = (𝑝, 𝑐), and 𝑞′ = (𝑞, 𝑖(𝑐)). Furthermore, let 𝜃 ∈ Runsℳ and 𝜃′ ∈ Runsℳ′ . If 𝜃 = 𝜀 = 𝜃′,
then we call 𝜃 and 𝜃′ 𝑐-related. If 𝜃 = 𝜏𝜂 and 𝜃′ = 𝜏 ′𝜂′ for some 𝜏 = (𝑝, 𝑖, 𝑢, 𝑞) ∈ 𝑇 and 𝜏 ′ ∈ 𝑇 ′,
𝜏 and 𝜏 ′ are 𝑐-related, and 𝜂 and 𝜂′ are 𝑖(𝑐)-related, then 𝜃 and 𝜃 are 𝑐-related. Otherwise, 𝜃 and
𝜃′ are not 𝑐-related.
It is easy to see that for every 𝑐 ∈ 𝐶 and 𝜃 ∈ Runsℳ, there is a 𝜃′ ∈ Runsℳ′ such that 𝜃
and 𝜃′ are 𝑐-related. Also, it is easy to see that for every 𝑐 ∈ 𝐶 and 𝜃′ ∈ Runsℳ′ , there is a
𝜃 ∈ Runsℳ such that 𝜃 and 𝜃′ are 𝑐-related.
Let 𝑐 ∈ 𝐶, 𝜃 ∈ Runsℳ, and 𝜃′ ∈ Runsℳ′ such that 𝜃 and 𝜃′ are 𝑐-related. We show by
induction on the length of 𝜃 that the following holds for each 𝑞, 𝑞′ ∈ 𝑄, 𝑐′ ∈ 𝐶, and 𝑤, 𝑤′ ∈ 𝛴∗:
(𝑞, 𝑐, 𝑤) ⊢𝜃 (𝑞′, 𝑐′, 𝑤′) ⟺ ((𝑞, 𝑐), 𝑤) ⊢𝜃′ ((𝑞′, 𝑐′), 𝑤′) (2.2)
Induction base: If 𝜃 = 𝜀, then 𝜃′ = 𝜀 and the claim follows trivially.
Induction step: Let 𝑐 ∈ 𝐶, 𝜃 ∈ Runsℳ, and 𝜃′ ∈ Runsℳ′ such that 𝜃 and 𝜃′ are 𝑐-related and
(2.2) holds. Furthermore, let 𝜏 ∈ 𝑇 and 𝜏 ′ ∈ 𝑇 ′ such that 𝜃𝜏 ∈ Runsℳ, 𝜃′𝜏 ′ ∈ Runsℳ′ , and
𝜃𝜏 and 𝜃′𝜏 ′ are 𝑐-related. We derive
(𝑞, 𝑐, 𝑤) ⊢𝜃𝜏 (𝑞′, 𝑐′, 𝑤′)
⟺ ∃ ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, ?̄? ∈ 𝛴∗: (𝑞, 𝑐, 𝑤) ⊢𝜃 ( ̄𝑞, ̄𝑐, ?̄?) ⊢𝜏 (𝑞′, 𝑐′, 𝑤′)
⟺ ∃ ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, ?̄? ∈ 𝛴∗, 𝑖 ∈ 𝐼:
(𝑞, 𝑐, 𝑤) ⊢𝜃 ( ̄𝑞, ̄𝑐, ?̄?) ∧ 𝜏 = ( ̄𝑞, 𝑖, 𝑢, 𝑞′) ∧ 𝑖( ̄𝑐) = 𝑐′
⟺ ∃ ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, ?̄? ∈ 𝛴∗, 𝑖 ∈ 𝐼:
(𝑞, 𝑐, 𝑤) ⊢𝜃 ( ̄𝑞, ̄𝑐, ?̄?) ∧ (( ̄𝑞, 𝑖), 𝑢, 𝑞′) ∈ 𝑇 ′ ∧ 𝑖( ̄𝑐) = 𝑐′ (by construction of ℳ′)
⟺ ∃ ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, ?̄? ∈ 𝛴∗, 𝑖 ∈ 𝐼:
(𝑞, 𝑐, 𝑤) ⊢𝜃 ( ̄𝑞, ̄𝑐, ?̄?) ∧ 𝜏 ′ = (( ̄𝑞, 𝑖), 𝑢, 𝑞′) ∈ 𝑇 ′ ∧ 𝑖( ̄𝑐) = 𝑐′
(by definition of relatedness)
⟺ ∃ ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, ?̄? ∈ 𝛴∗, 𝑖 ∈ 𝐼:
((𝑞, 𝑐), 𝑤) ⊢𝜃′ (( ̄𝑞, ̄𝑐), ?̄?) ∧ 𝜏 ′ = (( ̄𝑞, 𝑖), 𝑢, 𝑞′) ∈ 𝑇 ′ ∧ 𝑖( ̄𝑐) = 𝑐′
(by induction hypothesis)
⟺ ∃ ̄𝑞 ∈ 𝑄, ̄𝑐 ∈ 𝐶, ?̄? ∈ 𝛴∗, 𝑖 ∈ 𝐼: ((𝑞, 𝑐), 𝑤) ⊢𝜃′ (( ̄𝑞, ̄𝑐), ?̄?) ⊢𝜏′ ((𝑞′, 𝑐′), 𝑤′)
⟺ ((𝑞, 𝑐), 𝑤) ⊢𝜃′𝜏′ (( ̄𝑞, ̄𝑐), ?̄?)
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We then derive
ℒ(ℳ)
= {𝑤 ∈ 𝛴∗ ∣ Runsℳ(𝑤) ≠ ∅}
= {𝑤 ∈ 𝛴∗ ∣ ∃𝜃 ∈ Runsℳ, 𝑞 ∈ 𝑄i, 𝑞′ ∈ 𝑄f, 𝑐 ∈ 𝐶i, 𝑐′ ∈ 𝐶f: (𝑞, 𝑐, 𝑤) ⊢𝜃 (𝑞′, 𝑐′, 𝜀)}
(by definition 2.38)
= {𝑤 ∈ 𝛴∗ ∣ ∃𝜃′ ∈ Runsℳ′, 𝑞 ∈ 𝑄i, 𝑞′ ∈ 𝑄f, 𝑐 ∈ 𝐶i, 𝑐′ ∈ 𝐶f: ((𝑞, 𝑐), 𝑤) ⊢𝜃′ ((𝑞′, 𝑐′), 𝜀)}
(by the above)
= {𝑤 ∈ 𝛴∗ ∣ Runsℳ′(𝑤) ≠ ∅} = ℒ(ℳ′). ∎
Instruction normal form
An automaton with data storage is said to be in instruction normal form if each transition
contains at most one instruction.
Definition 2.48. Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an automaton with data storage and DS =
(𝐶, 𝐼, 𝐶i, 𝐶f). We say that ℳ is in instruction normal form if 𝑇 ⊆ 𝑄×(𝐼 ∪{id})×𝛴∗ ×𝑄. □
Proposition 2.49. Let DS be a data storage and 𝛴 be a set. For each (DS, 𝛴)-automaton, there
is an equivalent (DS, 𝛴)-automaton in instruction normal form.
Proof. Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a (DS, 𝛴)-automaton.
(Construction) We construct the (DS, 𝛴)-automaton ℳ′ = (𝑄′,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ′) where
𝑄′ = 𝑄 ∪ (𝑇 × ℕ+) and 𝑇 ′ is the smallest set ̄𝑇 such that for each 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇, the
following two statements hold:
(i) If 𝑖 ∈ {id} ∪ 𝐼, then 𝜏 ∈ ̄𝑇.
(ii) If 𝑖 ∉ {id} ∪ 𝐼, then there are 𝑖1, …, 𝑖𝑘 ∈ 𝐼 such that 𝑖 = 𝑖1 ; ⋯ ; 𝑖𝑘. Then
• 𝜏 ′1 = (𝑞, 𝑖1, 𝑢, ⟨𝜏, 1⟩) is in ̄𝑇,
• 𝜏 ′𝑛 = (⟨𝜏, 𝑛 − 1⟩, 𝑖𝑛, 𝜀, ⟨𝜏 , 𝑛⟩) is in ̄𝑇 for every 𝑛 ∈ {2, …, 𝑘 − 1}, and
• 𝜏 ′𝑘 = (⟨𝜏, 𝑘 − 1⟩, 𝑖𝑘, 𝜀, 𝑞
′) is in ̄𝑇.
(Correctness of the construction) Let us consider the function 𝑔: 𝑇 → (𝑇 ′)∗ such that
𝑔(𝜏) = {
𝜏 if 𝑖 ∈ {id} ∪ 𝐼
𝜏 ′1⋯𝜏
′
𝑘 if 𝑖 = 𝑖1 ; ⋯ ; 𝑖𝑘 with 𝑖1, …, 𝑖𝑘 ∈ 𝐼 and 𝑘 ≥ 2
}
for every 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇. Let 𝑔 also denote the superset of 𝑔 that is a homomorphism
from 𝑇 ∗ to (𝑇 ′)∗. Clearly, for each 𝜏 ∈ 𝑇, 𝑔(𝜏) is a run in ℳ′ and furthermore, 𝜏 and 𝑔(𝜏)
have the same state behaviour and storage behaviour. Hence, Runsℳ′ = {𝑔(𝜃) ∣ 𝜃 ∈ Runsℳ}
and since the sets of initial and final states are the same, also Runsaccℳ′ = {𝑔(𝜃) ∣ 𝜃 ∈ Runs
acc
ℳ}.
We derive
ℒ(ℳ′) = {yield(𝜃′) ∣ 𝜃′ ∈ Runsaccℳ′} (by definition 2.38)
= {yield(𝑔(𝜃)) ∣ 𝜃 ∈ Runsaccℳ} (by the above argument)
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= {yield(𝜃) ∣ 𝜃 ∈ Runsaccℳ} (by definitions of 𝑔 and 𝑇
′)
= ℒ(ℳ) ∎
2.2.5 Turing machines
Turing machines were introduced by Turing [Tur37; Tur38] as a model to investigate com-
putability. There are many equivalent models of Turing machines. We recall here a simple form
of Turing machines with one semi-infinite tape.
Definition 2.50 (Turing machine, syntax, taken from HU69, section 6.2). A Turing machine is
a tuple ℳ = (𝑄, 𝛴, 𝛤 , 𝑄i, 𝑄f, 𝑇 ) were
• 𝑄 and 𝛤 are sets, whose elements we call states and tape symbols, respectively,
• there is a designated type symbol □ in 𝛤 that is called blank,
• 𝛴 ⊆ 𝛤 ∖ {□}, whose elements we call input symbols,
• 𝑄i ⊆ 𝑄, whose elements we call initial states,
• 𝑄f ⊆ 𝑄, whose elements we call final states, and
• 𝑇 is a finite subset of 𝑄 × 𝛤 × 𝛤 × {−1, +1} × 𝑄. □
For the remainder of this section let ℳ = (𝑄, 𝛴, 𝛤 , 𝑄i, 𝑄f, 𝑇 ) be an arbi-
trary Turing machine.
A configuration of ℳ is a tuple (𝑞, 𝑡, 𝑛) ∈ 𝑄 × (ℕ+ → 𝛤) × ℕ+. We call 𝑞 the current state,
𝑡 the current type, and 𝑛 the current square of the configuration (𝑞, 𝑡, 𝑛).
Definition 2.51 (Turing machine, language, taken from HU69, section 6.2). Consider the
transition 𝜏 = (𝑞, 𝛾, 𝛾′, 𝑚, 𝑞′) ∈ 𝑇. The transition relation of 𝜏 (w.r.t. ℳ), denoted by ⊢𝜏, is the
endorelation on 𝑄 × (ℕ+ → 𝛤) × ℕ+ such that (𝑞1, 𝑡1, 𝑛1) ⊢𝜏 (𝑞2, 𝑡2, 𝑛2) if and only if
• 𝑞1 = 𝑞 and 𝑞2 = 𝑞′, and
• 𝑡1(𝑛1) = 𝛾, 𝑡2 = 𝑡1[𝑛1/𝛾′], and 𝑛2 = 𝑛1 + 𝑚.
The computation relation of ℳ, denoted by ⊢ℳ, is ⋃𝜏∈𝑅 ⊢𝜏. The language of ℳ, denoted by
ℒ(ℳ), is the set
{𝑤 ∈ 𝛴∗ ∣ ∃𝑞i ∈ 𝑄i, 𝑞f ∈ 𝑄f, 𝑡′ ∈ ℕ+ → 𝛤, 𝑛′ ∈ ℕ+: (𝑞i, 𝑡i(𝑤), 1) ⊢∗ℳ (𝑞f, 𝑡
′, 𝑛′)}
where 𝑡i(𝑤)(𝑛) = 𝜎 if 𝑛 ≤ |𝑤| and 𝜎 is the 𝑛-th symbol of 𝑤; and 𝑡i(𝑤)(𝑛) = □ if 𝑛 > |𝑤|. □
Note that Turing machines and (Tape(𝛤 ), 𝛴)-automata are similar (cf. example 2.32). The
only two differences are that
• the input string is initially written on the tape in a Turing machine while it is read during
the run in a (Tape(𝛤 ), 𝛴)-automaton and
• each transition in a Turing machine reads, writes, and changes the current square while a
transition in a (Tape(𝛤 ), 𝛴)-automaton can perform any combination of those operations.
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2.2.6 String homomorphisms
Let 𝛴 and 𝛥 be sets and 𝑔: 𝛴 → 𝛥∗. Furthermore, let ̂𝑔: 𝛴∗ → 𝛥∗ be the function that is
defined for each 𝑘 ∈ ℕ and 𝜎1, …, 𝜎𝑘 ∈ 𝛴 by the equation
̂𝑔(𝜎1…𝜎𝑘) = 𝑔(𝜎1) ∘ … ∘ 𝑔(𝜎𝑘).
We call ̂𝑔 a (𝛴, 𝛥)-string homomorphism.16 We call ̂𝑔 alphabetic if there is a function ℎ: 𝛴 →
𝛥 ∪ {𝜀} such that ℎ̂ = ̂𝑔.
For any sets 𝛴 and 𝛥, we fix the following two sets of functions:
• HOM(𝛴, 𝛥) denotes the set of (𝛴, 𝛥)-string homomorphisms and
• αHOM(𝛴, 𝛥) denotes the set of alphabetic (𝛴, 𝛥)-string homomorphisms.
Lemma 2.52. Let 𝛴 be a set, 𝑠, 𝑘 ∈ ℕ+ be numbers, and 𝐿 ⊆ 𝛴∗ be a language. The following
are equivalent
(i) 𝐿 ∈ (𝑠, 𝑘)-MCFL(𝛴).
(ii) There is a set 𝛥, an alphabetic homomorphism ℎ ∈ αHOM(𝛥, 𝛴), and an unambiguous
MCFG 𝐺 ∈ (𝑠, 𝑘)-MCFG(𝛥) such that 𝐿 = ℎ(ℒ(𝐺)).
Proof. This is a corollary of lemma 2.74. ∎
2.3 Weighted language devices
Grammars were, as the name suggests, initially conceived to describe the syntax of sentences in
natural languages such as English [Cho59]. Natural languages are inherently ambiguous and so
is their syntax. Consider, for example, the numerous meanings of the word “match”. Like many
words in the English language, “match” can be used both as a verb (“My socks don’t match.”)
and as a noun (“He was no match for her.”). Consequently, grammars are designed to allow
ambiguity as well.
Chomsky and Schützenberger [CS63, section 2.3] proposed that a weighted language can be
associated with each grammar that determines for each word the count of its different syntactic
realisations (or derivation trees). Another way of dealing with the ambiguity of grammars is
to assign a probability to each syntactic realisation of a given sentence. This probability may
indicate how likely it is to observe this syntactic realisation in the real world (or in a subdomain
thereof). This is achieved by attaching a probability to each rule of the grammar [Sup72]. The
probability of a derivation tree in such a probabilistic grammar is then obtained by multiplying
the probabilities of occurrences of rules in the derivation tree. The probability of a word in a
probabilistic grammar is the sum of probabilities of all derivation trees of that word. Similarly,
we can make an automaton probabilistic by assigning a probability to each transition. The
probabilities of runs and of words are then defined analogously to that of derivation trees and
of words in probabilistic grammars.
16A (𝛴, 𝛥)-string homomorphism is a homomorphism between the monoid (𝛴∗, ∘, 𝜀) and the monoid (𝛥∗, ∘, 𝜀)
in the sense of section 2.1.4.
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Multiplicities and probabilities are not the only ways to deal with ambiguity. The weights
of rules or transitions may also come from other algebras such as semirings [Goo99], strong
bimonoids [DSV10], multioperator monoids [Kui99; SVF09], or valuation monoids [DM11;
DV14]. In our definitions, we will use strong bimonoids.
For the remainder of this section, let (𝒜, ⊕, ⊙, 𝟘, 𝟙) be an arbitrary strong
bimonoid.
Thecentral objects of discussion in this section areweighted languages17 andweighted language
devices. An 𝒜-weighted 𝛴-language is a function 𝐿: 𝛴∗ → 𝒜 where 𝛴 is a set. A weighted
language device is a syntactic object, usually a tuple, that can be written as a finite string. We
associate a weighted language ⟦𝐷⟧ with each weighted language device 𝐷 and say that 𝐷 is a
finite representation of ⟦𝐷⟧. Two weighted language devices 𝐷1 and 𝐷2 are called equivalent if
their associated weighted languages are the same, i.e. ⟦𝐷1⟧ = ⟦𝐷2⟧.
The following three subsections contain the formal definitions for weighted versions of
PMCFGs, FSAs, and automata with data storage based on the above intuition. The subsections
will be very similar to each other since we chose our definitions of PMCFGs, FSAs, and automata
with data storage in section 2.2 to be analogous to each other.
2.3.1 Weighted parallel multiple context-free languages
Definition 2.53 (weighted PMCFGs, syntax). An 𝒜-weighted parallel multiple context-free
grammar (short: 𝒜-wPMCFG) is a tuple 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) where 𝜇 is a function from 𝑁 ×
TCR(𝛴) × 𝑁 ∗ to 𝒜, called weight assignment , and 𝐺uw = (𝑁, 𝛴, 𝑁i, supp(𝜇)) is a PMCFG.18
We call 𝐺uw the underlying grammar of 𝐺.19 □
Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) be an 𝒜-wPMCFG and 𝑤 ∈ 𝛴∗. The set of rules of 𝐺 is supp(𝜇). 𝐺
inherits many properties from its underlying grammar.
• The set of derivation trees of 𝐺, denoted by D𝐺, is D𝐺uw .
• The set of complete derivation trees of 𝐺, denoted by Dc𝐺, is D
c
𝐺uw
.
• The language of 𝐺, denoted by ℒ(𝐺), is ℒ(𝐺uw).
• The set of derivation trees of 𝐺 for 𝑤, denoted by Dc𝐺(𝑤), is D
c
𝐺uw
(𝑤).
𝐺 is called
• 𝒜-weighted multiple context-free grammar (short: 𝒜-wMCFG) if 𝐺uw is an MCFG,
• 𝒜-weighted string-rewriting linear context-free rewriting system (short: 𝒜-string-wLCFRS)
if 𝐺uw is a string-LCFRS,
17Weighted languages are often called “formal power series” in the literature [see e.g. Niv69; SS78; KS85, section 1;
DK09] as they are a generalisation of power series that was used, for example, in combinatorics before it became
relevant for the modelling of natural languages. However, as our intention is the description of natural languages,
we will stick with the term “weighted languages”.
18Note that (𝑁, 𝛴, 𝑁i, supp(𝜇)) being a PMCFG implies that supp(𝜇) is finite and hence 𝜇 can be represented
finitely.
19The “uw” in 𝐺uw stands for unweighted.
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• unambiguous if 𝐺uw is unambiguous,
• ambiguous if 𝐺uw is ambiguous,
• finitely ambiguous of 𝐺uw is finitely ambiguous,
• monotonous if 𝐺uw is monotonous,
• strongly monotonous if 𝐺uw is strongly monotonous, and
• of fanout 𝑠 if 𝐺uw is of fanout 𝑠.
Definition 2.54 (wPMCFGs, weighted language). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) be an 𝒜-wPMCFG.
The weight assignment of 𝐺 for derivations, denoted by wt𝐺, is the function from D𝐺 to 𝒜 that
is recursively defined for every 𝑑 = 𝑟(𝑑1, …, 𝑑𝑘) ∈ D𝐺 by
wt𝐺(𝑑) = 𝜇(𝑟) ⊙ wt𝐺(𝑑1) ⊙ wt𝐺(𝑑2) ⊙ … ⊙ wt𝐺(𝑑𝑘).
If 𝐺 is finitely ambiguous or 𝒜 is complete,20 we define the weighted language of 𝐺, denoted by
⟦𝐺⟧, as the function from 𝛴∗ to 𝒜 where for each 𝑤 ∈ 𝛴∗ we have
⟦𝐺⟧(𝑤) = ⨁
𝑑∈Dc𝐺(𝑤)
wt𝐺(𝑑). □
Example 2.55 (wPMCFG, cf. example 2.18). Consider the Pr-wPMCFG 𝐺 = (𝑁, 𝛴, {𝑆}, 𝜇)
where 𝑁 = {𝑆, 𝐴} with sort(𝑆) = 1 and sort(𝐴) = 2, 𝛴 = {a, b}, |supp(𝜇)| = 3, and
𝜌1 = 𝑆 → [𝑥1,1𝑥1,2](𝐴) 𝜇(𝜌1) = 1
𝜌2 = 𝐴 → [𝑥1,1𝑥1,1, 𝑥1,2𝑥1,2](𝐴) 𝜇(𝜌2) = 1/2
𝜌3 = 𝐴 → [a, b]() 𝜇(𝜌3) = 1/2.
The underlying grammar of 𝐺 is the PMCFG shown in example 2.18. Recall that for each 𝑛 ∈ ℕ,
there is a unique derivation tree 𝑑𝑛 ∈ Dc𝐺 with yield a
2𝑛b2
𝑛
w.r.t. 𝐺. The weight of such a 𝑑𝑛
is wt𝐺(𝑑𝑛) = 1/(2𝑛+1). The weighted language of 𝐺 is immediately given by wt𝐺 since 𝐺 is
unambiguous:
⟦𝐺⟧(𝑤) = {
1/(2𝑛+1) if 𝑤 = a2𝑛b2𝑛 for some 𝑛 ∈ ℕ,
0 otherwise.
} □
Example 2.56 (wMCFG, cf. example 2.20, taken from Den17a, example 2.5). Consider the
Pr-wMCFG 𝐺 = (𝑁, 𝛴, {𝑆}, 𝜇) where 𝑁 = {𝑆, 𝐴, 𝐵} with sort(𝐴) = sort(𝐵) = 2, 𝛴 =
{a, b, c, d}, |supp(𝜇)| = 5, and
𝜌1 = 𝑆 → [𝑥1,1𝑥2,1𝑥1,2𝑥2,2](𝐴, 𝐵) 𝜇(𝜌1) = 1
𝜌2 = 𝐴 → [a𝑥1,1, c𝑥1,2](𝐴) 𝜇(𝜌2) = 1/2
𝜌3 = 𝐴 → [𝜀, 𝜀]() 𝜇(𝜌3) = 1/2
20This restriction ensures that the sum below is defined for every 𝑤 ∈ 𝛴∗. Note that such a restriction is not
necessary for the definition of wt𝐺 since our (derivation) trees are always of finite size.
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𝜌4 = 𝐵 → [b𝑥1,1, d𝑥1,2](𝐵) 𝜇(𝜌4) = 1/3
𝜌5 = 𝐵 → [𝜀, 𝜀]() 𝜇(𝜌5) = 2/3.
The underlying grammar of 𝐺 is the PMCFG shown in 2.20. Recall that for each 𝑚 ∈ ℕ and
𝑛 ∈ ℕ, there is a unique derivation tree 𝑑𝑚,𝑛 ∈ Dc𝐺 with yield a
𝑚b𝑛c𝑚d𝑛 w.r.t. 𝐺, which is
shown in figure 2.21. The weight of such a 𝑑𝑚,𝑛 is wt𝐺(𝑑𝑚,𝑛) = 1/(2𝑚 ⋅ 3𝑛+1). The weighted
language of 𝐺 is immediately given by wt𝐺 since 𝐺 is unambiguous:
⟦𝐺⟧(𝑤) = {
1/(2𝑚 ⋅ 3𝑛+1) if 𝑤 = a𝑚b𝑛c𝑚d𝑛 for some 𝑚, 𝑛 ∈ ℕ,
0 otherwise.
} □
Our final example here shows an ambiguous weighted MCFG.
𝜌2
𝜌2
𝜌2
𝜌1 𝜌1
𝜌1
𝜌1
𝜌2
𝜌2
𝜌1 𝜌2
𝜌1 𝜌1
𝜌1 𝜌2
𝜌2
𝜌1 𝜌1
𝜌2
𝜌1 𝜌1
𝜌2
𝜌1 𝜌2
𝜌2
𝜌1 𝜌1
𝜌1
𝜌2
𝜌1 𝜌2
𝜌1 𝜌2
𝜌1 𝜌1
Figure 2.57: All five derivation trees for a4 in 𝐺, cf. example 2.58.
Example 2.58 (ambiguous wMCFG). Consider the Pr-wMCFG 𝐺 = (𝑁, 𝛴, 𝑁, 𝜇) where
𝑁 = {𝑆}, 𝛴 = {a}, |supp(𝜇)| = 2, and
𝜌1 = 𝑆 → [𝑥1,1𝑥2,1](𝑆, 𝑆) 𝜇(𝜌1) = 1
𝜌2 = 𝑆 → [a]() 𝜇(𝜌2) = 1.
The language of 𝐺 is ℒ(𝐺) = 𝛴∗ ∖ {𝜀}. Figure 2.57 shows all five derivation trees for the string
a4. The weight of every derivation tree is 1. Hence the weighted language of 𝐺 returns the
number of derivation trees for its argument. In other words, for every a𝑛 ∈ 𝛴∗ it returns the
number of binary trees with 𝑛 leaves, i.e. the Catalan number21 of 𝑛 − 1:
⟦𝐺⟧(a𝑛) = ∑
𝑑∈Dc𝐺(a𝑛)
wt𝐺(𝑑) = |Dc𝐺(a
𝑛)| = C𝑛−1 =
(2𝑛 − 2)!
𝑚! ⋅ (𝑚 − 1)!
Note that even though we use the probability semiring, the weighted language ⟦𝐺⟧ is clearly
no probability distribution. □
For each finite set 𝛴, and 𝑘, 𝑠 ∈ ℕ+, we fix the following sets of grammars and languages:
21The Catalan numbers, usually denoted by C1,C2, …, are sequence A000108 in the On-Line Encyclopedia of Integer
Sequences (OEIS): https://oeis.org/A000108.
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• (𝑠, 𝑘)-PMCFG(𝛴, 𝒜) denotes the set of 𝒜-weighted PMCFGs of fanout 𝑠 and of rank 𝑘
whose terminals are taken from the set 𝛴,
• (𝑠, 𝑘)-PMCFL(𝛴, 𝒜) = {⟦𝐺⟧ ∣ 𝐺 ∈ (𝑠, 𝑘)-PMCFG(𝛴, 𝒜)},
• 𝑠-PMCFG(𝛴, 𝒜) = ⋃𝑘∈ℕ+(𝑠, 𝑘)-PMCFG(𝛴, 𝒜),
• 𝑠-PMCFL(𝛴, 𝒜) = {⟦𝐺⟧ ∣ 𝐺 ∈ 𝑠-PMCFG(𝛴, 𝒜)},
• PMCFG(𝛴, 𝒜) = ⋃𝑠∈ℕ+ 𝑠-PMCFL(𝛴, 𝒜),
• PMCFL(𝛴, 𝒜) = {⟦𝐺⟧ ∣ 𝐺 ∈ PMCFG(𝛴, 𝒜)},
• (𝑠, 𝑘)-MCFG(𝛴, 𝒜) denotes the set of 𝒜-weighted MCFGs of fanout 𝑠 and of rank 𝑘
whose terminals are taken from the set 𝛴,
• (𝑠, 𝑘)-MCFL(𝛴, 𝒜) = {⟦𝐺⟧ ∣ 𝐺 ∈ (𝑠, 𝑘)-MCFG(𝛴, 𝒜)},
• 𝑠-MCFG(𝛴, 𝒜) = ⋃𝑘∈ℕ+(𝑠, 𝑘)-MCFG(𝛴, 𝒜),
• 𝑠-MCFL(𝛴, 𝒜) = {⟦𝐺⟧ ∣ 𝐺 ∈ 𝑠-MCFG(𝛴, 𝒜)},
• MCFG(𝛴, 𝒜) = ⋃𝑠∈ℕ+ 𝑠-MCFL(𝛴, 𝒜), and
• MCFL(𝛴, 𝒜) = {⟦𝐺⟧ ∣ 𝐺 ∈ MCFG(𝛴, 𝒜)}.
We call a weighted language 𝐿: 𝛴∗ → 𝒜 multiple context-free if 𝐿 ∈ MCFL(𝛴, 𝒜).
An 𝒜-weighted MCFG is called non-deleting if the composition representation that occurs in
every rule is non-deleting. Seki, Matsumura, Fujii, and Kasami [Sek+91, lemma 2.2] showed that
for every MCFG of fanout 𝑠 and rank 𝑘 there is a non-deleting MCFG of fanout 𝑠 and rank 𝑘.
We generalise this result to 𝒜-weighted MCFGs.
Lemma 2.59 (taken from Den17b, lemma 2.6). For every 𝒜-weighted MCFG of fanout 𝑠 and
rank 𝑘 there is an equivalent non-deleting 𝒜-weighted MCFG of fanout 𝑠 and rank 𝑘.
Proof idea. The construction by Seki, Matsumura, Fujii, and Kasami [Sek+91, lemma 2.2] for the
unweighted case decorates each non-terminal 𝐴 of the original MCFG with a set 𝛹 ⊆ [sort(𝐴)]
that denotes which components (that the non-terminals 𝐴 produces in the original MCFG)
should be deleted. Different occurrences of the same non-terminal may be decorated with
different sets. We modify the construction of Seki, Matsumura, Fujii, and Kasami [Sek+91] such
that it preserves the structure of derivations. Then the weight assignment can be defined in an
obvious manner.
Proof. Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) be an 𝒜-weighted MCFG of fanout 𝑠 and rank 𝑘. Furthermore,
let 𝐺uw = (𝑁, 𝛴, 𝑁i, 𝑅) be the underlying grammar of 𝐺.
Construction: For every rule 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑛](𝐵1, …, 𝐵ℓ) ∈ 𝑅 and every 𝑀 ⊆ [𝑛], let
• 𝑀𝑖 = {𝑗′ ∈ [sort(𝐵𝑖)] ∣ 𝑥𝑖,𝑗′ does not occur in 𝑢𝜄1…𝑢𝜄𝑚} for each 𝑖 ∈ [ℓ].
and let furthermore
𝑅𝜌,𝑀 = {𝐴⟨𝛹⟩ → [𝑢𝜄1, …, 𝑢𝜄𝑚](𝐵1⟨𝛹1⟩, …, 𝐵ℓ⟨𝛹ℓ⟩)
∣ 𝛹𝑖 ∈ [sort(𝐵𝑖)] ‧‧➡ 𝑈: dom(𝛹𝑖) = 𝑀𝑖 for each 𝑖 ∈ [ℓ]}
be the set of rules where
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• 𝑈 denotes the set of all components that occur in composition representations of 𝐺,
• {𝜄1, …, 𝜄𝑚} = [𝑛] ∖ 𝑀,
• 𝜄1 < … < 𝜄𝑚, and
• 𝛹 = {(𝜄, 𝑢𝜄) ∣ 𝜄 ∈ 𝑀}.
We construct the MCFG 𝐺′uw = (𝑁 ′, 𝛴, {𝑆⟨∅⟩ ∣ 𝑆 ∈ 𝑁i}, 𝑅′) where
• 𝑁 ′ = {𝐴⟨𝛹⟩ ∣ 𝐴 ∈ 𝑁, 𝛹 ∈ [sort(𝐴)] ‧‧➡ 𝑈} and
• 𝑅′ = ⋃(𝑅𝜌,𝑀 ∣ 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑛](𝐵1, …, 𝐵ℓ) ∈ 𝑅, 𝑀 ⊆ [𝑛]).
The construction of 𝐺′uw here is based on the construction for the unweighted case [lemma 2.2
Sek+91, step 2 of procedure 1]. The construction for the unweighted case enhances the
left-hand side non-terminal of each rule with the set of indices of components that have
been deleted. This construction additionally annotates the actual components (∈ (𝑋 ∪ 𝛴)∗)
that have been deleted. Furthermore, we allow deletion of all components of a rule; this
construction may therefore create rules of fanout 0.
Intermediate proposition (S1): Let 𝑔: 𝑅′ → 𝑅 such that 𝑔(𝜌′) = 𝜌 if and only if 𝜌′ ∈ 𝑅𝜌,𝑀 for
some 𝑀. Furthermore, let ̂𝑔:Ts𝑅′ → T
s
𝑅 be the function obtained by applying 𝑔 point-wise.
We show the following statement (S1):
For every 𝐴 ∈ 𝑁 and 𝛹 ∈ [sort(𝐴)] → 𝑈: ̂𝑔 is a bijection between (Ts𝑅′)𝐴⟨𝛹⟩ and
(Ts𝑅)𝐴.
For that consider the following statement (S2):
For every 𝐴 ∈ 𝑁, 𝛹 ∈ [sort(𝐴)] → 𝑈, and 𝑑 ∈ (Ts𝑅)𝐴: there is exactly one
𝑑′ ∈ (Ts𝑅)𝐴⟨𝛹⟩ such that ̂𝑔(𝑑
′) = 𝑑.
The statements (S1) and (S2) are clearly equivalent.
Proof of (S1): We prove (S2) by induction on the structure of 𝑑. Let 𝑑 = 𝜌(𝑑1, …, 𝑑ℓ) for
some 𝑑1 ∈ (Ts𝑅)𝐵1, …, 𝑑ℓ ∈ (T
s
𝑅)𝐵ℓ , and 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑛](𝐵1, …, 𝐵ℓ) ∈ 𝑅. Now
let 𝑀1, …, 𝑀ℓ be defined as in the construction. Then for each 𝑖 ∈ [ℓ], the function 𝛹𝑖 has
domain 𝑀𝑖. By construction, for each 𝑖 ∈ [ℓ] and 𝑚𝑖 ∈ 𝑀𝑖, we have that 𝛹𝑖(𝑚𝑖) is the 𝑚𝑖-th
component of the composition representation of 𝑑𝑖(𝜀). Thus 𝛹1, …, 𝛹ℓ are uniquely defined.
Consequently, 𝜌′ ∈ 𝑅𝜌,dom(𝛹), as obtained by the above construction, is unique defined. By
induction hypothesis, there are unique derivations 𝑑′1 ∈ (T
s
𝑅′)𝐴1⟨𝛹1⟩, …, 𝑑
′
ℓ ∈ (T
s
𝑅′)𝐴ℓ⟨𝜓ℓ⟩
such that ̂𝑔(𝑑′𝑖) = 𝑑𝑖 for each 𝑖 ∈ [ℓ]. Therefore, 𝑑
′ = 𝜌′(𝑑′1, …, 𝑑
′
ℓ) is the unique derivation
in (Ts𝑅′)𝐴⟨𝛹⟩ such that ̂𝑔(𝑑
′) = 𝑑. Hence (S2) and, consequently, (S1) hold.
Proof of the lemma: We construct the 𝒜-weighted MCFG 𝐺′ = (𝑁 ′, 𝛴, 𝑆⟨∅⟩, 𝜇′) where 𝜇′ =
𝑔 ; 𝜇. Since ̂𝑔 preserves the structure of derivations, we know that ̂𝑔 ; wt𝐺 = wt𝐺′ . Finally,
we derive for every 𝑤 ∈ 𝛴∗:
⟦𝐺′⟧(𝑤) = ⨁
𝑑′∈Dc
𝐺′
(𝑤)
wt𝐺′(𝑑′) (by definition 2.54)
= ⨁
𝑑′∈Dc
𝐺′
(𝑤)
wt𝐺( ̂𝑔(𝑑′)) (since ̂𝑔 ; wt𝐺 = wt𝐺′)
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= ⨁
𝑑∈Dc𝐺(𝑤)
⨁
𝑑′∈Dc
𝐺′
(𝑤)
̂𝑔(𝑑′)=𝑑
wt𝐺( ̂𝑔(𝑑′)) (since 𝑔 is a total function)
= ⨁
𝑑∈Dc𝐺(𝑤)
⨁
𝑑′∈Dc
𝐺′
(𝑤)
̂𝑔(𝑑′)=𝑑
wt𝐺(𝑑)
= ⨁
𝑑∈Dc𝐺(𝑤)
wt𝐺(𝑑) (by (S1))
= ⟦𝐺⟧(𝑤) (by definition 2.54).
Fanout and rank are not increased by this construction. ∎
2.3.2 Weighted finite state automata
Definition 2.60 (weighted FSAs, syntax). An 𝒜-weighted finite state automaton (short: 𝒜-
wFSA) is a tuple ℳ = (𝑄, 𝛴, 𝑄i, 𝑄f, 𝜇) where 𝜇 is a function from 𝑄 × 𝛴∗ × 𝑄 to 𝒜 (called
weight assignment) and ℳuw = (𝑄, 𝛴, 𝑄i, 𝑄f, supp(𝜇)) is an FSA. We call ℳuw the underlying
automaton of 𝐺. □
Let ℳ = (𝑄, 𝛴, 𝑄i, 𝑄f, 𝜇) be an 𝒜-wFSA and 𝑤 ∈ 𝛴∗. The set of transitions of ℳ is supp(𝜇).
ℳ inherits many properties from its underlying automaton.
• The set of runs of ℳ, denoted by Runsℳ, is Runsℳuw .
• The set of accepting runs of ℳ, denoted by Runsaccℳ , is Runs
acc
ℳuw
.
• The set of runs of ℳ that yield 𝑤, denoted by Runsℳ(𝑤), is Runsℳuw(𝑤).
• The set of accepting runs of ℳ that yield 𝑤, denoted by Runsaccℳ(𝑤), is Runs
acc
ℳuw
(𝑤).
• The language recognised by ℳ, denoted by ℒ(ℳ), is ℒ(ℳuw).
• ℳ is called unambiguous if ℳuw is unambiguous.
• ℳ is called ambiguous if it is not unambiguous.
• ℳ is called finitely ambiguous if ℳuw is finitely ambiguous.
• ℳ is called infinitely ambiguous if it is not finitely ambiguous.
Definition 2.61 (wFSAs, weighted language). Let ℳ = (𝑄, 𝛴, 𝑄i, 𝑄f, 𝜇) be an 𝒜-wFSA. The
weight assignment of ℳ for runs, denoted by wtℳ, is the function from Runsℳ to 𝒜 that is
defined for every 𝜃 = 𝜏1…𝜏𝑘 ∈ Runsℳ with 𝜏1, …, 𝜏𝑘 ∈ supp(𝜇) by
wtℳ(𝜃) = 𝜇(𝜏1) ⊙ … ⊙ 𝜇(𝜏𝑘).
If ℳ is finitely ambiguous or 𝒜 is complete, we define the weighted language of ℳ, denoted by
⟦ℳ⟧, as the function from 𝛴∗ to 𝒜 where for each 𝑤 ∈ 𝛴∗ we have
⟦ℳ⟧(𝑤) = ⨁
𝜃∈Runsaccℳ(𝑤)
wtℳ(𝜃). □
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𝑞astart 𝑞b
⟨a, {x}⟩
⟨𝜀, {#}⟩
⟨b, {y}⟩
Figure 2.62: Graph of the wFSA ℳ shown in example 2.63.
Example 2.63 (wFSA). Consider the Lang𝛥-wFSA ℳ = (𝑄, 𝛴, {𝑞a}, {𝑞b}, 𝜇) where 𝛥 =
{x, y, #}, 𝑄 = {𝑞a, 𝑞b}, 𝛴 = {a, b}, |supp(𝜇)| = 3, and
𝜏1 = (𝑞a, a, 𝑞a) 𝜇(𝜏1) = {x}
𝜏2 = (𝑞a, 𝜀, 𝑞b) 𝜇(𝜏2) = {#}
𝜏3 = (𝑞b, b, 𝑞b) 𝜇(𝜏3) = {y}.
We will visualise wFSAs similar to automata with data storage by a directed graph whose edges
are labelled by tuples, see figure 2.62. The underlying automaton of ℳ is shown in example 2.28.
The weighted languages of ℳ is given by
⟦ℳ⟧(a𝑚b𝑛) = {x} ∘ … ∘ {x}⏟⏟⏟⏟⏟
𝑚 times
∘{#} ∘ {y} ∘ … ∘ {y}⏟⏟⏟⏟⏟
𝑛 times
= {x𝑚#y𝑛} for each 𝑚, 𝑛 ∈ ℕ and
⟦ℳ⟧(𝑤) = ∅ for each 𝑤 ∈ 𝛴∗ ∖ ℒ(ℳ).
Through using the semiring of formal 𝛥-languages, we have effectively created a device that
takes a word in 𝛴∗ and returns a set of words in 𝛥∗. In the literature such devices are called
(string) transducers, cf. Berstel [Ber79, section III.6]. □
2.3.3 Weighted automata with data storage
Definition 2.64 (weighted automata with data storage, syntax). An 𝒜-weighted automaton
with data storage is a tuple ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇) where DS = (𝐶, 𝐼, 𝐶i, 𝐶f) is a data
storage, 𝜇 is a function from 𝑄 × 𝐼∗ × 𝛴∗ × 𝑄 to 𝒜 (called weight assignment), and ℳuw =
(𝑄,DS, 𝛴, 𝑄i, 𝑄f, supp(𝜇)) is an automaton with data storage. We call ℳuw the underlying
automaton of 𝐺. □
For convenience, we sometimes call an 𝒜-weighted automaton with data storage whose data
storage is DS and whose terminals are taken from a set 𝛴 a (DS, 𝛴, 𝒜)-automaton.
Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇) be a (DS, 𝛴, 𝒜)-automaton and 𝑤 ∈ 𝛴∗. The set of transitions
of ℳ is supp(𝜇). ℳ inherits many properties from its underlying automaton.
• The set of runs of ℳ, denoted by Runsℳ, is Runsℳuw .
• The set of accepting runs of ℳ, denoted by Runsaccℳ , is Runs
acc
ℳuw
.
• The set of runs of ℳ that yield 𝑤, denoted by Runsℳ(𝑤), is Runsℳuw(𝑤).
• The set of accepting runs of ℳ that yield 𝑤, denoted by Runsaccℳ(𝑤), is Runs
acc
ℳuw
(𝑤).
• The language recognised by ℳ, denoted by ℒ(ℳ), is ℒ(ℳuw).
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• ℳ is called unambiguous if ℳuw is unambiguous.
• ℳ is called ambiguous if it is not unambiguous.
• ℳ is called finitely ambiguous if ℳuw is finitely ambiguous.
• ℳ is called infinitely ambiguous if it is not finitely ambiguous.
Definition 2.65 (weighted automata with data storage, weighted language). Consider the
𝒜-weighted automaton with data storage ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇). The weight assignment
of ℳ for runs, denoted by wtℳ, is the function from Runsℳ to 𝒜 that is defined for every
𝜃 = 𝜏1…𝜏𝑘 ∈ Runsℳ with 𝜏1, …, 𝜏𝑘 ∈ supp(𝜇) by
wtℳ(𝜃) = 𝜇(𝜏1) ⊙ … ⊙ 𝜇(𝜏𝑘).
If ℳ is finitely ambiguous or 𝒜 is complete, we define the weighted language of ℳ, denoted by
⟦ℳ⟧, as the function from 𝛴∗ to 𝒜 where for each 𝑤 ∈ 𝛴∗ we have
⟦ℳ⟧(𝑤) = ⨁
𝜃∈Runsaccℳ(𝑤)
wtℳ(𝜃). □
Theset of all weighted languages recognised by (DS, 𝛴, 𝒜)-automata is denoted byREC(DS, 𝛴, 𝒜).
1start 2 3
⟨push(𝛤 ), a, 1⟩
⟨push(𝛤 ), b, 1⟩
⟨id, #, 1⟩
⟨pop(a), a′, 1⟩
⟨pop(b), b′, 1⟩
⟨id({𝜀}), 𝜀, 0⟩
Figure 2.66: Graph of the automaton with data storage ℳ from example 2.67
Example 2.67 (weighted automaton with data storage, cf. example 2.42). Consider Trop-
weighted automaton with data storage ℳ = ([3], PD″(𝛤 ), 𝛴, {1}, {3}, 𝜇) where PD″ is taken
from example 2.34, 𝛤 = {a, b}, 𝛴 = {a, b, #, a′, b′}, |supp(𝜇)| = 6, and
𝜏1 = (1, push(𝛤 ), a, 1) 𝜇(𝜏1) = 1
𝜏2 = (1, push(𝛤 ), b, 1) 𝜇(𝜏2) = 1
𝜏3 = (1, id, #, 2) 𝜇(𝜏3) = 1
𝜏4 = (2, pop(a), a′, 2) 𝜇(𝜏4) = 1
𝜏5 = (2, pop(b), b′, 2) 𝜇(𝜏4) = 1
𝜏6 = (2, id({𝜀}), 𝜀, 3) 𝜇(𝜏6) = 0.
The graph of ℳ is shown in figure 2.66. The weights of each transition are given as the third
component of the label of the corresponding edge in the graph. The underlying automaton of
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ℳ is given in example 2.42 and hence the language of ℳ is
ℒ(𝐺) = {𝑢#𝑣 ∣ 𝑢 ∈ {a, b}∗, 𝑣 ∈ {a′, b′}∗, |𝑢| = |𝑣|}}
The weighted language of ℳ is given by
⟦ℳ⟧(𝑤) = min{|𝜃| − 1 ∣ 𝜃 ∈ Runsaccℳ(𝑤)} = |𝑤| for each 𝑤 ∈ ℒ(𝐺) and
⟦ℳ⟧(𝑤) = ∞ for each 𝑤 ∈ 𝛴∗ ∖ ℒ(𝐺). □
Normal forms of data storage
We extend proposition 2.43 to the weighted case.
Proposition 2.68 (taken from Den17a, proposition 31). Let det be defined as in proposition 2.43.
Then REC(DS, 𝛴, 𝒜) = REC(det(DS), 𝛴, 𝒜).
Proof. Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇) and ℳ′ = (𝑄′, det(DS), 𝛴, 𝑄′i , 𝑄
′
f , 𝜇
′) be 𝒜-weighted
automata with data storage. We call ℳ and ℳ′ related if ℳuw and ℳ′uw are related (cf.
proposition 2.43), and 𝜇′(det(𝜏)) = 𝜇(𝜏) for each 𝜏 ∈ supp(𝜇). Note that det: supp(𝜇) →
supp(𝜇′) is injective. Clearly, for every (DS, 𝛴, 𝒜)-automaton ℳ there is an (det(DS), 𝛴, 𝒜)-
automaton ℳ′ such that ℳ and ℳ′ are related and vice versa.
It remains to be shown that ⟦ℳ⟧ = ⟦ℳ′⟧. For every 𝑤 ∈ 𝛴∗, we derive
⟦ℳ⟧(𝑤) = ⨁𝜃∈Runsaccℳ
wtℳ(𝜃) (by definition 2.65)
= ⨁𝜃∈Runsaccℳ
wtℳ′(𝜃det) (by Def. of 𝜇′)
= ⨁𝜃′∈Runsacc
ℳ′
wtℳ′(𝜃′) (since det is bijective and by induction hypothesis)
= ⟦ℳ′⟧(𝑤) (by definition 2.65) ∎
Instruction normal form
Definition 2.69. Let ℳ be a weighted automaton with data storage. We say that ℳ is in
instruction normal form if ℳuw is in instruction normal form □
Proposition 2.70. Let DS be a data storage and 𝛴 be a set. For every (DS, 𝛴, 𝒜)-automaton,
there is an equivalent (DS, 𝛴, 𝒜)-automaton in instruction normal form.
Proof. Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f). Furthermore, let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇) be an (DS, 𝛴, 𝒜)-
automaton. Now construct ℳ′ = (𝑄′,DS, 𝛴, 𝑄i, 𝑄f, 𝜇′) as the (DS, 𝛴, 𝒜)-automaton in
instruction normal form such that (𝑄′,DS, 𝛴, 𝑄i, 𝑄f, supp(𝜇′)) is the (DS, 𝛴)-automaton in
instruction normal form that is constructed by proposition 2.49 from ℳuw and 𝜇′ is defined by
𝜇′(𝜏 ′) = {
𝜇(𝜏) if there is a 𝜏 ∈ supp(𝜇) for which the first transition in 𝑔(𝜏) is 𝜏 ′
𝟙 otherwise
}
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for every 𝜏 ′ ∈ supp(𝜇′). Then, because 𝟙 is identity w.r.t. ⊙ and by definition 2.65:
𝑔 ; wtℳ′ = wtℳ.
We derive
⟦ℳ′⟧(𝑤) = ⨁
𝜃′∈Runsacc
ℳ′
(𝑤)
wtℳ′(𝜃′) (by definition 2.65)
= ⨁
𝜃′∈Runsacc
ℳ′uw
(𝑤)
wtℳ′(𝜃′)
= ⨁
𝜃∈Runsaccℳuw(𝑤)
wtℳ′(𝑔(𝜃)) (by proposition 2.49)
= ⨁
𝜃∈Runsaccℳ(𝑤)
wtℳ′(𝑔(𝜃))
= ⨁
𝜃∈Runsaccℳ(𝑤)
wtℳ(𝜃) (since 𝑔 ; wtℳ′ = wtℳ)
= ⟦ℳ⟧(𝑤) (by definition 2.65) ∎
2.3.4 Weighted string homomorphisms
Up to the definition of weighted string homomorphisms, the definitions in this section are
taken from Droste and Kuich [DK09]. The notation was changed to conform to the rest of this
dissertation.
For the remainder of section 2.3.4, let 𝒜 be a semiring.
Monomials and polynomials. Let 𝛥 be a set. A (𝛥-)monomial is a mapping 𝑓: 𝛥∗ → 𝒜
whose support is empty or a singleton. Wewrite 𝑎.𝑤 for 𝑓 if 𝑓(𝑤) = 𝑎 and for each𝑤′ ∈ 𝛥∗∖{𝑤}
we have 𝑓(𝑤′) = 𝟘. Note that the monomial {(𝑤, 𝟘) ∣ 𝑤 ∈ 𝛥∗}, which is zero everywhere,
can be written as 𝟘.𝑤 for any 𝑤 ∈ 𝛥∗; we will just write 𝟘 instead. We denote the set of all
𝛥-monomials by 𝒜⟨𝛥∗⟩.
A (𝛥-)polynomial is a mapping 𝑓: 𝛥∗ → 𝒜 whose support is finite. We denote the set of all
𝛥-polynomials by 𝒜⟪𝛥∗⟫.22
The semiring of weighted languages. Consider the tuple (𝛥∗ → 𝒜, ⊞, ⊠, 𝟘, 𝟙.𝜀) where
⊞ and ⊠ are defined by the equations
(𝑓 ⊞ 𝑔)(𝑤) = 𝑓(𝑤) ⊕ 𝑔(𝑤)
(𝑓 ⊠ 𝑔)(𝑤) = ⨁𝑤1,𝑤2∈𝛥∗:𝑤=𝑤1∘𝑤2 𝑓(𝑤1) ⊙ 𝑔(𝑤2)
22We deviate from the standard notation [ÉK09, section 2]. While Ésik and Kuich [ÉK09] use 𝒜⟪𝛥∗⟫ to denote a
𝒜-weighted language over 𝛥, we already have a notation for that: 𝛥∗ → 𝒜. However, we need notations for
monomials and polynomials. Therefore, I decided to use 𝒜⟨𝛥∗⟩ for monomials (“mono” as in one pair of angled
brackets) and 𝒜⟪𝛥∗⟫ for polynomials (“poly” as in multiple, i.e. two, pairs of angled brackets).
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for each 𝑓, 𝑔: 𝛥∗ → 𝒜 and 𝑤 ∈ 𝛥∗.
Lemma 2.71. The tuple (𝛥∗ → 𝒜, ⊞, ⊠, 𝟘, 𝟙.𝜀) is a semiring.
Proof. The proof is shown in appendix B.3, page 166. Note that, in particular, the distributivity
of 𝒜 is needed to show the associativity of ⊠. ∎
The following four properties can be easily verified:
• 𝒜⟨𝛥∗⟩ ⊆ 𝒜⟪𝛥∗⟫ ⊆ (𝛥∗ → 𝒜).
• 𝒜⟨𝛥∗⟩ is closed under ⊠, but not under ⊞.
• 𝒜⟪𝛥∗⟫ is closed under ⊞ and ⊠.
• The closure of 𝒜⟨𝛥∗⟩ under ⊞ is 𝒜⟪𝛥∗⟫, i.e. cl⊞(𝒜⟨𝛥∗⟩) = 𝒜⟪𝛥∗⟫.
Hence, (𝒜⟨𝛥∗⟩, ⊠, 𝟙.𝜀) is a monoid; we call it the monoid of (𝛥-)monomials. Furthermore,
(𝒜⟪𝛥∗⟫, ⊞, ⊠, 𝟘, 𝟙.𝜀) and (𝛥∗ → 𝒜, ⊞, ⊠, 𝟘, 𝟙.𝜀) are called the semiring of (𝛥-)polynomials
and the semiring of weighted languages (over 𝛥), respectively.
Weighted homomorphims. Let 𝛴 be a set and 𝑔: 𝛴 → 𝒜⟨𝛥∗⟩. Now let ̂𝑔 be the function
̂𝑔: 𝛴∗ → 𝒜⟨𝛥∗⟩ that is defined for each 𝑘 ∈ ℕ and 𝜎1, …, 𝜎𝑘 ∈ 𝛴 by the equation
̂𝑔(𝜎1⋯𝜎𝑘) = 𝑔(𝜎1) ⊠ … ⊠ 𝑔(𝜎𝑘).
We call ̂𝑔 an 𝒜-weighted (𝛴, 𝛥)-string homomorphism.23 Furthermore, let ̂̂𝑔 be the partial
function ̂̂𝑔: 𝒫(𝛴∗) ‧‧➡ 𝛥∗ → 𝒜 that is defined by the equation
̂̂𝑔(𝐿) = ⊞𝑤∈𝐿 ̂𝑔(𝑤)
if 𝐿 ⊆ 𝛴∗ is finite or 𝒜 is complete. (Otherwise, ̂̂𝑔(𝐿) is undefined.) We call ̂𝑔 alphabetic if
there is a function ℎ: 𝛴 → (𝛥 ∪ {𝜀} → 𝒜) such that ℎ̂ = ̂𝑔. We usually write 𝑔 instead of ̂𝑔 or
̂̂𝑔.
For any sets 𝛴 and 𝛥, we fix the following two sets of functions:
• HOM(𝛴, 𝛥, 𝒜) denotes the set of 𝒜-weighted (𝛴, 𝛥)-string homomorphisms, and
• αHOM(𝛴, 𝛥, 𝒜) denotes the set of alphabetic 𝒜-weighted (𝛴, 𝛥)-string homomor-
phisms.
The following lemma shows that weighted homomorphisms and weighted alphabetic homo-
morphisms are each closed under composition.
Lemma 2.73 (taken from Den15, lemma 18). For any sets 𝛴, 𝛥, and 𝛤:
(i) HOM(𝛴, 𝛥) ; HOM(𝛥, 𝛤 , 𝒜) ⊆ HOM(𝛴, 𝛤 , 𝒜).
(ii) αHOM(𝛴, 𝛥) ; αHOM(𝛥, 𝛤 , 𝒜) ⊆ αHOM(𝛥, 𝛤 , 𝒜).
Proof. The proof is illustrated by figure 2.72.
23An 𝒜-weighted (𝛴, 𝛥)-string homomorphism is a homomorphism between the monoid (𝛴∗, ∘, 𝜀) and the
monoid (𝒜⟨𝛥∗⟩, ⊠, 𝟙.𝜀) in the sense of section 2.1.4.
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𝛴∗
𝛴
𝛥∗ (𝛤 ∗ → 𝒜)
ℎ1 = ℎ̂′1 ℎ2
ℎ′1
ℎ′1 ; ℎ2
ℎ̂′1 ; ℎ2 = ℎ1 ; ℎ2
Figure 2.72: Illustration of the proof of lemma 2.73.
For (i): Let ℎ1 ∈ HOM(𝛴, 𝛥) and ℎ2 ∈ HOM(𝛥, 𝛤 , 𝒜). Then there is an ℎ′1: 𝛴 → 𝛥
∗ such
that ℎ̂′1 = ℎ1. Since ℎ2(𝑢) ∈ 𝒜⟨𝛤
∗⟩ for each 𝑢 ∈ 𝛥∗, we know that ℎ̂′1 ; ℎ2 ∈ HOM(𝛴, 𝛤 , 𝒜)
and ℎ̂′1 ; ℎ2 = ℎ1 ; ℎ2.
For (ii): Let ℎ1 ∈ αHOM(𝛴, 𝛥) and ℎ2 ∈ αHOM(𝛥, 𝛤 , 𝒜). Then there is a ℎ′1: 𝛴 → (𝛥 ∪
{𝜀} such that ℎ̂′1 = ℎ1. Since ℎ2(img(ℎ
′
1)) ⊆ (𝛤 ∪ {𝜀} → 𝒜), we know that ℎ̂
′
1 ; ℎ2 ∈
αHOM(𝛴, 𝛤 , 𝒜) and hence ℎ1 ; ℎ2 ∈ αHOM(𝛴, 𝛤 , 𝒜). ∎
Decomposition and closure results
The following two lemmas apply the concept of weight separation [compare DV13, lemmas 3
and 4] to weighted MCFGs and weighted automata with data storage, respectively.
Lemma 2.74 (taken from Den15, lemma 15). Let 𝛴 be a set, 𝑠, 𝑘 ∈ ℕ+ be numbers, 𝒜 be a
complete commutative semiring, and 𝐿: 𝛴∗ → 𝒜 be a weighted language. The following are
equivalent:
(i) 𝐿 ∈ (𝑠, 𝑘)-MCFL(𝛴, 𝒜).
(ii) There is a set 𝛥, a weighted homomorphism ℎ ∈ αHOM(𝛥, 𝛴, 𝒜), and an unambiguous
unweighted MCFG 𝐺′ ∈ (𝑠, 𝑘)-MCFG(𝛥) such that 𝐿 = ℎ(ℒ(𝐺′)).
Proof. For (i) ⟹ (ii): Let 𝐿: 𝛴∗ → 𝒜 be an element of (𝑠, 𝑘)-MCFL(𝛴, 𝒜). By lemma 2.59,
there is a non-deleting 𝒜-weighted MCFG 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) such that ⟦𝐺⟧ = 𝐿. Now let
ℛ(𝛴, 𝑁) denote the set of all potential rules over terminals 𝛴 and non-terminals 𝑁, i.e.
ℛ(𝛴, 𝑁) = {𝐴 → 𝑐(𝐵1, …, 𝐵𝑛) ∣ 𝑛, 𝑠, 𝑠1, …, 𝑠𝑛 ∈ ℕ+, 𝑐 ∈ (TCR(𝛴))(𝑠1⋯𝑠𝑛,𝑠),
𝐴 ∈ 𝑁𝑠, 𝐵1 ∈ 𝑁𝑠1, …, 𝐵𝑛 ∈ 𝑁𝑠𝑛}.
Furthermore, let 𝛥 = 𝛴 ∪ {⟦𝑗𝜌, ⟧
𝑗
𝜌 ∣ 𝜌 ∈ ℛ(𝛴, 𝑁), 𝑗 ∈ [fanout(𝜌)]}, ℛ(𝛥, 𝑁) be defined
analogous to ℛ(𝛴, 𝑁), and 𝑔:Tsℛ(𝛴,𝑁) → T
s
ℛ(𝛥,𝑁) be a homomorphism given by
𝑔(𝜌) = 𝐴 → [⟦1𝜌𝑢1⟧1𝜌, …, ⟦𝑚𝜌 𝑢𝑚⟧𝑚𝜌 ](𝐵1, …, 𝐵𝑛)
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for each 𝜌 = (𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵𝑛)) ∈ ℛ(𝛴, 𝑁). We now show that the homomor-
phism 𝑔 ; yield:Tsℛ(𝛴,𝑁) → (𝛥
∗)∗ is injective by structural induction.
Injectivity of 𝑔 ; yield: Let (𝑤1, …, 𝑤𝑚) ∈ img(𝑔 ; yield). Then (𝑤1, …, 𝑤𝑚) must be of the
form (⟦1𝜌𝑣1⟧1𝜌, …, ⟦𝑚𝜌 𝑣𝑚⟧𝑚𝜌 ) for unique 𝜌 = (𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵𝑛)) ∈ ℛ(𝛴, 𝑁)
and 𝑣1, …, 𝑣𝑚 ∈ 𝛥∗ due to the definition of 𝑔. Furthermore, by the definitions of yield and
𝑔, there must be ⃗𝑣1, …, ⃗𝑣𝑛 ∈ (𝛥∗)∗ such that [𝑢1, …, 𝑢𝑚]( ⃗𝑣1, …, ⃗𝑣𝑛) = (𝑣1, …, 𝑣𝑚). This
decomposition into tuples ⃗𝑣1, …, ⃗𝑣𝑛 is unique due the bracketing of substrings in 𝑣1, …, 𝑣𝑚.
By induction hypothesis, we assume that there are unique trees 𝑑1, …, 𝑑𝑛 ∈ Tsℛ(𝛴,𝑁) with
(𝑔 ; yield)(𝑑𝑖) = ⃗𝑣𝑖 for each 𝑖 ∈ [𝑛]. Hence there is a unique tree 𝑑 = 𝜌(𝑑1, …, 𝑑𝑛) such
that (𝑔 ; yield)(𝑑) = (𝑤1, …, 𝑤𝑚) and therefore 𝑔 ; yield is injective.
Finally, we define the (unweighted) MCFG 𝐺′ = (𝑁, 𝛥, 𝑁i, 𝑔(supp(𝜇))) and the 𝒜-weighted
(𝛥, 𝛴)-homomorphism ℎ: 𝛥∗ → 𝒜⟨𝛴∗⟩ where
ℎ(𝛿) =
⎧{
⎨{⎩
𝟙.𝛿 if 𝛿 ∈ 𝛴
(𝜇(𝜌)).𝜀 if 𝛿 = ⟦1𝜌 for some 𝜌 ∈ ℛ(𝛴, 𝑁)
𝟙.𝜀 otherwise
⎫}
⎬}⎭
for each 𝛿 ∈ 𝛥. 𝐺′ is unambiguous since 𝑔 ; yield is injective (and 𝑔 is a function).
It remains to be shown that 𝐿 = ℎ(ℒ(𝐺′)). For this, we derive for every 𝑤 ∈ 𝛴∗:
𝐿(𝑤) = ⟦𝐺⟧(𝑤) (by definition of 𝐺)
= ⨁𝑑∈Dc𝐺(𝑤)
wt𝐺(𝑑) (by definition 2.54)
= ⨁𝑑∈Dc𝐺(𝑤)
(𝑔 ; yield ; ℎ)(𝑑)(𝑤)
(by definitions of 𝑔 and ℎ, and definitions 2.54 and 2.17)
= ⨁𝑢∈(𝑔;yield)(Dc𝐺(𝑤))
ℎ(𝑢)(𝑤) (since 𝑔 ; yield is injective)
= ⨁𝑢∈ℒ(𝐺′) ℎ(𝑢)(𝑤) (by definition of 𝐺
′)
= (⊞𝑢∈ℒ(𝐺′) ℎ(𝑢))(𝑤) (by definition of ⊞)
= ℎ(ℒ(𝐺′))(𝑤)
For (ii) ⟹ (i): Let𝐺 = (𝑁, 𝛥, 𝑁i, 𝑅) be an unambiguous (𝑠, 𝑘)-MCFG andℎ ∈ αHOM(𝛥, 𝛴, 𝒜).
Consider the homomorphisms ℎ1: 𝛥∗ → 𝛴∗ and ℎ2: 𝛥∗ → 𝒜 where
ℎ1(𝛿) = {
𝑤 if 𝛿 ∈ supp(ℎ) and ℎ(𝛿) = 𝑎.𝑤 for some 𝑎 ∈ 𝒜 and 𝑤 ∈ 𝛴∗
𝜀 otherwise
}
ℎ2(𝛿) = {
𝑎 if 𝛿 ∈ supp(ℎ) and ℎ(𝛿) = 𝑎.𝑤 for some 𝑎 ∈ 𝒜 and 𝑤 ∈ 𝛴∗
𝟘 otherwise
}
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for each 𝛿 ∈ 𝛥. We construct the 𝒜-weighted 𝑠, 𝑘-MCFG 𝐺′ = (𝑁, 𝛴, 𝑁i, 𝜇) where
𝜇(𝜌′) = ⨁
𝜌∈𝑅:ℎ′1(𝜌)=𝜌′
ℎ′2(𝜌)
with ℎ′1: ℛ(𝛥, 𝑁) → ℛ(𝛴, 𝑁) being the function that replaces each 𝛿 ∈ 𝛥 that occurs in
its argument by ℎ1(𝛿) and ℎ′2: ℛ(𝛥, 𝑁) → 𝒜 being the function that returns the product of
values ℎ2(𝛥) for each occurrence of 𝛿 in its argument.
Then we derive for each 𝑤 ∈ 𝛴∗:
ℎ(ℒ(𝐺))(𝑤)
= ⨁𝑢∈ℒ(𝐺) ℎ(𝑢)(𝑤)
= ⨁𝑢∈ℒ(𝐺):ℎ1(𝑢)=𝑤 ℎ2(𝑢) (by definitions of ℎ1 and ℎ2)
= ⨁𝑑∈Dc𝐺:ℎ1(yield(𝑑))=𝑤
ℎ2(yield(𝑑)) (since 𝐺 is unambiguous)
= ⨁𝑑∈Dc𝐺:yield(ℎ̂1(𝑑))=𝑤
ℎ2(yield(𝑑)) (where ℎ̂1 extends ℎ′1 to trees position-wise)
= ⨁𝑑′∈Dc
𝐺′
:yield(𝑑′)=𝑤 wt𝐺′(𝑑
′) (by construction of 𝜇 and distributivity)
= ⨁𝑑′∈Dc
𝐺′
(𝑤) wt𝐺′(𝑑
′) (by definition 2.17)
= ⟦𝐺′⟧(𝑤) (by definition 2.54) ∎
Lemma 2.75 (taken from HV15, theorem 6). Let DS be a data storage, 𝛴 be a set, 𝒜 be a
complete semiring, and 𝐿: 𝛴∗ → 𝒜 be a weighted language. The following are equivalent:
(i) 𝐿 ∈ REC(DS, 𝛴, 𝒜).
(ii) There is a set 𝛥, a weighted homomorphism ℎ ∈ αHOM(𝛥, 𝛴, 𝒜), and an unambiguous,
𝜀-free (DS, 𝛥)-automaton ℳ′ such that 𝐿 = ℎ(ℒ(ℳ′)).
Note. The basic definitions of Herrmann and Vogler [HV15] differ slightly from the definitions
used in this thesis. The original proof of Herrmann and Vogler [HV15] would only require
negligible adjustments to work in our context and is thus not (re-)stated here. ∎
2.4 Problems and algorithms
Problems. A problem is a binary relation 𝑃 ⊆ 𝐼 × 𝑂 where 𝐼 and 𝑂 are arbitrary sets. We
call each 𝑖 ∈ 𝐼 an input of 𝑃 and each 𝑜 ∈ 𝑂 an output of 𝑃. Note that for each input 𝑖 of 𝑃
there may exist zero or more different outputs 𝑜 ∈ 𝑂 such that (𝑖, 𝑜) ∈ 𝑃. In this thesis, the
set 𝐼 will often be the Cartesian product of other sets 𝐼1, …, 𝐼𝑘. For convenience, we will write
down a problem 𝑃 as follows (or with some variation in wording and typesetting):
Problem 𝑃
Input: an 𝑖 ∈ 𝐼
Output: an 𝑜 ∈ 𝑂 such that 𝐶(𝑖, 𝑜)
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where 𝐶(𝑖, 𝑜) is a logical formula with free variables 𝑖 and 𝑜. If we denote 𝑃 like this, then the
binary relation 𝑃 is defined by 𝑃 = {(𝑖, 𝑜) ∈ 𝐼 × 𝑂 ∣ 𝐶(𝑖, 𝑜) is true}. Now let 𝑓: 𝐼 ‧‧➡ 𝑂 be a
partial function. We say that 𝑓 solves 𝑃 if 𝑓 ⊆ 𝑃 and dom(𝑓) = dom(𝑃 ).
Algorithms. An algorithm is a tuple Alg = (𝑃 ,Code) where 𝑃 ⊆ 𝐼 × 𝑂 is a problem and
Code is a string of statements in pseudocode24 whose free variables are declared in the Input
of 𝑃 and where the argument of each return-statement in Code is an expression of type 𝑂. The
function induced by Code, denoted by ⟦Code⟧, is the partial function from 𝐼 to 𝑂 that assigns
for each input 𝑖 ∈ 𝐼 the value returned by Code for this value if a return-statement is reached;
if no return-statement is reached for 𝑖 then ⟦Code⟧ is not defined for 𝑖. We say that Alg is
correct if ⟦Code⟧ solves 𝑃. For convenience, we will write down an algorithm Alg = (𝑃 ,Code)
as follows (or with some variation in wording and typesetting):
Algorithm Alg
Input: an 𝑖 ∈ 𝐼
Output: and 𝑜 ∈ 𝑂 such that 𝐶(𝑖, 𝑜)
stat1
…
stat𝑘
where 𝐶(𝑖, 𝑜) is a logical formula with free variables 𝑖 and 𝑜. If we denote Alg like this,
then Alg = (𝑃 ,Code) where 𝑃 is given by the Input and Output, as described above, and
Code = stat1…stat𝑘.
Complexities. We briefly recall the 𝒪-notation for the time and space complexities of algo-
rithms [cf. Cor+09, section 3.1]. Let 𝑘 ∈ ℕ and 𝑓 be a function from ℕ𝑘 to ℕ. We denote by
𝒪(𝑓) the set of functions 𝑔: ℕ𝑘 → ℕ for which there are constants 𝐶1, 𝐶2 ∈ ℕ+ such that for
each ⃗𝑥 ∈ ℕ𝑘 the inequation 0 ≤ 𝑔( ⃗𝑥) ≤ 𝐶1 ⋅ 𝑓( ⃗𝑥) + 𝐶2 holds. Usually, 𝑓 will be given by an
expression 𝑒 with free variables 𝑥1, …, 𝑥𝑘. In this case, we write 𝒪(𝑒) instead of 𝒪(𝑓).
The 𝒪-notation is used to characterise the time complexity or the space complexity of an
algorithm. Let 𝐼 and 𝑂 be sets, Alg = (𝑃 ,Code) be an algorithm with 𝑃 ⊆ 𝐼 × 𝑂, size: 𝐼 → ℕ𝑘
for some 𝑘 ∈ ℕ, and 𝑓: ℕ𝑘 → ℕ. Following the Church-Turing thesis [Chu36, Section 7; Tur37,
Section 9; cf. also Sip12, Chapter 3], we can translate Alg into an equivalent deterministic
Turing machine ℳ. Now, let 𝑔: ℕ𝑘 → ℕ be the function that assigns for every ⃗𝑥 ∈ ℕ𝑘 the
maximal number of steps that ℳ executes for any input 𝑖 ∈ size−1( ⃗𝑥) before halting. Also, let
ℎ: ℕ𝑘 → ℕ be the function that assigns for every ⃗𝑥 ∈ ℕ𝑘 the maximal number of squares on
the tape that ℳ uses for any input 𝑖 ∈ size−1( ⃗𝑥) before halting. We say that Alg runs in time
𝒪(𝑓) if 𝑔 ∈ 𝒪(𝑓). Analogously, we say that Alg runs in space 𝒪(𝑓) if ℎ ∈ 𝒪(𝑓).
24We assume that the reader is sufficiently familiar with imperative programming languages and their semantics to
understand the pseudocode used in this dissertation. In line with this assumption, we will not specify the syntax
and semantics of our pseudocode.
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3 An automaton characterisation for
weighted MCFLs
This chapter is a substantially revised and extended version of T. Denkinger. “An Automata
Characterisation for Multiple Context-Free Languages”. In: Proceedings of the 20th International
Conference on Developments in Language Theory. Ed. by S. Brlek and C. Reutenauer. 2. Springer
Berlin Heidelberg, 2016, pp. 138–150. doi: 10.1007/978-3-662-53132-7_12.
3.1 Introduction
In section 2.2, we have seen several kinds of grammars and automata and their associated
language classes,1 e.g.
• context-free grammars generate the class of context-free languages CFL,
• regular expressions [HU79, section 2.5] generate the class of regular languages REG,
• multiple context-free grammars generate the class of multiple context-free languages
MCFL,
• finite state automata recognise the class of recognisable languages REC, and
• automata with data storage pushdown (short: pushdown automata) recognise pushdown
languages PDL.
It turns out that some of these language classes are the same: REG = REC and CFL = PDL.
This observation provides us with two viewpoints on each of the language classes: a generating
one (i.e. a grammar class) which tells us how to generate well-formed strings of a language
in the language class and a recognising one (i.e. an automaton class) which tells us how to
decide for a given string, by traversing it from left to right, if it is well-formed with respect to
the language class. Language classes are usually (first) defined in terms of a kind of grammar.
Hence, when we find a kind of automaton that recognises such a language class, we call this
discovery an automaton characterisation.
Figure 3.1 shows a Hasse-diagram that contains the four language classes of the Chomsky
hierarchy and three additional language classes together with their associated kinds of automata.
Note that the figure associates no kind of automaton with „multiple context-free languages“.
This section fills that gap with restricted tree-stack automata.
1The term language class will be used for a set of languages to indicate that the languages in the set have something
in common, e.g. they have the same kind of generating device. Particularly, the word class does not refer to the
homonymous concept in the Zermelo-Fraenkel set theory.
63
3 An automaton characterisation for weighted MCFLs
regular languages
context-free languages
yield languages of TAGs
indexed languagesmultiple context-free languages
context-sensitive languages
recursively enumerableType 0
Type 1
Type 2
Type 3
↪ finite state automata [HU79, theorems 2.3 and 2.4]
↪ pushdown automata [Cho62; Sch63]
↪ embedded pushdown automata [Vij88, section 3]
↪ nested stack automata [Aho69]
↪ linear bounded automata [HU79, theorem 9.5]
↪ Turing machines [HU79, section 7.3]
Figure 3.1: Language classes and their automaton characterisations.
3.2 Tree-stack automata
A stack consists of a pushdown, i.e. a finite string, and a stack pointer, i.e. a position in the
pushdown. A tree-stack is a generalisation of a stack in which branching is allowed in the
pushdown.2 More precisely, the pushdown (of the stack) is replaced by a tree in the tree-stack,
and the stack pointer is then, consequently, a position in this tree. The node that is at the
position of the stack pointer is called the current node.
The operations on tree-stacks are similar to those usually defined for stacks, but modified to
accommodate branching: We may check if the stack pointer is at the root or we may compare
the label at the current node to a specific symbol. Furthermore, we allow the stack pointer
to be moved downward (i.e. replaced by the parent position of the current node), upward (i.e.
replaced by any child position of the current node), and we may push a symbol to any vacant
child position of the current node. If the stack pointer does not point to the root, then we may
write at the current node.
Formally, for any set 𝛤, a tree-stack over 𝛤 is a tuple [𝜉, 𝑝] where
• 𝜉 is a partial function from ℕ∗+ to 𝛤, called the tree-pushdown, whose domain is non-empty
and prefix-closed , i.e. 𝑝′𝑖 ∈ dom(𝜉) implies 𝑝′ ∈ dom(𝜉) for each 𝑝′ ∈ ℕ∗+ and 𝑖 ∈ ℕ+,
2We will see later on that in contrast to a stack our tree-stack has no instruction to pop elements from the stack.
However, this instruction is not essential. It can be simulated by adding a new symbol ⊥ to the stack alphabet
and then executing (set(⊥) ; down) instead of pop and executing (push(𝑖, 𝛾) ∪ (up(𝑖) ; equals(⊥) ; set(𝛾)))
instead of push(𝑖, 𝛾), cf. proposition B.2.
64
3.2 Tree-stack automata
and
• 𝑝 ∈ dom(𝜉) is called the stack pointer .
We call 𝜉(𝑝) the current stack symbol of [𝜉, 𝑝]. The set of all tree-stacks over 𝛤 is denoted by
TS(𝛤 ). For any 𝛤, we define partial functions, given for each [𝜉, 𝑝] ∈ TS(𝛤 ) as follows:
bottom([𝜉, 𝑝]) = {
[𝜉, 𝑝] if 𝑝 = 𝜀
undefined otherwise
} ,
equals(𝛾)([𝜉, 𝑝]) = {
[𝜉, 𝑝] if 𝜉(𝑝) = 𝛾
undefined otherwise
} for each 𝛾 ∈ 𝛤,
down([𝜉, 𝑝]) = {
[𝜉, 𝑝′] if 𝑝 = 𝑝′𝑖 for some 𝑝′ ∈ ℕ∗+ and 𝑖 ∈ ℕ+
undefined if 𝑝 = 𝜀
} ,
up(𝑛)([𝜉, 𝑝]) = {
[𝜉, 𝑝𝑛] if 𝑝𝑛 ∈ dom(𝜉)
undefined otherwise
} for each 𝑛 ∈ ℕ+,
push(𝑛, 𝛾)([𝜉, 𝑝]) = {
[𝜉[𝑝𝑛/𝛾], 𝑝𝑛] if 𝑝𝑛 ∉ dom(𝜉)
undefined otherwise
} for each 𝑛 ∈ ℕ+ and 𝛾 ∈ 𝛤, and
set(𝛾)([𝜉, 𝑝]) = [𝜉[𝑝/𝛾], 𝑝] for each 𝛾 ∈ 𝛤.
In our examples, wewill denote a tree-stack [𝜉, 𝑝] ∈ TS(𝛤 ) bywriting 𝜉 as a set and then under-
lining the unique element of 𝜉 that has 𝑝 as its first item. For example, we will abbreviate the tree-
stack [{(𝜀, 𝛼), (1, 𝜎), (7, 𝛽), (11, 𝛾), (12, 𝛾)}, 12] by {(𝜀, 𝛼), (1, 𝜎), (7, 𝛽), (11, 𝛾), (12, 𝛾)}.
Example 3.2 (tree-stack). Let 𝛤 = {𝛼, 𝛽, 𝛾, 𝜎, 𝛿} and consider the tree-stack
𝑡 = {(𝜀, 𝛼), (1, 𝜎), (7, 𝛽), (11, 𝛾), (12, 𝛾)} ∈ TS(𝛤 ).
Figure 3.3 shows a graphical representation of 𝑡 on the left. The tree structure is due to the
prefix-closedness of the domain of 𝑡 and the arrow stands for the stack pointer. Furthermore,
the figure illustrates the functions defined above. □
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Figure 3.3: Illustration of the partial functions push(1, 𝛽), down, up(1), and set(𝛿) on a tree-
stack, cf. example 3.2.
We will use the tree-stack to define a data storage.
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Definition 3.4 (tree-stack storage, based on Den16a, definition 1). Let 𝛤 be a set that does not
contain the symbol @. The tree-stack storage with respect to 𝛤 is the data storage
TSS(𝛤 ) = (TS(𝛤@), 𝐼, {{(𝜀, @)}}, TS(𝛤@))
where
• 𝛤@ = 𝛤 ∪ {@},
• 𝐼 = {bottom, equals(𝛾), down, up(𝑛), push(𝑛, 𝛾),write(𝛾) ∣ 𝑛 ∈ ℕ, 𝛾 ∈ 𝛤}, and
• write(𝛾) = (id(TS(𝛤 ∪ {@})) ∖ bottom) ; set(𝛾) for each 𝛾 ∈ 𝛤. □
Note that in addition to 𝛤, TSS(𝛤 ) has an additional stack symbol @. Also, write(𝛾) is
undefined (for any 𝛾 ∈ 𝛤) if its argument’s current node is the root.
Let us now consider automata with data storage whose data storage is a tree-stack storage.
For brevity, we will call such an automaton a tree-stack automaton (short: TSA).
Example 3.5 (taken from Den16a, example 2). Let 𝛴 = {a, b, c, d} and 𝛤 = {∗, #}. Consider
the TSA
ℳ = ([5],TSS(𝛤 ), 𝛴, {1}, {5}, 𝑇 )
where 𝑇 contains exactly the following eight transitions:
𝜏1 = (1 , push(1, ∗) , a , 1)
𝜏2 = (1 , push(1, #) ; down , 𝜀 , 2)
𝜏3 = (2 , equals(∗) ; down , b , 2)
𝜏4 = (2 , bottom ; up(1) , 𝜀 , 3)
𝜏5 = (3 , equals(∗) ; up(1) , c , 3)
𝜏6 = (3 , equals(#) ; down , 𝜀 , 4)
𝜏7 = (4 , equals(∗) ; down , d , 4)
𝜏8 = (4 , bottom , 𝜀 , 5).
Consider the following run of ℳ:
(1, {(𝜀, @)}, a2b2c2d2)
⊢𝜏1 (1, {(𝜀, @), (1, ∗)}, a b
2c2d2)
⊢𝜏1 (1, {(𝜀, @), (1, ∗), (11, ∗)}, b
2c2d2)
⊢𝜏2 (2, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, b
2c2d2)
⊢𝜏3𝜏3 (2, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, c
2d2)
⊢𝜏4 (3, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, c
2d2)
⊢𝜏5𝜏5 (3, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, d
2)
⊢𝜏6 (4, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, d
2)
⊢𝜏7𝜏7 (4, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, 𝜀)
⊢𝜏8 (5, {(𝜀, @), (1, ∗), (11, ∗), (111, #)}, 𝜀).
It is easy to see that 𝜏21 𝜏2𝜏
2
3 𝜏4𝜏
2
5 𝜏6𝜏
2
7 𝜏8 is the only run of ℳ that yields a
2b2c2d2. Now let
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𝑛 ∈ ℕ and observe the unique run of ℳ that yields a𝑛b𝑛c𝑛d𝑛:
(1, {(𝜀, @)}, a𝑛b𝑛c𝑛d𝑛)
⊢𝜏𝑛1 (1, {(𝜀, @), (1, ∗), …, (1
𝑛, ∗)}, b𝑛c𝑛d𝑛)
⊢𝜏2 (2, {(𝜀, @), (1, ∗), …, (1
𝑛, ∗), (1𝑛+1, #)}, b𝑛c𝑛d𝑛)
⊢𝜏𝑛3 (2, {(𝜀, @), (1, ∗), …, (1
𝑛, ∗), (1𝑛+1, #)}, c𝑛d𝑛)
⊢𝜏4 (3, {(𝜀, @), (1, ∗), …, (1
𝑛, ∗), (1𝑛+1, #)}, c𝑛d𝑛)
⊢𝜏𝑛5 (3, {(𝜀, @), (1, ∗), , …, (1
𝑛, ∗), (1𝑛+1, #)}, d𝑛)
⊢𝜏6 (4, {(𝜀, @), (1, ∗), , …, (1
𝑛, ∗), (1𝑛+1, #)}, d𝑛)
⊢𝜏𝑛7 (4, {(𝜀, @), (1, ∗), …, (1
𝑛, ∗), (1𝑛+1, #)}, 𝜀)
⊢𝜏8 (5, {(𝜀, @), (1, ∗), …, (1
𝑛, ∗), (1𝑛+1, #)}, 𝜀).
The state behaviour ensures that 𝜏1, 𝜏2, …, 𝜏8 occur in that order in any accepting run of ℳ
(possibly with repetition of individual transitions). The storage behaviour ensures that the
transitions 𝜏1, 𝜏3, 𝜏5, and 𝜏7 occur equally often in any accepting run of ℳ. Hence, the set of
accepting runs of ℳ is
Runsaccℳ = {𝜏
𝑛
1 𝜏2𝜏
𝑛
3 𝜏4𝜏
𝑛
5 𝜏6𝜏
𝑛
7 𝜏8 ∣ 𝑛 ∈ ℕ}
and the language of ℳ is ℒ(ℳ) = {yield(𝜏𝑛1 𝜏2𝜏
𝑛
3 𝜏4𝜏
𝑛
5 𝜏6𝜏
𝑛
7 𝜏8) ∣ 𝑛 ∈ ℕ} = {a
𝑛b𝑛c𝑛d𝑛}. □
Note that any tree-stack [𝜉, 𝑝] that occurs during a run of ℳ (cf. example 3.5) is monadic,
i.e. for each 𝑝′ ∈ dom(𝜉) there is at most one 𝑖 ∈ ℕ such that 𝑝′𝑖 ∈ dom(𝜉). If only monadic
tree-stacks occur in the runs of a TSA ℳ, then we call ℳ monadic. The next example shows a
TSA that is not monadic.
Example 3.6 (taken from Den16b, example 3.3). Let again 𝛴 = {a, b, c, d} and 𝛤 = {∗, #}.
Consider the TSA
ℳ = ([8],TSS(𝛤 ), 𝛴, {1}, {8}, 𝑇 )
where 𝑇 contains exactly the following 14 transitions:
𝜏1 = (1 , push(1, ∗) , a , 1)
𝜏2 = (1 , push(1, #) , 𝜀 , 2)
𝜏3 = (2 , down , 𝜀 , 2)
𝜏4 = (2 , bottom , 𝜀 , 3)
𝜏5 = (3 , push(2, ∗) , b , 3)
𝜏6 = (3 , push(2, #) , 𝜀 , 4)
𝜏7 = (4 , down , 𝜀 , 4)
𝜏8 = (4 , bottom ; up(1) , 𝜀 , 5)
𝜏9 = (5 , equals(∗) ; up(1) , c , 5)
𝜏10 = (5 , equals(#) ; down , 𝜀 , 6)
𝜏11 = (6 , down , 𝜀 , 6)
𝜏12 = (6 , bottom ; up(2) , 𝜀 , 7)
𝜏13 = (7 , equals(∗) ; up(2) , d , 7)
𝜏14 = (7 , equals(#) , 𝜀 , 8).
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Now, for any 𝑚, 𝑛 ∈ ℕ+, consider the following run of ℳ:
(1, {(𝜀, @)}, a𝑚b𝑛c𝑚d𝑛)
⊢𝜏𝑚1 (1, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗)}, b𝑛c𝑛d𝑛)
⊢𝜏2 (2, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #)}, b𝑛c𝑛d𝑛)
⊢𝜏𝑚+13 (2, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #)}, b𝑛c𝑛d𝑛)
⊢𝜏4 (3, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #)}, b𝑛c𝑛d𝑛)
⊢𝜏𝑛5 (3, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗)}, c𝑛d𝑛)
⊢𝜏6 (4, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, c𝑛d𝑛)
⊢𝜏𝑛+17 (4, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, c𝑛d𝑛)
⊢𝜏8 (5, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, c𝑛d𝑛)
⊢𝜏𝑚9 (5, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, d𝑛)
⊢𝜏10 (6, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, d𝑛)
⊢𝜏𝑚11 (6, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, d𝑛)
⊢𝜏12 (7, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, d𝑛)
⊢𝜏𝑛13 (7, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, 𝜀)
⊢𝜏14 (8, {(𝜀, @), (1, ∗), …, (1
𝑚, ∗), (1𝑚+1, #), (2, ∗), …, (2𝑛, ∗), (2𝑛+1, #)}, 𝜀)
As in our previous example, the state behaviour ensures that 𝜏1, 𝜏2, …, 𝜏14 occur in that order
in any accepting run of ℳ and the storage behaviour ensures that they are repeated as often as
in the above run, for some 𝑚, 𝑛 ∈ ℕ. The accepting runs of ℳ are therefore
Runsaccℳ = {𝜏
𝑚
1 𝜏2𝜏
𝑚+1
3 𝜏4𝜏
𝑛
5 𝜏6𝜏
𝑛+1
7 𝜏8𝜏
𝑚
9 𝜏10𝜏
𝑚
11𝜏12𝜏
𝑛
13𝜏14 ∣ 𝑚, 𝑛 ∈ ℕ}
and the language of ℳ is
ℒ(ℳ) = {yield(𝜏𝑚1 𝜏2𝜏
𝑚+1
3 𝜏4𝜏
𝑛
5 𝜏6𝜏
𝑛+1
7 𝜏8𝜏
𝑚
9 𝜏10𝜏
𝑚
11𝜏12𝜏
𝑛
13𝜏14) ∣ 𝑚, 𝑛 ∈ ℕ}
= {a𝑚b𝑛c𝑚d𝑛 ∣ 𝑚, 𝑛 ∈ ℕ}. □
3.2.1 Normal forms
In this section, we will consider two possible properties of TSAs that are undesirable with regard
to section 3.3 and how they can be avoided:
• the existence of stationary cycles, i.e. non-empty runs that do not change the storage
configuration and that start from the same state they end in; and
• acceptance of the automaton with a stack pointer other than 𝜀.
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Stationary cycles
Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a TSA. We define the following abbreviations:
• 𝐼|stay denotes the set of all instructions in TSS(𝛤 ) that do not move the stack pointer, i.e.
𝐼|stay = {bottom, equals(𝛾),write(𝛾) ∣ 𝛾 ∈ 𝛤},
• 𝑇 |stay denotes the set of all transitions in ℳ that do not move the stack pointer, i.e.
𝑇 |stay = 𝑇 ∩ (𝑄 × (𝐼|stay)∗ × 𝛴∗ × 𝑄), and
• Runsℳ|stay denotes the set of all (not necessarily accepting) runs of ℳ that do not move
the stack pointer, i.e. Runsℳ|stay = Runsℳ ∩ (𝑇 |stay)∗.
A run 𝜃 ∈ Runsℳ is called a stationary cycle if 𝜃 ≠ 𝜀 and {𝜃}∗ ⊆ Runsℳ|stay.
Definition 3.7 (taken from Den16a, definition 3). We call a TSA ℳ (stationary) cycle-free if
Runsℳ contains no stationary cycle. □
The TSAs in examples 3.5 and 3.6 are both cycle-free.
Proposition 3.8. Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a TSA. It is decidable in time 𝒪(|𝑇 |)
whether ℳ is cycle-free.
Proof. This proof will reduce cycle-freeness of ℳ to depth-first search of a graph. For this
purpose, let us briefly recall some basic definitions from graph theory [cf. Cor+09, section B.4]:
A (directed) graph is a tuple (𝑉 , 𝐸) where 𝑉 is an arbitrary set and 𝐸 ⊆ 𝑉 × 𝑉. We
call the elements of 𝑉 and 𝐸 vertices and edges, respectively. A path in (𝑉 , 𝐸) is
an string of edges (𝑣1, 𝑣′1)⋯(𝑣𝑘, 𝑣
′
𝑘) ∈ 𝐸
∗ such that 𝑣′𝑖 = 𝑣𝑖+1 for each 𝑖 ∈ [𝑘 − 1].
A path (𝑣0, 𝑣1)(𝑣1, 𝑣2)⋯(𝑣𝑘−1, 𝑣𝑘) in (𝑉 , 𝐸) is called a cycle if 𝑣0 = 𝑣𝑘. A graph
(𝑉 , 𝐸) is called acyclic if no path in (𝑉 , 𝐸) is a cycle.
Let 𝑞 ∈ 𝑄, 𝛾 ∈ 𝛤, and 𝜏 = (𝑞0, 𝑖, 𝑢, 𝑞1) ∈ 𝑇 |stay. We say that 𝑞 occurs in 𝜏 if 𝑞0 = 𝑞 or 𝑞1 = 𝑞.
We say that 𝛾 occurs in 𝜏 if 𝑟 ∈ 𝑅∗ contains the instruction equals(𝛾) or the instructionwrite(𝛾).
We say that @ occurs in 𝜏 (regardless of 𝜏). Now let 𝑄′ and 𝛤 ′ be the subsets of 𝑄 and 𝛤 ∪ {@},
respectively, that occur in 𝑇. For each 𝑞, 𝑞′ ∈ 𝑄′ and 𝛾, 𝛾′ ∈ 𝛤 ′, we denote the set
{𝜏 ∈ 𝑇 |stay ∣ ∃[𝜉, 𝑝], [𝜉′, 𝑝] ∈ TS(𝛤 ∪ {@}), 𝑤, 𝑤′ ∈ 𝛴∗:
(𝑞, [𝜉, 𝑝], 𝑤) ⊢𝜏 (𝑞′, [𝜉′, 𝑝], 𝑤′) ∧ 𝜉(𝑝) = 𝛾 ∧ 𝜉′(𝑝′) = 𝛾′}
by 𝑇 |(𝑞,𝛾)→(𝑞
′,𝛾′)
stay . Now we construct a directed graph (𝑉 , 𝐸) where 𝑉 = 𝑄′ × 𝛤 ′ and
𝐸 = {((𝑞, 𝛾), (𝑞′, 𝛾′)) ∣ 𝑞, 𝑞′ ∈ 𝑄′, 𝛾, 𝛾′ ∈ 𝛤 ′, 𝑇 |(𝑞,𝛾)→(𝑞
′,𝛾′)
stay ≠ ∅}.
Clearly, (𝑉 , 𝐸) is acyclic if and only if ℳ is cycle-free. We can determine whether (𝑉 , 𝐸) is
acyclic by doing a depth-first search of (𝑉 , 𝐸) Cormen, Leiserson, Rivest, and Stein [Cor+09,
lemma 22.11]. The depth-first search of (𝑉 , 𝐸) can be performed in time 𝒪(|𝑉 | + |𝐸|) [Cor+09,
page 606]. We can see that |𝑉 | ≤ |𝑄′ × 𝛤 ′| ≤ |𝑇 |2 and |𝐸| ≤ |𝑇 |. Hence, cycle-freeness of ℳ
is decidable in time 𝒪(|𝑇 |2 + |𝑇 |) = 𝒪(|𝑇 |2). ∎
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Observation 3.9. Let ℳ be a TSA. Then Runsℳ|stay is finite if and only if ℳ is cycle-free. ∎
Stationary cycles may be iterated and nested (into each other) during the run of an automaton.
In the following proof, we want to consider only stationary cycles that are not obtained by
iteration of nesting of other stationary cycles. We call such stationary cycles primitive.
Definition 3.10. A stationary cycle is called primitive if none of its proper substrings3 are
stationary cycles. □
Observation 3.11. Each stationary cycle contains a primitive stationary cycle as a substring.
∎
Observation 3.12. Only finitely many runs of any TSA are primitive stationary cycles. ∎
Next, we show that cycle-freeness is a normal form among TSAs.
Proposition 3.13 (taken from Den16a, lemma 4). For every TSA, there is an equivalent cycle-
free TSA.
Proof idea. Given a TSA ℳ, we construct a new TSA ℳ′ as follows: We select a primitive
stationary cycle 𝜃 from the runs of ℳ. We modify 𝜃 (by modifying the transitions of ℳ) to end
with a push-instruction. The resulting run 𝜃′ is then no longer a (primitive) stationary cycle.
The TSA ℳ′ then consists of the unmodified transitions from ℳ and the (modified) transitions
that occur in 𝜃′.
We simulate repeating 𝜃 arbitrarily often by iterating 𝜃′ for the desired amount of times and
then returning the stack pointer to its original position. This is achieved by placing a dedicated
symbol ∗ along the path to the original position with the above mentioned push-instruction.
After the iteration of 𝜃′ is finished, we go down until the current stack symbol is no longer ∗.
We then iterate this construction until the resulting automaton no longer contains primitive
stationary cycles.
Proof. Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a TSA that is not cycle-free and let 𝐾 ∈ ℕ+ such
that ℳ contains no up(𝐾)- and no push(𝐾, 𝛾)-instruction (for any 𝛾 ∈ 𝛤. Furthermore, let ̄𝛤
be the set of all elements of 𝛤 that occur in the elements of 𝑇 and
𝜏1⋯𝜏𝑛 = (𝑞0, 𝑖1, 𝑢1, 𝑞1)(𝑞1, 𝑖2, 𝑢2, 𝑞2)⋯(𝑞𝑛−1, 𝑖𝑛, 𝑢𝑛, 𝑞𝑛) ∈ Runsℳ|stay
be a primitive stationary cycle and let 𝑞 = 𝑞0 = 𝑞𝑛.
(Construction) Let ℳ′ = (𝑄′,TSS(𝛤 ′), 𝛴, 𝑄i, 𝑄′f , 𝑇
′) be a TSA where
• 𝑄′ = 𝑄 ∪ {𝑞↑, 𝑞↓, 𝑞′} for some 𝑞↑, 𝑞↓, 𝑞′ ∉ 𝑄,
• 𝛤 ′ = 𝛤 ∪ {∗} for some ∗ ∉ 𝛤,
• 𝑄′f = {
𝑄f ∪ {𝑞′}, if 𝑞 ∈ 𝑄f
𝑄f, otherwise
}, and
• 𝑇 ′ is the smallest set such that
3A substring of some string 𝑤 is called a proper substring of 𝑤 if it is not equal to 𝑤.
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– 𝜏 ∈ 𝑇 ′ for each 𝜏 ∈ 𝑇 ∖ {𝜏𝑛},
– 𝜏 ′𝑛 = (𝑞𝑛−1, 𝑖𝑛, 𝑢𝑛, 𝑞′) ∈ 𝑇 ′,
– 𝜏 ′ = (𝑞′, 𝑖, 𝑢, 𝑝′) ∈ 𝑇 ′ for each 𝜏 = (𝑞, 𝑖, 𝑢, 𝑝′) ∈ 𝑇 ∖ {𝜏1},
– 𝜏begincycle = (𝑞, ⋃𝛾∈ ̄𝛤 equals(𝛾), 𝜀, 𝑞
↑) ∈ 𝑇 ′,
– 𝜏↑ = (𝑞↑, push(𝐾, ∗), 𝑢1⋯𝑢𝑛, 𝑞↑) ∈ 𝑇 ′,
– 𝜏↑↓ = (𝑞↑, id, 𝜀, 𝑞↓) ∈ 𝑇 ′,
– 𝜏↓ = (𝑞↓, down, 𝜀, 𝑞↓) ∈ 𝑇 ′, and
– 𝜏 endcycle = (𝑞
↓, ⋃𝛾∈ ̄𝛤 equals(𝛾), 𝜀, 𝑞
′) ∈ 𝑇 ′.4
(Correctness of the construction) Let 𝜃 ∈ Runsℳ. A run 𝜃′ ∈ Runsℳ′ is obtained from 𝜃 by
the following replacement rule:
Each maximal substring of 𝜃 that has the form (𝜏1⋯𝜏𝑛)ℓ (for some ℓ ∈ ℕ+)
is replaced by 𝜏begincycle (𝜏
↑)ℓ𝜏↑↓(𝜏↓)ℓ𝜏 endcycle. Furthermore, the occurrence of a tran-
sition 𝜏 = (𝑞, 𝑖, 𝑢, 𝑝′) immediately after a maximal (𝜏1⋯𝜏𝑛)ℓ is replaced by
𝜏 ′ = (𝑞′, 𝑖, 𝑢, 𝑝′).
Clearly, yield(𝜃) = yield(𝜃′) and 𝜃 is accepting if and only if 𝜃′ is accepting. Also, there
are no accepting runs in ℳ′ that are not obtained by the above replacement rule since the
states 𝑞↑, 𝑞↓, and 𝑞′ only occur in runs of the form 𝜏begincycle (𝜏
↑)ℓ𝜏↑↓(𝜏↓)ℓ𝜏 endcycle (for some ℓ ∈ ℕ+).
Hence ℒ(ℳ) = ℒ(ℳ′).
(Proof of the proposition) The construction presented above does not introduce any new prim-
itive stationary cycles. Also, the construction removes the primitive stationary cycle 𝜏1⋯𝜏𝑛
that it selects. Since there are only finitely many primitive stationary cycle for any TSA ℳ
(observation 3.12), we can obtain a cycle-free TSA ℳ′ by applying the construction multiple
(finitely many) times. We then obtain the proposition because the construction preserves the
language of the automaton. ∎
Stack normal form
Definition 3.14 (taken from Den16a, definition 5). We say that a TSA ℳ is in stack normal
form if the current stack pointer is 𝜀 whenever ℳ is in a final state. □
The TSA in example 3.5 is in stack normal form; the TSA in example 3.6 is not.
Proposition 3.15 (taken from Den16a, lemma 6). For every TSA there is an equivalent TSA in
stack normal form.
Proof idea. Let ℳ be a TSA. We construct an equivalent TSA ℳ that is in stack normal form as
follows: We introduce a new state 𝑞f that is not a state in ℳ and make it the only final state
4We use the instruction ⋃𝛾∈ ̄𝛤 equals(𝛾) to simplify the exposition even though this instruction does not exist in
the data storage TSS(𝛤 ′). However, due to the fact that ̄𝛤 is finite and proposition B.2, we could replace 𝜏begincycle
and 𝜏begincycle by transitions that are possible with data storage TSS(𝛤
′) without changing the behaviour of the
automaton.
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in ℳ′. In addition to the transitions of ℳ, ℳ′ has transitions that ensure that there are runs
beginning from any final state 𝑞 of ℳ that perform down-instructions until the stack pointer is
𝜀 and then go to state 𝑞f.
Proof. Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a TSA and let 𝑞down, 𝑞f ∉ 𝑄. We construct a TSA
ℳ′ = (𝑄 ∪ {𝑞down, 𝑞f},TSS(𝛤 ), 𝑄i, {𝑞f}, 𝑇 ′) where
𝑇 = 𝑇 ∪ {(𝑞, id, 𝜀, 𝑞down) ∣ 𝑞 ∈ 𝑄f} ∪ {(𝑞down, down, 𝜀, 𝑞down)}
∪ {(𝑞down, bottom, 𝜀, 𝑞f)}.
Since 𝑞f is only reachable from any element of𝑄f (regardless of the current storage configuration),
we immediately obtain ℒ(ℳ) = ℒ(ℳ′). Furthermore, ℳ′ is in stack normal form since, due
to bottom, 𝑞f can only be reached when the stack pointer is at the root. ∎
3.2.2 Restricted tree-stack automata
Proposition 3.16. Any recursively enumerable language can be represented by a TSA.
Proof idea. For a given Turing machine, we construct a TSA with a monadic stack. The initial
content of the tape is the input of the TSA. The current tape symbol of the Turing machine
corresponds to the current stack symbol of the TSA. Every right move of the Turing machine
becomes an up-instruction or a push-instruction, every left move becomes a down-instruction,
every write becomes a write-instruction, and every read becomes an equals-instruction. ∎
It follows from the Church-Turing thesis [Chu36, section 7; Tur37, section 9; cf. also Sip12,
chapter 3] that any TSA can be simulated by a TM. Thus TMs, TSAs, and TSAs with monadic
stack are pairwise expressively equivalent. In particular, branching does not increase the
expressive power of TSAs and is therefore superfluous in general. However, branching allows
us to define a restricted version of TSAs in this section which is then proven to be equivalent to
MCFGs in section 3.3.
It is apparent from the above proposition that tree-stack automata are not equivalent to mul-
tiple context-free grammars. We therefore introduce restricted tree-stack automata. Intuitively,
in a 𝑠-restricted TSA, the stack pointer is only allowed to enter any position of the tree-stack at
most 𝑠 times from below (i.e. from the parent position).
Let ℳ be a TSA and 𝜃 = 𝜏1…𝜏𝑘 ∈ Runsacc𝜃 such that 𝜏1, …, 𝜏𝑘 are transitions of ℳ and 𝑟1, …,
𝑟ℓ are the individual instructions (i.e. elements of 𝑅 from definition 3.4) that appear in 𝜏1…𝜏𝑘
from left to right.5 The entrance count function of 𝜃 (w.r.t. ℳ), denoted by 𝑐ℳ,𝜃, is the total
function from ℕ∗+ to ℕ such that
• 𝑐ℳ,𝜃(𝜀) = 1 and
• for each 𝑝 ∈ ℕ∗+ and 𝑖 ∈ ℕ+, 𝑐ℳ,𝜃(𝑝𝑖) is the number of indices 𝑗 ∈ [ℓ] such that the stack
pointers of the (𝑗 − 1)-th and 𝑗-th item in the family6
((𝑟1 ; … ; 𝑟𝑗)({(𝜀, @)}) ∣ 𝑗 ∈ {0, …, ℓ})
5The numbers 𝑘 and ℓ might be different since a transition may have multiple instructions.
6This family is defined since 𝜃 is an accepting run.
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of tree-stacks are 𝑝 and 𝑝𝑖, respectively.
The entrance count of 𝜃 (w.r.t. ℳ), denoted by cℳ(𝜃), is the number max{𝑐ℳ,𝜃(𝑝) ∣ 𝑝 ∈ ℕ∗+}.
The entrance count of ℳ, denoted by c(ℳ), is the number max{cℳ(𝜃) ∣ 𝜃 ∈ Runsaccℳ}.
7 For
any 𝑠 ∈ ℕ+, we call ℳ 𝑠-restricted if c(ℳ) ≤ 𝑠. The TSAs in examples 3.5 and 3.6 are both
2-restricted.
The constructions in the proofs of propositions 3.13 and 3.15 do not increase the entrance
count of the given TSAs. Hence, we obtain the following two corollaries.
Corollary 3.17 (to proposition 3.13, taken from Den16a, lemma 4). Let 𝑠 ∈ ℕ+. For every
𝑠-restricted TSA there is an equivalent 𝑠-restricted cycle-free TSA. ∎
Corollary 3.18 (to proposition 3.15, taken from Den16a, lemma 6). Let 𝑠 ∈ ℕ+. For every
𝑠-restricted TSA there is an equivalent 𝑠-restricted TSA in stack normal form. ∎
3.3 The equivalence of MCFGs and restricted TSAs
In this section, we will prove the following theorem:
Theorem 3.19 (taken from Den16a, theorem 18). 𝑠-MCFL(𝛴) = 𝑠-TSL(𝛴) for any set 𝛴 and
number 𝑠 ∈ ℕ+.
This is achieved by showing the inclusion 𝑠-MCFL(𝛴) ⊆ 𝑠-TSL(𝛴) in section 3.3.1 and the
inclusion 𝑠-MCFL(𝛴) ⊇ 𝑠-TSL(𝛴) in section 3.3.2.
3.3.1 Every MCFG has an equivalent restricted TSA
We show that for every MCFG there is an equivalent restricted TSA. The proof is conducted in
three steps:
(step 1) We give a construction (construction 3.20) that provides for every PMCFG 𝐺 a TSA
ℳ(𝐺) that is equivalent (proposition 3.33).
(step 2) We show that ℳ(𝐺) is restricted whenever 𝐺 is an MCFG (lemma 3.34).
(step 3) The conclusion of step 1 and step 2 is that MCFGs can be implemented by restricted
TSAs (proposition 3.35).
As a nice feature of this step-wise approach, we can obtain a parser for PMCFGs (cf. section 6.2)
with the help of step 1.
Step 1: Implementation of PMCFGs with TSAs
Villemonte de la Clergerie [Vil02b; Vil02a, section 4] showed how to construct for any ordered
simple range concatenation grammar [Bou98a; Bou98b; Bou00] an equivalent thread automaton.
Since ordered simple range concatenation grammars and thread automata are devices similar to
PMCFGs and TSAs, respectively, we base our construction on Villemonte de la Clergerie’s idea.
However, we additionally have to deal with copying, deletion, and permutation of argument
7Note that c(ℳ) is at least 1 since 𝑐ℳ,𝜃(𝜀) = 1 for any accepting run 𝜃.
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components. The TSA that we will construct guesses for any input word a corresponding
derivation in the MCFG in a top-down left-to-right manner.8
Construction 3.20 (taken from Den16a, construction 7). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a PMCFG.
The automaton with respect to 𝐺 is
ℳ(𝐺) = (𝑄,TSS(𝑄 ∪ 𝑅), 𝛴, {𝑞i}, {𝑞f}, 𝑇)
where 𝑄 = {⟨𝜌, 𝑗, 𝜅⟩ ∣ 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘) ∈ 𝑅, 𝑗 ∈ [𝑠], 𝜅 ∈ {0, …, |𝑢𝑗|}} ∪
{𝑞i, 𝑞f} and 𝑇 is the smallest set 𝑇 ′ such that
• for each 𝜌 = 𝑆 → [𝑢](𝐵1, …, 𝐵𝑘) ∈ 𝑅 with 𝑆 ∈ 𝑁i, the following two transitions are in
𝑇 ′:
initial(𝜌) = (𝑞i, push(1, 𝑞f), 𝜀, ⟨𝜌, 1, 0⟩) and
final(𝜌) = (⟨𝜌, 1, |𝑢|⟩, equals(𝑞f) ; write(𝜌) ; down, 𝜀, 𝑞f),
• for each 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘) ∈ 𝑅, 𝑗 ∈ [𝑠], 𝜅 ∈ [|𝑢𝑗|], and 𝜎 ∈ 𝛴 for which
𝜎 is the 𝜅-th symbol in 𝑢𝑗, the following transition is in 𝑇 ′:
read(𝜌, 𝑗, 𝜅) = (⟨𝜌, 𝑗, 𝜅 − 1⟩, id, 𝜎, ⟨𝜌, 𝑗, 𝜅⟩), and
• for each 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘) ∈ 𝑅, 𝜌′ = 𝐵𝑖′ → [𝑣1, …, 𝑣𝑠′](𝐶1, …, 𝐶𝑘′) ∈
𝑅, 𝑗 ∈ [𝑠], 𝑗′ ∈ [𝑠′], and 𝜅 ∈ [|𝑢𝑗|] such that 𝑥𝑖′,𝑗′ is the 𝜅-th symbol in 𝑢𝑗, the following
three transitions are in 𝑇 ′:
call(𝜌, 𝑗, 𝜅, 𝜌′)
= (⟨𝜌, 𝑗, 𝜅 − 1⟩, push(𝑖′, ⟨𝜌, 𝑗, 𝜅⟩), 𝜀, ⟨𝜌′, 𝑗′, 0⟩),
resume(𝜌, 𝑗, 𝜅, 𝜌′)
= (⟨𝜌, 𝑗, 𝜅 − 1⟩, up(𝑖′) ; equals(𝜌′) ; write(⟨𝜌, 𝑗, 𝜅⟩), 𝜀, ⟨𝜌′, 𝑗′, 0⟩), and
suspend(𝜌, 𝑗, 𝜅, 𝜌′)
= (⟨𝜌′, 𝑗′, |𝑣𝑗′|⟩, equals(⟨𝜌, 𝑗, 𝜅⟩) ; write(𝜌′) ; down, 𝜀, ⟨𝜌, 𝑗, 𝜅⟩). □
For each rule of a PMCFG, construction 3.20 creates multiple transitions. We illustrate this in
the following example.
Example 3.21 (taken from Den16a, example 8). Let 𝜌 = 𝐴 → [a𝑥1,2, c𝑥1,1](𝐵) and 𝜌′ = 𝐵 →
[𝜀, 𝜀]() be rules of a PMCFG 𝐺 such that neither 𝐴 nor 𝐵 is an initial non-terminal. Then ℳ(𝐺)
contains the following transitions for 𝜌:
read(𝜌, 1, 1) = (⟨𝜌, 1, 0⟩, id, a, ⟨𝜌, 1, 1⟩) and read(𝜌, 2, 1) = (⟨𝜌, 2, 0⟩, id, c, ⟨𝜌, 2, 1⟩)
8This strategy of guessing the rules of the derivation corresponds to Earley parsing [Kan08; Ear70].
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𝜌 = 𝐴 → [ • a • 𝑥1,2 • , • c • 𝑥1,1 • ](𝐵)
⟨𝜌, 1, 0⟩
⟨𝜌, 1, 1⟩
⟨𝜌, 1, 2⟩
⟨𝜌, 1, 0⟩
⟨𝜌, 2, 1⟩
⟨𝜌, 2, 2⟩
𝜌′ = 𝐵 → [ • , • ]()
⟨𝜌′, 1, 0⟩
⟨𝜌′, 2, 0⟩
Figure 3.22: Positions in the rules 𝜌 and 𝜌′ from example 3.21.
𝜌 = 𝐴 → [ • a • 𝑥1,2 • , • c • 𝑥1,1 • ](𝐵)
𝜌′ = 𝐵 → [ • , • ]()
Figure 3.23: Transitions for the rules 𝜌 and 𝜌′ from example 3.21 are shown with solid arrows.
Horizontal solid arrows signify read transitions of 𝜌, downward solid arrows signify
call and resume transitions that involve 𝜌 and 𝜌′, and upward solid arrows signify
suspend transitions that involve 𝜌 and 𝜌′. Dotted arrows signify the call/resume
transitions (downward) and suspend transitions (upward) that involve 𝜌, but not 𝜌′.
and the following transitions for the combination of 𝜌 and 𝜌′:
call(𝜌, 1, 2, 𝜌′) = (⟨𝜌, 1, 1⟩, push(1, ⟨𝜌, 1, 2⟩), 𝜀, ⟨𝜌′, 2, 0⟩)
call(𝜌, 2, 2, 𝜌′) = (⟨𝜌, 2, 1⟩, push(1, ⟨𝜌, 2, 2⟩), 𝜀, ⟨𝜌′, 1, 0⟩)
resume(𝜌, 1, 2, 𝜌′) = (⟨𝜌, 1, 1⟩, up(1) ; equals(𝜌′) ; write(⟨𝜌, 1, 2⟩), 𝜀, ⟨𝜌′, 2, 0⟩)
resume(𝜌, 2, 2, 𝜌′) = (⟨𝜌, 2, 1⟩, up(1) ; equals(𝜌′) ; write(⟨𝜌, 2, 2⟩), 𝜀, ⟨𝜌′, 1, 0⟩)
suspend(𝜌, 1, 2, 𝜌′) = (⟨𝜌′, 2, 0⟩, equals(⟨𝜌, 1, 2⟩) ; write(𝜌′) ; down, 𝜀, ⟨𝜌, 1, 2⟩)
suspend(𝜌, 2, 2, 𝜌′) = (⟨𝜌′, 1, 0⟩, equals(⟨𝜌, 2, 2⟩) ; write(𝜌′) ; down, 𝜀, ⟨𝜌, 2, 2⟩).
We can think of the states of ℳ(𝐺) as positions in the rules of 𝐺. The positions of 𝜌 and 𝜌′
are shown in figure 3.22. Then we can think of the transitions of ℳ(𝐺) as arrows between
positions in the rules of 𝐺, see figure 3.23. □
Even for a small PMCFG 𝐺 with, say, five rules, the number of transitions in ℳ(𝐺) is large.
Therefore, the next example concentrates on a run of ℳ(𝐺) rather than on a listing of all
transitions.
Example 3.24 (taken from Den16a, example 8). Consider the MCFG 𝐺 from example 2.20. For
convenience, we repeat its rules:
𝜌1 = 𝑆 → [𝑥1,1𝑥2,1𝑥1,2𝑥2,2](𝐴, 𝐵) 𝜌2 = 𝐴 → [a𝑥1,1, c𝑥1,2](𝐴) 𝜌3 = 𝐴 → [𝜀, 𝜀]()
𝜌4 = 𝐵 → [b𝑥1,1, d𝑥1,2](𝐵) 𝜌5 = 𝐵 → [𝜀, 𝜀]().
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By applying construction 3.20 to 𝐺, we obtain a TSA ℳ(𝐺). The 54 transitions of ℳ(𝐺) are
listed in appendix C.1. Figure 3.25 shows the only run of ℳ(𝐺) on bd. If we think of the states
of ℳ(𝐺) as positions in the rules of 𝐺 (cf. example 3.21), then each run in ℳ(𝐺) corresponds to
a traversal through the corresponding derivation of 𝐺. This traversal is shown in figure 3.26. □
Next, we are interested in the size of ℳ(𝐺) from construction 3.20.
Proposition 3.27. Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a PMCFG. The number of transitions of ℳ(𝐺)
is in 𝒪(|𝑅|2 ⋅ ℓ) where ℓ is the maximum length of composition representations that occur in
the elements of 𝑅. If 𝐺 is a terminal-separated9 MCFG of fanout 𝑠 and rank 𝑘, then the number
of transitions of ℳ(𝐺) is in 𝒪(|𝑅|2 ⋅ 𝑠 ⋅ 𝑘).
Proof. By analysing the quantifications in construction 3.20, we can infer that there are
• at most |𝑅| transitions of the form initial(𝜌),
• at most |𝑅| transitions of the form final(𝜌),
• at most |𝑅| ⋅ ℓ transitions of the form read(𝜌, 𝑗, 𝜅),
• at most |𝑅| ⋅ ℓ ⋅ |𝑅| transitions of the form call(𝜌, 𝑗, 𝜅, 𝜌′),
• at most |𝑅| ⋅ ℓ ⋅ |𝑅| transitions of the form resume(𝜌, 𝑗, 𝜅, 𝜌′), and
• at most |𝑅| ⋅ ℓ ⋅ |𝑅| transitions of the form suspend(𝜌, 𝑗, 𝜅, 𝜌′).
Hence, ℳ(𝐺) has at most 2 ⋅ |𝑅| + |𝑅| ⋅ ℓ + 3 ⋅ |𝑅| ⋅ ℓ transitions. The number of transitions in
ℳ(𝐺) is therefore in 𝒪(2 ⋅ |𝑅| + ℓ|𝑅| + 3 ⋅ ℓ ⋅ |𝑅|) = 𝒪(|𝑅|2 ⋅ ℓ).
If 𝐺 is a terminal-separated MCFG, then no variable occurs more than once in a composition
representation of 𝐺. Therefore, if 𝐺 has fanout 𝑠 and rank 𝑘, we have ℓ ≤ 𝑠 ⋅ 𝑘 and the number
of transitions in ℳ(𝐺) is in 𝒪(|𝑅|2 ⋅ 𝑠 ⋅ 𝑘). ∎
The following observation is immediately apparent from construction 3.20:
Observation 3.28. Let 𝐺 be a PMCFG. The automaton with respect to 𝐺 is a cycle-free TSA in
stack normal form. ∎
Lemma 3.29 (taken from Den16a, lemma 10). ℒ(𝐺) ⊆ ℒ(ℳ(𝐺)) for each PMCFG 𝐺.
Proof idea. We will show the claim by induction in the structure of derivations of 𝐺. In
a derivation of 𝐺 of the form 𝑑 = 𝜌(𝑑1, …, 𝑑𝑘), the components of any yield(𝑑𝑖) may occur
copied or permuted in yield(𝑑) due to the composition function in 𝜌. We model this permutation
and repetition with functions 𝑗𝑖 (for 𝑑𝑖) and 𝑗 (for 𝑑). We will construct for any derivation 𝑑 and
any permutation with repetition 𝑗 of the components of yield(𝑑), a string of runs of ℳ(𝐺) that
yield exactly the 𝑗-permutation of yield(𝑑). These runs are only allowed to make an excursion
upwards in the tree-stack and they have to return to the stack-pointer that they started with.
Proof. Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be a PMCFG. We show the following statement by induction on
the structure of derivations:
9An MCFG 𝐺 is called terminal-separated if each composition representation that occurs in a rule of 𝐺 (i) either
contains only variables or exactly one terminal symbol and (ii) has no component that is 𝜀.
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(𝑞i, {(𝜀, @)}, bd)
⊢initial(𝜌1) (⟨𝜌1, 1, 0⟩, {(𝜀, @), (1, 𝑞f)}, bd)
⊢call(𝜌1,1,1,𝜌3) (⟨𝜌3, 1, 0⟩, {(𝜀, @), (1, 𝑞f), (11, ⟨𝜌1, 1, 1⟩)}, bd)
⊢suspend(𝜌1,1,1,𝜌3) (⟨𝜌1, 1, 1⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3)}, bd)
⊢call(𝜌1,1,2,𝜌4) (⟨𝜌4, 1, 0⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 2⟩)}, bd)
⊢read(𝜌4,1,1) (⟨𝜌4, 1, 1⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 2⟩)}, d)
⊢call(𝜌4,1,2,𝜌5) (⟨𝜌5, 1, 0⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 2⟩), (121, ⟨𝜌4, 1, 2⟩)}, d)
⊢suspend(𝜌4,1,2,𝜌5) (⟨𝜌4, 1, 2⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 2⟩), (121, 𝜌5)}, d)
⊢suspend(𝜌1,1,2,𝜌4) (⟨𝜌1, 1, 2⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, 𝜌4), (121, 𝜌5)}, d)
⊢resume(𝜌1,1,3,𝜌3) (⟨𝜌3, 2, 0⟩, {(𝜀, @), (1, 𝑞f), (11, ⟨𝜌1, 1, 3⟩), (12, 𝜌4), (121, 𝜌5)}, d)
⊢suspend(𝜌1,1,3,𝜌3) (⟨𝜌1, 1, 3⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, 𝜌4), (121, 𝜌5)}, d)
⊢resume(𝜌1,1,4,𝜌4) (⟨𝜌4, 2, 0⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 4⟩), (121, 𝜌5)}, d)
⊢read(𝜌4,2,1) (⟨𝜌4, 2, 1⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 4⟩), (121, 𝜌5)}, 𝜀)
⊢resume(𝜌4,2,2,𝜌5) (⟨𝜌5, 2, 0⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 4⟩), (121, ⟨𝜌4, 2, 2⟩)}, 𝜀)
⊢suspend(𝜌4,2,2,𝜌5) (⟨𝜌4, 2, 2⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, ⟨𝜌1, 1, 4⟩), (121, 𝜌5)}, 𝜀)
⊢suspend(𝜌1,1,4,𝜌4) (⟨𝜌1, 1, 4⟩, {(𝜀, @), (1, 𝑞f), (11, 𝜌3), (12, 𝜌4), (121, 𝜌5)}, 𝜀)
⊢final(𝜌1) (𝑞f, {(𝜀, @), (1, 𝜌1), (11, 𝜌3), (12, 𝜌4), (121, 𝜌5)}, 𝜀)
Figure 3.25: Run of ℳ(𝐺) on bd, cf. example 3.24.
𝑆 → [ • 𝑥1,1 • 𝑥2,1 • 𝑥1,2 • 𝑥2,2 • ](𝐴, 𝐵)
𝐴 → [ • , • ]() 𝐵 → [ • b • 𝑥1,1 • , • d • 𝑥1,2 • ](𝐵)
𝐴 → [ • , • ]()
𝑞i 𝑞f
Figure 3.26: Representation of the run of ℳ(𝐺) shown in figure 3.25 as a traversal through the
corresponding derivation of 𝐺. Each arrow corresponds to exactly one transition.
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(Induction hypothesis) For every derivation 𝑑 ∈ D𝐺 with 𝑑(𝜀) = 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘)
and yield(𝑑) = (𝑤1, …, 𝑤𝑠) for some 𝑠 ∈ ℕ+ and 𝑤1, …, 𝑤𝑠 ∈ 𝛴∗, for each number 𝑚 ∈ ℕ,
and for each function 𝑗: [𝑚] → [𝑠], there are runs 𝜃1, …, 𝜃𝑚 ∈ Runsℳ(𝐺) such that
(i) (𝑤𝑗(1), …, 𝑤𝑗(𝑚)) = (yield(𝜃1), …, yield(𝜃𝑚)) and
(ii) there are tree-stacks [𝜉1, 𝜀], …, [𝜉𝑚, 𝜀] such that
(⟨𝜌, 𝑗(1), 0⟩, {(𝜀, @)}) ⊢𝜃1 (⟨𝜌, 𝑗(1), |𝑢𝑗(1)|⟩, [𝜉1, 𝜀]),
(⟨𝜌, 𝑗(2), 0⟩, [𝜉1, 𝜀]) ⊢𝜃2 (⟨𝜌, 𝑗(2), |𝑢𝑗(2)|⟩, [𝜉2, 𝜀]),
⋮
(⟨𝜌, 𝑗(𝑚), 0⟩, [𝜉𝑚−1, 𝜀]) ⊢𝜃𝑚 (⟨𝜌, 𝑗(𝑚), |𝑢𝑗(𝑚)|⟩, [𝜉𝑚, 𝜀]).
We abbreviate this property by 𝑃(𝑑, 𝑗, 𝜃1, …, 𝜃𝑚).
(Induction base) The induction base follows from the induction step by setting 𝑘 = 0.
(Induction step) Let 𝑑 = 𝜌(𝑑1, …, 𝑑𝑘) ∈ D𝐺 with 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘) and
yield(𝑑) = (𝑤1, …, 𝑤𝑠). Let us denote the 𝜅-th symbol in 𝑢𝑛 ∈ (𝛴 ∪ X)∗ by 𝛿𝑛,𝜅 for each
𝑛 ∈ [𝑠] and 𝜅 ∈ [|𝑢𝑛|]. Furthermore, let 𝑚 ∈ ℕ and 𝑗: [𝑚] → [𝑠]. For every 𝑖 ∈ [𝑘], let 𝑚𝑖
be the number of occurrences of elements from the set 𝑋𝑖 = {𝑥𝑖,𝑗′ ∣ 𝑗′ ∈ [fanout(𝐵𝑖)]} in
the string 𝑢𝑗(1)⋯𝑢𝑗(𝑚) and let 𝑗𝑖: [𝑚𝑖] → [fanout(𝐵𝑖)] such that 𝑥𝑖,𝑗𝑖(1), …, 𝑥𝑖,𝑗𝑖(𝑚𝑖) occur
exactly in that order in 𝑢𝑗(1)⋯𝑢𝑗(𝑚). By induction hypothesis, there are, for each 𝑖 ∈ [𝑘],
runs 𝜃𝑖,1, …, 𝜃𝑖,𝑚𝑖 ∈ Runsℳ(𝐺) such that 𝑃(𝑑𝑖, 𝑗𝑖, 𝜃𝑖,1, …, 𝜃𝑖,𝑚𝑖). Consider the set Pos =
{⟨ℓ, 𝜅⟩ ∣ ℓ ∈ [𝑚], 𝜅 ∈ [|𝑢𝑗(ℓ)|]} and the binary relation ≼ ⊆ Pos × Pos where ⟨ℓ, 𝜅⟩ ≼ ⟨ℓ′, 𝜅′⟩
iff (ℓ < ℓ′) ∨ ((ℓ = ℓ′) ∧ (𝜅 < 𝜅′)). We define the function occ: Pos → ℕ+ as
occ(⟨ℓ, 𝜅⟩)
= |{⟨ℓ′, 𝜅′⟩ ∈ Pos ∣ ∃𝑖, 𝑛, 𝑛′ ∈ ℕ+: (𝛿𝑗(ℓ),𝜅 = 𝑥𝑖,𝑛) ∧ (𝛿𝑗(ℓ′),𝜅′ = 𝑥𝑖,𝑛′), ⟨ℓ′, 𝜅′⟩ ≼ ⟨ℓ, 𝜅⟩}|.
Intuitively, ⟨ℓ, 𝜅⟩ signifies the position of the occ(⟨ℓ, 𝜅⟩)-th occurrence of a variable with first
index 𝑖 (for some 𝑖) in 𝑢𝑗(1)⋯𝑢𝑗(𝑚) among all the occurrences of variables with first index 𝑖.
Now consider the function ℎ: Pos → Runsℳ(𝐺) given by
ℎ(⟨ℓ, 𝜅⟩) =
⎧
{
{
{
{
⎨
{
{
{
{
⎩
read(𝜌, 𝑗(ℓ), 𝜅) if 𝛿𝑗(ℓ),𝜅 ∈ 𝛴
call(𝜌, 𝑗(ℓ), 𝜅, 𝑑𝑖(𝜀)) 𝜃𝑖,1 suspend(𝜌, 𝑗(ℓ), 𝜅, 𝑑𝑖(𝜀))
if 𝛿𝑗(ℓ),𝜅 is of the form 𝑥𝑖,𝑛 and occ(⟨ℓ, 𝜅⟩) = 1
resume(𝜌, 𝑗(ℓ), 𝜅, 𝑑𝑖(𝜀)) 𝜃𝑖,occ(⟨ℓ,𝜅⟩) suspend(𝜌, 𝑗(ℓ), 𝜅, 𝑑𝑖(𝜀))
if 𝛿𝑗(ℓ),𝜅 is of the form 𝑥𝑖,𝑛 and occ(⟨ℓ, 𝜅⟩) ≠ 1
⎫
}
}
}
}
⎬
}
}
}
}
⎭
for each ⟨ℓ, 𝜅⟩ ∈ Pos. For each ℓ ∈ [𝑚], we construct the run 𝜃ℓ = ℎ(⟨ℓ, 1⟩)⋯ℎ(⟨ℓ, |𝑢𝑗(ℓ)|⟩).
It is easy to see from the definition of ℎ that (𝑤𝑗(1), …, 𝑤𝑗(𝑚)) = (yield(𝜃1), …, yield(𝜃𝑚)).
Furthermore, since item (ii) of the property 𝑃 holds for the runs 𝜃𝑖,1, …, 𝜃𝑖,𝑚𝑖 for each 𝑖 ∈ [𝑘]
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and the definition of ℎ only adds push-/up- and down-instructions in a specific manner, we
also know that item (ii) of property 𝑃 holds for the runs 𝜃1, …, 𝜃𝑚. Hence, 𝑃(𝑑, 𝑗, 𝜃1, …, 𝜃𝑚)
holds.
Now let 𝑑 ∈ Dc𝐺. Note that sort(𝑑) ∈ 𝑁i. Then by the inductive proof above there is a
run 𝜃 ∈ Runs𝐺 such that 𝑃(𝑑, {(1, 1)}, 𝜃). Then the run 𝜃′ = initial(𝑑(𝜀)) 𝜃 final(𝑑(𝜀)) is
accepting by construction 3.20. Hence,
ℒ(𝐺) = {yield(𝑑) ∣ 𝑑 ∈ Dc𝐺} ⊆ {yield(𝜃
′) ∣ 𝜃′ ∈ Runsaccℳ(𝐺)} = ℒ(ℳ(𝐺)). ∎
For the inclusion ℒ(ℳ(𝐺)) ⊆ ℒ(𝐺), we first analyse the form of the runs of ℳ(𝐺).
Observation 3.30 (taken from Den16a, lemma 11). Let ℳ(𝐺) = (𝑄,TSS(𝛤 ), 𝛴, {𝑞i}, {𝑞f}, 𝑇 )
for some PMCFG 𝐺. Furthermore, let 𝑝 ∈ ℕ∗+ ∖ {𝜀} and 𝜏1, …, 𝜏𝑛 ∈ 𝑇 such that 𝜃 = 𝜏1⋯𝜏𝑛 ∈
Runs𝐺. There is a rule 𝜑𝜃(𝑝) in 𝐺 such that, during the run 𝜃, the automaton ℳ(𝐺) is in a
state of the form ⟨𝜑𝜃(𝑝), 𝑗, 𝜅⟩ ∈ 𝑄 whenever the stack-pointer is at position 𝑝.10
Justification. The rule 𝜑𝜃(𝜌) is selected when 𝑝 is first reached with “call”. Then whenever we
enter 𝑝 with “resume”, a previous “suspend” has stored the rule 𝜑𝜃(𝑝) at position 𝑝 and “resume”
enforces the claimed property. The claimed property is preserved by any “read”. And whenever
we enter 𝑝 with “suspend”, a previous “call” or “resume” has stored an appropriate state in the
stack and “suspend” merely jumps back to that state, observing the claimed property. ∎
Using construction 3.20 and observation 3.30, we can further characterise the runs of ℳ(𝐺).
Lemma 3.31 (taken from Den16a, observation 12). Let ℳ(𝐺) = (𝑄,TSS(𝛤 ), 𝛴, {𝑞i}, {𝑞f}, 𝑇 )
for some PMCFG 𝐺, 𝜃 ∈ Runsℳ(𝐺) be a run, and 𝜏 ∈ 𝑇 be a transition in 𝜃. Furthermore, let
𝑞, 𝑞′ ∈ 𝑄, let [𝜉, 𝑝], [𝜉′, 𝑝𝑖] ∈ TS(𝛤 ∪ {@}) with 𝑖 ∈ ℕ+, and let 𝜌 = 𝜑𝜃(𝑝𝑖) be of the form
𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘).
(i) If (𝑞, [𝜉, 𝑝]) ⊢𝜏 (𝑞′, [𝜉′, 𝑝𝑖]) and 𝑝 = 𝜀, then
(i.a) 𝑞 = 𝑞i, [𝜉, 𝑝] = {(𝜀, @)}, [𝜉′, 𝑝𝑖] = {(𝜀, @), (1, 𝑞f)},
(i.b) 𝑞′ = ⟨𝜌, 1, 0⟩, and 𝜏 = initial(𝜌).
(ii) If (𝑞′, [𝜉′, 𝑝𝑖]) ⊢𝜏 (𝑞, [𝜉, 𝑝]) and 𝑝 = 𝜀, then
(ii.a) 𝑖 = 1, 𝑞 = 𝜉′(𝑝𝑖) = 𝑞f,
(ii.b) 𝑞′ = ⟨𝜌, 1, |𝑢1|⟩, 𝜉(𝑝𝑖) = 𝜌, and 𝜏 = final(𝜌).
(iii) If (𝑞, [𝜉, 𝑝]) ⊢𝜏 (𝑞′, [𝜉′, 𝑝𝑖]), 𝑝 ≠ 𝜀, and 𝑝𝑖 ∉ dom(𝜉), then
(iii.a) 𝑞 ∉ {𝑞i, 𝑞f},
(iii.b) 𝑞′ = ⟨𝜌, 𝑗, 0⟩ for some 𝑗 ∈ [𝑠], and
(iii.c) 𝜏 = call(𝜌′, 𝑗′, 𝜅′, 𝜌) for some 𝜌′ ∈ 𝑅, and 𝑗′, 𝜅′ ∈ ℕ+.
(iv) If (𝑞, [𝜉, 𝑝]) ⊢𝜏 (𝑞′, [𝜉′, 𝑝𝑖]), 𝑝 ≠ 𝜀, and 𝑝𝑖 ∈ dom(𝜉), then
(iv.a) 𝑞 ∉ {𝑞i, 𝑞f},
10We may think of 𝜑𝜃 as a partial function from ℕ∗+ ∖ {𝜀} to the rules of 𝐺.
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(iv.b) 𝑞′ = ⟨𝜌, 𝑗, 0⟩ for some 𝑗 ∈ [𝑠], and
(iv.c) 𝜏 = resume(𝜌′, 𝑗′, 𝜅′, 𝜌) for some 𝜌′ ∈ 𝑅 and 𝑗′, 𝜅′ ∈ ℕ+.
(v) If (𝑞′, [𝜉′, 𝑝𝑖]) ⊢𝜏 (𝑞, [𝜉, 𝑝]) and 𝑝 ≠ 𝜀, then
(v.a) 𝑞 ∉ {𝑞i, 𝑞f},
(v.b) 𝑞′ = ⟨𝜌, 𝑗, |𝑢𝑗|⟩ for some 𝑗 ∈ [𝑠], and
(v.c) 𝜏 = suspend(𝜌′, 𝑗′, 𝜅′, 𝜌) for some 𝜌′ ∈ 𝑅 and 𝑗′, 𝜅′ ∈ ℕ+.
Proof. Note that 𝜌 = 𝜑𝜃(𝑝𝑖) exists due to observation 3.30.
item (i): Only transitions of the form initial(𝜌′), for some rule 𝜌′, are applicable when 𝑝 = 𝜀.
This immediately implies item (i.a). Item (i.b) then follows from 𝜑𝜃(𝑝𝑖) = 𝜌.
item (ii): Only transitions of the form final(𝜌′), for some rule 𝜌′, can change the stack-pointer
to 𝜀. Together with item (i.a), this implies item (ii.a). Item (ii.b) then follows from 𝜑𝜃(𝑝𝑖) = 𝜌.
items (iii.a), (iv.a) and (v.a): These hold because there are no transitions in ℳ(𝐺) that involve
𝑞i or 𝑞f, but not the stack pointer 𝜀.
items (iii.b), (iv.b) and (v.b): These hold because 𝜑𝜃(𝑝𝑖) = 𝜌 and, whenever the stack-pointer is
moved upwards (resp. downwards), the target state (resp. source state) of the corresponding
transition has 0 as its third component.
items (iii.c), (iv.c) and (v.c): Follows immediately from items (iii.b), (iv.b) and (v.b). ∎
Lemma 3.32 (taken from Den16a, lemma 13). 𝐿(𝐺) ⊇ 𝐿(ℳ(𝐺)) for each PMCFG 𝐺 that only
has productive non-terminals.11.
Proof. Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅), ℳ(𝐺) = (𝑄,TSS(𝛤 ), 𝛴, {𝑞i}, {𝑞f}, 𝑇 ), and 𝜃 = 𝜏1⋯𝜏𝑛 ∈
Runsaccℳ(𝐺) be a run with 𝜏1, …, 𝜏𝑛 ∈ 𝑇. Then there are states 𝑞1, …, 𝑞𝑛−1 ∈ 𝑄, strings
𝑤1, …, 𝑤𝑛 ∈ 𝛴∗, and tree-stacks [𝜉1, 𝑝1], …, [𝜉𝑛−1, 𝑝𝑛−1], [𝜉𝑛, 𝜀] ∈ TS(𝛤 ∪ {@}) such that
(𝑞i, {(@, 𝜀)}, 𝑤1…𝑤𝑛)
⊢𝜏1 (𝑞1, [𝜉1, 1𝑝1], 𝑤2…𝑤𝑛) ⊢𝜏2 … ⊢𝜏𝑛−1 (𝑞𝑛−1, [𝜉𝑛−1, 1𝑝𝑛−1], 𝑤𝑛)
⊢𝜏𝑛 (𝑞f, [𝜉𝑛, 𝜀], 𝜀).
We define the function 𝜑′𝜃: ℕ
∗
+ → 𝑅 as 𝜑′𝜃(𝑝) = 𝜑𝜃(1𝑝) for every 𝑝 ∈ ℕ
∗
+ with 1𝑝 ∈ dom(𝜑𝜃)
(cf. observation 3.30). Consider the following property, called (†):
For every 𝑑 ∈ D𝐺 with 𝑑 ⊇ 𝜑′𝜃,
12 𝑝 ∈ dom(𝜑′𝜃), and every maximal interval
[𝑎, 𝑏] for which 𝑝𝑎, …, 𝑝𝑏 have prefix 𝑝, we have 𝑤𝑎⋯𝑤𝑏 = yield(𝑑|𝑝)𝑗 where
𝑞𝑎 = ⟨𝜑′𝜃(𝑝), 𝑗, 0⟩ for some 𝑗 ∈ ℕ+ and yield(𝑑|𝑝)𝑗 stands for the 𝑗-th component
of the tuple yield(𝑑|𝑝).
If we set 𝑝 = 𝜀 in (†), we obtain 𝑤2⋯𝑤𝑛−1 = yield(𝑑). By lemma 3.31, we know that 𝜏1 =
initial(𝑑(𝜀)) due to item (i.b) and that 𝜏𝑛 = final(𝑑(𝜀)) due to item (ii.b). Thus 𝑤1 = 𝜀 = 𝑤𝑛
and therefore 𝑤1⋯𝑤𝑛 = yield(𝑑).
11A non-terminal of 𝐺 is called productive if there is a rule with this non-terminal that occurs in a derivation of 𝐺.
12A derivation is a sorted tree over rules, which can be identified with a partial function from ℕ∗+ to 𝑅 (i.e. a binary
relation that is functional w.r.t. ℕ∗+).
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Proof of (†): We prove (†) by induction on the structure of 𝑑. Note that 0 < 𝑎 ≤ 𝑏 < 𝑛 because
in the initial and final configuration of the run 𝜃, the stack-pointer is at position 𝜀, which does
not start with 1 as in the definition of 𝜑′𝜃. Let 𝜑
′
𝜃(𝑝) be the rule 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵𝑘).
Consider the run
(𝑞𝑎−1, [𝜉𝑎−1, 1𝑝𝑎−1], 𝜀) ⊢𝜏𝑎 (𝑞𝑎, [𝜉𝑎, 1𝑝𝑎], 𝑤𝑎) ⊢𝜏𝑎+1 … ⊢𝜏𝑏 (𝑞𝑏, [𝜉𝑏, 1𝑝𝑏], 𝑤𝑎⋯𝑤𝑏).
Since [𝑎, 𝑏] is maximal and a transition can add at most one symbol to the stack-pointer, we
know that 𝑝𝑎 = 𝑝 = 𝑝𝑏. By lemma 3.31, items (iii.b), (iv.b) and (v.b), we also know that
𝑞𝑎 = ⟨𝜑′𝜃(𝑝), 𝑗, 0⟩ and 𝑞𝑏 = ⟨𝜑
′
𝜃(𝑝), 𝑗, |𝑢𝑗|⟩ for some 𝑗 ∈ [𝑠]. We define strings 𝑣1, …, 𝑣|𝑢𝑗| as
follows:
𝑣𝜅 = {
𝜎 if the 𝜅-th symbol of the string 𝑢𝑗 is some 𝜎 ∈ 𝛴
yield(𝑑|𝑝𝑖)𝑗′ if the 𝜅-th symbol of the string 𝑢𝑗 is some 𝑥𝑖,𝑗′ ∈ X
}
for each 𝜅 ∈ [|𝑢𝑗|].
From the definition of 𝑣1, …, 𝑣|𝑢𝑗| and from the induction hypothesis follows that 𝑣1⋯𝑣|𝑢𝑗| =
𝑤𝑎⋯𝑤𝑏 = yield(𝑑|𝑝)𝑗. ∎
Proposition 3.33 (taken from Den16a, proposition 14). 𝐿(𝐺) = 𝐿(ℳ(𝐺)) if 𝐺 only has
productive non-terminals.
Proof. The claim follows directly from lemmas 3.29 and 3.32. ∎
Step 2: Linearity of 𝐺 implies restrictedness of ℳ(𝐺)
Lemma 3.34 (taken from Den16a, observation 9). Let 𝐺 be a 𝑠-MCFG. Then ℳ(𝐺) is 𝑠-
restricted.
Proof. Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅). Consider some arbitrary position 𝑝 ∈ ℕ∗+ and number 𝑖′ ∈ ℕ+.
Position 𝑝𝑖′ can only be reached from below if the current stack pointer is at position 𝑖′ and if
we either execute the transition call(𝜌, 𝑗, 𝜅, 𝜌′) or the transition resume(𝜌, 𝑗, 𝜅, 𝜌′) for some
𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑠](𝐵1, …, 𝐵ℓ) ∈ 𝑅, 𝜌′ = 𝐵𝑖′ → [𝑣1, …, 𝑣𝑠′](𝐶1, …, 𝐶ℓ′) ∈ 𝑅, 𝑗 ∈ [𝑠],
𝑗′ ∈ [𝑠′], and 𝜅 ∈ [|𝑢𝑗|] where the 𝜅-th symbol of 𝑢𝑖 is 𝑥𝑖′,𝑗′ . For those transitions to be
applicable, the automaton has to be in state ⟨𝜌, 𝑗, 𝜅 − 1⟩. Therefore, there are exactly as
many states from which we can reach position 𝑝𝑖′ as there are occurrences of elements of
{𝑥𝑖′,1, …, 𝑥𝜅,𝑠′} in the string 𝑢1⋯𝑢𝑠. Since [𝑢1, …, 𝑢𝑠] is linear, the number of such occurrences
is smaller or equal to 𝑠′ and (since 𝐺 is an 𝑠-MCFG) also smaller or equal to 𝑠. It is easy to see that
in the part of the run where the stack pointer is never below 𝑝, the states ⟨𝜌, 𝑗, 0⟩, …, ⟨𝜌, 𝑗, |𝑢𝑗|⟩
occur in that order whenever the stack pointer is at 𝑝 and, in particular, none of those states
occur twice. Therefore, we have that 𝑐ℳ(𝐺),𝜃(𝑝𝑖′) ≤ 𝑠 for every run 𝜃 of ℳ(𝐺) and, since 𝑝
and 𝑖′ were chosen arbitrarily, we have that for any non-empty position 𝑝′ ≠ 𝜀 and every run 𝜃
of ℳ(𝐺) the inequation 𝑐ℳ(𝐺),𝜃(𝑝′) ≤ 𝑠 holds. Since the position 𝜀 can never be entered from
below, we know that ℳ(𝐺) is 𝑠-restricted. ∎
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Step 3: The conclusion
Proposition 3.35. 𝑠-MCFL(𝛴) ⊆ 𝑠-TSA(𝛴) for any set 𝛴 and number 𝑠 ∈ ℕ+.
Proof. It is easy to observe that for each 𝑠-MCFG(𝛴), there is an equivalent 𝑠-MCFG(𝛴) with
only productive non-terminals. Then claim follows directly from proposition 3.33 and lemma 3.34.
∎
3.3.2 Every restricted TSA has an equivalent MCFG
We want to show that for any cycle-free 𝑠-restricted TSA ℳ in instruction normal form and
stack normal form, there is an equivalent 𝑠-MCFG 𝐺(ℳ). For this, we first construct an 𝑠-
MCFG 𝐺′(ℳ) whose language is the set of accepting runs of ℳ. Clearly, yield:Runsaccℳ → 𝛴
∗
is a homomorphism. Hence, we use yield and the closure of MCFGs under homomorphisms to
obtain 𝐺(ℳ).
Intuition and an example
The non-terminals of 𝐺′(ℳ) will have the form
⟨𝑞1, 𝑞′1, …, 𝑞𝑚, 𝑞
′
𝑚; 𝛾0, …, 𝛾𝑚⟩
where 𝑞1, 𝑞′1…, 𝑞𝑚, 𝑞
′
𝑚 are states and 𝛾0, …, 𝛾𝑚 are stack symbols of ℳ. Our construction for
𝐺′(ℳ) will guarantee the following property:
For each number 𝑚 ∈ [𝑠], non-terminal ⟨𝑞1, 𝑞′1, …, 𝑞𝑚, 𝑞
′
𝑚; 𝛾0, …, 𝛾𝑚⟩ of 𝐺′(ℳ),
and runs 𝜃1, …, 𝜃𝑚 of ℳ, t.f.a.e.
(i) (𝜃1, …, 𝜃𝑚) ∈ ℒ(𝐺′(ℳ), ⟨𝑞1, 𝑞′1, …, 𝑞𝑚, 𝑞
′
𝑚; 𝛾0, …, 𝛾𝑚⟩).
(ii) 𝜃1, …, 𝜃𝑚 each make only upward excursions (i.e. they each return the stack
pointer to the position it started from and let it never go below that position),
and for each 𝑖 ∈ [𝑚]: 𝑞𝑖 is the source state of 𝜃𝑖, 𝑞′𝑖 is the target state of 𝜃𝑖, 𝜃𝑖
is applicable if the current stack symbol is 𝛾𝑖−1, and after the execution of 𝜃𝑖,
the current stack symbol is 𝛾𝑖.
Let us start with an example for illustration.
Example 3.38 (based on Den16a, example 15). Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, {1}, {5}, 𝑇 ) be a
TSA where 𝑄 = [5] ∪ {1′, 2′, 2″, 3′, 3″, 4′}, 𝑇 = {𝜏1, …, 𝜏14}, and the transitions 𝜏1, …, 𝜏14
are shown in figure 3.36 (left). An example for an accepting run of ℳ is shown in figure 3.36
(right). Note that ℳ is cycle-free, in stack normal form, and in instruction normal form.
Let us consider position 𝜀 of the stack. The only transitions applicable there are 𝜏1, 𝜏2, 𝜏6, 𝜏7,
𝜏9, and 𝜏14 due to their instructions. Because of the states, all valid runs must start with 𝜏1 or
𝜏2 and end with 𝜏14. Furthermore, 𝜏7 is always preceded by 𝜏6; 𝜏6 is preceded by 𝜏3 or 𝜏5; and
𝜏14 is preceded by 𝜏11 or 𝜏13. Thus, each valid run is of one of the forms
𝜃 = 𝜏1 𝜃1 𝜏5𝜏6𝜏7 𝜃2 𝜏13𝜏14 or 𝜃′ = 𝜏2 𝜃′1 𝜏3𝜏6𝜏7 𝜃
′
2 𝜏11𝜏14
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𝜏1 = (1, push(1, ∗), a, 1 )
𝜏2 = (1, push(1, #), 𝜀, 1′ )
𝜏3 = (1′, down, 𝜀, 2 )
𝜏4 = (2, equals(∗), b, 2′ )
𝜏5 = (2′, down, 𝜀, 2 )
𝜏6 = (2, bottom, 𝜀, 2″ )
𝜏7 = (2″, up(1), 𝜀, 3 )
𝜏8 = (3, equals(∗), c, 3′ )
𝜏9 = (3′, up(1), 𝜀, 3 )
𝜏10 = (3, equals(#), 𝜀, 3″ )
𝜏11 = (3″, down, 𝜀, 4 )
𝜏12 = (4, equals(∗), d, 4′ )
𝜏13 = (4′, down, 𝜀, 4 )
𝜏14 = (4, bottom, 𝜀, 5 )
(1, {(𝜀, @)}, abcd)
⊢𝜏1 (1, {(𝜀, @), (1, ∗)}, bcd)
⊢𝜏2 (1
′, {(𝜀, @), (1, ∗), (11, #)}, bcd)
⊢𝜏3 (2, {(𝜀, @), (1, ∗), (11, #)}, bcd)
⊢𝜏4 (2
′, {(𝜀, @), (1, ∗), (11, #)}, cd)
⊢𝜏5 (2, {(𝜀, @), (1, ∗), (11, #)}, cd)
⊢𝜏6 (2
″, {(𝜀, @), (1, ∗), (11, #)}, cd)
⊢𝜏7 (3, {(𝜀, @), (1, ∗), (11, #)}, cd)
⊢𝜏8 (3
′, {(𝜀, @), (1, ∗), (11, #)}, d)
⊢𝜏9 (3, {(𝜀, @), (1, ∗), (11, #)}, d)
⊢𝜏10 (3
″, {(𝜀, @), (1, ∗), (11, #)}, d)
⊢𝜏11 (4, {(𝜀, @), (1, ∗), (11, #)}, d)
⊢𝜏12 (4
′, {(𝜀, @), (1, ∗), (11, #)}, 𝜀)
⊢𝜏13 (4, {(𝜀, @), (1, ∗), (11, #)}, 𝜀)
⊢𝜏14 (5, {(𝜀, @), (1, ∗), (11, #)}, 𝜀).
Figure 3.36: Set of transitions (left) and an accepting run (right) of ℳ, cf. example 3.38
for some runs 𝜃1, 𝜃2, 𝜃′1, and 𝜃
′
2.
The target state of 𝜏1 is 1 and the source state of 𝜏5 is 2′. Also, 𝜏1 pushes a ∗ to position 1
which is never changed since ℳ has no write-instructions. Thus, 𝜃1 must go from state 1 to 2′
and from stack symbol ∗ to ∗ at position 1. Similarly, we obtain that 𝜃2 goes from state 3 to 4′
and from stack symbol ∗ to ∗ at position 1; 𝜃′1 goes from state 1
′ to 1′ and from stack symbol #
to #; and 𝜃′2 goes from state 3 to 3
″ and from stack symbol # to #. We call the runs 𝜃1 and 𝜃2
linked since they both are executed while the stack pointer is in the same subtree (i.e. the first
one).
Clearly, linked runs need to be produced by the same non-terminal. A non-terminal will
describe the state behaviour and the storage behaviour that is expected from the corresponding
linked runs. Hence, the pair (𝜃1, 𝜃2) of linked runs gets the non-terminal ⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩.
For (𝜃′1, 𝜃
′
2), we have the non-terminal ⟨1
′, 1′, 3, 3″; #, #, #⟩. Since 𝜃 and 𝜃′ both go from state
1 to 5 and from stack symbol @ to @, we construct the following two rules
⟨1, 5; @, @⟩ → [𝜏1 𝑥1,1 𝜏5𝜏6𝜏7 𝑥1,2 𝜏13𝜏14](⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩) and
⟨1, 5; @, @⟩ → [𝜏2 𝑥1,1 𝜏3𝜏6𝜏7 𝑥1,2 𝜏11𝜏14](⟨1′, 1′, 3, 3″; #, #, #⟩).
Next, we explore the non-terminal ⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩, i.e. we search for a run that goes from
state 1 to 2′ and from stack symbol ∗ to ∗ and another run that goes from state 3 to 4′ and
from stack symbol ∗ to ∗. There are two kinds of such pairs of runs: (𝜏1𝜃1𝜏5𝜏4, 𝜏8𝜏9𝜃2𝜏13𝜏12)
and (𝜏2𝜃′1𝜏3𝜏4, 𝜏8𝜏9𝜃
′
2𝜏11𝜏12) for some runs 𝜃1, 𝜃2, 𝜃
′
1, and 𝜃
′
2. The runs 𝜃1, 𝜃2, 𝜃
′
1, and 𝜃
′
2 of this
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𝜀
1
11
111
(1, @)
(1, ∗)
𝜏1
(1, ∗)
𝜏1
(1′, #)
𝜏2
(2, ∗)
𝜏3
(2′, ∗)
𝜏4
(2, ∗)
𝜏5
(2′, ∗)
𝜏4
(2, @)
𝜏5
(2″, @)
𝜏6
(3, ∗)
𝜏7
(3′, ∗)
𝜏8
(3, ∗)
𝜏9
(3′, ∗)
𝜏8
(3, #)
𝜏9
(3″, #)
𝜏10
(4, ∗)
𝜏11
(4′, ∗)
𝜏12
(4, ∗)
𝜏13
(4′, ∗)
𝜏12
(4, @)
𝜏13
(5, @)
𝜏14
⟨1, 5; @, @⟩ → [𝜏1 𝑥1,1 𝜏5𝜏6𝜏7 𝑥1,2 𝜏13𝜏14](⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩)
⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩ → [𝜏1 𝑥1,1 𝜏5𝜏4, 𝜏8𝜏9 𝑥1,2 𝜏13𝜏12](⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩)
⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩ → [𝜏2 𝑥1,1 𝜏3𝜏4, 𝜏8𝜏9 𝑥1,2 𝜏11𝜏12](⟨1′, 1′, 3, 3″; #, #, #⟩)
⟨1′, 1′, 3, 3″; #, #, #⟩ → [𝜀, 𝜏10]()
𝑆 → [a𝑥1,1 𝑥1,2](𝐴)
𝐴 → [a𝑥1,1 b, c𝑥1,2 d](𝐴)
𝐴 → [𝑥1,1 b, c𝑥1,2 d](𝐵)
𝐵 → [𝜀, 𝜀]()
Figure 3.37: Run of ℳ (top), and the corresponding derivations of 𝐺′(ℳ) (middle) and 𝐺(ℳ)
(bottom, with renamed non-terminals), cf. example 3.38. Matching colors mark the
correspondence between (pairs of) runs and rules.
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paragraph exhibit the same state behaviour and storage behaviour as those in the previous
paragraph and hence, we have the rules
⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩ → [𝜏1 𝑥1,1 𝜏5𝜏4, 𝜏8𝜏9 𝑥1,2 𝜏13𝜏12](⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩) and
⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩ → [𝜏2 𝑥1,1 𝜏3𝜏4, 𝜏8𝜏9 𝑥1,2 𝜏11𝜏12](⟨1′, 1′, 3, 3″; #, #, #⟩).
For the non-terminal ⟨1′, 1′, 3, 3″; #, #, #⟩, we can only take the pair (𝜀, 𝜏10) of runs and
therefore have the rule
⟨1′, 1′, 3, 3″; #, #, #⟩ → [𝜀, 𝜏10]()
in 𝐺′(ℳ).
Let us abbreviate the non-terminals ⟨1, 5; @, @⟩, ⟨1, 2′, 3, 4′; ∗, ∗, ∗⟩, and ⟨1′, 1′, 3, 3″; #, #, #⟩
by 𝑆, 𝐴, and 𝐵, respectively. If we replace each transition in the rules of 𝐺′(ℳ) by its compo-
nent of type 𝛴∗, then we obtain the MCFG 𝐺(ℳ) = ({𝑆, 𝐴, 𝐵}, 𝛴, 𝑆, 𝑅) where 𝑅 contains
exactly the following five rules:
𝑆 → [a𝑥1,1 𝑥1,2](𝐴) 𝐴 → [a𝑥1,1 b, c𝑥1,2 d](𝐴) 𝐵 → [𝜀, 𝜀]()
𝑆 → [𝑥1,1 𝑥1,2](𝐵) 𝐴 → [𝑥1,1 b, c𝑥1,2 d](𝐵)
Figure 3.37 shows a run of ℳ and the corresponding derivations of 𝐺′(ℳ) and 𝐺(ℳ). □
The formal construction
Let us formalise the analysis of the transitions of a TSA ℳ from example 3.38. This is done in
five steps:
(step 1) To find out which transitions can be combined, we first group transitions by their
source and target states and by their instructions.
(step 2) We combine the transitions from step 1 to runs that move the stack-pointer either not
at all, or one node down, or one node up, or one node down and then one node up.
(step 3) We combine the runs from step 2 to tuples of linked runs (linked as described in the
above example).
(step 4) We form tuples of tuples of linked runs from step 4 in preparation for the construction
of rules of an MCFG.
(step 5) Finally, we use the tuples of tuples of linked runs from step 5 to define rules of an
MCFG.
For the remainder of this section, let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an 𝑠-
restricted cycle-free TSA.
Step 1: grouping transitions. We define the following four subsets of 𝑇:
• For any 𝑞, 𝑞′ ∈ 𝑄 and 𝛾, 𝛾′ ∈ 𝛤 ∪ {@}, the set 𝑇 [𝑞 → 𝑞′; 𝛾 → 𝛾′] ⊆ 𝑇 shall contain all
the transitions of 𝑇 that do not move the stack-pointer, have source state 𝑞, target state
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𝑞′, and change the stack symbol at the current position from 𝛾 to 𝛾′:
𝑇 [𝑞 → 𝑞′; 𝛾 → 𝛾′] = {𝜏 ∈ 𝑇 ∣ 𝛾 = 𝛾′ = @, ∃𝑢 ∈ 𝛴∗: 𝜏 = (𝑞, bottom, 𝑢, 𝑞′)}
∪ {𝜏 ∈ 𝑇 ∣ 𝛾 = 𝛾′ ≠ @, ∃𝑢 ∈ 𝛴∗: 𝜏 = (𝑞, equals(𝛾), 𝑢, 𝑞′)}
∪ {𝜏 ∈ 𝑇 ∣ 𝛾 ≠ @, ∃𝑢 ∈ 𝛴∗: 𝜏 = (𝑞,write(𝛾′), 𝑢, 𝑞′)}.
• For any 𝑞, 𝑞′ ∈ 𝑄, 𝑗 ∈ ℕ, and 𝛽 ∈ 𝛤, the set 𝑇 [𝑞 → 𝑞′; ↗𝑗 𝛽] ⊆ 𝑇 shall contain all the
transitions of 𝑇 that have source state 𝑞, target state 𝑞′, and push(𝑗, 𝛽) as their instruction:
𝑇 [𝑞 → 𝑞′; ↗𝑗 𝛽] = {𝜏 ∈ 𝑇 ∣ ∃𝑢 ∈ 𝛴∗: 𝜏 = (𝑞, push(𝑗, 𝛽), 𝑢, 𝑞′)}.
• For any 𝑞, 𝑞′ ∈ 𝑄 and 𝑗 ∈ ℕ, the set 𝑇 [𝑞 → 𝑞′; ↗𝑗] ⊆ 𝑇 shall contain all the transitions
of 𝑇 that have source state 𝑞, target state 𝑞′, and up(𝑗) as their instruction:
𝑇 [𝑞 → 𝑞′; ↗𝑗] = {𝜏 ∈ 𝑇 ∣ ∃𝑢 ∈ 𝛴∗: 𝜏 = (𝑞, up(𝑗), 𝑢, 𝑞′)}.
• For any 𝑞, 𝑞′ ∈ 𝑄, the set 𝑇 [𝑞 → 𝑞′; ↘] ⊆ 𝑇 shall contain all the transitions of 𝑇 that
have source state 𝑞, target state 𝑞′, and down as their instruction:
𝑇 [𝑞 → 𝑞′; ↘] = {𝜏 ∈ 𝑇 ∣ ∃𝑢 ∈ 𝛴∗: 𝜏 = (𝑞, down, 𝑢, 𝑞′)}.
Step 2: building runs. We define the following four kinds of subsets of Runsℳ:
• For any states 𝑞, 𝑞′ ∈ 𝑄 and stack-symbols 𝛾, 𝛾′ ∈ 𝛤 ∪ {@}, the set Runsℳ[𝑞 →
𝑞′; 𝛾 → 𝛾′] ⊆ Runsℳ shall contain all runs of ℳ that do not move the stack-pointer, go
from state 𝑞 to state 𝑞′, and change the stack symbol at the current position from 𝛾 to 𝛾′.
It is recursively defined as follows:
Runsℳ[𝑞 → 𝑞′; 𝛾 → 𝛾′]
= {
{𝜀} if 𝑞 = 𝑞′ and 𝛾 = 𝛾′
∅ otherwise
}
∪ ⋃
̄𝑞∈𝑄,?̄?∈𝛤∪{@}
Runsℳ[𝑞 → ̄𝑞; 𝛾 → ̄𝛾] ∘ 𝑇 [ ̄𝑞 → 𝑞′; ̄𝛾 → 𝛾′].
• For any states 𝑞, 𝑞′ ∈ 𝑄, stack symbols 𝛾, 𝛾′ ∈ 𝛤 ∪ {@}, 𝛽 ∈ 𝛤, and number 𝑗 ∈ ℕ+,
the set Runsℳ[𝑞 → 𝑞′; 𝛾 → 𝛾′, ↗𝑗 𝛽] shall contain all runs of ℳ that go from state 𝑞
to 𝑞′ overall, and go from stack symbol 𝛾 to 𝛾′ without moving the stack-pointer and
then move the stack-pointer to the 𝑗-th child which is labelled with stack symbol 𝛽. It is
defined as
Runsℳ[𝑞 → 𝑞′; 𝛾 → 𝛾′, ↗𝑗 𝛽]
= ⋃
̄𝑞∈𝑄
Runsℳ[𝑞 → ̄𝑞; 𝛾 → 𝛾′] ∘ (𝑇 [ ̄𝑞 → 𝑞′; ↗𝑗 𝛽] ∪ 𝑇 [ ̄𝑞 → 𝑞′; ↗𝑗]).
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𝛾 𝛾′
𝑞 𝑞′
•
𝛾 𝛾′
𝑞 𝑞′
down
Runsℳ[𝑞 → 𝑞′; 𝛾 → 𝛾′] Runsℳ[𝑞 → 𝑞′; ↘, 𝛾 → 𝛾′]
𝛽
𝛾 𝛾′
𝑞 𝑞′
pus
h(𝑗,
𝛽) 𝛽
𝛾 𝛾′
𝑞 𝑞′
up(𝑗
)
Runsℳ[𝑞 → 𝑞′; 𝛾 → 𝛾′, ↗𝑗 𝛽]
• 𝛽
𝛾 𝛾′
𝑞 𝑞′
down pus
h(𝑗,
𝛽) • 𝛽
𝛾 𝛾′
𝑞 𝑞′
down up(𝑗
)
Runsℳ[𝑞 → 𝑞′; ↘, 𝛾 → 𝛾′, ↗𝑗 𝛽]
Figure 3.39: The four groups of runs from step 2.
• For any states 𝑞, 𝑞′ ∈ 𝑄 and stack symbols 𝛾, 𝛾′ ∈ 𝛤 ∪ {@}, the set Runsℳ[𝑞 → 𝑞′; ↘
, 𝛾 → 𝛾′] shall contain all runs of ℳ that go from state 𝑞 to 𝑞′ overall, and move the
stack-pointer to the parent and then go from stack symbol 𝛾 to 𝛾′ without moving the
stack-pointer. It is defined as
Runsℳ[𝑞 → 𝑞′; ↘, 𝛾 → 𝛾′]
= ⋃
̄𝑞∈𝑄
𝑇 [𝑞 → ̄𝑞; ↘] ∘ Runsℳ[ ̄𝑞 → 𝑞′; 𝛾 → 𝛾′].
• For any states 𝑞, 𝑞′ ∈ 𝑄, stack symbols 𝛾, 𝛾′ ∈ 𝛤 ∪ {@}, 𝛽 ∈ 𝛤, and number 𝑗 ∈ ℕ+, the
set Runsℳ[𝑞 → 𝑞′; ↘, 𝛾 → 𝛾′, ↗𝑗 𝛽] shall contain all runs of ℳ that go from state 𝑞 to
𝑞′ overall, and move the stack-pointer to the parent, then go from stack symbol 𝛾 to 𝛾′
without moving the stack-pointer, and finally move the stack-pointer to the 𝑗-th child
which is labelled with stack symbol 𝛽. It is defined as
Runsℳ[𝑞 → 𝑞′; ↘, 𝛾 → 𝛾′, ↗𝑗 𝛽]
= ⋃
̄𝑞∈𝑄
𝑇 [𝑞 → ̄𝑞; ↘] ∘ Runsℳ[ ̄𝑞 → 𝑞′; 𝛾 → 𝛾′, ↗𝑗 𝛽].
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The notation of the above sets has the form Runsℳ[𝑋; 𝑌 ] where 𝑋 signifies the overall state
behaviour and 𝑌 represents the instructions on the tree-stack. A visual representation of the
sets is shown in figure 3.39. Note that each of the sets is finite since ℳ is stationary cycle-free.
Step 3: pairing linked runs. We build tuples of runs from the four kinds of subsets of
Runsℳ defined in the previous paragraph. This is achieved by matching the stack behaviour of
neighbouring runs. Let 𝑡 = (𝜃1, …, 𝜃ℓ) be a tuple of runs of ℳ, i.e. 𝜃1, …, 𝜃ℓ ∈ Runsℳ. We call
𝑡 admissible if one of the following requirements is satisfied:
(R1) ℓ = 1 and 𝜃1 ∈ Runsℳ[𝑞1 → 𝑞′1; 𝛾0 → 𝛾1] for some 𝑞1, 𝑞
′
1 ∈ 𝑄 and 𝛾0, 𝛾1 ∈ 𝛤 ∪ {@} or
(R2) ℓ ≥ 2 and there are 𝑞1, 𝑞′1, …, 𝑞ℓ, 𝑞
′
ℓ ∈ 𝑄, 𝛾0, 𝛾1, …, 𝛾ℓ ∈ 𝛤 ∪ {@}, 𝑗1, …, 𝑗ℓ ∈ ℕ+, and
𝛽1, …, 𝛽ℓ−1 ∈ 𝛤 such that
• 𝜃1 ∈ Runsℳ[𝑞1 → 𝑞′1; 𝛾0 → 𝛾1, ↗𝑗1 𝛽1],
• for each 𝑖 ∈ {2, 3, …, ℓ − 1}: 𝜃𝑖 ∈ Runsℳ[𝑞𝑖 → 𝑞′𝑖; ↘, 𝛾𝑖−1 → 𝛾𝑖, ↗𝑗𝑖 𝛽𝑖], and
• 𝜃ℓ ∈ Runsℳ[𝑞ℓ → 𝑞′ℓ; ↘, 𝛾ℓ−1 → 𝛾ℓ].
The set of admissible tuples of runs of ℳ is denoted by Runsadmℳ . Note that Runs
adm
ℳ is finite since
ℳ is restricted and cycle-free and the sets of runs defined in the previous paragraph are each
finite.
Note that 𝜃𝑖𝜃𝑖+1 (𝑖 ∈ [ℓ − 1]) may not be a run in ℳ because 𝑞′𝑖 and 𝑞𝑖+1 may be different.
However, there may be a run 𝜃 in ℳ such that 𝜃𝑖𝜃𝜃𝑖+1 is a run in ℳ. Then 𝜃 would have to go
from state 𝑞′𝑖 to 𝑞𝑖+1, and start with stack symbol 𝛽𝑖 and with the stack-pointer at the 𝑗𝑖-th child
position of where 𝜃𝑖 starts. We therefore say that there is a ⟨𝑞′𝑖 → 𝑞𝑖+1; 𝑗𝑖, 𝛽𝑖⟩-gap between 𝜃𝑖
and 𝜃𝑖+1, or alternatively, that the 𝑖-th gap in 𝑡 has kind ⟨𝑞′𝑖 → 𝑞𝑖+1; 𝑗𝑖, 𝛽𝑖⟩. Furthermore, we
say that 𝑡 has type ⟨𝑞1 → 𝑞′ℓ; 𝛾0 → 𝛾ℓ⟩.
We intend to fill the gaps later by tuples of runs (of appropriate types) that are represented by
variables. Hence, for any 𝑦2, 𝑦3, …, 𝑦ℓ ∈ X, we write 𝑡[𝑦2, 𝑦3, …, 𝑦ℓ] instead of 𝜃1𝑦2𝜃2𝑦3𝜃3…𝑦ℓ𝜃ℓ.
Step 4: pairing pairs of linked runs. The next step is to look at tuples of elements of
Runsadmℳ . Let 𝑚 ∈ [𝑠] and 𝑇 = (𝑡1, …, 𝑡𝑚) be a tuple where 𝑡1, …, 𝑡𝑚 ∈ Runs
adm
ℳ and let
ℓ1, …, ℓ𝑚 be the numbers of gaps in 𝑡1, …, 𝑡𝑚, respectively. For each 𝑗 ∈ [𝑚] and 𝜅 ∈ [ℓ𝑗], let
⟨𝑞(𝑗,𝜅) → 𝑞′(𝑗,𝜅); 𝑖(𝑗,𝜅), 𝛽(𝑗,𝜅)⟩ be the kind of the 𝜅-th gap in 𝑡𝑗. Let 𝜑𝑇, 𝜓𝑇: ℕ+ × ℕ+ ‧‧➡ℕ+ and
𝜋𝑇: ℕ+ × ℕ+ ‧‧➡ ℕ+ × ℕ+ be partial functions such that for every 𝑗 ∈ [𝑚] and 𝜅 ∈ [ℓ𝑗], the
number 𝑖(𝑗,𝜅) is the 𝜑𝑇(𝑗, 𝜅)-th distinct number occurring in 𝐼 = 𝑖(1,1)⋯𝑖(1,|𝑡1|)⋯𝑖(𝑚,1)⋯𝑖(𝑚,|𝑡𝑚|)
when read left-to-right, 𝑖(𝑗,𝜅) occurs for the 𝜓𝑇(𝑗, 𝜅)-th time at the element with index (𝑗, 𝜅)
in 𝐼, and 𝜋𝑇(𝑗, 𝜅) = (𝜑𝑇(𝑗, 𝜅), 𝜓𝑇(𝑗, 𝜅)). Moreover let 𝑘 be the count of distinct numbers in 𝐼.
We call 𝑇 admissible if
• the 𝜅-th run in 𝑡𝑗 ends with a push-instruction whenever 𝜑𝑇(𝑗, 𝜅) = 1 and
• there are 𝑞1, 𝑞′1, …, 𝑞𝑚, 𝑞
′
𝑚 ∈ 𝑄 and 𝛾0, 𝛾1, …, 𝛾𝑚 ∈ 𝛤 ∪ {@} such that for every 𝑗 ∈ [𝑚],
we have that 𝑡𝑗 is of type ⟨𝑞𝑗 → 𝑞′𝑗; 𝛾𝑗−1 → 𝛾𝑗⟩.
The set of admissible tuples of elements of Runsadmℳ is denoted by (Runs
adm
ℳ )
⋆. Note that
(Runsadmℳ )
⋆ is finite since Runsadmℳ is finite and 𝑚 ≤ 𝑠.
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We then say that 𝑇 has type (𝐴; 𝐵1, …, 𝐵𝑘), denoted by type(𝑇 ) = (𝐴; 𝐵1, …, 𝐵𝑘), where
𝐴 = ⟨𝑞1 → 𝑞′1, …, 𝑞𝑚 → 𝑞
′
𝑚; 𝛾0⟩, and for every 𝜅′ ∈ [𝑘]:
𝐵𝜅′ = ⟨𝑞𝜋−1𝑇 (𝜅′,1) → 𝑞
′
𝜋−1𝑇 (𝜅′,1)
, …, 𝑞𝜋−1𝑇 (𝜅′,ℓ𝜅′) → 𝑞
′
𝜋−1𝑇 (𝜅′,ℓ𝜅′)
; 𝛽𝜋−1𝑇 (𝜅′,1)⟩ .
Step 5: constructing an MCFG. In the following definition, we will construct an MCFG
𝐺′(ℳ) for a given restricted TSA ℳ by creating a rule for each element of (Runsadmℳ )
⋆.
Definition 3.40 (taken from Den16a, construction 16). Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be
a cycle-free 𝑠-restricted TSA in stack normal form. Define the 𝑠-MCFG 𝐺′(ℳ) = (𝑁, 𝛴, 𝑁i, 𝑅)
where
• 𝑁 = {𝐴, 𝐵1, …, 𝐵𝑘 ∣ ⟨𝐴; 𝐵1, …, 𝐵𝑘⟩ is the type of some element of (Runsadmℳ )
⋆},
• 𝑁i = {⟨𝑞 → 𝑞′; @⟩ ∣ 𝑞 ∈ 𝑄i, 𝑞′ ∈ 𝑄f}, and
• 𝑅 contains for every 𝑇 = (𝑡1, …, 𝑡𝑚) ∈ (Runsadmℳ )
⋆ the rule
𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵𝑘)
where (𝐴; 𝐵1, …, 𝐵𝑘) is the type of 𝑇 and 𝑢𝜅 = 𝑡𝜅[𝑥𝜋𝑇(𝜅,1), …, 𝑥𝜋𝑇(𝜅,ℓ𝜅)] for every 𝜅 ∈
[𝑚]. □
Lemma 3.41. ℒ(𝐺′(ℳ)) = Runsaccℳ for any cycle-free 𝑠-restricted TSA ℳ in stack normal
form.
Proof. Let ℳ = (𝑄,TSS(𝛤 ), 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a cycle-free 𝑠-restricted TSA in stack normal
form. Furthermore, let 𝐺′(ℳ) = (𝑁, 𝛴, 𝑁i, 𝑅) be defined as in definition 3.40 and let us
abbreviate 𝛤 ∪ {@} by 𝛤@.
For every 𝑚 ∈ [𝑠], 𝑞1, 𝑞′1, …, 𝑞𝑚, 𝑞
′
𝑚 ∈ 𝑄, and 𝛾 ∈ 𝛤@, we show the following property,
abbreviated by 𝑃(⟨𝑞1 → 𝑞′1, …, 𝑞𝑚 → 𝑞
′
𝑚; 𝛾⟩), by induction on the structure of derivations in
𝐺′(ℳ):
For every 𝜃1, …, 𝜃𝑚 ∈ 𝑇 ∗:
(𝜃1, …, 𝜃𝑚) ∈ ℒ(𝐺′(ℳ), ⟨𝑞1 → 𝑞′1, …, 𝑞𝑚 → 𝑞
′
𝑚; 𝛾⟩)
⟺ there are [𝜉1, 𝜀], [𝜉′1, 𝜀], …, [𝜉𝑚, 𝜀], [𝜉
′
𝑚, 𝜀] ∈ TS(𝛤@) such that
𝜉1(𝜀) = 𝛾 and ⋀𝑚−1𝑗=1 ((𝑞𝑗, [𝜉𝑗, 𝜀]) ⊢𝜃𝑗 (𝑞
′
𝑗, [𝜉
′
𝑗, 𝜀])) ∧ (𝜉
′
𝑗(𝜀) = 𝜉𝑗+1(𝜀)).
For this let 𝑘 ∈ [𝑠], 𝑞1, 𝑞′1, …, 𝑞𝑚, 𝑞
′
𝑚 ∈ 𝑄, 𝛾 ∈ 𝛤, and 𝜃1, …, 𝜃𝑚 ∈ 𝑇 ∗. Let us abbreviate
⟨𝑝1 → 𝑞1, …, 𝑝𝑚 → 𝑞𝑚; 𝛾⟩ by 𝐴. We derive the following sequence of equivalent statements:
(𝜃1, …, 𝜃𝑚) ∈ ℒ(𝐺′(ℳ), 𝐴)
⟺ ∃𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵ℓ) ∈ 𝑅,
∃ ⃗𝜃1 ∈ ℒ(𝐺′(ℳ), 𝐵1), …, ⃗𝜃ℓ ∈ ℒ(𝐺′(ℳ), 𝐵ℓ):
[𝑢1, …, 𝑢𝑚]( ⃗𝜃1, …, ⃗𝜃ℓ) = (𝜃1, …, 𝜃𝑚) (by definitions 2.15 and 2.17)
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⟺ ∃𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵ℓ) ∈ 𝑅,
∃𝜃11, …, 𝜃
1
𝑚1, …, 𝜃
ℓ
1, …, 𝜃
ℓ
𝑚ℓ ∈ 𝑇
∗,
∃[𝜉11, 𝜀], [𝜁
1
1 , 𝜀], …, [𝜉
1
𝑚1, 𝜀], [𝜁
1
𝑚1, 𝜀], …, [𝜉
ℓ
1, 𝜀], [𝜁
ℓ
1, 𝜀], …, [𝜉
ℓ
𝑚ℓ, 𝜀], [𝜁
ℓ
𝑚ℓ, 𝜀] ∈ TS(𝛤@),
∃𝑝11, 𝑞
1
1, …, 𝑝
1
𝑚1, 𝑞
1
𝑚1, …, 𝑝
ℓ
1, 𝑞
ℓ
1, …, 𝑝
ℓ
𝑚ℓ, 𝑞
ℓ
𝑚ℓ ∈ 𝑄:
⋀
𝑖∈[ℓ]
𝐵𝑖 = ⟨𝑝𝑖1 → 𝑞
𝑖
1, …, 𝑝
𝑖
𝑚𝑖 → 𝑞
𝑖
𝑚𝑖, 𝜉
𝑖
1(𝜀)⟩
∧ [𝑢1, …, 𝑢𝑚]((𝜃11, …, 𝜃
1
𝑚1), …, (𝜃
ℓ
1, …, 𝜃
ℓ
𝑚ℓ)) = (𝜃1, …, 𝜃𝑚)
∧ ⋀
𝑖∈[ℓ],𝜅∈[𝑚𝑖−1]
((𝑝𝑖𝜅, [𝜉𝑖𝜅, 𝜀]) ⊢𝜃𝑖𝜅 (𝑞
𝑖
𝜅, [𝜁𝑖𝜅, 𝜀])) ∧ (𝜁𝑖𝜅(𝜀) = 𝜉𝑖𝜅+1(𝜀))
(by induction hypothesis, i.e. 𝑃(𝐵1) ∧ ⋯ ∧ 𝑃(𝐵ℓ))
⟺ ∃𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵ℓ) ∈ 𝑅,
∃𝜃11, …, 𝜃
1
𝑚1, …, 𝜃
ℓ
1, …, 𝜃
ℓ
𝑚ℓ ∈ 𝑇
∗,
∃[𝜉1, 𝜀], [𝜁1, 𝜀], …, [𝜉𝑚, 𝜀], [𝜁𝑚, 𝜀] ∈ TS(𝛤@):
[𝑢1, …, 𝑢𝑚]((𝜃11, …, 𝜃
1
𝑚1), …, (𝜃
ℓ
1, …, 𝜃
ℓ
𝑚ℓ)) = (𝜃1, …, 𝜃𝑚)
∧ 𝜉1(𝜀) = 𝛾
∧
𝑚𝑖−1
⋀
𝑗=1
((𝑝𝑗, [𝜉𝑗, 𝜀]) ⊢[𝑢𝑗]((𝜃11,…,𝜃1𝑚1),…,(𝜃ℓ1,…,𝜃ℓ𝑚ℓ))
(𝑞𝑗, [𝜁𝑗, 𝜀])) ∧ (𝜁𝑗(𝜀) = 𝜉𝑗+1(𝜀))
(by ⋆)
⟺ ∃[𝜉1, 𝜀], [𝜁1, 𝜀], …, [𝜉𝑚, 𝜀], [𝜁𝑚, 𝜀] ∈ TS(𝛤@):
(𝜉1(𝜀) = 𝛾) ∧
𝑚𝑖−1
⋀
𝑗=1
((𝑞𝑗, [𝜉𝑗, 𝜀]) ⊢𝜃𝑗 (𝑞
′
𝑗, [𝜁𝑗, 𝜀])) ∧ (𝜁𝑗(𝜀) = 𝜉𝑗+1(𝜀))
(by definition 3.40)
For (⋆), we use the fact that the 𝜃𝑖𝜅’s only make upward excursions. Thus there are tree-stacks
𝜉𝑗, 𝜁𝑗 whose label at position 𝜀 is consistent with the transitions contained in 𝑢𝑗, i.e. when
applying the transitions in 𝑢𝑗 to 𝜉𝑗 the symbol at 𝜀 changes from 𝜉𝑗(𝜀) to 𝜁𝑗(𝜀), and whose
labels in the 𝑖-th subtree are consistent with trees from 𝜉𝑖1, 𝜁
𝑖
1, …, 𝜉
𝑖
𝑚𝑖, 𝜁
𝑖
𝑚𝑖 that correspond (i.e.
have the same indices) to the variables 𝑢𝑗.
The claim of this lemma immediately follows from ⋀𝑆∈𝑁i 𝑃(𝑆). ∎
Proposition 3.42 (taken from Den16a, proposition 17). 𝑠-MCFL(𝛴) ⊇ 𝑠-TSA(𝛴) for any set
𝛴 and number 𝑠 ∈ ℕ+.
Proof. There is an MCFG 𝐺(ℳ) such that ℒ(𝐺) = {⟦𝜃⟧ ∣ 𝜃 ∈ ℒ(𝐺′(ℳ))} because ⟦⋅⟧ is a
homomorphism and 𝑘-MCFLs are closed under homomorphisms [Sek+91, theorem 3.9]. Then
ℒ(ℳ) = {⟦𝜃⟧ ∣ 𝜃 ∈ Runsaccℳ} = {⟦𝜃⟧ ∣ 𝜃 ∈ ℒ(𝐺
′(ℳ))} (by lemma 3.41)
= ℒ(𝐺(ℳ)) (by def. of 𝐺(ℳ)) ∎
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3.3.3 The theorem and the weighted case
Let us repeat theorem 3.19 from page 73 and provide the proof.
Theorem 3.19 (taken from Den16a, theorem 18). 𝑠-MCFL(𝛴) = 𝑠-TSL(𝛴) for any set 𝛴 and
number 𝑠 ∈ ℕ+.
Proof. We get “⊆” from proposition 3.35 and “⊇” from proposition 3.42. ∎
By combining the above theoremwith the decomposition and closure results from section 2.3.4,
we obtain the following theorem:
Theorem 3.43. Let 𝛴 be a set, 𝑠 ∈ ℕ+ be a number, and 𝒜 be a complete commutative semiring.
Then 𝑠-MCFL(𝛴, 𝒜) = 𝑠-TSL(𝛴, 𝒜).
Proof. In the following, we will denote
• the set of all languages recognised by an 𝑠-restricted and unambiguous tree-stack au-
tomaton with terminals from 𝛥 by 𝑠u-TSL(𝛥);
• the set of all languages recognised by an 𝑠-restricted, unambiguous, and 𝜀-free tree-stack
automaton with terminals from 𝛥 by 𝑠u𝜀-TSL(𝛥); and
• the set of all languages recognised by an unambiguous 𝑠-MCFG with terminals from 𝛥
by 𝑠u-MCFL(𝛥).
Let 𝐿: 𝛴∗ → 𝒜 be a weighted language. We derive
𝐿 ∈ 𝑠-TSL(𝛴, 𝒜)
⟺ ∃set 𝛥, ℎ ∈ HOM(𝛥, 𝛴, 𝒜), 𝐿′ ∈ 𝑠u𝜀-TSL(𝛥): 𝐿 = ℎ(𝐿′) (by lemma 2.75)
⟺ ∃set 𝛥′, ℎ ∈ HOM(𝛥′, 𝛴, 𝒜), 𝐿′ ∈ 𝑠u-MCFL(𝛥′): 𝐿 = ℎ(𝐿′) (by ⋆)
⟺ 𝐿 ∈ 𝑠-MCFL(𝛴, 𝒜) (by lemma 2.74 and ⋆⋆)
where (⋆⋆) holds because the constructions for lemma 2.74 preserve fanout 𝑠.
In the remainder, we show (⋆), i.e. HOM(𝛥, 𝛥′)(𝑠u𝜀-TSL(𝛥)) = 𝑠u-MCFL(𝛥′) where
𝛥′ = 𝛥 ∪ {⊥} for some new symbol ⊥ ∉ 𝛥.
• HOM(𝛥′, 𝛥)(𝑠u𝜀-TSL(𝛥′)) ⊆ 𝑠u𝜀-TSL(𝛥) ⊆ 𝑠u-MCFL(𝛥) follows from theorem 3.19
and the fact that the construction preserves unambiguity.
• 𝑠u-MCFL(𝛥) ⊆ 𝑠u-TSL(𝛥) also follows from theorem 3.19 and the fact that the con-
struction preserves unambiguity.
• 𝑠u-TSL(𝛥) ⊆ HOM(𝛥′, 𝛥)(𝑠u𝜀-TSL(𝛥′)) can be shown by replacing in the 𝛥′-side
of the inequation each 𝜀-transition with a ⊥-transition (that has the same source state,
target state, and instruction as the replaced 𝜀-transition) and choosing an element of
HOM(𝛥′, 𝛥) that deletes ⊥’s and acts as identity on the subset 𝛥 ⊆ 𝛥′.
The extra homomorphism on the left-hand side of (⋆) disappears in the chain of equivalences
because of lemma 2.73. ∎
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3.4 Related formalisms
Let us compare tree-stack automata to several similar automata formalisms from the literature:
• The relation between Turing machines [Tur37; Tur38] and tree-stack automata was dis-
cussed at the beginning of section 3.2.2. In short: the classes of languages recognised by
tree-stack automata and by Turing machines are the same.
• A (one-way non-deterministic) stack automaton [GGH67] has an input tape, a current state,
and a stack (which corresponds to our tree stack). The state behaviour and the reading
of the input tape are the same in both formalisms. The stack of a stack automaton does
not branch which makes it a monadic tree-stack. A stack automaton is only allowed
to write to the stack if it is at the top of the stack whereas a tree-stack automaton may
always write to the tree stack. Tree-stack automata are strictly more powerful than stack
automata because each language recognised by a stack automaton is context-sensitive
[HU69, theorem 13.7].
• The register tree pushdown transducers of Filé [Fil86, definition 1.4] also operate with
the help of a tree stack: Their configurations contain a derivation tree of a CFG and a
designated node 𝑛 in the tree. They are transducers from (derivation) trees to a so-called
semantic domain. To get as close to tree-stack automata as possible, we choose a string-
tuple algebra as the semantic domain. The derivation tree is given as the input of the
transducer. Each node of the derivation tree is associated with assignment rules that
define how so-called attributes of the node are calculated from attributes of its parent
and its children. One could say that the attribute of a node depends on the attributes
from which it is calculated (according to the assignment rules). During the evaluation of
the derivation tree, the register tree pushdown transducers follows these dependencies
(using a specific evaluation strategy). Therefore, the symbols of the output string-tuple
are, in contrast to tree-stack automata, not produced from left to right during the run.
• Let us consider deterministic tree-walking transducers (short: DTWTs) [AU71; we use the
definition of Wei92]. The input of a DTWT is a parse tree (i.e. a tree of terminals and
non-terminals) of an 𝜀-free context-free grammar.13 The difference between terminals
and non-terminals is immaterial for the DTWT, hence the set of all terminals and non-
terminals corresponds to the set of stack symbols of a TSA. The output is a string. The
instructions allowed on the tree are “stay” (corresponds to “id” in a TSA), “up” (corresponds
to “down” in a TSA), and “d(𝑘)” (for 𝑘 ∈ ℕ+, corresponds “up(𝑘)” in a TSA). A DTWT
has a transition function (instead of a transition relation, since DTWTs deterministic and
total). The transition function maps a tuple of state and stack symbol to a triple of state,
instruction, and string of output symbols. The inspection of the stack symbol corresponds
to an equals-instruction in a TSA. With the help of its states and instructions, a DTWT
can check if a given tree is in fact a parse tree of its underlying context-free grammar.
Hence, instead of the parse tree to be given to the DTWT, we could consider that it is
guessed node-by-node during the run of the DTWT. Adopting this view, we can consider
the first visit of a node of the parse tree as a push in the sense of a TSA. A DTWT has no
13A context-free grammar is called 𝜀-free if it contains no rule with 𝜀 on the right-hand side.
92
3.4 Related formalisms
aspect that corresponds to the bottom-instruction of a TSA; but “bottom” is not essential:
We can simply require that the initial non-terminal 𝑆 of the underlying CFG does not
occur on the right-hand side of any rule and then use an equals(𝑆)-instruction instead of
the bottom-instruction.
In conclusion, we can see that DTWTs and TSAs are quite similar. The two differences
are that there is no write-instruction in DTWTs and that DTWTs are deterministic. In
terms of expressive power, DTWTs and restricted TSAs are equivalent since they are both
equivalent to MCFGs (evident from Weir [Wei92, page 138] and theorem 3.19). This is
easily explained by the fact that every DTWT can be converted to an equivalent restricted
DTWT:14 The only way for a DTWT to be unrestricted is to have a loop that allows it to
execute an up-instruction arbitrarily often. But since a DTWT is deterministic, a loop
that is once started would never terminate. Hence, all loops can be removed from the
DTWT without changing its recognised language.
• While our tree-stack automata generalise stack automata by allowing the stack to branch
upwards (i.e. the root of the tree is the bottom of the stack), the tree-stack automata of
Golubski and Lippe [GL96] generalise specific15 stack automata by allowing the stack
to branch downwards (i.e. the root of the tree is the top of the stack). The tree-stack
automata of Golubski and Lippe [GL96] have a read-mode in which the stack-pointer
may be moved, but the stack may not be modified, and a write-mode in which the stack-
pointer is at the root of the tree and the stack can be modified. Our tree-stack automata
do not have distinct write- or read-modes: they can always write and always move the
stack pointer. Due to the read- and write-modes of Golubski and Lippe [GL96], their
tree-stack automata are not equivalent to Turing machines. The tree-stack automata of
Golubski and Lippe [GL96] and our restricted tree-stack automata are incomparable with
respect to their expressive power. This is evident from theorem 3.19, figure A.1, Golubski
and Lippe [GL96, figure 4], and Golubski and Lippe [GL96, example on page 232].
• The thread automata of Villemonte de la Clergerie [Vil02a; Vil02b, section 2] also use a
tree-stack: The tree is called a thread store and the stack-pointer is called active thread.
Thread automata are introduced as a framework to design chart parsers for diverse gram-
mar formalisms (such as tree-adjoining grammars and simple ordered range concatenation
grammars). To make the resulting chart parsers efficient, a thread automaton has compo-
nents such as a triggering function that are instantiated based on the concrete grammar
formalism that we want to parse. The influence of these components on the expressive
power of thread automata is not clear to the author. Hence, we omit the comparison of
thread automata and tree-stack automata in terms of expressive power.
14The definition is the same as for TSAs: A DTWT ℳ is called restricted if the number of times that a node is
entered from below is bounded by a constant for each run of ℳ.
15Golubski and Lippe [GL96] consider stack automata where modifications are only allowed at the top of the stack.
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4 Approximation of weighted automata
with data storage
This chapter is a revised version of sections 4 and 5 of T. Denkinger. “Approximation of
Weighted Automata with Storage”. In: Proceedings of the Eighth International Symposium on
Games, Automata, Logics and Formal Verification. Vol. 256. Electronic Proceedings in Theoretical
Computer Science. Open Publishing Association, Sept. 2017, pp. 91–105. doi: 10.4204/eptcs.
256.7.
4.1 Introduction
Powerful language models make it easy to model the phenomena that occur in natural languages.
For example, context-free grammars easily permit (in comparison to finite-state automata)
modelling dependencies between constituents that are (arbitrarily) far apart in the sentence.
On the other hand, many applications of language models (e.g. in translation systems or in
speech recognition systems) require algorithms to be more efficient in time and space than can
be achieved with powerful language models. Methods for the approximation of language models
allow us to compromise between easy modelling and efficient algorithms: First, a language is
modelled with a powerful formalism, such as context-free grammars, resulting in what is called
a fine language model. Then, with the help of a so-called approximation strategy , this language
model is converted into a less powerful formalism. The result of the conversion is called a coarse
language model. The conversion is lossy since the powerful formalism might cover phenomena
that the less powerful formalism does not. In particular, there might be strings that are allowed
in the fine language model but not in the coarse language model and vice versa. Finally, we can
use the coarse language model in the design of our algorithms, providing us with the desired
efficiency. The hope is that the coarse language model is sufficiently close to the fine language
model to obtain results that are good enough for the specific practical application. (In section 6.3,
we will even see an algorithm that allows us to use a coarse language model to increase the
efficiency of an algorithm that works on a fine language model. This approach gives us the best
of both worlds: efficiency and powerful formalisms. However, the gain in efficiency is highly
dependent on the choice of the approximation strategy.)
In order to approximate context-free grammars it is common (but not exclusive [e.g. Ned00;
Cha+06]) to first construct an equivalent pushdown automaton and then approximate this
automaton [KT81; Pul86; LL87; BS90; PW91; Eva97; Joh98], e.g. by restricting the height of
the pushdown. We extend this idea in section 4.2 to automata with data storage (section 2.2.4).
This allows us to use arbitrary data storage (instead of only pushdowns), and thus extends the
theory to a wide variety of language classes, e.g. to multiple context-free languages using the
automaton characterisation presented in chapter 3. The approximation of multiple context-free
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𝐶 𝐶′
𝐶 𝐶′
𝐴
𝐴
𝑖 𝐴(𝑖)
Figure 4.3: Sketch of the construction of 𝐴(𝑖) in definition 4.2.
languages has been studied from a grammar-based point of view [BL05; Cra12]. Section 4.3
complements this with an automaton-based perspective. In section 4.4, we show that the theory
presented in section 4.2 can be extended to the weighted setting.
4.2 Approximation of (unweighted) automata with data storage
An approximation strategy maps a data storage to another data storage. It is specified in terms
of storage configurations and naturally extended to instructions, data storages, transitions, and
automata with data storage.
Definition 4.1 (taken from Den17a, definition 13). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage.
An approximation strategy is a partial function 𝐴: 𝐶 ‧‧➡ 𝐶′ for some set 𝐶′. □
Definition 4.2 (taken from Den17a, definition 13). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage
and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an approximation strategy. The approximation of DS with respect to 𝐴,
denoted by 𝐴(DS), is the data storage (𝐶′, 𝐴(𝐼), 𝐴(𝐶i), 𝐴(𝐶f)) where
• 𝐴(𝐼) = {𝐴(𝑖) ∣ 𝑖 ∈ 𝐼} with 𝐴(𝑖) = 𝐴−1 ; 𝑖 ; 𝐴 for every 𝑖 ∈ 𝐼,
• 𝐴(𝐶i) = {𝐴(𝑐) ∣ 𝑐 ∈ 𝐶i}, and
• 𝐴(𝐶f) = {𝐴(𝑐) ∣ 𝑐 ∈ 𝐶f}. □
Since we chose 𝐴(𝑖) = 𝐴−1 ; 𝑖 ; 𝐴 in definition 4.2, the diagram in figure 4.3 commutes, i.e.
𝐴 ; 𝐴(𝑖) = 𝑖 ; 𝐴 for any instruction 𝑖.1
Definition 4.4 (taken from Den17a, definition 13). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage
and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an approximation strategy. We call 𝐴 DS-proper if (𝐴−1 ; 𝑖 ; 𝐴)(𝑐′) is finite
for each 𝑖 ∈ 𝐼 and 𝑐′ ∈ 𝐶′. □
Example 4.5 (taken fromDen17a, example 15). Recall the data storageCount from example 2.30.
Furthermore, consider the approximation strategy 𝐴o: ℕ → {odd} ∪ {2𝑛 ∣ 𝑛 ∈ ℕ} that assigns
to every odd number the value odd and to every even number the number itself. Then 𝐴o is not
Count-proper since (𝐴−1o ; inc ; 𝐴o)(odd) = (𝐴−1o ; dec ; 𝐴o)(odd) = {2𝑛 ∣ 𝑛 ∈ ℕ} is not finite.
1A (relation) diagram is a directed graph whose vertices represent sets and whose edges represent binary relations
between those sets. The closure of a path in such a diagram is obtained by composing the relations represented
by the edges on the path in the order indicated by the arrows. We say that a diagram commutes if, for any two
vertices, the closures of all paths between the two vertices are the same. A diagram that commutes is called a
commutative diagram. You may consult Mendelson [Men62, chapter I, section 7] for further details on diagrams.
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{0, 2, 4, …} {even}
{1, 3, 5, …} {odd}
𝐴eo
𝐴eo
inc 𝐴eo(inc)
{1, 3, 5, …} {odd}
{2, 4, 6, …} {even}
𝐴eo
𝐴eo
inc 𝐴eo(inc)
Figure 4.6: Concrete example for the approximation of inc, cf. example 4.5.
Now consider the approximation strategy 𝐴eo: ℕ → {even, odd} that returns odd for every
odd number and even otherwise. This approximation strategy is Count-proper since (𝐴−1eo ;
inc ; 𝐴eo)(even) = (𝐴−1eo ; dec ; 𝐴eo)(even) = {odd} and (𝐴−1eo ; inc ; 𝐴eo)(odd) = (𝐴−1eo ; dec ;
𝐴eo)(odd) = {even} are finite. The construction of 𝐴eo(inc) is shown in figure 4.6. □
Definition 4.7 (taken from Den17a, definition 16). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage,
ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an automaton with data storage, and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an ap-
proximation strategy. The approximation of ℳ with respect to 𝐴, denoted by 𝐴(ℳ), is the
automaton with data storage (𝑄, 𝐴(DS), 𝛴, 𝑄i, 𝑄f, 𝐴(𝑇 )) where 𝐴(𝑇 ) = {𝐴(𝜏) ∣ 𝜏 ∈ 𝑇 } and
𝐴(𝜏) = (𝑞, 𝐴(𝑖), 𝑢, 𝑞′) for each 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇. □
Example 4.8 (taken from Den17a, example 17). Let 𝛴 = {a, b}. Consider the automata
ℳ = ([3],Count, 𝛴, {1}, {3}, 𝑇 ) and 𝐴eo(ℳ) = ([3], 𝐴eo(Count), 𝛴, {1}, {3}, 𝐴eo(𝑇 )) with
𝑇 : 𝜏1 = (1, inc , a, 1)
𝜏2 = (1, dec , b, 2)
𝜏3 = (2, dec , b, 2)
𝜏4 = (2, id({0}), 𝜀, 3)
𝐴eo(𝑇 ): 𝐴eo(𝜏1) = (1, toggle , a, 1)
𝐴eo(𝜏2) = (1, toggle , b, 2)
𝐴eo(𝜏3) = (2, toggle , b, 2)
𝐴eo(𝜏4) = (2, id({even}), 𝜀, 3)
where 𝐴eo(inc) = toggle = 𝐴eo(dec) with
toggle = {(even, odd), (odd, even)}
and 𝐴eo(id({0})) = id({even}) are the instructions of 𝐴eo(Count). The graphs of ℳ and
𝐴eo(ℳ) are shown in figure 4.9.
The word aabb ∈ {a, b}∗ is recognised by both automata:
ℳ: (1, 0, aabb)
⊢𝜏1 (1, 1, abb)
⊢𝜏1 (1, 2, bb)
⊢𝜏2 (2, 1, b)
⊢𝜏3 (2, 0, 𝜀)
⊢𝜏4 (3, 0, 𝜀)
𝐴eo(ℳ): (1, even, aabb)
⊢𝐴eo(𝜏1) (1, odd, abb)
⊢𝐴eo(𝜏1) (1, even, bb)
⊢𝐴eo(𝜏2) (2, odd, b)
⊢𝐴eo(𝜏3) (2, even, 𝜀)
⊢𝐴eo(𝜏4) (3, even, 𝜀).
On the other hand, the word bb can be recognised by 𝐴eo(ℳ) but not by ℳ:
(1, even, bb) ⊢𝐴eo(𝜏2) (2, odd, b) ⊢𝐴eo(𝜏3) (2, even, 𝜀) ⊢𝐴eo(𝜏4) (3, even, 𝜀). □
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ℳ: 1start 2 3
⟨inc, a⟩
⟨dec, b⟩
⟨dec, b⟩
⟨id({0}), 𝜀⟩
𝐴eo(ℳ): 1start 2 3
⟨toggle, a⟩
⟨toggle, b⟩
⟨toggle, b⟩
⟨id({even}), 𝜀⟩
Figure 4.9: The automata ℳ and 𝐴eo(ℳ) from example 4.8
𝐶
𝐶1 𝐶2
𝐴1 𝐴2
∃
(a) 𝐴1 is finer than 𝐴2
𝐶
𝐶1 𝐶2
𝐴1 𝐴2
∃
(b) 𝐴1 is less partial than 𝐴2
Figure 4.12: Illustration of definition 4.13 using commutative diagrams. Dashed arrows represent
partial functions, solid arrows represent total functions, dashed arrows with hooks
represent injective partial functions, and arrows labelled with ∃ denote that such
an arrow exists.
Observation 4.10 (taken from Den17a, observation 18). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f), ℳ be a
(DS, 𝛴)-automaton, and 𝐴1: 𝐶 ‧‧➡ ̄𝐶 and 𝐴2: ̄𝐶 ‧‧➡ 𝐶′ be approximation strategies. Then
𝐴2(𝐴1(DS)) = (𝐴1 ; 𝐴2)(DS) and 𝐴2(𝐴1(ℳ)) = (𝐴1 ; 𝐴2)(ℳ).
Proof. Follows directly from definitions 4.2 and 4.7. ∎
Observation 4.11 (taken from Den17a, observation 18). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f), ℳ be a
(DS, 𝛴)-automaton, and 𝐴1: 𝐶 ‧‧➡ ̄𝐶 and 𝐴2: ̄𝐶 ‧‧➡ 𝐶′ be approximation strategies. If 𝐴1 is
DS-proper and 𝐴2 is 𝐴1(DS)-proper, then 𝐴2(𝐴1(DS)) is DS-proper.
Proof. Follows directly from definitions 4.2 and 4.4. ∎
We call an approximation strategy total if it is a total function and we call it injective if
it is an injective partial function. The distinction between total and injective approximation
strategies allows us to define two preorders on approximation strategies (definition 4.13) and
provides us with simple criteria to ensure that an approximation strategy leads to a superset
(proposition 4.15) or a subset approximation (proposition 4.20).
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Definition 4.13 (taken from Den17a, definition 19). Let 𝐴1: 𝐶 ‧‧➡ 𝐶1 and 𝐴2: 𝐶 ‧‧➡ 𝐶2 be
approximation strategies. We call 𝐴1 finer than 𝐴2, denoted by 𝐴1 ⪯ 𝐴2, if there is a total
approximation strategy 𝐴: 𝐶1 → 𝐶2 with 𝐴1 ;𝐴 = 𝐴2. We call 𝐴1 less partial than 𝐴2, denoted
by 𝐴1 ⊑ 𝐴2, if there is an injective approximation strategy 𝐴: 𝐶1 ‧‧➡𝐶2 with 𝐴1 ;𝐴 = 𝐴2. □
4.2.1 Superset approximations
In this section we will show that total approximation strategies lead to superset approximations.
Lemma 4.14 (taken from Den17a, lemma 20). Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an automaton
where DS = (𝐶, 𝐼, 𝐶i, 𝐶f), and 𝐴: 𝐶 → 𝐶′ be a total approximation strategy. Then for each
𝜃 ∈ 𝑇 ∗, 𝑞, 𝑞′ ∈ 𝑄, 𝑐, 𝑐′ ∈ 𝐶, and 𝑤, 𝑤′ ∈ 𝛴∗, the following holds:
(𝑞, 𝑐, 𝑤) ⊢𝜃 (𝑞′, 𝑐′, 𝑤′) ⟹ (𝑞, 𝐴(𝑐), 𝑤) ⊢𝐴(𝜃) (𝑞′, 𝐴(𝑐′), 𝑤′)
Proof. The claim can be shown by induction on the length of 𝜃.
Induction base: The induction base is given by the string 𝜃 = 𝜀 of length 0.
Induction step: We assume that the above claim holds for all strings 𝜃 ∈ 𝑇 ∗ of length 𝑛. Let
𝑞, 𝑞′ ∈ 𝑄, 𝑐, 𝑐′ ∈ 𝐶, 𝑤, 𝑤′ ∈ 𝛴∗, 𝜃 ∈ 𝑇 𝑛, and 𝜏 ∈ 𝑇 such that (𝑞, 𝑐, 𝑤) ⊢𝜃𝜏 (𝑞′, 𝑐′, 𝑤′). Then
there are 𝑢 ∈ 𝛴∗, 𝑣 ∈ 𝛴 ∪ {𝜀}, and a configuration ( ̄𝑞, ̄𝑐, 𝑣𝑤′) ∈ 𝑄 × 𝐶 × 𝛴∗ such that
𝑤 = 𝑢𝑣𝑤′ and (𝑞, 𝑐, 𝑢𝑣𝑤′) ⊢𝜃 ( ̄𝑞, ̄𝑐, 𝑣𝑤′) ⊢𝜏 (𝑞′, 𝑐′, 𝑤′). Hence 𝜏 has the form ( ̄𝑞, 𝑖, 𝑣, 𝑞′)
for some 𝑖 ∈ 𝐼 with ( ̄𝑐, 𝑐′) ∈ 𝑖. By induction hypothesis, we have (𝑞, 𝐴(𝑐), 𝑢𝑣𝑤′) ⊢𝐴(𝜃)
( ̄𝑞, 𝐴( ̄𝑐), 𝑣𝑤′) and by definition 4.7, we know that 𝐴(𝜏) = ( ̄𝑞, 𝐴(𝑖), 𝑣, 𝑞′) ∈ 𝐴(𝑇 ). Note that
𝐴(𝑐′) ∈ 𝐶′ exists since 𝐴 is a total function. Now from definition 4.2, we immediately obtain
that (𝐴( ̄𝑐), 𝐴(𝑐′)) ∈ 𝐴(𝑖). Since the states and the read string of terminals (or 𝜀) are taken
over in 𝐴(𝜏), we therefore know that ( ̄𝑞, 𝐴( ̄𝑐), 𝑣𝑤′) ⊢𝐴(𝜏) (𝑞′, 𝐴(𝑐′), 𝑤′). ∎
Proposition 4.15 (taken from Den17a, theorem 21). Let ℳ be a (DS, 𝛴)-automaton with DS =
(𝐶, 𝐼, 𝐶i, 𝐶f) and let 𝐴: 𝐶 → 𝐶′ be a total approximation strategy. Then ℒ(𝐴(ℳ)) ⊇ ℒ(ℳ).
Proof. The claim follows immediately from lemma 4.14 and the definition of 𝐴(ℳ). ∎
Example 4.16 (taken from Den17a, example 22). Recall ℳ and 𝐴eo(ℳ) from example 4.8.
Their recognised languages are ℒ(ℳ) = {a𝑛b𝑛 ∣ 𝑛 ∈ ℕ+} and ℒ(𝐴eo(ℳ)) = {a𝑚b𝑛 ∣ 𝑚 ∈
ℕ, 𝑛 ∈ ℕ+, 𝑚 ≡ 𝑛 mod 2}. Thus, ℒ(𝐴eo(ℳ)) is a superset of ℒ(ℳ). □
Corollary 4.17. Let ℳ be a (DS, 𝛴)-automaton, and 𝐴1: 𝐶 ‧‧➡ 𝐶1 and 𝐴2: 𝐶 ‧‧➡ 𝐶2 be
approximation strategies. If 𝐴1 is finer than 𝐴2, then ℒ(𝐴1(ℳ)) ⊆ ℒ(𝐴2(ℳ)).
Proof. Since 𝐴1 is finer than 𝐴2, there is a total approximation strategy 𝐴: 𝐶1 → 𝐶2 such that
𝐴1 ; 𝐴 = 𝐴2. Hence we obtain
ℒ(𝐴1(ℳ)) ⊆ ℒ(𝐴(𝐴1(ℳ))) (by proposition 4.15)
= ℒ((𝐴1 ; 𝐴)(ℳ)) (by observation 4.10)
= ℒ(𝐴2(ℳ)). ∎
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The following example shows four approximation strategies that occur in the literature. The
first three approximation strategies approximate a context-free language by a recognisable
language (taken from Nederhof [Ned00, Sec. 7]). The fourth approximation strategy approxi-
mates a context-free language by another context-free language. It is easy to see that the shown
approximation strategies are total and thus lead to superset approximations.
Example 4.18 (taken from Den17a, example 24). Let 𝛤 be a set and 𝑘 ∈ ℕ+.
(i) Evans [Eva97] proposed to map each pushdown to its top-most element. The same result
is achieved by dropping conditions 7 and 8 from Baker [Bak81]. This idea is expressed by
the total approximation strategy 𝐴top: 𝛤 ∗ → 𝛤 ∪ {@} where
𝐴top(𝑐) = {
@ if 𝑐 = 𝜀
𝛾 if 𝑐 is of the form 𝛾𝑐′ with 𝛾 ∈ 𝛤
}
for each 𝑐 ∈ 𝛤 ∗. 𝐴top is PD(𝛤 )-proper if and only if 𝛤 is finite.
(ii) Bermudez and Schimpf [BS90] proposed to map each pushdown to its top-most 𝑘 elements.
This idea is expressed by the total approximation strategy 𝐴top,𝑘: 𝛤 ∗ → {𝑤 ∈ 𝛤 ∗ ∣ |𝑤| ≤
𝑘} where
𝐴top,𝑘(𝑐) = {
𝑐 if |𝑐| ≤ 𝑘
𝑢 if 𝑐 is of the form 𝑢𝑣 with 𝑢 ∈ 𝛤 𝑘 and 𝑣 ∈ 𝛤 +
}
for each 𝑐 ∈ 𝛤 ∗. 𝐴top,𝑘 is PD(𝛤 )-proper if and only if 𝛤 is finite.
(iii) Pereira and Wright [PW91] proposed to map each pushdown to one where no pushdown
symbol occurs more than once. To achieve this, they replace in the given pushdown
𝑤 each sub-string of the form 𝛾𝑤′𝛾 (for some 𝛾 ∈ 𝛤 and 𝑤′ ∈ 𝛤 ∗) by the symbol 𝛾:
Consider the total approximation strategy 𝐴uniq: 𝛤 ∗ → Seqnr(𝛤 ) where
• Seqnr(𝛤 ) denotes the set of all strings over 𝛤 without repetition and
• 𝐴uniq(𝑐) = {
𝐴uniq(𝑢𝛾𝑤) if 𝑐 is of the form 𝑢𝛾𝑣𝛾𝑤 with 𝛾 ∈ 𝛤
𝑐 otherwise
} for each 𝑐 ∈
𝛤 ∗.
𝐴uniq is PD(𝛤 )-proper if and only if 𝛤 is finite.
(iv) In their coarse-to-fine parsing approach for CFGs, Charniak, Pozar, Vu, Johnson, Elsner,
Austerweil, Ellis, Haxton, Hill, Shrivaths, and Moore [Cha+06] propose, given an equiva-
lence relation ≡ on the set of non-terminals 𝑁 of some CFG 𝐺, to construct a new CFG
𝐺′ whose non-terminals are the equivalence classes of ≡. Let 𝛴 be the terminal alphabet
of 𝐺. Say that 𝑔: 𝑁 → 𝑁/≡ is the function that assigns for a nonterminal of 𝐺 its corre-
sponding equivalence class; and let 𝑔′: (𝑁 ∪ 𝛴)∗ → ((𝑁/≡) ∪ 𝛴)∗ be an extension of
𝑔∪{(𝜎, 𝜎) ∣ 𝜎 ∈ 𝛴} to strings of terminals and non-terminals. Then ℒ(𝑔′(ℳ)) = ℒ(𝐺′)
where ℳ is the (PD(𝑁 ∪ 𝛴), 𝛴)-automaton obtained from 𝐺 by the usual construction
[HU79, Thm. 5.3]. The approximation strategy 𝑔′ is PD(𝑁 ∪ 𝛴)-proper. □
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4.2.2 Subset approximations
In this section we will show that injective approximation strategies lead to a subset approxima-
tion, this is proved by a variation of the proof of proposition 4.15.
Lemma 4.19 (taken from Den17a, lemma 25). Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an automaton
where DS = (𝐶, 𝐼, 𝐶i, 𝐶f), and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an injective approximation strategy. Then
for each 𝜃 ∈ 𝑇 ∗, 𝑞, 𝑞′ ∈ 𝑄, 𝑐, 𝑐′ ∈ img(𝐴), and 𝑤, 𝑤′ ∈ 𝛴∗: (𝑞, 𝑐, 𝑤) ⊢𝐴(𝜃) (𝑞′, 𝑐′, 𝑤′) ⟹
(𝑞, 𝐴−1(𝑐), 𝑤) ⊢𝜃 (𝑞′, 𝐴−1(𝑐′), 𝑤′).
Proof idea. The claim can be shown by straightforward induction on the length of 𝜃.
Proof. Induction base: The induction base is given by the string 𝜃 = 𝜀 of length 0.
Induction step: We assume that the above claim holds for all strings of length 𝑛. Let 𝑞, 𝑞′ ∈ 𝑄,
𝑐, 𝑐′ ∈ img(𝐴), 𝑤, 𝑤′ ∈ 𝛴∗, 𝜃 ∈ 𝑇 𝑛, and 𝜏 ∈ 𝑇 such that (𝑞, 𝑐, 𝑤) ⊢𝐴(𝜃𝜏) (𝑞′, 𝑐′, 𝑤′). Then
there are 𝑢 ∈ 𝛴∗, 𝑣 ∈ 𝛴∗, ̄𝑞 ∈ 𝑄, and ̄𝑐 ∈ img(𝐴) such that 𝑤 = 𝑢𝑣𝑤′ and
(𝑞, 𝑐, 𝑢𝑣𝑤′) ⊢𝐴(𝜃) ( ̄𝑞, ̄𝑐, 𝑣𝑤′) ⊢𝐴(𝜏) (𝑞′, 𝑐′, 𝑤′).
Hence 𝐴(𝜏) has the form ( ̄𝑞, 𝐴(𝑖), 𝑣, 𝑞′) for some 𝑖 ∈ 𝐼 such that ( ̄𝑐, 𝑐′) ∈ 𝐴(𝑖). By induction
hypothesis, we have (𝑞, 𝐴−1(𝑐), 𝑢𝑣𝑤′) ⊢𝜃 ( ̄𝑞, 𝐴−1( ̄𝑐), 𝑣𝑤′) and by definition 4.7 we know
that 𝜏 = ( ̄𝑞, 𝑖, 𝑣, 𝑞′) ∈ 𝑇. Note that 𝐴−1(𝑐′) is uniquely defined since 𝑐′ ∈ img(𝐴) and 𝐴 is
injective. Now from definition 4.2, we immediately obtain that (𝐴−1( ̄𝑐), 𝐴−1(𝑐′)) ∈ 𝑖. Since
the states and the read string of terminals are taken over in 𝐴(𝜏), we therefore know that
( ̄𝑞, 𝐴−1( ̄𝑐), 𝑣𝑤′) ⊢𝜏 (𝑞′, 𝐴−1(𝑐′), 𝑤′). ∎
Proposition 4.20 (taken from Den17a, theorem 26). Let ℳ be a (DS, 𝛴)-automaton where
DS = (𝐶, 𝐼, 𝐶i, 𝐶f) and 𝐴: 𝐶 ‧‧➡𝐶′ be an injective approximation strategy. Then ℒ(𝐴(ℳ)) ⊆
ℒ(ℳ).
Proof. The claim follows immediately from lemma 4.19 and the definition of 𝐴(ℳ). ∎
Corollary 4.22 (taken from Den17a, corollary 27). Let ℳ be a (DS, 𝛴)-automaton, and
𝐴1: 𝐶 ‧‧➡ 𝐶1 and 𝐴2: 𝐶 ‧‧➡ 𝐶2 be approximation strategies. If 𝐴1 is less partial than 𝐴2,
then ℒ(𝐴1(ℳ)) ⊇ ℒ(𝐴2(ℳ)).
Proof. Since 𝐴1 is less partial than 𝐴2, we know that there is an injective approximation strategy
𝐴 such that 𝐴1 ; 𝐴 = 𝐴2. Hence we obtain
ℒ(𝐴1(ℳ)) ⊇ ℒ(𝐴(𝐴1(ℳ))) (by proposition 4.20)
= ℒ((𝐴1 ; 𝐴)(ℳ)) (by observation 4.10)
= ℒ(𝐴2(ℳ)). ∎
The following example approximates a context-free language with a recognisable language
(taken from Nederhof [Ned00, Sec. 7]). It is easy to see that the shown approximation strategy
is injective and thus leads to subset approximations.
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𝐶
𝐶1
𝐶2
𝐴1
𝐴2
∃ implies ℒ(𝐴1(ℳ)) ⊆ ℒ(𝐴2(ℳ))
(a) Illustration of corollary 4.17
𝐶
𝐶1
𝐶2
𝐴1
𝐴2
∃ implies ℒ(𝐴1(ℳ)) ⊇ ℒ(𝐴2(ℳ))
(b) Illustration of corollary 4.22
Figure 4.21: Illustrations of corollaries 4.17 and 4.22 using commutative diagrams. As in fig-
ure 4.12, dashed arrows represent partial functions, solid arrows represent total
functions, dashed arrows with hooks represent injective partial functions, and ar-
rows labelled with ∃ denote that such an arrow exists.
Example 4.23 (taken fromDen17a, example 28). Let𝛤 be a set and 𝑘 ∈ ℕ+. Krauwer and Tombe
[KT81], Pulman [Pul86], and Langendoen and Langsam [LL87] proposed to disallow pushdowns
of a height greater than 𝑘. This can be achieved by the partial identity 𝐴bd,𝑘: 𝛤 + ‧‧➡ {𝑤 ∈ 𝛤 ∣
|𝑤| ≤ 𝑘} where
𝐴bd,𝑘(𝑐) = {
𝑐 if |𝑐| ≤ 𝑘
undefined otherwise
}
for each 𝑐 ∈ 𝛤 ∗. Note that 𝐴bd,𝑘 is PD(𝛤 )-proper. □
4.2.3 Potentially incomparable approximations
The following example shows that our framework is also capable of expressing approximation
strategies that lead neither to superset nor to subset approximations.
Example 4.24 (taken from Den17a, example 29). Let 𝛤 be a set and 𝛥 be a finite set, 𝑘 ∈ ℕ+,
and 𝑔: 𝛤 → 𝛥 be a total function. For pushdown automata with an infinite pushdown alphabet,
Johnson [Joh98, end of Section 1.4] proposed to first approximate the infinite pushdown alphabet
with a finite set and then restrict the pushdown height to 𝑘. This can be easily expressed as the
composition of two approximation strategies:
𝐴incomp,𝑘: 𝛤 + ‧‧➡ {𝑤 ∣ 𝑤 ∈ 𝛥, |𝑤| ≤ 𝑘} 𝐴incomp,𝑘 = ̂𝑔 ; 𝐴bound,𝑘
where ̂𝑔: 𝛤 ∗ → 𝛥∗ is the extension of 𝑔 to strings. Let |𝛥| < |𝛤 |. Then ̂𝑔 is total but not
injective, 𝐴bd,𝑘 is injective but not total, and 𝐴incomp,𝑘 is neither total nor injective. Hence
propositions 4.15 and 4.20 provide no further insights into the approximation strategy 𝐴incomp,𝑘.
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This concurs with the observation of Johnson [Joh98, end of Section 1.4] that 𝐴incomp,𝑘 is not
guaranteed to induce either subset or superset approximations. □
4.3 Approximation of multiple context-free languages
Due to the equivalence of pushdown automata and context-free grammars [HU79, Thms. 5.3
and 5.4], the approximation strategies in examples 4.18 and 4.23 can be used for the approx-
imation of context-free languages. The framework presented in this chapter together with
the automaton characterisation of multiple context-free languages (see chapter 3) allows an
automata-theoretic view on the approximation of multiple context-free languages. Consider
the following example of a TSA.
Example 4.25 (taken from Den17a, example 36). Let 𝛴 = {a, b, c}, 𝛤 = {∗, #}, and ℳ =
([4],TSS(𝛤 ), 𝛴, {1}, {4}, 𝑇 ) be an automaton with data storage where 𝑇 contains exactly the
following seven transitions:
𝜏1 = (1, push(1, ∗) , a, 1)
𝜏2 = (1, push(1, #) , 𝜀, 2)
𝜏3 = (2, equals(#) ; down, 𝜀, 2)
𝜏4 = (2, equals(∗) ; down , b, 2)
𝜏5 = (2, bottom ; up(1) , 𝜀, 3)
𝜏6 = (3, equals(∗) ; up(1), c, 3)
𝜏7 = (3, equals(#) , 𝜀, 4)
The runs of ℳ all have a specific form: ℳ executes 𝜏1 arbitrarily often (say 𝑛 times) until
it executes 𝜏2, leading to the storage configuration 𝜁 = {(𝜀, @), (1, ∗), …, (1𝑛, ∗), (1𝑛+1, #)}
where 1𝑘 means that 1 is repeated 𝑘 times. The stack of 𝜁 is a monadic tree2 where the leaf is
labelled with #, the root is labelled with @, and the remaining 𝑛 nodes are labelled with ∗. The
stack pointer of 𝜁 points to the leaf. From this configuration ℳ executes 𝜏3 once and 𝜏4 𝑛 times
(i.e. for each ∗ on the stack), moving the stack pointer to the root. Then ℳ executes 𝜏5 once
and 𝜏6 𝑛 times, reaching the leaf again. Finally, ℳ executes 𝜏6, leading to the final state. Hence
the language of ℳ is ℒ(ℳ) = {a𝑛b𝑛c𝑛 ∣ 𝑛 ∈ ℕ}, which is not context-free. □
The approximation strategies for multiple context-free grammars from the literature can be
translated to TSAs. This is shown in the next example.
Example 4.26 (taken from Den17a, example 37). The following two approximation strategies
for multiple context-free languages are taken from the literature. Let 𝛤 be a set.
(i) Cranenburgh [Cra12, section 4] observed that the idea of example 4.18 (iv) also applies to
MCFGs. The idea can be applied to tree-stack automata similar to the way it was applied
to pushdown automata in example 4.18 (iv). The resulting data storage is still a tree-stack
storage. This approximation strategy is total and thus leads to a superset approximation.
(ii) Burden and Ljunglöf [BL05, section 4] and Cranenburgh [Cra12, section 4] proposed
to split each production of a given MCFG into multiple productions, each of fanout 1.
Since the resulting grammar is of fanout 1, it produces a context-free language and can
2A monadic tree is a tree where each node has at most one child.
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(1, push(∗) , a, 1)
(1, push(#) , 𝜀, 2)
(2, top(#) ; pop , 𝜀, 2)
(2, top(∗) ; pop , b, 2)
(2, id({𝜀}) ; push(𝛤 ), 𝜀, 3)
(3, top(∗) ; push(𝛤 ) , c, 3)
(3, top(#) ; pop , 𝜀, 4)
(1, {(𝛾, ∗) ∣ 𝛾 ∈ 𝛤 ∪ {@}} , a, 1)
(1, {(𝛾, #) ∣ 𝛾 ∈ 𝛤 ∪ {@}}, 𝜀, 2)
(2, {(#, 𝛾) ∣ 𝛾 ∈ 𝛤 ∪ {@}}, 𝜀, 2)
(2, {(∗, 𝛾) ∣ 𝛾 ∈ 𝛤 ∪ {@}} , b, 2)
(2, {(@, 𝛾) ∣ 𝛾 ∈ 𝛤 ∪ {@}}, 𝜀, 3)
(3, {(∗, 𝛾) ∣ 𝛾 ∈ 𝛤 ∪ {@}} , c, 3)
(3, {(#, #)} , 𝜀, 4)
Figure 4.27: Transitions of 𝐴cf,𝛤(ℳ) (left) and (𝐴cf,𝛤 ; 𝐴top)(ℳ) (right), taken from Den17a,
figure 2.
be recognised by a pushdown automaton. The corresponding approximation strategy in
our framework is 𝐴cf,𝛤:TS(𝛤 ∪ {@}) → 𝛤 ∗ where
𝐴cf,𝛤(⟨𝜉, 𝑛1⋯𝑛𝑘⟩) = 𝜉(𝑛1)𝜉(𝑛1𝑛2)⋯𝜉(𝑛1⋯𝑛𝑘)
for every ⟨𝜉, 𝑛1⋯𝑛𝑘⟩ ∈ TS(𝛤 ∪ {@}) with 𝑛1, …, 𝑛𝑘 ∈ ℕ+. The resulting data storage
is a pushdown storage (see example 2.34). 𝐴cf,𝛤 is total and thus leads to a superset
approximation. □
Let us apply the approximation strategies 𝐴cf,𝛤 and 𝐴cf,𝛤 ; 𝐴top (examples 4.26 and 4.18) to
the TSA ℳ from example 4.25.
Example 4.28 (taken from Den17a, example 38). Let us consider the (TSS(𝛤 ), 𝛴)-automaton
ℳ from example 4.25. Figure 4.27 shows the transitions of the (PD″(𝛤 ), 𝛴)-automaton
𝐴cf,𝛤(ℳ) on the left and the (𝐴top(PD″(𝛤 )), 𝛴)-automaton (𝐴cf,𝛤 ; 𝐴top)(ℳ) on the right.
The languages recognised by the two automata are ℒ(𝐴cf,𝛤(ℳ)) = {𝑎𝑛𝑏𝑛𝑐𝑚 ∣ 𝑛, 𝑚 ∈ ℕ}
and ℒ((𝐴cf,𝛤 ; 𝐴top)(ℳ)) = {𝑎𝑛𝑏𝑚𝑐𝑘 ∣ 𝑛, 𝑚, 𝑘 ∈ ℕ}. Clearly, ℒ(𝐴cf,𝛤(ℳ)) is a context-free
language. Since (𝐴cf ; 𝐴top)(ℳ) has finitely many storage configurations, its language is recog-
nisable by an FSA (see proposition 2.47). □
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For the remainder of this section, let (𝒜, ⊕, ⊙, 𝟘, 𝟙) be a commutative semir-
ing and ⊴ be a partial order on 𝒜 such that 𝟘 ⊴ 𝑎, 𝑎1 ⊴ 𝑎1 ⊕ 𝑎, and
𝑎1 ⊙ 𝑎 ⊴ 𝑎2 ⊙ 𝑎 for each 𝑎, 𝑎1, 𝑎2 ∈ 𝒜 with 𝑎1 ⊴ 𝑎2.3
This section will define a well-behaved extension of approximation of automata with data
storage to a weighted setting. We take “well-behaved” to mean that there are appropriate
extensions of propositions 4.15 and 4.20. The following definition gives such an extension.
Definition 4.29 (taken from Den17a, definition 32). Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇) be an 𝒜-
weighted automaton with data storage where DS = (𝐶, 𝐼, 𝐶i, 𝐶f) and let 𝐴: 𝐶 ‧‧➡ 𝐶′ be an
3Then (𝒜, ⊙, 𝟙, 𝟘, ⊴) is what we call a POCMOZ in chapter 6.
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approximation strategy. The approximation of ℳ with respect to 𝐴, denoted by 𝐴(ℳ) is the
𝒜-weighted automaton with data storage (𝑄, 𝐴(DS), 𝛴, 𝑄i, 𝑄f, 𝐴(𝜇)) where 𝐴(DS) is defined
as in definition 4.2 and
𝐴(𝜇)(𝜏 ′) = ⨁𝜏∈supp(𝜇):𝐴(𝜏)=𝜏′ 𝜇(𝜏)
for every 𝜏 ′ ∈ 𝑄 × 𝐴(𝐼)∗ × 𝛴∗ × 𝑄. □
Let us state two properties of our definition.
Lemma 4.30 (taken from Den17a, lemma 33). Let ℳ be a (DS, 𝛴, 𝒜)-automaton where DS =
(𝐶, 𝐼, 𝐶i, 𝐶f) and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an approximation strategy. Then
wt𝐴(ℳ)(𝜃′) ⊵ ⨁𝜃∈Runsℳ:𝐴(𝜃)=𝜃′ wtℳ(𝜃) for every 𝜃
′ ∈ Runs𝐴(ℳ).
Proof. Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇). We proof the claim by induction on the length of 𝜃′.
Induction base: Let 𝜃′ = 𝜀. We derive
wt𝐴(ℳ)(𝜀) = 𝟙 ⊵ 𝟙 = wtℳ(𝜀) = ⨁𝜃∈Runsℳ:𝐴(𝜃)=𝜀 wtℳ(𝜃).
Induction step: Let 𝜃′ ∈ Runs𝐴(ℳ) such that the claim holds. Furthermore, let 𝜏 ′ ∈ 𝑄 ×
𝐴(𝐼)∗ × 𝛴 × 𝑄 such that 𝜃′𝜏 ′ ∈ Runs𝐴(ℳ). Then
wt𝐴(ℳ)(𝜃′𝜏 ′) = wt𝐴(ℳ)(𝜃′) ⊙ 𝐴(𝜇)(𝜏 ′)
⊵ ( ⨁𝜃∈Runsℳ,𝐴(𝜃)=𝜃′ wtℳ(𝜃)) ⊙ 𝐴(𝜇)(𝜏
′)
(by induction hypothesis and definition of ⊴)
= ( ⨁𝜃∈Runsℳ,𝐴(𝜃)=𝜃′ wtℳ(𝜃)) ⊙ ( ⨁𝜏∈supp(𝜇): 𝐴(𝜏)=𝜏′ 𝛿(𝜏))
(by definition 4.29)
= ⨁𝜃∈Runsℳ,𝜏∈supp(𝜇): (𝐴(𝜃)=𝜃′)∧(𝐴(𝜏)=𝜏′) wtℳ(𝜃) ⊙ 𝜇(𝜏)
(by distributivity of 𝒜)
⊵ ⨁𝜃∈Runsℳ,𝜏∈supp(𝜇): 𝜃𝜏∈Runsℳ∧(𝐴(𝜃𝜏)=𝜃′𝜏′) wtℳ(𝜃) ⊙ 𝜇(𝜏)
(by (∗) and definition of ⊴)
= ⨁ ̄𝜃∈Runsℳ:(𝐴( ̄𝜃)=𝜃′𝜏′) wtℳ(
̄𝜃) (by definition 4.29)
For (∗), we note that the index set of the left sum subsumes that of the right sum and hence
⊵ is justified. ∎
Lemma 4.31 (taken from Den17a, lemma 33). Let ℳ be a (DS, 𝛴, 𝒜)-automaton where DS =
(𝐶, 𝐼, 𝐶i, 𝐶f) and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an approximation strategy. If 𝐴 is injective, then
wt𝐴(ℳ)(𝜃′) = ⨁
𝜃∈Runsℳ:𝐴(𝜃)=𝜃′
wtℳ(𝜃) for every 𝜃′ ∈ Runs𝐴(ℳ).
Proof. Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇). We proof the claim by induction on the length of 𝜃′.
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Induction base: Let 𝜃′ = 𝜀. We derive
wt𝐴(ℳ)(𝜀) = 𝟙 = wtℳ(𝜀) = ⨁𝜃∈Runsℳ:𝐴(𝜃)=𝜀 wtℳ(𝜃).
Induction step: Let 𝜃′ ∈ Runs𝐴(ℳ) such that the claim holds and let 𝜏 ′ ∈ supp(𝐴(𝜇)). Then
𝑤𝑡𝐴(ℳ)(𝜃′𝜏 ′) = wt𝐴(ℳ)(𝜃′) ⊙ 𝐴(𝜇)(𝜏 ′)
= ( ⨁𝜃∈Runsℳ,𝐴(𝜃)=𝜃′ wtℳ(𝜃)) ⊙ 𝐴(𝜇)(𝜏
′) (by induction hypothesis)
= ( ⨁𝜃∈Runsℳ,𝐴(𝜃)=𝜃′ wtℳ(𝜃)) ⊙ ( ⨁𝜏∈supp(𝜇):𝐴(𝜏)=𝜏′ 𝜇(𝜏))
(by definition 4.29)
= ⨁𝜃∈Runsℳ,𝜏∈supp(𝜇):(𝐴(𝜃)=𝜃′)∧(𝐴(𝜏)=𝜏′) wtℳ(𝜃) ⊙ 𝜇(𝜏)
(by distributivity of 𝒜)
= ⨁𝜃∈Runsℳ,𝜏∈supp(𝜇):𝜃𝜏∈Runsℳ∧(𝐴(𝜃𝜏)=𝜃′𝜏′) wtℳ(𝜃) ⊙ 𝜇(𝜏) (by (†))
= ⨁ ̄𝜃∈Runsℳ:(𝐴( ̄𝜃)=𝜃′𝜏′) wtℳ(
̄𝜃) (by definition 4.29)
For (†), we propose that the index sets of the left and the right sum are the same. This holds
true because 𝐴 is injective, 𝜃′𝜏 ′ is in Runs𝐴(ℳ), and hence (by lemma 4.19) each 𝜃𝜏 with
𝐴(𝜃𝜏) = 𝜃′𝜏 ′ is in Runsℳ. ∎
The following two propositions are straight-forward generalisations of propositions 4.15
and 4.20: Essentially, “⊆” is replaced by “⊴”. This shows that definition 4.29 is well-behaved in
the sense mentioned at the beginning of section 4.4.
Proposition 4.32 (taken from Den17a, theorem 34). Let ℳ be a (DS, 𝛴, 𝒜)-automaton where
DS = (𝐶, 𝐼, 𝐶i, 𝐶f) and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an approximation strategy.
If 𝐴 is total, then ⟦𝐴(ℳ)⟧(𝑤) ⊵ ⟦ℳ⟧(𝑤) for every 𝑤 ∈ 𝛴∗.
Proof. For every 𝑤 ∈ 𝛴∗, we derive:
⟦𝐴(ℳ)⟧(𝑤) = ⨁𝜃′∈Runsacc𝐴(ℳ)(𝑤)
wt𝐴(ℳ)(𝜃′) (by definition 2.65)
⊵ ⨁𝜃′∈Runsacc𝐴(ℳ)(𝑤)
⨁𝜃∈Runsℳ:𝐴(𝜃)=𝜃′ wtℳ(𝜃) (by (∗))
= ⨁𝜃′∈Runsacc𝐴(ℳ)(𝑤)
⨁𝜃∈Runsaccℳ(𝑤):𝐴(𝜃)=𝜃′
wtℳ(𝜃) (by definition 4.7)
= ⨁𝜃∈Runsaccℳ(𝑤)
wtℳ(𝜃) (by (†))
= ⟦ℳ⟧(𝑤) (by definition 2.65)
where (∗) follows from lemma 4.30 and the definition of ⊴. For (†), we argue that for each
𝜃 ∈ Runsℳ(𝑤) there is exactly one 𝜃′ ∈ Runs𝐴(ℳ)(𝑤) with 𝐴(𝜃) = 𝜃′ since 𝐴 is total. Hence
the left side and the right side of the equation have exactly the same addends. Then, since ⊕ is
commutative, the “=” is justified. ∎
106
4.4 Approximation of weighted automata with data storage
Proposition 4.33 (taken from Den17a, theorem 34). Let ℳ be a (DS, 𝛴, 𝒜)-automaton where
DS = (𝐶, 𝐼, 𝐶i, 𝐶f) and 𝐴: 𝐶 ‧‧➡ 𝐶′ be an approximation strategy.
If 𝐴 is injective, then ⟦𝐴(ℳ)⟧(𝑤) ⊴ ⟦ℳ⟧(𝑤) for every 𝑤 ∈ 𝛴∗.
Proof. For every 𝑤 ∈ 𝛴∗, we derive:
⟦𝐴(ℳ)⟧(𝑤) = ⨁𝜃′∈Runs𝐴(ℳ)(𝑤) wt𝐴(ℳ)(𝜃
′) (by definition 2.65)
= ⨁𝜃′∈Runs𝐴(ℳ)(𝑤) ⨁𝜃∈Runsℳ:𝐴(𝜃)=𝜃′ wtℳ(𝜃) (by lemma 4.31)
= ⨁𝜃′∈Runs𝐴(ℳ)(𝑤) ⨁𝜃∈Runsℳ(𝑤):𝐴(𝜃)=𝜃′ wtℳ(𝜃) (by definition 4.7)
⊴ ⨁𝜃∈Runsℳ(𝑤) wtℳ(𝜃) (by (‡))
= ⟦ℳ⟧(𝑤) (by definition 2.65)
For (‡), we argue that for each 𝜃 ∈ Runsℳ(𝑤) there is at most one 𝜃′ ∈ Runs𝐴(ℳ)(𝑤) with
𝐴(𝜃) = 𝜃′ since 𝐴 is a partial function. Hence all the addends on the left side of the inequality
also occur on the right side. But there may be an addend wtℳ(𝜃) on the right side which does
not occur on the left side because 𝐴(𝜃) is undefined. Then “⊴” is justified by definition of ⊴. ∎
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5 A Chomsky-Schützenberger
characterisation of weighted MCFLs
This chapter is a revised version of T. Denkinger. “A Chomsky-Schützenberger representation for
weighted multiple context-free languages”. In: Proceedings of the 12th International Conference
on Finite-State Methods and Natural Language Processing. 12. 2015. url: https://www.aclweb.
org/anthology/W15-4803 and sections 3 and 4 of T. Denkinger. “Chomsky-Schützenberger
parsing for weighted multiple context-free languages”. In: Journal of Language Modelling 5.1
(July 2017), p. 3. doi: 10.15398/jlm.v5i1.159.
5.1 Introduction
The Chomsky-Schützenberger theorem for context-free languages is widely known in formal
language theory. Intuitively, it states that context-free languages are essentially well-bracketed
strings (modulo a recognisable language and a homomorphism). A set of well-bracketed strings
is called a Dyck language; the formal definition is given in definition 5.2. A Dyck language
is a language over opening brackets from some set 𝛥 and closing brackets from some set 𝛥
where each opening bracket 𝛿 ∈ 𝛥 has exactly one closing bracket in 𝛥, denoted by ̄𝛿. The
elements of a Dyck language are all the well-matched strings of brackets. We will denote a
Dyck language with opening brackets from the set 𝛥 by D(𝛥).
Let us now recall this classic theorem.
Theorem 5.1 (taken from CS63, proposition 2). Let 𝛴 be a set and 𝐿 ⊆ 𝛴∗ be a language. The
following are equivalent:
(i) 𝐿 is a context-free language.
(ii) There is a set 𝛥, a recognisable language 𝑅 ⊆ (𝛥 ∪ 𝛥)∗, and a string homomorphism
ℎ: (𝛥 ∪ 𝛥)∗ → 𝛴∗ such that 𝐿 = ℎ(D(𝛥) ∩ 𝑅).1 ∎
After its initial conception, the theorem has been generalised to a variety of settings:
• to context-free languages weighted with commutative semirings [SS78, theorem 4.5],
• to indexed languages [DPS79, theorems 1 and 2; FV15, theorem 4; FV16, theorem 18],
• to tree-adjoining languages [Wei88, lemma 3.5.2],
• to multiple context-free languages [YKS10, theorem 3],
1D(𝛥) denotes the set of well-bracketed words where the opening brackets are taken from 𝛥 and the closing
bracket for each 𝛿 ∈ 𝛥 is 𝛿 ∈ 𝛥.
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• to context-free languages weighted with unital valuation monoids [DV13, theorem 2;
DV14, theorem 5],
• to yields of simple context-free tree languages [Kan14, theorem 8.3], and
• to automata with storage weighted with unital valuation monoids [HV15, theorem 11].
We generalise the result of Yoshinaka, Kaji, and Seki [YKS10] to the weighted setting (more
precisely to complete commutative semirings) using a technique that we call weight separation
[as in DV13; DV14] in section 5.3. The “multiple Dyck languages” defined by Yoshinaka, Kaji,
and Seki [YKS10] are defined with the help of MCFGs. We call them grammar multiple Dyck
languages. We develop in section 5.4 an alternative which is defined independently of MCFGs by
an equivalence relation. Consequently, we call these alternative languages equivalence multiple
Dyck languages. We show the utility of equivalence multiple Dyck languages by showing that
they can replace grammar multiple Dyck languages in the Chomsky-Schützenberger theorem
of Yoshinaka, Kaji, and Seki [YKS10].
5.2 Preliminaries
Let 𝛥 be a set. Formally, 𝛥 denotes the smallest set that contains ̄𝛿 for each 𝛿 ∈ 𝛥. Let us first
recall the definition of Dyck languages. The cancellation relation w.r.t. 𝛥, denoted by ≡𝛥, is the
smallest equivalence relation ≡ ⊆ (𝛥 ∪ 𝛥)∗ such that
𝑢0𝛿 ̄𝛿𝑢1 ≡ 𝑢0𝑢1 for each 𝛿 ∈ 𝛥 and 𝑢0, 𝑢1 ∈ (𝛥 ∪ 𝛥)∗.
Note that ≡𝛥 is a congruence relation on the free monoid over 𝛥 ∪ 𝛥 (cf. example 2.3).
Definition 5.2. Let 𝛥 be a set. The Dyck language w.r.t. 𝛥, denoted by D(𝛥), is [𝜀]≡𝛥 . □
The set of all Dyck languages is denoted by DYCK.
Example 5.3. Let 𝛥 = {a}. We can show by application of the equivalence relation ≡𝛥 that
the string 𝑤 = aa ̄a ̄aa ̄a is in D(𝛥). In the following chain the relation ≡𝛥 is used to cancel out
the respective underlined parts:
aa ̄a ̄aa ̄a ≡𝛥 a ̄aa ̄a ≡𝛥 a ̄a ≡𝛥 𝜀 □
Any Dyck language can be represented by a context-free grammar. For example, the language
D({a}) is represented by the context-free grammar (cf. example 2.8) with the two rules
𝑆 → 𝜀 and 𝑆 → a𝑆 ̄a𝑆.
Let us recall that the Chomsky-Schützenberger theorem for CFGs represents a context-free
language with the help of a string-homomorphism, a regular language, and a Dyck language.
The most complex of these three objects is the Dyck language. (A string homomorphism can be
represented by a finite state transducer with one state and a regular language can be represented
by a finite state automaton, but a Dyck language can not be represented by any finite state
mechanism.) Consequently, Dyck languages are often called the generators of context-free
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languages because any context-free language can be obtained from a Dyck language using only
finite state mechanisms.
Yoshinaka, Kaji, and Seki [YKS10] identified generators of multiple context-free languages and
called them multiple Dyck languages. They are defined with the help of a multiple context-free
grammar and hence, in this disseration we will call them grammar multiple Dyck languages.
Definition 5.4 (taken from YKS10, definition 1, adapted to our notation). Let 𝛥 be a finite
ℕ+-sorted set. Furthermore, let 𝑠 = max𝛿∈𝛥 sort𝛥(𝛿) and 𝑘 ≥ 𝑠. We define
𝛥 = {𝛿𝑖, ̄𝛿𝑖 ∣ 𝛿 ∈ 𝛥, 𝑖 ∈ [sort𝛥(𝛿)]}.
The multiple Dyck grammar with respect to 𝛥 and 𝑘 is the (𝑠, 𝑘)-MCFG(𝛥)
𝐺𝑘𝛥 = ({𝐴1, …, 𝐴𝑠}, 𝛥, {𝐴1}, 𝑅)
where sort(𝐴𝑖) = 𝑖 for each 𝑖 ∈ [𝑠], and 𝑅 contains exactly the following rules:
(i) for every linear, non-deleting, and terminal-free tuple composition 𝑐 ∈ TCR(𝛥) for which
there are ℓ ∈ [𝑘] and 𝑚1, …, 𝑚ℓ, 𝑚 ∈ [𝑠] with sort(𝑐) = (𝑚1⋯𝑚ℓ, 𝑚), the rule
𝐴𝑚 → 𝑐(𝐴𝑚1, …, 𝐴𝑚ℓ) is in 𝑅,
(ii) for every 𝑚 ∈ [𝑠] and 𝛿 ∈ 𝛥𝑚, the rule
𝐴𝑚 → [𝛿1𝑥1,1 ̄𝛿1, …, 𝛿𝑚𝑥1,𝑚 ̄𝛿𝑚](𝐴𝑚) is in 𝑅, and
(iii) for every 𝑚 ∈ [𝑠], any rule
𝐴𝑚 → [𝑢1, …, 𝑢𝑚](𝐴𝑚)
with 𝑢𝑖 ∈ {𝛿1 ̄𝛿1𝑥𝑖, 𝑥𝑖, 𝑥𝑖𝛿1 ̄𝛿1 ∣ 𝛿 ∈ 𝛥1}, for every 𝑖 ∈ [𝑚], is in 𝑅.
The grammar multiple Dyck language with respect to 𝛥 and 𝑘, denoted by mDG(𝛥, 𝑘), is
ℒ(𝐺𝑘𝛥). We call 𝑠 the dimension of mDG(𝛥, 𝑘) and 𝑘 the rank of mDG(𝛥, 𝑘). The set of
grammar multiple Dyck languages of dimension at most 𝑠 and rank at most 𝑘 is denoted by
mDYCKG(𝑠, 𝑘). □
Using these generators, Yoshinaka, Kaji, and Seki [YKS10, theorem 3] showed the following
theorem:
Theorem 5.5 (taken from YKS10, theorem 3). Let 𝛴 be a set, 𝐿 ⊆ 𝛴∗ be a language, 𝑘 ∈ ℕ,
and 𝑠 ∈ ℕ+. The following are equivalent:
(i) 𝐿 ∈ (𝑠, 𝑘)-MCFL(𝛴).
(ii) There is a set 𝛥, a recognisable language 𝑅 ⊆ 𝛥∗, a grammar multiple Dyck language
mD ⊆ 𝛥∗ of dimension 𝑠 and rank 𝑘, and a string homomorphim ℎ: 𝛥∗ → 𝛴∗ such that
𝐿 = ℎ(mD ∩ 𝑅). ∎
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In the following, if the elements of 𝛥 are opening brackets in the conven-
tional sense, then we will write for each element of 𝛥 the closing bracket
corresponding to its counter-part in 𝛥.
Intuitively, the elements of the string languagemD ∩ 𝑅 encode the derivations of an MCFG that
generates 𝐿. The language 𝑅 models the local properties of derivations, e.g. that derivations
start from an initial non-terminal or that sub-derivations start from the correct non-terminal
according to the parent rule. The language mD models long-distance properties, e.g. that for
every rule that we start processing, we will eventually finish. In order to allow checking of
local and long-distance properties, we use three kinds of brackets:
• the bracket string ⟦𝜎⟧𝜎 is an encoding of a terminal symbol 𝜎 ∈ 𝛴,
• brackets ⟦𝑚𝜌 and ⟧𝑚𝜌 mark the beginning and the end of sub-strings that correspond to
the 𝑚-th component of the rule 𝜌, and
• brackets ⟦𝑗𝜌,𝑖 and ⟧
𝑗
𝜌,𝑖 mark the beginning and the end of a sub-string that corresponds to
the variable 𝑥𝑖,𝑗 in the rule 𝜌.
The homomorphism ℎ transforms the encoded derivations into the corresponding yields (i.e.
into strings over 𝛴).
Using this intuition, we recall the Chomsky-Schützenberger representation of MCFGs.
Definition 5.6 (taken from YKS10, section 3.2). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be an MCFG.
The generator set with respect to 𝐺 is the ℕ-sorted set
𝛥 = {⟦𝜎 ∣ 𝜎 ∈ 𝛴} ∪ {⟦𝜌 ∣ 𝜌 ∈ 𝑅} ∪ {⟦𝜌,𝑖 ∣ 𝜌 ∈ 𝑅, 𝑖 ∈ [rank(𝜌)]}
where sort(⟦𝜎) = 1, sort(⟦𝜌) = fanout(𝜌), and sort(⟦𝜌,𝑖) = fanout𝑖(𝜌) for every 𝜎 ∈ 𝛴,
𝜌 ∈ 𝑅, and 𝑖 ∈ rank(𝜌). For each 𝑢 = 𝜎1⋯𝜎𝑚 ∈ 𝛴∗ (with 𝑚 ∈ ℕ and 𝜎1, …, 𝜎𝑚 ∈ 𝛴), we
will abbreviate ⟦1𝜎1⟧
1
𝜎1⋯⟦
1
𝜎𝑚⟧
1
𝜎𝑚 by ?̃?. The grammar multiple Dyck language with respect to 𝐺,
denoted by mDG(𝐺), is mDG(𝛥, 𝑘) where 𝑘 is the rank of 𝐺.
The automaton with respect to 𝐺 is the FSA ℳ(𝐺) = (𝑄, 𝛥, {𝑆1 ∣ 𝑆 ∈ 𝑁i}, {𝑞f}, 𝑇 ), where
𝑄 = {𝐴𝑗 ∣ 𝐴 ∈ 𝑁, 𝑗 ∈ [sort(𝐴)]} ∪ {𝑞f}
and 𝑇 contains for every rule 𝜌 = 𝐴 → [𝑣1, …, 𝑣𝑠](𝐵1, …, 𝐵𝑘) ∈ 𝑅 and each 𝑚 ∈ [𝑠] (where
𝑣𝑚 is of the form 𝑢𝑚,0𝑥𝑖(𝑚,1),𝑗(𝑚,1)𝑢𝑚,1⋯𝑥𝑖(𝑚,ℓ𝑚),𝑗(𝑚,ℓ𝑚)𝑢𝑚,ℓ𝑚 with 𝑢𝑚,0, …, 𝑢𝑚,ℓ𝑚 ∈ 𝛴
∗)
exactly the following transitions
(𝐴𝑚, ⟦𝑚𝜌 𝑢𝑚,0⟧𝑚𝜌 , 𝑞f) if ℓ𝑚 = 0,
(𝐴𝑚, ⟦𝑚𝜌 𝑢𝑚,0⟦
𝑗(𝑚,1)
𝜌,𝑖(𝑚,1), 𝐵
𝑗(𝑚,1)
𝑖(𝑚,1)) if ℓ𝑚 > 0,
(𝑞f, ⟧
𝑗(𝑚,𝑧)
𝜌,𝑖(𝑚,𝑧)𝑢𝑚,𝑧⟦
𝑗(𝑚,𝑧+1)
𝜌,𝑖(𝑚,𝑧+1), 𝐵
𝑗(𝑚,𝑧+1)
𝑖(𝑚,𝑧+1)) if ℓ𝑚 > 0, for every 𝑧 ∈ [ℓ𝑚 − 1], and
(𝑞f, ⟧
𝑗𝑚,ℓ𝑚
𝜌,𝑖(𝑚,ℓ𝑚)
𝑢𝑚,ℓ𝑚⟧
𝑚
𝜌 , 𝑞f) if ℓ𝑚 > 0.
The recognisable language with respect to 𝐺 is 𝑅(𝐺) = ℒ(ℳ(𝐺)).
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𝑆1start 𝐴1
⟦1𝜌1⟦
1
𝜌1,1 ⟦1𝜌2 ̃𝑎⟦
1
𝜌2,1
𝑞f
⟦1𝜌3⟧
1
𝜌3
{⟧2𝜌1,2⟧
1
𝜌1, ⟧
1
𝜌2,1
⟧1𝜌2,
⟧2𝜌2,1⟧
2
𝜌2, ⟧
1
𝜌3,1
⟧1𝜌3, ⟧
2
𝜌3,1
⟧2𝜌3}
𝐴2
⟦2𝜌4⟧
2
𝜌4
⟧1𝜌1,2⟦
2
𝜌1,1
⟦2𝜌2 ̃𝑐⟦
2
𝜌2,1
𝐵1
⟦1𝜌5⟧
1
𝜌5
⟧1𝜌1,1⟦
1
𝜌1,2
⟦1𝜌3 ̃𝑏⟦
1
𝜌3,1
𝐵2
⟦2𝜌5⟧
2
𝜌5
⟧2𝜌1,1⟦
2
𝜌1,2
⟦2𝜌3 ̃𝑑⟦
2
𝜌3,1
Figure 5.7: The automaton with respect to 𝐺 [essentially taken from Den15, figure 2] where 𝐺
is taken from example 2.20. The loop on state 𝑞f is labelled with a set of five strings;
it represents a set of five transitions, each reading one of the strings.
The homomorphism with respect to 𝐺 is the string-homomorphism hom(𝐺): 𝛥∗ → 𝛴∗ where
hom(𝐺)(𝛿) = {
𝜎 if 𝛿 = ⟦1𝜎 for some 𝜎 ∈ 𝛴
𝜀 otherwise
} . □
Figure 5.7 shows an example to illustrate the construction of ℳ(𝐺) for some MCFG 𝐺.
5.3 The Chomsky-Schützenberger characterisation
Using theorem 5.5 and our preparation in section 2.3.4 of the preliminaries, we can immediately
extend the unweighted Chomsky-Schützenberger theorem to the weighted setting.
Theorem 5.8 (taken from Den17b, theorem 3.12). Let 𝛴 be a set, 𝒜 be a complete commutative
semiring, 𝐿: 𝛴∗ → 𝒜 be a weighted language, 𝑘 ∈ ℕ, and 𝑠 ∈ ℕ+. The following are equivalent:
(i) 𝐿 ∈ (𝑠, 𝑘)-MCFL(𝛴, 𝒜).
(ii) There is a set 𝛥, a recognisable language 𝑅 ⊆ 𝛥∗, a grammar multiple Dyck language
mD ⊆ 𝛥∗, and a weighted string homomorphims ℎ: 𝛥∗ → (𝛴∗ → 𝒜) such that
𝐿 = ℎ(mD ∩ 𝑅).
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Proof. We derive the following:
𝐿 ∈ (𝑠, 𝑘)-MCFL(𝛴, 𝒜)
⟺ ∃set 𝛤 , ℎ2 ∈ αHOM(𝛤 , 𝛴, 𝒜), unambiguous (𝑠, 𝑘)-MCFG(𝛤 ) 𝐺′:
𝐿 = ℎ2(ℒ(𝐺′)) (by lemma 2.74)
⟺ ∃sets 𝛥, 𝛤 , ℎ2 ∈ αHOM(𝛤 , 𝛴, 𝒜), recognisable language 𝑅 ⊆ 𝛥∗,
grammar multiple Dyck language mD ⊆ 𝛥∗, ℎ1 ∈ αHOM(𝛥, 𝛤):
𝐿 = ℎ2(ℎ1(𝑅 ∩ mD)) (by theorem 5.5)
⟺ ∃set 𝛥, ℎ ∈ αHOM(𝛥, 𝛴, 𝒜), recognisable language 𝑅 ⊆ 𝛥∗,
grammar multiple Dyck language mD ⊆ 𝛥∗:
𝐿 = ℎ(𝑅 ∩ mD)
(by lemma 2.73 item (ii) and because id ∈ αHOM(𝛤 , 𝛥) for 𝛤 = 𝛥) ∎
5.4 Equivalence multiple Dyck languages
It has been noted by Kanazawa [Kan14, section 1] that multiple Dyck languages were only
characterised in terms of MCFGs (see definition 5.4) and lacked an independent definition.
Denkinger [Den15, Def. 7] gave a definition of multiple Dyck languages in terms of an equiva-
lence relation. Since the definitions are not equivalent (cf. observation 5.15), we refer to them
as grammar multiple Dyck languages and equivalence multiple Dyck languages, respectively.2
We demonstrate that equivalence multiple Dyck languages are useful (despite their difference
to grammar multiple Dyck languages) by providing a Chomsky-Schützenberger representation
that uses them (cf. section 5.4.3).
Definition 5.9 (taken from RD19, section 2, Chomsky-Schützenberger theorem). Let 𝛥 be a
set and 𝔓 be a partition of 𝛥.3 The cancellation relation w.r.t. 𝔓, denoted by ≡𝔓, is the smallest
equivalence relation≡ ⊆ 𝒫((𝛥∪ ̄𝛥)∗)×𝒫((𝛥∪ ̄𝛥)∗) such that for any cell 𝔭 = {𝛿1, …, 𝛿𝑘} ∈ 𝔓
with |𝔭| = 𝑘, strings 𝑢0, …, 𝑢𝑘, 𝑣1, …, 𝑣𝑘 ∈ D(𝛥), and language 𝐿 ⊆ (𝛥 ∪ 𝛥)∗:
{𝑢0𝛿1𝑣1𝛿1𝑢1⋯𝛿𝑘𝑣𝑘𝛿𝑘𝑢𝑘} ∪ 𝐿 ≡ {𝑢0⋯𝑢𝑘, 𝑣1⋯𝑣𝑘} ∪ 𝐿. □
Note that ≡𝔓 is a congruence relation on the monoid (𝒫((𝛥 ∪ ̄𝛥)∗), ∪, ∅).
Definition 5.10 (taken from Den15, definition 7). Let 𝛥 be a set and 𝔓 a partition of 𝛥. The
equivalence multiple Dyck language w.r.t. 𝔓, denoted bymD≡(𝔓), is the set ⋃(𝐿 ∣ 𝐿 ∈ [{𝜀}]) ⊆
(𝛥 ∪ 𝛥)∗. The dimension of mD≡(𝔓) is max𝔭∈𝔓|𝔭|. □
2In the following, equivalence multiple Dyck languages are presented as in Ruprecht and Denkinger [RD19,
section 2]. The definition is equivalent to that in Denkinger [Den15].
3Recall from section 2.1.1 that a partition of 𝛥 is a subset of 𝒫(𝛥) whose elements are non-empty, disjoint, and
cover 𝛥.
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The set of equivalence multiple Dyck languages that have a dimension of at most 𝑠 is denoted
by mDYCK≡(𝑠) for any 𝑠 ∈ ℕ+.
Example 5.11 (taken from Den15, example 8). Let 𝛥 = {(, ⦅, [, ⟦} and 𝔓 = {𝔭1, 𝔭2} with
𝔭1 = {(, ⦅} and 𝔭2 = {[, ⟦}. We will write ), ⦆, ], and ⟧ instead of ̄(, ̄⦅, ̄[, and ̄⟦, respectively.
Using the cancellation relation w.r.t. 𝔓, we see that ⟦()⟧[⦅⦆] and ⟦()⟧[]⟦⟧[⦅⦆] are in mD≡(𝔓):
⟦()⟧[⦅⦆] ∈ {⟦()⟧[⦅⦆]} ≡𝔓 {𝜀, ()⦅⦆} ≡𝔓 {𝜀} and
⟦()⟧[]⟦⟧[⦅⦆] ∈ {⟦()⟧[]⟦⟧[⦅⦆]} ≡𝔓 {()⦅⦆, []⟦⟧} ≡𝔓 {𝜀, []⟦⟧} ≡𝔓 {𝜀},
where we underlined the brackets that are removed in each step.
But ⟦()⟧⦅[]⦆ is not inmD≡(𝔓), since no set that contains ⟦()⟧⦅[]⦆ can be reduced to {𝜀} using
the cancellation relation with respect to 𝔓. To prove this, let 𝐿 ⊆ (𝛥 ∪ 𝛥)∗ with ⟦()⟧⦅[]⦆ ∈ 𝐿.
Case 1: Let 𝐿 ∖ {⟦()⟧⦅[]⦆} ≢𝔓 {𝜀}. Then 𝐿 ∖ {⟦()⟧⦅[]⦆} ≢𝔓 {𝜀} since, as a congruence
relation, ≡𝔓 respects set union ∪.
Case 2: Let 𝐿 ∖ {⟦()⟧⦅[]⦆} ≡𝔓 {𝜀}. Then 𝐿 ≡𝔓 {⟦()⟧⦅[]⦆} since ≡𝔓 respects set union ∪.
But {⟦()⟧⦅[]⦆} can not be further reduced since no choice of cell from 𝔓 allows a reduction:
Case 2.1: Let us take 𝔭1 = {𝛿1, 𝛿2} = {(, ⦅} ∈ 𝔓. Then, when we match ⟦()⟧⦅[]⦆ with the
pattern 𝑢0𝛿1𝑣1𝛿1𝑢1⋯𝛿𝑘𝑣𝑘𝛿𝑘𝑢𝑘, we obtain the following:
⟦⏟
𝑢0
(⏟
𝛿1
𝜀⏟
𝑣1
)⏟
𝛿1
⟧⏟
𝑢1
⦅⏟
𝛿2
[ ]⏟
𝑣2
⦆⏟
𝛿2
𝜀⏟
𝑢2
But since 𝑢0 = ⟦ and 𝑢1 = ⟧ are not in D(𝛥), the cancellation relation does not apply.
Case 2.2: Let us take 𝔭2 = {𝛿1, 𝛿2} = {[, ⟦} ∈ 𝔓. Then, when we match ⟦()⟧⦅[]⦆ with the
pattern 𝑢0𝛿1𝑣1𝛿1𝑢1⋯𝛿𝑘𝑣𝑘𝛿𝑘𝑢𝑘, we obtain the following:
𝜀⏟
𝑢0
⟦⏟
𝛿1
( )⏟
𝑣1
⟧⏟
𝛿1
⦅⏟
𝑢1
[⏟
𝛿2
𝜀⏟
𝑣2
]⏟
𝛿2
⦆⏟
𝑢2
But since 𝑢1 = ⦅ and 𝑢2 = ⦆ are not in D(𝛥), the cancellation relation does not apply. □
In general, since ≡𝔓 respects set union ∪, we can make the following observation.
Observation 5.12. Let 𝛥 be a set and 𝔓 be a partition of 𝛥. Furthermore, let 𝑤 ∈ (𝛥 ∪ 𝛥)∗.
The following are equivalent:
(i) 𝑤 ∈ mD≡(𝔓),
(ii) there is an 𝐿 ∈ [{𝜀}]≡𝔓 such that 𝑤 ∈ 𝐿, and
(iii) {𝑤} ∈ [{𝜀}]≡𝔓 . ∎
Furthermore, since the cells 𝔭 in the partition 𝔓 of 𝛥 are sets and hence unordered, we get
the following observation.
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Observation 5.13 (taken from Den15, observation 9). Let 𝛥 be a set and 𝔓 be a partition of
𝛥. Furthermore, let 𝑢1, …, 𝑢𝑘 ∈ D(𝛥) with 𝑢1⋯𝑢𝑘 ∈ mD≡(𝔓). Then every permutation of
𝑢1, …, 𝑢𝑘 is in mD≡(𝔓), i.e. for each surjective function 𝜋: [𝑘] → [𝑘], the string 𝑢𝜋(1)⋯𝑢𝜋(𝑘) is
in mD≡(𝔓). ∎
Similar to grammar multiple Dyck languages, the equivalence multiple Dyck languages cover
the Dyck languages by setting the dimension to 1. Also, they form a (strict) hierarchy with
increasing dimension.
Proposition 5.14 (taken from Den15, proposition 13).
DYCK = mDYCK≡(1) ⊊ mDYCK≡(2) ⊊ …
Proof. For DYCK = mDYCK≡(1): Let 𝛥 be a set. The dimension of some partition 𝔓 of 𝛥 is
1 if and only if 𝔓 = {{𝛿} ∣ 𝛿 ∈ 𝛥}. The claim then follows easily from definition 5.10.
For mDYCK≡(𝑠 − 1) ⊆ mDYCK≡(𝑠): Follows directly from the definition of mDYCK≡(𝑠), in
particular the part “of at most dimension 𝑠”.
For mDYCK≡(𝑠 − 1) ≠ mDYCK≡(𝑠): Let𝛥 be a set and𝔓 be a partition of𝛥 such that there is
a 𝔭 in 𝔓 with size 𝑠. Furthermore, let 𝛿1, …, 𝛿𝑠 ∈ 𝛥 with 𝔭 = {𝛿1,  …, 𝛿𝑠}. Assume that there
is an mD≡(𝔓′) ∈ mDYCK≡(𝑠 − 1) such that mD≡(𝔓′) = mD≡(𝔓). Since 𝛿1𝛿1⋯𝛿𝑠𝛿𝑠 is in
mD≡(𝔓) and mD≡(𝔓) has dimension strictly less than 𝑠, there must be at least two pairwise
different cells 𝔭′1, …, 𝔭
′
𝑘 in 𝔓
′ such that 𝔭 = 𝔭′1 ∪ ⋯ ∪ 𝔭
′
𝑘. Let, without loss of generality,
𝛿′1, …, 𝛿
′
𝑖 ∈ 𝛥 such that 𝔭
′
1 = {𝛿
′
1, …, 𝛿𝑖} and |𝔭
′
1| = 𝑖. Then 𝑤
′ = 𝛿1𝛿1⋯𝛿𝑠𝛿𝑠 𝛿′1𝛿
′
1⋯𝛿
′
𝑖𝛿
′
𝑖 is in
mD≡(𝔓′). However, 𝑤′ is not in mD≡(𝔓) which contradicts the assumption. ∎
5.4.1 Relation between grammar and equivalence multiple Dyck languages
It is easy to see from their definition that equivalence multiple Dyck languages are unable to
encode the rank 𝑘 that is encoded into a multiple Dyck grammar. Hence, equivalence multiple
Dyck languages and grammar multiple Dyck languages are different language classes.
Observation 5.15 (taken from Den17b, observation 4.6). LetmDG be a grammar multiple Dyck
language and mD≡ be an equivalence multiple Dyck language. Then mDG ≠ mD≡. ∎
However, for any grammar multiple Dyck language, we can at least find an equivalence
multiple Dyck language that subsumes it.
Proposition 5.16 (taken from Den17b, proposition 4.5). Let 𝑠, 𝑘 ∈ ℕ+. For each mDG ∈
mDYCKG(𝑠, 𝑘), there is an mD≡ ∈ mDYCK≡(𝑠) such that mDG ⊆ mD≡.
Proof idea. SincemDG ∈ mDYCKG(𝑠, 𝑘), there is an ℕ+-sorted set 𝛥 withmax𝛿∈𝛥 sort𝛥(𝛿) ≤ 𝑠
and mDG = mDG(𝛥, 𝑘). Let 𝛥′ = {𝛿𝑖 ∣ 𝛿 ∈ 𝛥, 𝑖 ∈ [sort𝛥(𝛿)]}. We construct an equivalence
multiple Dyck languagemD≡ with at most dimension 𝑠 such that, if a tuple (𝑤1, …, 𝑤𝑚) can be
generated in 𝐺𝑘𝛥 from non-terminal 𝐴𝑚, then 𝑤1, …, 𝑤𝑚 ∈ D(𝛥
′) and 𝑤1⋯𝑤𝑚 ∈ mD≡. We
prove the correctness of our construction by induction on the structure of derivations of 𝐺𝑘𝛥.
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Proof. LetmDG ∈ mDYCKG(𝑠, 𝑘). Then there is an ℕ+-sorted set 𝛥 such thatmDG = mD(𝛥, 𝑘)
and max𝛿∈𝛥 sort𝛥(𝛿) ≤ 𝑠. We define 𝔭𝛿 = {𝛿𝑖 ∣ 𝑖 ∈ [sort𝛥(𝛿)]} for every 𝛿 ∈ 𝛥, 𝛥′ =
⋃𝛿∈𝛥 𝔭𝛿, and 𝔓 = {𝔭𝛿 ∣ 𝛿 ∈ 𝛥}. Clearly, max𝔭∈𝔓|𝔭| ≤ 𝑠. Thus mD≡(𝔓) ∈ mDYCK≡(𝑠).
Let Tup(𝐺𝑘𝛥, 𝐴𝑚) denote the set of tuples generated in 𝐺
𝑘
𝛥 when starting with non-terminal
𝐴𝑚 where 𝐴𝑚 is not necessarily initial. In the following, we show that for every 𝑚 ∈
[max𝛿∈𝛥 sort𝛥(𝛿)] and 𝑤1, …, 𝑤𝑚 ∈ (𝛥′ ∪ ̄𝛥′)∗:
(𝑤1, …, 𝑤𝑚) ∈ Tup(𝐺𝑘𝛥, 𝐴𝑚) ⟹ 𝑤1⋯𝑤𝑚 ∈ mD≡(𝔓) ∧ 𝑤1, …, 𝑤𝑚 ∈ D(𝛥
′). (IH)
It follows from the definitions of Tup and 𝐺𝑘𝛥 that (𝑤1, …, 𝑤𝑚) ∈ Tup(𝐺
𝑘
𝛥, 𝐴𝑚) implies that
there are a rule 𝐴𝑚 → 𝑐(𝐴𝑚1, …, 𝐴𝑚ℓ) in 𝐺
𝑘
𝛥 and tuples ?⃗?𝑖 = (𝑢
1
𝑖 , …, 𝑢
𝑚𝑖
𝑖 ) ∈ Tup(𝐺
𝑘
𝛥, 𝐴𝑚𝑖)
for every 𝑖 ∈ [ℓ] such that 𝑐(?⃗?1, …, ?⃗?ℓ) = (𝑤1, …, 𝑤𝑚). By applying the induction hypothesis ℓ
times, we obtain 𝑢11, …, 𝑢
𝑚1
1 , …, 𝑢
1
ℓ , …, 𝑢
𝑚ℓ
ℓ ∈ D(𝛴) and 𝑢
1
1⋯𝑢
𝑚1
1 , …, 𝑢
1
ℓ⋯𝑢
𝑚ℓ
ℓ ∈ mD≡(𝔓). We
distinguish three cases (each corresponding to one type of rule in 𝐺𝑘𝛥):
(i) Let 𝑐 be a linear, non-deleting, and terminal-free tuple composition. Then we have for
every 𝑖 ∈ [𝑚] that 𝑤𝑖 ∈ {𝑢11, …, 𝑢
𝑚1
1 , …, 𝑢
1
ℓ , …, 𝑢
𝑚ℓ
ℓ }
∗ and therefore also 𝑤𝑖 ∈ D(𝛥′).
Furthermore, by applying observation 5.13, we obtain 𝑤1⋯𝑤𝑚 ∈ mD≡(𝔓).
(ii) Let 𝑐 = [𝛿1𝑥11 ̄𝛿
1, …, 𝛿𝑚𝑥𝑚1 ̄𝛿
𝑚]. Then ℓ = 1, 𝑚1 = 𝑚, and for every 𝑖 ∈ [𝑚] we
have 𝑤𝑖 = 𝛿1𝑢𝑖1 ̄𝛿
𝑖 and since 𝑢𝑖1 ∈ D(𝛥
′), also 𝑤𝑖 ∈ D(𝛥′). Furthermore, 𝑤1⋯𝑤𝑚 =
𝛿1𝑢11 ̄𝛿
1⋯𝛿𝑚𝑢𝑚1 ̄𝛿
𝑚 ∈ mD≡(𝔓) due to the cancellation relation.
(iii) Let 𝑐 = [𝑢1, …, 𝑢𝑚] where 𝑢𝑖 ∈ {𝑥1𝑖 , 𝑥
1
𝑖 𝛿
1 ̄𝛿1, 𝛿1 ̄𝛿1𝑥1𝑖 ∣ 𝛿 ∈ 𝛥1} for every 𝑖 ∈ [𝑚].
Then 𝑤𝑖 ∈ {𝑢1𝑖 , 𝑢
1
𝑖 𝛿
1 ̄𝛿1, 𝛿1 ̄𝛿1𝑢1𝑖 ∣ 𝛿 ∈ 𝛥1} for every 𝑖 ∈ [𝑚], ℓ = 1, and 𝑚1 = 𝑚.
Since ≡𝛴 respects string composition ∘, we have that 𝑤1, …, 𝑤𝑚 ∈ D(𝛥′). By applying
observation 5.13, we have that 𝑤1⋯𝑤𝑚 ∈ mD≡(𝔓). ∎
5.4.2 Deciding membership in an equivalence multiple Dyck language
We give an algorithm to decide membership in an equivalence multiple Dyck language (algo-
rithm 5.18). It is closely related to the cancellation relation ≡𝔓 and thus provides an algorithmic
view on equivalence multiple Dyck languages.
Algorithm 5.18 works roughly as follows: It is a recursive algorithm. In every call of is-
Member with some word 𝑤, it checks if {𝑤} can be reduced to {𝜀} by applications of the
cancellation relation. It is sufficient to only check singleton sets since ≡𝔓 respects set union ∪.
Furthermore, we only apply the cancellation relation from left to right (as given in its definition).
In order to consider all possible applications of the cancellation relation, isMember checks all
decompositions of the input string into non-empty Dyck words. For this purpose, we use a
function split (cf. algorithm 5.17).
Description of isMember. In the following, all line numbers refer to algorithm 5.18. We
first check if 𝑤 is in D(𝛥), e.g. with a context-free grammar (cf. example 2.8) or a pushdown
automaton. If 𝑤 is not in D(𝛥), it is also not in mD≡(𝔓) and we return False. Otherwise,
we split 𝑤 into shortest non-empty Dyck words (on line 5), i.e. we compute the tuple of
shortest strings (𝑣1, …, 𝑣ℓ) such that 𝑣1, …, 𝑣ℓ ∈ D(𝛥) ∖ {𝜀} and 𝛿1𝑣1𝛿1⋯𝛿ℓ𝑣ℓ𝛿ℓ = 𝑤 for some
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Algorithm 5.17 Algorithm to split a word in D(𝛥) into shortest non-empty strings from D(𝛥)
[taken from Den15, algorithm 2]
Input: alphabet 𝛥, 𝑤 ∈ D(𝛴)
Output: tuple (𝑢1, …, 𝑢ℓ) of shortest strings 𝑢1, …, 𝑢ℓ ∈ D(𝛥) ∖ {𝜀} such that 𝑤 = 𝑢1 ⋯ 𝑢ℓ
1: function Split(𝛥, 𝑤)
2: let 𝛿1, …, 𝛿𝑘 ∈ 𝛥 ∪ 𝛥 such that 𝑤 = 𝛿1⋯𝛿𝑘
3: let pd = 𝜀 ▷ pd is an empty pushdown
4: let 𝑗 = 1 and 𝑢1 = 𝜀
5: for 𝑖 ∈ [𝑘] do
6: append 𝛿𝑖 to the end of 𝑢𝑗
7: if 𝛿𝑖 ∈ 𝛥 then
8: remove 𝛿𝑖 from the end of pd ▷ never fails because 𝑤 ∈ D(𝛥)
9: if pd = 𝜀 then
10: let 𝑗 = 𝑗 + 1 and 𝑢𝑗 = 𝜀
11: end if
12: else
13: append 𝛿𝑖 to the end of pd
14: end if
15: end for
16: return (𝑢1, …, 𝑢𝑗−1)
17: end function
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Algorithm 5.18 Function isMember to decide membership in mD≡(𝔓)
[taken from Den17b, algorithm 2]
Input: a partition 𝔓 of some set 𝛥 and a string 𝑤 ∈ (𝛥 ∪ 𝛥)∗
Output: True if 𝑤 ∈ mD≡(𝔓), False otherwise
1: function isMember(𝔓, 𝑤)
2: if 𝑤 ∉ D(𝛥) then
3: return False
4: end if
5: let (𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ) = split(𝑤) such that 𝛿1, …, 𝛿ℓ ∈ 𝛥
6: let ℐ = ∅
7: for each 𝐼 = {𝑖1, …, 𝑖𝑘} ⊆ [ℓ] with {𝛿𝑖1, …, 𝛿𝑖𝑘} ∈ 𝔓 do
8: if isMember(𝔓, 𝑣𝑖1⋯𝑣𝑖𝑘) then
9: add 𝐼 as an element to ℐ
10: end if
11: end for
12: for each 𝐽 ⊆ ℐ do
13: if 𝐽 is a partition of [ℓ] then
14: return True
15: end if
16: end for
17: return False
18: end function
𝛿1, …, 𝛿ℓ ∈ 𝛥. We denote (𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ) by split(𝑤). Note that split(𝑤) can be calculated
in time and space linear in |𝑤| with the help of a (deterministic) pushdown transducer [cf. AU72,
Section 3.1.4].4 Since each of these shortest non-empty Dyck words has the form 𝛿𝑢𝛿 for some
𝛿 ∈ 𝛥 and 𝑣 ∈ (𝛥 ∪ 𝛥)∗, we write (𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ) for the left-hand side of the assignment
on line 5. On lines 6 to 11 we calculate the set ℐ of sets of indices 𝐼 = {𝑖1, …, 𝑖𝑘} such that the
singleton set {𝛿𝑖1𝑣𝑖1𝛿𝑖1⋯𝛿𝑖𝑘𝑣𝑖𝑘𝛿𝑖𝑘} can be reduced to {𝜀} with the cancellation relation. This
reduction is possible if there exists an appropriate cell in 𝔓 (checked on line 7) and if {𝑣𝑖1⋯𝑣𝑖𝑘}
can be reduced to {𝜀} (checked on line 8). Therefore, at the end of line 11, each element of ℐ
represents one possible application of the cancellation relation. In order for ≡𝛴,𝔓 to reduce
{𝑤} to {𝜀}, each component of (𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ) needs to be reduced (exactly once) in this
manner. This is equivalent to a subset of ℐ being a partition of [ℓ] (checked on lines 12 to 16). If
no such subset exists, then {𝑤} is not equivalent to {𝜀} and we return False on line 17.
Example 5.19 (taken from Den15; Den17b, examples 14 and 4.8, respectively). Recall from
4We initially write “(” on the output tape. Whenever we read an element of 𝛥, we write that element on the
output tape and push it onto the pushdown. Whenever we read an element of 𝛥, we write this element on
the output tape and pop it from the pushdown. Upon reaching the bottom of the pushdown stack, we write
a “,” on the output tape. Finally, we write “)” on the output tape. Then the inscription of the output tape is
“(𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ)”.
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Table 5.1: Run of algorithm 5.18 on the word ⟦()⟧[⦅⦆], cf. examples 5.19 and 5.11 [taken from
Den17b, table 1].
isMember(𝔓, ⟦()⟧[⦅⦆])
line 5: ℓ = 2, 𝛿1 = ⟦, 𝛿2 = [, 𝑣1 = (), 𝑣2 = ⦅⦆
line 6: ℐ = ∅
line 7: 𝐼 = {1, 2}
line 8: isMember(𝔓, ()⦅⦆)
line 5: ℓ = 2, 𝛿1 = (, 𝛿2 = ⦅, 𝑣1 = 𝜀 = 𝑣2
line 6: ℐ = ∅
line 7: 𝐼 = {1, 2}
line 8: isMember(𝔓, 𝜀)
line 5: ℓ = 0
lines 6 and 11: ℐ = ∅ ▷ no subset of ∅ is an element of 𝔓 = {{(, ⦅}, {[, ⟦}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is a partition of [0] = ∅
line 14: return True
lines 9 and 11: ℐ = {{1, 2}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [2] = {1, 2}
line 12: 𝐽 = {{1, 2}} ▷ 𝐽 = {{1, 2}} is a partition of [2] = {1, 2}
line 14: return True
lines 9 and 11: ℐ = {{1, 2}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [2] = {1, 2}
line 12: 𝐽 = {{1, 2}} ▷ 𝐽 = {{1, 2}} is a partition of [2] = {1, 2}
line 14: return True
example 5.11 the sets 𝛥 = {(, ⦅, [, ⟦} and 𝔓 = {𝔭1, 𝔭2} with 𝔭1 = {(, ⦅} and 𝔭2 = {[, ⟦}.
In the following, we use algorithm 5.18 to show that the words ⟦()⟧[⦅⦆] and ⟦()[]⟦⟧[⦅⦆] are
in the languages mD≡(𝔓). For this, we give a record of the variable assignment for a run of
our algorithm. We report a subset of the variable assignment at the end of lines 5, 6, 7, 8, 9, 11
and 12 as well as the returned values at the ends of lines 14 and 17. The runs for ⟦()⟧[⦅⦆] and
⟦()[]⟦⟧[⦅⦆] are shown in tables 5.1 and 5.2.
Similarly, we show in table 5.3 that the word ⟦()⟧⦅[]⦆ is not in the language mD≡(𝔓). □
In light of the close relation between algorithm 5.18 and the cancellation relation ≡𝔓, we
omit the proof of correctness.
Proof of termination for algorithm 5.18. We distinguish two cases.
Case 1: Let 𝑤 ∉ D(𝛴). Then the algorithm terminates on line 3.
Case 2: Let 𝑤 ∈ D(𝛴). Since 𝒫([|𝑤|]) is finite, the loop on lines 7 to 11 considers only finitely
many values 𝐼. Thus there are only finitely many calls to isMember on line 8 for each
recursion. In the call of isMember, the length of the third argument 𝑣𝑖1⋯𝑣𝑖𝑘 is strictly
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Table 5.2: Run of algorithm 5.18 on the word ⟦()⟧[]⟦⟧[⦅⦆], cf. examples 5.19 and 5.11 [taken from
Den17b, table 2].
isMember(𝔓, ⟦()⟧[]⟦⟧[⦅⦆])
line 5: ℓ = 4, 𝛿1 = ⟦ = 𝛿3, 𝛿2 = [ = 𝛿4, 𝑣1 = (), 𝑣2 = 𝜀 = 𝑣3, 𝑣4 = ⦅⦆
line 6: ℐ = ∅
line 7: 𝐼 = {1, 2}
line 8: isMember(𝔓, ())
line 5: ℓ = 1, 𝛿1 = (, 𝑣1 = 𝜀
lines 6 and 11: ℐ = ∅ ▷ no subset of {𝛿1} = {(} is an element of 𝔓 = {{(, ⦅}, {[, ⟦}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [1] = {1}
line 17: return False
line 11: ℐ = ∅
line 7: 𝐼 = {1, 4}
line 8: isMember(𝔓, ()⦅⦆)
line 5: ℓ = 2, 𝛿1 = (, 𝛿2 = ⦅, 𝑣1 = 𝜀 = 𝑣2
line 6: ℐ = ∅
line 7: 𝐼 = {1, 2}
line 8: isMember(𝔓, 𝜀)
line 5: ℓ = 0
lines 6 and 11: ℐ = ∅ ▷ no subset of ∅ is an element of 𝔓 = {{(, ⦅}, {[, ⟦}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is a partition of [0] = ∅
line 14: return True
lines 9 and 11: ℐ = {{1, 2}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [2] = {1, 2}
line 12: 𝐽 = {{1, 2}} ▷ 𝐽 = ∅ is a partition of [2] = {1, 2}
line 14: return True
lines 9 and 11: ℐ = {{1, 4}}
line 7: 𝐼 = {2, 3}
line 8: isMember(𝔓, 𝜀)
line 5: ℓ = 0
lines 6 and 11: ℐ = ∅ ▷ no subset of ∅ is an element of 𝔓 = {{(, ⦅}, {[, ⟦}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is a partition of [0] = ∅
line 14: return True
lines 9 and 11: ℐ = {{1, 4}, {2, 3}}
line 7: 𝐼 = {3, 4}
line 8: isMember(𝔓, ⦅⦆)
line 5: ℓ = 1, 𝛿1 = ⦅, 𝑣1 = 𝜀
lines 6 and 11: ℐ = ∅ ▷ no subset of {𝛿1} = {⦅} is an element of 𝔓 = {{(, ⦅}, {[, ⟦}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [1] = {1}
line 17: return False
line 11: ℐ = {{1, 4}, {2, 3}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [4] = {1, 2, 3, 4}
line 12: 𝐽 = {{1, 4}} ▷ 𝐽 = {{1, 4}} is not a partition of [4] = {1, 2, 3, 4}
line 12: 𝐽 = {{2, 3}} ▷ 𝐽 = {{2, 3}} is not a partition of [4] = {1, 2, 3, 4}
line 12: 𝐽 = {{1, 4}, {2, 3}} ▷ 𝐽 = {{1, 4}, {2, 3}} is a partition of [4] = {1, 2, 3, 4}
line 14: return True
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Table 5.3: Run of algorithm 5.18 on the word ⟦()⟧⦅[]⦆, cf. examples 5.19 and 5.11.
isMember(𝔓, ⟦()⟧⦅[]⦆)
line 5: ℓ = 2, 𝛿1 = ⟦, 𝛿2 = ⦅, 𝑣1 = (), 𝑣2 = []
lines 6 and 11: ℐ = ∅ ▷ no subset of {𝛿1, 𝛿2} = {⟦, ⦅} is an element of 𝔓 = {{(, ⦅}, {[, ⟦}}
line 12: 𝐽 = ∅ ▷ 𝐽 = ∅ is not a partition of [2] = {1, 2}
line 17: return False
smaller than the length of 𝑤. Therefore, after a finite number of recursions, the fourth
argument passed to isMember becomes the empty word and the algorithm terminates. ∎
Time complexity of isMember. The worst case time complexity of algorithm 5.18 is at least
exponential in a polynomial of the length of the input word. This is due to the cardinality of
ℐ and the for-loop on lines 12 to 16. Let 𝜅 be the number of different cells 𝔭 ∈ 𝔓 that occur
in 𝛿1⋯𝛿ℓ, and let each symbol occur at most 𝑟 times. Both 𝜅 and 𝑟 have upper bound ℓ. Let
𝑠 be the dimension of 𝔓. Then there are at most 𝜅 ⋅ 𝑟𝑠−1 ≤ ℓ𝑠 values of 𝐼 considered in the
for-loop on lines 7 to 11. Since ℓ < |𝑤|, we execute this for-loop at most |𝑤|𝑠 times. Hence,
ℐ has cardinality at most |𝑤|𝑠. Therefore, the for-loop on lines 12 to 16 considers 2|ℐ| ≤ 2|𝑤|𝑠
different values of 𝐽 in the worst case.
5.4.3 A Chomsky-Schützenberger theorem using equivalence multiple Dyck
languages
In this section, we will prove the following theorem.
Theorem 5.20 (taken from Den15; Den17b, theorems 19 and 4.11, respectively). Let 𝛴 be a
set and 𝒜 be a commutative semiring. For every 𝒜-weighted multiple context-free language
𝐿: 𝛴∗ → 𝒜, there is set 𝛥, a weighted string homomorphism ℎ: 𝛥∗ → (𝛴∗ → 𝒜), a regular
language 𝑅 ⊆ 𝛥∗, and an equivalence multiple Dyck language mD ⊆ 𝛥∗ such that 𝐿 =
ℎ(mD ∩ 𝑅).
Note that while every weighted multiple context-free language can be decomposed into a
regular language, a weighted homomorphism, and an equivalence multiple Dyck language, the
converse is not true: Not every homomorphic image of the intersection of a regular language
and an equivalence multiple Dyck language is a multiple context-free language. This is easy
to see if we recall that every multiple context-free grammar has a fixed rank. Let us select
a multiple Dyck grammar with rank 𝑛. Furthermore, we select 𝑘 equivalence multiple Dyck
words 𝑢11⋯𝑢
𝑚1
1 , …, 𝑢
1
𝑘⋯𝑢
𝑚𝑘
𝑘 (with the 𝑢
𝑗
𝑖 ’s being Dyck words) such that 𝑘 > 𝑛. Then each
permutation of 𝑢11, …, 𝑢
𝑚1
1 , …, 𝑢
1
𝑘, …, 𝑢
𝑚𝑘
𝑘 is again a multiple Dyck word. We select a primitive
permutation. Since 𝑘 > 𝑛, the permutation would have to be decomposed in order to be
representable by our multiple context-free grammar. This contradicts the permutation being
primitive.
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Definition 5.21 (taken from Den17b, definition 4.9). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be an MCFG. The
equivalence multiple Dyck language w.r.t. 𝐺, denoted by mD≡(𝐺), is mD≡(𝔓) where 𝔓 is the
smallest set 𝑃 such that
• 𝔭𝜎 = {⟦1𝜎} ∈ 𝑃 for every 𝜎 ∈ 𝛴,
• 𝔭𝜌 = {⟦
𝑗
𝜌 ∣ 𝑗 ∈ [fanout(𝜌)]} ∈ 𝑃 for each 𝜌 ∈ 𝑅, and
• 𝔭𝜌,𝑖 = {⟦
𝑗
𝜌,𝑖 ∣ 𝑗 ∈ [fanout𝑖(𝜌)]} ∈ 𝑃 for each 𝜌 ∈ 𝑅 and 𝑖 ∈ [rank(𝜌)]. □
Lemma 5.22 (taken from Den17b, lemma 4.10). 𝑅(𝐺) ∩mD≡(𝐺) = 𝑅(𝐺) ∩mDG(𝐺) for each
MCFG 𝐺.
Proof. For (⊆): From definitions 5.6 and 5.21 and proposition 5.16 follows that mDG(𝐺) ⊆
mD≡(𝐺). By monotonicity of ∩, we then get 𝑅(𝐺) ∩ mD≡(𝐺) ⊆ 𝑅(𝐺) ∩ mDG(𝐺).
For (⊇): It is sufficient to show that mD≡(𝐺) ⊇ 𝑅 ∩ mDG(𝐺) which is a consequence of the
following statement:
Let 𝐵 ∈ 𝑁 and 𝑤1, …, 𝑤𝑚 be Dyck words such that 𝑤1⋯𝑤𝑚 ∈ mD≡(𝐺). If 𝑤𝜅 is
recognised in a run from 𝐵𝜅 to 𝑞f in ℳ(𝐺) for each 𝜅 ∈ [𝑚], then (𝑤1, …, 𝑤𝑚)
can be generated from 𝐴𝑚 in 𝐺
rank(𝐺)
𝛥 .
Now let 𝐵 ∈ 𝑁 and 𝑤1, …, 𝑤𝑚 be Dyck words such that 𝑤1⋯𝑤𝑚 ∈ mD≡(𝐺), and 𝑤𝜅 is
recognised in a run from 𝐵𝜅 to 𝑞f in ℳ(𝐺) for every 𝜅 ∈ [𝑚]. By the definitions of ℳ(𝐺)
and mD≡(𝐺), we know that there is some rule 𝜌 = 𝐵 → 𝑓(𝐵1, …, 𝐵𝑘) ∈ 𝑅 with
𝑓 = [ 𝑢1,0 𝑥𝑖(1,1),𝑗(1,1) 𝑢1,1 ⋯ 𝑥𝑖(1,𝑝1),𝑗(1,𝑝1) 𝑢1,𝑝1, …,
𝑢𝑚,0 𝑥𝑖(𝑚,1),𝑗(𝑚,1) 𝑢𝑚,1 ⋯ 𝑥𝑖(𝑚,𝑝𝑚),𝑗(𝑚,𝑝𝑚) 𝑢𝑚,𝑝𝑚 ]
such that for every 𝜅 ∈ [𝑚] either
(i) 𝑤𝜅 = ⟦𝜅𝜌 ?̃?𝜅,0⟧𝜅𝜌 or
(ii) 𝑤𝜅 = ⟦
𝜅
𝜌
?̃?𝜅,0 ⟦
𝑗(𝜅,1)
𝜌,𝑖(𝜅,1)𝑣
𝑗(𝜅,1)
𝑖(𝜅,1)⟧
𝑗(𝜅,1)
𝜌,𝑖(𝜅,1) ?̃?𝜅,1 ⋯ ⟦
𝑗(𝜅,𝑝𝜅)
𝜌,𝑖(𝜅,𝑝𝜅)
𝑣𝑗(𝜅,𝑝𝜅)𝑖(𝜅,𝑝𝜅)⟧
𝑗(𝜅,𝑝𝜅)
𝜌,𝑖(𝜅,𝑝𝜅)
?̃?𝜅,𝑝𝜅⟧
𝜅
𝜌
,
and the Dyck word 𝑣𝑗𝑖 is recognised in a run from 𝐵
𝑗
𝑖 to 𝑞f in ℳ(𝐺) for every 𝑖 ∈ [𝑘] and
𝑗 ∈ [sort(𝐵𝑖)], and 𝑣1𝑖 ⋯𝑣
sort(𝐵𝑖)
𝑖 ∈ mD≡(𝐺) for every 𝑖 ∈ [𝑘]. Then by induction hypothesis,
(𝑣1𝑖 , …, 𝑣
sort(𝐵𝑖)
𝑖 ) can be generated from 𝐴sort(𝐵𝑖) in 𝐺
rank(𝐺)
𝛥 for every 𝑖 ∈ [𝑘]. Using rules of
types (ii) and (iii) (cf. definition 5.4), 𝐴sort(𝐵1), …, 𝐴sort(𝐵𝑘) can generate tuples that together
have exactly the following 𝑝1 + ⋯ + 𝑝𝑚 components:
(1) ?̃?1,0 ⟦
𝑗(1,1)
𝜌,𝑖(1,1)𝑣
𝑗(1,1)
𝑖(1,1)⟧
𝑗(1,1)
𝜌,𝑖(1,1) ?̃?1,1
(2) ⟦𝑗(1,2)𝜌,𝑖(1,2)𝑣
𝑗(1,2)
𝑖(1,2)⟧
𝑗(1,2)
𝜌,𝑖(1,2) ?̃?1,2
…
(𝑝1) ⟦
𝑗(1,𝑝1)
𝜌,𝑖(1,𝑝1)
𝑣𝑗(1,𝑝1)𝑖(1,𝑝1)⟧
𝑗(1,𝑝1)
𝜌,𝑖(1,𝑝1)
?̃?1,𝑝1
…
(𝑝1 + ⋯ + 𝑝𝑚−1 + 1) ?̃?𝑚,0 ⟦
𝑗(𝑚,1)
𝜌,𝑖(𝑚,1)𝑣
𝑗(𝑚,1)
𝑖(𝑚,1)⟧
𝑗(𝑚,1)
𝜌,𝑖(𝑚,1) ?̃?𝑚,1
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(𝑝1 + ⋯ + 𝑝𝑚−1 + 2) ⟦
𝑗(𝑚,2)
𝜌,𝑖(𝑚,2)𝑣
𝑗(𝑚,2)
𝑖(𝑚,2)⟧
𝑗(𝑚,2)
𝜌,𝑖(𝑚,2) ?̃?𝑚,2
…
(𝑝1 + ⋯ + 𝑝𝑚) ⟦
𝑗(𝑚,𝑝𝑚)
𝜌,𝑖(𝑚,𝑝𝑚)
𝑣𝑗(𝑚,𝑝𝑚)𝑖(𝑚,𝑝𝑚)⟧
𝑗(𝑚,𝑝𝑚)
𝜌,𝑖(𝑚,𝑝𝑚)
?̃?𝑚,𝑝𝑚 .
With the help of these components and a rule of type (i), we can generate from 𝐴𝑚 the tuple
𝑤′1, …, 𝑤
′
𝑚 where 𝑤′𝜅 is the concatenation of components (𝑝1 +⋯+𝑝𝜅−1 +1) to (𝑝1 +⋯+𝑝𝜅)
for each 𝜅 ∈ [𝑚]. Using a rule of type (ii), we finally obtain (𝑤1, …, 𝑤𝑚) from 𝐴𝑚 in 𝐺
rank(𝐺)
𝛥 .
(In particular, 𝑤𝜅 = ⟦𝜅𝜌𝑤′𝜅⟧𝜅𝜌 for each 𝜅 ∈ [𝑚].) ∎
Proof of Theorem 5.20. This follows immediately from theorem 5.8 and lemma 5.22. ∎
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6.1 Introduction
Parsing is a mechanism by which a string (e.g. a program written in a programming language or
a sentence written in a natural language) is annotated with syntactic structure (usually abstract
syntax trees for programming languages and parse trees or dependency graphs for natural
languages). The obtained syntactic structure may serve as an input for other processes such as
compilation, translation, semantic analysis, question answering, and information extraction [cf.
JM09, chapter 13].
There are multiple ways to augment a string with syntactic structure. The classical methods
for both programming languages and for natural language are grammar-based , i.e. a formal
grammar (such as an extended Backus-Naur form or a context-free grammar) is used to model
the language. Such methods allow direct modelling of the possible syntactic structures and allow
easy debugging and manual fine-tuning since grammars are closely related to the generated
syntactic structures. Hence they are state-of-the-art for parsing programming languages. With
natural languages, however, (depending on the underlying grammar formalism) grammar-based
parsing may be prohibitively slow and resource-consuming for settings such as real-time
processing or in embedded devices. This deficit led to the introduction of transition-based
methods that are lightning-fast and have a small memory footprint [Cov01; Niv03; Niv08]. The
designer of a transition-based parsing method usually defines a handful of so-called transitions
that transform the input string into a syntactic structure while reading and writing on some
internal data structure (e.g. a pushdown). In each instant, the transition-based parser selects a
transition to be applied. The selection mechanism is obtained with the help of various machine
learning methods [e.g. YM03; MCP05; GF15; VG17]. Unfortunately, transition-based methods
deny their designer direct influence on the generated syntactic structures. Furthermore, as
opposed to grammar-based systems, they do not lend themselves to innovation through advances
in formal language theory. Therefore, we will only deal with grammar-based parsing in this
dissertation. Also, we will restrict ourselves to constituent parsing, i.e. the production of parse
trees (as opposed to dependency graphs).
It is desirable for programming languages to be unambiguous, i.e. every program should
have exactly one corresponding abstract syntax tree. In natural languages, however, ambiguity
occurs naturally. Consider for example the sentence
I saw the man with the telescope.
which is widely used to illustrate ambiguity. The sentence is both semantically ambiguous (i.e.
there are at least two meanings) and syntactically ambiguous (i.e. there are at least two parse
trees). The following two semantic interpretations witness this:
(i) I saw the man. The man had the telescope.
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(ii) I used the telescope to see the man.
and the two parse trees for the sentence shown in figure 6.1. Note that in the first parse tree, the
subtree under PP is attached to the NP that spans the object of the clause. In the second parse
tree, the subtree under PP is attached directly to the VP of the sentence. The first and second
parse tree corresponds to the first and second semantic interpretation, respectively. It may be
more likely to encounter the second semantic interpretation (together with the second parse
tree) in the real world. Different likelihoods are usually modelled by assigning a probability
to each parse tree. However, the algorithms presented in this chapter will not only work for
probabilities but for any (suitably restricted) partially ordered commutative monoid with zero.
Definition 6.2 (taken from RD19, section 2). A partially ordered commutative monoid with zero
(short: POCMOZ) is a tuple (𝒜, ⊙, 𝟙, 𝟘, ⊴) where (𝒜, ⊙, 𝟙) is a commutative monoid, 𝟘 ∈ 𝔸
is absorbing w.r.t. ⊙, and ⊴ ⊆ 𝒜 × 𝒜 is a partial order such that 𝟘 ⊴ 𝑎 and 𝑎1 ⊙ 𝑎2 ⊴ 𝑎1 for
every 𝑎, 𝑎1, 𝑎2 ∈ 𝒜. □
Example 6.3. Let us find POCMOZs based on the algebras in example 2.5.
• The Boolean semiring (𝔹, ∨, ∧, 0, 1) gives rise to two POCMOZs:
– the Boolean POCMOZ I (𝔹, ∨, 0, 1, ≥) and
– the Boolean POCMOZ II (𝔹, ∧, 1, 0, ≤).
• Using theminimumoperationmin: ℝ×ℝ → ℝ or themaximumoperationmax: ℝ×ℝ → ℝ
as a basis, which are present in the tropical semiring, the arctic semiring, the tropical
bimonoid, and the arctic bimonoid, we obtain the following POCMOZs:
– the tropical POCMOZ I (ℝ≥0 ∪ {∞},min, ∞, 0, ≤) and
– the arctic POCMOZ I (ℝ≤0 ∪ {−∞},max, −∞, 0, ≥).
• Using the addition +: ℝ × ℝ → ℝ as a basis, which is present in the probability semiring
(with and without ∞), the tropical semiring, the arctic semiring, the tropical bimonoid,
and the arctic bimonoid, we obtain the following POCMOZs:
– the tropical POCMOZ II (ℝ ∪ {∞}, +, 0, ∞, ≥) and
– the arctic POCMOZ II (ℝ ∪ {−∞}, +, 0, −∞, ≤).
• Using the multiplication ⋅: ℝ × ℝ → ℝ as a basis, which is present in the probability
semiring (with and without ∞), the algebras Pr1 and Pr2, and the Viterbi semiring, we
obtain the following POCMOZ:
– the Viterbi POCMOZ ([0, 1], ⋅, 1, 0, ≤).
• Using the operations +1: ℝ × ℝ → ℝ or +2: ℝ × ℝ → ℝ as a basis, which are present in
the algebras Pr1 and Pr2, we obtain the following POCMOZs:
– the +1-POCMOZ ([0, 1], +1, 0, 1, ≥) and
– the +2-POCMOZ ([0, 1], +2, 0, 1, ≥).
• Using the operation ∧: 𝛴∗ × 𝛴∗ → 𝛴∗ that calculates the longest common prefix of two
strings over some set 𝛴, we obtain the following POCMOZ:
126
6.1 Introduction
S
NP
PRP
I
VP
VBD
saw
NP
NP
DT
the
NN
man
PP
IN
with
NP
DT
the
NN
telescope
S
NP
PRP
I
VP
VBD
saw
NP
DT
the
NN
man
PP
IN
with
NP
DT
the
NN
telescope
Figure 6.1: Syntactic ambiguity of the sentence „I saw the man with the telescope“. (See table 6.1
for information on the labels of the inner nodes.)
Table 6.1: Excerpt of the part-of-speech tags and the syntactic tags used in the Penn treebank
[TMS03].
tag – description
sy
nt
ac
tic
ta
gs
S – clause
NP – noun phrase
VP – verb phrase
PP – prepositional phrase
pa
rt
-o
f-
sp
ee
ch
ta
gs
PRP – personal pronoun
VBD – verb, past tense
DT – determiner
NN – noun, singular or mass
IN – preposition or subordinating conjunction
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– the prefix POCMOZ (𝛴∗ ∪ {∞}, ∧, ∞, 𝜀, ≼) where ∞ ∉ 𝛴 such that for each
𝑢, 𝑣 ∈ 𝛴∗: ∞ ∧ ∞ = ∞, ∞ ∧ 𝑢 = 𝑢, 𝑢 ≼ ∞, and 𝑢 ≼ 𝑣 iff 𝑢 is a prefix of 𝑣.
• No POCMOZ is based on concatenation ∘: 𝛴∗ × 𝛴∗ → 𝛴∗ since it is not commutative.
• Any bounded lattice (𝐿, ∨, ∧, ⊥, ⊤) where ∨ is the lattice join and ∧ is the lattice meet,
gives rise to (at least) the following two POCMOZs:
– the ∨-POCMOZ (𝐿, ∨, ⊥, ⊤, ⊒) where, for each 𝑙1, 𝑙2 ∈ 𝐿, 𝑙1 ⊒ 𝑙2 if and only if
𝑙1 ∨ 𝑙2 = 𝑙1, and
– the ∧-POCMOZ (𝐿, ∧, ⊤, ⊥, ⊑) where, for each 𝑙1, 𝑙2 ∈ 𝐿, 𝑙1 ⊑ 𝑙2 if and only if
𝑙1 ∧ 𝑙2 = 𝑙1.
Note that this includes two POCMOZs based on Pow𝐴 for any set 𝐴 and two POCMOZs
based on Div.
• The lattice Div = (ℕ, lcm, gcd, 1, 0) gives rise to two additional POCMOZs:
– the Div-POCMOZ I (ℕ+ ∪ {∞}, lcm, 1, ∞, ≥) and
– the Div-POCMOZ II (ℕ+ ∪ {∞}, gcd, ∞, 1, ≤). □
Let (𝒜, ⊙, 𝟘, 𝟙, ⊴) be a POCMOZ, 𝐵 be a set, and 𝑓: 𝐵 → 𝒜. The support of 𝑓, denoted by
supp(𝑓), is the set {𝑏 ∈ 𝐵 ∣ 𝑓(𝑏) ≠ 𝟘}.
Note that for each POCMOZ (𝒜, ⊙, 𝟘, 𝟙, ⊴) there exists a corresponding strong bimonoid
(𝒜, ⊕, ⊙, 𝟘, 𝟙) where ⊕ is some operation on 𝒜.
For the rest of this chapter, let (𝒜, ⊙, 𝟘, 𝟙, ⊴) be an arbitrary POCMOZ.
The use of a POCMOZ enables us to calculate those parse trees that are best, e.g. most likely
to occur in the real world. Selecting the best, say 𝑛, elements from some set w.r.t. some weight-
assigning function is formally described by the 𝑛-best function. Since the 𝑛 best elements of a
set may not be uniquely defined, the 𝑛-best function returns the set of all possible strings of 𝑛
best elements.
Definition 6.4 (taken from Den17b, definition 5.2). Let 𝛺 be a set, 𝑓: 𝛺 → 𝒜, and 𝑛 ∈ ℕ. The
𝑛-best function w.r.t. 𝑓, denoted by 𝑛-best(𝑓), is a function from 𝒫(𝛺) → 𝒫(𝛺∗) where for
every 𝛺′ ⊆ 𝛺, 𝑘 ∈ [𝑛], and 𝜔1, …, 𝜔𝑘 ∈ 𝛺′ we have that 𝜔1⋯𝜔𝑘 ∈ 𝑛-best(𝑓)(𝛺′) if and only
if the following four conditions hold:
(i) 𝑘 = min{𝑛, |𝛺′|},
(ii) 𝜔1, …, 𝜔𝑘 are pairwise different,
(iii) 𝑓(𝜔𝑖) ⋪ 𝑓(𝜔𝑗) for each 𝑖, 𝑗 with 1 ≤ 𝑖 < 𝑗 ≤ 𝑘, and
(iv) 𝑓(𝜔𝑘) ⋪ 𝑓(𝜔) for each 𝜔 ∈ 𝛺′ ∖ {𝜔1, …, 𝜔𝑘}. □
We can use the functions sort and take to solve the 𝑛-best parsing problem.
Observation 6.5 (taken from Den17b, observation 5.4). Let 𝐺 be an 𝒜-weighted MCFG over
some set 𝛴 of terminals, 𝑛 ∈ ℕ, and 𝑤 ∈ 𝛴∗. Then
(sort(wt𝐺) ; take(𝑛))(Dc𝐺(𝑤)) ∈ 𝑛-best(wt𝐺)(D
c
𝐺(𝑤)). ∎
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𝑛-best parsing problem for 𝒜-weighted MCFGs [taken from Den17b, definition 5.3]
Input: • an 𝒜-weighted MCFG 𝐺 over some set 𝛴 of terminals
• an integer 𝑛 ∈ ℕ+
• a string 𝑤 ∈ 𝛴∗
Output: • an element of 𝑛-best(wt𝐺)(Dc𝐺(𝑤))
However, this is not very efficient. Depending on the implementation of sort and take, this
method may not even terminate. Each of the following three sections discusses a method to
solve the 𝑛-best parsing problem.
6.2 Parsing weighted PMCFGs using weighted TSAs
With the help of chapter 3, we can design a parsing algorithm for weighted non-deleting
PMCFGs.1 The parsing algorithm is based on two observations.
Observation 6.6. The search space of the accepting runs of a weighted automaton with data
storage ℳ can be represented as a (possibly infinite) weighted directed graph whose vertices
are the configurations of ℳ (i.e. triples of states, storage configurations, and strings of terminal
symbols of ℳ), edges are the transitions in the support of the weight assignment of ℳ, and
edge weights are given by the weight assignment of ℳ. ∎
This observation allows us to find the accepting runs of a word 𝑤 in a weighted automaton
with data storage ℳ using a variant of the Dijkstra algorithm; shown in algorithm 6.7. The
initial vertices of our graph are those with an initial state, an initial storage configuration, and
the string 𝑤 that shall be parsed. Those initial vertices are enhanced with an initial weight
and the empty run and added to the agenda Ag on line 3. Then, as long as we have not found
enough runs yet (line 4), we select the best item from the agenda (lines 5 and 6), expand it
according to the transitions in supp(𝜇) (line 10), and add the new items to the agenda (line 12).
In addition to the configuration of ℳ, we keep track of the weight (the fourth component of
the items in Ag) and the run (the fifth component). If the best item (according to the fourth
component) in the agenda contains a final configuration of ℳ (in components 1–3), then we
add the corresponding run (fourth component) to our output (line 8).
Note that Dijkstra-Parse may return a string that is shorter than 𝑛. Also, the for-loop on
line 11 is only guaranteed to terminate if DS is finitely non-deterministic.
1The automata characterisation of chapter 3 requires that 𝒜 is a complete commutative semiring. However, in
this section it suffices that there is a bijection between the complete derivation trees of a grammar 𝐺 and the
accepting runs of the corresponding automaton ℳ(𝐺) that preserves the yield and the weight. The property 𝑃
from lemma 3.29 together with (†) from lemma 3.32 attest a bijection that preserves the yield. (Also, a grammar
always has a grammar with only productive non-terminals that is equivalent.) Furthermore, since we are not
interested in the weight of a word in a weighted language but only in the weight of derivations, we can ignore
all properties that pertain to ⊕ in this chapter. Hence it suffices that 𝒜 is a POCMOZ.
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Algorithm 6.7 Dijkstra 𝑛-best parsing for weighted automata with data storage
Input: • a (DS, 𝛴, 𝒜)-automaton ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝜇) with DS =
(𝐶, 𝐼, 𝐶i, 𝐶f)
• an integer 𝑛 ∈ ℕ+
• a string 𝑤 ∈ 𝛴∗
Output: • an element of 𝑛-best(wtℳ)(Runsaccℳ(𝑤))
1: function Dijkstra-Parse(ℳ, 𝑛, 𝑤)
2: let 𝑋 = ∅ ▷ 𝑋 is the set of runs of ℳ on 𝑤 that were already found
3: let Ag = {(𝑞i, 𝑐i, 𝑤, 𝟙, 𝜀) ∣ 𝑞i ∈ 𝑄i, 𝑐i ∈ 𝐶i} ▷ fill agenda with initial configurations
4: while |𝑋| < 𝑛 and Ag ≠ ∅ do
5: let (𝑞, 𝑐, 𝑢, 𝑎, 𝜃) be the greatest element of Ag with respect to the fourth component
6: let Ag = Ag ∖ {(𝑞, 𝑐, 𝑢, 𝑎, 𝜃)}
7: if 𝑞 ∈ 𝑄f and 𝑐 ∈ 𝐶f and 𝑢 = 𝜀 then
8: let 𝑋 = 𝑋 ∪ {𝜃}
9: end if
10: for each 𝜏 ∈ supp(𝜇) do
11: for each (𝑞′, 𝑐′, 𝑢′) ∈ ⊢𝜏((𝑞, 𝑐, 𝑢)) do
12: let Ag = Ag ∪ {(𝑞′, 𝑐′, 𝑢′, 𝑎 ⊙ 𝜇(𝜏), 𝜃𝜏)}
13: end for
14: end for
15: end while
16: return sort(wtℳ, ⊴)(𝑋)
17: end function
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Observation 6.8 (taken from the end of Den16a, section 4.1). Let 𝐺 be a non-deleting PMCFG.
Furthermore, let [𝜉, 𝜀] be a storage configuration of ℳ(𝐺), cf. construction 3.20, after recognis-
ing some word 𝑤 and let 𝜉|1 denote the first subtree of 𝜉, defined by the equation 𝜉|1(𝜌) = 𝜉(1𝜌)
for each 𝜌 ∈ ℕ∗ with 1𝜌 ∈ dom(𝜉). Then 𝜉|1 is a complete derivation tree of 𝑤 in 𝐺.2 ∎
This observation allows us to derive an algorithm that uses algorithm 6.7 to derive a parsing
algorithm for weighted non-deleting PMCFGs; shown in algorithm 6.9. We use construction 3.20
to create for our given PMCFG 𝐺 an equivalent tree-stack automaton (line 2). Then we use
algorithm 6.7 to calculate best 𝑛 runs of ℳ(𝐺) (line 3). For each of those runs, we can calculate
the (unique) storage configuration that the automaton has at the end of the run when starting
from an initial configuration (line 5). Note that any run is only applicable to exactly initial
configurations and hence the 𝜉𝑖s are uniquely defined. Finally, we use observation 6.8 to obtain
the derivation tree 𝜉𝑖|1 corresponding to each 𝜉𝑖 (line 7).
Algorithm 6.9 TSA-based parsing for weighted non-deleting PMCFGs
Input: • an 𝒜-weighted non-deleting PMCFG 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇)
• an integer 𝑛 ∈ ℕ+
• a string 𝑤 ∈ 𝛴∗
Output: • an element of 𝑛-best(wt𝐺)(Dc𝐺(𝑤))
1: function PMCFG-Parse(𝐺, 𝑛, 𝑤)
2: let ℳ(𝐺) be obtained from 𝐺 by construction 3.20
3: let 𝜃1⋯𝜃𝑚 = Dijkstra-Parse(ℳ(𝐺), 𝑛, 𝑤) ▷ 𝑚 may be smaller than 𝑛
4: for each 𝑖 ∈ [𝑚] do
5: let [𝜉𝑖, 𝜀] be obtained from {(𝜀, @)} by applying the instructions that occur in 𝜃𝑖
6: end for
7: return 𝜉1|1⋯𝜉𝑚|1
8: end function
The author implemented algorithms 6.7 and 6.9 as part of Rustomata.3 While the algorithms
work in principle, they are (unsurprisingly) too time and space intensive for practical purposes.
However, an alternative to the Dijkstra-like algorithm that also uses the automaton characteri-
sation is given in section 6.3.
6.3 Coarse-to-fine parsing of weighted automata with storage
This section is a revised version of section 6 of T. Denkinger. “Approximation of Weighted
Automata with Storage”. In: Proceedings of the Eighth International Symposium on Games,
Automata, Logics and Formal Verification. Vol. 256. Electronic Proceedings in Theoretical
2If 𝐺 were not non-deleting, then there may be subtrees in a complete derivation 𝑑 of 𝑤 in 𝐺 that do not contribute
to 𝑤 and hence will not occur in any 𝜉|1.
3https://github.com/tud-fop/rustomata
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6.3.1 Coarse-to-fine parsing
We will provide an algorithm that solves the 𝑛-best parsing problem, i.e. an algorithm that
outputs for any given automaton ℛ with data storage, natural number 𝑛, and string 𝑤, a string
of 𝑛 best runs of ℛ on 𝑤. Coarse-to-fine parsing [Cha+06] employs a simpler (i.e. easier to parse)
automaton (with data storage) ℛ′ to parse 𝑤 and uses the runs of ℛ′ on 𝑤 to narrow down the
search space for the runs of ℛ on 𝑤. To ensure that there are runs of ℛ′ on 𝑤 whenever there
are runs of ℛ on 𝑤, we require that ℒ(ℛ′) ⊇ ℒ(ℛ). The automaton ℛ′ is obtained by superset
approximation. In particular, we let ℛ′ = 𝐴(ℛ) for some total approximation strategy 𝐴.
6.3.2 The algorithm
Algorithm 6.10 describes coarse-to-fine 𝑛-best parsing for weighted automata with data storage.
The algorithm starts with a set 𝑋 that is empty (line 2) and a set 𝑌 that contains all the runs of
𝐴(ℳ) on 𝑤 (line 3). Then, as long as 𝑋 has less than 𝑛 elements or an element of 𝑌 is greater
than the smallest element in 𝑋 with respect to their weights (line 4), we take the greatest
element 𝜃′ of 𝑌 (line 8), remove it from 𝑌 (line 9), calculate the corresponding strings 𝜃 of
transitions from ℳ (line 11), and add 𝜃 to 𝑋 if 𝜃 is a run of ℳ (line 12).
The use of 𝐴(ℳ) as defined in section 4.4 requires that the weights are taken from a com-
mutative semiring that is also a POCMOZ. Formally, the use of 𝐴(ℳ) is still justified, because
each POCMOZ can be extended to a commutative semiring by (arbitrarily) extending the partial
order ⊴ to a total order ⊴′ and then defining the addition operation as the maximum w.r.t. ⊴′.
In practice, the user of this coarse-to-fine parsing framework may choose the addition operation
to best optimise the implementation for their use case, as long as the resulting algebra is still a
commutative semiring.
Idea for the proof of correctness of algorithm 6.10. Correctness is shown by inspecting
the two conditions of the while-loop. Because of the first condition, we put at least 𝑛 elements
in 𝑋 (if there are that many, cf. line 5). The second condition requires that we keep looping as
long as there are still better runs in 𝑌 than the 𝑛-th best run in 𝑋. Hence, we terminate only
if 𝑋 has at least 𝑛 runs (or all runs) and every run in 𝑌 is worse than the 𝑛-th best run in 𝑋.
From lemma 4.30 follows that for each 𝜃′ ∈ 𝑌, every run in 𝐴−1(𝜃′) is not better than 𝜃′. Hence,
when every run in 𝑌 is worse than the 𝑛-th best run in 𝑋, then also every run in 𝐴−1(𝑌 ) is
worse than the 𝑛-th best run in 𝑋. In other words, there is no longer a run in 𝐴−1(𝑌 ) that
would need to be included in an 𝑛-best list of runs.
Initialisation of 𝑌. We can restrict the automaton 𝐴(ℳ) to the input 𝑤 with the usual
product construction. The set of runs of the resulting product automaton (let us call it ℳ𝐴,𝑤)
can be mapped onto Runs𝐴(ℳ)(𝑤) by some projection 𝜑. Hence ℳ𝐴,𝑤 (finitely) represents
Runs𝐴(ℳ)(𝑤). The automaton ℳ𝐴,𝑤 can be construed as a (not necessarily finite) graph 𝐺𝐴,𝑤
with the ℳ𝐴,𝑤-configurations as nodes. The edges shall be labelled with the images of the
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Algorithm 6.10 Coarse-to-fine 𝑛-best parsing for weighted automata with data storage
[taken from Den17a, algorithm 3]
Input: • a total approximation strategy 𝐴: 𝐶 → 𝐶′
• a (DS, 𝛴, 𝒜)-automaton ℳ where DS = (𝐶, 𝐼, 𝐶i, 𝐶f)
• an integer 𝑛 ∈ ℕ+
• a string 𝑤 ∈ 𝛴∗
Output: • an element of 𝑛-best(wtℳ)(Runsaccℳ(𝑤))
1: function CTF-Parse(𝐴, ℳ, 𝑛, 𝑤)
2: let 𝑋 = ∅ ▷ 𝑋 is the set of runs of ℳ on 𝑤 that were already found
3: let 𝑌 = Runsacc𝐴(ℳ)(𝑤) ▷ 𝑌 is the set of runs of 𝐴(ℳ) on 𝑤 not yet considered
4: while |𝑋| < 𝑛 or else the weight of the 𝑛-th best element of 𝑋 is smaller (⊲) than the
weight of the best element of 𝑌 do
5: if 𝑌 = ∅ then
6: break
7: end if
8: let 𝜃′ = greatest element of 𝑌 with respect to the image under wt𝐴(ℳ)
9: let 𝑌 = 𝑌 ∖ {𝜃′}
10: for each 𝜃 ∈ 𝐴−1(𝜃′) that is a string of transitions in ℳ do
11: if 𝜃 ∈ Runsaccℳ then ▷ it is sufficient to only check the storage behaviour of 𝜃
12: let 𝑋 = 𝑋 ∪ {𝜃}
13: end if
14: end for
15: end while
16: return a string of 𝑛 greatest elements of 𝑋 with respect to the image under wtℳ in
descending order
17: end function
corresponding transitions of ℳ𝐴,𝑤 under 𝜑. Then the paths (i.e. sequences of edge labels) in
𝐺𝐴,𝑤 from the initial ℳ𝐴,𝑤-configuration to all the final ℳ𝐴,𝑤-configurations are exactly the
elements of Runs𝐴(ℳ)(𝑤). Those paths can be enumerated in descending order of their weights
using a variant of Dijkstra’s algorithm (similar to algorithm 6.7). This provides us with a method
to compute max𝜃′∈𝑌 wt𝐴(ℳ)(𝜃′) on line 4 and 𝜃′ on line 8. One requirement for this method to
be effective is that 𝐴(DS) is finitely non-deterministic, or, equivalently, 𝐴 is DS-proper.
Example 6.11 (taken from Den17a, example 39). Let 𝛤 = {a, b, c}, 𝛴 = 𝛤 ∪ {#}, 𝒜
be the tropical POCMOZ II (ℝ ∪ {∞}, +, 0, ∞, ≥), and 𝐴#: 𝛤 ∗ → ℕ with 𝐴#(𝑢) = |𝑢|.
Note that 𝐴#(PD(𝛤 )) = Count. Now consider the 𝒜-weighted automata with data stor-
age ℳ = ([3], PD(𝛤 ), 𝛴, {1}, {3}, 𝜇) and 𝐴#(ℳ) = ([3],Count, 𝛴, {1}, {3}, 𝜇′) where
supp(𝜇) = {𝜏1, …, 𝜏8} and supp(𝜇′) = {𝜏 ′1, 𝜏
′
23, 𝜏
′
4, 𝜏
′
5, …, 𝜏
′
8} with
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𝜏1 = (1, push(a) , a , 1)
𝜏2 = (1, push(b) , 𝜀 , 1)
𝜏3 = (1, push(c) , 𝜀 , 1)
𝜏4 = (1, id , #, 2)
𝜏5 = (2, top(a) ; pop, a , 2)
𝜏6 = (2, top(b) ; pop, b , 2)
𝜏7 = (2, top(c) ; pop, c , 2)
𝜏8 = (2, bottom , 𝜀 , 3)
𝜏 ′1 = (1, inc , a , 1)
𝜏 ′23 = (1, inc , 𝜀 , 1)
𝜏 ′4 = (1, id , #, 2)
𝜏 ′5 = (2, id(ℕ+) ; dec, a , 2)
𝜏 ′6 = (2, id(ℕ+) ; dec, b , 2)
𝜏 ′7 = (2, id(ℕ+) ; dec, c , 2)
𝜏 ′8 = (2, id({0}) , 𝜀 , 3)
𝐴#
and 𝜇(𝜏𝑖) = 1 = 𝜇′(𝜏𝑖) for each 𝑖 ∈ [8].
The language ℒ(ℳ) contains exactly the strings of the form a𝑘#𝑤 for which 𝑘 ∈ ℕ, 𝑤 ∈
{a, b, c}∗, and a occurs 𝑘 times in 𝑤. The language ℒ(𝐴#(ℳ)) contains exactly the strings of
the form a𝑘#𝑤 for which 𝑘 ∈ ℕ, 𝑤 ∈ {a, b, c}∗, and |𝑤| ≥ 𝑘.
We use algorithm 6.10 to obtain the 1-best run of 𝑤 = a#ba: On line 8, we get 𝜃′ =
𝜏 ′1𝜏
′
23𝜏
′
4𝜏
′
6𝜏
′
5𝜏
′
8 (the only run of 𝐴#(ℳ) on 𝑤). Then there are only two possible values for 𝜃
on line 11, namely 𝜃1 = 𝜏1𝜏2𝜏4𝜏7𝜏5𝜏8 and 𝜃2 = 𝜏1𝜏3𝜏4𝜏7𝜏5𝜏8 of which only 𝜃2 is a run of ℳ,
hence the algorithm returns the string (of runs) that contains only the run 𝜃2. □
6.3.3 The implementation and practical relevance
A proof-of-concept implementation of the coarse-to-fine parsing shown in algorithm 6.10 was
done by Korn [Kor17] in Rustomata.4 He did experiments on small portions of the NeGra corpus
(subsets of up to 20 sentences). Depending on the approximation strategies that were used, he
could show a decrease of parse time by 25 % to 50 % in comparison to the method shown in
section 6.2. A decrease in the quality of the parses did not occur, possibly because of the low
size of the used corpora. His measurements showed that the decrease of parse time steepens
with increased corpus size. He conjectured that this trend continues beyond corpus sizes of 20
sentences.
The implementation of algorithm 6.10 uses algorithm 6.7 to compute Runs𝐴(ℳ)(𝑤). In
particular, no optimisations (like dynamic programming, heuristic search, or approximative
search) were used. Hence, the implementation can not be run on sufficiently large corpora
to allow for a substantiated guess on the viability of automaton-based coarse-to-fine parsing.
Optimising the implementation and evaluating it on large corpora is open for future work. In
particular, the implementation should be compared to (at least) state-of-the-art grammar-based
parsers.
Even if it turns out that this parsing approach is not viable in practice, it still provides a
theoretical framework of characterising coarse-to-fine parsing pipelines: by means of approxi-
mation strategies. This is relevant even for describing grammar-based coarse-to-fine parsing
because the used grammar models usually have an automaton characterisation.
4https://github.com/tud-fop/rustomata
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6.4 Chomsky-Schützenberger parsing of weighted MCFGs
This is a revised version of sections 5 and 6 of T. Denkinger. “Chomsky-Schützenberger parsing
for weighted multiple context-free languages”. In: Journal of Language Modelling 5.1 (July 2017),
p. 3. doi: 10.15398/jlm.v5i1.159.
6.4.1 Introduction
Hulden [Hul11] introduced Chomsky-Schützenberger parsing for context-free grammars. The
general idea is to use the decomposition of context-free grammars provided by Chomsky-
Schützenberger representation of context-free languages (repeated below) to derive a parsing
algorithm.
Theorem 5.1 (taken from CS63, proposition 2). Let 𝛴 be a set and 𝐿 ⊆ 𝛴∗ be a
language. The following are equivalent:
(i) 𝐿 is a context-free language.
(ii) There is a set 𝛥, a recognisable language 𝑅 ⊆ (𝛥 ∪ 𝛥)∗, and a string homo-
morphism ℎ: (𝛥 ∪ 𝛥)∗ → 𝛴∗ such that 𝐿 = ℎ(D(𝛥) ∩ 𝑅).5 ∎
For this purpose, Hulden [Hul11] extracts from a finite state automaton that represents 𝑅 all
the strings that are in D(𝛥), which enables him to describe a parsing algorithm for (weighted)
context-free grammars. This section will introduce an algorithm that uses the Chomsky-
Schützenberger representation of (unweighted) multiple context-free languages (theorem 5.5)
to derive a parsing algorithm for weighted multiple context-free grammars.
Theorem 5.5 (taken from YKS10, theorem 3). Let 𝛴 be a set, 𝐿 ⊆ 𝛴∗ be a language,
𝑘 ∈ ℕ, and 𝑠 ∈ ℕ+. The following are equivalent:
(i) 𝐿 ∈ (𝑠, 𝑘)-MCFL(𝛴).
(ii) There is a set 𝛥, a recognisable language 𝑅 ⊆ 𝛥∗, a grammar multiple Dyck
language mD ⊆ 𝛥∗ of dimension 𝑠 and rank 𝑘, and a string homomorphim
ℎ: 𝛥∗ → 𝛴∗ such that 𝐿 = ℎ(mD ∩ 𝑅). ∎
The following corollary analyses the construction of theorem 5.5 [see YKS10, theorem 3] and
allows us to convert the elements of 𝑅 ∩mD to derivation trees. Recall the notations 𝑅(𝐺) and
hom(𝐺) from definition 5.6 and the notation mD≡(𝐺) from definition 5.21.
Corollary 6.12 (taken from Den17b, corollary 3.9). Let 𝐺 be an MCFG. There exists a bijective
function toBr:Dc𝐺 → 𝑅(𝐺) ∩ mD≡(𝐺) such that yield = toBr ; hom(𝐺).
5D(𝛥) denotes the set of well-bracketed words where the opening brackets are taken from 𝛥 and the closing
bracket for each 𝛿 ∈ 𝛥 is 𝛿 ∈ 𝛥.
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Proof. The constructions in lemmas 1 and 3 in Yoshinaka, Kaji, and Seki [YKS10] already hint at
such a bijective function. We will merely point out this function toBr:Dc𝐺 → 𝑅(𝐺) ∩ mDG(𝐺)
and its inverse fromBr: 𝑅(𝐺) ∩ mDG(𝐺) → Dc𝐺 here.
Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) and 𝛥 be the generator set with respect to 𝐺 and 𝑘 = rank(𝐺).
We examine the proof of Yoshinaka, Kaji, and Seki [YKS10, lemma 1], cf. definition 5.6. They
construct for every rule 𝐴 → 𝑓(𝐵1, …, 𝐵ℓ) ∈ 𝑅 and all tuples ̄𝜏1, …, ̄𝜏ℓ that are generated by
𝐵1, …, 𝐵ℓ in 𝐺𝑘𝛥, respectively, a tuple ?̄? = (𝑢1, …, 𝑢𝑚) that is generated from 𝐴 in 𝐺
𝑘
𝛥. For each
𝑗 ∈ [𝑚], ℳ(𝐺) recognises 𝑢𝑗 on the way from 𝐴𝑗 to 𝑞f, and 𝑓(hom(𝐺)(𝜏1), …, hom(𝐺)(𝜏ℓ)) =
hom(𝐺)(?̄?), where hom(𝐺) is applied to tuples component-wise. Now, we look at any initial
non-terminal 𝑆 ∈ 𝑁i. Then ?̄? has only one component and this construction can be conceived
as a function toBr:Dc𝐺 → 𝑅(𝐺) ∩ mDG(𝐺) such that toBr ; hom(𝐺) = yield.
In lemma 3, Yoshinaka, Kaji, and Seki [YKS10] give a construction for the converse direction
by recursion on the structure of derivations in 𝐺𝑘𝛥. In a similar way as above, we view this
construction as a function fromBr: 𝑅(𝐺) ∩mDG(𝐺) → Dc𝐺 such that fromBr ; yield = hom(𝐺).
Then fromBr ; toBr ; hom(𝐺) = hom(𝐺), and hence toBr−1 = fromBr.
Finally, let us point out that 𝑅(𝐺) ∩ mDG(𝐺) = 𝑅(𝐺) ∩ mD≡(𝐺) by lemma 5.22, and hence
toBr:Dc𝐺 → 𝑅(𝐺) ∩ mDG(𝐺) and fromBr: 𝑅(𝐺) ∩ mDG(𝐺) → D
c
𝐺. ∎
6.4.2 The naïve parser
Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) be a non-deleting 𝒜-weighted MCFG and 𝑤 ∈ 𝛴∗. Corollary 6.12
provides a decomposition of Dc𝐺(𝑤):
Dc𝐺(𝑤) = yield
−1(𝑤) ∩ Dc𝐺 (by definition 2.17)
= fromBr(toBr(yield−1(𝑤) ∩ Dc𝐺)) (since toBr
−1 = fromBr)
= fromBr(toBr(yield−1(𝑤)) ∩ toBr(Dc𝐺))
= fromBr(hom(𝐺uw)−1(𝑤) ∩ toBr(Dc𝐺)) (by corollary 6.12)
= fromBr(hom(𝐺uw)−1(𝑤) ∩ 𝑅(𝐺uw) ∩ mD≡(𝐺uw)) (by corollary 6.12)
= (hom(𝐺uw)−1 ; (∩𝑅(𝐺uw)) ; (∩mD≡(𝐺uw)) ; fromBr)(𝑤)
where (∩𝑅(𝐺uw)) and (∩mD≡(𝐺uw)) are functions that intersect their arguments with 𝑅(𝐺uw)
and mD≡(𝐺uw), respectively.
In the next step, we find a function 𝜈𝐺: 𝛥∗ → 𝒜 such that toBr ; 𝜈𝐺 = wt𝐺. This can be
achieved along the lines of the definition of ℎ in the proof of lemma 2.74 by letting 𝜈𝐺 be a
homomorphism from the free monoid on 𝛥 to the POCMOZ 𝒜 such that
𝜈𝐺(𝛿) = {
𝜇(𝜌) if 𝛿 = ⟦1𝜌 for some rule 𝜌 ∈ supp(𝜇)
𝟙 otherwise
}
for each 𝛿 ∈ 𝛥. Using this function 𝜈𝐺, we apply 𝑛-best parsing to the previously derived
136
6.4 Chomsky-Schützenberger parsing of weighted MCFGs
0start 1 2
𝛥𝜀
⟦1a
𝛥𝜀
⟦1c
𝛥𝜀
Figure 6.15: An FSA that recognises the domain language of hom(𝐺) with respect to the string
ac where 𝐺 is taken from example 2.20. Note that 𝛥𝜀 denotes the set of (opening
or closing) brackets that are mapped to 𝜀 by hom(𝐺). This figure is taken from
Den17b, figure 6.
decomposition of Dc𝐺(𝑤):
(sort(wt𝐺, ⊴) ; take(𝑛))(Dc𝐺(𝑤))
= (hom(𝐺uw)−1 ; (∩𝑅(𝐺uw)) ; (∩mD≡(𝐺uw)) ; fromBr ; sort(wt𝐺, ⊴) ; take(𝑛))(𝑤)
(by the above derivation)
= (hom(𝐺uw)−1 ; (∩𝑅(𝐺uw)) ; (∩mD≡(𝐺uw)) ; sort(𝜈𝐺, ⊴) ; map(fromBr) ; take(𝑛))(𝑤)
(since toBr ; 𝜈𝐺 = wt𝐺)
= (hom(𝐺uw)−1 ; (∩𝑅(𝐺uw)) ; sort(𝜈𝐺, ⊴) ; filter(mD≡(𝐺uw)) ; map(fromBr) ; take(𝑛))(𝑤).
Definition 6.13. Let 𝐺 be a non-deleting 𝒜-weighted MCFG and 𝑛 ∈ ℕ. The naïve Chomsky-
Schützenberger 𝑛-best parser with respect to 𝐺 is the function
hom(𝐺uw)−1 ; (∩𝑅(𝐺uw)) ; sort(𝜈𝐺, ⊴) ; filter(mD≡(𝐺uw)) ; map(fromBr) ; take(𝑛). □
Implementation details. The parser description in definition 6.13 is quite abstract (i.e. many
details are left out). Let us state these details here:
(i) hom(𝐺uw)−1(𝑤) is a recognisable language and may be implemented as a finite state
automaton.
Definition 6.14 (taken from Den17b, definition 5.5). Let 𝛥 be a finite set and 𝛴 be a
set. Furthermore, let ℎ: 𝛥∗ → 𝛴∗ be an alphabetic homomorphism, 𝜎1, …, 𝜎𝑛 ∈ 𝛴, and
𝑤 = 𝜎1⋯𝜎𝑛. Consider the 𝑔: 𝛥 → 𝛴 ∪ {𝜀} for which ̂𝑔 = ℎ. The domain language of ℎ
with respect to 𝑤, denoted by domLℎ(𝑤), is the following set:
(𝑔−1(𝜀))∗ ∘ 𝑔−1(𝜎1) ∘ (𝑔−1(𝜀))∗ ∘ … ∘ 𝑔−1(𝜎𝑛) ∘ (𝑔−1(𝜀))∗ □
Note that 𝑔−1(𝜎1), …, 𝑔−1(𝜎𝑛), 𝑔−1(𝜀) in the above definition are all finite sets (whereas
domLℎ(𝑤) may not be finite). Figure 6.15 shows an example for definition 6.14.
The following observation follows from the definition of domL and the definition of string
homomorphisms.
Observation 6.16. Let 𝛥 be a finite set and 𝛴 be a set. Furthermore, let ℎ: 𝛥∗ → 𝛴∗ be
an alphabetic homomorphism and 𝑤 ∈ 𝛴∗. Then domLℎ(𝑤) = ℎ−1(𝑤). ∎
Lemma 6.17 (taken from Den17b, lemma 5.6). Let 𝛥 be a finite set and 𝛴 be a set.
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Furthermore, let ℎ: 𝛥∗ → 𝛴∗ be an alphabetic homomorphism and 𝑤 ∈ 𝛴∗. Then
ℎ−1(𝑤) is regular.
Proof. Due to observation 6.16, it suffices to show that domLℎ(𝑤) is regular. For this,
let 𝑔: 𝛥 → 𝛴 ∪ {𝜀} be the function such that ̂𝑔 = ℎ and let 𝜎1, …, 𝜎𝑛 ∈ 𝛴 such
that 𝑤 = 𝜎1⋯𝜎𝑛. Since the sets 𝑔−1(𝜎1), …, 𝑔−1(𝜎𝑛), 𝑔−1(𝜀) are all finite, they are
also recognisable languages [HU69, theorem 3.7]. Since recognisable languages are
closed under Kleene-star, (𝑔−1(𝜀))∗ is a recognisable language [HU69, theorem 3.9].
Furthermore, recognisable languages are closed under concatenation [HU69, theorem 3.7]
and thus
domLℎ(𝑤) = (𝑔−1(𝜀))
∗ ∘ 𝑔−1(𝜎1) ∘ (𝑔−1(𝜀))
∗ ∘ … ∘ 𝑔−1(𝜎𝑛) ∘ (𝑔−1(𝜀))
∗
is recognisable. ∎
(ii) hom(𝐺uw)−1(𝑤) ∩ 𝑅(𝐺uw) is the intersection of two recognisable languages and can be
obtained via the product construction of two finite state automata [cf. HU69, theorem 3.6].
An example for 𝑅(𝐺uw) is given in figure 6.20 (top) and the product automaton obtained
from it and figure 6.15 is shown in figure 6.18 (for now, let us ignore that some edges are
bold).
(iii) sort(𝜈𝐺, ⊴)(hom(𝐺uw)−1(𝑤) ∩ 𝑅(𝐺uw)) can be implemented as an iterator that enumer-
ates the strings in the set hom(𝐺uw)−1(𝑤) ∩ 𝑅(𝐺uw) ordered by wt𝐺 in a Dijkstra-like
fashion (similar to algorithm 6.7).
(iv) With the operationsfilter(mD≡(𝐺uw)) andmap(fromBr), we apply the predicatemD≡(𝐺uw)
and the function fromBr element-wise to the output of the iterator, forming a new iterator.
(v) filter(mD≡(𝐺uw)) is implemented with the help of isMember (algorithm 5.18).
(vi) take(𝑛) consumes its input iterator lazily, i.e. evaluates only the prefix of the input
sequence that is needed to generate the output.
The rest of section 6.4 will concern itself with the termination of the outlined algorithm.
6.4.3 The problem: harmful loops
A crucial part of the algorithm is the enumeration of the elements of hom(𝐺uw)−1(𝑤) ∩
𝑅(𝐺uw). This is done using a Dijkstra-like algorithm on the graph of an FSA representing
hom(𝐺uw)−1(𝑤) ∩ 𝑅(𝐺uw). The weights determine the order in which states of the FSA are
visited. Hence, any loops in the graph that have weight 𝟙 may prevent the Dijkstra-algorithm
from ever reaching the final state. We call any loop in the graph of ℳ(𝐺uw) harmful if, for
some string 𝑤, the graph of the FSA for hom(𝐺uw)−1(𝑤) ∩ 𝑅(𝐺uw) (obtained by product con-
struction) has loops with weight 𝟙.
Definition 6.19 (taken fromDen17b, definition 5.8). Let𝛴 and𝛥 be sets, ℳ = (𝑄, 𝛥, 𝑄i, 𝑄f, 𝑇 )
be an FSA, and ℎ: 𝛥∗ → 𝛴∗ and 𝜈: 𝛥∗ → 𝒜 be homomorphisms. A run
(𝑞0, 𝑢1, 𝑞1)(𝑞1, 𝑢2, 𝑞2)⋯(𝑞𝑘−1, 𝑢𝑘, 𝑞𝑘)
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2
𝜌2, ⟧
1
𝜌3,1
⟧1𝜌3, ⟧
2
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⟧2𝜌3}
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1
⟦2𝜌4⟧
2
𝜌4 ⟧
1
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1
⟦1𝜌5⟧
1
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1
𝜌1,2
𝐵2
1
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2
𝜌1,2
𝐴2
2
⟦2𝜌2 ̃c⟦
2
𝜌2,1
𝑞f
2
⟦2𝜌4⟧
2
𝜌4⟧
1
𝜌1,2
⟦2𝜌1,1
{⟧2𝜌1,2⟧
1
𝜌1, ⟧
1
𝜌2,1
⟧1𝜌2, ⟧
2
𝜌2,1
⟧2𝜌2, ⟧
1
𝜌3,1
⟧1𝜌3, ⟧
2
𝜌3,1
⟧2𝜌3}
𝐵1
2
⟦1𝜌5⟧
1
𝜌5
⟧1𝜌1,1⟦
1
𝜌1,2
𝐵2
2⟦2𝜌5⟧
2
𝜌5
⟧2𝜌1,1⟦
2
𝜌1,2
Figure 6.18: Automaton for the intersection of hom(𝐺uw)−1(ac) and 𝑅(𝐺uw) where the
weighted MCFG 𝐺 is taken from example 2.56; obtained via product construc-
tion. (Loops of weight 𝟙 under 𝜈𝐺 are printed in bold, cf. section 6.4.3.)
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in ℳ is called harmful (with respect to 𝜈 and ℎ) if
• 𝑞1, …, 𝑞𝑘 are pairwise different states,
• 𝑞0 = 𝑞𝑘,
• ℎ(𝑢1) = … = ℎ(𝑢𝑘) = 𝜀, and
• 𝜈(𝑢1) = … = 𝜈(𝑢𝑘) = 𝟙. □
We can easily see that the FSA in figure 6.20 (top) has eight harmful loops, printed in bold.
This causes 14 loops of weight 𝟙 (also printed in bold) in figure 6.18.
To ensure that the Chomsky-Schützenberger parser terminates if a derivation tree exists for
the given string in the wMCFG, we need to eliminate all harmful loops.6 We achieve this with
the following three steps:
• We modify the construction of ℳ(𝐺), cf. definition 5.6, in section 6.4.4.
• We provide a restriction to the weight structure (see section 6.4.5).
• We provide a restriction to the grammar (see section 6.4.6).
Furthermore, we provide an optimisation that is not necessary for termination, but seems
nevertheless prudent.
• We optimise isMember for the case that the grammar has a specific form (see section 6.4.7).
The restrictions to grammar and weight structure turn out not to be problematic in practice.
Finally, in section 6.4.8, we present the Chomsky-Schützenberger parsing algorithm.
6.4.4 The modification of ℳ(𝐺)
Consider an MCFG 𝐺 with the sorted set 𝑁 of non-terminals. Then, intuitively, ℳ(𝐺) has two
kinds of states:
(i) For every 𝐴 ∈ 𝑁 and every 𝑗 ∈ [sort(𝐴)], there is a state 𝐴𝑗 that signifies that the
automaton is about to process the 𝑗-th component of a tuple of strings generated in 𝐺 by
starting from the non-terminal 𝐴.
(ii) There is a state 𝑞f that signifies that the automaton just finished processing some component
of a tuple of strings generated in 𝐺 by starting from any non-terminal.
We will split the state 𝑞f in ℳ(𝐺) up to formalise the following intuition:
(ii’) For every 𝐴 ∈ 𝑁 and every 𝑗 ∈ [sort(𝐴)], there is a state 𝐴𝑗 that signifies that the
automaton just finished processing the 𝑗-th component of a tuple of strings generated in
𝐺 by starting from the non-terminal 𝐴.
The resulting automaton will be denoted by ℳ′(𝐺). Figure 6.20 contrasts ℳ(𝐺) and ℳ′(𝐺).
Note that ℳ′(𝐺) only has four harmful loops (whereas ℳ(𝐺) has eight). Hence the automaton
for hom(𝐺)−1(𝑤) ∩ ℒ(ℳ′(𝐺)), shown in figure 6.21, has only four loops of weight 𝟙 (printed
in bold); the automaton for hom(𝐺)−1(𝑤) ∩ 𝑅(𝐺), see figure 6.18, has 14.
Definition 6.22 (taken from Den17b, definition 5.15). Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) be an MCFG and
recall the definitions of 𝛥 and 𝛥 from definitions 5.6 and 5.4. The modified automaton with
6An additional modification is required to make the parser terminate even if no derivation tree exists.
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1
𝜌3
{⟧2𝜌1,2⟧
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Figure 6.20: The automaton with respect to 𝐺uw (top, repeated from figure 5.7) and the modified
automaton with respect to 𝐺uw (bottom, taken from Den17b, figure 7) where 𝐺 is
taken from example 2.56.
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2
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2
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2
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Figure 6.21: Automaton for the intersection of hom(𝐺uw)−1(ac) and ℒ(ℳ′(𝐺uw)) where 𝐺 is
taken from example 2.56; obtained via the product construction. Loops of weight 𝟙
under 𝜈𝐺 are printed in bold [taken from Den17b, figure 8].
respect to 𝐺, denoted by ℳ′(𝐺), is the FSA (𝑄 ∪ 𝑄, 𝛥, {𝑆1 ∣ 𝑆 ∈ 𝑁i}, {𝑆1 ∣ 𝑆 ∈ 𝑁i}, 𝑇 )
where
𝑄 = {𝐴𝑗 ∣ 𝐴 ∈ 𝑁, 𝑘 ∈ [sort(𝐴)]} 𝑄 = {𝐴𝑗 ∣ 𝐴 ∈ 𝑁, 𝑘 ∈ [sort(𝐴)]}
and 𝑇 contains for every rule 𝜌 = 𝐴 → [𝑣1, …, 𝑣𝑠](𝐵1, …, 𝐵𝑘) ∈ 𝑅 and each 𝑚 ∈ [𝑠] (where
𝑣𝑚 is of the form 𝑢𝑚,0𝑥
𝑗(𝑚,1)
𝑖(𝑚,1)𝑢𝑚,1⋯𝑥
𝑗(𝑚,ℓ𝑚)
𝑖(𝑚,ℓ𝑚)
𝑢𝑚,ℓ𝑚 with 𝑢𝑚,0, …, 𝑢𝑚,ℓ𝑚 ∈ 𝛴
∗) exactly the
following transitions
(𝐴𝑚, ⟦𝑚𝜌 𝑢𝑚,0⟧𝑚𝜌 , 𝐴𝑚) if ℓ𝑚 = 0,
(𝐴𝑚, ⟦𝑚𝜌 𝑢𝑚,0⟦
𝑗(𝑚,1)
𝜌,𝑖(𝑚,1), 𝐵
𝑗(𝑚,1)
𝑖(𝑚,1)) if ℓ𝑚 > 0,
(𝐵𝑗(𝑚,𝑧−1)𝑖(𝑚,𝑧−1) , ⟧
𝑗(𝑚,𝑧−1)
𝜌,𝑖(𝑚,𝑧−1)𝑢𝑚,𝑧−1⟦
𝑗(𝑚,𝑧)
𝜌,𝑖(𝑚,𝑧), 𝐵
𝑗(𝑚,𝑧)
𝑖(𝑚,𝑧)) if ℓ𝑚 > 0, for every 𝑧 ∈ [ℓ𝑚], and
(𝐵𝑗(𝑚,ℓ𝑚)𝑖(𝑚,ℓ𝑚) , ⟧
𝑗𝑚,ℓ𝑚
𝜌,𝑖(𝑚,ℓ𝑚)
𝑢𝑚,ℓ𝑚⟧
𝑚
𝜌 , 𝐴𝑚) if ℓ𝑚 > 0.
The modified regular language with respect to 𝐺, denoted by 𝑅′(𝐺), is ℒ(ℳ′(𝐺)). □
The next lemma ensures that we can use 𝑅′(𝐺) for 𝑅 in theorem 5.20.
Lemma 6.23 (taken from Den17b, lemma 5.16). Let 𝐺 be an MCFG. Then
𝑅(𝐺) ∩ mD≡(𝐺) = 𝑅′(𝐺) ∩ mD≡(𝐺)
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Proof. Let 𝐺 = (𝑁, 𝛴, 𝑁i, 𝑅) and 𝛥 be the generator alphabet with respect to 𝐺.
For (⊇): For this we show that 𝑅(𝐺) ⊇ 𝑅′(𝐺). Let
𝜃 = (𝑞0, 𝑢1, 𝑞1)(𝑞1, 𝑢2, 𝑞2)⋯(𝑞𝑚−1, 𝑢𝑚, 𝑞𝑚)
be an accepting run in ℳ′(𝐺). We define the string
𝜃′ = (𝑡(𝑞0), 𝑢1, 𝑡(𝑞1))(𝑡(𝑞1), 𝑢2, 𝑡(𝑞2))⋯(𝑡(𝑞𝑚−1), 𝑢𝑚, 𝑡(𝑞𝑚))
where
𝑡(𝑞) = {
𝑞 if 𝑞 = 𝐴𝑗 for some 𝐴 ∈ 𝑁 and 𝑗 ∈ sort(𝐴)
𝑞f otherwise.
}
Clearly for every transition (𝑞, 𝑢, 𝑞′) in ℳ′(𝐺), there is a transition (𝑡(𝑞), 𝑢, 𝑡(𝑞′)) in ℳ(𝐺).
For any 𝑆 ∈ 𝑁i, the state 𝑆1 is the final state in ℳ′(𝐺) and 𝑡(𝑆1) = 𝑞f is a final state in
ℳ(𝐺), we have that 𝜃′ is an accepting run in ℳ(𝐺).
For (⊆): Since there exists an injective function from Dc𝐺 to 𝑅(𝐺) ∩ mD≡(𝐺) (corollary 6.12),
it suffices to show that yield(D𝐺) ⊆ hom(𝐺)(𝑅′(𝐺)). We prove the following for every
𝐴 ∈ 𝑁 and 𝑑 ∈ D𝐺(𝐴) by induction on 𝑑:
Let yield(𝑑) = (𝑢1, …, 𝑢𝑚). There are 𝑣1, …, 𝑣𝑚 ∈ (𝛥 ∪ ̄𝛥)∗ such that, for every
𝑗 ∈ [𝑚], hom(𝐺)(𝑣𝑗) = 𝑢𝑗 and there is a run in ℳ′(𝐺) that reads 𝑣𝑗 and goes
from 𝐴𝑗 to 𝐴𝑗.
This statement implies the claim.
Induction base: Let 𝑑 = 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑚]() ∈ 𝑅. By construction, there is a transition
(𝐴𝑗, ⟦𝑗𝜌𝑢𝑗⟧
𝑗
𝜌, 𝐴𝑗) in ℳ′(𝐺) for every 𝑗 ∈ [𝑚]. Clearly, hom(𝐺)(⟦
𝑗
𝜌𝑢𝑗⟧
𝑗
𝜌) = 𝑢𝑗 and ℳ′(𝐺)
recognises ⟦𝑗𝜌𝑢𝑗⟧
𝑗
𝜌 from 𝐴𝑗 to 𝐴𝑗.
Induction step: Let 𝑑 = 𝜌(𝑑1, …, 𝑑𝑘) with 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵𝑘) and 𝑚𝑖 =
fanout(𝐵𝑖) for every 𝑖 ∈ [𝑘]. By induction hypothesis there are 𝑣𝑖1, …, 𝑣
𝑖
𝑚𝑖 for every
𝑖 ∈ [𝑘] such that (hom(𝐺)(𝑣𝑖1), …, hom(𝐺)(𝑣
𝑖
𝑚𝑖)) = yield(𝑑𝑖) and ℳ
′(𝐺) recognises
𝑣𝑖𝑗 from 𝐵
𝑗
𝑖 to 𝐵
𝑗
𝑖 for every 𝑗 ∈ [𝑚]. By the existence of 𝜌 in 𝑅 and definition 6.22,
we can construct runs in ℳ′(𝐺) from 𝐴1 to 𝐴1, …, 𝐴𝑚 to 𝐴𝑚, recognising 𝑣1, …, 𝑣𝑚,
respectively, such that (hom(𝐺)(𝑣1), …, hom(𝐺)(𝑣𝑚)) = yield(𝑑). ∎
6.4.5 Factorisable POCMOZs
Definition 6.24 (taken from Den17b, definition 5.14). We call 𝒜 factorisable if for every
𝑎 ∈ 𝒜 ∖ {𝟘, 𝟙} and natural number 𝑘 ≥ 2, there are 𝑎1, …, 𝑎𝑘 ∈ 𝒜 such that
• 𝑎1, …, 𝑎𝑘 ∉ {𝑎, 𝟘, 𝟙},
• 𝑎 ⊴ 𝑎1, …, 𝑎 ⊴ 𝑎𝑘, and
• 𝑎1 ⊙ … ⊙ 𝑎𝑘 = 𝑎.
We then call the string 𝑎1 ⊙ … ⊙ 𝑎𝑘 a 𝑘-factorisation of 𝑎.
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We call 𝒜 trivially factorisable if 𝒜 ∖ {𝟘, 𝟙} is empty. Furthermore, we call 𝒜 non-trivially
factorisable if it is factorisable but not trivially factorisable. □
Table 6.2 shows some examples for POCMOZ together with an appropriate factorisation.
In order to remove the remaining four harmful loops from figure 6.20 (bottom), we give an
alternative to the function 𝜈 presented in section 6.4.2. The idea is to not assign a weight
𝜇(𝜌) only to the symbol ⟦1𝜌 but to factorise it and assign a factor to each of the symbols
⟦1𝜌, ⟧1𝜌, …, ⟦
fanout(𝜌)
𝜌 , ⟧
fanout(𝜌)
𝜌 .
Definition 6.25 (taken from Den17b, definition 5.17). Let 𝒜 be factorisable. Furthermore, let
𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇) be an 𝒜-weighted MCFG and 𝛥 be the generator alphabet with respect to 𝐺.
For every 𝜌 = 𝐴 → [𝑢1, …, 𝑢𝑚](𝐵1, …, 𝐵𝑘) ∈ supp(𝜇), we fix a factorisation 𝑎𝜌,1 ⊙ ⋯ ⊙ 𝑎𝜌,2𝑚
of 𝜇(𝜌) if it exists (i.e. 𝜇(𝜌) ≠ 𝟙); otherwise let 𝑎𝜌,1 = … = ⊙𝑎𝜌,2𝑚 = 𝟙. We define the
homomorphism 𝜈′𝐺: 𝛥
∗ → 𝒜 from the free monoid on 𝛥 to the factorisable POCMOZ 𝒜 such
that
𝜈′𝐺(𝛿) =
⎧{{
⎨{{⎩
𝑎𝜌,2𝑗−1 if 𝛿 is of the form ⟦
𝑗
𝜌
𝑎𝜌,2𝑗 if 𝛿 is of the form ⟧
𝑗
𝜌
𝟙 otherwise
⎫}}
⎬}}⎭
for each 𝛿 ∈ 𝛥. □
Example 6.26 (taken from Den17b, example 5.18). Recall the wMCFG 𝐺 from example 2.56.
First, we fix factorisations of the weights in 𝐺 as shown in table 6.2 for the probability POCMOZ:
for 𝜌2 and 𝜌4: 1/2 =
4
√1/2 ⋅
4
√1/2 ⋅
4
√1/2 ⋅
4
√1/2
for 𝜌3: 1/3 =
4
√1/3 ⋅
4
√1/3 ⋅
4
√1/3 ⋅
4
√1/3
for 𝜌5: 2/3 =
4
√2/3 ⋅
4
√2/3 ⋅
4
√2/3 ⋅
4
√2/3
Then 𝜈′𝐺 is given as follows:
𝜈′𝐺(𝛿) =
⎧{{{{
⎨{{{{⎩
4
√1/2 if 𝛿 ∈ {⟦
𝑗
𝜌, ⟧
𝑗
𝜌 ∣ 𝜌 ∈ {𝜌2, 𝜌4}, 𝑗 ∈ [2]}
4
√1/3 if 𝛿 ∈ {⟦
𝑗
𝜌3, ⟧
𝑗
𝜌3 ∣ 𝑗 ∈ [2]}
4
√2/3 if 𝜎 ∈ {⟦
𝑗
𝜌5, ⟧
𝑗
𝜌5 ∣ 𝑗 ∈ [2]}
1 otherwise
⎫}}}}
⎬}}}}⎭
□
We examine figures 6.21 and 6.20 again, but this time we use 𝜈′𝐺 from example 6.26 instead
of 𝜈𝐺. Then there are no loops of weight 𝟙 and harmful loops, respectively.
Lemma 6.27 (taken from Den17b, lemma 5.20). Let 𝒜 be factorisable and 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇)
be an 𝒜-weighted MCFG. Then 𝜈𝐺(𝑢) = 𝜈′𝐺(𝑢) for every 𝑢 ∈ 𝑅
′(𝐺uw) ∩ mD≡(𝐺uw).
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Table 6.2: The POCMOZs from example 6.3. A POZMOZ (𝒜, ⊙, 𝟙, 𝟘, ⊴) may be trivially factoris-
able. If 𝒜 is non-trivially factorisable, then a 𝑘-factorisation of some 𝑎 ∈ 𝒜 ∖ {𝟙, 𝟘}
is given.
example POCMOZ (𝒜, ⊙, 𝟙, 𝟘, ⊴) 𝑘-factorisation of 𝑎
Boolean POCMOZ I (𝔹, ∨, 1, 0, ≥) trivially factorisable
Boolean POCMOZ II (𝔹, ∧, 0, 1, ≤) trivially factorisable
tropical POCMOZ I (ℝ≥0 ∪ {∞},min, ∞, 0, ≤) not factorisable
arctic POCMOZ I (ℝ≤0 ∪ {−∞},max, −∞, 0, ≥) not factorisable
tropical POCMOZ II ([0, ∞), +, 0, ∞, ≥) 𝑎/𝑘 + … + 𝑎/𝑘
arctic POCMOZ II ((−∞, 0], +, 0, −∞, ≤) 𝑎/𝑘 + … + 𝑎/𝑘
Viterbi POCMOZ ([0, 1], ⋅, 1, 0, ≤) 𝑘√𝑎 ⋅ … ⋅ 𝑘√𝑎
+1-POCMOZ ([0, 1], +1, 0, 1, ≥) 𝑎/𝑘 +1 … +1 𝑎/𝑘⏟⏟⏟⏟⏟⏟⏟
=:𝑠
+1
𝑎−𝑠
1−𝑠
+2-POCMOZ ([0, 1], +2, 0, 1, ≥) 𝑎/𝑘 + … + 𝑎/𝑘
prefix POCMOZ (𝛴∗ ∪ {∞}, ∧, ∞, 𝜀, ≼) not factorisable for 𝛴 ≠ ∅
∨-POCMOZ (𝐿, ∨, ⊥, ⊤, ⊒) not factorisable for 𝐿 ≠ {⊤, ⊥}
∧-POCMOZ (𝐿, ∧, ⊤, ⊥, ⊑) not factorisable for 𝐿 ≠ {⊤, ⊥}
Div-POCMOZ I (ℕ+ ∪ {∞}, lcm, 1, ∞, ≥) not factorisable
Div-POCMOZ II (ℕ+ ∪ {∞}, gcd, ∞, 1, ≤) not factorisable
145
6 Parsing of natural languages
Proof. Let 𝜌 ∈ supp(𝜇) be an arbitrary production, 𝑚 = fanout(𝜌), and 𝜈′𝐺(⟦
𝑗
𝜌) = 𝑎2⋅𝑗−1 and
𝜈′𝐺(⟧
𝑗
𝜌) = 𝑎2⋅𝑗 for every 𝑗 ∈ [𝑚]. By the definition of the cell 𝔭𝜌 (cf. definition 5.21) and the
cancellation relation, we know that for every symbol ⟦𝑗𝜌 there must occur corresponding symbols
⟦1𝜌, …, ⟦
𝑗−1
𝜌 , ⟦
𝑗+1
𝜌 , …, ⟦𝑚𝜌 and ⟧1𝜌, …, ⟧𝑚𝜌 in mD≡(𝐺uw). Then by the definition of 𝜈′𝐺 follows that
𝜈′𝐺(⟦
1
𝜌)⏟
=𝑎1
⊙ 𝜈′𝐺(⟧
1
𝜌)⏟
=𝑎2
⊙… ⊙ 𝜈′𝐺(⟦
𝑚
𝜌 )⏟
=𝑎2𝑚−1
⊙ 𝜈′𝐺(⟧
𝑚
𝜌 )⏟
=𝑎2𝑚
is 𝜇(𝜌) and thus exactly the weight assigned to those symbols by 𝜈. ∎
Unfortunately, it does not hold for any non-deletingwMCFG 𝐺 that 𝜈′𝐺 together with 𝑅
′(𝐺uw)
avoids harmful loops (for example any 𝐺 that contains a rule of the form 𝐴 → [𝑥1,1](𝐴) with a
non-terminal 𝐴 of fanout 1 and with weight 𝟙). This is only achieved for restricted wMCFGs as
shown in section 6.4.6.
6.4.6 Restricted weighted MCFGs
Definition 6.28 (taken from Den17b, definition 5.9). An 𝒜-weighted MCFG 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇)
is called restricted if there is no derivation 𝑑 in 𝐺 and position 𝑛1⋯𝑛𝑘 ∈ pos(𝑑) such that
• 𝑛1, …, 𝑛𝑘 ∈ ℕ+,
• 𝑑(𝜀) = 𝑑(𝑛1⋯𝑛𝑘),
• 𝑑(𝜀), 𝑑(𝑛1), 𝑑(𝑛1𝑛2), …, 𝑑(𝑛1⋯𝑛𝑘) are pairwise different, and
• 𝜇(𝑑(𝜀)) = 𝜇(𝑑(𝑛1)) = 𝜇(𝑑(𝑛1𝑛2)) = … = 𝜇(𝑑(𝑛1⋯𝑛𝑘)) = 𝟙. □
Restricted weighted MCFG are strictly less powerful than (unrestricted) weighted MCFG, as
the next example shows.
Example 6.29 (taken from Den17b, example 5.10). Let us consider an arbitrary 𝔹-weighted
MCFG 𝐺 and let 𝑚 be the number of rules in 𝐺. Assume that ℒ(𝐺) is not finite. Then there
are derivations in 𝐺 of arbitrary height. It is clear that every derivation 𝑑 in 𝐺 with a height
greater than 𝑚 + 1 must have positions 𝑝, 𝑝𝑝′ ∈ pos(𝑑) such that 𝑑(𝑝) = 𝑑(𝑝𝑝′). Then, since
𝐺 has weights from 𝔹, we know that 1 is assigned to every production in 𝐺 and thus 𝐺 is not
restricted. □
Restricted weighted MCFGs are still useful in practice, as the following two propositions
show.
Definition 6.30 (taken from Den17b, definition 5.11). An 𝒜-weighted MCFL is called proper if
𝒜 is the probability POCMOZ and for each non-terminal 𝐴 the sum (using the usual addition
in ℝ) of the weights of all productions with left-hand side 𝐴 is 𝟙. □
Proposition 6.31 (taken from Den17b, observation 5.12). Every proper weighted MCFG is
restricted.
Proof. Assume that 𝐺 is proper but not restricted. Then there is a derivation 𝑑 in 𝐺 and a
position 𝑝 ∈ pos(𝑑) such that the weights of all productions along the path from the root to
146
6.4 Chomsky-Schützenberger parsing of weighted MCFGs
position 𝑝 in 𝑑 is 𝟙 and 𝑑(𝜀) = 𝑑(𝑝) = 𝜌. All productions along the path from the root to position
𝑝 are unique for their respective left-hand side non-terminals since 𝐺 is proper. This means
that every derivation 𝑑′ with the rule 𝜌 at the root has the position 𝑝 and 𝜌 = 𝑑′(𝜀) = 𝑑′(𝜌).
But then {𝜀, 𝑝, 𝑝𝑝, 𝑝𝑝𝑝, …} ⊆ pos(𝑑) and hence 𝑑 is not a (finite) term, which contradicts our
definition of a derivation. ∎
If we extract a weighted MCFG from a corpus and assign the weights by maximum-likelihood
estimation [as for example in KM13, p. 107], then we will get a weighted MCFG that is proper
and therefore restricted.
The next observation allows us to enrich an unweighted MCFG with a weight structure to
make it suitable for Chomsky-Schützenberger parsing.
Proposition 6.32 (taken from Den17b, observation 5.13). For every MCFG 𝐺, there is a re-
stricted weighted MCFG 𝐺′ such that ℒ(𝐺) = ℒ(𝐺′).
Proof. This can be done by assigning for each derivation 𝑑 ∈ Dc𝐺 its size (i.e. number of
rules), i.e. wt𝐺′(𝑑) = |pos(𝑑)|. Then for each string 𝑤, we assign the smallest value of a
derivation for 𝑤, i.e. ⟦𝐺′⟧(𝑤) = min{wt𝐺′(𝑑) ∣ 𝑑 ∈ Dc𝐺(𝑤)}. To achieve that, we choose the
POCMOZ (ℕ ∪ {∞}, +, 0, ∞, ≤) as weight algebra for 𝐺′, use the productions from 𝐺 as the
support of the weight assignment of 𝐺′, and give every production of 𝐺 the weight 1. Then no
production in 𝐺′ has the weight 𝟙 (which is 0 in the above mentioned POCMOZ) as its weight
and 𝐺′ is therefore restricted. Furthermore, since 𝐺′ = 𝐺uw (cf. definition 2.53), we know that
ℒ(𝐺) = ℒ(𝐺′). ∎
It turns out that for restricted wMCFGs 𝐺, the function 𝜈′𝐺 together with the language
𝑅′(𝐺uw) are sufficient to eliminate harmful loops.
Lemma 6.33 (taken from Den17b, lemma 5.19). Let 𝒜 be factorisable and 𝐺 = (𝑁, 𝛴, 𝑁i, 𝜇)
be a restricted 𝒜-weighted MCFG that only has productive non-terminals. Then ℳ′(𝐺uw) has
no harmful loops with respect to 𝜈′𝐺.
Proof. We show the claim by contradiction. For this, assume that the run
(𝑞0, 𝑢1, 𝑞1)(𝑞1, 𝑢2, 𝑞2)⋯(𝑞𝑘−1, 𝑢𝑘, 𝑞𝑘)
is a harmful loop in ℳ′(𝐺uw) with respect to 𝜈′𝐺. Then 𝑞0 = 𝑞𝑘 and 𝜈
′
𝐺(𝑢1) = … = 𝜈
′
𝐺(𝑢𝑘) = 𝟙.
We now distinguish two cases:
Case 1: Let 𝑞0 = 𝑞𝑘 ∈ 𝑄 (with𝑄 as defined in definition 6.22). Furthermore, let 𝐼 = {𝑖0, …, 𝑖𝑚}
be the maximal subset of {0, …, 𝑘} such that
(i) 0 = 𝑖0 < ⋯ < 𝑖𝑚 = 𝑘,
(ii) for every 𝑖 ∈ 𝐼, we have that 𝑞𝑖 is of the form 𝐵
𝑗𝑖
𝑖 for some 𝐵𝑖 ∈ 𝑁 and 𝑗𝑖 ∈ [sort(𝐵𝑖)],
and
(iii) for every 𝜅 ∈ [𝑚], we have that 𝐵𝑖𝜅 occurs on the right-hand side of 𝜌𝑖𝜅−1 where ⟦
𝑗𝑖𝜅−1
𝜌𝑖𝜅−1
is read in the transition that leaves state 𝑞𝑖𝜅−1 .
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Since every non-terminal in 𝐺 is productive, there is a derivation 𝑑 in 𝐺 and a position
𝑛1⋯𝑛𝑚 in 𝑑 such that 𝑛1, …, 𝑛𝑚 ∈ ℕ+ and 𝑑(𝜀) = 𝜌𝑖1 , 𝑑(𝑛1) = 𝜌𝑖2 , …, 𝑑(𝑛1⋯𝑛𝑚−1) = 𝜌𝑖𝑚 ,
and 𝑑(𝑛1⋯𝑛𝑚) = 𝜌𝑖1 . For every 𝑖 ∈ 𝐼, we know that 𝜇(𝜌𝑖) = 𝟙 since 𝜈
′
𝐺(⟦
𝑗𝑖
𝜌𝑖) = 𝟙. This
contradicts 𝐺 being restricted.
Case 2: Let 𝑞0 = 𝑞𝑘 ∈ ?̄? (with ?̄? as defined in definition 6.22). Furthermore, let 𝐼 = {𝑖0, …, 𝑖𝑚}
be the maximal subset of {0, …, 𝑘} such that
(i) 0 = 𝑖0 < ⋯ < 𝑖𝑚 = 𝑘,
(ii) for every 𝑖 ∈ 𝐼 we have that 𝑞𝑖 is of the form 𝐵
𝑗𝑖
𝑖 for some 𝐵𝑖 ∈ 𝑁 and 𝑗𝑖 ∈ [sort(𝐵𝑖)],
and
(iii) for every 𝜅 ∈ [𝑚] we have that 𝐵𝑖𝜅 occurs on the right-hand side of 𝜌𝑖𝜅−1 where ⟧
𝑗𝑖𝜅−1
𝜌𝑖𝜅−1
is read in the transition that reaches 𝑞𝑖𝜅−1 .
Since every non-terminal in 𝐺 is productive, there is a derivation 𝑑 and a position 𝑛1⋯𝑛𝑚
in 𝑑 such that 𝑛1, …, 𝑛𝑚 ∈ ℕ and 𝑑(𝜀) = 𝜌𝑖𝑚 , 𝑑(𝑛1) = 𝜌𝑖𝑚−1 , …, 𝑑(𝑛1⋯𝑛𝑚−1) = 𝜌𝑖1 , and
𝑑(𝑛1⋯𝑛𝑚) = 𝜌𝑖𝑚 . For every 𝑖 ∈ 𝐼, we know that 𝜇(𝜌𝑖) = 𝟙 since 𝜈
′
𝐺(⟧
𝑗𝑖
𝜌𝑖) = 𝟙. This
contradicts 𝐺 being restricted. ∎
6.4.7 A modification of isMember
Although algorithm 5.18 is at least exponential in a polynomial of the length of the input word,
it becomes quadratic if we only accept input words of a specific form. The parsing parsing
algorithm presented in section 6.4.8 will only consider words of that form.
Let𝛥 be a set and𝔓 be a partition of𝛥. Furthermore, let𝑤 ∈ D(𝛥) and (𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ) =
split(𝑤). For every 𝛿 ∈ 𝛥, we define occ𝛿𝑤 as |{𝑖 ∈ [ℓ] ∣ 𝛿𝑖 = 𝛿}| and for every 𝔭 ∈ 𝔓, we
define occ𝔭𝑤 = max{occ𝛿𝑤 ∣ 𝛿 ∈ 𝔭}.
Definition 6.34 (taken from Den17b, section 4.1, Properties of isMember ). Let 𝛥 be a set, 𝔓 be
a partition of 𝛥, and 𝑤 ∈ (𝛥 ∪ 𝛥)∗. We call 𝑤 𝔓-simple if (inductively defined), whenever the
cancellation relation (cf. definition 5.9) can be applied to 𝑤 to cancel an occurrence of the cell 𝔭
(where 𝔭 has more than one element), then there is only one such occurrence and the strings
𝑢0⋯𝑢𝑘 and 𝑣1⋯𝑣𝑘 (from the definition of the cancellation relation) are also 𝔓-simple. □
In order to modify isMember to recognise 𝑤 only if its is 𝔓-simple, we add a check to it
whether there is a cell 𝔭 ∈ 𝔓 for which |𝔭| ≥ 2 and occ𝔭𝑤 ≤ 1, see algorithm 6.35, lines 6 to 8.
If this is the case, then we return False, otherwise, we continue. Note that this check can be
done in time linear in the length of 𝑤 (more precisely: linear in ℓ, since the output of split(𝑤)
can be used for that purpose). Let us call the function obtained in this manner isMember’, see
algorithm 6.35.
Then the 𝐼s that isMember’ considers in the for-loop on lines 10 to 14 are pairwise disjoint.
This means that each 𝑣𝑖 (for 𝑖 ∈ [ℓ]) occurs in at most one recursive call on line 11. Then the
elements of ℐ are always pairwise disjoint and we only need to consider 𝐽 = ℐ in the for-loop
on lines 15 to 19. We can decide in time 𝒪(ℓ) whether ℐ is a partition of [ℓ]. Lines 2 to 5 can be
computed in time 𝒪(|𝑤|). Since ℓ < |𝑤|, we know that for each call of isMember’, we have to
invest time linear in the length of the third argument. The maximum depth of recursion is |𝑤|/2
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Algorithm 6.35 Function isMember’ to decide whether a string is 𝔓-simple and in mD≡(𝔓)
Input: a partition 𝔓 of some set 𝛥 and a string 𝑤 ∈ (𝛥 ∪ 𝛥)∗
Output: True if 𝑤 is 𝔓-simple and in mD≡(𝔓), False otherwise
1: function isMember’(𝔓, 𝑤)
2: if 𝑤 ∉ D(𝛥) then
3: return False
4: end if
5: let (𝛿1𝑣1𝛿1, …, 𝛿ℓ𝑣ℓ𝛿ℓ) = split(𝑤) such that 𝛿1, …, 𝛿ℓ ∈ 𝛥
6: if there is a 𝔭 ∈ 𝔓 with |𝔭| ≥ 2 and occ𝔭𝑤 > 1 then
7: return False
8: end if
9: let ℐ = ∅
10: for each 𝐼 = {𝑖1, …, 𝑖𝑘} ⊆ [ℓ] with {𝛿𝑖1, …, 𝛿𝑖𝑘} ∈ 𝔓 do
11: if isMember(𝔓, 𝑣𝑖1⋯𝑣𝑖𝑘) then
12: add 𝐼 as an element to ℐ
13: end if
14: end for
15: for each 𝐽 ⊆ ℐ do
16: if 𝐽 is a partition of [ℓ] then
17: return True
18: end if
19: end for
20: return False
21: end function
because the third argument in the call on line 11 has at most length |𝑤| − 2. For every recursion
depth, the sum of the lengths of all third arguments is at most |𝑤| because 𝑣𝑖 (for 𝑖 ∈ [ℓ]) occurs
in at most one recursive call on line 11. Therefore isMember’(𝔓, 𝑤) can be calculated in time
𝒪(|𝑤|2).
6.4.8 The algorithm
Now let us present our parser and show that it is correct.
Definition 6.36 (taken from Den17b, definition 5.21). Let 𝐺 be a restricted non-deleting 𝒜-
weighted MCFG and 𝑛 ∈ ℕ. The Chomsky-Schützenberger 𝑛-best parser with respect to 𝐺,
denoted by CS-parse(𝐺, 𝑛) is the function
hom(𝐺uw)−1 ; (∩𝑅′(𝐺uw)) ; sort(𝜈′𝐺, ⊴) ; filter(mD≡(𝐺uw)) ; map(fromBr) ; take(𝑛). □
Theorem 6.37 (taken from Den17b, 5.22). CS-parse is correct, i.e. it solves the 𝑛-best parsing
problem for restricted non-deleting weighted MCFGs (see page 129).
Proof. This follows immediately from observation 6.5, the derivation in section 6.4.2, as well as
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lemmas 6.23 and 6.27. ∎
We give an algorithm that adds implementation details to CS-parse. In order to achieve
termination of the algorithm, we add a threshold 𝜗 ∈ 𝒜 for the weight of the found derivations.
Let 𝐺 be a grammar and 𝑤 be a string of terminals from 𝐺. Then the algorithm will ignore
elements of hom(𝐺uw)−1(𝑤) ∩ 𝑅′(𝐺uw) whose value with respect to 𝜈′𝐺 is smaller than 𝜗.
Therefore, if 𝑤 has a complete derivation in 𝐺 whose weight is below 𝜗, then our algorithm
will not find it. Thus the algorithm is not correct and only an approximation of CS-parse.
Reachable thresholds. In the following, we will call the elements of ℳ (as constructed in
algorithm 6.38, candidates. In order for the algorithm to terminate, it has to be possible to
eventually obtain candidates whose image under 𝜈′𝐺 is less than 𝜗. Since we can not easily
determine, which loops of ℳ the algorithm will repeat unboundedly often, we simply require
that there is a power of the weight of each loop that is smaller than 𝜗. For this, we collect the
weights of all the loops in a set ℬ. Such a set is said to be admissible if it does not contain 𝟙.
Since we use restricted wMCFGs, it is guaranteed that the weights of all loops of ℳ form an
admissible set.
Definition 6.39. Let ℬ ⊆ 𝒜 and 𝜗 ∈ 𝒜 ∖ {𝟘}. We call 𝜗 (ℬ, ⊙, ⊴)-reachable (short: ℬ-
reachable) if for each 𝑏 ∈ ℬ, there is a number 𝑘 ∈ ℕ+ such that ⨀𝑘𝑖=1 𝑏 ⊴ 𝜗. □
The following observation follows from 𝟙 being identity.
Observation 6.40. Let 𝜗 ∈ 𝒜 ∖ {𝟘}. Then 𝜗 is {𝟙}-reachable if and only if 𝜗 = 𝟙. ∎
In the probability POCMOZ, every threshold is reachable for any admissible set.
Proposition 6.41. Let ℬ ∈ [0, 1) and 𝜗 ∈ (0, 1]. Then 𝜗 is (ℬ, ⋅, ≤)-reachable.
Proof. Let 𝑏 ∈ ℬ and 𝑘 = ⌈log𝑏 𝜗⌉. Then, 𝑏
𝑘 ≤ 𝜗. ∎
However, there are POCMOZs in which some thresholds may not be reachable from any
admissible set.
Example 6.42. Consider the POCMOZ ([0, 1]2, ⋅2, (1 1)T, (0 0)T, ≤2) where
(𝑎1𝑎2
) ⋅2 (𝑏1𝑏2
) = (𝑎1 ⋅ 𝑏1𝑎2 ⋅ 𝑏2
) and
(𝑎1𝑎2
) ≤2 (𝑏1𝑏2
) ⟺ (𝑎1 < 𝑏1) ∨ ((𝑎1 = 𝑏1) ∧ (𝑎2 ≤ 𝑏2))
for any 𝑎1, 𝑎2, 𝑏1, 𝑏2 ∈ [0, 1]. Now consider the threshold 𝜗 = (0.5 0.5)T and the set ℬ =
{(1 0.5)T}. Clearly, ℬ is admissible. However, there is no 𝑘 ∈ ℕ+ such that
( 10.5) ⋅
2 … ⋅2 ( 10.5) = (
1
0.5𝑘)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑘 times
≤2 (0.50.5) .
Hence, 𝜗 is not (ℬ, ⋅2, ≤2)-admissible. □
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Algorithm 6.38 Chomsky-Schützenberger parsing algorithm for wMCFGs
[taken from Den17b, algorithm 3]
Input: • a threshold 𝜗 ∈ 𝒜 ▷ (𝒜, ⊙, 𝟙, 𝟘, ⊴) is factorisable, 𝟘 ⊴ 𝜗, and 𝟘 ≠ 𝜗
• a restricted 𝒜-weighted MCFG 𝐺 ▷ 𝐺 has terminals from a set 𝛴
• a number 𝑛 ∈ ℕ
• a string 𝑤 ∈ 𝛴∗
Output: • an element of 𝑛-best(wt𝐺)({𝑑 ∈ Dc𝐺 ∣ 𝜗 ⊴ wt𝐺(𝑑)})
1: function CS-Parse(𝜗, 𝐺, 𝑛, 𝑤)
2: construct the automaton ℳ′(𝐺uw)
3: let mD≡(𝔓) = mD≡(𝐺uw)
4: construct an automaton ℳ𝑤 such that ℒ(ℳ𝑤) = hom(𝐺uw)−1(𝑤)
5: construct ℳ as the product FSA of ℳ′(𝐺uw) and ℳ𝑤
6: let 𝐶 = ∅ ▷ initialise the set of already considered candidates
7: let 𝑃 = 𝜀 ▷ initialise the string of output parses
8: while hasNextCandidate(𝐺, ℳ, 𝐶) ∧ |𝑃 | < 𝑛 do
9: let (𝐶, 𝑢) = nextCandidate(𝐺, ℳ, 𝐶) ▷ obtain a new candidate
10: if isMember’(𝔓, 𝑢) then
11: let 𝑑 = fromBr(𝑢) ▷ convert the candidate 𝑢 to a derivation
12: append 𝑑 to the end of 𝑃
13: end if
14: end while
15: return 𝑃
16: end function
17: function hasNextCandidate(𝐺, ℳ, 𝐶)
18: if there is an 𝑢 ∈ ℒ(ℳ) ∖ 𝐶 such that 𝜗 ⊴ 𝜈′𝐺(𝑢) then
19: return True
20: else
21: return False
22: end if
23: end function
24: function nextCandidate(𝐺, ℳ, 𝐶)
25: let 𝑢 be an element of ℒ(ℳ) ∖ 𝐶 whose image under 𝜈′𝐺 is maximal w.r.t. ⊴
26: return (𝐶 ∪ {𝑢}, 𝑢)
27: end function
151
6 Parsing of natural languages
Table 6.3: First eight paths (sorted by their image under 𝜈′𝐺) in the product of ℳ
′(𝐺uw) and ℳ𝑤
and whether the corresponding candidate 𝑢𝑖 is in mD≡(𝐺uw), taken from Den17b,
table 4
𝑖 𝜈′𝐺(𝑢𝑖) path corresponding to 𝑢𝑖 𝑢𝑖 ∈ mD≡(𝐺uw)?
1 1
3
√
2
without using any loops no
2 1
3 4√8
use the loop of (𝐴1, 1) no
3 use the loop of (𝐴2, 2) no
4 1
3 4√12
use the loop of (𝐵1, 1) no
5 use the loop of ( ̄𝐵2, 2) no
6 1
6
use the loop of (𝐴1, 1) twice no
7 use the loops of (𝐴1, 1) and (𝐴2, 2) yes
8 use the loop of (𝐴2, 2) twice no
If we restrict ourselves to reachable thresholds, then algorithm 6.38 terminates.
Theorem 6.43 (termination of algorithm 6.38). Let 𝒜 be a factorisable POCMOZ, 𝜗 ∈ 𝒜 ∖ {𝟘},
𝐺 be an 𝒜-weighted MCFG with terminals from the set 𝛴, 𝑛 ∈ ℕ, and 𝑤 ∈ 𝛴∗. Furthermore,
let ℬ be the set of weights with respect to 𝜈′𝐺 of the loops in ℳ
′(𝐺uw) that read an element of
hom𝐺−1(𝜀). Let us call such loops suspicious.
If 𝜗 is ℬ-reachable, then the call CS-parse(𝜗, 𝐺, 𝑛, 𝑤) terminates.
Proof (essentially taken from Den17b, page 46). By lemma 6.33, ℳ′(𝐺uw) contains no harmful
loops with respect to 𝜈′𝐺. Then, by definition 6.19, ℬ does not contain 𝟙. Then, since 𝜗 is ℬ-
reachable and by definition 6.39, we know that for every 𝑏 ∈ ℬ there is a number 𝑘(𝑏) ∈ ℕ+
such that 𝑏𝑘(𝑏) ⊴ 𝜗. Let 𝑘 = max𝑏∈ℬ 𝑘(𝑏). There are only finitely many runs in the product
FSA of ℳ′(𝐺uw) and ℳ𝑤 that contain every suspicious loop of ℳ′(𝐺uw) at most once.7
Hence hasNextCandidate is False after a finite number of iterations of the while-loop, and
algorithm 6.38 terminates. ∎
Example 6.44 (taken from Den17b, example 5.23). Consider the wMCFG 𝐺 from example 2.56
and the string 𝑤 = ac. We find the derivations of 𝑤 in 𝐺 using algorithm 6.38. The product ℳ
of ℳ′(𝐺uw) and ℳ𝑤 is shown in figure 6.21 (for the product construction see after Theorem 3.3
HU79). It suffices for thewhile-loop to consider at most 8 candidates to find the (only) derivation
of 𝑤 in 𝐺, as is shown in table 6.3. The candidates themselves are not shown, instead we see
7This holds even though there may be infinitely many suspicious loops. (In fact, there are either zero suspicious
loops or infinitely many, since for any suspicious loop 𝜃 ∈ Runsℳ′(𝐺uw), the run 𝜃𝜃 is again a suspicious loop.)
The reason is that after considering each primitive suspicious loop (i.e. a suspicious loop that does not contain
another suspicious loop as a substring) 𝑘 times, the algorithm can not consider another (not necessarily primitive)
suspicious loop without considering at least one primitive suspicious loop at least 𝑘 + 1 times.
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their respective weights under 𝜈′𝐺, their corresponding path in the graphical representation of
ℳ, and whether they are in mD≡(𝐺uw). Candidate 𝑢7 is exactly toBr(𝜌1(𝜌2(𝜌4), 𝜌5)). □
6.4.9 The implementation and practical results
The viability of algorithm 6.38 for natural language processing has been investigated by Thomas
Ruprecht in his Master’s thesis [Rup18]. He found out that various optimisations and approxi-
mations are necessary to make it feasible. With those optimisations and approximations, the
implementation8 was comparable in speed and accuracy to state-of-the-art wMCFG parsers
(such as disco-dop [CSB16]). Detailed findings on this can be found in our joint paper [RD19].
6.4.10 Related parsing approaches
An established approach to speed up the parsing of MCFGs for practical applications is to use a
formalism with lower parsing complexity than MCFGs to guide the exploration of the search
space. In the following, we will focus on four such approaches.
The parsers in Barthélemy, Boullier, Deschamp, and Clergerie [Bar+01], Burden and Ljunglöf
[BL05], and Cranenburgh [Cra12] work as follows: Say, we want to parse a given word 𝑤 with
a grammar 𝐺 of a formalism 𝐴. We first construct a grammar (or automaton) 𝐺′ in a formalism
𝐵 that has a lower parsing complexity than 𝐴. This can be done offline. Then, we parse 𝑤 with
𝐺′. Lastly, we parse 𝑤 with 𝐺, but while doing so, we consult the parses of 𝑤 in 𝐺′ to guide
the exploration of the search space (of possible parses). The three papers differ in their choice
of formalisms for 𝐺 and 𝐺′, and in their use of the parses of 𝑤 in 𝐺′ while parsing 𝑤 in 𝐺:
(i) Barthélemy, Boullier, Deschamp, and Clergerie [Bar+01] have a positive range concatena-
tion grammar (short: PRCG) [Bou98a] of arbitrary arity for 𝐺 and use a PRCG of arity
1 for 𝐺′. They extract from the parse forest 𝐹 of 𝑤 in 𝐺′ a so-called guiding structure
and query this structure while parsing 𝑤 in 𝐺. The guiding structure can range from a
set of instantiated clauses that occur in 𝐹 to 𝐹 itself. In their experiments they used as a
guiding structure the function that assigns for each instantiated clause the number of its
occurrences in 𝐹.
(ii) Burden and Ljunglöf [BL05, Section 4] have a linear context-free rewriting system (short:
LCFRS) [VWJ87] for 𝐺 and a context-free grammar for 𝐺′. They use deductive parsing.
The parse chart 𝐶′ of 𝑤 in 𝐺′ is created. While creating the parse chart of 𝑤 in 𝐺, only
items are created that are consistent with the items in 𝐶′. The algorithm is therefore an
instance of coarse-to-fine parsing [Cha+06].
(iii) Cranenburgh [Cra12] has a probabilistic LCFRS (of arbitrary fanout) for 𝐺 and a prob-
abilistic LCFRS of fanout 1 for 𝐺′. As Burden and Ljunglöf [BL05], he uses deductive
parsing: First, a parse chart 𝐶′ of 𝑤 in 𝐺′ is created. Then the probabilities of 𝐺′ are used
to restrict 𝐶′ to the 𝑛 best parses, obtaining a new parse chart 𝐶, this step is called prun-
ing. A value of 𝑛 = 50 was used in the experiments. Then, while creating the parse chart
of 𝑤 in 𝐺, only items are created that are consistent with the items in 𝐶. The algorithm
is an instance of coarse-to-fine parsing.
8The implementation is part of Rustomatawhich can be found under https://github.com/tud-fop/rustomata.
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Kallmeyer and Maier [KM15] present a different approach:
(iv) They construct an FSA 𝐺′ as the predict/resume-closure of thread automaton thread stores
[Vil02b] where the corresponding thread automaton is constructed from the given LCFRS
𝐺. The addresses in the thread stores are represented by regular expressions to keep the
set of states of 𝐺′ finite. Then, a parse table is read off of 𝐺′. As opposed to items (i), (ii)
and (iii), 𝑤 is not parsed with 𝐺′. Instead, while parsing 𝑤 with 𝐺 using a shift-reduce
parser, the parse table is consulted directly at each shift or reduce operation to determine
the successor state. Their algorithm is an instance of LR-parsing.
With the Chomsky-Schützenberger parsing presented in this paper, we construct from the
given weighted LCFRS 𝐺 three devices (instead of just one): the deterministic FSA ℳ′(𝐺uw)
together with the weight assignment 𝜈′𝐺, the congruence multiple Dyck language mD≡(𝐺uw),
and the alphabetic homomorphism hom(𝐺uw). For the given word 𝑤 we construct a determin-
istic FSA, lets call it ℳ, that recognises hom(𝐺uw)−1(𝑤) ∩ ℒ(ℳ′(𝐺uw)). Constructing ℳ is
an additional pre-processing step in comparison to items (i), (ii), (iii) and (iv). In contrast to
item (iii), we do not use the weight assignment 𝜈′𝐺 for pruning. We instead use it to enumerate
the elements of 𝐿(ℳ) in increasing order of their costs. Finally, we filter the list of those el-
ements with mD≡(𝐺uw). Note that 𝑤 is never actually parsed with 𝐺 as in items (i), (ii), (iii)
and (iv).
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A Between type-0 and type-2 languages in
the Chomsky hierarchy
This chapter gives a list of grammar formalisms, their language classes, and the relations between
those classes. We consider grammar formalisms whose expressiveness lies between that of
type-0 languages (i.e. recursively enumerable languages) and type-2 languages (i.e. context-free
languages) of the Chomsky-hierarchy [cf. Cho59, theorem 9]. The author makes no claim of
completeness of this list. Furthermore, we only consider string languages (as opposed to tree
languages, graph languages). No definitions or proofs are given in this chapter; the reader may
consult the referenced literature for details.
We consider the following grammar formalisms and some of their variants:
• context-free grammars [Cho56, paragraph 3.2],
• context-sensitive grammars [Cho59, restriction 1],
• unrestricted grammars [Cho59, section 2],
• indexed grammars [Aho68, section 2] (we also consider the linear variant [GP85]),
• OI macro grammars [Fis68a, definition 3.7; Fis68b, definition 2.2.12] (we also consider the
non-duplicating variant [Fis68b, page 2-15]),
• OI context-free tree grammars [Rou69, page 145] (we only consider their yields),
• tree-adjoining grammars [JLT75, definition 2.7] (we only consider their yields),
• multi-component tree-adjoining grammars [JLT75, definition 7.1] (we only consider the
yields of the set-local variant [Wei88, section 4.5]),
• lexical functional grammars [KB82] (we only consider the variants restricted [Nis92,
definition 2.1] and finite copying [Sek+93, page 135]),
• head grammars [Pol84],
• combinatory categorial grammars [Ste87],
• linear context-free rewriting systems [VWJ87, section 4.1] (we only consider the string
variant),
• multiple context-free grammars [Sek+91, section 2.2] (we also consider the variants well-
nested [Kan09, page 316] and fanout-2 [the fanout is called 𝑚 in Sek+91, section 2.2]),
• parallel multiple context-free grammars [Sek+91, section 2.2],
• coupled context-free grammars [Gua92; HP96, definition 4],
• unordered scattered context grammars [RS94, definition 1] (we only consider the local
variant [RS94, definition 2]),
• minimalist grammars [Sta97, section 1],
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• literal movement grammars [Gro97, definition 2], and
• range concatenation grammars [Bou98a, section 2] (we only consider the variant simple
[Bou98b, definition 9]).
There are pairs of equivalent formalisms among them (and their variants).1 Equivalent
grammar formalisms generate the same language class:
• The class of recursively enumerable languages (short: REL) is generated
– by unrestricted grammars [Cho59, theorem 2],
– by restricted lexical functional grammars [NSK92],
– by literal movement grammars [Gro97, section 2.1], and
• The class of context-sensitive languages (short: CSL) is generated by context-sensitive
grammars.
• The class of parallel multiple context-free languages (short: PMCFL) is generated by parallel
multiple context-free rewriting systems.
• The class of multiple context-free languages (short: MCFL) is generated
– by multiple context-free grammars,
– as yields of set-local multi-component tree-adjoining grammars [JVW90, section 6],
– by string linear context-free rewriting systems [Sek+91, section 1 and lemma 2.2],
– by finite copying lexical functional grammars [Sek+93, theorem 8.1],
– by local unordered scattered context grammars [RS94, theorem 6],
– by simple range-concatenation grammars [Bou98b, 15], and
– by minimalist grammars [Mic01b, section 4; Mic01a, section 4].
• The class of indexed languages (short: IL) is generated
– by indexed grammars,
– by OI macro grammars [Fis68a, theorem 5.3; Fis68b, theorem 4.2.8], and
– as the yields of OI-Context-free tree grammars [Rou70, page 113].
• The class of well-nested multiple context-free languages (short: wnMCFL) is generated
– by well-nested multiple context-free grammars,
– by coupled context-free grammars [Kan09, section 1], and
– by non-duplicating OI macro grammars [Kan09, section 1].
• The class of 2-multiple context-free languages (short: 2-MCFL) is generated by multiple
context-free grammars of fanout at most 2.
• The class of head languages (short: HL) is generated
– by head grammars,
1Grammar formalisms 𝒟1 and 𝒟2 are equivalent if for each grammar in 𝒟1 there is an equivalent grammar in
𝒟2.
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– well-nested multiple context-free grammars of fanout 2,
– by linear indexed grammars [for a definition of linear, see GP85; Vij88, sections 3.3.2
and 3.3.3],
– as yields of tree-adjoining grammars [VWJ86, sections 2 and 3; Sek+91, lemma 4.10],
and
– by combinatorial categorial grammars [WJ88, section 3; Wei88, section 5.2.2].
• The class of context-free languages (short: CFL) is generated by context-free grammars.
Figure A.1 shows a diagram containing the above mentioned nine language classes.
• An arrow from 𝐴 to 𝐵 denotes that 𝐴 is a proper superset of 𝐵. Transitive arrows are
left out.
• A dashed edge between 𝐴 and 𝐵 denotes that 𝐴 and 𝐵 are incomparable, denoted by
𝐴 ⚭ 𝐵, i.e. 𝐴 ∖ 𝐵 and 𝐵 ∖ 𝐴 are both non-empty. Dashed edges are labelled with the
symbol ⚭.
• A dotted edge between 𝐴 and 𝐵 denotes that the relation between 𝐴 and 𝐵 is unknown
to the author. Dotted edges are labelled with a question mark.
The arrows and dashed edges are justified in the following:
• CSL ⊊ REL follows from Chomsky [Cho59, theorem 9].
• PMCFL ⊊ CSL was shown by Seki, Matsumura, Fujii, and Kasami [Sek+91, theorem 3.1].
• IL ⊊ CSL follows from Aho [Aho68, theorem 5.2].
• MCFL ⊊ PMCFL
– MCFL ⊆ PMCFL holds since each multiple context-free grammar is a parallel
multiple context-free grammar.
– PMCFL ∖ MCFL ≠ ∅ was shown by Seki, Matsumura, Fujii, and Kasami [Sek+91,
theorem 3.6].
• MCFL ⚭ IL
– IL ∖ MCFL contains (at least) the language {a2𝑛 ∣ 𝑛 ∈ ℕ} [Wei88, example 2.7.3].
– The fact that MCFL ∖ IL contains (at least) the language 𝐿3 from Staudacher [Sta93,
equation 5.3] (and is thus non-empty) was stated by Michaelis [Mic09, proposi-
tion 35].
• wnMCFL ⊊ MCFL
– wnMCFL ⊆ MCFL holds since each well-nested multiple context-free grammars is
a multiple context-free grammar.
– The strictness follows from 2-MCFL ∖ wnMCFL ≠ ∅ (see below) and since each
multiple context-free grammar of fanout 2 is a multiple context-free grammar.
• wnMCFL ⊊ IL
– wnMCFL ⊆ IL holds since each non-duplicating OI macro grammars is an OI macro
grammar.
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type-0
type-1
type-2
[Cho59]
[Sek+91]
[Sek+91]
[Sek+91]
[JLT75]
[Sek+91]
[Aho68]
[HP96]
REL
CSL
PMCFL
MCFL
2-MCFL
HL
wnMCFL
CFL
IL
?
⚭ [Wei88; Sta93; Mic09]
⚭ [KS10]
Figure A.1: Relations of the language classes generated by mildly context-sensitive and related
grammar formalisms.
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– IL ∖ wnMCFL ≠ ∅ follows from wnMCFL ⊆ MCFL and IL ∖ MCFL ≠ ∅.
• 2-MCFL ⊊ MCFL is a consequence of Seki, Matsumura, Fujii, and Kasami [Sek+91,
theorem 3.4].
• 2-MCFL ⚭ wnMCFL
– 2-MCFL ∖ wnMCFL ≠ ∅ was shown by Kanazawa and Salvati [KS10, corollary 10].
– wnMCFL ∖ 2-MCFL contains (at least) the language {a𝑘b𝑘c𝑘d𝑘e𝑘f𝑘|𝑘 ∈ ℕ} and is
therefore non-empty.
• HL ⊊ 2-MCFL is a consequence of Seki, Matsumura, Fujii, and Kasami [Sek+91, corol-
lary 4.16].
• HL ⊊ wnMCFL was shown by Hotz and Pitsch [HP96, theorem 1].
• CFL ⊊ HL was shown by Joshi, Levy, and Takahashi [JLT75, corollary 3.1].
As far as the author knows, the relation between PMCFL and IL is currently unknown.
However, since MCFL ⊆ PMCFL and MCFL ∖ IL ≠ ∅, we already know that PMCFL ∖ IL ≠ ∅.
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B Additional material for Chapter 2
B.1 Another closure of data storage
We have established that the expressive power of automata with data storage DS does not
decrease if we require the instructions that occur in the automaton to be composed of at most
one instruction from DS (see proposition 2.49). This proposition also holds for the weighted
case (proposition 2.70). However, we can go even further: We can allow the instructions to be
closed under composition and set union.
Definition B.1 ((;, ∪)-closure of data storage). Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f) be a data storage. The
(;, ∪)-closure of DS, denoted by DS†, is the data storage (𝐶, 𝐼†, 𝐶i, 𝐶f) where 𝐼† is the smallest
set 𝐽 such that
• ∅ ∈ 𝐽 and id ∈ 𝐽,
• 𝐼 ⊆ 𝐽, and
• for each 𝑖1, 𝑖2 ∈ 𝐽, the instructions 𝑖1 ; 𝑖2 and 𝑖1 ∪ 𝑖2 are also on 𝐽. □
This does not increase the expressive power in the unweighted case.
Proposition B.2. Let DS be a data storage and 𝛴 be a set. Then REC(DS, 𝛴) = REC(DS†, 𝛴).
Proof. Let DS = (𝐶, 𝐼, 𝐶i, 𝐶f).
(For REC(DS, 𝛴) ⊆ REC(DS†, 𝛴)) Since 𝐼 ⊆ 𝐼†, it is the case that every (DS, 𝛴)-automaton
is also a (DS†, 𝛴)-automaton. Hence, “⊆” trivially holds.
(For REC(DS, 𝛴) ⊇ REC(DS†, 𝛴)) Let ℳ = (𝑄,DS†, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be a (DS†, 𝛴)-automaton.
(Construction) We construct the tuple ℳ′ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ′) where 𝑇 ′ is the smallest
set ̄𝑇 such that for each 𝜏 = (𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇, the following two statements hold:
(i) If 𝑖 ∈ 𝐼∗, then 𝜏 ∈ ̄𝑇.
(ii) If 𝑖 ∉ 𝐼∗, then, since (𝐼†, ∪, ;, ∅, id) is a semiring, there are 𝑖1, …, 𝑖𝑘 ∈ 𝐼∗ such that
𝑖 = 𝑖1 ∪ ⋯ ∪ 𝑖𝑘. Then the transition (𝑞, 𝑖𝑛, 𝑢, 𝑞′) is ̄𝑇 for each 𝑛 ∈ [𝑘].
Then ℳ′ is a (DS, 𝛴)-automaton.
(Correctness of the construction) We show ⊢ℳ = ⊢ℳ′ . Let (𝑞, 𝑐, 𝑤), (𝑞′, 𝑐′, 𝑤′) ∈ 𝑄 × 𝐶 ×
𝛴∗. Then
(𝑞, 𝑐, 𝑤) ⊢ℳ (𝑞′, 𝑐′, 𝑤′)
⟺ ∃(𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇 : ((𝑐, 𝑐′) ∈ 𝑖) ∧ (𝑤 = 𝑢𝑤′) (by definition 2.37)
⟺ ∃(𝑞, 𝑖, 𝑢, 𝑞′) ∈ 𝑇 , ∃𝑖1, …, 𝑖𝑘 ∈ 𝐼∗: ((𝑐, 𝑐′) ∈ 𝑖) ∧ (𝑤 = 𝑢𝑤′) ∧ (𝑖 = 𝑖1 ; ⋯ ; 𝑖𝑘)
(since (𝐼†, ∪, ;, ∅, id) is a semiring)
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⟺ ∃(𝑞, 𝑖1, 𝑢, 𝑞′), …, (𝑞, 𝑖𝑘, 𝑢, 𝑞′) ∈ 𝑇 ′: ((𝑐, 𝑐′) ∈ (𝑖1 ∪ ⋯ ∪ 𝑖𝑘)) ∧ (𝑤 = 𝑢𝑤′)
(by construction)
⟺ ∃(𝑞, 𝑖1, 𝑢, 𝑞′), …, (𝑞, 𝑖𝑘, 𝑢, 𝑞′) ∈ 𝑇 ′, ∃𝑛 ∈ [𝑘]: ((𝑐, 𝑐′) ∈ 𝑖𝑛) ∧ (𝑤 = 𝑢𝑤′)
⟺ (𝑞, 𝑐, 𝑤) ⊢ℳ′ (𝑞′, 𝑐′, 𝑤′) (by definition 2.37)
Then by definition 2.38 follows that ℒ(ℳ) = ℒ(ℳ′). ∎
It is easy to see that the above proposition also holds in the weighted case if we take an
idempotent semiring.
Observation B.3. Let DS be a data storage, 𝛴 be a set, and 𝒜 be an idempotent semiring. Then
REC(DS, 𝛴, 𝒜) = REC(DS†, 𝛴, 𝒜). ∎
However, if idempotency or distributivity are not given, the author conjectures that this
property does not hold.
Conjecture B.4. Let DS be a data storage, 𝛴 be a set. There is a strong bimonoid 𝒜 such that
REC(DS, 𝛴, 𝒜) ⊊ REC(DS†, 𝛴, 𝒜). ∎
B.2 Goldstine automata
In the following, we will briefly outline a more algebraic view on automata with data storage.
This is done by essentially converting Goldstine [Gol80] to our notation.
First, note that the graph of ℳ (cf. example 2.42) in figure 2.41 is the same as the graph of
the FSA ℳfsa = ([3], 𝑅∗ × 𝛴∗, {1}, {3}, 𝑇fsa) where
𝑇fsa: (1, ⟨push(𝛤 ), a ⟩, 1)
(2, ⟨pop(a) , a′⟩, 2)
(1, ⟨push(𝛤 ), b ⟩, 1)
(2, ⟨pop(b) , b′⟩, 2)
(1, ⟨id(𝛤 ∗) , #⟩, 2)
(2, ⟨id({𝜀}), 𝜀 ⟩, 3).
The language of ℳfsa is
ℒ(ℳfsa) = {⟨push(𝛤 ), a⟩, ⟨push(𝛤 ), b⟩}∗ ∘ {⟨id(𝛤 ∗), #⟩}
∘ {⟨pop(a), a’⟩, ⟨pop(b), b’⟩}∗ ∘ {⟨id({𝜀}), 𝜀⟩}.
Now let us interpret the elements of ℒ(ℳfsa) over the product monoid 𝑅∗ × 𝛴∗:
⟦ℒ(ℳfsa)⟧𝑅∗×𝛴∗ = { ⟨(push(𝛤 ))𝑚 ; id(𝛤 ∗) ; 𝑟 ; id({𝜀}), 𝑤#𝑤′⟩
∣ 𝑚, 𝑛 ∈ ℕ, 𝑟 ∈ {pop(a′), pop(b′)}𝑛, 𝑤 ∈ {a, b}𝑚, 𝑤′ ∈ {a′, b′}𝑛 }
= { ⟨(push(𝛤 ))𝑚 ; 𝑟 ; id({𝜀}), 𝑤#𝑤′⟩
∣ 𝑚, 𝑛 ∈ ℕ, 𝑟 ∈ {pop(a′), pop(b′)}𝑛, 𝑤 ∈ {a, b}𝑚, 𝑤′ ∈ {a′, b′}𝑛 }
The set ⟦ℒ(ℳfsa)⟧𝑅∗×𝛴∗ contains strings of instructions together with the corresponding input
strings. From this set, we only select the strings whose corresponding string of instructions is
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valid, i.e. goes from initial storage configurations to final storage configurations (in our case
from {𝜀} to {a, b}∗). This leaves us with an alternative definition for the language of ℳ:
ℒ(ℳ) = { 𝑤 ∈ 𝛴∗ ∣ ∃⟨𝑟, 𝑤⟩ ∈ ⟦ℒ(ℳfsa)⟧𝑅∗×𝛴∗: ({𝜀} × {a, b}∗) ∩ 𝑟 ≠ ∅ }
This alternative definition holds for arbitrary automata with data storage [Gol80]:
Proposition B.5 (Goldstine [Gol80, page 120]). Let ℳ = (𝑄,DS, 𝛴, 𝑄i, 𝑄f, 𝑇 ) be an au-
tomaton with data storage, DS = (𝐶, 𝑅, 𝐶i, 𝐶f), and ℳfsa = (𝑄, 𝑅∗ × 𝛴∗, 𝑄i, 𝑄f, 𝑇 ′) where
𝑇 ′ = {(𝑞, ⟨𝑟, 𝜎⟩, 𝑞′) ∣ (𝑞, 𝑟, 𝜎, 𝑞′) ∈ 𝑇 }. Then
ℒ(ℳ) = { 𝑤 ∈ 𝛴∗ ∣ ∃⟨𝑟, 𝑤⟩ ∈ ⟦ℒ(ℳfsa)⟧𝑅∗×𝛴∗: (𝐶i × 𝐶f) ∩ 𝑟 ≠ ∅ }. ∎
Goldstine goes even on step further and states that the language ℒ(ℳfsa) may be defined in
terms of any language device that generates recognisable languages, e.g. a regular grammar
or a regular expression. He consequently proposes that an automaton ℳ with data storage
consists only of a data storage DS = (𝐶, 𝑅, 𝐶i, 𝐶f) and a regular language 𝐿 ⊆ (𝑅∗ × 𝛴∗)∗ for
some set 𝛴, and that the language of ℳ should be defined as
ℒ(ℳ) = {𝑤 ∈ 𝛴∗ ∣ ∃⟨𝑟, 𝑤⟩ ∈ ⟦𝐿⟧𝑅∗×𝛴∗: (𝐶i × 𝐶f) ∩ 𝑟 ≠ ∅}.
The following example shows how proposition B.5 can be used to obtain the language of an
automaton with data storage.
Example 3.5 (continuing from p. 66). Example 3.5 on p. 66 illustrates how the language of a
TSA can be obtained through analysing runs. Alternatively, we can use proposition B.5 to first
determine the state behaviour by giving an appropriate regular subset of (𝑅∗ × 𝛴∗)∗:
ℒ(ℳfsa) = {⟨push(1, ∗), a⟩}∗ ∘ {⟨push(1, #) ; down, 𝜀⟩}
∘ {⟨equals(∗) ; down, b⟩}∗ ∘ {⟨bottom ; up(1), 𝜀⟩}
∘ {⟨equals(∗) ; up(1), c⟩}∗ ∘ {⟨equals(#) ; down, 𝜀⟩}
∘ {⟨equals(∗) ; down, d⟩}∗ ∘ {⟨bottom, 𝜀⟩}.
Then we interpret the elements of this subset in the product monoid 𝑅∗ × 𝛴∗:
⟦ℒ(ℳfsa)⟧𝑅∗×𝛴∗ = {⟨𝑟𝛼,𝛽,𝛾,𝛿, a𝛼b𝛽c𝛾d𝛿 ⟩ ∣ 𝛼, 𝛽, 𝛾, 𝛿 ∈ ℕ} where
𝑟𝛼,𝛽,𝛾,𝛿 = (push(1, ∗))𝛼 ; push(1, #) ; down
; (equals(∗) ; down)𝛽 ; bottom ; up(1)
; (equals(∗) ; up(1))𝛾 ; equals(#) ; down
; (equals(∗) ; down)𝛿 ; bottom.
Lastly, we determine the storage behaviour by solving the inequation
({{(𝜀, @)}} × TS(𝛤 ∪ {@})) ∩ 𝑟𝛼,𝛽,𝛾,𝛿 ≠ ∅.
165
B Additional material for Chapter 2
We obtain the set {(𝛼, 𝛽, 𝛾, 𝛿) ∣ 𝛼 = 𝛽 = 𝛾 = 𝛿 ∈ ℕ} of solutions and therefore the language of
ℳ is ℒ(ℳ) = {a𝑛b𝑛c𝑛d𝑛 ∣ 𝑛 ∈ ℕ}, which agrees with the approach using accepting runs. □
B.3 Proof of lemma 2.71
Lemma 2.71. The tuple (𝛥∗ → 𝒜, ⊞, ⊠, 𝟘, 𝟙.𝜀) is a semiring.
Proof. The lemma is proven by verifying the following seven properties of the tuple:
(Closedness) This is easily verified.
(⊞ is associative and commutative) Follows from ⊕ being associative and commutative.
(𝟘 is identity for ⊞) Follows from the fact that 𝟘 is identity for ⊕.
(⊠ is associative.) Let 𝑓, 𝑔, ℎ ∈ 𝒜⟪𝛥∗⟫ and 𝑤 ∈ 𝛥∗. We derive
((𝑓 ⊠ 𝑔) ⊠ ℎ)(𝑤)
= ⨁𝑢,𝑤3∈𝛥∗:𝑤=𝑢𝑤3(𝑓 ⊠ 𝑔)(𝑢) ⊙ ℎ(𝑤3) (by definition of ⊠)
= ⨁𝑢,𝑤3∈𝛥∗:𝑤=𝑢𝑤3(⨁𝑤1,𝑤2∈𝛥∗:𝑢=𝑤1𝑤2 𝑓(𝑤1) ⊙ 𝑔(𝑤2)) ⊙ ℎ(𝑤3) (by definition of ⊠)
= ⨁𝑢,𝑤3∈𝛥∗:𝑤=𝑢𝑤3 ⨁𝑤1,𝑤2∈𝛥∗:𝑢=𝑤1𝑤2 𝑓(𝑤1) ⊙ 𝑔(𝑤2) ⊙ ℎ(𝑤3)
(by distibutivity of ⊙ over ⊕)
= ⨁𝑤1,𝑤2,𝑤3∈𝛥∗:𝑤=𝑤1𝑤2𝑤3 𝑓(𝑤1) ⊙ 𝑔(𝑤2) ⊙ ℎ(𝑤3) (by commutativity of ⊕)
= ⨁𝑤1,𝑣∈𝛥∗:𝑤=𝑤1𝑣 ⨁𝑤2,𝑤3∈𝛥∗:𝑣=𝑤2𝑤3 𝑓(𝑤1) ⊙ 𝑔(𝑤2) ⊙ ℎ(𝑤3)
(by commutativity of ⊕)
= ⨁𝑤1,𝑣∈𝛥∗:𝑤=𝑤1𝑣 𝑓(𝑤1) ⊙ ⨁𝑤2,𝑤3∈𝛥∗:𝑣=𝑤2𝑤3 𝑔(𝑤2) ⊙ ℎ(𝑤3)
(by distributivity of ⊙ over ⊕)
= ⨁𝑤1,𝑣∈𝛥∗:𝑤=𝑤1𝑣 𝑓(𝑤1) ⊙ (𝑔 ⊠ ℎ)(𝑣) (by definition of ⊠)
= (𝑓 ⊠ (𝑔 ⊠ ℎ))(𝑤) (by definition of ⊠)
(𝟙.𝜀 is identity for ⊠) Follows from 𝟙 and 𝜀 being identities for ⊙ and ∘, respectively.
(𝟘 is absorbing w.r.t. ⊠) Follows from the fact that 𝟘 is absorbing w.r.t ⊙.
(⊠ distributes over ⊞) Let 𝑓, 𝑔, ℎ ∈ 𝒜⟪𝛥∗⟫ and 𝑤 ∈ 𝛥∗. We derive
(𝑓 ⊠ (𝑔 ⊞ ℎ))(𝑤)
= ⨁𝑤1,𝑤2∈𝛥∗:𝑤=𝑤1𝑤2 𝑓(𝑤1) ⊙ (𝑔 ⊞ ℎ)(𝑤2) (by definition of ⊠)
= ⨁𝑤1,𝑤2∈𝛥∗:𝑤=𝑤1𝑤2 𝑓(𝑤1) ⊙ (𝑔(𝑤2) ⊕ ℎ(𝑤2)) (by definition of ⊞)
= ⨁𝑤1,𝑤2∈𝛥∗:𝑤=𝑤1𝑤2(𝑓(𝑤1) ⊙ 𝑔(𝑤2)) ⊕ (𝑓(𝑤1) ⊙ ℎ(𝑤2))
(by distributivity of ⊙ over ⊕)
= (⨁𝑤1,𝑤2∈𝛥∗:𝑤=𝑤1𝑤2 𝑓(𝑤1) ⊙ 𝑔(𝑤2)) ⊕ (⨁𝑤1,𝑤2∈𝛥∗:𝑤=𝑤1𝑤2 𝑓(𝑤1) ⊙ ℎ(𝑤2))
(by commutativity of ⊕)
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= (𝑓 ⊠ 𝑔)(𝑤) ⊕ (𝑓 ⊠ ℎ)(𝑤) (by definition of ⊠)
= ((𝑓 ⊠ 𝑔) ⊠ (𝑓 ⊠ ℎ))(𝑤) (by definition of ⊞) ∎
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C.1 Transitions of ℳ(𝐺) from example 3.24
The 54 transitions of ℳ(𝐺) (cf. example 3.24 and construction 3.20) are shown in the table
below. For convenience, we recall the rules of 𝐺:
𝜌1 = 𝑆 → [𝑥1,1𝑥2,1𝑥1,2𝑥2,2](𝐴, 𝐵) 𝜌2 = 𝐴 → [a𝑥1,1, c𝑥1,2](𝐴) 𝜌3 = 𝐴 → [𝜀, 𝜀]()
𝜌4 = 𝐵 → [b𝑥1,1, d𝑥1,2](𝐵) 𝜌5 = 𝐵 → [𝜀, 𝜀]().
# abbreviation transition
1 inital(𝜌1) (𝑞i, push(1, 𝑞f), 𝜀, ⟨𝜌1, 1, 0⟩)
2 final(𝜌1) (⟨𝜌1, 1, 4⟩, equals(𝑞f) ; set(𝜌1) ; down, 𝜀, 𝑞f )
3 read(𝜌2, 1, 1) (⟨𝜌2, 1, 0⟩, id, 𝑎, ⟨𝜌2, 1, 1⟩)
4 read(𝜌2, 2, 1) (⟨𝜌2, 2, 0⟩, id, 𝑐, ⟨𝜌2, 2, 1⟩)
5 read(𝜌4, 1, 1) (⟨𝜌4, 1, 0⟩, id, 𝑏, ⟨𝜌4, 1, 1⟩)
6 read(𝜌4, 2, 1) (⟨𝜌4, 2, 0⟩, id, 𝑑, ⟨𝜌4, 2, 1⟩)
7 call(𝜌1, 1, 1, 𝜌2) (⟨𝜌1, 1, 0⟩, push(1, ⟨𝜌1, 1, 1⟩), 𝜀, ⟨𝜌2, 1, 0⟩)
8 resume(𝜌1, 1, 1, 𝜌2) (⟨𝜌1, 1, 0⟩, up(1) ; equals(𝜌2) ; set(⟨𝜌1, 1, 1⟩), 𝜀, ⟨𝜌2, 1, 0⟩)
9 suspend(𝜌1, 1, 1, 𝜌2) (⟨𝜌2, 1, 2⟩, equals(⟨𝜌1, 1, 1⟩) ; set(𝜌2) ; down, 𝜀, ⟨𝜌1, 1, 1⟩)
10 call(𝜌1, 1, 1, 𝜌3) (⟨𝜌1, 1, 0⟩, push(1, ⟨𝜌1, 1, 1⟩), 𝜀, ⟨𝜌3, 1, 0⟩)
11 resume(𝜌1, 1, 1, 𝜌3) (⟨𝜌1, 1, 0⟩, up(1) ; equals(𝜌3) ; set(⟨𝜌1, 1, 1⟩), 𝜀, ⟨𝜌3, 1, 0⟩)
12 suspend(𝜌1, 1, 1, 𝜌3) (⟨𝜌3, 1, 0⟩, equals(⟨𝜌1, 1, 1⟩) ; set(𝜌3) ; down, 𝜀, ⟨𝜌1, 1, 1⟩)
13 call(𝜌1, 1, 2, 𝜌4) (⟨𝜌1, 1, 1⟩, push(2, ⟨𝜌1, 1, 2⟩), 𝜀, ⟨𝜌4, 1, 0⟩)
14 resume(𝜌1, 1, 2, 𝜌4) (⟨𝜌1, 1, 1⟩, up(2) ; equals(𝜌4) ; set(⟨𝜌1, 1, 2⟩), 𝜀, ⟨𝜌4, 1, 0⟩)
15 suspend(𝜌1, 1, 2, 𝜌4) (⟨𝜌4, 1, 2⟩, equals(⟨𝜌1, 1, 2⟩) ; set(𝜌4) ; down, 𝜀, ⟨𝜌1, 1, 2⟩)
16 call(𝜌1, 1, 2, 𝜌5) (⟨𝜌1, 1, 1⟩, push(2, ⟨𝜌1, 1, 2⟩), 𝜀, ⟨𝜌5, 1, 0⟩)
17 resume(𝜌1, 1, 2, 𝜌5) (⟨𝜌1, 1, 1⟩, up(2) ; equals(𝜌5) ; set(⟨𝜌1, 1, 2⟩), 𝜀, ⟨𝜌5, 1, 0⟩)
18 suspend(𝜌1, 1, 2, 𝜌5) (⟨𝜌5, 1, 0⟩, equals(⟨𝜌1, 1, 2⟩) ; set(𝜌5) ; down, 𝜀, ⟨𝜌1, 1, 2⟩)
19 call(𝜌1, 1, 3, 𝜌2) (⟨𝜌1, 1, 2⟩, push(1, ⟨𝜌1, 1, 3⟩), 𝜀, ⟨𝜌2, 2, 0⟩)
20 resume(𝜌1, 1, 3, 𝜌2) (⟨𝜌1, 1, 2⟩, up(1) ; equals(𝜌2) ; set(⟨𝜌1, 1, 3⟩), 𝜀, ⟨𝜌2, 2, 0⟩)
21 suspend(𝜌1, 1, 3, 𝜌2) (⟨𝜌2, 2, 2⟩, equals(⟨𝜌1, 1, 3⟩) ; set(𝜌2) ; down, 𝜀, ⟨𝜌1, 1, 3⟩)
22 call(𝜌1, 1, 3, 𝜌3) (⟨𝜌1, 1, 2⟩, push(1, ⟨𝜌1, 1, 3⟩), 𝜀, ⟨𝜌3, 2, 0⟩)
23 resume(𝜌1, 1, 3, 𝜌3) (⟨𝜌1, 1, 2⟩, up(1) ; equals(𝜌3) ; set(⟨𝜌1, 1, 3⟩), 𝜀, ⟨𝜌3, 2, 0⟩)
24 suspend(𝜌1, 1, 3, 𝜌3) (⟨𝜌3, 2, 0⟩, equals(⟨𝜌1, 1, 3⟩) ; set(𝜌3) ; down, 𝜀, ⟨𝜌1, 1, 3⟩)
169
C Additional material for Chapter 3
# abbreviation transition
25 call(𝜌1, 1, 4, 𝜌4) (⟨𝜌1, 1, 3⟩, push(2, ⟨𝜌1, 1, 4⟩), 𝜀, ⟨𝜌4, 2, 0⟩)
26 resume(𝜌1, 1, 4, 𝜌4) (⟨𝜌1, 1, 3⟩, up(2) ; equals(𝜌4) ; set(⟨𝜌1, 1, 4⟩), 𝜀, ⟨𝜌4, 2, 0⟩)
27 suspend(𝜌1, 1, 4, 𝜌4) (⟨𝜌4, 2, 2⟩, equals(⟨𝜌1, 1, 4⟩) ; set(𝜌4) ; down, 𝜀, ⟨𝜌1, 1, 4⟩)
28 call(𝜌1, 1, 4, 𝜌5) (⟨𝜌1, 1, 3⟩, push(2, ⟨𝜌1, 1, 4⟩), 𝜀, ⟨𝜌5, 2, 0⟩)
29 resume(𝜌1, 1, 4, 𝜌5) (⟨𝜌1, 1, 3⟩, up(2) ; equals(𝜌5) ; set(⟨𝜌1, 1, 4⟩), 𝜀, ⟨𝜌5, 2, 0⟩)
30 suspend(𝜌1, 1, 4, 𝜌5) (⟨𝜌5, 2, 0⟩, equals(⟨𝜌1, 1, 4⟩) ; set(𝜌5) ; down, 𝜀, ⟨𝜌1, 1, 4⟩)
31 call(𝜌2, 1, 2, 𝜌2) (⟨𝜌2, 1, 1⟩, push(1, ⟨𝜌2, 1, 2⟩), 𝜀, ⟨𝜌2, 1, 0⟩)
32 resume(𝜌2, 1, 2, 𝜌2) (⟨𝜌2, 1, 1⟩, up(1) ; equals(𝜌2) ; set(⟨𝜌2, 1, 2⟩), 𝜀, ⟨𝜌2, 1, 0⟩)
33 suspend(𝜌2, 1, 2, 𝜌2) (⟨𝜌2, 1, 2⟩, equals(⟨𝜌2, 1, 2⟩) ; set(𝜌2) ; down, 𝜀, ⟨𝜌2, 1, 2⟩)
34 call(𝜌2, 1, 2, 𝜌3) (⟨𝜌2, 1, 1⟩, push(1, ⟨𝜌2, 1, 2⟩), 𝜀, ⟨𝜌3, 1, 0⟩)
35 resume(𝜌2, 1, 2, 𝜌3) (⟨𝜌2, 1, 1⟩, up(1) ; equals(𝜌3) ; set(⟨𝜌2, 1, 2⟩), 𝜀, ⟨𝜌3, 1, 0⟩)
36 suspend(𝜌2, 1, 2, 𝜌3) (⟨𝜌3, 1, 0⟩, equals(⟨𝜌2, 1, 2⟩) ; set(𝜌3) ; down, 𝜀, ⟨𝜌2, 1, 2⟩)
37 call(𝜌2, 2, 2, 𝜌2) (⟨𝜌2, 2, 1⟩, push(2, ⟨𝜌2, 2, 2⟩), 𝜀, ⟨𝜌2, 2, 0⟩)
38 resume(𝜌2, 2, 2, 𝜌2) (⟨𝜌2, 2, 1⟩, up(2) ; equals(𝜌2) ; set(⟨𝜌2, 2, 2⟩), 𝜀, ⟨𝜌2, 2, 0⟩)
39 suspend(𝜌2, 2, 2, 𝜌2) (⟨𝜌2, 2, 2⟩, equals(⟨𝜌2, 2, 2⟩) ; set(𝜌2) ; down, 𝜀, ⟨𝜌2, 2, 2⟩)
40 call(𝜌2, 2, 2, 𝜌3) (⟨𝜌2, 2, 1⟩, push(2, ⟨𝜌2, 2, 2⟩), 𝜀, ⟨𝜌3, 2, 0⟩)
41 resume(𝜌2, 2, 2, 𝜌3) (⟨𝜌2, 2, 1⟩, up(2) ; equals(𝜌3) ; set(⟨𝜌2, 2, 2⟩), 𝜀, ⟨𝜌3, 2, 0⟩)
42 suspend(𝜌2, 2, 2, 𝜌3) (⟨𝜌3, 2, 0⟩, equals(⟨𝜌2, 2, 2⟩) ; set(𝜌3) ; down, 𝜀, ⟨𝜌2, 2, 2⟩)
43 call(𝜌4, 1, 2, 𝜌4) (⟨𝜌4, 1, 1⟩, push(1, ⟨𝜌4, 1, 2⟩), 𝜀, ⟨𝜌4, 1, 0⟩)
44 resume(𝜌4, 1, 2, 𝜌4) (⟨𝜌4, 1, 1⟩, up(1) ; equals(𝜌4) ; set(⟨𝜌4, 1, 2⟩), 𝜀, ⟨𝜌4, 1, 0⟩)
45 suspend(𝜌4, 1, 2, 𝜌4) (⟨𝜌4, 1, 2⟩, equals(⟨𝜌4, 1, 2⟩) ; set(𝜌4) ; down, 𝜀, ⟨𝜌4, 1, 2⟩)
46 call(𝜌4, 1, 2, 𝜌5) (⟨𝜌4, 1, 1⟩, push(1, ⟨𝜌4, 1, 2⟩), 𝜀, ⟨𝜌5, 1, 0⟩)
47 resume(𝜌4, 1, 2, 𝜌5) (⟨𝜌4, 1, 1⟩, up(1) ; equals(𝜌5) ; set(⟨𝜌4, 1, 2⟩), 𝜀, ⟨𝜌5, 1, 0⟩)
48 suspend(𝜌4, 1, 2, 𝜌5) (⟨𝜌5, 1, 0⟩, equals(⟨𝜌4, 1, 2⟩) ; set(𝜌5) ; down, 𝜀, ⟨𝜌4, 1, 2⟩)
49 call(𝜌4, 2, 2, 𝜌4) (⟨𝜌4, 2, 1⟩, push(2, ⟨𝜌4, 2, 2⟩), 𝜀, ⟨𝜌4, 2, 0⟩)
50 resume(𝜌4, 2, 2, 𝜌4) (⟨𝜌4, 2, 1⟩, up(2) ; equals(𝜌4) ; set(⟨𝜌4, 2, 2⟩), 𝜀, ⟨𝜌4, 2, 0⟩)
51 suspend(𝜌4, 2, 2, 𝜌4) (⟨𝜌4, 2, 2⟩, equals(⟨𝜌4, 2, 2⟩) ; set(𝜌4) ; down, 𝜀, ⟨𝜌4, 2, 2⟩)
52 call(𝜌4, 2, 2, 𝜌5) (⟨𝜌4, 2, 1⟩, push(2, ⟨𝜌4, 2, 2⟩), 𝜀, ⟨𝜌5, 2, 0⟩)
53 resume(𝜌4, 2, 2, 𝜌5) (⟨𝜌4, 2, 1⟩, up(2) ; equals(𝜌5) ; set(⟨𝜌4, 2, 2⟩), 𝜀, ⟨𝜌5, 2, 0⟩)
54 suspend(𝜌4, 2, 2, 𝜌5) (⟨𝜌5, 2, 0⟩, equals(⟨𝜌4, 2, 2⟩) ; set(𝜌5) ; down, 𝜀, ⟨𝜌4, 2, 2⟩)
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(relation) diagram, 96
(;, ∪)-closure of DS, 163
𝒪-notation, 62
𝑖-fanout, 31
𝜔-concatenation, 18
absorbing, 19
absorption laws, 23
accepting run, 35, 39, 53, 54
acyclic graph, 69
additive monoid, 23
admissible, 88, 150
admissible tuple of runs, 88
algebra, 19
algorithm, 62
alphabetic string homomorphism, 47
ambiguous, 32, 35, 41, 49, 53, 55
antisymmetric, 16
approximation, 95–97
approximation strategy, 95, 96
arctic bimonoid, 25
arctic semiring, 23
argmax, 18
arity, 19
associative, 19
automaton characterisation, 63
automaton with data storage, 38
automaton with respect to 𝐺, 112
bijection, 17
bimonoid, 23
binary relation, 16
Boolean semiring, 23
boundedly non-deterministic, 36
cancellation relation, 110, 114
candidate, 150
cardinality, 15
carrier, 19, 21
Cartesian product, 15
cell, 15
Chomsky hierarchy, 63
closed, 19
closure, 19, 96
coarse, 95
coarse-to-fine parsing, 153
commutative, 19
commutative diagram, 96
commutative strong bimonoid, 23
commute, 96
complement, 16
complete, 22, 23
complete derivation tree, 48
complete derivation trees, 27, 31
composition, 16
composition closed, 38
composition closure, 38
computation relation, 46
concatenation, 17
configuration, 38, 46
context-free (over 𝛴), 28
context-free grammar, 26
countable, 19, 20
countable set, 15
current stack symbol, 65
current state, 38
current storage configuration, 38
cycle, 69
data storage, 36
derivation relation, 26
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derivation tree, 48
derivation trees, 27, 31
deterministic, 36
deterministic tree walking transducer, 92
dimension, 111, 114
disjoint, 15
distributive, 19
domain, 16
domain language, 137
Dyck language, 110
edge, 69
element, 15
empty set, 15
empty string, 17
endorelation, 16
entrance count, 72
equivalence class, 16
equivalence multiple Dyck language, 114
equivalence relation, 16
equivalent, 26, 48, 158
factorisable, 143
fanout, 30, 31, 49
filter, 18
final state, 34, 38
final storage configuration, 36
fine, 95
finer than, 99
finite, 19, 20
finite representation, 48
finite set, 15
finite-state automaton, 34
finitely ambiguous, 32, 35, 41, 49, 53, 55
finitely non-deterministic, 36
free monoid, 22
function, 17
functional, 16
gap, 88
generator set, 112
grammar-based parsing, 125
graph, 69
guide, 153
guiding structure, 153
harmful loop, 140
homomorphism, 19, 21
idempotent, 19
identity, 19
identity relation, 16
image, 16
index, 17
indexed family, 17
infinite, 19, 20
infinite set, 15
infinitely ambiguous, 32, 41, 53, 55
initial non-terminal, 26, 31
initial state, 34, 38
initial storage configuration, 36
injective, 16
instruction, 36
inverse, 16
invertible, 19
kind, 88
Kleene-star, 17
language, 17, 26, 31, 35, 39, 46, 48, 53, 54
language class, 63
language device, 26
length, 17
less partial than, 99
linear, 30
linear context-free rewriting system, 31
linked, 83
map, 18
mildly context-sensitive grammars, 12
monadic, 67
monoid, 21
monoid of monomials, 58
monomial, 57
monotonous, 30, 32, 49
multiple context-free, 34, 51
multiple context-free grammar, 31
multiple Dyck grammar, 111
multiple Dyck language, 111
multiplicative monoid, 23
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Index
n-best, 128
natural numbers, 15
naïve Chomsky-Schützenberger parser, 137,
149
non-deleting, 30, 51
non-empty set, 15
non-negative real numbers, 15
non-positive real numbers, 15
non-terminals, 26, 30
non-trivially factorisable, 144
operation, 19
parallel multiple context-free grammar, 30
parse table, 154
parse tree, 28
partial function, 17
partial identity, 16
partial order, 16
partition, 15
path, 69
PMCFL, 34, 51
POCMOZ, 126
polynomial, 57
power, 17
power set, 15
prefix-closed, 64
primitive stationary cycle, 70
primitive suspicious loop, 152
probability semiring, 25
probability semiring with ∞, 23
product monoid, 22
pruning, 153
pushdown automaton, 63
quotient, 16
rank, 31, 111
ranked set, 18
ranked trees, 19
reachable, 150
real numbers, 15
recognisable, 35
reflexive, 16
reflexive, transitive closure, 16
remaining input, 38
representation, 26
restricted tree-stack automata, 73
restricted wMCFG, 146
restriction, 16
rules, 26, 31, 48
run, 34, 39, 53, 54
semantic ambiguity, 125
semiring, 23
semiring of polynomials, 58
semiring of weighted languages, 58
sentential forms, 26
sequence, 17
set, 15
set-builder, 15
signature, 19, 21
simple, 148
singleton set, 15
sort, 18
sorted algebra, 21
sorted operation, 21
sorted set, 20
sorted trees, 20
source state, 38
space complexity, 62
stack automaton, 92
stack normal form, 71
stack pointer, 65
state, 34, 38
stationary cycle, 69
storage configuration, 36
string algebra, 29
string composition representation, 29
string homomorphism, 47
strings, 17
strong bimonoid, 23
strongly monotonous, 30, 32, 49
subset, 19, 20
successor configuration, 39
superset, 19, 20
support, 25, 128
surjective, 17
suspicious loop, 152
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symmetric, 16
syntactic ambiguity, 125
take, 18
tape storage, 37
term algebra, 21
terminal, 34, 38
terminal-free, 30
terminals, 26, 31
time complexity, 62
total, 16
total function, 17
transition, 34, 38
transition relation, 39, 46
transition-based parsing, 125
transitions, 53, 54
transitive, 16
transitive closure, 16
tree-pushdown, 64
tree-stack, 64
tree-stack automaton, 66
tree-stack storage, 66
trivially factorisable, 144
tropical bimonoid, 25
tropical semiring, 23
tuple algebra, 30
tuple composition, 30
Turing machine, 46
type, 88
unambiguous, 31, 35, 41, 49, 53, 55
uncountable, 19, 20
uncountable set, 15
underlying automaton, 53, 54
underlying grammar, 48
update, 17
variables, 28, 30
vertex, 69
Viterbi semiring, 23
weight assignment, 48, 49, 53–55
weighted alphabetic string homomorphism,
58
weighted automaton with data storage, 54
weighted FSA, 53
weighted language, 48, 49, 53, 55
weighted language device, 48
weighted linear context-free rewriting sys-
tem, 48
weighted multiple context-free grammar, 48
weighted parallel multiple context-free gram-
mar, 48
weighted string homomorphism, 58
yield, 27, 31, 35, 39
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List of variable names
For convenience, we provide a list of variable names that are used consistently for specific
concepts in this thesis. The variable names may occur with various decorations (such as
subscripts, superscripts, prime, hat, bar, etc.).
Basics:
• binary operation: ⊕, ⊙
• algebra: 𝒜, ℬ, 𝒞
• (weighted) homomorphism: ℎ
• sort: 𝑠 ∈ 𝑆
• tree: 𝑡
• (weighted) language: 𝐿
• (weighted) language device: 𝐷
Automata:
• (weighted) automaton: ℳ
• state: 𝑝, 𝑞 ∈ 𝑄
• initial state: 𝑞i ∈ 𝑄i
• final state: 𝑞f ∈ 𝑄f
• terminal symbol: 𝜎 ∈ 𝛴, 𝛿 ∈ 𝛥
• transition: 𝜏 ∈ 𝑇
• weight assignment: 𝜇
• run: 𝜃
• data storage: DS
• storage configuration: 𝑐 ∈ 𝐶
• initial storage configuration: 𝑐i ∈ 𝐶i
• final storage configuration: 𝑐f ∈ 𝐶f
• instruction: 𝑖 ∈ 𝐼
• stack/pushdown symbol: 𝛾 ∈ 𝛤
• tree stack: [𝜉, 𝑝], [𝜁, 𝑝]
Grammars:
• (weighted) grammar: 𝐺
• non-terminal: 𝐴, 𝐵 ∈ 𝑁
• initial non-terminal: 𝑆 ∈ 𝑁i
• terminal symbol: 𝜎 ∈ 𝛴, 𝛿 ∈ 𝛥
• rule: 𝜌 ∈ 𝑅
• weight assignment: 𝜇
• derivation tree: 𝑑
• fanout: 𝑠
• rank: 𝑘
• composition function: 𝑐 = [𝑢1, …, 𝑢𝑚]
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