In [11] and [12] , Shelah began the systematic investigation of the L ω 1 ω case. In [12] , he identifies a class of L ω 1 ω sentences which he calls excellent and shows that if an L ω 1 ω sentence is excellent then the Los conjecture holds. (In [2] , Hart shows that many other theorems which are analogs of those for first order theories also hold for excellent classes.) Furthermore, he shows that if GCH (or in fact much less) and ϕ is an L ω 1 ω sentence which is ℵ ncategorical for all n ∈ ω then ϕ is excellent.
The question which naturally arises is, under suitable set theoretic assumptions, is categoricity in ℵ n for n < k sufficient to prove full categoricity for a sentence in L ω 1 ω .
The answer to this question must wait while we introduce another variant of the Los conjecture.
Suppose L is a relational language and P ∈ L is a unary predicate. If M is an L-structure then P (M ) is the L-structure formed as the substructure of M with domain {a : M |= P (a)}. Now suppose T is a complete first order theory in L with infinite models. Following Hodges, we define Definition 0.1 T is relatively λ-categorical if whenever M ,N |= T , P (M ) = P (N ), |P (M )| = λ then there is an isomorphism i : M → N which is the identity on P (M ).
T is relatively categorical if it is relatively λ-categorical for every λ.
The notion of relative categoricity has been investigated by Gaifman ([1] ), Hodges ([3] and [4] ), Pillay ([8] ) and Pillay and Shelah ([9] ). In ( [13] ), Shelah gave a classification under some set theory.
Again the question arises whether the relative λ-categoricity of T for some λ > |T | implies that T is relatively categorical.
In this paper, we provide an example, for every k > 0, of a theory T k and an L ω 1 ω sentence ϕ k so that T k is relatively ℵ n -categorical for n < k and ϕ k is ℵ n -categorical for n < k but T k is not relatively k -categorical and ϕ k is not k -categorical.
The examples are due to Shelah. Harrington asked about the possibility of such examples in Chicago in December, 1985 as he was not happy with the complexity of the classification. The examples provided L ω 1 ω sentences which were categorical but not excellent and so a proof of this fact was written up in [2] .
The notation used is standard.
[A] k will stand for all the k-element subsets of the set A. P − (n) is the set of all subsets of n except n itself. is used to represent the direct sum of groups and is used to represent the direct product of groups. Z 2 will represent the two element group. 2 <ω will be used to represent the subgroup of eventually zero sequences in the abelian group ω Z 2 (written as 2 ω ).
The Example
We first describe the example informally. Fix a natural number k greater than one. There will be an infinite set I with K = [I] k . There are constants c n for n ∈ ω and a predicate R containing all of them. R will be thought of as levels and we will refer to constants in R as standard levels. We fix Z 2 , the abelian group, G, the direct sum of K-many copies of Z 2 and H, the direct sum of R-many copies of Z 2 . In addition, all relevant projections onto Z 2 are available to us. All of this constitutes the P -part of the model.
Outside of this we have two types of objects. First, for every level r ∈ R and every u ∈ K, we have a distinct copy of G. Via some connection between our fixed copy of G and this one we will be able to determine the sum of any three elements of G but we will have "lost" the zero. Second, for every u ∈ K there will be a distinct copy of H in which we again have "lost" the zero.
We will be interested in the possibility of choosing elements from these copies of G and H to act as the zero in their respective groups. We won't put any more restraints on G's from non-standard levels so any element will do. However, for each n ∈ ω, on the level corresponding to c n , and for every u ∈ K, there will be a predicate connecting the copy of H corresponding to u and k of the copies of G on the n th level. It will be these predicates which make or break the categoricity by putting restraints on choices for the zeroes of the copies of G and H.
We now wish to fix k for the rest of the paper.
Convention 1.1 k will be a fixed natural number greater than one.
Now, more formally, we define the language for the example. Definition 1.2 L will be the language that consists of 1. unary predicates I, K, R, P, G a , H a 9. ρ(l, x, a) holds iff R(l), H a (x) and x(l) = a, an element of Z 2 .
where u 0 , . . . , u k are all the k-element subsets of some (k + 1)-element subset of I and
Remarks:
1. In the previous definition, all of the direct sums used in the definition of the universe represent abelian groups. Hence on the right hand side of items 7, 10, 11 and 12, the addition mentioned is addition in the appropriate group.
2. In item 12, each y i is in
Hence, the displayed equality is comparing elements of Z 2 .
Let's consider some of the sentences in L that the standard model satisfies. For a fixed infinite set I, M I satisfies:
1. I is an infinite set, K is the collection of k-element subsets of I and ∈ is the membership relation between elements of I and elements of K.
2. I, K, R, G a , H a are disjoint and their union together with the constants c a for a ∈ Z 2 form P . 5. If x is not in P then either for some l and u, G b (l, u, x) or for some u, H b (u, x) and for every l ∈ R and u, v ∈ K, P ,
a (a) and z is one of the constants indexed by
and z is one of the constants indexed by
10. The constants c a for a ∈ Z 2 together with + have the group structure of Z 2 .
11. + restricted to G a gives a subgroup of 13. For every l in R and u in K, G b (l, u, −) is non-empty and for every l in R, u in K and x so that
Moreover, g(l, u, x, y, z) implies g(l, u, x, z, y) and if g(l, u, a, x, y) and g(l, u, b, y, z) then g(u, l, a + b, x, z) where a + b is the unique c so that +(a, b, c),.
14. For every u in K, H b (u, −) is non-empty and for every u in K and x so that
. Moreover, h(u, x, y, z) implies h(u, x, z, y) and if h(u, a, x, y) and h(u, b, y, z) then h(u, a + b, x, z) where a + b is the unique c so that +(a, b, c).
. . , x k ) iff the v-projection of the unique element a so that g(c l , u, a, x 0 , x 0 ) via π is 0 and Q l (x 0 , . . . , x k ) iff the c l -projection of the unique element a so that h(v, a, x k , x k ) via ρ is 0.
17. Suppose l ∈ ω, u is in K and i 0 , . . . , i n−1 are distinct elements of I not in u. For each j < n, let v
17 actually follows from the previous axioms but it is in the form that we will use it in section 2. We make the following definition for the rest of the paper.
Convention 1.4 Let T be the theory in L made up of the sentences enumerated 1 -17 above.
The standard model satisfies some additional sentences in L ω 1 ω . For any infinite set I, M I satisfies:
1. R contains only the constants indexed by ω.
G
a is canonically isomorphic to
Convention 1.5 Let ϕ be the L ω 1 ω sentence which is the conjunction of T and the three sentences listed above.
Remarks:
1. T is not complete however we will show that it is relatively ℵ ncategorical for all n < k.
2. ϕ is the Scott sentence of any M I where I is countable. This will follow from section 2. Note that ϕ has arbitrarily large models.
Categoricity less than ℵ k
In this section, we show that T is relatively ℵ n -categorical for all n < k.
Then f is called a solution for W if:
is called a solution if it is an I(M)-solution
Remark: Note that the standard model for any I has a solution. Hence T (and ϕ) has arbitrarily large models with solutions. 
Proof: Suppose f M is a solution for M and f N is a solution for N . We are really interested in those G b (u, M ) and G b (l, u, N ) where l is one of the constants in R. However, we must accommodate all l in R. Let
Let j be a partial function from M to N so that j restricted to P (M ) is the identity, for every u, j(f M (u)) = f N (u) and for every l and u, j(f M (l, u)) = f N (l, u). We want to extend j to a function from M to N .
There is a unique y ∈ N so that
Extend j so that j(x) = y. We do a similar thing when
Extend j so that j(x) = y. Using the fact that M and N satisfy T , it is not hard to show that j defines a function from M onto N . We want to show that it is an isomorphism. We'll check the hardest predicate, Q l .
Suppose M |= Q l (x 0 , . . . , x k ) where
Then by using axioms 15 and 16 of T , we conclude that
where the sum takes place in Z 2 and we identify the constants indexed by Z 2 with the elements they represent. Since P (M ) = P (N ), this happens in N as well and since N |= T , we unravel the fact that f N is a solution so N |= Q l (f N (l, u 0 ) , . . . , f N (u k )) to conclude that N |= Q l (y 0 , . . . , y k ) where y i = j(x i ) for i ≤ k.
A completely symmetric argument shows that if
Lemma 2.3 Suppose M |= T .
1. If M is countable then M has a solution.
2. If A ⊆ B ⊆ I(M ), B is countable and f is an A-solution then f can be extended to a B-solution.
Proof: The first follows from second so we will prove the second.
) and otherwise f (u) is arbitrary. f is a solution on its domain. To see this, note that if i 0 , . . . , i k ∈ B and i 0 ∈ A then since k > 1, at least two k-element subsets of {i 0 , . . . , i k } are not in [A] k . Hence, f is a solution on its domain vacuously.
We will define an increasing chain of functions f n so that
3. f n is a solution on its domain.
If we accomplish this then f n will provide a B-solution extending f .
Suppose we have defined f n . We need to choose an a so that M |= G b (c ln , u n , a) and which will be compatible with the demands of being a solution.
Say that a (k + 1)-element subset v of B puts a constraint on u n if u n ⊆ v and k − 1 of the k-element subsets of v, say w 1 , . . . , w k−1 , are such that l n , w i ∈ dom(f n ) for i < k. Note that since u n ⊆ A, at least one of these w i 's must also not be a subset of A.
Now since only finitely many elements are enumerated before l n , u n , there are only finitely many (k + 1)-element subsets of B which put a constraint on u n . This is exactly the situation that axiom 17 of T was designed for so we can find an a so that f n+1 = f n ∪ { l n , u n , a } is a solution on its domain.
2
Proof: To see this, it suffices to see that if M and N are countable models of ϕ then M ∼ = N . But since M and N are models of ϕ, P (M ) and P (N ) are uniquely determined by ϕ so we may assume that P (M ) = P (N ). By lemma 2.3, M and N have solutions and hence by lemma 2.
for every s ∈ P − (m).
f s is a A s -solution for every s ∈ P − (m)

for every s, t ∈ P
Using the notation from the definition, suppose A s , f s :
Hence, if u ⊆ v where v is any (k + 1)-element subset of P − (m) A s then there is a k-element subset u ⊆ v, u = u so that u ∈ P − (m) A s as well. Using this observation and a proof similar to the proof of lemma 2.3, we obtain
We use this as the base step in the following lemma
Proof: We prove this by induction on n. If n = 0 then this is just lemma 2.6. Suppose n > 0 and A s = A ∅ ∪ {b t : t ∈ s}. Enumerate A ∅ , a β : β < ℵ n and let A α ∅ = {a β : β < α}. Now define A α s = A α ∅ ∪ {b t : t ∈ s} for every s ∈ P − (m) and let f α s be the restriction of f s to an A α s -solution. We wish to define g α for every α < ℵ n so that
Clearly, if we accomplish this then α<ℵn g α is the sought after solution. But by taking unions at limit ordinals and using the induction hypothesis at successors we can easily satisfy these two conditions so we are done. Proof: Without loss of generality, B = A ∪ {b} We prove this lemma by induction on the cardinality of A. If A is countable then this is just lemma 2.3. If |A| = ℵ n with n > 0 then enumerate A as a β : β < ℵ n and let A α = {a β : β < α} Let f α be the restriction of f to an A α -solution. By induction, we define A α ∪ {b}-solutions g α extending f α . If we have defined g α , we use lemma 2.7 in the case m = 2 to extend g α ∪ f α+1 to a A α+1 ∪ {b}-solution. At limits we take unions and α<ℵn g α is a B-solution extending f. 2 Theorem 2.9 If M |= T and |M | < ℵ k then M has a solution.
Proof: By induction on the cardinality of M . If M is countable then this is lemma 2.3. If |M | = ℵ n with n > 0 then we can choose N , N ≺ M with |N | < ℵ n . By induction, N has a solution and by using lemma 2.8 repeatedly, we can extend it to a solution for M . 2 Corollary 2.10 1. T is relatively ℵ n -categorical for all n < k.
2. ϕ is ℵ n -categorical for all n < k.
Proof: 1. Suppose M and N are models of T , P (M ) = P (N ) and |P (M )| = ℵ n for some n < k. It follows that |M | = |N | = ℵ n . By theorem 2.9, M and N have solutions and so by lemma 2.2, M ∼ = N . 2. Suppose M and N are models of ϕ and |M | = |N | = ℵ n for some n < k. P (M ) is uniquely determined by I(M ) and P (N ) is determined by I(N ). |M | = |I(M )| so we may assume that P (M ) = P (N ) and it follows then that M ∼ = N by theorem 2.9 and lemma 2.2. 2
The Failure of Full Categoricity
In this section, we show that ϕ is not fully categorical. Suppose M |= ϕ and I = I(M ). Without loss of generality, we may assume that
Further, we may assume that the constants c l = l for l ∈ ω and c a = a for a ∈ Z 2 . π, ρ and + can also be assumed to be as in the standard model M I .
Lemma 3.1 If M, N |= ϕ, M ⊆ N and N has a solution then M has a solution.
Proof: Suppose that f is a solution for N . Fix some g :
For u ∈ K(M ), let c l,u be such that
To check that f is a solution for M , suppose v is a k + 1-element subset of I(M ) and u 0 , . . . , u k are all the k-element subsets of v. Fix l ∈ ω.
From above, we have
and by the choice of d l,u ,
Proof: Let I(N ) be the disjoint union of I(M ) and κ. From our discussion at the beginning of the section, this defines the P -part of N . P (M ) will be subset of P (N ) except for G a (M ). The small technical point here is that we have identified G a (N ) with
We will identify x ∈ G a (M ) with
x ∈ G a (N ) where x (u) = x(u) for all u ∈ K(M ) and x (u) = 0 for all u ∈ K(N ) \ K(M ). In this way, we embed P (M ) into P (N ).
Let's consider the other predicates.
It is clear how to define h for N in a fashion appropriate for ϕ.
We leave it to the reader to define a reasonable g. It remains to define Q l on N for each l ∈ ω. Fix an arbitrary function
f is needed only in case 3 below. Suppose v is a k + 1-element subset of I(N ) and u 0 , . . . , u k are all the k-element subsets of v. Note that either v ⊆ I(M ) or at most one of the u i 's is a subset of I(M ). Further suppose
There are a number of cases:
If none of the
It is not hard to see that N defined in this way is a model of ϕ and with the appropriate identifications, M ⊆ N . 2 Corollary 3.3 If ϕ is not λ-categorical then it is not κ-categorical for any κ > λ.
Proof: Any two models of ϕ of cardinality λ have isomorphic P -parts. Hence if ϕ is not λ-categorical there must be M |= ϕ, |M | = λ so that M does not have a solution. By lemma 3.2, we can find N |= ϕ and M ⊆ N so that |N | = κ. If ϕ is κ-categorical then N has a solution since there is a model of ϕ of cardinality κ with a solution. But then by lemma 3.1, M has a solution which is a contradiction. Hence ϕ is not κ-categorical.
The 0-invariant for I, i 1 , . . . , i k via f is the function g with domain I so that g(a) = the invariant for a, i 1 , . . . , i k via f. Suppose 0 < m < k, I ⊆ I(M ) and i 1 , . . . , i k−m are distinct elements of I(M ) \ I and f is a function whose domain contains
Choose a function f so that the domain of f contains 
is not effected by the choice of f instead of f . Hence the ∼ m -class of h is well-defined.
2 Suppose that I is an infinite set and g : [I] k → 2 ω /2 <ω . We will define the canonical structure M g on I via g.
The P -part of M g is the same as M I . Moreover, so are the predicates G b and g. However, H b (u, M g ) = {u} × g(u) for all u ∈ [I] k . We modify h so that h(u, x, (u, y), (u, z)) holds in M g iff x + y = z where the addition takes place in 2 ω . (Note 2 <ω ⊆ 2 ω .) The definition of Q l is identical to the one for M I . It is not hard to show that M g satisfies ϕ.
Theorem 3.8 Let λ be the least cardinal such that λ ℵ k−1 < 2 λ . ϕ is not categorical in λ. In fact, there are 2 λ many non-isomorphic models of ϕ of cardinality λ.
Remark: Note that ℵ k−1 < λ ≤ 2 ℵ k .
Proof: Let B 0 = {f a : a ∈ 2 ω /2 <ω } where f a : ℵ 0 → 2 ω /2 <ω so that f a (i) = a for all i ∈ ℵ 0 . Define B m inductively for 0 < m < k − 1. 
