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Abstract. The self-adjoint matrix Sturm-Liouville operator on a finite interval with a
boundary condition in the general form is studied. We obtain asymptotic formulas for the
eigenvalues and the weight matrices of the considered operator. These spectral characteristics
play an important role in the inverse spectral theory. Our technique is based on analysis of
analytic functions and on the contour integration in the complex plane of the spectral parameter.
In addition, we adapt the obtained asymptotic formulas to the Sturm-Liouville operators on a
star-shaped graph with two different types of matching conditions.
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1 Introduction
The paper concerns spectral theory of differential operators. In particular, we focus on analysis
of matrix Sturm-Liouville operators in the form ℓY = −Y ′′ + Q(x)Y , where Q(x) is a matrix
function. Operators of such form generalize scalar Sturm-Liouville operators, which have been
studied fairly completely (see the monographs [1–3]). Matrix Sturm-Liouville operators have
applications in various branches of physics. For example, such operators are used in elasticity
theory [4], they are also applied for description of electromagnetic waves [5] and nuclear struc-
ture [6]. Matrix Sturm-Liouville operators also generalize Sturm-Liouville operators on metric
graphs (see [7–12] are references therein). The latter operators are often called quantum graphs.
They are applied for modeling wave propagation through a domain being a thin neighborhood
of a graph. Such models are used in organic chemistry, mesoscopic physics, nanotechnology
and other branches of science and engineering.
In this paper, we consider the self-adjoint Sturm-Liouville operator on a finite interval with
a boundary condition in the general form defined as follows. Let L = L(Q(x), T,H) be the
boundary value problem for the matrix Sturm-Liouville equation:
−Y ′′(x) +Q(x)Y (x) = λY (x), x ∈ (0, π), (1.1)
Y (0) = 0, V (Y ) := T (Y ′(π)−HY (π))− T⊥Y (π) = 0, (1.2)
where
• Y (x) = [yj(x)]mj=1 is a vector function;
• Q(x) = [qjk(x)]mj,k=1 is the Hermitian matrix function, called the potential, such that
Q(x) = Q†(x), qjk ∈ L2(0, π), j, k = 1, m;
• λ is the spectral parameter;
• T is an orthogonal projector in Cm, T ∈ Cm×m, T⊥ = Im − T ;
• H = H† ∈ Cm×m, H = THT .
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Here and below Cm and Cm×m are the spaces of complex m-vectors and m ×m-matrices,
respectively, the symbol † denotes the conjugate transpose: A = [ajk], A† = [akj], and Im is the
m×m unit matrix.
Note that the boundary value problem L is self-adjoint. The boundary condition V (Y ) = 0
is the self-adjoint boundary condition in the most general form. For simplicity, we impose the
Dirichlet boundary condition at x = 0. The problem with the both boundary conditions in the
general form, similar to V (Y ) = 0, can also be investigated by using our methods.
In the major part of the literature on the spectral theory for matrix Sturm-Liouville oper-
ators, the Dirichlet boundary conditions Y (0) = Y (π) = 0 or the Robin boundary conditions
Y ′(0)−Θ1Y (0) = Y ′(π) +Θ2Y (π) = 0, Θj ∈ Cm×m, j = 1, 2, have been considered, since they
are the simplest ones. In particular, in the papers [13–16] asymptotic formulas for eigenvalues
of Sturm-Liouville operators have been derived. In [15–18], inverse spectral problems have
been studied, that consist in reconstruction of matrix Sturm-Liouville operators by using the
eigenvalues and the weight matrices. Those problem statements generalize the classical inverse
problem of recovering the potential q(x) of the scalar Sturm-Liouville problem
−y′′ + q(x)y = λy, y(0) = y(π) = 0,
from the corresponding eigenvalues {λn}n≥1 and the weight numbers
αn :=
∫ pi
0
y2n(x) dx, n ≥ 1,
where {yn(x)}n≥1 are the eigenfunctions, normalized by the condition y′n(0) = 1 (see [1,3]). The
most remarkable results of [15–18] are the characterization theorems for the spectral data of the
matrix Sturm-Liouville operator, i.e. necessary and sufficient conditions for the solvability of
the corresponding inverse problems. A crucial role in those conditions is played by asymptotic
formulas for the eigenvalues and the weight matrices.
Spectral properties of operators with general self-adjoint boundary conditions in the form
(1.2) have not been so well-studied yet, since this case is more complex for investigation.
Recently Xu [19] proved uniqueness theorems for inverse problems for equation (1.1) with the
both boundary conditions in the general self-adjoint form. Such operators especially worth to be
studied because of their applications to quantum graphs. Inverse problem theory for differential
operators on graphs is a rapidly developing field nowadays (see the survey [12]). However,
characterization of spectral data is an open problem even for Sturm-Liouville operators on the
simplest star-shaped graphs, as well as for the matrix Sturm-Liouville operator with the general
self-adjoint boundary conditions.
The goal of the present paper is to make the first step to characterization of the spectral
data of the problem (1.1)-(1.2). We aim to obtain asymptotic formulas for the eigenvalues and
the weight matrices of L. In the future, we plan to apply these results to the inverse problem
theory.
Let us introduce the spectral data studied in our paper. Further we show that the problem
L has a countable set of real eigenvalues. It is convenient to number them as {λnk}n∈N, k=1,m in
nondecreasing order: λn1,k1 ≤ λn2,k2 for (n1, k1) < (n2, k2). For pairs of integers, we mean by
(n1, k1) < (n2, k2) that n1 < n2 or n1 = n2, k1 < k2. The double indices (n, k) are used because
of the eigenvalue asymptotics (see Theorem 2.1). Multiple eigenvalues occur in the sequence
{λnk}n∈N, k=1,m multiple times, according to the multiplicities.
Let Φ(x, λ) be the m×m matrix solution of equation (1.1), satisfying the boundary condi-
tions Φ(0, λ) = Im, V (Φ) = 0. Set M(λ) := Φ
′(0, λ). The matrix functions Φ(x, λ) and M(λ)
are called the Weyl solution and the Weyl matrix of the problem L, respectively. Weyl matrices
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generalize Weyl functions for scalar differential operators (see [1, 3]) and play an important
role in inverse problem theory of matrix Sturm-Liouville operators (see, e.g., [16,17]). One can
easily show, that the Weyl matrix M(λ) is meromorphic in the λ-plane. All its singularities are
simple poles, which coincide with the eigenvalues {λnk}n∈N, k=1,m. Define the weight matrices:
αnk = − Res
λ=λnk
M(λ). (1.3)
The collection {λnk, αnk}n∈N, k=1,m is called the spectral data of the problem L.
A general approach to derivation of eigenvalue asymptotics was suggested in [20] for arbi-
trary first-order differential systems. This approach is based on analysis of analytic characteris-
tic functions in the complex plane of the spectral parameter. Nevertheless, adaption of general
methods to systems of special form (e.g, matrix Sturm-Liouville operators or differential op-
erators on graphs) usually requires an additional investigation (see, e.g., [13–16, 21]). We also
mention that matrix Sturm-Liouville operators have been studied on the half-line [10, 22] and
on the line [23–25]. However, operators on infinite domains usually have a finite number of
eigenvalues, therefore problems of eigenvalue asymptotics are not relevant to them.
The main difficulty in derivation of the spectral data asymptotics for the problem (1.1)-
(1.2) is that its spectrum can contain infinitely many groups of multiple and/or asymptotically
multiple eigenvalues (see Theorem 2.1 for details). Consequently, it is impossible to obtain
separate asymptotic formulas for the sequences {αnk}n∈N, k = 1, m. In the present paper, we
overcome this difficulty, by developing the ideas of [17, 26, 27]. The eigenvalues are grouped
by asymptotics, and asymptotic formulas are derived for the sums of the weight matrices,
corresponding to each eigenvalue group.
The paper is organized as follows. Section 2 is devoted to the asymptotic behavior of the
eigenvalues. Its main result is Theorem 2.1, proof of which is based on complex analysis of an
analytic characteristic function and on the matrix Rouche’s Theorem. In Section 3, we define
the sums of the weight matrices, corresponding to eigenvalue groups. We derive asymptotic
formulas for those sums (Theorems 3.1 and 3.4), by developing methods of Section 3 and by
using contour integration. In Section 4, our results for the matrix Sturm-Liouville operator are
adapted to the Sturm-Liouville operators on the star-shaped graph with two types of matching
conditions: δ-coupling and δ′-coupling, arising in applications.
2 Eigenvalue asymptotics
The goal of this section is to derive asymptotic of eigenvalues of the problem L. First we need
to introduce some notations.
Denote p = rank(T ), 1 ≤ p ≤ m−1. Clearly, rank(T⊥) = m−p. Without loss of generality,
we assume that
T =
[
Ip 0
0 0
]
, T⊥ =
[
0 0
0 Im−p
]
, H =
[
h 0
0 0
]
. (2.1)
One can achieve this condition, applying an appropriate unitary transform U = (U †)−1:
T˜ = U †TU, T˜⊥ = U †T⊥U, H˜ = U †HU, Q˜(x) = U †Q(x)U, Y˜ (x) = U †Y (x). (2.2)
Denote
ω =
1
2
∫ pi
0
Q(x) dx =
[
ω11 ω12
ω21 ω22
]
,
where ω11 ∈ Cp×p, ω22 ∈ C(m−p)×(m−p). Obviously, these matrices are Hermitian: ω11 = ω†11,
ω22 = ω
†
22.
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Denote by S(x, λ) and C(x, λ) the matrix solutions of equation (1.1), satisfying the initial
conditions
S(0, λ) = C ′(0, λ) = 0, S ′(0, λ) = C(0, λ) = Im.
The matrix functions S(ν)(x, λ) and C(ν)(x, λ) are entire in λ-plane for each fixed x ∈ [0, π],
ν = 0, 1. The eigenvalues of the boundary value problem L coincide with the zeros of the
characteristic function ∆(λ) := det(V (S(x, λ))), counting with their multiplicities. This fact
can be proved similarly to [17, Lemma 5]. Since the problem L is self-adjoint, its eigenvalues
are real. Obviously, the function ∆(λ) is entire. In order to study its asymptotic behavior, we
need the relations for S(ν)(π, λ) and C(ν)(π, λ), ν = 0, 1, provided below.
Denote ρ :=
√
λ, τ := Im ρ. Using the transformation operators (see [22]), one can obtain
the following representations:
S(π, λ) =
sin ρπ
ρ
Im − cos ρπ
ρ2
ω +
1
2ρ2
∫ pi
0
cos ρ(π − 2t)Q(t) dt+ K(ρ)
ρ3
,
S ′(π, λ) = cos ρπIm +
sin ρπ
ρ
ω − 1
2ρ
∫ pi
0
sin ρ(π − 2t)Q(t) dt+ K(ρ)
ρ2
,
C(π, λ) = cos ρπIm +
sin ρπ
ρ
ω +
1
2ρ
∫ pi
0
sin ρ(π − 2t)Q(t) dt+ K(ρ)
ρ2
,
C ′(π, λ) = −ρ sin ρπIm + cos ρπω + 1
2
∫ pi
0
cos ρ(π − 2t)Q(t) dt+ K(ρ)
ρ
.


(2.3)
Here the same notation K(ρ) is used for various matrix functions, entire by ρ and satisfying
the conditions
K(ρ) = O(exp(|τ |π)),
∫ ∞
−∞
‖K(ρ)‖2 dρ <∞.
Throughout the paper, we use the matrix norm, induced by the Eucliden vector norm in Cm,
i.e. ‖A‖ equals to the square root of the largest eigenvalue of the matrix A†A.
Theorem 2.1. The spectrum of the boundary value problem L is a countable set of real eigen-
values {λnk}n∈N, k=1,m, counted with their multiplicities, λn1,k1 ≤ λn2,k2, if (n1, k1) < (n2, k2).
Moreover, the following asymptotic relations hold for ρnk :=
√
λnk, n ∈ N:
ρnk = n− 1
2
+
zk
π(n− 1/2) +
κnk
n
, k = 1, p, (2.4)
ρnk = n +
zk
πn
+
κnk
n
, k = p+ 1, m, (2.5)
where {zk}pk=1 and {zk}mk=p+1 are the eigenvalues of the Hermitian matrices (ω11−H) and ω22,
respectively, numbered in the nondecreasing order according to their multiplicities: zk ≤ zk+1,
k = 1, p− 1 and k = p+ 1, m− 1, and {κnk} ∈ l2.
For the proof of Theorem 2.1, we need several auxiliary results. The following proposition
is a matrix version of Rouche’s Theorem (see [15, Lemma 2.2]).
Proposition 2.2. Let F (λ) and G(λ) be matrix-functions, analytic in the disk |λ − a| ≤ r
and satisfying the condition ‖G(λ)F−1(λ)‖ < 1 on the boundary |λ− a| = r. Then the scalar
functions det(F ) and det(F + G) have the same number of zeros inside the circle |λ− a| < r,
counting with multiplicities.
The next proposition is [27, Lemma 3].
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Proposition 2.3. Let {δn}n≥1 and {γn}n≥1 be two sequences of nonzero numbers, such that
δkn + a1nδ
k−1
n + a2nδ
k−2
n + · · ·+ ak−1,nδn + akn = 0, n ∈ N,
where
ajn =
j∑
l=0
O(γln)o(δ
j−l
n ), j = 1, k.
Then δn = O(γn) as n→∞.
Now we are ready to obtain rough asymptotics for the eigenvalues.
Lemma 2.4. The problem L has a countable set of eigenvalues {λnk}n∈N, k=1,m, λnk = ρ2nk,
numbered according to their multiplicities and having the following asymptotics:
ρnk = n− 1
2
+ εnk, k = 1, p, ρnk = n+ εnk, k = p + 1, m, (2.6)
where εnk = O (n
−1) as n→∞.
Proof. Consider the matrix-function W (λ) := V (S(π, λ)). The eigenvalues of L are the zeros
of det(W (λ)). The asymptotics (2.3) yield
W (λ) = T
(
cos ρπ +O
(
exp(|τ |π)
ρ
))
− T⊥
(
sin ρπ
ρ
+O
(
exp(|τ |π)
ρ2
))
, |ρ| → ∞. (2.7)
Define
W0(λ) := T cos ρπ − T⊥ sin ρπ
ρ
.
Obviously, the function det(W0(λ)) has the zeros {λ0nk}n∈N, k=1,2, λ0nk = (ρ0nk)2,
ρ0nk = n−
1
2
, k = 1, p, ρ0nk = n, k = p+ 1, m. (2.8)
Consider the region Gδ = {ρ ∈ C : |ρ − (n − 1/2)| ≥ δ, |ρ − n| ≥ δ, n ∈ Z} for a fixed δ,
0 < δ < 1/4. Using the standard estimates (see [3, Section 1.1]):
| sin ρπ| ≥ C exp(|τ |π), | cos ρπ| ≥ C exp(|τ |π), ρ ∈ Gδ,
we derive for ρ ∈ Gδ, λ = ρ2, that
W−10 (λ)(W (λ)−W0(λ)) = T (cos ρπ)−1O
(
exp(|τ |π)
ρ
)
+ T⊥
ρ
sin ρπ
O
(
exp(|τ |π)
ρ2
)
= O
(
ρ−1
)
.
Consequently, for sufficiently large |λ|, √λ = ρ ∈ Gδ, we have
‖W−10 (λ)(W (λ)−W0(λ))‖ < 1.
Applying the matrix Rouche’s theorem (Proposition 2.2), we conclude that the functions
det(W (λ)) and det(W0(λ)) have the same number of zeros in the disks {λ : |λ| < (N − 1/4)},
{ρ : |ρ − (N − 1/2)| < δ} and {ρ : |ρ − N | < δ} for sufficiently large values of N and arbi-
trary δ ∈ (0, 1/4). Taking (2.8) into account, we arrive at the assertion of the theorem with
εnk = o(1) as n→∞.
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It remains to prove that εnk = O (n
−1) as n → ∞ for k = 1, m. For definiteness, consider
a fixed k ∈ {1, . . . , p}. The case k = p+ 1, m is analogous. Substitute λ = λnk into the
asymptotic relation (2.7):
W (λnk) = (−1)n
(
T
(
sin εnkπ +O
(
n−1
))
+ T⊥
(
cos εnkπ
n
+O
(
n−1
)))
, n ∈ N.
Consequently, we obtain
det(W (λnk)) =
(−1)nm
nm−p
Pnk(sin εnkπ) = 0,
where Pnk(x) is a polynomial of degree p with the coefficients depending on n and εnk. One
can easily check that this polynomial satisfies the conditions of Proposition 2.3 with δn = εnk
and γn = n
−1. Applying Proposition 2.3, we conclude that εnk = O (n−1), n→∞.
Below the symbol C is used for various positive constants.
Proof of Theorem 2.1. Theorem 2.1 follows from Lemma 2.4, if we derive the asymptotics (2.4)
and (2.5) from (2.6). We focus on the proof of (2.5), since it is more complicated.
We need to obtain more precise asymptotics for the zeros of the function W (ρ2), than (2.4).
Instead of the ρ-plane, we will work with a new z-plane, obtained by the mapping
ρn(z) := n+
z
πn
.
Here z lies in the circle |z| ≤ r of a sufficiently large radius r > 0. Below we use the notation
{Kn(z)}n∈N for various sequences of matrix functions, such that
∞∑
n=1
‖Kn(z)‖2 ≤ C, |z| ≤ r,
where the constant C depends on a sequence {Kn(z)}n∈N, but does not depend on z.
One can easily obtain the relations
cos(ρn(z)π) = (−1)n
(
1 +O
(
n−2
))
, sin(ρn(z)π) =
(−1)nz
n
(
1 +O
(
n−2
))
, n→∞, (2.9)
where the estimates O (n−2) are uniform with respect to z : |z| ≤ r.
Using (2.3) and (2.9), we get the asymptotics
W (ρ2n(z)) = (−1)n
(
T
(
Im +
Kn(z)
n
)
− T⊥
(
zIm − ω
n2
+
Kn(z)
n2
))
. (2.10)
Note that the terms with T and T⊥ have different powers of n. In order to overcome this
difficulty, we introduce the function
Rn(z) := (−1)n(T + n2T⊥)W (ρ2n(z)). (2.11)
Clearly,
Rn(z) = T
(
Im +
Kn(z)
n
)
− T⊥(zIm − ω +Kn(z)). (2.12)
Consider the main part
R(z) := T − T⊥(zIm − ω). (2.13)
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In the block-matrix form, we have
R(z) =
[
Ip 0
ω21 −(zIm−p − ω22)
]
. (2.14)
The determinant det(R(z)) = (−1)m−p det(zIm−p−ω22) has the real zeros {zk}mk=p+1, being the
eigenvalues of the Hermitian matrix ω22 = ω
†
22. Define the region
Zδ := {z ∈ C : |z| ≤ r, |z − zk| ≥ δ, k = p+ 1, m},
where δ > 0 is so small that |zk−zl| < δ for all l 6= k, l, k = p+ 1, m. The relation (2.14) yields
R−1(z) =
[
Ip 0
(zIm−p − ω22)−1ω21 −(zIm−p − ω22)−1
]
. (2.15)
Consequently, ‖R−1(z)‖ ≤ C for z ∈ Zδ. The relations (2.12) and (2.13) imply Rn(z) −
R(z) = Kn(z), n ∈ N. Hence
‖R−1(z)‖ · ‖Rn(z)− R(z)‖ < 1
for sufficiently large n and z ∈ Zδ. Applying Proposition 2.2, we conclude that, for sufficiently
large n, the function det(R(z)) has exactly (m − p) zeros {znk}k=p+1,m (counted according to
their multiplicities), having the asymptotics
znk = zk + ǫnk, ǫnk = o(1), n→∞, k = p+ 1, m. (2.16)
Introduce the unitary matrices U = (U †)−1 ∈ C(m−p)×(m−p) and U˜ ∈ Cm×m, such that
Uω22U † = D := diag{zk}mk=p+1, U˜ :=
[
Ip 0
0 U
]
. (2.17)
Using (2.12), we obtain
U˜Rn(z)U˜ † =
[
Ip 0
Uω21 −(zIm−p −D)
]
+Kn(z).
Applying the Gaussian elimination, we obtain the following matrix:
Hn(z) :=
[
Ip 0
0 −(zIm−p −D)
]
+Kn(z). (2.18)
Fix k ∈ {p + 1, . . . , m}. Let mk be a multiplicity of the zero zk of the function det(R(z)):
mk = #{s : zs = zk, p + 1 ≤ s ≤ m}. Using (2.16) and (2.18), we derive that det(Hn(znk)) =
Pnk(ǫnk), where Pnk is a polynomial of degree mk with coefficients, depending on n and ǫnk
and satisfying Proposition 2.3 with δn = ǫnk, {γn} ∈ l2. Proposition 2.3 yields {ǫnk} ∈ l2. By
construction, the zeros of det(Hn(z)) coincide with the zeros of W (ρ
2
n(z)). Returning to the
ρ-plane, we obtain (2.5).
The proof of the relation (2.4) is analogous, so we omit the details. In order to prove (2.4),
one should consider the mapping
ρ˜n(z) := n− 1
2
+
z
π(n− 1/2) , |z| ≤ r,
and the matrix function
R˜n(z) := (−1)n
(
n− 1
2
)
W (ρ2n(z)) = T (zIm − ω +Kn(z)) + T⊥
(
Im +
Kn(z)
n
)
instead of ρn(z) and Rn(z), respectively.
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3 Asymptotics of weight matrices
The goal of this section is to derive asymptotic formulas for the weight matrices {αnk}, defined
by (1.3). The main difficulty in our investigation is the complicated behavior of the spectrum,
which can contain infinitely many multiple and/or asymptotically multiple eigenvalues. Indeed,
if there are equal numbers among {zk}pk=1 or {zk}mk=p+1 in Theorem 2.1, the corresponding
eigenvalue subsequences {λnk}n∈N have the same asymptotics for different values of k. In the
latter case, one cannot obtain separate asymptotic formulas for αnk, being the residuals of the
Weyl matrix. In order to manage with this problem, the approach of the papers [17, 26, 27] is
developed. We group eigenvalues by asymptotics and derive asymptotic formulas for the sums
of the weight matrices, corresponding to each group.
Note that, if λn1,k1 = λn2,k2 = . . . = λnl,kl, where (n1, k1) < (n2, k2) < . . . < (nl, kl) is a
group of multiple eigenvalues of the size l, then αn1,k1 = αn2,k2 = . . . = αnl,kl. For every such
group, introduce the notations α′n1,k1 = αn1,k1, α
′
nj ,kj
= 0, j = 2, l. Define
α(s)n =
∑
k=1,p
zk=zs
α′nk, s = 1, p, α
(s)
n =
∑
k=p+1,m
zk=zs
α′nk, s = p+ 1, m,
αIn =
p∑
k=1
α′nk, α
II
n =
m∑
k=p+1
α′nk.
Let us derive asymptotic formulas for α
(s)
n , s = 1, m, αIn and α
II
n as n → ∞. The final
results are formulated in Theorems 3.1 and 3.4. We start from the following standard formula
for the Weyl solution:
Φ(x, λ) = C(x, λ) + S(x, λ)M(λ).
Since V (Φ) = 0, we have
M(λ) = −V −1(S)V (C). (3.1)
First, we derive asymptotic formulas for α
(s)
n . For definiteness, fix s ∈ {p+ 1, . . . , m}, since
we have focused on this case in Section 2. Using (1.3), (3.1) and the residue theorem, we obtain
α(s)n = −
1
2πi
∫
Γ
(s)
n
M(λ) dλ =
1
2πi
∫
Γ
(s)
n
W−1(λ)V (C(x, λ)) dλ (3.2)
for sufficiently large n. Here Γ
(s)
n is a contour in λ-plane, enclosing the eigenvalues
{λnk}k=p+1,m: zk=zs .
Further we develop the ideas of the proof of Theorem 2.1. We use the change of variables
λ = ρ2n(z), |z − zs| = δ, where δ > 0 is sufficiently small. Clearly,
dλ =
2
πn
ρn(z)dz =
2
π
(
1 +O
(
n−2
))
dz. (3.3)
In view of (2.11), we have
W−1(ρ2n(z)) = (−1)nR−1n (z)(T + n2T⊥). (3.4)
Since Rn(z) = R(z) +Kn(z) and ‖R−1(z)‖ ≤ C for |z − zs| = δ, we get
R−1n (z) = R
−1(z) +Kn(z), |z − zs| = δ. (3.5)
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Using (2.3) and (2.9), we obtain the asymptotic relation
V (C(x, ρ2n(z))) = (−1)n
(
T (−zIm + ω −H +Kn(z))− T⊥
(
Im +
Kn(z)
n
))
. (3.6)
Combining the relations (3.4), (3.5) and (3.6) all together, we get
W−1(ρ2n(z))V (C(x, ρ
2
n(z))) = −n2R−1(z)(T⊥ +Kn(z)). (3.7)
Substituting (3.3) and (3.7) into (3.2), we obtain the relation
α(s)n = −
2n2
π

 1
2πi
∫
|z−zs|=δ
R−1(z)T⊥dz +Kn

 .
Here and below the notation {Kn} is used for various matrix sequences, independent of z and
such that {‖Kn(z)‖} ∈ l2.
Using the relation (2.15), we get
−R−1(z)T⊥ =
[
0 0
0 (zIm−p − ω22)−1
]
The residue theorem yields
− 1
2πi
∫
|z−zs|=r
R−1(z)T⊥dz = Res
z=zs
[
0 0
0 (zIm−p − ω22)−1
]
.
In view of (2.17), we have ω22 = U †DU . Hence
Res
z=zs
(zIm−p − ω22)−1 = U † Res
z=zs
(zIm−p −D)−1U = U †TsU , (3.8)
where
Ts = [Ts,jk]
m−p
j,k=1, Ts,jk =
{
1, j = k, zj+p = zs
0, otherwise.
Although the choice of the matrix U , satisfying (2.17), is not unique, the result of (3.8) does
not depend on U . Introduce the matrix
A(s) =
[
0 0
0 U †TsU
]
, s = p+ 1, m. (3.9)
Finally, we arrive at the relation
α(s)n =
2n2
π
(A(s) +Kn), s = p+ 1, m. (3.10)
Similarly, we get
α(s)n =
2(n− 1/2)2
π
(A(s) +Kn), s = 1, p, (3.11)
where
A(s) =
[V†TsV 0
0 0
]
, Ts = [Ts,jk]
p
j,k=1, Ts,jk =
{
1, j = k, zj = zs,
0, otherwise,
s = 1, p, (3.12)
and V = (V−1)† ∈ Cp×p is a unitary matrix, such that V(ω11 −H)V† = E := diag{zk}pk=1.
Thus, we arrive at the following theorem.
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Theorem 3.1. The matrix sequences {α(s)n }n∈N, s = 1, m, satisfy the asymptotic rela-
tions (3.10) and (3.11), where the matrices A(s), s = 1, m, are defined by (3.9) and (3.12).
The definitions (3.9) and (3.12) immediately imply the corollary.
Corollary 3.2. The matrices A(s) in the asymptotics (3.10) and (3.11) are Hermitian, non-
negative definite: A(s) =
(
A(s)
)† ≥ 0, s = 1, m. Furthermore,
rank(A(s)) = #{k = 1, p : zk = zs}, s = 1, p,
rank(A(s)) = #{k = p+ 1, m : zk = zs}, s = p+ 1, m.
The following corollary is important for inverse problem theory.
Corollary 3.3. The spectral data {λnk, αnk}n∈N, k=1,m uniquely specify the matrices (ω11 −H)
and ω22.
Proof. Consider the set of indices
S := {s = 1, p : s = 1 or zs 6= zs−1} ∪ {s = p+ 1, m : s = p+ 1 or zs 6= zs−1}.
Using (3.9) and (3.12), we obtain
∑
s∈S
zsA
(s) =
[V†EV 0
0 U †DU
]
=
[
ω11 −H 0
0 ω22
]
. (3.13)
Thus, one can determine the constants {zk}mk=1 and the matrices {A(s)}ms=1 from the asymptotic
formulas (2.4), (2.5) and (3.10), (3.11), respectively, and then find (ω11−H) and ω22 from (3.13).
Let us proceed to derivation of asymptotic formulas for αIn and α
II
n . Theorem 3.1 yields
αIn =
2(n− 1/2)2
π
(T +Kn), α
II
n =
2n2
π
(T⊥ +Kn). (3.14)
However, we can obtain better estimates for the remainder terms in (3.14). For this purpose,
we use (2.3) and (2.9) to get a more precise asymptotics for W (ρ2n(z)), than (2.10):
W (ρ2n(z)) = (−1)n
(
T
(
Im +
Kn(z)
n
− n−2T⊥
(
zIm − ω + Qˆ2n + Kn(z)
n
))
,
where
Qˆ2n :=
1
2
∫ pi
0
Q(t) cos(2nt) dt.
Consequently, the matrix-functions Rn(z), defined by (2.11), can be represented in the form
Rn(z) = R
0
n(z) +
Kn(z)
n
, R0n(z) := T − T⊥(zIm − ω + Qˆ2n).
Choose r such that |zk| < r, k = p+ 1, m. One can easily show that for |z| = r the following
relation holds:
R−1n (z)T
⊥ =
(
R0n(z)
)−1
T⊥ +
Kn(z)
n
=
[
0 0
0 −(zIm−p − ω22 + Qˆ2n)−1
]
+
Kn(z)
n
. (3.15)
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It follows from (1.3), (3.1) and the residue theorem, that
αIIn = −
1
2πi
∫
Γn
M(λ) dλ =
1
2πi
∫
Γn
W (λ)V (C(x, λ)) dλ, (3.16)
where Γn is a contour in λ-plane, enclosing the eigenvalues {λnk}mk=p+1.
Combining (3.3), (3.4), (3.6), (3.15) and (3.16), we obtain the relation
αIIn = −
2n2
π

 1
2πi
∫
|z|=r
(
R0n(z)
)−1
T⊥dz +
Kn
n

 . (3.17)
Since Qˆ2n → 0 as n → ∞, the matrix-function (R0n(z))−1 for sufficiently large n has the poles
{z0nk}mk=p+1, such that z0nk → zk as n→∞, k = p+ 1, m. Hence
1
2πi
∫
|z|=r
(
R0n(z)
)−1
T⊥dz =
1
2πi
lim
r→∞
∫
|z|=r
(
R0n(z)
)−1
T⊥dz. (3.18)
It follows from (3.15), that(
R0n(z)
)−1
T⊥ = −z−1 (Im +O(z−1))T⊥, |z| → ∞. (3.19)
Substituting (3.19) into (3.18), we get
1
2πi
∫
|z|=r
(
R0n(z)
)−1
T⊥dz = − 1
2πi
∫
|z|=r
T⊥
z
dz = −T⊥. (3.20)
Substituting (3.20) into (3.17), we obtain the asymptotic relation for αIIn . Similarly we derive
an asymptotic formula for αIn and, finally, arrive at the following theorem.
Theorem 3.4. The following asymptotic relations hold
αIn =
2(n− 1/2)2
π
(
T +
Kn
n
)
, αIIn =
2n2
π
(
T⊥ +
Kn
n
)
, n ∈ N.
Theorems 2.1, 3.1 and 3.4 yield the following corollary. It is valid for an arbitrary orthogonal
projector T , not necessarily defined by (2.1).
Corollary 3.5. Let Lˆ = L(Qˆ(x), T, Hˆ) be a boundary value problem of the same form (1.1)-
(1.2) as L, but with different coefficients Qˆ(x) and Hˆ. Suppose that
T
(
1
2
∫ pi
0
(Q(x)− Qˆ(x)) dx−H + Hˆ
)
T = 0, T⊥
∫ pi
0
(Q(x)− Qˆ(x)) dx T⊥ = 0.
Then
ρnk = ρˆnk +
ηnk
n
, α(s)n = αˆ
(s)
n + n
2Kn, α
I
n = αˆ
I
n + nKn, α
II
n = αˆ
II
n + nKn,
n ∈ N, k, s = 1, m, {ηnk} ∈ l2,
where the values ρˆnk, αˆ
(s)
n , αˆIn and αˆ
II
n are defined by the problem Lˆ in the same way as ρnk,
α
(s)
n , αIn and α
II
n are defined by the problem L, respectively, for n ∈ N, k, s = 1, m.
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4 Examples of Sturm-Liouville operators on a graph
In this section, we apply our results to differential operators on a star-shaped graph. Two
types of matching conditions are considered in the internal vertex: δ-coupling and δ′-coupling
(see [28]).
Let G be a star-shaped graph, consisting of m edges {ej}mj=1 of length π. For every edge ej ,
we introduce a parameter xj ∈ [0, π]. It is supposed that the end xj = 0 corresponds to the
boundary vertex and xj = π corresponds to the internal vertex.
Consider the system of Sturm-Liouville equations on the graph G:
− y′′j (xj) + qj(xj)yj(xj) = λyj(xj), xj ∈ (0, π), j = 1, m, (4.1)
with the Dirichlet boundary conditions in the boundary vertices:
yj(0) = 0, j = 1, m, (4.2)
and the δ-type matching conditions in the internal vertex:
yj(π) = y1(π), j = 2, m,
m∑
j=1
y′j(π) = βy1(π). (4.3)
Here {qj}mj=1 are real-valued functions from L2(0, π), β ∈ R. The boundary value problem (4.1)-
(4.3) can be rewritten in the matrix form, similar to (1.1)-(1.2):
−Y˜ ′′ + Q˜(x)Y˜ = λY˜ , x ∈ (0, π), (4.4)
Y˜ (0) = 0, T˜ (Y˜ ′(π)− H˜Y˜ (π))− T˜⊥Y˜ (π) = 0, (4.5)
where
Q˜(x) = diag{qj(x)}mj=1, T˜ = [T˜jk]mj,k=1, T˜⊥ = [T˜⊥jk]mj,k=1, H˜ =
1
m
βT˜ , (4.6)
T˜jk =
1
m
, T˜⊥jj =
m− 1
m
, T˜⊥jk = −
1
m
, j, k = 1, m, j 6= k. (4.7)
By a unitary transform (2.2), the problem (4.4)-(4.5) can be reduced to the form (1.1)-(1.2)
with the matrices T , T⊥ and H in the form (2.1). Clearly, p = 1 and h = β
m
. The matrix
U in (2.2) has to be chosen in such a way, that the columns of U † equal to the orthonormal
eigenvectors of the matrices T˜ and T˜⊥, corresponding to the eigenvalue 1. In particular, the first
column of U † consists of the equal numbers 1√
m
and the remaining columns are the orthonormal
eigenvectors of T˜⊥. The choice of U is not unique, but all the possible choices lead to the same
asymptotics of the spectral data.
Let us find the matrices ω11 and ω22. Obviously,
ω˜ =
1
2
∫ pi
0
Q˜(x) dx = diag{ω˜j}mj=1, ω = Uω˜U †.
The matrix ω11 contains only one element. Since the first row of U consists of the numbers
1√
m
,
we get
ω11 =
1
m
m∑
j=1
ω˜j, z1 = ω11 − β
m
. (4.8)
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Using (2.2), we derive the relation
T⊥ωT⊥ = T⊥Uω˜U †T⊥ = UT˜⊥ω˜T˜⊥U †. (4.9)
Clearly, the polynomial det(zIm−T⊥ωT⊥) has the zero z = 0, and its other zeros coincide with
the eigenvalues {zk}mk=2 of the matrix ω22 ∈ C(m−1)×(m−1), counting with their multiplicities. In
view of (4.9), we have
det(zIm − T⊥ωT⊥) = det(zIm − T˜⊥ω˜T˜⊥).
Using (4.7), one can show that
det(zIm − T˜⊥ω˜T˜⊥) = z
m
P(z), P(z) := d
dz
(
m∏
j=1
(z − ω˜j)
)
.
The unitary transform U does not influence the eigenvalues. Thus, we arrive at the following
result.
Theorem 4.1. The spectrum of the boundary value problem (4.1)-(4.3) is formed by a countable
set of real eigenvalues {λ˜nk}n∈N, k=1,m, such that ρ˜nk =
√
λ˜nk satisfy the asymptotic formulas
ρ˜n1 = n− 1
2
+
z1
πn
+
κ˜n1
n
,
ρ˜nk = n +
zk
πn
+
κ˜nk
n
, k = 2, m,
where z1 is defined by (4.8), {zk}mk=2 are the zeros of the polynomial P(z), numbered according
to their multiplicities, and {κ˜nk} ∈ l2.
Define the weight matrices {α˜nk}n∈N, k=1,m of the problem (4.1)-(4.3) on the star-shaped
graph as the weight matrices of the equivalent matrix problem (4.4)-(4.5). Let {α˜(s)n }n∈N, s=1,m,
and {α˜IIn }n∈N be the sums of the weight matrices, defined for the problem (4.4)-(4.5) similarly
to the ones in Section 3. Then Theorems 3.1 and (3.4) together with the relations (2.2) imply
the following theorem.
Theorem 4.2. The weight matrices of the problem (4.1)-(4.3) satisfy the following asymptotic
relations:
α˜(1)n =
2(n− 1/2)2
π
(
T˜ +
Kn
n
)
, α˜IIn =
2n2
π
(
T˜⊥ +
Kn
n
)
,
α˜(s)n =
2n2
π
(
U †A(s)U +Kn
)
, s = 2, m, n ∈ N,
where {A(s)}ms=2 are the matrices, defined by (3.9).
The eigenvalue asymptotics of Theorem 4.1 have been obtained in [21] by another method.
In [29], asymptotic relations for the main diagonals of the weight matrices {αnk}n∈N, k=1,m have
been derived, which conform to Theorem 4.2.
Further we study the case of δ′-coupling. Consider the boundary value problem on the
star-graph G for the Sturm-Liouville equations (4.1) with the Dirichlet boundary conditions
(4.2) and the following δ′-type matching conditions:
y′j(π) = y
′
1(π), j = 2, m,
m∑
j=1
yj(π) = βy
′
1(π). (4.10)
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The conditions (4.10) can be rewritten in the matrix form as follows:
T˜⊥Y˜ ′(π)− T˜ (Y˜ (π)− H˜Y˜ ′(π)) = 0,
where T˜ , T˜⊥ and H˜ are defined by (4.6)-(4.7). In the case β 6= 0, we obtain the Robin-type
boundary condition
Y˜ ′(π)−ΘY˜ (π) = 0, Θ := (T˜⊥ + T˜ H˜)−1T˜ .
Matrix Sturm-Liouville operators with such boundary conditions have been studied, e.g.,
in [17], so we exclude this case from consideration.
Suppose that β = 0. Then the problem (4.1), (4.2), (4.10) can be reduced to the matrix
form (1.1)-(1.2) by the unitary transform with the same matrix U , which has been used for
the δ-coupling case. We obtain T = UT˜⊥U †, T⊥ = UT˜U †, p = m − 1, H = 0. Summarizing
the arguments above, we arrive at the following theorem, providing the asymptotics for the
spectral data {λ˜nk, α˜nk}n∈N, k=1,m of the problem (4.1), (4.2), (4.10).
Theorem 4.3. The spectrum of the boundary value problem (4.1), (4.2), (4.10) with β = 0 is
formed by a countable set of real eigenvalues {λ˜nk}n∈N, k=1,m, such that ρ˜ :=
√
λnk satisfy the
asymptotic formulas
ρ˜nk = n− 1
2
+
zk
πn
+
κ˜nk
n
, k = 1, m− 1,
ρ˜nm = n+
zm
πn
+
κ˜nm
n
,
where {zk}m−1k=1 are the zeros of the polynomial P(z), zm = 1m
m∑
j=1
ω˜j, {κ˜nk} ∈ l2.
The sums of the weight matrices satisfy the following asymptotic relations:
α˜(s)n =
2(n− 1/2)2
π
(U †A(s)U +Kn), s = 1, m− 1, n ∈ N,
α˜In =
2(n− 1/2)2
π
(
T˜⊥ +
Kn
n
)
, α˜(m)n =
2n2
π
(
T˜ +
Kn
n
)
, n ∈ N,
where the matrices {A(s)}m−1s=1 are defined by (3.12) and T˜ , T˜⊥ are defined by (4.7).
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