Test collections are the primary drivers of progress in information retrieval. They provide yardsticks for assessing the effectiveness of ranking functions in an automatic, rapid, and repeatable fashion and serve as training data for learning to rank models. However, manual construction of test collections tends to be slow, labor-intensive, and expensive. This paper examines the feasibility of constructing web search test collections in a completely unsupervised manner given only a large web corpus as input. Within our proposed framework, anchor text extracted from the web graph is treated as a pseudo query log from which pseudo queries are sampled. For each pseudo query, a set of relevant and non-relevant documents are selected using a variety of webspecific features, including spam and aggregated anchor text weights. The automatically mined queries and judgments form a pseudo test collection that can be used for training ranking functions. Experiments carried out on TREC web track data show that learning to rank models trained using pseudo test collections outperform an unsupervised ranking function and are statistically indistinguishable from a model trained using manual judgments, demonstrating the usefulness of our approach in extracting reasonable quality training data "for free".
INTRODUCTION
Reusable test collections play a central role in information retrieval (IR) research. A test collection consists of three components: a corpus of documents; a set of queries representing users' information needs (i.e., topics); and relevance judgments, which enumerate documents that are relevant Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. (and not relevant) to a particular information need. These resources are critical to the development of ranking functions, one of the central problems in information retrieval research. Given a query and a corpus, 1 the task is to develop a ranking function that returns a ranked list of documents that maximizes the relevance of the retrieved documents with respect to the query. In this research framework, test collections serve two purposes: First, they provide a yardstick for assessing the effectiveness of ranking functions in an automatic, rapid, and repeatable fashion. Second, they provide training data for learning to rank models [19, 23, 33, 4, 30] . It would not be an exaggeration to say that test collections are the primary drivers of progress in IR today.
Academic researchers have access to only a small handful of test collections because they are very expensive to create. Traditionally, test collections are created as the byproduct of community-wide evaluations such as the NISTorganized Text REtrieval Conferences (TRECs). Using a process known as pooling [21, 37] , NIST samples results from participating systems and coordinates a manual assessment process-this is a slow, labor-intensive, and expensive proposition. As a result, typical test collections contain perhaps a few dozen queries. Over time, yearly communitywide evaluations accumulate sufficient queries and relevance judgments to be useful for evaluation and learning to rank. However, if the underlying document corpus changes (for example, as when the field moved from newswire articles to web pages in the last decade), existing relevance judgments become mostly useless since they are corpus-specific. Thus, to some extent, the academic IR community suffers from the phenomenon of searching in the dark only under the lamp post, since that is where the test collections are.
In contrast, researchers in industry (i.e., at search engine companies) are able to circumvent these challenges primarily in two ways. First, such companies typically possess the financial resources to gather a large amount of human editorial judgments. Second, researchers at search engine companies have access to a variety of data resources, including query logs, click logs, and toolbar data. Such resources provide a rich source of implicit relevance judgments [24, 1, 35, 20] . Both of these avenues are mostly closed off to academic researchers.
This paper explores the feasibility of constructing web search test collections automatically given only a large web corpus. In particular, we propose novel approaches for extracting queries and relevance judgments using the web graph in an unsupervised manner. Since the queries and judgments extracted have not been vetted by humans, we call these pseudo test collections. If successful, automatic methods for distilling test collections would have several key benefits. From the academic perspective, such methods would provide the means for gathering a large amount of relevance information using minimal resources. The methods would also likely be useful within industrial research settings, providing a way for search engine companies to augment their human judgments and implicit behavioral-based judgments with a novel source of relevance information. This paper has three primary contributions. First, we describe a general framework for constructing pseudo test collections. The framework includes components for sampling pseudo queries and distilling pseudo relevance judgments for the queries. As far as we know, this is the first attempt to develop a general-purpose methodology for automatically constructing test collections that can be used for evaluation and learning to rank. Second, we describe a specific instantiation of the framework for constructing web search pseudo test collections. The approach exploits the fact that anchor text serves as a strong implicit relevance signal. Various schemes that aggregate anchor text weights are introduced and used for sampling web search queries and generating relevance judgments. Finally, we evaluate the quality of a web search pseudo test collection in the context of learning to rank. We show that learning to rank models trained using the unsupervised pseudo test collection are more effective than a standard unsupervised model and are statistically indistinguishable from a model trained using manual judgments.
The remainder of this paper is laid out as follows. First, Section 2 describes related research. Section 3 outlines our proposed framework for generating pseudo test collections, and Section 4 describes a specific instantiation for web search. Section 5 provides details of our experimental evaluation. Finally, Section 6 concludes the paper and describes several possible directions for future work.
RELATED WORK
There are two steps involved in constructing pseudo test collections-sampling pseudo queries and inferring pseudo relevance judgments for the queries. A number of previous studies have explored work along these lines, described below. However, we are not aware of previous work that combines these two threads within a single framework for automatically constructing test collections.
Sampling Pseudo Queries. Previous research has investigated methods for extracting implicit queries for contextual advertising [3, 27, 39] and the automatic generation of titles and quick-links for web pages [12, 13] . The goal of both tasks is to extract short phrases that are relevant to a given web page. Such approaches extract important phrases from various sources, including high tf.idf terms within a page, titles, anchor text, and query logs. Although these tasks are closely related to sampling pseudo queries, our work focuses on using implicit queries to automatically construct pseudo test collections, rather than solving advertising or user interface-related tasks. Of course, our work builds on these ideas.
Other related work has shown anchor text to be a reasonable surrogate to query logs for query reformulation [16] . We leverage this finding when constructing pseudo test collections for web search.
Generating Pseudo Judgments. The other step of the pseudo test collection construction process identifies a set of relevant (and non-relevant) documents for the sampled pseudo queries. A great deal of effort within the information retrieval community has been devoted to solving this problem. A key factor that differentiates our proposed approach from previous work is that all of our analysis and computation is performed offline using global information. Learning to rank systems often use a large number of features that are computed at runtime, typically based on evidence from a single document or a small set of top ranked documents. Our framework provides the ability to extract considerably more complex features that would likely be too costly (either in terms of space or in terms of computation) to use at runtime within a practical search engine. In this way, our approach can be thought of as computing relevance scores for a large set of query-document pairs offline using a wide variety of (potentially expensive) relevance signals. Similar approaches have been explored in the past, but almost exclusively in the context of leveraging implicit behavioral signals as pseudo judgments [23, 24, 17] . Our work instead focuses on using implicit corpus-based relevance signals to distill pseudo judgments.
One related line of research deals with methods for inferring the relevance of unjudged documents when computing retrieval metrics [36, 5, 7, 10, 9] . These approaches take as input a ranked list of documents retrieved in response to a query. Some of the documents have been judged, while the rest have not. The goal is then to estimate the relevance of the unjudged documents. This research has been shown to be useful for obtaining better estimates of retrieval system effectiveness in the presence of incomplete judgments. However, it should be clear that this task is easier than pseudo test collection construction, because it is assumed that documents, one or more queries, and some judgments are provided as evidence, whereas our framework relies only on having a corpus.
Finally, it is important to note that our work differs from semi-supervised learning to rank approaches [18, 28, 29] . Although such approaches are designed to learn highly effective ranking models, it is not straightforward to adapt them to constructing test collections. Our goal is to build test collections that can be used for a variety of tasks, and to do so in a completely unsupervised manner. In contrast, semi-supervised approaches assume that at least some labeled data are available.
PSEUDO TEST COLLECTIONS
As previously mentioned, information retrieval test collections consist of a document corpus, queries, and relevance judgments. It is often the case that researchers, when developing search technologies for a new task or domain, do not have access to all three components: in most cases, only a document corpus is available. Unfortunately, a corpus in isolation has limited utility; without queries and relevance judgments it would be very difficult to learn effective ranking functions (e.g., by learning to rank) or to evaluate the quality of a retrieval system built on the corpus. Even for tasks for which test collections already exist, there is never enough queries nor relevance judgments, since as with many machine learning tasks, algorithmic effectiveness increases with the amount of available training data.
Obtaining queries and relevance judgments is a laborintensive and costly task. Commercial search engines are able to address this problem with data, in the form of query and click logs, and money, which can be used to hire large teams of humans to manually assess the relevance of documents. However, in resource-constrained academic settings, these options are not available, making it difficult to undertake research on new document corpora, new tasks, or work with machine learning algorithms that require lots of training data. This has led researchers to pursue low cost strategies for constructing manual test collections. Two emerging evaluation paradigms are minimal test collections [8, 7, 6] and crowdsourcing [2] . Both of these strategies are useful for low-cost one-time evaluations. However, they suffer from issues related to reusability [11, 9] .
To overcome these issues, we propose to automatically construct test collections with minimal human effort. Given nothing but a document corpus D, our goal is to automatically construct a high quality, reusable test collection that can be used to evaluate and train ranking functions over D. Since the mined queries and relevance judgments are automatically inferred, we refer to the resulting test collections as pseudo test collections.
It is important to note that the goal of pseudo test collections is not to produce manual-quality test collections, but rather to minimize costs by automatically distilling surrogate test collections. It is assumed (and expected) that pseudo test collections will be noisy (i.e., have incorrect relevance assessments). However, this is not overly problematic, since recently-developed evaluation methodologies and learning to rank models are robust enough to handle certain amounts of missing or incorrect data. Indeed, as we will show in our experiments, even simple learning to rank approaches can be used with (noisy) pseudo test collections to learn effective ranking functions.
We propose constructing pseudo test collections by mimicking the process used to build manual test collections, which typically begins with a corpus. After a corpus has been obtained, a set of queries is chosen. The queries are either sampled from query logs or manually generated. Each query is then issued to one or more retrieval systems, which returns candidate documents that are then judged, either via pooling [21, 37] , the minimal test collection paradigm [8, 7, 6 ], or crowdsourcing [2] .
Our general pseudo test collection framework follows a similar process. The three primary steps are as follows:
1. Corpus acquisition. The only input to our proposed framework is a corpus of documents (e.g., a large web crawl, an archive of news articles, a collection of books, etc.). Automatic corpus acquisition and corpus expansion are beyond the scope of this paper. We assume that a corpus, generated in some way, is available. Since the corpus is the only input to the framework, it should be chosen with some care. Corpora that contain a large amount of potentially noisy implicit relevance information (e.g., anchor text, click information, user ratings, tags, metadata, etc.) are the most amenable to pseudo test collection construction.
2. Pseudo query generation. Given the corpus, we will then automatically generate a set of pseudo queries in a completely unsupervised manner. It is important that the pseudo queries are diverse, in terms of difficulty, topical coverage, user intent, etc. It is also important that the queries be "well-formed" and represent a realistic sample of information needs that can be addressed by documents in the corpus.
3. Pseudo judgment generation. For every sampled pseudo query, the final task is to assign automaticallygenerated relevance labels (e.g., "relevant" and "non-relevant") to some set of documents found in the corpus. Unlike the pooling method, this set of documents does not necessarily need to be the output of a retrieval system. Instead, it can be any subset of documents that can be accurately and reliably labeled in an unsupervised manner. It is also desirable, but not necessary, for each label to have a confidence score assigned to it. Such scores reflect the uncertainty in the automatically-generated label and may be informative for the purpose of evaluation or learning to rank.
Therefore, to instantiate this framework, methods for generating pseudo queries and pseudo judgments must be defined. These methods will vary depending on a number of factors, including the corpus, the search task, and the sources of implicit relevance signals that are available. Naturally, generating pseudo test collections for certain tasks will be substantially easier than others. In the following section, we propose a methodology for constructing pseudo test collections for web search. This serves as the first instantiation of our proposed framework to illustrate its utility.
AUTOMATIC CONSTRUCTION OF WEB SEARCH TEST COLLECTIONS
This section describes a specific instantiation of our general pseudo test collection framework whose output can be used to train learning to rank models for web search. Web search is a particularly interesting domain for our framework since the web graph encodes a great deal of implicit relevance information, in the form of links and anchor text. This is evidenced by the fact that anchor text and link analysis features (e.g., PageRank [34] , HITS [25] , and SALSA [26] ) are known to be important for web search. As we will show, the web graph can be leveraged to extract high quality pseudo queries and pseudo judgments.
Implicit Relevance Signals
Starting from only a collection of web pages, anchor text provides a potentially high quality description of target documents. This implicit signal serves as a strong source from which relatively high quality pseudo queries can be sampled. In addition, given a line of anchor text, its target documents (i.e., the set of documents the anchor text points to) are reasonable candidates for relevant pseudo judgments. However, there is always a level of noise in this relevance signal which, if sampled naïvely, could yield poor results. Examples of poor anchor text-target document pairs include common web terminology (e.g. "privacy policy" and "homepage"), ambiguous anchor text, links from spam pages, and links that serve as citations for a piece of information (e.g. "born in X" which points to a biography as a reference). Therefore, additional factors must be considered when using anchor text for constructing pseudo test collections.
In order to reduce the effect of noise and to sample higherquality pseudo queries and pseudo judgments, a combination of strategies can be used, for example: excluding intradomain links (also called internal anchor text), measuring the quality of each unique line of anchor text as well as its target documents, and designing effective sampling techniques. We adopt all three strategies. In this paper, we only consider external anchor text (inter-domain links) as our source for pseudo queries. In addition, we assign weights to every anchor text-target document (henceforth, anchordocument) pair based on a number of factors. These weights can be thought of as confidence scores for relevance pairs. Finally, a score is computed for each unique line of anchor text to capture its quality.
In what follows, we introduce a number of different weighting schemes to compute weights for anchor-document pairs. An aggregation function is then defined to estimate the quality of lines of anchor text. Figure 1 illustrates the general structure of anchor text within the web graph. In general, anchor text AT k points to d k,i documents (for 1 ≤ i ≤ n k ). For each of the target documents d k,i , the anchor text originates from a set of source pages s k,i,j for 1 ≤ j ≤ m k,i . From this structure, we extract a great deal of information about the anchor text, such as the set of all target documents, the set of sources that point at those documents, the URI of each of the documents, etc. Given this information, our goal is to design a suitable weighting scheme w(Anchor Text, Target Document) → R, that takes an anchor-document pair (e.g., <AT1, d1,2> in Figure 1 ) as input and returns a real number as a confidence score. This score can later be used for extracting high quality pseudo queries and pseudo relevance judgments.
Anchor-Document Weighting Schemes
We propose the following four weighting schemes; some are novel, others have been used by researchers in the past. Spam. Spam pages by definition contain low quality content. As a result, a line of anchor text that describes a spam page should not be trusted. This weighting scheme measures the confidence of an anchor-document pair solely on the basis of the ham score of the target document:
SrcSpam. While the level of "spamminess" of a target document is important, the quality of sources from which a line of anchor text originates tells us how trustworthy that anchor text is as a descriptive phrase for the target document. This weighting scheme follows the intuition that if an anchor text originates from a reliable set of sources, then that anchor text is likely to accurately describe the target document. Since anchor text can originate from multiple source pages, we need to define an aggregation function. In this weighting scheme, we aggregate the reliability of the sources using a harmonic mean:
PageRank. PageRank scores indicate the importance of a particular page based on global link structure: A page is important if other important pages point to it. This weighting scheme sets the quality score of a document based on its PageRank score and ham score:
Anchor. The validity of anchor text can be measured based on the number of unique domains it originates from and the number of times it is used to point to a particular target document. This is the basis for the following weighting scheme that is a variant of the weighted scheme originally described by Metzler et al. [32] :
where 
Anchor Text Quality Score
In order to measure how well a line of anchor text describes its target document, we assign weights to each anchor-document pair according to different weighting schemes as explained in the previous section. Next, we must define a function w(Anchor Text) → R that computes a quality score for a line of anchor text.
A simple approach is to make use of anchor-document weights in order to estimate the quality of a line of anchor text. However, a line of anchor text can have multiple target documents and therefore can be present in multiple anchordocument pairs. Hence, the quality of a line of anchor text can be estimated by an aggregation function over the weights of individual anchor-document pairs for that particular anchor text.
In this paper, we use a simple arithmetic mean to combine the weights of individual anchor-document pairs as follows:
where w(AT k , d k,i ) is the weight associated with anchor text AT k and its target document d k,i , and n k is the number of target documents AT k points to. This weight can be interpreted as the quality of a unique line of anchor text.
Pseudo Queries
As we described previously, pseudo test collections consist of pseudo queries and associated pseudo relevance judgments. We begin by describing how anchor text can be used for constructing a high quality set of pseudo queries. Note that a naïve approach to extracting pseudo queries would be to rank all anchor text according to their weights and take the top Q as pseudo queries. However, there are other factors that need to be considered.
Based on our observations, the number of target documents a unique line of anchor text points to, can, to some extent, verify whether an anchor text is of high quality or not. Anchor text that have very few target documents often contain misspellings or otherwise are overly-specific topics. On the other hand, anchor text that have a large number of target documents are often broader topics and, in essence, very ambiguous. Examples of this are phrases such as "privacy policy" and "homepage". We would like to avoid both extremes and thus favor anchor text that have an average number of target documents.
To accomplish this goal, we partition lines of anchor text based on the number of target documents they point to: a line of anchor text with n target documents falls into partition Pn. Since we want to favor lines of anchor text that have an average number of target documents, we are interested in partitions with an index that is neither too small nor too large. We can define a probability distribution over indices n to satisfy this criterion-in our case, we selected a normal distribution N (µ, σ 2 ). To sample pseudo queries, we first sample a partition according to the normal distribution, and then extract the highest weighted line of anchor text, weighted according to w(AT k ) from the partition.
Pseudo Judgments
The final step of our proposed pseudo test collection framework is the automatic generation of relevance judgments, which we refer to as pseudo judgments.
While there has been a great deal of effort devoted to accurately estimating the probability of relevance, many of them, especially learning to rank approaches, are only effective when trained using a large set of manual judgments. Therefore, many of these approaches are not directly applicable to our problem. Instead, we rely on unsupervised methods for estimating the relevance of query-document pairs.
Positive Judgments. As we mentioned earlier, anchor text provides an implicit relevance signal which can be used to extract positive judgments. Since pseudo queries are simply lines of anchor text, each pseudo query has a set of documents that it points to. These target documents serve as a reasonable set of potentially relevant documents. Assuming that the relevance of each document can be reliably estimated with respect to the anchor text, we can assert that the documents with the highest scores are relevant. We rely on the weighting schemes introduced earlier in this section to estimate the relevance of a document with respect to a pseudo query. For each pseudo query, we sort its target documents according to their anchor-document weight and select the top dp documents as positive judgments.
Negative Judgments. For a pseudo test collection to be complete, a set of negative judgments for each pseudo query is also essential. Negative judgments must not only be nonrelevant with respect to the query, but also must contain a diverse set of documents. Despite the utility of anchor text for extracting pseudo queries and positive judgments, they do not appear to be a good source for negative judgments based on our experience. Classic approaches to information retrieval such as BM25 or language modeling, on the other hand, define a contentbased scoring function that measures the relevance of a given document with respect to a query. Documents that appear deep in the ranked list are likely to be "barely relevant" or "non-relevant". As a result, we retrieve a ranked list of R documents for each pseudo query using a simple ranking function (e.g., language modeling) and sample dn documents from the bottom of that list to serve as negative judgments.
EXPERIMENTAL EVALUATION
This section describes the details of our experimental evaluation comparing the quality of learning to rank models trained using web search pseudo test collections and standard manually-constructed TREC test collections.
Data and Methodology
We performed our experiments on ClueWeb09, a best-first web crawl completed by Carnegie Mellon University in early 2009. The collection contains one billion pages in ten languages totaling around 25 TB. Of those, about 500 million pages are in English, divided into ten roughly equally-sized segments. Our experiments specifically focused on the first English segment, which contains 50 million documents (totaling 1.53 TB uncompressed, 247 GB compressed). The first segment of the English portion of the ClueWeb09 dataset contains approximately 7.5 million unique lines of external (i.e., inter-domain) anchor text, on which we applied our proposed methods to generate pseudo queries and pseudo judgments. For evaluation purposes, we used the set of 50 queries and their corresponding judgments from the TREC 2009 web track.
The criterion for determining if our proposed approach is successful or not is whether a learning to rank model trained using an automatically constructed pseudo web test collection can achieve higher effectiveness than alternative models. If this is the case, then we have shown that our pseudo test collections can be used to effectively extract implicit relevance signals without human judgments.
We compare our proposed approach against two models. The first is BM25, which is one of the most effective and widely used unsupervised retrieval models available. Most unsupervised models consist of a (semi-)heuristic combination of basic statistics, such as term frequency, inverse document frequency, and document length. We do not know of any existing retrieval models that can learn how to combine Table 1 : Examples of pseudo queries and pseudo judgments extracted using the Anchor and PageRank weighting schemes. In the last column, R indicates "relevant" and NR indicates "not relevant".
an arbitrary set of features in a completely unsupervised manner. The second approach that we compare against is an upper bound, or "cheating" model, that is trained using the manual judgments from the TREC 2009 web track and then tested on the same training set (hence the "cheating" name). This is meant to approximate the effectiveness of a highly effective supervised learning to rank model trained over the same set of features using the same learning algorithm. For evaluation, all models are tested on TREC 2009 web track data. Our pseudo query sampling strategy requires a mean and a variance for the underlying normal distribution N (µ, σ 2 ). Based on our observation, we found that anchor text pointing to ≤ 5 target documents are generally of low quality. These make up a large portion of the extracted anchor text from our corpus, totaling about 7 million unique lines. To ensure quality, we eliminate those anchor text that have 5 or fewer target documents, thereby reducing the size of potential pseudo queries to only 6 percent of the original set. We set the mean of the normal distribution, µ, based upon statistics gathered from the remaining collection. The filtered collection of anchor text has a median of 10 target documents, which we used for µ in the sampler. The value for σ 2 was set (arbitrarily) to 5. We used the Waterloo spam scores [15] , computed for every document in the English portion of the ClueWeb09 dataset and freely available. Unless otherwise specified, we set the total number of sampled pseudo queries (Q) to 400, and the average number of pseudo positive (dp) and negative judgments (dn) for each query to 10 and 20, respectively, keeping the ratio of positive to negative judgments at 0.5. Pseudo negative judgments are sampled from the bottom of a ranked list of a thousand retrieved documents (R) using the language modeling query likelihood scoring function. To evaluate the effectiveness of our models, we report NDCG@20 [22] and ERR@20 [14] , which are commonly used to evaluate the effectiveness of 2 http://plg.uwaterloo.ca/~gvcormac/clueweb09spam/ web search tasks. A one-side paired t-test (with p = 0.05) is used to determine statistical significance. Table 1 shows selected examples of pseudo queries and their corresponding pseudo judgments extracted using the Anchor and PageRank weighting schemes.
Illustrative Examples
The PageRank weighting scheme favors anchor text that point to popular pages. Popular pages with high PageRank values are likely to be website entry pages. Consequently, associated anchor text are navigational in nature, which yields many navigational pseudo queries. As shown in the examples, queries such as "download realplayer" and "yahoo privacy policy" as well as other navigational queries like "wiki help", "yahoo myweb", and "metawiki" are extracted with the PageRank weighting scheme.
On the other hand, pseudo queries extracted using the Anchor weighting scheme consist of navigational as well as informational phrases, as illustrated in the examples. Other examples include "weather maps", "landscapes scenery", "free hit counter code", "national center health statistics nchs", and "passport services".
Of course, pseudo queries and pseudo judgments are noisy. For instance, a query such as "help forum" that was extracted using the Anchor weighting scheme seems like a poor query due to its ambiguity. Examining the results, we observe many judgments that humans are not likely to consider relevant. Despite the presence of noise, experimental evidence provided later illustrates that our pseudo test collections are nevertheless useful.
Learning to Rank Model
We make use of a relatively straightforward learning to rank model in our experiments. Recall that we need to learn two models-one from an automatically constructed pseudo test collection and another from manual judgments. To support a fair comparison, both models use the same features and the same learning algorithm. Table 2 : Evaluation of different ranking models on TREC 2009 web track data, comparing BM25, a "cheating" greedy feature selection model, and the same greedy feature selection model trained on pseudo test collections generated using different weighting schemes.
We learn a simple linear ranking function using a standard suite of features consisting of basic information retrieval scores (e.g., language modeling and BM25 scores), term proximity features (exact phrases, ordered windows, unordered windows, etc.), and query-independent features (e.g., PageRank). There are a total of 45 features. The parameters of the linear model are learned using a greedy feature selection approach [31] . The model is iteratively constructed by adding features to the model, one at a time, according to a greedy selection criterion. During each iteration, the feature that provides the biggest gain in effectiveness (as measured by ERR@20 [14] , which is also our primary evaluation metric) after being added to the existing model is selected. This yields a sequence of one-dimensional optimizations that can easily be solved using line search techniques. The algorithm stops when the difference in ERR between successive iterations drops below a given tolerance (10 −4 ). This training procedure is simple, fast, and yields a model with minimal correlation/redundancy between features. We also explored the use of AdaRank [38] , an effective learning to rank approach, but found the results to be consistently worse than the simple greedy feature selection algorithm with these features for this task.
Results
This section describes the results of our experimental evaluation. We first describe our basic findings and then provide a more in-depth analysis.
Basic Results
We begin by comparing the effectiveness of learning to rank models trained using pseudo test collections against BM25 and the cheating model. Table 2 shows the effectiveness for the different weighting schemes proposed in Section 4.1.1. All models are tested with TREC 2009 web track data. It is important to reiterate that the models trained with pseudo test collections do not require any manual intervention and are completely unsupervised.
As the results suggest, the PageRank weighting scheme leads to a less effective ranking model. This finding is not unexpected since the PageRank weighting scheme estimates the quality of anchor text based solely on the quality of its target documents, regardless of the quality of its sources. Furthermore, this weighting scheme suffers from the issues already discussed in Section 5.2. The extracted pseudo queries and pseudo judgments are low in quality, and hence it is not possible to learn an effective ranker.
On the other hand, the Anchor weighting scheme makes use of the sources from which anchor text originates. It takes into consideration the number of unique domains that use the same line of anchor text to point to a target document. In addition, it factors in the number of unique lines of anchor text that points to a target document, which approximates the breadth and ambiguity of topics within the document. These counts nicely capture the quality of a given anchor-document pair. As a result, the pseudo test collection generated using this weighting scheme contains higher quality pseudo queries and pseudo judgments, and therefore yields a more effective ranking model.
Results show that a learning to rank model trained using a pseudo test collection generated using the Anchor weighting scheme is more effective than baseline BM25, both in terms of NDCG@20 and ERR@20. Interestingly, all weighting schemes except for PageRank outperform the cheating experiment according to both metrics. Although the differences are not statistically significant, this suggests that our pseudo test collections, although noisy, provide valuable training data for learning to rank, compared to the "moderate" amount of TREC manual training data. We speculate that the cheating model is only slightly better than BM25 in NDCG due to the fact that all models were optimized for ERR@20. This may simply be a case of so-called metric divergence. For this reason, the ERR@20 numbers provide a more reliable comparison.
Finally, it is important to note that our learning to rank model does not include any spam features. If we were to include spam features in the "cheating" condition, it achieves an ERR@20 of 0.161. However, if the spam feature were also included in the models trained from the pseudo test collections, the results are no more effective than the results reported in Table 2 . This suggests that the strategy we use for sampling non-relevant documents does not contain enough spam documents to allow the models to learn the importance of the spam feature.
This raises an important issue related to our pseudo test collection framework. The strategies used for generating positive and negative judgments run the risk of significantly biasing results in unexpected ways. To minimize this risk, it is beneficial to select a diverse set of relevant and nonrelevant documents based on a wide variety of features and selection strategies. This is an important issue that should be better studied in the future. Nevertheless, the conclusion appears clear: learning to rank models trained in a completely unsupervised fashion outperform BM25 and are just as good as a model trained with manual judgments. In other words, we are able to exploit implicit relevance signals to improve ranking effectiveness in web search, and this improvement comes basically "for free".
Analysis of Learned Models
Analysis of the ranking models themselves shed some insight on feature selection. Table 3 shows the model learned using the pseudo test collection built with Anchor weighting, while Table 4 shows the cheating model learned using manual judgments.
The models are markedly different. For example, in the cheating model, bm25-term, the BM25 score on query unigrams, is assigned a high weight, while the same feature is assigned a low weight in the other model. This is likely the result of biases in both the pseudo test collection and the manual test collection. The pseudo test collection appears to be biased towards phrase features, which may stem from Feature Weight lm-phrase 1.553 bm25-term 0.014 bm25-proximity -0.567 Table 3 : Ranking model trained on a pseudo test collection extracted using the Anchor weighting scheme.
Feature
Weight lm-term -0.0309 bm25-term 0.8911 bm25-phrase 0.1398 Table 4 : Ranking model trained using TREC 2009 web track data.
the fact that the page a piece of anchor text points to is likely to contain the anchor text itself as a phrase. On the other hand, TREC judgments are collected via pooling, and it is known that such pools are biased towards BM25, since many TREC participants utilize that ranking function. Therefore, regardless of the source of judgments, it is difficult to avoid inherent biases.
We see that both models include the same feature types (i.e., term, phrase, and proximity), but their relative weights are different. It is interesting that the proximity score in the model trained using the pseudo test collection has a large negative weight. It is likely that the phrase feature is too large and the proximity feature is simply offsetting it.
Pseudo Collection Size
The number of pseudo queries and pseudo judgments together determine the size of a pseudo collection. Larger collections provide more training data. However, deeper sampling will draw in pseudo queries and pseudo judgments with lower quality scores, yielding nosier data. The tradeoff between these two factors needs to be studied.
In previous experiments, the number of sampled pseudo queries and positive/negative pseudo judgments were kept constant. Here, we present results from altering these parameters. However, to avoid an exhaustive search over all possible parameter and weighting scheme combinations, we focused on the Anchor weighting scheme, based on the results in Table 2 . To further simplify the presentation, we only change the average number of pseudo negative judgments (dn). This serves two purposes: first, by altering the number of negative judgments we are changing the size of the resulting pseudo collection. Second, this alters the ratio of positive to negative judgments. Table 5 shows the effect of these changes for the Anchor weighting scheme for a small subspace of parameters Q and dn. The table suggests that extracting more pseudo queries improves the resulting models slightly. In addition, lowering the ratio of positive to negative judgments (i.e., increasing dn) adds more noise to the training data and results in slightly less effective models. The last row and last column in Table 5 show averages over the respective conditions.
CONCLUSIONS AND FUTURE WORK
Motivated by the fact that although test collections are essential for information retrieval research, they remain laborintensive and expensive to manually construct, this paper proposes an unsupervised framework for constructing high Table 5 : Effects of varying the number of sampled queries and the number of negative judgments (Anchor weighting scheme, average number of positive judgments set to 10).
quality test collections given nothing but a corpus. The resulting pseudo test collections, which consist of a set of pseudo queries and pseudo relevance judgments, can be used to evaluate and train learning to rank models. We describe an instantiation of the proposed framework for web search that leverages anchor text as a source of implicit relevance signals. Our pseudo test collections are used to train simple learning to rank models. Experiments on TREC 2009 data illustrate that the resulting models outperform BM25 and are statistically indistinguishable from equivalent models trained using manual judgments. This illustrates the utility of our approach in being able to extract reasonable training data "for free". There are several possible directions for future work. First, we would like to develop a better understanding of the weighting schemes within the current instantiation of the framework. Second, we would like to explore alternative methods for extracting relevance judgments, particularly negative judgments. In addition, we would like to study other sources of implicit relevance signals such as page titles and terms with high term frequencies. Finally, it would be interesting to use our pseudo test collections for evaluation purposes, comparing with alternatives such as pooling, minimal test collections, or crowdsourcing. We are particularly interested in the reusability of pseudo test collections and their ability to discriminate the effectiveness of ranking algorithms. Overall, we believe that this work opens up many future directions in information retrieval research.
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