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The results of Sjöstrand [J. Sjöstrand, An algebra of pseudodifferential operators, Math. Res.
Lett. 1 (1994) 185–192] and Sugimoto [M. Sugimoto, Lp-boundedness of pseudo-differential
operators satisfying Besov estimates, I, J. Math. Soc. Japan 40 (1988) 105–122] on a
mapping property of pseudo-differential operators are two different kinds of extensions
of the pioneering work by Calderón and Vaillancourt [A.P. Calderón, R. Vaillancourt, On
the boundedness of pseudo-differential operators, J. Math. Soc. Japan 23 (1971) 374–378].
The objective of this paper is to show that these two results, which appeared to be
independent ones, can be proved based on the same principle. For the purpose, we use
the α-modulation spaces, a parameterized family of function spaces, which include Besov
spaces and modulation spaces as special cases. As an application, we also discuss the L2-
boundedness of the commutator [σ(X, D),a], where a(x) is a Lipschitz function and σ
belongs to an α-modulation space.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Since the theory of pseudo-differential operators was established in 1970s, the L2-boundedness of them with symbols
in the Hörmander class S0ρ,δ has been well investigated by many authors. Among them, Calderón and Vaillancourt [5] ﬁrst
treated the boundedness for the class S00,0, which means that the boundedness of all the derivatives of symbols assures
the L2-boundedness of the corresponding operators. It should be mentioned that the boundedness of all the derivatives of
symbols is not necessary in their proof. Being motivated by this argument, many authors such as Coifman and Meyer [6],
Cordes [8], Kato [17], Miyachi [19], Muramatu [20], Nagase [21], Tachizawa [27] investigated the minimal assumption on
the regularity of symbols, and they proved that the boundedness of the derivatives of symbols up to a certain order,
which exceeds n/2, assures the boundedness on L2(Rn) (or more general function spaces) of the corresponding operators.
Especially, Sugimoto [25] showed that symbols in the Besov space B∞,1(n/2,n/2) imply the L2-boundedness.
In the last decade, new developments in this problem have appeared. Sjöstrand [23] introduced a wider class than S00,0
which assures the L2-boundedness and is now recognized as a special case of modulation spaces introduced by Feichtinger
[9–11]. These spaces are based on the idea of quantum mechanics or time-frequency analysis. Sjöstrand’s class can be
written as M∞,1 if we follow the notation of modulation spaces. Gröchenig and Heil [16] and Toft [28] gave some related
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treated the same discussion for Fourier integral operators.
We remark that the relation between Besov and modulation spaces is well studied by the works of Gröbner [15], Ok-
oudjou [22], Toft [28] and Sugimoto and Tomita [26], and we know that the spaces B∞,1(n/2,n/2) and M∞,1 have no inclusion
relation with each others (see Appendix A) although the class S00,0 is properly included in both spaces. In this sense, the
results of Sugimoto [25] and Sjöstrand [23] are independent extensions of Calderón–Vaillancourt’s result.
The objective of this paper is to show that these two results, which appeared to be independent ones, can be proved
based on the same principle. Especially we give another proof to Sjöstrand’s result following the same argument used to
prove Sugimoto’s result. For the purpose, we use the notation of α-modulation spaces Mp,qs,α (0  α  1), a parameterized
family of function spaces, which include Besov spaces Bp,qs and modulation spaces M
p,q as special cases corresponding to
α = 1 and α = 0. The α-modulation spaces were introduced by Gröbner [15], and developed by the works of Feichtinger
and Gröbner [12], Borup and Nielsen [1,2] and Fornasier [13].
The following is our main result:
Theorem 1.1. Let 0 α  1. Then there exists a constant C > 0 such that∥∥σ(X, D) f ∥∥L2  C‖σ‖M∞,1
(αn/2,αn/2),α
‖ f ‖L2
for all σ ∈ M∞,1
(αn/2,αn/2),α(R
n × Rn) and f ∈ S(Rn).
The exact deﬁnition of the product α-modulation space M∞,1(s1,s2),α will be given in Section 2, and the proof will be given
in Section 3. Theorem 1.1 with α = 1 is the result of Sugimoto [25] while α = 0 Sjöstrand [23].
As an important application of Theorem 1.1, we can discuss the L2-boundedness of the commutator [T ,a] of the operator
T and a Lipschitz function a(x). Calderón [4] considered this problem when T is a singular integral operator of convolution
type, and Coifman and Meyer [7] extended this argument to the case when T is a pseudo-differential operator with the
symbol in the class S11,0. Furthermore, Marschall [18] showed the L
2-boundedness of this commutator when the symbol
is of the class Smρ,δ with m = ρ , especially the class S00,0. On account of Theorem 1.1, it is natural to expect the same
boundedness for symbols in Besov and modulation spaces. In fact we have the following theorem:
Theorem 1.2. Let 0 α  1. Then there exists a constant C > 0 such that∥∥[σ(X, D),a] f ∥∥L2  C‖∇a‖L∞‖σ‖M∞,1
(αn/2,αn+1),α
‖ f ‖L2
for all Lipschitz functions a, σ ∈ M∞,1(αn/2,αn+1),α(Rn × Rn) and f ∈ S(Rn).
Theorem 1.2 with α = 1, which requires σ ∈ B∞,1(n/2,n+1) , is an extension of the result by Marschall [18] which treated the
case σ ∈ B∞,∞
(r,N) with r > n/2 and N > n + 1. Theorem 1.2 with α = 0 is a result of new type in this problem. The proof of
Theorem 1.2 will be give in Section 4.
2. Preliminaries
Let S(Rn) and S ′(Rn) be the Schwartz spaces of all rapidly decreasing smooth functions and tempered distributions,
respectively. We deﬁne the Fourier transform F f and the inverse Fourier transform F−1 f of f ∈ S(Rn) by
F f (ξ) = f̂ (ξ) =
∫
Rn
e−iξ ·x f (x)dx and F−1 f (x) = 1
(2π)n
∫
Rn
eix·ξ f (ξ)dξ.
Let σ(x, ξ) ∈ S(Rn ×Rn). We denote by F1σ(y, ξ) and F2σ(x, η) the partial Fourier transform of σ in the ﬁrst variable and
in the second variable, respectively. That is, F1σ(y, ξ) = F [σ(·, ξ)](y) and F2σ(x, η) = F [σ(x, ·)](η). We also denote by
F−11 σ and F−12 σ the partial inverse Fourier transform of σ in the ﬁrst variable and in the second variable, respectively. We
write F1,2 = F1F2 and F−11,2 = F−11 F−12 , and note that F1,2 and F−11,2 are the usual Fourier transform and inverse Fourier
transform of functions on Rn × Rn .
We introduce the α-modulation spaces based on Borup and Nielsen [1,2]. Let B(ξ, r) be the ball with center ξ and
radius r, where ξ ∈ Rn and r > 0. A countable set Q of subsets Q ⊂ Rn is called an admissible covering if Rn = ⋃Q ∈Q Q
and there exists a constant n0 such that 	{Q ′ ∈ Q: Q ∩ Q ′ 
= ∅} n0 for all Q ∈ Q. We denote by |Q | the Lebesgue measure
of Q , and set 〈ξ〉 = (1+ |ξ |2)1/2, where ξ ∈ Rn . Let 0 α  1,
rQ = sup
{
r > 0: B(cr, r) ⊂ Q for some cr ∈ Rn
}
, RQ = inf
{
R > 0: Q ⊂ B(cR , R) for some cR ∈ Rn
}
. (2.1)
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there exists a constant K  1 such that RQ /rQ  K for all Q ∈ Q. Here “|Q |  〈ξ〉αn (uniformly) for all ξ ∈ Q and Q ∈ Q”
means that there exists a constant C > 0 such that
C−1〈ξ〉αn  |Q | C〈ξ〉αn for all ξ ∈ Q and Q ∈ Q.
Let rQ and RQ be as in (2.1). We note that
B(cQ , rQ /2) ⊂ Q ⊂ B(dQ ,2RQ ) for some cQ ,dQ ∈ Rn, (2.2)
and there exists a constant κ > 0 such that
|Q | κ for all Q ∈ Q (2.3)
since |Q |  〈ξQ 〉αn  1, where ξQ ∈ Q . By (2.1), we see that snrnQ  |Q |  snRnQ , where sn is the volume of the unit ball
in Rn . This implies
sn 
|Q |
rnQ
= R
n
Q
rnQ
|Q |
RnQ
 Kn |Q |
RnQ
 Knsn,
that is,
|Q |  rnQ  RnQ for all Q ∈ Q (2.4)
(see [1, Appendix B]). We frequently use the fact
〈ξQ 〉 
〈
ξ ′Q
〉
for all ξQ , ξ ′Q ∈ Q and Q ∈ Q. (2.5)
If α 
= 0, then (2.5) follows directly from the deﬁnition of α-covering |Q |  〈ξQ 〉αn . By (2.4), if α = 0 then RnQ  |Q | 
〈ξQ 〉αn = 1, and consequently there exists R > 0 such that RQ  R for all Q ∈ Q. Hence, by (2.2), we have Q ⊂ B(dQ ,2R)
for some dQ ∈ Rn . This implies that (2.5) is true even if α = 0.
Given an α-covering Q of Rn , we say that {ψQ }Q ∈Q is a corresponding bounded admissible partition of unity (BAPU) if
{ψQ }Q ∈Q satisﬁes
(1) suppψQ ⊂ Q ,
(2)
∑
Q ∈QψQ (ξ) = 1 for all ξ ∈ Rn ,
(3) supQ ∈Q‖F−1ψQ ‖L1 < ∞.
We remark that an α-covering Q of Rn with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn) actually exists for every 0 α  1 [1,
Proposition A.1]. Let 1 p,q∞, s ∈ R, 0 α  1 and Q be an α-covering of Rn with a corresponding BAPU {ψQ }Q ∈Q ⊂
S(Rn). Fix a sequence {ξQ }Q ∈Q ⊂ Rn satisfying ξQ ∈ Q for every Q ∈ Q. Then the α-modulation space Mp,qs,α (Rn) consists
of all f ∈ S ′(Rn) such that
‖ f ‖Mp,qs,α =
( ∑
Q ∈Q
〈ξQ 〉sq
∥∥ψQ (D) f ∥∥qLp)1/q < ∞,
where ψ(D) f = F−1[ψ f̂ ] = (F−1ψ) ∗ f . We remark that the deﬁnition of Mp,qs,α is independent of the choice of the α-
covering Q, BAPU {ψQ }Q ∈Q and sequence {ξQ }Q ∈Q (see [2, Section 2]).
Let ψ ∈ S(Rn) be such that
suppψ ⊂ [−1,1]n,
∑
k∈Zn
ψ(ξ − k) = 1 for all ξ ∈ Rn. (2.6)
If α = 0 then the α-modulation space Mp,qs,α (Rn) coincides with the modulation space Mp,qs (Rn), that is, ‖ f ‖Mp,qs,α  ‖ f ‖Mp,qs ,
where
‖ f ‖Mp,qs =
( ∑
k∈Zn
〈k〉sq∥∥ψ(D − k) f ∥∥qLp)1/q.
If s = 0 we write Mp,q(Rn) instead of Mp,q0 (Rn).
Let ϕ0,ϕ ∈ S(Rn) be such that
suppϕ0 ⊂
{|ξ | 2}, suppϕ ⊂ {1/2 |ξ | 2}, ϕ0(ξ) + ∞∑ϕ(2− jξ)= 1 (2.7)j=1
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with the Besov space Bp,qs (R
n), that is, ‖ f ‖Mp,qs,α  ‖ f ‖Bp,qs , where
‖ f ‖Bp,qs =
( ∞∑
j=0
2 jsq
∥∥ϕ j(D) f ∥∥qLp
)1/q
.
We remark that we can actually check that the α-covering Q with the corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn) given in [1,
Proposition A.1] satisﬁes∑
Q ∈Q
ψQ (D) f = f in S ′
(
Rn
)
for all f ∈ S ′(Rn), (2.8)
and ∑
Q ,Q ′∈Q
ψQ (Dx)ψQ ′(Dξ )σ (x, ξ) = σ(x, ξ) in S ′
(
Rn × Rn), (2.9)
for all σ ∈ S ′(Rn × Rn), where 0 α < 1,
ψQ (Dx)ψQ ′(Dξ )σ = F−11,2
[
(ψQ ⊗ψQ ′)F1,2σ
]= [(F−1ψQ )⊗ (F−1ψQ ′)] ∗ σ
and ψQ ⊗ψQ ′(x, ξ) = ψQ (x)ψQ ′(ξ). In the case α = 1, (2.8) and (2.9) are well-known facts, since we can take {ϕ j} j0 as a
BAPU corresponding to the α-covering {{|ξ | 2}, {{2 j−1  |ξ | 2 j+1}} j1}, where {ϕ j} j0 is as in (2.7). In the rest of this
paper, we assume that an α-covering Q with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn) always satisﬁes (2.8) and (2.9).
We introduce the product α-modulation space M∞,1
(s1,s2),α
(Rn × Rn) as symbol classes of pseudo-differential operators.
Let s1, s2 ∈ R, 0 α  1 and Q be an α-covering of Rn with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn). Fix two sequences
{xQ }Q ∈Q, {ξQ ′ }Q ′∈Q ⊂ Rn satisfying xQ ∈ Q and ξQ ′ ∈ Q ′ for every Q , Q ′ ∈ Q. Then the product α-modulation space
M∞,1(s1,s2),α(R
n × Rn) consists of all σ ∈ S ′(Rn × Rn) such that
‖σ‖M∞,1
(s1,s2),α
=
∑
Q ,Q ′∈Q
〈xQ 〉s1 〈ξQ ′ 〉s2
∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn) < ∞.
Since we can take {ψ(· − k)}k∈Zn as a BAPU corresponding to the α-covering {k + [−1,1]n}k∈Zn if α = 0, we have
M∞,1(s1,s2),0(R
n × Rn) = M∞,1(s1,s2)(Rn × Rn), where
‖σ‖M∞,1
(s1,s2)
=
∑
k∈Zn
∑
∈Zn
〈k〉s1 〈〉s2∥∥ψ(Dx − k)ψ(Dξ − )σ∥∥L∞(Rn×Rn)
and ψ ∈ S(Rn) is as in (2.6). In particular, M∞,1(0,0),0(Rn × Rn) = M∞,1(R2n). Here we have used the fact that ψ ⊗ψ satisﬁes
(2.6) with 2n instead of n. Similarly, M∞,1(s1,s2),1(R
n × Rn) = B∞,1(s1,s2)(Rn × Rn), where
‖σ‖B∞,1
(s1,s2)
=
∞∑
j=0
∞∑
k=0
2 js1+ks2
∥∥ϕ j(Dx)ϕk(Dξ )σ∥∥L∞(Rn×Rn)
and {ϕ j} j0, {ϕk}k0 are as in (2.7) (see Sugimoto [25, p. 116]).
We shall end this section by showing the following basic properties of α-coverings:
Lemma 2.1. Let Q be an α-covering of Rn and R > 0. Then the following are true:
(1) If (Q + B(0, R)) ∩ Q ′ 
= ∅, then there exists a constant κ > 0 such that
κ−1〈ξQ 〉 〈ξQ ,Q ′ 〉 κ〈ξQ 〉 and κ−1〈ξQ ′ 〉 〈ξQ ,Q ′ 〉 κ〈ξQ ′ 〉
for all ξQ ∈ Q , ξQ ′ ∈ Q ′ and ξQ ,Q ′ ∈ (Q + B(0, R)) ∩ Q ′ , where κ is independent of Q , Q ′ ∈ Q. In particular, 〈ξQ 〉  〈ξQ ′ 〉.
(2) There exists a constant n′0 such that
	
{
Q ′ ∈ Q: (Q + B(0, R))∩ Q ′ 
= ∅} n′0 for all Q ∈ Q.
Proof. Assume that (Q + B(0, R)) ∩ Q ′ 
= ∅, where Q , Q ′ ∈ Q.
We consider the ﬁrst part. Let ξQ ,Q ′ ∈ (Q + B(0, R)) ∩ Q ′ . Since ξQ ,Q ′ = ξ˜Q + ξ for some ξ˜Q ∈ Q and ξ ∈ B(0, R), we
see that 〈ξQ ,Q ′ 〉  〈ξ˜Q 〉. Hence, by (2.5), 〈ξQ 〉  〈ξ˜Q 〉  〈ξQ ,Q ′ 〉, where ξQ ∈ Q . Similarly, 〈ξQ ′ 〉  〈ξQ ,Q ′ 〉, where ξQ ′ ∈ Q ′ .
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|Q |  |Q ′| if (Q + B(0, R))∩ Q ′ 
= ∅. (2.10)
Let B(cQ , rQ /2) ⊂ Q ⊂ B(dQ ,2RQ ) and B(cQ ′ , rQ ′/2) ⊂ Q ′ ⊂ B(dQ ′ ,2RQ ′), where Q , Q ′ ∈ Q (see (2.2)). By (2.3), (2.4) and
(2.10), we see that RQ  RQ ′ and RQ  κ1 for some constant κ1 independent of Q ∈ Q. Then
∅ 
= (Q + B(0, R))∩ Q ′ ⊂ (B(dQ ,2RQ )+ B(0, R))∩ B(dQ ′ ,2RQ ′)
= B(dQ ,2RQ + R) ∩ B(dQ ′ ,2RQ ′) ⊂ B
(
dQ ,
(
2+ κ−11 R
)
RQ
)∩ B(dQ ′ ,2RQ ′ ).
Combining B(dQ , (2 + κ−11 R)RQ ) ∩ B(dQ ′ ,2RQ ′) 
= ∅ and RQ  RQ ′ , we obtain that B(dQ ′ ,2RQ ′) ⊂ B(dQ , κ2RQ ) for some
constant κ2  2 independent of Q , Q ′ . Hence, since cQ ∈ B(dQ , κ2RQ ) and rQ  RQ , if (Q + B(0, R)) ∩ Q ′ 
= ∅ then
Q ′ ⊂ B(dQ ′ ,2RQ ′) ⊂ B(dQ , κ2RQ ) ⊂ B(cQ , κ3rQ ), (2.11)
where κ3 is independent of Q , Q ′ ∈ Q. Let Qi , i = 1, . . . ,n0, be subsets of Q such that Q = ⋃n0i=1 Qi and the elements ofQi are pairwise disjoint (see [1, Lemma B.1]). Set AQ = {Q ′ ∈ Q: (Q + B(0, R)) ∩ Q ′ 
= ∅}. By (2.11), we have∑
Q ′∈AQ ∩Qi
|Q ′| ∣∣B(cQ , κ3rQ )∣∣= (2κ3)n∣∣B(cQ , rQ /2)∣∣ (2κ3)n|Q |
for all 1 i  n0. Therefore, by (2.10), we see that
(	AQ )|Q |
n0∑
i=1
∑
Q ′∈AQ ∩Qi
(
κ4|Q ′|
)
 κ4
n0∑
i=1
(2κ3)
n|Q | = n0(2κ3)nκ4|Q |,
that is, 	AQ  n0(2κ3)nκ4. The proof is complete. 
3. Pseudo-differential operators and α-modulation spaces
In this section, we prove Theorem 1.1. For σ ∈ S ′(Rn × Rn), the pseudo-differential operator σ(X, D) is deﬁned by
σ(X, D) f (x) = 1
(2π)n
∫
Rn
eix·ξσ (x, ξ) f̂ (ξ)dξ for f ∈ S(Rn).
In order to prove Theorem 1.1, we prepare the following lemmas:
Lemma 3.1. (See [25, Lemma 2.2.1].) There exists a pair of functions ϕ,χ ∈ S(Rn) satisfying
(1)
∫
Rn
ϕ(ξ)χ(ξ)dξ = 1,
(2) suppϕ ⊂ {ξ ∈ Rn: |ξ | < 1} and supp χ̂ ⊂ {η ∈ Rn: |η| < 1}.
Lemma 3.2. (See [25, Lemma 2.2.2].) Let gτ (x) = g(x, τ ) be such that
(1) g(x, τ ) ∈ L2(Rnx × Rnτ ),
(2) supx∈Rn ‖g(x, ·)‖L1(Rn) < ∞,
(3) supp ĝτ ⊂ Ω ,
where ĝτ (y) = F1g(y, τ ) andΩ is a compact subset ofRn independent of τ . If h(x) =
∫
Rn
eix·τ g(x, τ )dτ , then there exists a constant
C > 0 such that
‖h‖L2  C |Ω|1/2‖g‖L2(Rn×Rn),
where C is independent of g and Ω .
Lemma 3.3. (See [25, Lemma 2.2.3].) Let σx(ξ) = σ(x, ξ) be such that
(1) σx(ξ) ∈ L1(Rnξ )∩ L2(Rnξ ),
(2) supp σ̂x ⊂ Ω ,
where σ̂x(η) = F2σ(x, η) and Ω is a compact subset of Rn independent of x. Then there exists a constant C > 0 such that∥∥σ(X, D) f ∥∥L2  C |Ω|1/2 sup
x∈Rn
∥∥σ(x, ·)∥∥L2‖ f ‖L2
for all f ∈ S(Rn), where C is independent of σ and Ω .
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(1) 〈σ(X, D) f , g〉 = lim→0〈σ(X, D) f , g〉 for all f , g ∈ S(Rn),
(2) ‖σ‖M∞,1
(s1,s2),α
 C‖σ‖M∞,1
(s1,s2),α
for all 0<  < 1,
where 〈·,·〉 = 〈·,·¯ 〉S ′×S and C is independent of σ .
Proof. Let ϕ,ψ ∈ S(Rn) be such that ϕ(0) = 1, supp ϕ̂ ⊂ {|y| < 1}, ∫
Rn
ψ(x)dx = 1. Set Φ(x, ξ) = ϕ(x)ϕ(ξ), Ψ (x, ξ) =
ψ(x)ψ(ξ) and
σ(x, ξ) = Φ(x, ξ)(Ψ ∗ σ)(x, ξ),
where Φ(x, ξ) = Φ(x, ξ) and Ψ(x, ξ) = −2nΨ (x/, ξ/). Note that σ ∈ S(Rn×Rn), Φ(0,0) = 1 and
∫
R2n
Ψ (x, ξ)dxdξ =
1. Then the well-known fact σ → σ in S ′(R2n) as  → 0 implies (1).
Let us consider (2). If
‖Φσ‖M∞,1
(s1,s2),α
 C‖σ‖M∞,1
(s1,s2),α
for all 0<  < 1, (3.1)
and
‖Ψ ∗ σ‖M∞,1
(s1,s2),α
 C‖σ‖M∞,1
(s1,s2),α
for all 0<  < 1, (3.2)
then ∥∥Φ(Ψ ∗ σ)∥∥M∞,1
(s1,s2),α
 C‖Ψ ∗ σ‖M∞,1
(s1,s2),α
 C‖σ‖M∞,1
(s1,s2),α
for all 0<  < 1, and this is the desired estimate. Let us prove (3.1) and (3.2). But, (3.2) is trivial since
‖Ψ ∗ σ‖M∞,1
(s1,s2),α
=
∑
Q ,Q ′∈Q
〈xQ 〉s1 〈ξQ ′ 〉s2
∥∥ψQ (Dx)ψQ ′(Dξ )(Ψ ∗ σ)∥∥L∞(Rn×Rn)
=
∑
Q ,Q ′∈Q
〈xQ 〉s1 〈ξQ ′ 〉s2
∥∥Ψ ∗ (ψQ (Dx)ψQ ′(Dξ )σ )∥∥L∞(Rn×Rn)

∑
Q ,Q ′∈Q
〈xQ 〉s1 〈ξQ ′ 〉s2‖Ψ‖L1(Rn×Rn)
∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn),
where Q is an α-covering with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn).
We prove (3.1). Noting
suppF1,2Φ ⊂
{
(y, η): |y| < , |η| < }⊂ {(y, η): |y| < 1, |η| < 1}
for all 0<  < 1, we see that
suppF1,2
[
ΦψQ (Dx)ψQ ′(Dξ )σ
]⊂ {(y, η): y ∈ Q + B(0,1), η ∈ Q ′ + B(0,1)}.
Since supQ ∈Q‖F−1ψQ ‖L1 < ∞, we have by (2.9) and Lemma 2.1
‖Φσ‖M∞,1
(s1,s2),α
=
∑
Q˜ ,Q˜ ′∈Q
〈xQ˜ 〉s1 〈ξQ˜ ′ 〉s2
∥∥ψQ˜ (Dx)ψQ˜ ′(Dξ )(Φσ )∥∥L∞(Rn×Rn)

∑
Q˜ ,Q˜ ′∈Q
∑
Q ,Q ′∈Q
〈xQ˜ 〉s1 〈ξQ˜ ′ 〉s2
∥∥ψQ˜ (Dx)ψQ˜ ′(Dξ )[Φ(ψQ (Dx)ψQ ′(Dξ )σ )]∥∥L∞(Rn×Rn)
=
∑
Q ,Q ′∈Q
∑
Q˜ ∩(Q +B(0,1))
=∅
Q˜ ∈Q
∑
Q˜ ′∩(Q ′+B(0,1))
=∅
Q˜ ′∈Q
〈xQ˜ 〉s1 〈ξQ˜ ′ 〉s2
× ∥∥ψQ˜ (Dx)ψQ˜ ′(Dξ )[Φ(ψQ (Dx)ψQ ′(Dξ )σ )]∥∥L∞(Rn×Rn)
 C
(
n′0
)2 ∑
Q ,Q ′∈Q
〈xQ 〉s1 〈ξQ ′ 〉s2
∥∥Φ(ψQ (Dx)ψQ ′(Dξ )σ )∥∥L∞(Rn×Rn)
 C
(
n′0
)2‖Φ‖L∞(Rn×Rn)‖σ‖M∞,1
(s1,s2),α
,
where n′ is as in Lemma 2.1(2). The proof is complete. 0
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Proof of Theorem 1.1. By Lemma 3.4, it is enough to prove Theorem 1.1 with σ ∈ S(Rn ×Rn). Let ϕ,χ be as in Lemma 3.1,
σ ∈ S(Rn × Rn) and f ∈ S(Rn). By Lemma 3.1, we have
h(x) = σ(X, D) f (x) = 1
(2π)n
∫
Rn
eix·ξσ (x, ξ) f̂ (ξ)dξ = 1
(2π)n
∫
Rn
eix·ξσ (x, ξ) f̂ (ξ)
( ∫
Rn
(ϕχ)(ξ − τ )dτ
)
dξ
=
∫
Rn
eix·τ
(
1
(2π)n
∫
Rn
eix·ξ σ (x, ξ + τ )ϕ(ξ)χ(ξ) f̂ (ξ + τ )dξ
)
dτ . (3.3)
Let 0 α  1 and Q be an α-covering with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn). Set
στ (x, ξ) = σ(x, ξ + τ ) and fτ = F−1
[
ϕ f̂ (· + τ )].
Then, by (2.9),
στ (x, ξ) =
∑
Q ,Q ′∈Q
[
ψQ (Dx)ψQ ′(Dξ )στ
]
(x, ξ) =
∑
Q ,Q ′∈Q
στ,Q ,Q ′(x, ξ), (3.4)
where
στ,Q ,Q ′(x, ξ) =
[
ψQ (Dx)ψQ ′(Dξ )στ
]
(x, ξ).
Note that στ,Q ,Q ′(x, ξ) ∈ S(Rnx × Rnξ ). By (3.3) and (3.4),
h(x) =
∫
Rn
eix·τ
(
1
(2π)n
∫
Rn
eix·ξ στ (x, ξ)χ(ξ)
(
ϕ(ξ) f̂ (ξ + τ ))dξ)dτ = ∫
Rn
eix·τ στ (X, D)χ(D) fτ (x)dτ
=
∑
Q ,Q ′∈Q
∫
Rn
eix·τ στ,Q ,Q ′(X, D)χ(D) fτ (x)dτ =
∑
Q ,Q ′∈Q
hQ ,Q ′(x), (3.5)
where
hQ ,Q ′(x) =
∫
Rn
eix·τ gQ ,Q ′(x, τ )dτ , gQ ,Q ′(x, τ ) = στ,Q ,Q ′(X, D)χ(D) fτ (x).
We consider hQ ,Q ′ , and set (gQ ,Q ′)τ (x) = gQ ,Q ′(x, τ ). Since suppψQ ⊂ Q , suppϕ ⊂ B(0,1) and
̂(gQ ,Q ′)τ (y) = 1
(2π)n
∫
Rn
Fx→y
[
eix·ξ στ ,Q ,Q ′(x, ξ)
]
χ(ξ)ϕ(ξ) f̂ (ξ + τ )dξ
= 1
(2π)n
∫
Rn
[F1στ,Q ,Q ′ ](y − ξ, ξ)χ(ξ)ϕ(ξ) f̂ (ξ + τ )dξ
= 1
(2π)n
∫
Rn
ψQ (y − ξ)
[F1(ψQ ′(Dξ )στ )](y − ξ, ξ)χ(ξ)ϕ(ξ) f̂ (ξ + τ )dξ,
we see that supp ̂(gQ ,Q ′)τ ⊂ Q + B(0,1). On the other hand, it is easy to show that supx∈Rn‖gQ ,Q ′(x, ·)‖L1(Rn) < ∞ since
‖στ,Q ,Q ′ ‖L∞(Rn×Rn) 
∥∥F−1ψQ ∥∥L1∥∥F−1ψQ ′∥∥L1‖σ‖L∞(Rn×Rn), (3.6)
and gQ ,Q ′(x, τ ) ∈ L2(Rnx × Rnτ ) will be proved in the below. Hence, by Lemma 3.2, (2.3) and (2.4), we have
‖hQ ,Q ′ ‖L2  C
∣∣Q + B(0,1)∣∣1/2‖gQ ,Q ′ ‖L2(Rn×Rn)  C |Q |1/2‖gQ ,Q ′ ‖L2(Rn×Rn) (3.7)
for all Q , Q ′ ∈ Q, where we have used the fact
Q + B(0,1) ⊂ B(dQ ,2RQ )+ B(0,1) ⊂ B(dQ ,2RQ + 1)
(see (2.2)). We next consider gQ ,Q ′ , and set σ˜τ ,Q ,Q ′(x, ξ) = στ,Q ,Q ′(x, ξ)χ(ξ) and (σ˜τ ,Q ,Q ′)x(ξ) = σ˜τ ,Q ,Q ′(x, ξ). Then
gQ ,Q ′(x, τ ) = σ˜τ ,Q ,Q ′(X, D) fτ (x). (3.8)
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F[(σ˜τ ,Q ,Q ′)x](η) = 1
(2π)n
(F2στ,Q ,Q ′(x, ·)) ∗ χ̂ (η) = 1
(2π)n
(
ψQ ′
(F2ψQ (Dx)στ )(x, ·)) ∗ χ̂ (η),
we see that suppF [(σ˜τ ,Q ,Q ′)x] ⊂ Q ′ + B(0,1). On the other hand, (3.6) gives (σ˜τ ,Q ,Q ′)x(ξ) ∈ L1(Rnξ ) ∩ L2(Rnξ ). Thus, by
(2.3), (3.8) and Lemma 3.3, we have∥∥gQ ,Q ′(·, τ )∥∥L2  C∣∣Q ′ + B(0,1)∣∣1/2 sup
x∈Rn
∥∥σ˜τ ,Q ,Q ′(x, ·)∥∥L2‖ fτ ‖L2  C |Q ′|1/2‖στ,Q ,Q ′ ‖L∞(Rn×Rn)‖χ‖L2‖ fτ ‖L2
= C |Q ′|1/2∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn)‖ fτ ‖L2
for all Q , Q ′ ∈ Q. This implies
‖gQ ,Q ′ ‖L2(Rn×Rn) =
{∫
Rn
∥∥gQ ,Q ′(·, τ )∥∥2L2 dτ}1/2
 C |Q ′|1/2∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn){ ∫
Rn
( ∫
Rn
∣∣ fτ (x)∣∣2 dx)dτ}1/2
= C |Q ′|1/2∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn){ ∫
Rn
( ∫
Rn
∣∣ f̂τ (ξ)∣∣2 dξ)dτ}1/2
= C |Q ′|1/2∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn)‖ϕ‖L2‖ f ‖L2 (3.9)
for all Q , Q ′ ∈ Q. Recall that 〈xQ 〉αn  |Q | and 〈ξQ ′ 〉αn  |Q ′| for all Q , Q ′ ∈ Q, where xQ ∈ Q and ξQ ′ ∈ Q ′ (see the
deﬁnition of an α-covering). Therefore, by (3.5), (3.7) and (3.9),
∥∥σ(X, D) f ∥∥L2 = ‖h‖L2  ∑
Q ,Q ′∈Q
‖hQ ,Q ′ ‖L2  C
( ∑
Q ,Q ′∈Q
|Q |1/2|Q ′|1/2∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn))‖ f ‖L2
 C
( ∑
Q ,Q ′∈Q
〈xQ 〉αn/2〈ξQ ′ 〉αn/2
∥∥ψQ (Dx)ψQ ′(Dξ )σ∥∥L∞(Rn×Rn))‖ f ‖L2 .
This is the desired result. 
4. Commutators and α-modulation spaces
In this section, we prove Theorem 1.2. We recall the deﬁnition of commutators. Let a be a Lipschitz function on Rn , that
is, ∣∣a(x)− a(y)∣∣ A|x− y| for all x, y ∈ Rn. (4.1)
Note that a satisﬁes (4.1) if and only if a is differentiable (in the ordinary sense) and ∂βa ∈ L∞(Rn) for |β| = 1 (see [24,
Chapter 8, Theorem 3]). If T is a bounded linear operator on L2(Rn), then T (af ) and aT f make sense as elements in
L2loc(R
n) when f ∈ S(Rn), since |a(x)| C(1+|x|) for some constant C > 0. Hence, the commutator [T ,a] can be deﬁned by
[T ,a] f (x) = T (af )(x)− a(x)T f (x) for f ∈ S(Rn).
Before proving Theorem 1.2, we show the following three lemmas:
Lemma 4.1. Let T be a bounded linear operator on L2(Rn), and a be a Lipschitz function on Rn with ‖∇a‖L∞ 
= 0. Then there exist
(a) > 0 and {a}0<<(a) ⊂ S(Rn) such that
(1) 〈[T ,a] f , g〉 = lim→0〈[T ,a ] f , g〉 for all f , g ∈ S(Rn),
(2) ‖∇a‖L∞  C‖∇a‖L∞ for all 0<  < (a),
where C is independent of T and a, 〈·,·〉 denotes the L2-inner product, and ∇a = (∂1a, . . . , ∂na).
Proof. Let ϕ ∈ S(Rn) be such that ϕ(0) = 1, ∫
Rn
ϕ(x)dx = 1 and suppϕ ⊂ {x ∈ Rn: |x|  1}. If we set a(x) = ϕ(x)(ϕ ∗
a)(x), then {a}0<<(a) ⊂ S(Rn) satisﬁes (1) and (2), where ϕ(x) = −nϕ(x/) and (a) will be chosen in the below.
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 
∣∣(∂iϕ)(x)(ϕ ∗ a(x) − a(0))∣∣+ ∣∣(∂iϕ)(x)a(0)∣∣+ ‖ϕ‖L1‖ϕ‖L∞‖∇a‖L∞
 
∣∣(∇ϕ)(x)∣∣ ∫
Rn
‖∇a‖L∞
(
1+ |x|)(1+ |y|)∣∣ϕ(y)∣∣dy + ∣∣a(0)∣∣‖∇ϕ‖L∞ + ‖ϕ‖L1‖ϕ‖L∞‖∇a‖L∞
 C1ϕC2ϕ‖∇a‖L∞ + 
∣∣a(0)∣∣‖∇ϕ‖L∞ + ‖ϕ‖L1‖ϕ‖L∞‖∇a‖L∞
for all 0 <  < 1, where C1ϕ = supx∈Rn (1 + |x|)|∇ϕ(x)| and C2ϕ =
∫
Rn
(1 + |y|)|ϕ(y)|dy. Hence, we obtain (2) with (a) =
min{‖∇a‖L∞/|a(0)|,1} if a(0) 
= 0, and (a) = 1 if a(0) = 0.
We next consider (1). Since a is continuous and |a(x)| C(1+ |x|) for all x ∈ Rn , we see that lim→0 a(x) = a(x) for all
x ∈ Rn , and |a(x)|  C‖ϕ‖L∞C2ϕ(1 + |x|) for all 0 <  < (a) and x ∈ Rn . Hence, by the Lebesgue dominated convergence
theorem, we have that lim→0〈a T f , g〉 = 〈aT f , g〉 for all f , g ∈ S(Rn), and a f → af in L2(Rn) as  → 0 for all f ∈ S(Rn),
and consequently T (a f ) → T (af ) in L2(Rn) as  → 0 for all f ∈ S(Rn). The proof is complete. 
Lemma 4.2. Let σ(x, ξ) ∈ S(Rn × Rn) be such that supp σ̂x ⊂ Ω , where σx(ξ) = σ(x, ξ), σ̂x(η) = F2σ(x, η) and Ω is a compact
subset of Rn independent of x. Then there exists a constant C > 0 such that∣∣σ(X, D) f (x)∣∣ C |Ω|1/2∥∥σ(x, ·)∥∥L2‖ f ‖L∞
for all f ∈ S(Rn), where C is independent of σ and Ω .
Proof. Since
σ(X, D) f (x) = 1
(2π)n
∫
Rn
( ∫
Rn
e−iy·ξσ (x, ξ)dξ
)
f (x+ y)dy = 1
(2π)n
∫
Rn
σ̂x(y) f (x+ y)dy = 1
(2π)n
∫
Ω
σ̂x(y) f (x+ y)dy,
we have by Schwartz’s inequality and Plancherel’s theorem∣∣σ(X, D) f (x)∣∣ Cn|Ω|1/2‖σ̂x‖L2‖ f ‖L∞ = Cn|Ω|1/2‖σx‖L2‖ f ‖L∞ .
The proof is complete. 
Lemma 4.3. Let 0  α  1 and Q be an α-covering of Rn with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn). Then, for every β ∈ Zn+
there exists a constant Cβ > 0 such that∥∥∂β(F−1ψQ )∥∥L1  Cβ 〈ξQ 〉|β| for all ξQ ∈ Q and Q ∈ Q.
Proof. Let ϕ ∈ S(Rn) be such that ϕ = 1 on B(0,2), and set ϕQ (ξ) = ϕ((ξ − dQ )/RQ ), where Q ∈ Q and dQ , RQ are as
in (2.2). Since ϕQ = 1 on B(dQ ,2RQ ) and suppψQ ⊂ Q ⊂ B(dQ ,2RQ ), we see that
F−1ψQ (x) = F−1[ϕQ ψQ ](x) =
∫
Rn
eidQ ·(x−y)RnQ Φ
(
RQ (x− y)
)(F−1ψQ )(y)dy
for all Q ∈ Q, where Φ = F−1ϕ . Hence,
∂βF−1ψQ (x) =
∑
β1+β2=β
Cβ1,β2
∫
Rn
dβ1Q e
idQ ·(x−y)Rn+|β2|Q
(
∂β2Φ
)(
RQ (x− y)
)(F−1ψQ )(y)dy
for all Q ∈ Q. Since RQ  |Q |1/n  〈ξQ 〉α (see (2.4)) and ξQ ∈ B(dQ ,2RQ ),
|dQ | |dQ − ξQ | + |ξQ | 2RQ + 〈ξQ 〉 C〈ξQ 〉,
and consequently |dQ | C〈ξQ 〉 for all ξQ ∈ Q and Q ∈ Q. Therefore,∥∥∂β(F−1ψQ )∥∥L1  C〈ξQ 〉|β|( ∑
β ′β
∥∥∂β ′Φ∥∥L1) sup
Q ∈Q
∥∥F−1ψQ ∥∥L1 = Cβ 〈ξQ 〉|β|
for all ξQ ∈ Q and Q ∈ Q. The proof is complete. 
We are now ready to prove Theorem 1.2.
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that σ(X, D) is bounded on L2(Rn). Since [σ(X, D),a] = 0 if a is a constant function, we may assume ‖∇a‖L∞ 
= 0. Hence,
by Lemmas 3.4 and 4.1, we have〈[
σ(X, D),a
]
f , g
〉= lim
→0
〈[
σ(X, D),a
]
f , g
〉= lim
→0
(
lim
′→0
〈[
σ′(X, D),a
]
f , g
〉)
for all f , g ∈ S(Rn), where {σ′ }0<′<1 ⊂ S(Rn × Rn) and {a}0<<(a) ⊂ S(Rn) are as in Lemmas 3.4 and 4.1. Hence, it is
enough to prove Theorem 1.2 with σ ∈ S(Rn × Rn) and a ∈ S(Rn). We note that
[
σ(X, D),a
]
f (x) = Cn
∫
Rn
eix·ξ
( ∫
Rn
eix·η
(
σ(x, ξ + η)− σ(x, ξ))̂a(η)dη) f̂ (ξ)dξ (4.2)
for all f ∈ S(Rn), where σ ∈ S(Rn × Rn) and a ∈ S(Rn). In fact,
σ(X, D)(af )(x) = 1
(2π)n
∫
Rn
eix·ησ (x, η)â f (η)dη = 1
(2π)n
∫
Rn
eix·ησ (x, η)
(
1
(2π)n
∫
Rn
â(η − ξ) f̂ (ξ)dξ
)
dη
and
a(x)σ (X, D) f (x) =
(
1
(2π)n
∫
Rn
eix·ηâ(η)dη
)
1
(2π)n
∫
Rn
eix·ξσ (x, ξ) f̂ (ξ)dξ.
We decompose σ and a as follows:
σ(x, ξ) =
∑
Q ,Q ′∈Q
σQ ,Q ′(x, ξ) and a(x) =
∞∑
j=0
ϕ j(D)a(x), (4.3)
where σQ ,Q ′(x, ξ) = ψQ (Dx)ψQ ′(Dξ )σ (x, ξ), Q is an α-covering of Rn with a corresponding BAPU {ψQ }Q ∈Q ⊂ S(Rn), and
{ϕ j} j0 is as in (2.7). Then, by the decomposition (4.3),
[
σ(X, D),a
]= ∑
Q ,Q ′∈Q
[
σQ ,Q ′(X, D),ϕ0(D)a
]+ ∞∑
j=1
[
σ(X, D),ϕ j(D)a
]
. (4.4)
We consider the ﬁrst sum of the right-hand side of (4.4). By (4.2) and Taylor’s formula, we have
[
σQ ,Q ′(X, D),ϕ0(D)a
]
f (x) = Cn
∫
Rn
eix·ξ
{ ∫
Rn
eix·η
(
n∑
k=1
ηk
1∫
0
∂ξkσQ ,Q ′(x, ξ + tη)dt
)
ϕ0(η)̂a(η)dη
}
f̂ (ξ)dξ
= Cn
n∑
k=1
1∫
0
{ ∫
Rn
eix·ξ
( ∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
)
f̂ (ξ)dξ
}
dt,
where η = (η1, . . . , ηn) ∈ Rn . Hence, by Theorem 1.1,
∥∥[σQ ,Q ′(X, D),ϕ0(D)a] f ∥∥L2  C‖ f ‖L2 n∑
k=1
1∫
0
∥∥∥∥∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
∥∥∥∥
M∞,1
(αn/2,αn/2),α
dt. (4.5)
Note that ∂ξkσQ ,Q ′(x, ξ + tη) ∈ S(Rnx × Rnξ ) and suppϕ0 ⊂ B(0,2). Since
suppFx→y
[ ∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
]
⊂ {y: y ∈ Q + B(0,2)},
suppFξ→ζ
[ ∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
]
⊂ {ζ : ζ ∈ Q ′}
and supQ ∈Q‖F−1ψQ ‖L1 < ∞, we have by Lemma 2.1
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Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
∥∥∥∥
M∞,1
(αn/2,αn/2),α
=
∑
Q˜ ∩(Q +B(0,2))
=∅
Q˜ ∈Q
∑
Q˜ ′∩Q ′ 
=∅
Q˜ ′∈Q
〈xQ˜ 〉αn/2〈ξQ˜ ′ 〉αn/2
∥∥∥∥ψQ˜ (Dx)ψQ˜ ′(Dξ )∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
∥∥∥∥
L∞(Rn×Rn)
 C〈xQ 〉αn/2〈ξQ ′ 〉αn/2
∥∥∥∥∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
∥∥∥∥
L∞(Rn×Rn)
. (4.6)
Let χ ∈ S(Rn) be such that |χ | 1 on {|ξ | 4} and supp χ̂ ⊂ {|x| < 1} (for the existence of such a function, see the proof
of [14, Theorem 2.6]). Since ϕ0 = ϕ0χ/χ = χ(ϕ0/χ), we can write ϕ0 = χΦ , where Φ = ϕ0/χ ∈ S(Rn). Then∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη =
∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)χ(η)Φ(η)∂̂ka(η)dη
= τ k,t,ξQ ,Q ′(X, D)
(
Φ(D)(∂ka)
)
(x), (4.7)
where τ k,t,ξQ ,Q ′(x, η) = ∂ξkσQ ,Q ′(x, ξ + tη)χ(η). Since
Fη→ζ
[
∂ξkσQ ,Q ′(x, ξ + tη)
]= t−n(iζk/t)eiξ ·ζ/tψQ ′(ζ/t)F2[ψQ (Dx)σ ](x, ζ/t),
we have
suppF[(τ k,t,ξQ ,Q ′)x]⊂ {ζ ∈ Rn: ζ ∈ tQ ′ + B(0,1)}, (4.8)
where (τ k,t,ξQ ,Q ′)x(η) = τ k,t,ξQ ,Q ′(x, η) and tQ ′ = {tζ : ζ ∈ Q ′}. On the other hand, by (2.5), (2.8) and Lemma 4.3, we see that∥∥∂ξkσQ ,Q ′∥∥L∞(Rn×Rn)  ∑
Q˜ ′∈Q
∥∥∂ξk (ψQ˜ ′(Dξ )σQ ,Q ′)∥∥L∞(Rn×Rn)
=
∑
Q˜ ′∩Q ′ 
=∅
sup
x∈Rn
∥∥[∂ξk (F−1ψQ˜ ′)] ∗ [σQ ,Q ′(x, ·)]∥∥L∞

∑
Q˜ ′∩Q ′ 
=∅
sup
x∈Rn
∥∥∂ξk (F−1ψQ˜ ′)∥∥L1∥∥σQ ,Q ′(x, ·)∥∥L∞
 C
∑
Q˜ ′∩Q ′ 
=∅
〈ξQ˜ ′ 〉‖σQ ,Q ′ ‖L∞(Rn×Rn)  Cn0〈ξQ ′ 〉‖σQ ,Q ′ ‖L∞(Rn×Rn). (4.9)
We note that τ k,t,ξQ ,Q ′(x, η) ∈ S(Rnx × Rnη) for every 1  k  n, 0 < t < 1 and ξ ∈ Rn , since σ ∈ S(Rn × Rn). Thus, by (2.3),
(4.7)–(4.9) and Lemma 4.2, we obtain that
sup
x,ξ∈Rn
∣∣∣∣ ∫
Rn
eix·η∂ξkσQ ,Q ′(x, ξ + tη)ϕ0(η)∂̂ka(η)dη
∣∣∣∣ C∣∣tQ ′ + B(0,1)∣∣1/2( sup
x,ξ∈Rn
∥∥τ k,t,ξQ ,Q ′(x, ·)∥∥L2)∥∥Φ(D)(∂ka)∥∥L∞
 C |Q ′|1/2‖∂ξkσQ ,Q ′ ‖L∞(Rn×Rn)‖χ‖L2
∥∥F−1Φ∥∥L1‖∂ka‖L∞
 C〈ξQ ′ 〉αn/2+1‖σQ ,Q ′ ‖L∞(Rn×Rn)‖∇a‖L∞ (4.10)
for all 0< t < 1. Combining (4.5), (4.6) and (4.10), we have∑
Q ,Q ′∈Q
∥∥[σQ ,Q ′(X, D),ϕ0(D)a] f ∥∥L2  C‖∇a‖L∞( ∑
Q ,Q ′∈Q
〈xQ 〉αn/2〈ξQ ′ 〉αn+1‖σQ ,Q ′ ‖L∞(Rn×Rn)
)
‖ f ‖L2
= C‖∇a‖L∞‖σ‖M∞,1
(αn/2,αn+1),α
‖ f ‖L2 .
We next consider the second sum of the right-hand side of (4.4). Since
ϕ j(D)a(x) =
∫
Rn
2 jn
(F−1ϕ)(2 j(x− y))(a(y)− a(x))dy
and a is a Lipschitz function, we have ‖ϕ j(D)a‖L∞  C2− j‖∇a‖L∞ for all j  1. Hence, by Theorem 1.1, we see that
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j=1
∥∥[σ(X, D),ϕ j(D)a] f ∥∥L2  ∞∑
j=1
(∥∥σ(X, D)(ϕ j(D)a) f ∥∥L2 + ∥∥(ϕ j(D)a)σ(X, D) f ∥∥L2)
 C
∞∑
j=1
2− j‖∇a‖L∞‖σ‖M∞,1
(αn/2,αn/2),α
‖ f ‖L2
 C‖∇a‖L∞‖σ‖M∞,1
(αn/2,αn+1),α
‖ f ‖L2 .
The proof is complete. 
Appendix A. The inclusion between Besov and modulation spaces
Let 1 p,q ∞ and p′ be the conjugate exponent of p (that is, 1/p + 1/p′ = 1). In [28, Theorem 3.1], Toft proved the
inclusions
Bp,qnν1(p,q)
(
Rn
)
↪→ Mp,q(Rn) ↪→ Bp,qnν2(p,q)(Rn),
where
ν1(p,q) = max
{
0,1/q −min(1/p,1/p′)}, ν2(p,q) = min{0,1/q −max(1/p,1/p′)}.
Due to Sugimoto and Tomita [26, Theorem 1.2], the optimality of the inclusion relation between Besov and modulation
spaces is described in the following way:
Theorem A.1. Let 1 p,q∞ and s ∈ R. Then the following are true:
(1) If B p,qs (R
n) ↪→ Mp,q(Rn), then s nν1(p,q).
(2) If Mp,q(Rn) ↪→ Bp,qs (Rn), then s nν2(p,q).
In particular, we have the best inclusions
B∞,1n
(
Rn
)
↪→ M∞,1(Rn) ↪→ B∞,10 (Rn).
Hence, we see that B∞,1n/2 (Rn) and M∞,1(Rn) have no inclusion relation with each others, and B
∞,1
(n/2,n/2)(R
n × Rn) and
M∞,1(R2n) also have the same relation since ‖ f ⊗ g‖M∞,1
(s1,s2),α
= ‖ f ‖M∞,1s1,α‖g‖M∞,1s2,α and M
∞,1
(0,0)(R
n × Rn) = M∞,1(R2n) (see
Section 2). We remark that the statement (2) was shown in a restricted case 1  p,q < ∞ in [26], but it is also true for
the endpoint p = ∞ or q = ∞. For example, if we assume that M∞,q(Rn) ↪→ B∞,qs (Rn) with s > nν2(∞,q), then we have
Mp,˜q(Rn) ↪→ Bp,˜qs (Rn) (2 < p < ∞) with s > nν2(p, q˜ ) by interpolating it with the fact M2,2 = B2,20 , where 1 < q˜ < ∞ is a
number determined by p and q. This contradicts (2) with 1 p,q < ∞.
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