Abstract-In this work we formulate and study a Travelling Salesman Problem (TSP) for a scenario in which two different vehicles cooperate so as to perform a desired task in an optimal way. In particular we consider the problem where a fast vehicle with a short operative range has to be coordinated with a carrier vehicle, typically slower but with virtually infinite operativity range, in order to visit in the shortest time a given collection of points.
I. INTRODUCTION
In this paper, we focus on a mission planning problem for a simple system of heterogeneous vehicles, arising from the combination of (i) a slow autonomous surface carrier (typically a ship), with long range operational capabilities, and (ii) a faster vehicle (typically a helicopter, an UAV or an offshore vehicle) with a limited operative range. The carrier is able to transport the faster vehicle, as well as to deploy, recover, and service it. Even though this two-vehicle system is very simple, many path planning and coordination problems of interest -similar to those introduced in [1] and [2] - [6] for other frameworks -may be defined for it. Here, we will focus on a class of rescue mission planning problems assuming holonomic dynamical models to represent the behavior of both the carrier and carried vehicles. In particular, we will study and provide solutions for the so called "fast rescue problem", where the aim is to complete the missions in the "shortest possible time". Some preliminary results on this class of problems have been detailed in [7] - [9] .
II. PROBLEM STATEMENT
Consider a system composed of two different vehicles, a carrier vehicle (also denoted in the following as carrier), whose variables and functions will be denoted by subscript · c , and a carried vehicle (compactly referred to as the vehicle), denoted by subscript · v . In the following, we will refer to the combined system as the carrier-vehicle system.
The vehicles will be considered as material points belonging to the Euclidean space R 2 and their positions will be denoted respectively by p c (t) = [x c (t) y c (t)]
T and p v (t) = [x v (t) y v (t)] T . It is assumed that the carrier has a single integrator behavior and thus is able to follow any continuous
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• when it is not carried, it can follow any continuous path with a speed lower than or equal to
• when it is carried, its position coincides with that of the carrier, namely p v (t) = p c (t).
In order to model the limited operative range of the faster vehicle, it is then assumed that it is able to leave the carrier, i.e. p v = p c , for no more thanā units of time. Moreover, every time the vehicle comes back to the carrier, i.e. p v ≡ p c , its remaining autonomy is instantaneously restored toā. The problem we want to solve in this paper is a particular Travelling Salesman Problem (TSP) that can be thought as the generalization of the one proposed in [7] and that will be hereafter referred to as Generalized Carrier-Vehicle Travelling Salesman Problem (GCV-TSP):
Problem 1 (GCV-TSP) -Let p 0 be the same initial position for both vehicles, namely p c (0) = p v (0) = p 0 , and q set = {q 1 , ..., q n } be an unordered set of n points to be visited. Determine the minimum-time trajectory allowing each point to be visited by the carried vehicle and ending, for both vehicles, at the final point p f coinciding with the initial position p f ≡ p 0 . 2 Such problems are quite challenging and involve both continuous and integer decision variables. Namely, to solve the problem it is necessary to determine (a.) the order of visit of the points (b.) the number of take offs and the number of points that have to be visited for each take-off and landing (c.) the continuous trajectories of the two vehicles that minimize the mission completion time. The resulting problem, having the classical Euclidean TSP as a particular case (forā → 0), is at least an NP-Hard problem. As a consequence, for practical applications, efficient polynomialin-time heuristics have to be developed.
In this work, we propose a heuristic for the given problem based on a bottom-up analysis. As a first step, in Section III, we will consider the problem of determining the continuous trajectories for the two vehicles (c.) assuming that the values of the discrete variables associated with the order of the points (a.) and the number of points to visit for each takeoff (b.) are known. Then, on the basis of the obtained results, Section IV presents some heuristics to deal with the problem of determining the variables (b.) assuming that only the order of visit is given. Finally, in Section V, this last assumption will be dropped by developing a heuristic for the determination of the order of visit of the n points and by combining it with the developments of previous Sections.
III. PATH PLANNING -ORDERED VISIT OF n POINTS
The goal of this section is to determine, if it exists, the minimal completion time trajectory for those missions in which, given an initial point p 0 = p c (0) = p v (0) and an ordered list of n points q list = [q 1 , ..., q n ], we want each q i , i = 1, ..., n, to be visited by the carried vehicle in the given order by following a prescribed sequence of s take offs -visit of n i points -landing operations summarized by the vector
T , where n i represents the number of points visited between the i−th take-off and the i−th landing. The mission is completed once both the carrier and the vehicle reach the final position p f ≡ p 0 . To this end, let us first introduce the following n(n + 1)/2 binary constants α ij ∈ {0, 1} , i = 1, ..., n, j = i, ..., n.
(
whose semantic is that if α ij = 1, then all and only the points belonging to the sublist q list,i,j = [q i , q i+1 , ..., q j−1 , q j ] will be sequentially visited by the carried vehicle without any landing on the carrier's deck. Constants α ij may be computed on the basis of vector S as follows:
For any α ij = 1 we may now introduce a variable t to,l ij representing the elapsed time between the takeoff and the landing events relative to the sublist q list,i,j . Because of the operativeness constraints, for any sequence, the time between the take-off and the landing events has to be lower than or equal toā. By introducing Φ = {(i, j)|α ij = 1}, representing the set of indices (i,j) for which α ij = 1, the operativeness constraints family may be written as
The next observation is that, if we denote by p to,i the takeoff point just before visiting the i-th point and with p l,j the landing point just after the visit of the j-th point, the time between a takeoff and a subsequent landing cannot be lower than the minimum time the ship would spend to go from p to,i to p l,j . Such a time, for the geometry of the problem, is represented by the time the ship would spend to follow the straight line between the two points at its maximum speed. The following constraints are then defined:
For the same reason, t to,l tij cannot be lower than the minimum time the faster vehicle may spend to follow the minimumlength path connecting p to,i , the points of q list,i,j and p l,j i.e.
is the sum of the distances between consecutive points in q list,i,j .
Similarly, let us introduce the variable t l,to i
to represent the interval of time between the landing at point p l,i−1 and the takeoff at point p to,i , after which the next point to be visited is q i . Since such a time cannot be lower than the time the carrier would spend by following the straight line from p l,i−1 to p to,i at the maximum allowed speed V c , the following constraints are defined
where Ψ = {i|∃j : α ij = 1} {n + 1} and where it is assumed that p l,0 ≡ p 0 and p to,n+1 = p f . The further variable t l,to n+1 is added in order to take into account the carrier trajectory between the last landing point p l,n and the final position p f (since it is a trajectory that, like the trajectories between a landing and a take-off point, has to be followed by both the carrier and the vehicle). By using the above arguments, we can reformulate the problem as the one of determining a set of take off and landing points p to,i , p l,i and the corresponding vehicle trajectories between them, p 0 , the target points q i , i = 1, ..., n and p f , complying with the prescription vector S and such that the relative time the vehicles spend to complete each path satisfies (2)- (5) while minimizing the following total completion time :
Clearly, since we are interested in minimizing the above total time, the trajectories between the points have to be the fastest ones. This means that: 1) for any i ∈ Ψ, the optimal trajectory of the carrier between the points p l,i−1 and p to,i is always a straight line between the two points traveled up at the maximum carrier speed V c . Please note that this means that
2) for any 
Vc ||p l,j − p to,i || , and then the carrier has to follow the straight line between p to,i and p l,j at its maximum speed, while the vehicle can do any possible trajectory, starting from p to,i , touching each point of q list,i,j in the prescribed order, and arriving in p l,i in the temporal slot t to,l ij . The latter discussion allows us to conclude that, to define the optimal path, all the trajectories between the starting, the take-off, the landing positions and the points to be visited have to be straight lines followed at the maximum speed. The only exception would be the routes between the points p to,i and p l,i where one of the two vehicles is allowed to follow any feasible trajectory that enables it to arrive at the rendezvous point at the optimal time t to,l ij . On the basis of the latter observations, the ordered visit of n points reduces to the solution of the following optimization problem:
Interestingly enough, such a formulation of the problem presents some very interesting properties whose proofs are reported in [13] for space reasons: (8) is a convex optimization problem and then can be solved in polynomial time w.r.t. the dimension of the problem.
2 Lemma 2 -Problem (8) admits a feasible solution if and only if the following sets of inequalities hold true:
where d c i,j := ||q j − q i || is the distance between the first and last point of the sublist q list,i,j . Moreover, if these conditions hold true, a feasible (tough sub-optimal) solution to (8) may be computed in an analytic way. 2
IV. RELAXING TAKEOFF-LANDING SEQUENCES The goal of this section is to remove the assumption that the n(n + 1)/2 constants α ij are known a priori and to make them become optimization variables. To this end, the first step is to rewrite the optimization problem (8) as an explicit function of α ij . By remembering that (i, j) ∈ Φ if and only if α ij = 1 conditions (2)-(4) become: (10) with i = 1, ..., n, j = i, ..., n. Please note that the above constraints are equivalent to (2)-(4) since each constraint for which α ij = 0 collapses into t to,l ij ≥ 0 and thus becomes an uninfluent constraint. Similarly, by introducing further constants α i n+1 = 0, i = 1, ..., n + 1 and α n+1 n+1 = 1 used to take into account the fact that n + 1 ∈ Ψ, we may note that the condition i ∈ Ψ implies that it exists a j such that α ij = 1. Thus, the family of constraints (5) = 1, ..., n+1, j = i, . .., n+1.
(11) In order to complete the formulation of the constraints that define our problem, we need to characterize the constraints related to the variables α ij . The first group of these constraints represent the fact that α ij are binary variables, i.e.
The second group of constraints on α ij have instead to capture the fact that α ij = 1 means that all and only the points [q i , q i+1 , ..., q j−1 , q j ] will be sequentially visited in a row between a take-off and a landing and that every point has to be visited exactly one time:
which imply that only one α ij with i ≤ k ≤ j may be equal to 1. Finally, by observing that the completion time (6) becomes
the ordered visit of n points without prescribed takeoff/landing sequences can be written as the following MixedInteger Nonlinear Programming (MINLP) problem:
,p l,i ,pto,i,αij t tot subject to : (10), (11), (12), (13), (14) .
Early attempts to solve this problem through a commercial MINLP solver gave discouraging results and enumerative approaches seemed to provide faster and more reliable results. From a computational viewpoint the enumeration is equivalent to the generation of all the ordered partitions of an integer, the number of which (see [10] amongst others) is 2 n−1 . However, interestingly enough, in most practical path planning cases many solutions can be discarded a priori by means of Lemma 2. In fact, if we denote by Ω the set of indices (i, j) for which Lemma 2 allows α ij to be equal to 1, we can simplify (16) by imposing
However, it is worth to point out that, while in several cases of interest the latter pre-processing task makes the optimization problem tractable, this problem remains computationally prohibitive in the general case. For such a reason, the development of heuristic approaches is in order. A first possible idea to build up a heuristic is to minimize the number of takeoffs. The latter can be easily computed thanks to the following lemma whose proof is reported in [13] .
Lemma 3 -Given a list of points q list = [q 1 , ..., q n ], the minimum number of takeoffs required to visit each point q i ∈ q list can be determined by solving the following linear programming optimization problem
The following heuristic can then be defined. However, it should be remarked that the latter heuristic can perform quite poorly. In fact the policy "the more points you visit in a row, the better" is a good choice only when the limited autonomy of the faster vehicle does not force the carrier to have long path deviations for the only sake of "rescuing" the vehicle. This phenomenon becomes more and more frequent as far as d . By construction, for all admissible values of r, the optimal solution is achieved by visiting each point q 1 , q 2 (r) and q 3 separately, namely by landing back to the carrier after each visit. Figure 2 shows that the optimal value and the value obtained by visiting the three points all in a row coincides for small values of d while they diverge once a certain threshold is trespassed. As depicted in Figure 3 , this is due to the large carrier deviation needed to recover the vehicle. An analogous situation arise by increasing the distance d 
where (i k , j k ) denotes the k−th element of the list. These lists are composed of all the indices (i, j) ∈ Ω such that i < j and are ordered so that for each pair
respectively. What the proposed heuristics do is to eliminate one by one from Ω the couples with higher values of d
.., n, j = i, ..., n; 1. for k = 1 : k f + 1 1.1 Determine the values ofα ij , i = 1, ..., n, j = i, ..., n as the optimal solution of (18); 1.2 Substitute α ij =α ij , i = 1, ..., n, j = i, ..., n into (16), solve the resulting convex optimization problem and obtain the completion timet tot ; 1.3 ift tot < t * tot
• Set t * tot =t tot and α * ij =α ij , i = 1, ..., n, j = i, ..., n; 1.4 Eliminate the couple (i k , j k ) from the set Ω, i.e. Ω = Ω \ {(i k , j k )} Remark 1 -The two Heuristics can be combined by always choosing the best result amongst the two. Such a further heuristic will be denoted by Heuristic 4. 2
V. THE GCV-TSP
Following the bottom-up analysis introduced in Section II, we will finally address the GCV-TSP by removing also the assumption on the knowledge of the order of points to be visited. According to [12] , TSP problems are typically NP-Hard and then no polynomial-in-time algorithm is known to solve them. For such a reason, it is of interest to design heuristic algorithms. In particular, in order to deal with the specific TSP problem at hand, we propose a heuristic algorithm in which the order of the points to be visited is obtained by means of the Euclidean TSP. Although still NP-Hard, such a problem admits a polynomial-time approximation scheme (see [11] ). This means that, for any scalar e > 0, it is possible to find, in a polynomial time, a tour whose length is at most (1 + 1/e) times longer than the optimal length. Then, in practice, for any instance of the E-TSP we can obtain an almost-optimal solution in a reasonable time. Finally, the GCV-TSP heuristic here proposed (Heuristic 4) consists of the following two steps:
1) determine the visiting order of the almost-optimal E-TSP tour for the set of points {p 0 } ∪ q set ; 2) on the basis of the above visiting order, a (sub)optimal solution is obtained using the minimum number of takeoffs heuristic defined in Section IV, by setting p f = p 0 . In order to analyze the performance of the proposed heuristic , an analytical characterization of the optimal cost is required. To this end, in the following subsection we compute analytical upper and lower bounds to the GCV-TSP.
A. Analytical upper and lower bounds to the GCV-TSP
As a first step, it is worth to note that, under the assumption that the order of the points to be visited is given (namely the ordered set q list ), the shortest distance that a vehicle has to cover to visit all the points in the given sequence q list starting from p 0 and coming back to p f = p 0 is given by = which intuitively derives from the fact that our team of vehicles cannot be faster than a vehicle allowed to travel at speed V v for a timeā for any segment between two points. Details may be found in [13] . To derive an upper bound, it is enough to compute an analytical feasible solution of Problem 1. In particular, given an arbitrary ordered set q list and introducing d min := min i=1,...,n d v i−1,i andā = min{d min /V v ,ā}, the following upper bound may be stated where
where
and where
.., n − 1, denotes the list of the n (smallest) angles formed by the segments that connect three consecutive points of the ordered listq list = [p 0 , q 1 , q 2 , ..., q n , p 0 ]. More specifically, θ 1 denotes the minimum amplitude angle formed by the segment connecting points p 0 and q 1 and the one connecting q 1 and q 2 , θ i , with i = 2, ..., n − 1, denotes the minimum amplitude angle formed by the segment connecting points q i−1 and q i and the one connecting q i and q i+1 . Finally, θ n denotes the minimum amplitude angle formed by the segment connecting points q n−1 and q n and the one connecting q n and p 0 (for a graphical intuition see also Figure  4 , for details please refer to [9] ). Please note that, ifā =ā,
ET SP , namely if the sequence q list is one of the optimal solutions to the E-TSP, the proposed upper bound precisely matches the lower bound (21) and, for this reason, is the optimal cost to Problem 1. 
B. GCV-TSP Heuristic Guaranteed Bound
By exploiting the latter bounds, the following result, whose proof is reported in [13] , can be stated Lemma 4 -Let the initial point p 0 and the set of n points q set to be visited be given. Let ET SP denote the length of the (1 + 1/e)-approximated optimal E-TSP tour, with e > 0, and θ
ET SP list
.., n − 1 the list of the n (smallest) angles formed by the segments connecting two consecutive points in the order given by the approximated E-TSP solution. Then, the completion time t heu CV −T SP obtained with the proposed GCV-TSP heuristic has a cost which is at most ε times greater than the optimal one, with ε given by
where t L (·) and t U (·) are defined in (21) and (22). 2
C. Numerical Results
A large campaign of numerical simulations has been conducted so as to show the effectiveness of the proposed heuristic. As reported in Table I , in order to give soundness to such a simulative campaign, we randomly generated 6200 case-studies for families of 5, 6 and 7 points belonging to areas of 63km×63km, 63km×126km and 315km×315km. For the sake of brevity, such areas are denoted by SD, ND, LD, respectively. For each of these randomly generated cases, we compared the proposed GCV-TSP heuristic (making use of Heuristic 4 to determine the collection of points that has to be visited in a row) with the optimal solution obtained by enumeration. All the simulations have been performed in C++ by using the optimization library Ipopt [14] and assuming that the carrier vehicle has a maximum velocity V c = 18km/h while the faster vehicle has a maximum velocity V v = 90km/h and an autonomȳ a = 21min. It is worth to remark that, since this kind of numerical investigation requires the computation of the true optimal solution of a GCV-TSP for any randomly generated case, large numerical campaigns with a number of points higher than 7 are not easily practicable due to the exponential computational burden explosion. In Table   Case 5 points 6 points 7 points Short Distance (SD) 1000 500 100 Normal Distance (ND) 1000 1000 100 Long Distance (LD) 1000 1000 500 II it is reported, for the configurations with 6 points, the number of cases for which the relative degradation of the heuristic result with respect to the real optimum is below a certain threshold. It is worth to observe that the heuristic computes an almost optimal solution (i.e. the degradation is lower than 0.1%) for 73.3% of the short-distance (SD) cases (which are the worst situations). Moreover, this heuristic seems to be able to always provide negligible degradations in the long-distance (LD) case. In order to clearly show the efficiency of the proposed heuristic, in Table III the average degradation is reported for all the cases taken into account. It is worth noticing that the average degradation always remains very low and reaches a maximum lower than 1.5% for the SD case with 7 points. For the sake of completeness it is worth noticing that the result tends to get worse when the distance between points diminishes. It is however important to remark that, even if bigger in relative terms, in this case the degradation is usually negligible in absolute terms (for instance, in the SD case with 7 points, the average degradation is 3.7 minutes while the average mission completion time is 4.34 hours). For more details on this simulation campaign, the reader is referred to [13] .
VI. CONCLUSION This paper has addressed the generalized travelling salesman problem for a heterogeneous system involving the collaboration of a slow carrier with an infinite operative range and a fast carried vehicle that has a limited autonomy. A heuristic has been developed using a bottom-up approach and on the basis of both theoretical and empirical considerations. Finally, a large campaign of numerical simulations has shown the performance of the presented heuristic.
