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Résumé
L’analyse de fiabilité fait partie intégrante de la conception et du fonctionnement
d’un système, en particulier pour les systèmes exécutant des applications critiques.
Des travaux récents ont montré l’intérêt d’utiliser les réseaux bayésiens dans le
domaine de la fiabilité pour modéliser la dégradation d’un système. Les modèles
graphiques de durée sont un cas particulier des réseaux bayésiens, qui permettent
de s’affranchir de la propriété markovienne des réseaux bayésiens dynamiques. Ils
s’adaptent aux systèmes dont le temps de séjour dans chaque état n’est pas né-
cessairement distribué exponentiellement, comme c’est la cas dans la plupart des
applications industrielles. Des travaux antérieurs ont toutefois montré des limita-
tions à ces modèles en terme de capacité de stockage et de temps de calcul, en
raison du caractère discret de la variable temps de séjour. Nous proposons d’utiliser
une variable "temps de séjour" continue pour limiter cette complexité calculatoire.
Après avoir remarqué que la loi de Weibull permettait de représenter convenable-
ment les données de durée de vie issues de retours d’expérience sur les composants
qui nous intéressent, l’objectif est d’intégrer des variables de temps de séjour suivant
une distribution de Weibull dans un modèle de durée graphique en proposant un
nouvel algorithme d’inférence ad-hoc.
Après une présentation des réseaux bayésiens, et plus particulièrement des mo-
dèles graphiques de durée et leur limitation, ce rapport s’attache à présenter le
nouveau modèle MGDHW, pour modèle graphique de durée hybride Weibull, per-
mettant la modélisation du processus de dégradation. Un algorithme original per-
mettant l’inférence dans un tel réseau est alors détaillé.
Ne disposant pas de données particulières pour cette étude, différentes bases de
données ont été simulées pour apprendre d’une part un modèle graphique de durée
et d’autre part un modèle graphique de durée hybride-Weibull, afin de comparer les
qualités de leurs apprentissages et l’efficacité de leur algorithme d’inférence respec-
tifs.
ii
Abstract
Reliability analysis is an integral part of the design and the operation of a sys-
tem, especially for systems running critical applications. Recent works have shown
the interest of using Bayesian Networks in the field of reliability, to model the degra-
dation of a system. The Graphical Duration Models are a specific case of Bayesian
Networks, which make it possible to overcome the Markovian property of dynamic
Bayesian Networks. They adapt to systems whose sojourn-time in each state is not
necessarily exponentially distributed, which is the case for most industrial appli-
cations. Previous works have however shown limitations in these models in terms
of storage capacity and computing time, due to the discrete nature of the sojourn
time variable. We propose to use a continuous sojourn time variable to limit this
computational complexity. After noting that the Weibull distribution correctly re-
presents lifetime data from feedback on the components we are interested in, the aim
is to integrate sojourn time variables following a Weibull distribution in a Graphical
Duration Model by proposing a new ad-hoc algorithm.
After a presentation of the Bayesian networks, and more particularly graphical
duration models, and their limitations, this report focus on presenting the new model
WHGDM, for Weibull-Hybrid Graphical Duration Model allowing the modeling of
the degradation process. An original algorithm allowing the inference in such a
network is then detailed.
Because we do not have specific data for this study, various databases were si-
mulated to learn on one hand a Graphical Duration Model, and on an other hand
a Hybrid - Weibull Graphical Duration Model, in order to compare the qualities
of their respective learning and the effectiveness of their respective inference algo-
rithms.
iii
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Introduction générale
Depuis la seconde moitié du XXe siècle et le développement des secteurs dits
"à risque" (aviation civile, nucléaire, aérospatiale), un nouveau domaine scientifique
a vu le jour afin d’aider à maintenir en état opérationnel un système pour lequel
les exigences en disponibilité, sécurité, fiabilité et maintenabilité sont élevées : la
sûreté de fonctionnement, également appelée science des défaillances. Les nouvelles
exigences sociétales de disponibilité et de qualité de service et les contraintes envi-
ronnementales ont contribué au développement d’outils plus complexes pour ce nou-
veau domaine. De plus, des événements tels que l’accident nucléaire de Tchernobyl
en 1986, qui fut à la base du développement des concepts modernes de maintenance
basée sur la fiabilité, ont conduit à ce que les exigences liées à la sûreté de fonction-
nement soient devenues de plus en plus importantes dans l’industrie. De nouvelles
approches sont ainsi sans cesse proposées par la communauté scientifique afin d’as-
surer aux systèmes un niveau de fonctionnement satisfaisant, tout en veillant aux
différents enjeux économiques, environnementaux, sociétaux, et réglementaires. Pour
ce faire, une étape généralement nécessaire est l’étude du processus de dégradation
conduisant aux défaillances redoutées. De nombreux travaux ont ainsi vu le jour,
tels que l’ouvrage de [Cocozza-Thivent 1997], dont le but est de montrer concrè-
tement ce que peut apporter l’étude des processus stochastiques dans le domaine de
la fiabilité, et celui de [Aven et Jensen 1999], qui présente les grands axes de la
fiabilité du point de vue des processus stochastiques.
En outre, avec l’évolution du numérique dans l’entreprise, de plus en plus de
retours d’expérience sont disponibles, notamment sous forme de bases de données
plus ou moins bien formalisées.
Depuis une vingtaine d’années, de nombreuses méthodes d’analyse numérique
pour la fiabilité sont donc apparues, depuis de simples lois de survie jusqu’à des
modèles dynamiques qui présentent l’avantage de pouvoir modéliser l’évolution de
la dégradation au cours du temps. Une introduction de ces méthodes est présentée
dans [Rausand et Høyland 2004].
Si les chaînes de Markov [Markov 1971] sont certainement en 2018 une des
approches dynamiques les plus utilisées dans la littérature pour modéliser la dégra-
dation de systèmes à espaces d’états discret, les réseaux bayésiens [Jensen 1996 ;
Pearl 1985], et surtout leur extension temporelle, nommée réseaux bayésiens dyna-
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miques (RBD) [Murphy 2002], présentent l’avantage de généraliser plusieurs types
de modèles dynamiques. En effet, il a été montré qu’un RBD pouvait modéliser une
chaîne de Markov, ou encore un réseau de Pétri stochastique [Natkin 1980].
Les réseaux bayésiens permettent de représenter de façon intuitive et factorisée
la distribution jointe de plusieurs variables, par l’utilisation conjointe de graphiques
et de distributions de probabilité.
Leur puissance de modélisation et de calcul a ainsi contribué à faire des RBD un
formalisme aujourd’hui très utilisé en modélisation de la fiabilité et de la mainte-
nance de systèmes à espaces d’états finis et discrets, comme l’illustrent [Broy et al.
2011] et [Zahra et al. 2013] en utilisant les RBD pour modéliser la fiabilité d’un
système.
Ce constat a conduit le laboratoire GRETTIA à mener des travaux qui ont
conduit au développement de modèles de dégradation et de modèles de maintenance,
tels que les modèles graphiques de durée (MGD) [Donat et al. 2010], mis en place il
y a une dizaine d’années. Contrairement aux RBD standards, les MGD contiennent
une variable de temps de séjour discrète qui modélise le temps passé dans chaque état
du système. L’introduction de ce noeud permet de s’affranchir des limitations des
réseaux bayésiens dynamiques qui, de par leur propriété markovienne, nécessitent
des taux de transition constants, et ne sont donc pas adaptés au comportement
d’un grand nombre d’applications industrielles. Les MGD sont toutefois limités par
le caractère nécessairement discret des variables qui le décrivent (états du système,
temps passé dans chaque état), en particulier de la variable modélisant le temps de
séjour passé dans l’état de fonctionnement courant. L’impact de ces limites a été
mis en évidence par la thèse de Josquin Foulliaron [Foulliaron 2015], développant
des outils de pronostic à partir du formalisme des réseaux bayésiens dynamiques
et des modèles graphiques de durée dans le but de permettre la modélisation de
politiques de maintenance préventives prévisionnelles. Il a notamment été mis en
évidence qu’avec l’augmentation de la taille de la matrice décrivant les temps de
séjour, la complexité spatiale du réseau bayésien proposé pour estimer et actualiser
la distribution de la durée de vie résiduelle pouvait mener à des saturations de la
mémoire lors des calculs d’inférence.
Ces constats ont conduit au sujet de ma thèse dont l’objet est de proposer de
nouvelles extensions des MGD permettant de s’affranchir de cette limite de lois de
temps de séjour discrètes. Pour cela, il a été imaginé d’élaborer un modèle graphique
de durée ayant une variable "durée de séjour" continue. Certains travaux se sont déjà
intéressés aux RB continus. Ainsi, [Lauritzen 1992] a proposé un formalisme de
RB statique, dans lequel les variables sont soit discrètes de parents discrets, soit
2
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continues avec une distribution gaussienne conditionnelle en leurs parents. [Moral
et al. 2001] a quant à lui proposé un modèle à base de mélange d’exponentielles
tronquées. Toutefois, dans un MGD, la nature des distributions conditionnelles des
variables dépend de la valeur de la variable de temps de séjour : elles sont néces-
sairement déterministes lorsque le temps de séjour restant indique qu’il n’y a pas
encore de changement d’état. A notre connaissance, il n’existe pas d’étude s’inté-
ressant à des RBD comportant des variables ayant une distribution conditionnelle
dont la nature dépend de la valeur des variables parentes.
L’objectif de la thèse était donc de permettre à la variable modélisant le temps
de séjour dans un nouvel état d’être continue et de suivre une loi de Weibull après
changement d’état. En effet, cette loi, très souple et communément utilisée en fia-
bilité, s’avère pertinente pour modéliser le comportement de systèmes industriels.
Elle est par exemple efficace pour les systèmes qui se basent sur la répétition d’un
élément structurel, tels que les voies de chemin de fer, ou les flottes de véhicules,
sujets auxquels ces travaux sont destinés en premier lieu. Nous verrons, par ailleurs,
que nos travaux sont généralisables à une plus grande famille de lois.
Pour présenter ces travaux, le manuscrit proposé s’organise en quatre chapitres.
Une introduction du cadre général d’élaboration d’un modèle de dégradation est
tout d’abord présentée dans le chapitre 1.
Le chapitre 2 présente ensuite quelques cas d’utilisation du réseau bayésien, pour
bien en comprendre l’intérêt dans l’approche considérée. Puis il aborde le formalisme
des réseaux bayésiens et leur extension dynamique. Les limites de ces derniers sont
ensuite exposées, puis les modèles graphiques de durée (MGD) sont introduits. Le
chapitre présente enfin l’apprentissage des paramètres décrivant un MGD et déve-
loppe une technique d’inférence au sein du réseau bayésien.
Le chapitre 3 présente en détail le réseau bayésien hybride particulier proposé,
appelé modèle graphique de durée hybride Weibull (MGDHW). Ce dernier a pour
objectif de permettre à la distribution du temps de séjour d’être continue et de
suivre une loi de Weibull. Ce nouveau formalisme nécessite un algorithme original
d’inférence, qui fait l’objet de la deuxième partie de ce chapitre 3.
Le chapitre 4 présente la méthodologie mise en place pour valider le modèle
proposé. Ne disposant pas de retours d’expérience utilisable dans le cadre de cette
thèse, une bases de données est d’abord simulée sur un cas "jouet". Ce dernier est un
système non réparable à trois états de fonctionnement. À partir d’un certain nombre
de séquences d’états de fonctionnement et pour différents paramètres initiaux, un
modèle graphique de durée hybride Weibull et un modèle graphique de durée ont
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été appris, et les qualités d’apprentissage et les complexités spatiales sont évaluées
afin de comparer les deux approches. La fiabilité est ensuite estimée, d’une part à
l’aide d’une inférence classique pour le MGD et, d’autre part, à l’aide de l’inférence
mise en place au chapitre 3 pour le MGDHW, puis des comparaisons sont effectuées
entre les temps de calcul, et entre ces estimations de fiabilité et la fiabilité théorique.
Pour finir, des conclusions générales sur ce travail de thèse sont proposées et des
perspectives de poursuites de ces travaux sont introduites et détaillées.
4
Chapitre 1
Contexte de l’étude
Notre objectif est de modéliser la dégradation de systèmes à états discrets, dans
un objectif de maintenance. Ce chapitre présente le cadre de la sûreté de fonction-
nement, ainsi que les différentes stratégies de maintenance existantes. L’objectif à
terme étant d’étudier une stratégie de maintenance sur un système à états discrets
à partir de données, la maintenance basée sur la fiabilité fera l’objet de la deuxième
partie, avec notamment un état de l’art sur la modélisation de la dégradation.
1.1 Cadre général
1.1.1 Un peu d’histoire...
À l’apparition de l’industrie, l’activité de maintenance se résumait à des opéra-
tions de dépannage ou de réparation après défaillance. Peu d’études de sûreté étaient
réalisées. Ceci a conduit à de nombreux accidents tragiques, faisant des centaines
de victimes. Nous pouvons citer les exemples de l’explosion de la poudrerie de Gre-
nelle en 1794, de la catastrophe ferroviaire de Meudon en 1842 (figure 1.1), et du
naufrage du Titanic en 1912 notamment dû à l’absence préalable d’étude de sûreté
approfondie.
Figure 1.1 – Catastrophe ferroviaire de Meudon, [Henry 1842]
Il n’y avait alors aucune notion d’intervention préventive. C’est l’expansion des
chemins de fer, de l’automobile, et surtout de l’aviation, essentiellement entre les
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deux guerres mondiales, qui a permis le développement d’exigences de sûreté de
fonctionnement, l’industrie prenant de plus en plus conscience de l’importance de
pouvoir se fier dans ses équipements.
L’enjeu était alors de prendre en compte tous les risques afin de minimiser leurs
conséquences, en prenant des mesures adéquates, c’est-à-dire en définissant une po-
litique de maintenance préventive qui conserve le système dans un niveau de fonc-
tionnement satisfaisant.
Initialement [Zwingelstein 1996], les fabricants planifiaient leurs maintenances
selon une fréquence élevée d’intervention, pour se protéger contre toutes les pertur-
bations majeures. Mais ces interventions étaient nécessairement associées à des coûts
de maintenance très élevés. Si cette démarche était coûteuse pour l’industriel, elle
était indispensable vis-à-vis de l’opinion publique, alors de plus en plus critique.
Ces raisons économiques ont poussé les fabricants à chercher à affiner leurs poli-
tiques de maintenance afin de réduire les coûts tout en maintenant une haute qualité
de service. De nombreuses études [Kapur et Lamberson 1977] ont ainsi eu pour
objet la sûreté de fonctionnement, ainsi que la maintenance de systèmes industriels.
1.1.2 Sûreté de fonctionnement : la science des défaillances
Avant toute chose, il est nécessaire de définir ce que vont désigner les mots
«système» et «composant» dans cette thèse. Un système est un assemblage de com-
posants liés entre eux et destinés à accomplir une ou plusieurs fonctions. Un système
est considéré "en panne" lorsqu’il n’est plus en mesure d’accomplir la fonction qui
lui est dévolue.
Un système non réparable est un système non entretenu qui ne peut pas retourner
seul à un meilleur état une fois qu’il cesse de fonctionner correctement. Un système
réparable est un système qui, après avoir perdu une ou plusieurs fonctionnalités,
peut être restauré par une action de maintenance.
La sûreté de fonctionnement est l’aptitude d’un système à satisfaire à une ou
plusieurs fonctions requises dans des conditions données [Villemeur 1988]. Elle
permet notamment d’évaluer statistiquement le risque pris en fonction des choix de
politiques de maintenance, à travers quatre aptitudes regroupées sous le sigle FMDS
(ou RAMS en anglais) : la fiabilité, la maintenabilité, la disponibilité, et la sécurité.
Nous allons donc brièvement introduire chacune de ces grandeurs, même si l’es-
sentiel des travaux de cette thèse portent sur l’estimation de la fiabilité, voire de la
disponibilité.
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Fiabilité
La fiabilité d’un système est son aptitude à rester constamment opérationnel
pendant une durée donnée.
C’est la probabilité que le système fonctionne au-delà de l’instant t. On peut
aussi la voir comme la probabilité qu’il soit toujours dans un état de fonctionnement
jusqu’à l’instant t. On l’appelle aussi fonction de survie.
La fiabilité est définie par la fonction R : N∗ 7→ [0, 1] :
R(t) = P (Première défaillance > t)
= P (Système non défaillant sur [0, t])
= P (X1 ∈ U ; . . . ;Xt ∈ U)
avec U l’ensemble des états de fonctionnement et Xt l’état du système à l’instant
t.
Il est possible de tirer de cette définition de la fiabilité d’autres métriques in-
téressantes, telles que le taux de défaillance, défini par λ(t) = − 1
R(t)
dR(t)
dt
. [Pham
2006]
Lorsque le taux instantané de défaillance diminue avec le temps, on parle de
« mortalité infantile » : les systèmes ayant des « défauts de jeunesse » ont des
défaillances précoces, les systèmes qui « survivent » sont intrinsèquement robustes.
Cela peut aussi décrire une situation de rodage.
Lorsque le risque de défaillance augmente avec le temps, cela indique un phéno-
mène d’usure.
Dans le cas général, le taux de défaillance n’est pas monotone. On a souvent
une première période de mortalité infantile (élimination des systèmes défectueux,
rodage), avec un λ décroissant, puis éventuellement une période de pannes aléatoires
avec un λ constant, et enfin une période d’usure avec un λ croissant. C’est ce qu’on
appelle communément courbe de baignoire (figure 1.2).
Maintenabilité
La maintenabilité d’un système est son aptitude à être remis rapidement dans
un état opérationnel.
C’est la probabilité que la maintenance du système soit achevée au temps t,
sachant que le système est défaillant à l’instant initial.
La maintenabilité est définie par la fonction M : N∗ 7→ [0, 1] :
M(t) = P (Système réparé dans l’intervalle [0, t])
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Figure 1.2 – Courbe en baignoire
Disponibilité
La disponibilité d’un système est son aptitude à être dans un état opérationnel
à un instant donné.
C’est la probabilité que le système soit dans un état de fonctionnement à l’instant
t, quels que soient ses états passés.
La disponibilité est définie par la fonction A : N∗ 7→ [0, 1] :
A(t) = P (Système non défaillant à l’instant t)
= P (Xt ∈ U)
avec U l’ensemble des états de fonctionnement.
Une disponibilité importante est compatible avec une fiabilité faible, pour peu
que l’appareil puisse être maintenu très fréquemment et rapidement.
Sécurité
La sécurité d’un système est son aptitude à ne pas connaître de pannes considé-
rées comme catastrophiques pendant une durée donnée.
C’est la probabilité que le système évite de faire apparaître, dans des conditions
données, des événements critiques ou catastrophiques.
La fiabilité, la maintenabilité, la disponibilité et la sécurité sont ainsi des éléments
permettant de quantifier la sûreté de fonctionnement. Nous allons maintenant expo-
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ser différentes stratégies de maintenance, ainsi que leurs avantages et inconvénients.
1.1.3 Politiques de maintenance
L’optimisation des stratégies de maintenance est un point clé de toute industrie,
pour des raisons économiques, sécuritaires, et réglementaires. Il peut s’agir d’ac-
tions d’entretien du système, ou de renouvellements. Les différentes actions sont
regroupées suivant le schéma 1.3.
Figure 1.3 – Politiques de maintenance
La maintenance corrective est une maintenance effectuée après la détection d’une
défaillance. Elle vise à rétablir un état opérationnel que le système avait quitté. La
maintenance palliative est une solution provisoire, alors que la maintenance curative
a pour objet de rétablir le système dans un état de fonctionnement. La maintenance
palliative doit être suivie d’une maintenance curative. Faire le choix d’une mainte-
nance corrective entraîne nécessairement une période d’indisponibilité du système.
La maintenance préventive, quant à elle, consiste en un entretien qui permet de
maintenir les équipements en bon état de fonctionnement, en prévoyant l’inspection,
la détection et la correction des défaillances naissantes, soit avant qu’elles ne se
produisent, soit avant qu’elles ne s’aggravent et conduisent à une panne.
La maintenance systématique désigne des opérations effectuées systématique-
ment, soit selon un calendrier, avec une périodicité temporelle fixe, soit selon une
périodicité d’usage, telle qu’un nombre de pièces produites, ou encore un nombre
d’heures de fonctionnement. Cette maintenance nécessite de choisir pertinemment la
périodicité, qui soit un bon compromis entre un trop grand nombre de maintenances
qui coûterait cher, et un trop petit nombre de maintenance qui n’assurerait pas de
façon certaine la disponibilité du matériel.
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La maintenance conditionnelle est effectuée après que l’information renvoyée par
un ou plusieurs indicateurs indique que l’équipement va bientôt tomber en panne
ou que ses performances se détériorent. L’enjeu est ici de déterminer des seuils
pertinents d’alerte, de définir à partir de quel niveau d’information de l’indicateur
il est nécessaire d’intervenir. Si cette maintenance a l’avantage d’agir au plus près
de la défaillance, elle présente l’inconvénient de ne pas pouvoir prévoir à l’avance
la charge de maintenance (comme les moyens à mettre en œuvre ou le personnels à
mobiliser), qui n’est connue qu’au moment du dépassement du seuil de l’indicateur.
La maintenance prévisionnelle cherche quant à elle à prédire à l’avance l’instant
de défaillance, ou tout au moins l’instant de dépassement d’un seuil de dégradation
conduisant à un déclenchement d’une maintenance préventive conditionnelle. Ceci
permet d’agir au plus près de la défaillance, ou juste avant l’événement redouté, et
ainsi de gagner en disponibilité et en coût d’entretien. Cela permet d’anticiper la
charge de maintenance, ce qui peut aussi être un gain pour une entreprise.
L’élaboration d’une politique de maintenance optimale – par rapport aux cri-
tères de la sûreté de fonctionnement et par rapport aux coûts – pour une situation
donnée constitue un problème scientifique et technique majeur. Il y a notamment
un consensus fiabilité-maintenabilité à trouver.
La connaissance disponible sur le système peut aider à élaborer une stratégie de
maintenance. Nous allons donc d’abord présenter un processus d’élaboration d’une
maintenance optimale, puis nous nous intéresserons à l’étape sur laquelle les travaux
ont porté : la modélisation du processus de dégradation.
1.2 Processus de dégradation
1.2.1 Maintenance basée sur la fiabilité
Un moyen pour établir une maintenance avec une fiabilité et une disponibilité
requises, au coût le plus bas, est d’utiliser ce qu’on appelle la maintenance basée sur
la fiabilité (MBF).
La première description générale de la MBF a été proposée par nowlan [Now-
lan et Heap 1978]. L’ouvrage de zwingelstein [Zwingelstein 1996] est une des
principales références en français au sujet de la MBF.
C’est une méthode essentiellement basée sur la connaissance exacte du compor-
tement fonctionnel et du dysfonctionnement des systèmes. L’ensemble des connais-
sances disponibles sur la fiabilité du système, l’historique de ses défaillances, sont
étudiés, afin d’effectuer une analyse détaillée des modes de défaillance et de leurs
effets. L’approche MBF inclut aussi des calculs de la probabilité de défaillance et
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de fiabilité du système. La tâche de maintenance est ainsi dimensionnée en fonction
des conséquences des défaillances, et non par rapport aux défaillances proprement
dites. Il s’agit alors de comprendre comment le dysfonctionnement se produit et de
trouver les actions de maintenance nécessaires pour que les phénomènes identifiés
ne se produisent pas.
L’analyse MBF permet de déterminer les tâches de maintenance appropriées,
c’est-à-dire le plan de maintenance le plus pertinent, pour traiter chacun des modes
de défaillance identifiés ainsi que leurs conséquences. Elle permet d’optimiser la
disponibilité des équipements avec le coût le plus bas possible, au niveau de fiabilité
requis. L’opérateur évite ainsi la sur-qualité (coûteuse) et la sous-qualité (à l’origine
des défaillances).
La mise en œuvre d’une telle démarche pour un système donné nécessite tou-
jours :
1. un modèle représentant le ou les processus de dégradation du système ;
2. un modèle représentant les différentes solutions de maintenance envisageables ;
3. une fonction d’utilité pour évaluer chaque politique de maintenance réalisable.
L’objectif de l’approche MBF est finalement de maximiser la fonction d’utilité en
ajustant les paramètres de maintenance pour réaliser le meilleur compromis possible
entre les coûts d’entretien et la disponibilité du système.
La modélisation du système est généralement l’étape la plus délicate de la MBF.
L’objectif est d’expliquer au mieux le processus d’évolution des différents états de
fonctionnement du système. L’éventuel Retour d’EXpérience (REX) facilite la com-
préhension des processus de dégradation des composants du système et de leurs
interactions. La présence et l’exploitation d’un REX présentent également l’avan-
tage de fournir une modélisation relativement proche de la réalité. En revanche, s’il
n’y a pas ou peu de données REX exploitables, il appartient aux experts de propo-
ser leur modèle, ce qui peut conduire parfois à l’introduction de biais importants.
Le reste de la méthode dépend des choix de l’utilisateur, comme expliqué dans la
section 2.1.4.
1.2.2 Éléments bibliographiques
Une étape importante de la MBF est donc la modélisation du processus de dé-
gradation du système ou de ses composants, appelée également analyse de fiabilité.
Les travaux ayant porté sur ce sujet étant très denses, l’état de l’art sera orienté
dans le cadre d’étude de cette thèse, qui se positionne par rapport à des travaux
antérieurs tous basés sur des systèmes à espace d’états discrets et finis. Il existe aussi
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un grand nombre de méthodes à espace d’état continu, mais qui ne font pas l’objet
de cette thèse.
Pour modéliser la défaillance d’un système à espace d’état discrets et finis, il
existe deux grandes classes de modèles : les modèles de survie et les modèles de
dégradation.
Établir un modèle de survie consiste à décrire la durée de fonctionnement de
l’entité, du composant, par une loi de probabilité [Lawless 2011 ; Nelson 2004].
Toutes les lois statistiques sont envisageables. La plus connue est la loi expo-
nentielle. Cette loi modélise la durée de vie d’un phénomène sans mémoire, ou sans
vieillissement, ou sans usure : le taux de défaillance ne dépend pas de l’âge du
système. La loi exponentielle est pertinente par exemple dans le domaine de la ra-
dioactivité [Rutherford et Soddy 1903]. On rencontre aussi souvent la loi de
Weibull [Weibull 1951], qui présente l’avantage de pouvoir modéliser chacune des
trois phases de défaillance de la courbe en baignoire (voir section 1.1.2) en fonction
des valeurs de son paramètre de forme [Singpurewalla et Shi Song 1988]. La loi
Gamma [Laplace 1836] permet également de modéliser les trois phases de la vie
d’un système (cf. figure 1.2) mais elle présente une décroissance trop rapide pour
beaucoup d’applications. La loi Log-normale [Francis 1879], quant à elle, modélise
la durée de vie par une courbe en forme de cloche. Elle ne représente que la première
et la dernière phases de la vie d’un système. La loi de Bertholon [Bertholon 2001]
présente l’avantage de mixer une loi exponentielle et une loi de Weibull et donc
permet de modéliser dans un même contexte la phase de maturité et la phase de
vieillesse d’un système.
Il existe aussi des modèles de survie prenant en compte la présence de plusieurs
variables, ce sont les modèles à hasard proportionnel [Kay 1977], tel que le modèle
de Cox [Cox 1972], qui peut être employé lorsqu’on cherche à évaluer l’effet de
certains facteurs, appelés covariables, sur la durée de survie, et que l’on dispose
d’un jeu de données dans lequel les événements redoutés sont rares.
Toutefois, les modèles de survie ne permettant pas de décrire l’évolution de l’en-
tité vers la panne, la dynamique de dégradation ne peut être étudiée avec de tels
modèles . Ils ne prennent pas en compte les états intermédiaires avant la panne. Pour
modéliser la dégradation d’un système, la classe des processus de Lévy a souvent été
retenue du fait des accroissements indépendants et stationnaires de ces processus
. Ils permettent de modéliser l’évolution de la dégradation au cours du temps. Ils
peuvent s’appliquer pour garantir un niveau minimum de fiabilité, ou pour détermi-
ner quand remplacer un composant. Cette classe englobe en particulier des processus
largement étudiés dans la littérature [Cocozza-Thivent 1997 ; Ross 1996] dont le
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mouvement brownien ou processus de Wiener [Wiener 1923], le processus gamma
[Abdel-Hameed 1975], le processus de Poisson [Poisson 1837], et le processus
gaussien.
Ces processus ne permettent cependant pas de modéliser la dynamique de dé-
gradation de systèmes dont le comportement est plus compliqué que la somme des
comportements des composants du système, appelés systèmes complexes. De tels
systèmes mélangent les phénomènes, les dynamiques, ils sont décrits par des mé-
langes de lois. Pour pouvoir déterminer comment le fonctionnement ou la panne
de chaque composant élémentaire va impacter le système global, il est possible de
réaliser une Analyse des modes de défaillance, de leurs effets et de leur criticité (AM-
DEC). Cet outil ne permet toutefois pas de tenir compte de la présence de plusieurs
pannes sur des composants élémentaires. Pour s’adapter à de telles structures, des
méthodes complémentaires ont été mises en place : les diagrammes de fiabilité [Pa-
gès et Gondran 1980], les réseaux de pétri [Petri 1962], les chaînes de Markov
[Markov 1971], les arbres de défaillance [Watson 1961], les réseaux de neurones
[Jiang et al. 2011 ; McCulloch et Pitts 1943], et les réseaux bayésiens [Jensen
1996], qui vont être présentés dans le chapitre 2.
Ces outils de modélisation du processus de dégradation sont présentés dans plu-
sieurs ouvrages de référence, tel que [Rausand et Høyland 2004 ; Zio 2007].
Il a été montré que les réseaux bayésiens, que nous présenterons en détail par la
suite, sont une généralisation des chaînes de Markov, des réseaux de pétri, des arbres
de défaillance. Il est donc apparu intéressant d’utiliser ce formalisme, d’autant plus
que ce formalisme est de plus en plus rencontré dans le domaine de la fiabilité.
C’est donc dans le cadre plus général des réseaux bayésiens qu’il a été choisi de
travailler pour cette thèse.
Le chapitre suivant présente donc le formalisme des réseaux bayésiens, en mettant
l’accent sur les modèles graphiques de durée, et sur l’inférence au sein du réseau.
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Chapitre 2
Réseaux bayésiens
Nous avons vu que les réseaux bayésiens sont un formalisme pertinent pour mo-
déliser la dégradation de systèmes à espace d’états discrets. L’objectif de ce chapitre
est de présenter les réseaux bayésiens, et plus particulièrement le modèle graphique
de durée.
Nous allons d’abord exposer brièvement des généralités sur les réseaux bayésiens,
puis sur les réseaux bayésiens dynamiques. Ensuite nous présenterons les modèles
graphiques de durée, qui sont un cas particulier des réseaux bayésiens dynamiques.
Nous introduirons ensuite brièvement des approches permettant d’apprendre un ré-
seau bayésien, et enfin nous expliquerons ce qu’est l’inférence, et comment l’effectuer.
2.1 Généralités sur les Réseaux Bayésiens
2.1.1 Historique
Les réseaux bayésiens (RB) ont été nommés ainsi par Pearl en 1985. Ils se situent
à l’intersection entre la théorie des graphes [Gross et al. 2004] et la théorie des pro-
babilités [Rao 1984]. Les premières avancées théoriques ont été constituées par les
travaux de Judea Pearl à l’Université de Californie à Los Angeles et de Finn Jen-
sen à l’Université d’Aalborg [Jensen 1996 ; Pearl 1985]. Les développements de
l’usage des réseaux bayésiens sont directement liés à l’augmentation de la puissance
de calcul des ordinateurs.
Dès leur mise en place, les réseaux bayésiens ont donné lieu à de nombreuses
applications opérationnelles, telles que le décodage du génome, dans le cadre du
projet Human Genome [Becker et al. 1998 ; Naïm et al. 2007], ou le traitement
de la parole [Bach et Jordan 2005]. Le développement de méthodes basées sur les
réseaux bayésiens doit par ailleurs beaucoup à la section recherche de Microsoft, qui y
a beaucoup contribué dans le milieu des années 1990 [Heckerman 1995]. Microsoft
a ainsi mis en place son célèbre "trombone", dont le fonctionnement sera expliqué
en 2.1.3, après une présentation des réseaux bayésiens et de leur fonctionnement.
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2.1.2 Définition générale
Les réseaux bayésiens [Jensen 1996] sont des outils mathématiques reposant
sur la théorie des probabilités et la théorie des graphes. Ce sont des modèles gra-
phiques probabilistes qui permettent de représenter intuitivement la distribution
d’un ensemble de variables aléatoires. Ils représentent graphiquement loi jointe d’un
ensemble de variables aléatoires, exploitant la relation d’indépendance condition-
nelle entre ces mêmes variables aléatoires. C’est une représentation factorisée de
cette loi jointe. Le formalisme des réseaux bayésiens sera explicité plus en détail
dans la partie théorique du chapitre, dans la section 2.2.
Les trois points clefs de la mise en place d’un réseau bayésien sont l’apprentissage
de la structure, l’apprentissage des probabilités et enfin l’inférence. L’apprentissage
de la structure consiste à définir les nœuds et les arcs, c’est à dire les variables
et les liens parents-enfants. Ceci ne fera pas l’objet d’une présentation détaillée
dans le cadre de cette thèse. L’apprentissage des probabilités permet de quantifier
les relations entre les variables définies par la structure apprise précédemment. Les
choses seront présentées plus en détail dans la section 2.2.4. Enfin, l’inférence consiste
à propager l’information dans le réseau bayésien. L’inférence permet de calculer les
probabilités marginales des variables, c’est à dire les probabilités a priori. Elle permet
aussi, à partir d’une connaissance partielle ou totale de certains éléments du graphe,
d’affiner la connaissance d’autres éléments du graphe, en propageant de proche en
proche l’information disponible. L’inférence fera l’objet de la section 2.2.5.
Avant de présenter les éléments théoriques et le formalisme des réseaux bayésiens,
listons quelques applications dans la section suivante.
2.1.3 Utilisations des réseaux bayésiens
Les réseaux bayésiens sont applicables à de nombreux domaines, ils ont de nom-
breuses utilisations, que ce soit en santé [Bellot 2002 ; Perez 2010], en recon-
naissance des formes [Jonquières 2000], en gestion du risque [Bouejla 2014], en
sciences du langage [Deviren et al. 2004], en agro-alimentaire [Pinaud et al. 2008],
en agriculture [Kristensen et Rasmussen 2002], ou encore en écologie [Pollino
et al. 2007].
Ils permettent de représenter les liens de dépendance entre les variables d’un sys-
tème. Grâce à leur utilisation, il est possible d’affiner les connaissances de certaines
variables, et donc d’exploiter les données disponibles. Le traitement des données,
par la construction et l’utilisation d’un réseau bayésien, permet de découvrir de
nouvelles informations issues de ces données, d’en tirer de nouvelles connaissances.
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Les illustrations suivantes permettront d’en comprendre l’utilité et le fonction-
nement.
Compagnon Office
Le produit Office Assistant, ou plus communément appelé trombone de Micro-
soft, a été intégré à Office à partir de la version 97 jusqu’à la version 2003. Il était
l’un des premiers assistants intelligents qui interagissait avec l’utilisateur en temps
réel. Cet outil fouillait pour lui les fichiers d’aide.
Une des fonctions du trombone était de répondre à une question posée par l’uti-
lisateur, en proposant une ou plusieurs réponses, avec les instructions correspon-
dantes.
Une autre fonction du trombone était d’"observer" les actions effectuées, et de
proposer des astuces à l’utilisateur pour améliorer son usage de l’application, en lui
pré-réalisant par exemple des tâches de bureautique, ou en le conseillant sur l’utili-
sation des fonctionnalités de bureau, en lui présentant des astuces et des raccourcis
clavier.
Le système d’aide était fondé sur les réseaux bayésiens. Les informations re-
cueillies pendant l’interaction de l’utilisateur avec le système, comme les mots écrits,
les pauses effectuées, un ralentissement de la tâche, un clic sur la touche "retour", ou
une recherche d’action, étaient transformés en observations pour le réseau bayésien
par le modèle de synthèse. Le module d’inférence produisait ensuite les décisions, et
enfin, le module de contrôle les exécutait [Kadie et al. 2001].
Filtre antispam
Le filtre antispam sert à ce que des courriers électroniques indésirables soient
automatiquement reconnus comme tels, et rangés dans le dossier de spams.
Le filtre calcule en fait la probabilité qu’un message soit un spam, en regardant
s’il vérifie ou non un certain nombre de propriétés, comme par exemple l’adresse
mail d’origine, les fautes d’orthographe, des mots-clefs, et le nombre de destina-
taires. Les propriétés à vérifier constituent les différents noeuds du réseau bayésien.
Les différentes probabilités conditionnelles sont mises à jour au fur et à mesure de
l’utilisation de la messagerie par l’utilisateur, à partir de ses choix précédents au
sujet classement passé de messages antérieurs, Si le calcul de la probabilité qu’a le
nouveau message reçu d’être un spam dépasse un certain seuil, alors le message sera
considéré comme spam [Sahami et al. 1998].
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Autres exemples
Pour établir un diagnostic médical, le médecin analyse les symptômes. Il pose
des questions en fonction de ce à quoi il pense comme diagnostic, pour écarter ou
confirmer les causes les plus probables. Puis en fonction des réponses obtenues, il pose
de nouvelles questions, peut demander un examen, en tenant compte de l’impact, des
conséquences qu’il pourrait avoir, comme une biopsie par exemple [Bellot 2002].
Cet exemple fait aussi appel à une autre utilisation des réseaux bayésiens, à savoir
l’aide à la décision. Les risques des différentes conséquences de décisions sont alors
estimés, pour aider l’utilisateur à faire le choix le plus optimal, en fonction du poids
qu’il attribue à chaque conséquence.
Les réseaux bayésiens ont de nombreuses autres utilisations, comme notamment
la simulation, l’évaluation, l’analyse de données, le contrôle des systèmes, la pré-
diction, la résolution de contraintes, et la reconnaissance de formes [Naïm et al.
2007].
Ils ont notamment été utilisés par le GRETTIA dans le cadre du développement
d’un modèle de maintenance, qui est présenté dans la partie suivante. C’est dans ce
contexte que s’inscrit cette thèse.
2.1.4 Contexte d’utilisation des réseaux bayésiens au labo-
ratoire GRETTIA
Figure 2.1 – Approche générique pour développer des modèles de maintenance
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Ces travaux font suite à de précédentes études, qui ont développé successivement
différentes particularités de réseaux bayésiens pour mettre en place un formalisme
permettant d’évaluer, de comparer, d’optimiser diverses stratégies de maintenance.
Ce formalisme s’appuie sur la maintenance basée sur la fiabilité (voir section 1.2.1)
qui nécessite un module de dégradation, un module de maintenance, et un module
d’utilité (figure 2.1). L’outil développé par le GRETTIA s’appuie sur les réseaux
bayésiens pour chacun des modules. Il s’appelle VirMaLab [Bouillaut et al. 2011],
pour Virtual Maintenance Laboratory (figure 2.2).
Figure 2.2 – Approche VirMaLab
La dégradation du système est modélisée par un réseau bayésien, ainsi que le
diagnostic de l’état du système, les actions de maintenance, et le coût de la mainte-
nance, l’aspect modulaire des réseaux bayésiens permettant de tout regrouper sous
le même formalisme.
Le module de dégradation est constitué des différentes variables qui peuvent
avoir un impact sur la dégradation du système. Il y a l’état de fonctionnement du
système, il peut y avoir le contexte : s’il s’agit d’une machine de production, il peut
y avoir la cadence de production, s’il s’agit de rails, il peut y avoir par exemple la
charge supportée par la zone étudiée, ou encore le rayon des courbes.
Le module de diagnostic est constitué d’un ou plusieurs capteurs. Il existe plu-
sieurs types de diagnostics, comme par exemple les diagnostics visuels, les ultra-
sonores, ou encore ceux issus de la signalisation. La table de probabilité associée est
constitué du taux de fausse alarme et du taux de bonne détection.
Le module de maintenance va dépendre du type de maintenance considéré. Dans
le cas de la maintenance corrective, la maintenance est activée si le diagnostic indique
que le système est en panne. Dans le cas de la maintenance préventive conditionnelle,
la maintenance est activée si le diagnostic indique qu’un des paramètres a dépassé un
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certain seuil. Dans le cas de la maintenance préventive systématique, la maintenance
est activée selon un échéancier. Si le pas de temps est régulier, la maintenance est
activée si le temps écoulé depuis la dernière maintenance est égal à ce pas. La mise
en place de la maintenance préventive prévisionnelle demande une estimation au fil
de l’eau de la RUL (RemainingUseful Life) pour faire du pronostic [Foulliaron
2015].
Après avoir présenté d’une part quelques applications des réseaux bayésiens et
d’autre part l’utilisation des réseaux bayésiens au sein du modèle de maintenance
développé par le GRETTIA, nous allons présenter leur formalisme. Enfin, nous
reviendrons sur les travaux de [Foulliaron 2015].
2.2 Formalisme des réseaux bayésiens
2.2.1 Définitions et généralités
Un réseau bayésien [Jensen 1996] [Pearl 1985] [Naïm et al. 2007] est un graphe
orienté sans circuit, dans lequel chaque nœud représente une variable du système,
et chaque arc représente une relation de dépendance directe entre deux variables. À
chaque nœud est associée une loi de probabilité conditionnelle sachant ses parents.
Un réseau bayésien discret est donc défini par un couple M = (G, (pn)1≤n≤N)
avec
— G un graphe orienté sans circuit : G = (X, E) avec X = (X1, . . . , XN) l’en-
semble des nœuds associé chacun à une variable aléatoire Xi dans un espace
fini et dénombrable ΩXi et E l’ensemble des arcs, c’est-à-dire les dépendances
entre les variables aléatoires
— (pn)1≤n≤N un ensemble de lois de probabilité conditionnelles (LPC) telles que
pn désigne la loi de probabilité conditionnelle associée à la variable aléatoire
Xn sachant ses parents Xpan , pan se référant à la séquence des indices parents
de la variable aléatoire Xn dans G
Pour illustrer cela, considérons une machine de production à trois états de fonc-
tionnement. À cette machine est associée un capteur, qui renseigne sur l’état de
fonctionnement de la machine. Plusieurs cadences de production sont possibles. Soit
X une variable discrète modélisant l’état du système, O une variable discrète mo-
délisant l’information envoyée par capteur, Z une variable modélisant la vitesse de
production. X peut être « ok », « dégradé » pour les états de fonctionnement et «
en panne ». O peut être « ok », « dégradé », « en panne ». Z peut être « rapide »
ou « lent » (cf figure 2.3).
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Figure 2.3 – Exemple de réseau bayésien
Les relations d’indépendance conditionnelle modélisées par les arcs du graphe
permettent de factoriser la distribution de probabilité conjointe de l’ensemble des
variables aléatoires X comme suit :
P (X) = P (X1, . . . , XN) =
N∏
n=1
P (Xn|pan) (2.1)
L’exemple de la figure 2.3 donne la loi jointe suivante :
P (Z,X,O) = P (Z)P (X|Z)P (O|X) (2.2)
Si cette démarche-là répond à beaucoup de besoins, elle ne tient absolument pas
compte de phénomènes dynamiques. C’est ce qui a conduit au développement des
réseaux bayésiens dynamiques, qui sont l’objet de la prochaine section.
2.2.2 Réseau bayésien dynamique
Lorsque certaines variables varient au cours du temps, il a été proposé une exten-
sion des réseaux bayésiens, appelée réseaux bayésiens dynamiques (RBD) [Murphy
2002]. Les RBD ont permis d’unifier de nombreuses approches à partir de la modé-
lisation de séries temporelles, telles que les modèles de Markov cachés.
Un RBD vise à modéliser la distribution de probabilité d’un ensemble de variables
aléatoires (Xt)1≤t≤T = (X1,t, . . . , XN,t)1≤t≤T .
Il se compose d’une paire de réseaux bayésiens (M1,M→) :
M1 définit la distribution a priori, le modèle initial P (X1,1, . . . , XN,1).
M→ définit le modèle de transition qui décrit les dépendances entre les variables
dans les tranches précédentes et les variables dans la tranche t, i. e. la distribution
de Xt|X1, . . . , Xt−1.
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On appelle n-DBN un réseau bayésien dynamique d’ordre n, c’est à dire qui
comporte n+ 1 tranches de temps. La dépendance conditionnelle de Xt par rapport
aux tranches de temps précédentes s’arrête à la tranche t − n. Xt est indépendant
de Xt−n−1 conditionnellement à Xt−n, . . . , Xt−1 [Weber et al. 2004].
M→ définit le modèle de transition qui décrit la distribution Xt|Xt−1, . . . , Xt−n
qui vérifie :
P (Xt|Xt−1, . . . , Xt−n) = P (X1,t, . . . , XN,t|X1,t−1, . . . , XN,t−1, . . . , X1,t−n, . . . , XN,t−n)(2.3
=
N∏
n=1
P (Xn,t|paXn,t) (2.4)
où paXn,t sont les indices des variables parentes de la variable Xn,t dans le graphe
deM→.
Un réseau bayésien dynamique à trois tranches de temps est illustré par la figure
2.4.
Figure 2.4 – Réseau Bayésien Dynamique à trois tranches de temps
La figure 2.5 présente un exemple de RBD à deux tranches de temps.
Au delà des ouvrages de référence [Murphy 2002 ; Naïm et al. 2007], le lecteur
pourra se pencher sur la thèse de Roland Donat [Donat 2009] qui présente les
réseaux bayésiens statiques et dynamiques de manière pédagogique.
Un réseau bayésien dynamique est en réalité un réseau bayésien statique, répété
plusieurs fois. Le RBD hérite donc des propriétés pratiques du RB statique, no-
tamment en ce qui concerne l’apprentissage et l’inférence. Il n’y aura ainsi pas de
distinction entre les deux dans la suite.
Comme évoqué dans la section 2.1.3, il existe de nombreuses applications aux
réseaux bayésiens et aux réseaux bayésiens dynamiques.
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Figure 2.5 – Réseau Bayésien Dynamique
Modélisation du processus de dégradation par un réseau bayésien
Des travaux récents ont ainsi montré l’intérêt d’utiliser les réseaux bayésiens
dans le domaine de la fiabilité. Weber explique ainsi comment utiliser les réseaux
bayésiens dynamiques pour étudier la fiabilité d’un système dynamique modélisé par
une chaîne de Markov [Ben Salem et al. 2006 ; Weber et Jouffe 2003]. Cette
méthode permet de prendre en compte l’influence du temps ou de variables exogènes
sur les modes de dégradation du système. Il montre que la structure graphique
des réseaux bayésiens dynamiques permet, grâce à la simplicité de spécification des
dépendances, de fournir une représentation compacte du modèle.
Boudali montre comment modéliser la fiabilité d’un système complexe en utili-
sant des réseaux bayésiens [Boudali et Dugan 2005]. Il a proposé une intégration
de l’aspect dynamique en transformant les arbres de défaillance dynamique en ré-
seaux bayésiens dynamiques.
Langseth, lui, décrit les propriétés du cadre d’applicabilité des réseaux bayé-
siens à la sûreté de fonctionnement au sens large.
Application à la fiabilité et à la disponibilité
L’utilisation des RBD permet d’étudier la fiabilité d’un système. En effet, la
fiabilité s’écrit (cf. section 1.1.2)
R(t) = P (X1 ∈ U ; . . . ;Xt ∈ U). (2.5)
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avec U l’ensemble des états de fonctionnement.
L’estimation de la fiabilité est un calcul d’inférence.
Notons que dans notre cas d’étude, le système ne peut pas se réparer lui-même.
L’état de défaillance est supposé absorbant. La fiabilité est alors égale à la disponi-
bilité :
R(t) = P (Xt ∈ U)
Le calcul de fiabilité est alors réduit au calcul de la distribution marginale de
Xt. Ce calcul d’inférence comporte moins d’étapes de calculs que l’estimation de la
loi jointe de X1, . . . , Xt donné par 2.5.
L’estimation d’une fiabilité, ou d’une disponibilité est un calcul qui peut se révéler
nécessaire.
En effet, sous estimer la fiabilité, i.e. estimer une fiabilité inférieure à la fiabilité
réelle, c’est calculer une P (Xt 6= panne) inférieur à la réalité, donc une P (Xt =
panne) trop élevé. L’action de maintenance va donc être commandée, alors que
ce n’était pas nécessaire. Cela conduit à des politiques de maintenance onéreuses.
À l’inverse, surestimer la fiabilité, c’est sous-estimer la probabilité que le système
tombe en panne, l’ordre de maintenance n’est alors pas donné, et le système souffre
donc d’une perte de disponibilité.
Estimer la fiabilité d’un système à l’aide d’une modélisation par un réseau bayé-
sien dynamique, puis la comparer avec la fiabilité théorique du système, permet
d’effectuer une évaluation de la modélisation. Cela sera utilisé dans la partie 4.4.
Limites des réseaux bayésiens dynamiques
La factorisation de la loi jointe permise par les réseaux bayésiens dynamiques
leur confère une grande puissance de calcul.
Toutefois, un réseau bayésien dynamique d’ordre n, c’est à dire à n+ 1 tranches
consécutives de temps, suit la propriété de Markov d’ordre n. En effet, l’état du
système au temps t + 1, Xt+1, est déterminé entièrement par les états du système
aux temps t, . . . , t − (n − 1), c’est à dire Xt, . . . , et Xt−(n−1) et ne dépend pas de
l’état à des instants plus tôt 1, . . . , t − n. L’état du système au temps t + 1, Xt+1,
ne dépend que des n états précédents.
Dans la suite, nous nous placerons dans un contexte à deux tranches de temps,
avec un réseau bayésien dynamique d’ordre 1. Il s’agit du cas le plus général. En
effet, un réseau bayésien dynamique d’ordre n peut se ramener à un réseau bayésien
dynamique d’ordre 1, en rassemblant n tranches de temps dans un vecteur. Le
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vecteur comportant les états aux temps t+1,. . . , t−(n−2) est déterminé entièrement
par le vecteur comportant les états aux temps t,. . . , t− (n− 1).
Or, dans un modèle qui suit la propriété de Markov d’ordre 1, l’état du système
au temps t+ 1 ne dépend que de l’état du système à l’instant t, il ne dépend pas de
la valeur de cet instant t. Le taux de défaillance est alors constant, ce qui signifie
que le système est toujours dans une phase de maturité (cf. figure 1.2) et section
1.1.2). Un taux de défaillance constant ne convient toutefois pas pour de nombreux
systèmes, tels que les composants mécaniques [Lanternier et al. 2006] ou encore les
composants électroniques [Ringler 1982]. Une modélisation markovienne pouvant
donc introduire des biais non négligeables dans les estimations, il était nécessaire
d’utiliser un autre type de modèle.
Dans un modèle markovien, le temps de séjour dans un état suit nécessairement
une loi géométrique, comme le montre l’équation 2.6, en posant S1 le nombre de
tranches où le système reste dans le même état que X1. En posant pi→i la probabilité
que le système au temps t + 1 soit dans l’état i sachant qu’il est dans l’état i au
temps t, on a :
P (S1 = k|X1 = i) = P (X2 = i . . . , Xk = i,Xk+1 6= i|X1 = i)
= P (Xk+1 6= i|Xk = i)P (Xk = i|Xk−1 = i) . . . P (X2 = i|X1 = i)
= (1− pi→i)pk−1i→i (2.6)
Ceci conduit à l’utilisation d’un modèle semi-markovien, modèle dans lequel
le temps de séjour dans un état peut suivre une loi aléatoire quelconque, comme
l’ont montré Barbu, Limnios et Oprisan [Barbu et Limnios 2004 ; Limnios et
Oprisan 2001].
2.2.3 Modèle graphique de durée
Une structure originale de réseau bayésien a alors été proposée par le laboratoire.
Ces réseaux bayésiens particuliers, qui s’appuient sur les modèles de durée de Mur-
phy [Murphy 2002], sont appelés modèles graphiques de durée (MGD) [Donat
2009]. Ils permettent aux temps de séjour de suivre des lois quelconques, afin de
s’adapter aux systèmes dont le temps de séjour dans chaque état n’est pas nécessai-
rement distribué exponentiellement.
Le MGD est un réseau bayésien dynamique particulier. A chaque variable d’état
du système va être associée une variable temps de séjour dans cet état. Cette va-
riable temps de séjour pourra suivre n’importe quelle loi, tout en suivant une forme
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particulière : elle sera décrémentée d’une unité lorsqu’il n’y a pas de changement
d’état.
La figure 2.6 présente un modèle graphique de durée : il s’agit du réseau bayésien
dynamique de la figure 2.5 auquel ont été ajoutées les variables modélisant le temps
de séjour dans l’état de fonctionnement courant.
Figure 2.6 – Modèle graphique de durée
Pour alléger les notations, les variables de contexte (Zi) seront écartées dans la
suite. La figure 2.7 présente le modèle graphique de durée associé.
Figure 2.7 – Modèle graphique de durée
La distribution de probabilité conditionnelle associée à la distribution de l’état
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initial du système est définie sur le domaine discret et fini ΩX = 1, . . . , NX par :
P (X1 = i) = Qini(i) (2.7)
La LPC initiale du temps de séjour donne les distributions pour chaque état
initial. Cette LPC est définie sur le domaine discret et fini ΩS = 1, . . . , NS par :
P (S1 = k|X1 = i) = F ini(i, k) (2.8)
Ensuite, il est nécessaire de définir les LPC naturelles des états du système et
les LPC des temps de séjour.
Une transition, un changement d’état se produit si et seulement si St−1 = 1.
P (Xt = j|Xt−1 = i, St−1 = 1) = Qsys(i, j) (2.9)
où Qsys est une matrice NX .NX appelée matrice de transition naturelle du système.
Un nouveau temps de séjour est considéré selon la LPC suivante :
P (St = k|Xt = i, St−1 = 1) = F sys(i, k) (2.10)
où F sys est une matrice NX .NS. Dans certains cas, le temps de séjour St dépend
également de l’état précédentXt−1, d’où la distinction avec la loi initiale des temps de
séjour PS1 . Toutefois, cette dépendance est souvent omise pour éviter des problèmes
de sur-paramétrisation, pour réduire la complexité, ou encore lorsqu’il y a peu de
données disponibles pour l’apprentissage. On a donc F ini = F sys = F .
Lorsqu’il n’y a pas de transition, c’est-à-dire pas de changement d’état, le système
reste déterministe dans l’état précédent i.
P (Xt = j|Xt−1 = i, St−1 ≥ 2) = I(i, j) (2.11)
et le temps de séjour dans l’état actuel est décrémenté de manière déterministe
d’une unité :
P (St=k|Xt=i, St−1=k′ ≥ 2)=
1 si k = k
′ − 1
0 sinon
(2.12)
2.2.4 Apprentissage
L’utilisation d’un réseau bayésien nécessite d’abord la construction de ce réseau.
Cela consiste en la détermination de la structure graphique - nœuds et arcs - et
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l’association d’une distribution de probabilité conditionnelle à chaque variable.
Structure graphique
La première étape consiste en l’élaboration de la structure graphique du réseau.
Elle comporte les nœuds, qui correspondent aux variables et les différents arcs orien-
tés qui représentent les relations de dépendance conditionnelle entre les variables.
Beaucoup de travaux ont porté sur l’apprentissage automatique de structure. La
thèse de François passe en revue la plupart des méthodes existantes en 2008 tout
en les comparant empiriquement sur divers exemples classiques à l’aide de bases de
données complètes ou incomplètes [François 2006]. De nouvelles méthodes d’ap-
prentissage de structure sont présentées dans [Scanagatta et al. 2015] et dans
[O’Gorman et al. 2015]. L’apprentissage de la structure ne fait cependant pas
l’objet de cette thèse. Dans notre cas, tout se fera de manière dite experte : nous dé-
finirons nous-même la structure du réseau modélisant le fonctionnement du système.
Nous serons par contre plus concernés par l’apprentissage des probabilités détaillé
ci-après.
Paramètres probabilistes
La deuxième étape est l’estimation des paramètres du réseau. Appelons (θ1, . . . , θD)
l’ensemble des paramètres probabilistes à estimer. L’estimation, notée (θˆ1, . . . , θˆD)
peut être établie à partir d’informations contenues dans une base de données ré-
pertoriant un certain nombre de réalisations du processus étudié. Cette base est
souvent qualifiée de base d’exemples ou de base de REX (Retour d’EXpérience)
dans l’industrie.
La méthode du maximum de vraisemblance [Fisher 1922] consiste à calculer le
jeu de paramètres qui maximise la vraisemblance des données observées. La proba-
bilité d’un événement est estimée par la fréquence d’apparition de l’événement dans
la base de données. Ceci nécessite que les données soient complètes, notamment que
les trajectoires atteignent toutes l’état de panne.
Toutefois, il peut arriver que certaines configurations n’existent pas dans la base
d’apprentissage, ce qui conduit à l’estimation d’une probabilité nulle pour ces confi-
gurations. Or ce n’est pas parce qu’une configuration n’a pas été observée qu’elle
est impossible. L’estimation par le maximum de vraisemblance peut conduire à des
situations de sur-apprentissage.
Pour éviter cela, il est possible d’utiliser des a priori de Dirichlet, qui permettent
d’assurer qu’une probabilité non nulle soit effectivement estimée strictement positive.
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La sous-section 4.3.1 présente une méthode d’apprentissage des tables de proba-
bilité à partir de trajectoires, en utilisant la méthode d’estimateur de maximum a
posteriori [Robert 1994] avec a priori de Dirichlet uniformes.
En pratique, les bases de données peuvent être incomplètes. La méthode d’ap-
prentissage basée sur l’algorithme d’Expectation-Maximisation (EM) permet de faire
face au problème des données censurées ou des données manquantes [Cowell et al.
1999 ; Dempster et al. 1977 ; Neal et Hinton 1998].
Dans de nombreuses situations encore, il n’existe pas (ou très peu) de données,
d’historique de défaillance. Il est alors nécessaire de faire appel aux avis d’experts,
puis de mettre en place une procédure d’élicitation, pour aider l’expert à formaliser
ses connaissances, à retranscrire en probabilités son ressenti, et ainsi permettre de
définir certains paramètres [Neapolitan 2003].
Naïm présente l’ensemble des notions précédentes dans [Naïm et al. 2007].
Les bases de données de retour d’expérience et les avis d’experts permettent ainsi
d’apprendre la structure et les paramètres des lois de probabilité conditionnelles des
variables du modèle graphique de durée permettant de modéliser la dégradation du
système, ainsi que ceux du module de diagnostic. Le module de maintenance dépend
du type de maintenance étudiée. Les paramètres et la structure du module d’uti-
lité sont quant à eux déterminés par l’utilisateur qui souhaite évaluer une certaine
stratégie de maintenance. Donat présente dans [Donat 2009] plus de détails sur
le formalisme décrivant les lois de chacun des nœuds du modèle VirMaLab (2.1.4).
Après avoir présenté l’apprentissage des réseaux bayésiens, intéressons-nous aux
calculs probabilistes que ces derniers permettent.
2.2.5 Inférence
Introduction
Les réseaux bayésiens sont particulièrement utiles en raison de la possibilité d’in-
férer des probabilités à travers eux.
Il est par exemple possible de calculer la probabilité d’une variable condition-
nellement à une de ses variables enfants, de calculer les probabilités marginales, et
de calculer la probabilité jointe de plusieurs variables. Tous ces calculs sont appelés
calculs d’inférence. Ils peuvent être effectués a priori, ou encore a posteriori, c’est-
à-dire en tenant compte de données. Ces données sont appelées observations, dont
la définition fera l’objet de la sous-partie suivante.
L’inférence est uniquement un problème informatique dû à la NP-complétude
[Cooper 1990]. Il n’y a aucun problème théorique [Naïm et al. 2007]. Divers algo-
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rithmes d’inférence peuvent être utilisés. Il en existe deux sortes : les algorithmes
d’inférence exacte et les algorithmes d’inférence approchée.
L’une des procédures d’inférence exacte les plus classiques repose sur l’utilisation
d’un arbre de jonction [Lauritzen et Spiegelhalter 1988].
Une autre technique connue est l’algorithme d’élimination de variables [Dech-
ter 1999], que nous présenterons au chapitre 2.2.5.
Donat a, quant à lui, mis en place un algorithme d’inférence spécifique pour le
MGD présenté dans [Donat et al. 2010].
Néanmoins, dans nos expériences, nous nous concentrerons sur l’usage de l’algo-
rithme d’élimination de variables pour son efficacité et sa facilité de mise en oeuvre,
et parce qu’elle est à l’origine de l’algorithme présenté dans la section 3.2.
Il existe également des algorithmes d’inférence approchée, comme par exemple
les méthodes variationnelles [Jaakkola et Jordan 1999 ; Jordan et al. 1999], le
filtrage particulaire [Arulampalam et al. 2002], ou la méthode d’échantillonnage
Markov Chain Monte Carlo [Gilks et al. 1995 ; Hastings 1970] .
Comme dit précédemment, les calculs d’inférence peuvent être effectués après
l’injection d’informations supplémentaires dans le réseau. Le paragraphe suivant
présente différents types d’observations possibles.
Observations
Une observation certaine sur une variable signifie que l’observateur peut affir-
mer avec certitude que la variable est dans un certain état signalé. Par exemple,
P (X2|X1 = ok) désigne la distribution de probabilité de X2 lorsque la variable X1
est observée dans l’état "ok".
Il est également possible d’avoir ce qu’on appelle des observations incertaines,
appelées soft-evidence par la communauté anglophone. Ben Mrad présente dans sa
thèse [Ben Mrad 2015] différents types d’observations incertaines qu’il est possible
de trouver dans un réseau bayésien.
Il peut par exemple y avoir une incertitude sur l’observation de la variable. C’est
le cas lorsque l’état de la variable est connu par un capteur, une source, qui n’est
pas entièrement fiable. L’observation incertaine peut être remplacée par l’ajout d’un
nœud virtuel O qui transforme l’observation incertaine surX en observation certaine
sur O. À l’inverse, il est possible de remplacer le nœud O (c.f. figure 2.7) par de
l’observation incertaine sur l’état du système X, et ainsi de simplifier le réseau. Cela
peut s’avérer très intéressant dans le cas de plusieurs capteurs.
Nous disposons de la distribution de probabilité P (O|X) qui représente la pro-
babilité de l’information du capteur conditionnellement à l’état réel. La table 2.1
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présente un exemple.
Table 2.1 – Exemple de table de probabilité conditionnelle de capteur
P capteur
capteur
Xt vert orange rouge
ok 0.7 0.2 0.1
dégradé 0.1 0.8 0.1
panne 0.1 0.2 0.7
À l’aide du théorème de Bayes, exprimons la probabilité de l’état X condition-
nellement à l’observation par le capteur (équation 2.13).
P (X|observation) = P (X) ∗ P (observation|X)
P (observation)
= P (X) ∗ P (observation|X)∑
x P (observation|X = x) ∗ P (X = x)
(2.13)
Ainsi, pour obtenir la probabilité d’un état sachant l’observation, la probabi-
lité marginale de cet état est pondérée par la probabilité d’avoir cette observation
sachant cet état, à un coefficient multiplicateur près.
Pour une variable X donnée, la soft evidence pse est constituée des probabili-
tés pse(x) d’obtenir l’observation considérée sachant les différents états x. pse(x) =
P ( observation de X via le capteur O|X = x).
En prenant l’exemple donné par la table 2.1, pour une observation "verte" du
capteur, les probabilités de chacun des états du système seront pondérées respecti-
vement par 0.7 0.1 et 0.1.
Les P (X = x) sont pondérés par les pse(x). Une normalisation est effectuée à la
fin.
Il est aisé d’imaginer un grand nombre de situation où il est utile de connaître la
valeur de l’état du système à un instant t, en disposant d’observations incertaines
de X1, . . . , Xt, via les capteurs.
Il s’agit de calculer P (Xt|observations).
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P (Xt = xt|observations) = P (Xt|obs1, . . . , obst)
= P (Xt, obs1, . . . , obst)∑
xt P (Xt = xt, obs1, . . . , obst)
∝ P (Xt, obs1, . . . , obst)
∝ ∑
x1,...,xt−1∈(ΩX)t−1
P (x1, . . . , xt−1, xt, obs1, . . . , obst)
∝ ∑
x1,...,xt−1∈(ΩX)t−1
t∏
u=1
pX(xu|pa(xu))× P (obst|xu)
∝ ∑
x1,...,xt−1∈(ΩX)t−1
t∏
u=1
pX(xu|pa(xu))× pseu(xu) (2.14)
avec pseu(xu) = P ( observation de Xu via le capteur|Xu = xu), l’observation via
le capteur de l’état X à l’instant u.
La normalisation sur chacun des états xt donne ensuite le résultat.
Si une variable Xu n’est pas observée par le capteur, si aucune information
n’est disponible pour cet instant, il est possible de prendre par exemple pset(xt) =
P (obst|xt) = 1 pour chacun des états de fonctionnement. La valeur choisie a peu
d’importance en raison de la normalisation finale, du moment qu’une même valeur
est associée à chacun des états pour aboutir à une distribution uniforme.
L’exemple de la figure 2.7 peut maintenant devenir l’exemple de la figure 2.8, la
"soft evidence" étant contenue dans la variable X, partiellement observée.
Figure 2.8 – Modèle graphique de durée
Pour tenir compte de la pondération possible, servant à inclure d’éventuelles
observations incertaines, nous utiliserons dans la suite la notion de potentiel plutôt
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que de probabilités. La normalisation des potentiels à la fin d’un calcul renverra une
probabilité.
Une fois que la connaissance partielle ou totale de variables est injectée dans le
réseau, elle se propage afin d’affiner la connaissance d’autres variables.
Parmi toutes les méthodes d’inférence possibles, nous nous sommes intéressés à
l’élimination de variable. D’autres algorithmes d’inférence sont présentés dans [Lau-
ritzen et Spiegelhalter 1988], [Donat 2009], [Jaakkola et Jordan 1999],
[Arulampalam et al. 2002], [Gilks et al. 1995], [Hastings 1970], comme pré-
senté en 2.2.5.
Élimination de variables
La méthode d’élimination de variables [Dechter 1999] a été choisie ici pour sa
facilité de compréhension et de mise en place, et parce que l’algorithme d’inférence
qui sera présenté dans la section 3.2 s’en inspire, ce qui permettra de comparer des
méthodes équivalentes.
La principe de la méthode repose sur le fait que pour tout xr ∈ ΩXr
P (Xr = xr) =
∑
xe∈Ω
D∏
d=1
pd(xd|pa(xd)). (2.15)
"Éliminer une variable" signifie effectuer une sommation de la loi jointe factorisée
sur le domaine de la variable en question. La méthode consiste donc à éliminer une
à une les variables non présentes dans Xr, de telle sorte qu’en fin de procédure il ne
reste plus que la LPC de Xr. Le résultat de l’équation 2.15 ne dépend pas de l’ordre
dans lequel sont effectuées les sommations, mais cet ordre peut avoir une influence
sur la complexité des calculs à effectuer [Donat 2009].
L’algorithme (1), inspiré de celui établi par [Donat 2009], présente la méthode
d’élimination de variables appliquée aux calculs d’inférence dans le cadre des réseaux
bayésiens.
Illustrons cela par un exemple. Considérons le réseau bayésien de la figure 2.9,
et calculons la distribution de probabilité de (X3, X5) à l’aide de l’algorithme.
La requête de l’inférence est Xr = (X3, X5).
Il s’agit d’éliminer une à une les variables qui n’appartiennent pas à la requête
Xr, c’est-à-dire les variables X4, X2 et X1.
L’ordre choisi est σ(X1, . . . , X5) = (X3, X5, X4, X2, X1).
Initialement, P = {p1, . . . , p5}
La première itération d=1 donne :
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Figure 2.9 – Réseau bayésien
— Y1 = σ(X1) = X3
— Y1 = X3 appartient à la requête Xr = (X3, X5)
La seconde itération d=2 donne :
— Y2 = σ(X2) = X5
— X5 appartient à la requête Xr = (X3, X5)
La troisième itération d=3 donne :
— Y3 = σ(X3) = X4
— X4 n’appartient pas à la requête Xr = (X3, X5)
— BX4 = {m ∈ P = {p1, . . . , p5}|ΩX4 ∈ Dom(m)} = {p4, p5}
— P = {p1, . . . , p5}\{p4, p5} = {p1, p2, p3}
— cX4 =
∑
ΩX4 p4 × p5
— P = {p1, p2, p3, cX4}
La variable X4 a été éliminée, cette étape a permis le calcul de cX4 qui est en
fait P (X5|X2, X3) (cf. figure 2.10).
Figure 2.10 – Élimination de la variable X4
La quatrième itération d=4 donne :
— Y4 = σ(X4) = X2
— X2 n’appartient pas à la requête Xr = (X3, X5)
— BX2 = {m ∈ P = {p1, p2, p3, cX4}|ΩX2 ∈ Dom(m)} = {p2, p3, cX4}
— P = {p1, p2, p3, cX4}\{p2, p3, cX4} = {p1}
— cX2 =
∑
ΩX2 p2 × p3 × cX4
— P = {p1, cX2}
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La variable X2 a été éliminée, cette étape a permis le calcul de cX2 qui est en
fait P (X5, X3|X1) (cf. figure 2.11).
Figure 2.11 – Élimination de la variable X2
La cinquième itération d=5 donne :
— Y5 = σ(X5) = X1
— X1 n’appartient pas à la requête Xr = (X3, X5)
— BX1 = {m ∈ P = {p1, cX2}|ΩX1 ∈ Dom(m)} = {p1, cX2}
— P = {p1, cX2}\{p1, cX2} = {}
— cX1 =
∑
ΩX1 p1 × cX2
— P = {cX1}
La variable X1 a été éliminée, cette étape a permis le calcul de cX1 qui est
P (X5, X3) (cf. figure 2.12).
Figure 2.12 – Élimination de la variable X1
Notre exemple ne comportait pas d’observation (certaines ou incertaines), la
normalisation est donc égale à 1.
P (X3, X5) =
∏
m∈P m = cX1
L’algorithme a ainsi permis de calculer de proche en proche
P (X3 = x3, X5 = x5) =
∑
x1
p1(x1)
∑
x2
p2(x2|x1)p3(x3|x1, x2)×∑
x4
p4(x4|x2, x3)p5(x5|x3, x4) (2.16)
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Algorithm 1: Élimination de variable
Entrées :
1. un ensemble de LPC {pd}1≤d≤D caractérisant la loi de X = (X1, . . . , XD)
représenté par un RB
2. un vecteur aléatoire Xr extrait de X représentant la requête de l’inférence.
3. un ordre d’élimination noté σ(X1, . . . , XD)
4. des observations certaines et des observations partielles
Sorties : la loi P (Xr|observations)
pour chaque d = 1, . . . , D faire
// initialisation des potentiels : prise en compte des
observations et des observations incertaines
si Xd est observée alors
pd ← δxd ;
sinon si Xd est partiellement observée alors
pd ← pd.psed ;
fin
fin
P ← {p1, . . . , pD} ;
pour chaque d = 1, . . . , D faire
Yd ← σ(Xd) ;
si Yd n’appartient pas à la requête Xr alors
BYd ← {m ∈ P|ΩYd ∈ Dom(m)} // LPC dont le domaine contient
ΩYd
P ← P\BYd ;
cYd ←
∑
ΩYd
∏
m∈BYd m ;
P ← P ∪ {cYd}
fin
fin
// normalisation et résultat
P (Xr|observations)←
∏
m∈P m∑
xr
∏
m∈P m
;
La complexité algorithmique de la méthode d’élimination de variables est étudiée
en détail par Deschter dans [Dechter 1999]. L’essentiel de la complexité est
contenu dans l’étape de calcul de cXd . Cette complexité est directement liée au
nombre de potentiels, et aux tailles des espaces d’état des variables.
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2.3 Des limitations des MGD vers une nouvelle
problématique
Intéressons-nous à la taille de l’espace d’état ΩS de la variable S qui représente
le temps de séjour dans l’état de fonctionnement courant.
Pour modéliser un système par un MGD, l’utilisateur doit déterminer l’espace
d’état de la variable "temps de séjour". La valeur maximale de cet espace d’état, qui
est la taille de F sys, doit être telle que toutes les durées de séjour dans tous les états
lui soient inférieures.
Si l’utilisateur dispose de données de retour d’expérience, la taille de F sys peut
par exemple être définie comme étant le maximum sur les différents états de l’en-
semble des temps passés dans chacun des états.
Dans le cas où il ne dispose pas de base de retour d’expérience pour modéliser la
table de probabilité F sys empiriquement, il peut s’appuyer sur les avis d’experts. Il
se trouve que, de par sa souplesse, la loi de Weibull arrive assez souvent à coller au
comportement réel d’un système [Carroll 2003]. Nous avons choisi de rester dans
ce contexte-là pour ces travaux. Toutefois, nous montrerons dans la section 3.2 que
les développements proposés admettent une certaine forme de généricité.
Après avoir estimé les paramètres des distributions de Weibull, il est nécessaire
de les discrétiser pour créer la table F sys. La discrétisation d’une loi de Weibull
[Bracquemond etGaudoin 2003], qui est à support infini, nécessite le choix d’une
borne. Cette troncature entraînera nécessairement une perte d’information. Si elle
est trop basse, elle ne représentera pas correctement la loi du temps de séjour. Elle
doit donc être choisie suffisamment élevée pour garantir une bonne modélisation de
la distribution du temps de séjour.
L’espace d’état de la variable S, ΩS = 1, . . . , NS peut donc nécessiter une grande
taille, i.e. un NS élevé, pour que la représentation de la distribution du temps de
séjour soit précise.
La table F sys (formule en 2.10) contient NX .NS éléments. Ainsi, le choix d’une
valeur NS trop importante aura des conséquences immédiates sur l’espace nécessaire
pour stocker les distributions de probabilités conditionnelles.
On a d’autre part vu à la fin de la section 2.2.5 que la complexité algorithmique de
l’inférence est aussi liée à la taille des espaces d’état des variables. Ainsi, une grande
valeur NS aura aussi des conséquences immédiates sur la complexité de l’inférence,
et donc sur le temps de calcul.
Pour illustrer cela, en estimant par un calcul d’inférence la fiabilité de l’exemple
développé dans la section 2.2.1, modélisé par un MGD (cf. figure 2.8), pour diffé-
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rentes tailles de la table de probabilité du temps de séjour dans l’état de fonction-
nement, on constate avec la figure 2.13 que le temps de calcul augmente de façon
exponentielle, passant de 500 secondes = 7.5 minutes à 31700 secondes c’est à dire
plus de 8 heures, et que le calcul ne peut plus s’effectuer passé une certaine taille de
F sys.
Figure 2.13 – Explosion du temps de calcul d’inférence dans le MGD
Pour conclure, un grand espace d’état de la variable durée de séjour induit donc
des problèmes techniques en matière de capacité de stockage et de temps de calcul.
Le problème de complexité a été soulevé par [Donat 2009].
De son côté, Foulliaron a développé un algorithme d’inférence spécifique ré-
duisant la complexité du calcul d’inférence dans le modèle de dégradation appelé
modèle graphique de durée conditionnelle, mais la faisabilité de la méthode qu’il a
mise en place est très dépendante de la borne supérieure des lois du temps de séjour
dans chacun des états [Foulliaron 2015].
En considérant une variable de durée continue, décrite par un nombre de pa-
ramètres très inférieur à NS, l’espace nécessaire pour stocker la LPC continue sera
inférieur à l’espace de stockage nécessité par la loi de probabilité d’une variable
temps de séjour discrète, et les temps de calculs d’inférence seront également infé-
rieurs comme nous le verrons dans la section 4.4.2.
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MGDHW : Une approche hybride
pour la modélisation des processus
de dégradation
L’objectif de la thèse est de permettre à la variable durée de séjour du modèle
graphique de durée d’être continue. Pour cela, nous proposons une extension du
modèle graphique de durée : le modèle graphique de durée hybride-Weibull. La des-
cription du formalisme fait l’objet de la première partie de ce chapitre. La deuxième
partie présente l’algorithme spécifique d’inférence mis en place.
3.1 Généralités sur le formalisme des MGDHW
Avant de présenter le modèle hybride mis en place, étudions ce qui a été fait
auparavant dans la littérature concernant l’intégration de variables continues dans
les réseaux bayésiens.
3.1.1 État de l’art sur les réseaux bayésiens admettant des
variables continues
Dans la théorie des réseaux bayésiens, il existe plusieurs approches qui contiennent
à la fois des variables continues et discrètes, telles que les réseaux bayésiens condition-
nels hybrides gaussiens [Lauritzen 1992], les mélanges d’exponentielles [Koller
et al. 1999], ou encore les mélanges d’exponentielles tronquées [Moral et al. 2001].
Les réseaux bayésiens conditionnels hybrides gaussiens mêlent des variables dis-
crètes et des variables continues qui suivent des lois gaussiennes conditionnellement
à leurs variables parentes. L’inférence exacte est possible dans de tels réseaux en
utilisant l’algorithme de l’arbre de jonction [Lauritzen 1992].
Toutefois, dans un réseau bayésien conditionnel hybride gaussien, les variables
discrètes ne peuvent avoir de parents continus. Cette restriction peut être partielle-
ment levée en utilisant la fonction logit ou probit, généralisée dans le cas multinomial
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par la fonction softmax [Murphy 1999].
Une autre façon de lever cette restriction est l’utilisation d’un mélange d’expo-
nentielles [Koller et al. 1999], mais l’inférence n’est qu’approchée, et pas exacte.
Le modèle de mélange d’exponentielles tronquées a été introduit dans [Moral
et al. 2001]. Ce modèle permet l’inférence exacte via un algorithme de l’arbre de
jonction, celui de Shafer-Shenoy, et autorise les variables discrètes à avoir des parents
continus [Cobb et Shenoy 2006].
Dans le modèle graphique de durée, la variable "durée de séjour" est déterministe
lorsqu’il n’y a pas de changement d’état : elle est décrémentée d’une unité. Ainsi,
sa distribution ne peut pas être modélisée par une gaussienne ou par un mélange
d’exponentielles tronquées, et les travaux précédemment cités ne sont pas directe-
ment applicables aux MGD dans un objectif de rendre continue la variable "durée de
séjour". Toutefois, l’existence de ces approches hybrides encourage à envisager une
approche hybride des modèles graphiques de durée, qui respecte la forme particulière
de la distribution de la variable temps de séjour dans le modèle graphique de durée.
Nous allons commencer par poser le formalisme du modèle graphique de durée
dont les variables «durée de séjour» sont continues et suivent une loi de Weibull
après chaque changement d’état.
3.1.2 Formalisme
Soit (Xt)1≤t≤T une suite de variables aléatoires représentant l’état du système sur
une période de longueur T . Soit (St)1≤t≤T une suite de variables aléatoires représen-
tant le temps restant avant une modification de l’état du système. Ces variables sont
appelées variables de durée ou variables de temps de séjour. Un modèle graphique
de durée hybride Weibull est illustré dans la figure 3.1.
Figure 3.1 – Modèle graphique de durée Hybride-Weibull
Les expressions (2.7), (2.8), (2.9), (2.10), (2.11) et (2.12) introduites au chapitre
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2 pour décrire un MGD deviennent les expressions (3.1), (3.2), (3.4), (3.5), (3.6) et
(3.7) détaillées ci-après.
La distribution de probabilité conditionnelle associée à la distribution de l’état
initial du système doit être définie comme suit, sur le domaine discret et fini ΩX =
1, . . . , NX :
P (X1 = i) = Qini(i) (3.1)
La LPC initiale du temps de séjour donne la distribution pour chaque état initial,
elle est définie sur le domaine continu ΩS =]0,+∞[ :
fS1|X1=i = fWαi,βi (3.2)
avec
fWα,β(s) =
β
α
( s
α
)β−1e−( sα )β (3.3)
où α est le paramètre d’échelle et β le paramètre de forme. Les valeurs de α et
β dépendent de l’état courant.
Dans un premier temps, nous avons choisi de nous intéresser à la loi de Weibull
[Weibull 1951], cette loi apparaissant naturellement dans l’étude de la distribution
limite du minimum d’un échantillon iid, par exemple dans l’étude de la distribution
des différents temps de séjour d’un système constitué de composants dont l’état est
déterminé par le pire état de ces derniers. En effet, avec X1, . . . , Xn une suite de
variables iid de fonction de densité f sur ]0,+∞[ telle que limx→0+ α
βf(x)
βxβ−1 = 1, alors
n
1
β min(X1, . . . , Xn) converge en loi lorsque n tend vers l’infini vers la loi de Weibull
W(α, β) [Ycart 2004].
Dans le cas d’une variable temps de séjour St continue, une transition (un chan-
gement d’état) a lieu si et seulement si St−1 ≤ 1.
La probabilité conditionnelle de transition de l’état du système devient dans ce
cas :
P (Xt = j|Xt−1 = i, St−1 ≤ 1) = Qsys(i, j) (3.4)
où Qsys est une matrice NX .NX , appelée matrice de transition naturelle du système.
Étant donné qu’il s’agit d’une table de changement d’état, et un système ne
restant par définition pas dans le même état après changement d’état, les Qsys(i, i)
sont nuls pour tout i différent de l’état de panne.
Le système ne pouvant se réparer lui-même, les probabilités qu’il passe dans un
meilleur état de fonctionnement après une transition naturelle sont nulles.
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Table 3.1 – Table de probabilité conditionnelle de transition naturelle d’un système à
trois états de fonctionnement sans réparation
état ok état dégradé état panne
état ok 0 q 1-q
état dégradé 0 0 1
état panne 0 0 1
Dans un système à trois états de fonctionnement "ok", "dégradé", "panne", il n’y a
donc qu’à définir Qsys(ok, deg) ou Qsys(ok, panne), qui sont tels que Qsys(ok, deg) +
Qsys(ok, panne) = 1.
La table 3.1 illustre la table de transition naturelle d’un système à trois états de
fonctionnement.
Suite à une transition, un nouveau temps de séjour est calculé selon la LPC
suivante, qui est la LPC initiale des temps de séjour :
fSt=s|St−1≤1,Xt=i = fWαi,βi (s) (3.5)
Des paramètres de Weibull sont nécessaires pour chacun des états de fonctionne-
ment. L’état de panne ne requiert pas de distribution de Weibull associée, puisqu’il
est absorbant.
Par contre, lorsqu’il n’y a pas de transition, il n’y a pas de changement d’état, le
système reste de façon déterministe dans l’état précédent i, la matrice de transition
est alors la matrice identité :
P (Xt = j|Xt−1 = i, St−1 > 1) = I(i, j) (3.6)
Le temps de séjour dans l’état actuel est quant à lui décrémenté de manière
déterministe d’une unité :
f(St = s|Xt=i, St−1 = s′>1)=
1 si s = s
′−1
0 sinon
= δs=s′−1 (3.7)
Le formalisme du modèle graphique de durée hybrideWeibull étant posé, intéressons-
nous au processus d’apprentissage d’un tel réseau, avant de présenter le processus
d’inférence à mettre en place.
3.1.3 Apprentissages
L’apprentissage de la structure d’un MGDHW ne diffère pas de l’apprentissage
de la structure d’une réseau bayésien classique. Une fois la structure particulière du
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modèle graphique de durée hybride Weibull apprise, il faut passer à l’apprentissage
des paramètres. Pour ces apprentissages, les méthodes présentées en section 2.2.4
sont directement applicables. L’apprentissage des paramètres des lois de Weibull
modélisant les durées de séjour dans chacun des états nécessite une étape supplé-
mentaire, consistant en une régression linéaire.
L’apprentissage des paramètres probabilistes d’un modèle graphique de durée
hybride Weibull dans le cas de données complètes sera développé avec la présentation
de l’exemple dans la section 4.3.1, pour lequel la structure sera supposée connue.
3.2 Inférence
3.2.1 Algorithme itératif
Présentons maintenant l’algorithme spécifique mis en place pour effectuer les
calculs d’inférence dans un MGDHW.
Figure 3.2 – Modèle graphique de durée Hybride-Weibull
Développons le calcul de la distribution de probabilité de la variable Xt sachant
des observations incertaines sur toutes les variables d’état de fonctionnement précé-
dentes. Cela correspond au calcul de la probabilité d’un état à un instant donné en
ayant un historique d’observations des états précédents.
Nous cherchons à évaluer P (Xt|se). La première étape consiste à calculer la
probabilité P (Xt, se), puis la deuxième réside en une normalisation de P (Xt, se) sur
Xt pour obtenir P (Xt|se). Pour rappel, pset(xt) désigne la probabilité que X soit
dans l’état xt sachant qu’il est observé dans l’état set.
L’algorithme s’inspire de l’algorithme d’élimination de variables, présenté en sec-
tion 2.2.5.
Le principe repose sur le fait que
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P (Xt, se) =
∑
x1∈ΩX1
∞∫
0
. . .
∑
xt−1∈ΩXt−1
[
∞∫
0
P (Xt|Xt−1 = xt−1, St−1 = st−1)pset(xt)×
f(St−1 = st−1|Xt−1 = xt−1, St−2 = st−2)dst−1]×
P (Xt−1 = xt−1|Xt−2 = xt−2, St−2 = st−2)pset−1(xt−1)×
. . .× f(S1 = s1|X1 = x1)ds1 × P (X1 = x1)pse1(x1) (3.8)
L’idée est d’éliminer successivement les variables St−1, Xt−1, St−2, . . . , X2, S1, et
X1, par des intégrations et des sommations successives. Éliminer Su, consiste à passer
de P (Xt, obsu+1, . . . , obst|Xu, Su = su) à P (Xt, obsu+1, . . . , obst|Xu, Su−1 = su−1)
par une intégration. Éliminer Xu, consiste à passer de P (Xt, obsu+1, . . . , obst|Xu =
x, Su−1) à P (Xt, obsu, . . . , obst|Xu−1 = x, Su−1) par une sommation.
Pour simplifier les notations, posons
Φt,u = P (Xt, obsu+1, . . . , obst|Xu, Su−1) pour u ∈ [[2; t− 1]]
Φt,1 = P (Xt, obs2, . . . , obst|X1)
Λt,u = P (Xt, obsu, . . . , obst|Xu−1, Su−1) pour u ∈ [[2; t]]
Λt,1 = P (Xt, obs1, . . . , obst)
(3.9)
Λt,t = P (Xt, obst|Xt−1, St−1) (3.10)
est donné par les formules 3.4 et 3.6.
Pour u ∈ [[2; t− 1]], Φt,u se calcule à partir de Λt,u+1 :
Φt,u =
∞∫
0
Λt,u+1 × f(Su = su|Xu, Su−1)dsu, (3.11)
f(Su = su|Xu, Su−1) étant donné par les formules 3.5 et 3.7. Cette étape élimine
la variable Su.
Pour u ∈ [[2; t− 1]], Λt,u se calcule à partir de Φt,u :
Λt,u =
∑
x∈ΩXu
Φt,u × P (Xu = x|Xu−1, Su−1)× P (obsu|Xu = xu), (3.12)
P (Xu = x|Xu−1, Su−1) étant donné par les formules 3.4 et 3.6. Cette étape élimine
la variable Xu.
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Une fois Λt,2 calculé, Φt,1 se calcule ainsi :
Φt,1 =
∞∫
0
Λt,2f(S1 = s1|X1)ds1 (3.13)
Cette étape élimine la variable S1.
Puis Λt,1 se calcule à partir de Φt,1 :
Λt,1 =
∑
x∈ΩX1
Φt,1 × P (X1 = x)P (obs1|X1 = x1) (3.14)
Cette étape élimine la variable X1.
Les équations 3.10 3.11 3.12 3.13 3.14 définissent un algorithme itératif, qui
permet à terme de calculer Λt,1 = P (Xt, obs).
Nous allons maintenant présenter en détails les étapes successives de ces calculs.
3.2.2 Méthode de calcul
Notations
Dans la suite, A.B désignera le produit matriciel de Hadamard : chacun de ses
coefficient est le produit "terme à terme" des coefficients des matrices A et B.
Par défaut, un vecteur v désigne un vecteur colonne, et vτ sa transposée. vτ
désigne donc un vecteur ligne.
A.v désignera la matrice constituée des colonnes de A multipliées par l’élément
de v correspondant à l’indice de la colonne.
vτ .A désignera la matrice constituée des lignes de A multipliées par l’élément de
v correspondant à l’indice de la ligne.
Avec v et w deux vecteurs, v.w désigne le produit scalaire des deux vecteurs,
c’est à dire la somme du produit terme à terme de leurs éléments.
Initialisation
Regardons ce qui constitue Λt,t, la première étape du calcul.
Λt,t = P (obst|Xt)× P (Xt = x|Xt−1, St−1) est connu de la description du réseau,
via les formules 3.4 et 3.6. Λt,t peut s’exprimer en fonction de la valeur de st−1
comme suit :
Λt,t =
 I.pset si 1 < st−1Qsys.pset si st−1 ≤ 1 (3.15)
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Posons QΛt,t = [I.pset Qsys.pset ]. QΛt,t(1) = I.pset décrit Λt,t pour les s > 1,
QΛt,t(2) = Qsys.pset décrit Λt,t pour les s ≤ 1
Intégration : calcul de Φ
Passons au calcul présenté dans la formule 3.11. Λt,u+1 est décrit par QΛt,u+1 =
[QΛt,u+1(1) . . . QΛt,u+1(t− u+ 1)] de la manière suivante :
Λt,u+1 =

QΛt,u+1(1) =
∏t−1
η=u+1 p
τ
seη .I.pset si t− u < su
QΛt,u+1(2) =
∏t−1
η=u+1 p
τ
seη .Q
sys.pset si t− u− 1 < su ≤ t− u
QΛt,u+1(3) si t− u− 2 < su ≤ t− u− 1
...
...
QΛt,u+1(t− u+ 1) si su ≤ 1
(3.16)
L’objectif est de calculer Φt,u =
∞∫
0
Λt,u+1 × f(su|Xu, Su−1)dsu. L’expression de
f(Su = su|Xu, Su−1) est donnée par 3.5 et 3.7. Pour les su−1 > 1, il n’y a pas de
transition, la loi du temps de séjour s’écrit f(su|Xu, Su−1 = su−1) = δsu=su−1−1, donc
Φt,u(su−1) = Λt,u+1(su−1) pour tout 1 < su−1.
Il reste à calculer Φt,u pour su−1 ≤ 1, ce qui correspond à un changement d’état.
Dans ce cas, fSu=s|Su−1≤1,Xu=xu = fWαxu,βxu (s).
Il vient alors :
QΦt,u(t− u+ 2)
= Φt,u(su−1 ≤ 1)
=
∞∫
0
fWαxu,βxu × Λt,u+1dsu
=
t−u∑
k=1
k∫
k−1
fWαxu,βxu (su)dsu ×QΛt,u+1(t− u− k + 2) +
∞∫
t−u
fWαxu,βxu (su)dsu ×QΛt,u+1(1)
=
t−u∑
k=1
(FWαxu,βxu (k)− FWαxu,βxu (k − 1))dsu ×QΛt,u+1(t− u− k + 2) +
(1− FWαxu,βxu (t− u))dsu ×QΛt,u+1(1) (3.17)
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QΦt,u = [QΦt,u(1), . . . , QΦt,u(t− u+ 2)] est alors construit comme suit :
Φt,u =

QΦt,u(1) =
∏t−1
η=u+1 p
τ
seη .I.pset si t− u+ 1 < su−1
QΦt,u(2) =
∏t−1
η=u+1 p
τ
seη .Q
sys.pset si t− u < su−1
≤ t− u+ 1
QΦt,u(3) = QΛt,u+1(3) si t− u− 1 < su−1
≤ t− u
...
QΦt,u(t− u+ 1) = QΛt,u+1(t− u+ 1) si 1 < su−1 ≤ 2
QΦt,u(t− u+ 2) =
t−u∑
k=1
k∫
k−1
fWαxu,βxu (su)dsu si su−1 ≤ 1
× QΛt,u+1(t− u− k + 2)
+QΛt,u+1(1) ×
∞∫
t−u
fWαxu,βxu (su)dsu
(3.18)
Remarquons que la forme de la loi considérée pour caractériser la variable "temps
de séjour" après changement d’état intervient à cette étape des calculs. Il est a
priori possible de considérer n’importe quelle loi, tant que le calcul analytique de
sa fonction de répartition reste possible. Dans le cas d’une densité de Weibull, nous
obtenons
k∫
k−1
fWαxu,βxu (su)dsu = FWαxu,βxu (k)− FWαxu,βxu (k − 1)
= e−(
k−1
αxu
)βxu − e−( kαxu )βxu
Sommation : calcul de Λ
Φt,u est décrit par QΦt,u dont les éléments sont présentés en 3.18. Détaillons
maintenant le calcul présenté dans la formule 3.12, qui permet de passer de Φt,u à
Λt,u.
Λt,u =
∑
x∈ΩXu P (Xu = x|Xu−1, Su−1)× P (obsu|Xu = xu)× Φt,u
L’expression de P (Xu = x|Xu−1, Su−1) est donnée par par 3.4 et 3.6 : P (Xu =
x|Xu−1, Su−1 > 1) = I et P (Xu = x|Xu−1, Su−1 ≤ 1) = Qsys.
Il vient alors
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Λt,u =

pτseu .QΦt,u(1) si t− u+ 1 < su−1
pτseu .QΦt,u(2) si t− u < su−1 ≤ t− u+ 1
pτseu .QΦt,u(3) si t− u− 1 < su−1 ≤ t− u
...
pτseu .QΦt,u(t− u+ 1) si 1 < su−1 ≤ 2
Qsys ∗ (pτseu .QΦt,u(t− u+ 2)) si su−1 ≤ 1
(3.19)
c’est à dire
Λt,u =

∏t−1
η=u p
τ
seη .I.pset si t− u+ 1 < su−1∏t−1
η=u p
τ
seη .Q
sys.pset si t− u < su−1 ≤ t− u+ 1
pτseu .QΦt,u(3) si t− u− 1 < su−1 ≤ t− u
...
pτseu .QΦt,u(t− u+ 1) si 1 < su−1 ≤ 2
Qsys ∗ (pτseu .QΦt,u(t− u+ 2)) si su−1 ≤ 1
(3.20)
Qsys ∗ (pτseu .QΦt,u(t − u + 2)) représente la matrice de transition naturelle du
système pendant t− u+ 1 tranches de temps.
Dernière intégration
Ces étapes sont répétées jusqu’à l’obtention de Λt,2, qui est décrit par QΛt,2 =
[QΛt,2(1) . . . QΛt,2(t)] de la manière suivante :
Λt,2 =

QΛt,2(1) =
∏t−1
η=u+1 p
τ
seη .I.pset si t− 1 < s1
QΛt,2(2) =
∏t−1
η=u+1 p
τ
seη .Q
sys.pset si t− 2 < s1 ≤ t− 1
QΛt,2(3) si t− 3 < s1 ≤ t− 2
...
QΛt,2(t) si s1 ≤ 1
(3.21)
L’objectif est cette fois de calculer Φt,1 =
∞∫
0
Λt,2 × f(S1 = s1|X1)ds1 (formule
3.13).
L’expression de f(S1 = s1|X1) est donnée par la formule 3.2 : fS1=s|X1=x1 =
fWαx1 ,βx1 (s)
Il vient alors
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Φt,1 =
∞∫
0
Λt,2 × f(S1 = s1|X1)ds1
=
∞∫
0
Λt,2(s1)× fWαx1 ,βx1 (s)ds1
=
t−1∑
k=1
k∫
k−1
Λt,2(s1)× fWαx1 ,βx1 (s)ds1 +
∞∫
t−1
Λt,2(s1)× fWαx1 ,βx1 (s)ds1
=
t−1∑
k=1
k∫
k−1
QΛt,2(t− k + 1)× fWαx1 ,βx1 (s)ds1 +
∞∫
t−1
QΛt,2(1)× fWαx1 ,βx1 (s)ds1
Dernière sommation
Φt,1 est désormais calculé. Il ne reste plus qu’à obtenir Λt,1 =
∑
x∈ΩX1 Φt,1 ×
P (X1 = x)P (obs1|X1 = x1) (formule 3.14).
L’expression de P (X1 = x) est donnée par la formule 3.1 : P (X1) = Qini.
Il vient alors
Λt,1 =
∑
x∈ΩX1
Φt,1 × P (X1 = x)P (obs1|X1 = x1)
=
∑
x∈ΩX1
Φt,1 ×Qini × pse1
Il suffit ensuite de normaliser Λt,1 pour obtenir P (Xt|obs) :
P (Xt|obs) = Λt,1∑
ΩXt Λt,1
La manière dont sont utilisées les distributions de Weibull dans les différentes
étapes de l’inférence ne sont pas spécifiques à la nature de la loi. La nature de
la distribution du temps de séjour après changement d’état a peu d’importance,
il serait aisé de remplacer la loi de Weibull par une autre loi, du moment que la
fonction de répartition reste calculable. Une condition est toutefois de considérer
une loi dont les paramètres s’apprennent facilement, pour ne pas perdre en vitesse
d’apprentissage, et qui soit caractérisée par un petit nombre de paramètres pour
n’utiliser qu’un faible espace de stockage mémoire.
Après avoir été présenté, l’algorithme d’inférence mis en place au sein du MGDHW
va maintenant être validé sur un jeu de données. C’est l’objet de la partie suivante.
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Chapitre 4
Résultats expérimentaux
4.1 Présentation du protocole expérimental
4.1.1 Introduction
L’objectif de cette partie est de présenter le protocole expérimental mis en place
pour valider la nouvelle approche. L’enjeu est d’examiner l’apport du MGDHW par
rapport aux MGD.
Reprenons l’exemple introduit en 2.2.1 considérant une machine de production à
trois états : « ok » et « dégradé » pour les états de fonctionnement et « en panne »
pour l’état de défaillance.
Il s’agit de modéliser la dynamique de dégradation de la machine de production
par, d’une part, un MGDHW et, d’autre part, un MGD.
Pour effectuer ces modélisations, il faut disposer d’un historique d’apprentissage,
constitué de "trajectoires" représentant différentes évolutions de l’état du système
vers l’état de panne.
Une trajectoire naturelle correspond à l’observation d’une séquence d’états du
système au cours du temps en le laissant vieillir sans jamais intervenir, jusqu’à la
panne.
La figure 4.1 présente un exemple de trajectoire.
Figure 4.1 – Exemple de trajectoire
Ne disposant pas de base de retour d’expérience (REX), nous avons simulé une
base de trajectoires, en considérant un système dont les temps de séjour dans chaque
nouvel état de fonctionnement suivent une loi de Weibull. Ce système est modélisé
par le MGDHW de la figure 4.2, avec X l’état de fonctionnement, et S la variable
"temps de séjour".
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Figure 4.2 – Modèle graphique de durée Hybride-Weibull
Il s’agira notamment de comparer l’inférence réalisée avec un MGDHW et celle
réalisée avec un MGD afin de mettre en évidence les limites et avantages de l’ap-
proche proposée dans cette thèse. La fiabilité théorique d’un tel système étant cal-
culable (4.4.3), c’est le calcul d’inférence donnant l’estimation de la fiabilité qui sera
réalisé d’une part dans un MGDHW et d’autre part dans un MGD, afin d’évaluer
l’algorithme d’inférence proposé en 3.2.
Si l’état de la machine de production est connu via un capteur, l’information
renvoyée par le-dit capteur peut être prise en compte dans le modèle en associant à
l’état de la machine une observation incertaine dans le calcul d’inférence (cf. section
2.2.5). Dans la situation présente, il s’agit uniquement de valider l’algorithme d’in-
férence, il n’est donc pas utile de supposer une quelconque connaissance de l’état du
système.
Un des objectifs est notamment d’étudier si le MGDHW permet de s’affranchir
du problème posé par la taille de F sys dans le MGD.
4.1.2 Choix d’un paramètre initial impactant la taille de F
Comme la complexité d’un MGD croit fortement en fonction de la taille de
l’espace d’état des temps de séjour, nous allons mener des calculs jusqu’à la limite
mémoire de notre machine et les comparer avec notre approche MGDHW.
Pour comparer efficacement l’utilisation d’un MGDHW et celle d’un MGD en
ce qui concerne l’impact de la taille de l’espace d’état discret de la variable S, tout
en partant d’un MGDHW avec une variable S continue, il est utile de déterminer
un lien entre les paramètres du MGDHW et la taille de Fˆ sys. Les modèles seront
comparés entre eux par rapport à ces valeurs reliées.
Le moyen choisi pour que la taille de Fˆ sys, appris des données simulées, varie de
façon certaine, prévisible et contrôlée à partir du modèle MGDHW initial, est de
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désigner un unique paramètre du modèle dont sont issues les simulations, et de faire
varier ce paramètre.
Le paramètre sélectionné est le paramètre d’échelle de la loi de Weibull associée
à l’état "ok", αok. La taille de Fˆ sys sera alors proche de
αokβokK
∫ ∞
0
(1− e−uβok )K−1e−uβokuβok du
pour des paramètres tels que βok = βdeg et αok ≥ αdeg. La suite de ce paragraphe
explique la raison de ces choix.
Considérons la méthode d’apprentissage de cette matrice. Fˆ sys est apprise à
partir de K trajectoires considérées parmi toutes celles disponibles dans la base
d’apprentissage. Les occurrences de chacun des temps de séjour sont comptabilisées.
La taille de Fˆ sys est donc la plus grande valeur des temps de séjour atteinte, par l’une
des K trajectoires, quel que soit l’état courant. Cette taille dépend des trajectoires
choisies. C’est une variable aléatoire, l’idée est donc d’en calculer l’espérance.
Soient des paramètres αok, βok, αdeg, βdeg tels que
βok = βdeg
αok ≥ αdeg (4.1)
Soient S1, . . . , SK les K temps de séjour des K trajectoires dans l’état "ok". Les
Sk sont iid de loi W(αok, βok).
Soit S∗ok = max(S1, . . . , SK)
FS∗
ok
(s) = P (S∗ ≤ s)
= P (max(S1, . . . , SK) ≤ s)
= P (∀kSk ≤ s)
= P (S1 ≤ s, . . . , SK ≤ s)
= P (S1 ≤ s)K
= FW(αok,βok)(s)K
= (1− e−( sαok )βok )K (4.2)
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E(S∗ok) =
∫ ∞
0
sfS∗
ok
(s) ds
=
∫ ∞
0
sF ′S∗
ok
(s) ds
=
∫ ∞
0
s
d
ds
((1− e−( sαok )βok )K) ds
=
∫ ∞
0
sK(1− e−( sαok )βok )K−1e−( sαok )βok βok
αok
( s
αok
)βok−1 ds
= Kβok
∫ ∞
0
s
αok
(1− e−( sαok )βok )K−1e−( sαok )βok ( s
αok
)βok−1 ds
En posant u = s
αok
, il vient
E(S∗ok) = αokKβok
∫ ∞
0
u(1− e−(u)βok )K−1e−(u)βok (u)βok−1 du (4.3)
La taille de Fˆ sys sera égale au maximum des temps de séjour dans les différents
états "ok" et "dégradé".
Calculons la probabilité qu’un des temps de séjour dans l’état "dégradé" soit
supérieur au maximum des temps de séjour dans l’état "ok", appelé S∗ok.
P (Sdeg > S∗ok) = P (Sdeg > max(S1, . . . , SK))
= P (Sdeg > S1, . . . , Sdeg > SK))
= P (Sdeg > Sok)K (4.4)
P (Sdeg > Sok) =
∫ ∞
0
P (Sdeg > s)fSok(s)ds
=
∫ ∞
0
e
−( s
αdeg
)βdeg
βok
sβok−1
αβokok
e
−( s
αok
)βok
ds
=
∫ ∞
0
e
−( s
βdeg
α
βdeg
deg
)+( s
βok
α
βok
ok
)
βok
sβok−1
αβokok
ds
=
∫ ∞
0
e
−sβ( 1
α
β
deg
+ 1
α
β
ok
)
β
sβ−1
αβok
ds (4.5)
Posons
1
αβ
= 1
αβdeg
+ 1
αβok
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P (Sdeg > Sok) =
1
αβok
∫ ∞
0
e−(
s
α
)ββsβ−1ds
= ( α
αok
)β
∫ ∞
0
e−(
s
α
)ββsβ−1
1
αβ
ds
= ( α
αok
)β
∫ ∞
0
e−(
s
α
)ββsβ−1
1
αβ
ds
= ( α
αok
)β
= 1( αok
αdeg
)β + 1 (4.6)
De 4.4 et 4.6 il vient :
P (Sdeg > S∗ok) = (
1
( αok
αdeg
)β + 1)
K (4.7)
αok ≥ αdeg, et en prenant un K > 20, on obtient P (Sdeg > S∗ok) < (12)K < 10−6
Ainsi, la probabilité que la taille de Fˆ sys soit définie par le maximum des temps
de séjour dans l’état "ok" est supérieure à 1− 10−6.
E(S∗ok) est donc une estimation de la taille de Fˆ sys.
Pour conclure, avec βok = βdeg, αok ≥ αdeg et K > 20, la taille de Fˆ sys sera située
autour de αok
∫∞
0 (1− (1− e−(u)βok )K) du. Elle évolue donc linéairement avec αok
Fixer des paramètres αdeg et βdeg = βok, et faire varier αok au dela de αdeg fait
varier linéairement la taille de Fˆ sys.
On appellera Ωαok l’ensemble choisi de différents αok, conduisant à des tailles
différentes de F sys.
La taille de Fˆ sys dépendra de la base considérée, mais elle sera proche de
αokKβok
∫ ∞
0
u(1− e−(u)βok )K−1e−(u)βok (u)βok−1 du (4.8)
Ainsi, en faisant varier αok au delà de αdeg, la taille de Fˆ augmentera linéairement,
ce qui permettra d’étudier l’impact du choix de la taille de F sys sur l’apprentissage
et l’inférence du MGD.
4.1.3 Lois de probabilités conditionnelles du système initial
Dans ce paragraphe, nous allons définir les lois de probabilité du MGDHW mo-
délisant le fonctionnement du système exemple d’où seront tirées les trajectoires, et
notamment de définir l’espace Ωαok .
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Pour décrire un MGDHW, il est nécessaire de déterminer les paramètres αi et
βi des Weibull qui décrivent les temps de séjour (table 4.1) après transition, pour
chaque état i ∈ ΩX , la distribution de l’état initial Qini (table 4.2) du système, et
la table de transition naturelle Qsys (table 4.3).
La table 4.1 présente un exemple de paramètres d’échelle et de forme des lois de
Weibull décrivant les temps de séjour dans les états "ok" et "dégradé". Les paramètres
de forme sont choisis identiques et les paramètres d’échelle sont choisis tels que
αok ≥ αdeg afin d’assurer une variation de la taille de Fˆ sys linéairement par rapport
à la variation de αok. αdeg est par exemple fixé à 100, et les βok et βdeg à 20. αok va
ensuite varier de 100 à 1000 avec un pas de 100 pour tester différentes valeurs de
αok et donc différentes tailles de Fˆ sys. Dans ces conditions, Fˆ sys variera d’une taille
d’environ 110 éléments à une taille d’environ 1100, avec un pas de 110.
La table 4.2 présente un exemple de distribution de l’état initial Qini du système.
Le système est ici supposé neuf à l’état initial. Si besoin, il est cependant possible
de répartir les probabilités entre les différents états possibles.
La table 4.3 présente un exemple de la loi de probabilité Qsys, qui est la distri-
bution de la variable modélisant l’état de système, après une transition. Vu qu’il y
a une transition, les probabilités que le système reste dans l’état "ok" ou dans l’état
"dégradé" sont nulles. Le système ne pouvant passer seul d’un état à un meilleur
état de fonctionnement, les probabilités que le système passe après transition de
l’état "dégradé" vers l’état "ok" ou de l’état "panne" vers l’état "ok" ou vers l’état
"dégradé" sont nulles. L’état de panne est absorbant, la probabilité que le système
passe de "panne" à "panne" est égale à 1. Il reste à déterminer la probabilité que le
système passe de l’état "ok" à l’état "dégradé", qui détermine la probabilité que le
système passe de l’état "ok" vers l’état "panne". Toutes les valeurs sont possibles, et
il a été choisi ici que 10% des transitions sortant de l’état "ok" allaient directement
en état de panne. Tout autre paramétrage aurait pu être choisi, mais cela n’aura pas
réellement un impact sur la validation du modèle, qui est l’objet de ce chapitre.
Table 4.1 – Paramètres de la Weibull caractérisant la LPC des temps de séjour après
transition
fWα,β
Xt−1 α β
ok 100 ∗ u;u ∈ J1; 10K 20
dégradé 100 20
Après avoir défini les lois de probabilité décrivant le MGDHW initial, passons à
la présentation du protocole expérimental mis en place.
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Table 4.2 – LPC de l’état initial
Qini
X1
ok dégradé panne
1 0 0
Table 4.3 – LPC de transition naturelle
Qsys
Xt
Xt−1 ok dégradé panne
ok 0 0.9 0.1
dégradé 0 0 1
panne 0 0 1
4.1.4 Protocole expérimental
La première partie du protocole expérimental consiste donc en la création d’une
base de Ktot trajectoires naturelles issues du système décrit par le MGDHW de la
figure 4.2 paramétré par les lois présentées en 4.1.3, en créant une base différente
pour chacun des αok de Ωαok . Cette base de trajectoires est appeléeDαok . Le protocole
de création de la base de trajectoire est expliqué dans la section 4.2.
Figure 4.3 – Protocole expérimental
Ensuite, puisqu’un objectif est d’étudier l’impact du nombre de trajectoires consi-
dérées lors de l’apprentissage sur la qualité de ce dernier, il est nécessaire de faire
varier le nombre de trajectoires utilisées dans les divers apprentissages. Les différents
nombres de trajectoires sont stockés dans l’espace ΩK .
Pour chacun des K de ΩK , K trajectoires sont tirées aléatoirement de la base
Dαok pour réaliser l’apprentissage. L’apprentissage va évidemment dépendre des tra-
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jectoires sélectionnées, il est donc nécessaire de réaliser plusieurs tirages pour un
nombre donné de trajectoires apprises. Appelons nb_sim le nombre de tirages par
valeurs de K. Le d-ième tirage de K trajectoires constitue la base DαokK,d.
À partir de la base de trajectoires DαokK,d, un MGD et un MGDHW sont appris,
et les apprentissages sont comparés, tel qu’expliqué dans la partie 4.3.
Pour comparer les inférences, on choisit d’estimer la fiabilité du système, puisque
celle-ci est directement et facilement calculable (cf. section 4.4.3) depuis le MGDHW
initial. Puisqu’une comparaison est établie avec le modèle initial, il est préférable ici
de considérer des modèles MGDHW et MGD les mieux appris en terme de précision,
c’est-à dire-de prendre K = Ktot, et d = 1 puisque de toute façon il n’y a qu’un
façon de sélectionner Ktot trajectoires parmi Ktot.
Les comparaisons des estimations de fiabilité obtenues dans chacun des modèles
donneront une idée de la pertinence de l’algorithme d’inférence développé en 3.2,
testé ici sur un cas simple. L’inférence est présentée dans la partie 4.4.
La figure (4.3) et l’algorithme (2) résument et présentent le protocole.
Algorithm 2: Protocole expérimental
Entrées : Ktot, αi, βi; i ∈ ΩX fixés sauf αok, Qini, Qsys, Ωαok , ΩK , nb_sim
Sorties : Fiabilité, temps de calcul
pour chaque αok ∈ Ωαok faire
Dαok ← algorithme 3(Qini, Qsys, αok, βok, αdeg, βdeg) // cf. 4.2
pour chaque K ∈ ΩK faire
pour chaque d = 1, . . . , nb_sim faire
// phase d’apprentissage
DαokK,d ← Sélection aléatoire de K trajectoires de Dαok ;
MGDHWαokK,d ← algorithme 6 (DαokK,d) // cf. 4.3
MGDαokK,d ← algorithme 7 (DαokK,d) // cf. 4.3
fin
fin
// phase d’inférence
R(αok) ← algorithme 10 (αok, βok, αdeg, βdeg, Qini, Qsys) ;
Rˆ
(αok)
MGDHW ← algorithme 8 ( MGDHWαokKtot,1 ) // cf. 4.4
Rˆ
(αok)
MGD ← algorithme 9 (MGDαokKtot,1) // cf. 4.4
fin
4.2 Création d’une base de trajectoires
Pour générer une base de Ktot trajectoires, Dαok , à partir du MGDHW décrit
en 4.1.3, pour un αok donné, il est nécessaire de commencer par déterminer une
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profondeur T telle que toutes les séquences d’états du système indiquent un état
de panne au bout de cette longueur T (section 4.2.1), puis l’étape suivante est la
simulation de chacune des Ktot trajectoires, de longueur T (section 4.2.2).
L’algorithme 3 regroupe les différentes étapes nécessaires à la création de la base
de données Dαok .
Algorithm 3: Création de Dαok : Simulation de Ktot trajectoires d’un système
modélisé par un MGDHW.
Entrées :
1. Un MGDHW vérifiant la description probabiliste donnée en 4.1.3, i. e. des
paramètres Q(ini), Q(sys), αok, βok, αdeg, βdeg
2. Ktot
Sorties : Ktot trajectoires constituées à chaque instant t de l’état xt du
système, et du temps de séjour restant st : Dαok
T ini ← algorithme 4 (αok, βok, αdeg, βdeg, Ktot) ;
T ← T ini ;
pour chaque K = 1, . . . , Ktot faire
{(xt, st)}(K)1≤t≤T ← algorithme 5 (MGDHW, T) // Simulation d’une
trajectoire
si xT 6= panne alors
// nouveau T tel que xT = panne
pour chaque k = 1, . . . , K faire
pour chaque t = T (k), . . . , T faire
x
(k)
t ← panne;
fin
fin
fin
fin
Dαok ← {{xt}(K)1≤t≤T}1≤...Ktot // stockage des trajectoires dans Dαok
4.2.1 Taille T des trajectoires de Dαok
L’algorithme 4 donne l’expression d’une profondeur telle que les Ktot trajectoires
sont dans l’état de panne au bout de cette durée T .
Algorithm 4: Choix de la profondeur T
Entrées : αok, βok, αdeg, βdeg, Ktot
Sorties : T
T = bF−1Wαok,βok ((1− 10
−6)
1
2Ktot )c+ bF−1Wαdeg,βdeg ((1− 10
−6)
1
2Ktot c+ 2
La suite de ce paragraphe démontre pourquoi ce choix de profondeur convient.
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Soient Sok et Sdeg deux variables aléatoires suivant respectivement les distribu-
tions W(αok, βok) et W(αdeg, βdeg).
Soient Tok et Tdeg définis par :
Tok = bF−1Wαok,βok ((1− 10
−6)
1
2Ktot )c+ 1 (4.9)
Tdeg = bF−1Wαdeg,βdeg ((1− 10
−6)
1
2Ktot c+ 1 (4.10)
Tok et Tdeg sont tels que :
P (Sok < Tok) = FW(αok,βok)(Tok)
= FW(αok,βok)(bF−1Wαok,βok ((1− 10
−6)
1
2Ktot )c+ 1)
≥ FW(αok,βok)(F−1Wαok,βok ((1− 10
−6)
1
2Ktot ))
≥ (1− 10−6) 12Ktot (4.11)
P (Sdeg < Tdeg) = FW(αdeg ,βdeg)(Tdeg)
= FW(αdeg ,βdeg)(bF−1Wαdeg,βdeg ((1− 10
−6)
1
2Ktot )c+ 1)
≥ FW(αdeg ,βdeg)(F−1Wαdeg,βdeg ((1− 10
−6)
1
2Ktot ))
≥ (1− 10−6) 12Ktot (4.12)
Or
Sok < Tok et Sdeg < Tdeg ⇒ Sok + Sdeg < Tok + Tdeg (4.13)
donc
P (Sok + Sdeg < Tok + Tdeg) ≥ P (Sok < Tok ∩ Sdeg < Tdeg) (de 4.13)
= P (Sok < Tok) ∗ P (Sdeg < Tdeg) (car Sok et Sdeg indép.)
≥ (1− 10−6) 12Ktot ∗ (1− 10−6) 12Ktot (de 4.11 et 4.12)
≥ (1− 10−6) 1Ktot (4.14)
Soit T = Tok + Tdeg
P (X(1)T = panne ∩ . . . ∩X(K
tot)
T = panne) = P (XT = panne)K
tot
= P (Sok + Sdeg < T )K
tot
= P (Sok + Sdeg < Tok + Tdeg)K
tot
≥ (1− 10−6)K
tot
Ktot (de 4.14 )) (4.15)
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La profondeur de T = bF−1Wαok,βok ((1−10
−6)
1
2Ktot )c+bF−1Wαdeg,βdeg ((1−10
−6)
1
2Ktot c+
2 permet d’assurer à plus de 99.9999% que les Ktot trajectoires sont dans l’état de
panne au bout de T tranches de temps.
Vu que 99.9999% n’est pas égal à 100%, il est tout à fait possible qu’une trajec-
toire - ou plus - ne soit pas dans l’état de panne au bout de ce temps T . Si c’est
le cas, T doit être augmenté, de manière à ce que cette trajectoire soit en panne
à l’instant T . La procédure est la suivante, présentée dans un cas plus général non
limité à trois états de fonctionnement :
Si l’état à l’instant T , xT , est l’état précédent l’état de panne, il suffit d’ajouter
bsT c+ 1 à T pour que la trajectoire soit en état de panne.
S’il s’agit d’un autre état, l’instant d’apparition de l’état de panne est inconnu.
xT est l’état courant à T , sT est le temps restant dans cet état. Au temps T+bsT c+1,
il y a un changement d’état. Un nouvel état xT+bsT c+1 ∼ Qsys(xT , :) est généré. S’il
s’agit de l’état de panne, T est mis à jour : T = T + bsT c + 1. S’il ne s’agit pas de
l’état de panne, il faut simuler le temps de séjour dans l’état correspondant, puis
simuler un nouvel état, et ainsi de suite.
Enfin, si le stockage des bases de données nécessite que toutes les trajectoires
aient la même profondeur, il faut encore ajouter des états de panne aux trajectoires
précédemment simulées pour qu’elles aillent bien jusqu’au nouveau T .
Il était plus intéressant en terme de vitesse de calculs pour la création de la base
de trajectoire de fixer au préalable une profondeur des trajectoires plutôt que de
simuler des trajectoires sans fin prédéfinie.
Maintenant que la longueur des trajectoires est déterminée, montrons comment
simuler une des Ktot trajectoires.
4.2.2 Simulation d’une trajectoire
Nous utilisons la simulation de Monte Carlo [Henrion 1988] pour générer la
base de données de trajectoires.
Commençons par simuler une trajectoire de longueur T générée par le système
modélisé par un MGDHW.
À t = 1, un état de fonctionnement est généré selon la loi de probabilité Qini, puis
un temps de séjour dans l’état courant est généré selon la distribution de Weibull
de paramètres associés à l’état courant. C’est l’initialisation de la trajectoire.
À un instant donné t, le précédent temps de séjour calculé st−1 renseigne si
un changement d’état s’est produit entre les instants t − 1 et t. S’il n’y a pas de
changement d’état, la valeur xt−1 est affecté à xt, et st−1 est décrémenté d’une unité
avant d’être affecté à st. S’il y a eu un changement d’état, un nouvel état xt doit être
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généré selon Qsys(xt−1, :), ainsi qu’un nouveau temps de séjour st selon W(αxt , βxt).
L’algorithme 5 présente ceci.
Algorithm 5: Simulation d’une trajectoire d’un système représenté par un
MGDHW
Entrées :
1. Un MGDHW (i. e. des paramètres Qini,Qsys, α et β pour les états non
absorbants )
2. La taille de la trajectoire à simuler, notée T
Sorties : {(xt, st)}1≤t≤T , une trajectoire de taille T constituée à chaque
instant t de l’état xt du système, et du temps de séjour restant st
// Initialisation de la trajectoire
Générer x1 ∼ Qini ;
Générer s1 ∼ W(αx1 , βx1);
pour chaque t = 2, . . . , T faire
si s(t−1) < 1 alors
// Transition naturelle
Générer xt ∼ Qsys(xt−1, :) ;
Générer st ∼ W(αxt , βxt) ;
sinon
xt ← xt−1;
st ← st−1 − 1;
fin
fin
4.2.3 Stockage
Nous disposons de Ktot ensembles {(xt, st)}1≤t≤T . Le but de cette section 4.2 est
de créer une base de données semblables à celles qui pourraient être disponibles dans
la réalité. Les seules données qu’il est possible de connaître réellement, ce sont les
états aux temps discrets 1, . . . , T . Les valeurs réelles des temps de séjour, les instants
réels des changements d’état ne sont pas connus. Ainsi ne sont stockés dans Dαok
que les séquences des états aux temps 1, . . . , T .
4.2.4 Exemple
La table 4.4 donne un exemple de trois trajectoires supposées issues du système
de production décrit précédemment.
Plutôt que d’afficher l’ensemble des états, il suffit d’indiquer le nombre de tranches
d’états où le système est dans l’état considéré.
Ces quatre trajectoires correspondent aux successions d’états de la figure 4.4
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Table 4.4 – Quatre trajectoires simulées du système de production. Dans ce contexte le
nombre de trajectoires K est égal à 4
Etat courant Temps de séjour
Traj. 1 ok 2
dégradé 3
panne 3
Traj. 2 ok 3
dégradé 1
panne 4
Traj. 3 ok 7
panne 1
Traj. 4 ok 1
dégradé 3
panne 4
Figure 4.4 – Exemple de trajectoires
4.3 Apprentissages du MGD et du MGDHW
L’objet de cette partie est de montrer comment apprendre les paramètres des
lois de probabilités conditionnelles d’un MGDHW et d’un MGD à partir des bases
de trajectoires précédemment constituées. Ensuite, une évaluation des ces apprentis-
sages est mise en place, ainsi qu’une comparaison de l’espace mémoire requis. Tout
ceci est effectué avec différents nombres de trajectoires constituant la base d’appren-
tissage, et avec différentes valeurs de paramètres de simulation de ces trajectoires,
afin d’étudier leur impact.
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Algorithm 6: Phase d’apprentissage : apprentissage du MGDHWαokK,d sur la
base DαokK,d
Entrées : DαokK,d
Sorties : MGDHWαokK,d
Apprentissage du MGDHWαokK,d // sous-section 4.3.1
Temps de calcul de l’apprentissage;
Poids de MGDHWαokK,d ;
DKL(W(ααok , β),W(αˆαok,K,d, βˆK,d)) ;
Algorithm 7: Phase d’apprentissage : apprentissage du MGDαokK,d sur la base
DαokK,d
Entrées : DαokK,d
Sorties : MGDαokK,d
Apprentissage du MGDαokK,d // sous-section 4.3.1
Temps de calcul de l’apprentissage;
Poids de MGDαokK,d ;
DKL(F (αok), Fˆ (αok,K,d)) ;
4.3.1 Phase d’apprentissage
En se donnant un nombre K de trajectoires simulées, et un paramètre αok, on
apprend un MGD et un MGDHW, en variant les K trajectoires choisies aléatoire-
ment.
Soit DαokK,d une base de trajectoires. Ces données contiennent l’historique de fonc-
tionnement, sans maintenance, de K machines de production identiques et indépen-
dantes, de leur mise en service jusqu’à leur panne (cf. les trajectoires de la table 4.4
par exemple). Pour chacune des K machines, nous possédons la liste à chacun des
instants de la valeur de l’état de fonctionnements, liste qui peut être mis sous la
forme de listes des différents états traversés et des temps de séjour associé à chacun
de ces états.
Il s’agit à présent de calculer les estimations des tables relatives au MGDHW et
au MGD, c’est-à-dire Qˆsys qui est à la fois relatif au MGDHW et au MGD, αˆ et
βˆ qui sont relatifs au MGDHW, et FˆMGD, qui est relatif au MGD. Les estimations
sont apprises à partir de DαokK,d.
Posons S(αok,K,d)max = maxi(Smaxi,j,K ), noté Smax par la suite, le maximum des
temps de séjour passés dans un quelconque état par les K trajectoires de DαokK,d.
La table 4.5 fournit un exemple de nombre d’occurrences, noté Nx,s, où le
système est resté s ∈ S = {1, ..., Smax} unités de temps dans l’état x ∈ X =
{ok, dégradé, panne}.
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L’ensemble des tables de cette partie 4.3 présentant l’apprentissage ne sont pas
relatives à des trajectoires de la base de données issues du MGDHW présenté dans
la partie 4.2 et dont l’inférence est étudiée dans la partie 4.4. En effet, les tables de
probabilité correspondant à la base de données de la partie 4.2 sont trop grandes pour
pouvoir être présentées dans ce rapport, puisque la thèse s’intéresse à de grandes
dimensions de temps de séjour. Un autre exemple a donc été choisi pour la partie sur
l’apprentissage, à titre illustratif, indépendamment des autres parties du chapitre.
Table 4.5 – Nombre d’observations des temps de séjour allant de 1 à Smax trimestres pour
chaque état (excepté l’état absorbant panne) dans les K = 2000 trajectoires disponibles.
Temps de séjour
état 1 2 3 4 5 6 7 8 9 10 11 total
ok 14 155 372 510 429 316 133 60 10 0 1 2000
dégradé 68 623 798 295 36 2 0 0 0 0 0 1822
La table 4.6 donne un exemple de nombre de transitions, noté Nx′,x, où le système
est passé de l’état x′ à x après un changement d’état.
Table 4.6 – Nombre d’observations des transitions entre les états
État suivant
État précédent ok dégradé panne total
ok 0 1822 178 2000
dégradé 0 0 1822 1822
Présentons maintenant les estimations de Qsys du MGD et du MGDHW, de
F sys du MGD, effectuées par la méthode de l’estimateur de maximum a posteriori,
et l’estimation des paramètres α et β pour le MGDHW obtenues par la méthode de
l’estimateur de maximum a posteriori et par une régression linéaire. Qini peut être
défini a priori.
MGD
Commençons par traiter le modèle reposant sur un MGD. Dans ce cas, il y a
deux LPC à estimer : la LPC des temps de séjour, notée FˆMGD et la matrice de
transition naturelle, notée QˆsysMGD.
Les expressions de ces estimations par la méthode de l’estimateur de maximum
a posteriori sont définies par :
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Qˆsys(i, j) = Ni,j + δi<j∑
j′ Ni,j′ + δi<j
(4.16)
et
Fˆ (i, k) = Ni,k + 1∑
k′ Ni,k′ + 1
(4.17)
En effet, il est certain que les probabilités de passer d’un état à un état "supérieur"
sont nulles, car le système ne peut se réparer lui-même, donc que les Qˆsys(i, j) seront
nécessairement nuls pour les i ≥ j.
Concernant la table de probabilité conditionnelle du temps de séjour après chan-
gement d’état, pour éviter d’obtenir des estimations de probabilités nulles pour des
réalisations possibles, un a priori de Dirichlet uniforme est utilisé.
La table 4.7 illustre l’estimation de Qˆsys obtenue à partir des observations don-
nées par la table 4.6, et la table 4.8 illustre l’estimation Fˆ sys obtenir à partir des
observations enregistrées dans la table 4.5.
Table 4.7 – Estimation de la loi de probabilité conditionnelle de transition naturelle du
système
Qˆsys
Xt
Xt−1 ok dégradé panne
ok 0 0.9116 0.0894
dégradé 0 0 1
panne 0 0 1
Table 4.8 – Estimation de la loi de probabilité des temps de séjour s’il y a une transition
St
Xt 1 2 3 4 5 6 7 8 9 10 11
ok 0.0075 0.0776 0.1855 0.2541 0.2138 0.1576 0.0666 0.0303 0.0055 0.0005 0.0010
deg0.0376 0.3404 0.4359 0.1615 0.0202 0.0016 0.00055 0.00055 0.00055 0.00055 0.00055
66
4.3. Apprentissages du MGD et du MGDHW
MGDHW
L’apprentissage du MGDHW consiste en l’estimation de la matrice de transition
naturelle, notée Qˆsys et l’estimation des paramètres αˆ et βˆ caractérisant les lois de
Weibull suivies par les temps de séjour lorsqu’il y a une transition 3.5.
L’estimation Qˆsys de Qsys s’effectue de la même manière que pour le MGD (4.16),
par la méthode de l’estimateur de maximum a posteriori, avec un a priori qui est
un dirac, pour assurer que les probabilités qui doivent être nulle soient bien estimées
ainsi :
Qˆsys(i, j) = Ni,j + δi<j∑
j′ Ni,j′ + δi<j
(4.18)
L’estimation des paramètres α et β des lois de Weibull commence par l’estimation
de P (S ≥ s) pour chacun des s par la fréquence d’observations des cas où S ≥ s,
en utilisant la méthode de l’estimateur du maximum a posteriori avec un a priori
de Dirichlet égal à 0.1. L’a priori est choisi petit pour ne pas fausser les résultats
puisqu’un cumul est effectué. ÂBC
̂P (S ≥ s) =
∑Smax
k=s Ni,k + 0.1∑
k′ Ni,k′ + 0.1
(4.19)
or
P (S ≥ s) = e−( sα )β (4.20)
c’est à dire
log(log( 1
P (S ≥ s))) = β log(s)− β log(α) (4.21)
Une régression linéaire entre les log(− log( ̂P (S ≥ s))) et les log(s) donne une
estimation βˆ de β et une estimation de β log(α) ce qui conduit à une estimation αˆ
de α.
Il existe plusieurs tests d’adéquation pour vérifier la pertinence de l’ajustement
aux données d’une loi de Weibull.
Le test choisi ici consiste à calculer
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1
N
∑ | log(YREX
YW
)|
Plus la valeur obtenue est petite, et plus le test est bon.
La table 4.9 illustre l’estimation de P (S ≥ s) obtenue à partir des observations
de la table 4.5.
Table 4.9 – Estimation de P (S ≥ s)
Temps de séjour
état 1 2 3 4 5 6 7 8 9 10 11
ok 1 0.9925 0.9150 0.7295 0.4754 0.2616 0.1039 0.0373 0.0070 0.0015 0.0010
dégradé 1 0.9624 0.6220 0.1860 0.0245 0.0044 0.0028 0.0022 0.0017 0.0011 0.0006
La table 4.10 illustre le résultat de la régression linéaire entre les log(s) et les
log(− log( ̂P (S ≥ s))), issues de l’exemple présenté dans la table 4.5.
L’apprentissage a permis d’ajuster un MGDHW aux données, ainsi qu’un MGD.
Il est maintenant intéressant d’étudier la qualité des apprentissages, en examinant
l’impact du nombre de trajectoires considérées dans l’apprentissage et l’impact de
la valeur du αok initial.
4.3.2 Qualité d’un apprentissage
Chacun des deux modèles ayant un nombre différent de paramètres, le nombre K
de trajectoires considérées dans l’apprentissage peut avoir un impact sur la qualité
et la vitesse de ce dernier.
Pour mesurer la qualité de l’apprentissage du MGDHW, les paramètres de Wei-
bull appris vont être comparés avec les paramètres originaux, en comparant les
densités des Weibull. Dans le cas du MGD, la table Fˆ sys va être comparée à la dis-
crétisation des Weibull initiales. Pour cela, il est nécessaire d’introduire une mesure,
comme par exemple la divergence de Kullback-Leibler [Kullback 1952].
Cette dernière fournit une mesure non-symétrique de la similarité de deux dis-
tributions de probabilité P et Q. Elle peut être interprétée comme étant la perte
d’information si P est modélisé au moyen de Q. En conséquence, plus DKL(P ||Q) est
petit, et plus P et Q sont similaires.
Table 4.10 – Paramètre de Weibull et test d’adéquation
α β test d’adéquation
5.9137 3.8934 0.3514
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Pour deux distributions de probabilités discrètes P et Q la divergence de Kull-
back–Leibler de Q par rapport à P est définie par l’équation 4.22 :
DKL(P ||Q) =
∑
k
P (k) log P (k)
Q(k) (4.22)
sous condition que Q(k) = 0⇒ P (k) = 0
Pour des distributions P et Q continues, on utilise une intégrale
DKL(P ||Q) =
∫
p(s) log p(s)
q(s)ds (4.23)
Cas continu
L’objectif ici est de comparer les distributionsW(αˆ, βˆ) etW(α, β) pour juger de
la qualité de l’apprentissage, W(α, β) étant modélisée au moyen de W(αˆ, βˆ).
Pour des distributions de Weibull, Bauckhage montre dans Bauckhage 2013
que la divergence de Kullback-Leibler s’écrit comme suit :
DKL(W(α, β)||W(αˆ, βˆ)) = log( β
αβ
)−log( βˆ
αˆβˆ
)+(β−βˆ)∗(log(α)−γ
β
)+(α
αˆ
)βˆ∗Γ( βˆ
β
+1)−1
(4.24)
avec γ = 0.5772 la constante d’Euler-Mascheroni et Γ la fonction gamma.
Cas discret
Pour évaluer la qualité de l’apprentissage de la table de probabilité conditionnelle
ˆF sys, il convient d’abord de calculer la table théorique F sys du MGD correspondant
au MGDHW. La variable des temps de séjour, notée S, suit dans le MGDHW une
loi de Weibull W(α, β). Pour obtenir F sys, il faudrait discrétiser les distributions
W(α, β) associées à chacun des états. Le support d’une distribution de Weibull étant
infini, il convient de déterminer une borne. Or les formules qui servent à comparer
deux tables de probabilité nécessitent que ces tables soient de même dimension,
Fˆ sys doit donc être comparée à une matrice F sys de même taille. F sys doit donc
être construite de la même taille que Fˆ sys. La troncature de la Weibull entraîne
nécessairement une perte d’information, mais Fˆ sys est telle que tous les temps de
séjour des K trajectoires sont pris en comptes dans Fˆ sys. La perte d’information est
donc minimisée.
Soit F sys la table contenant les discrétisations des distributions de Weibull de
chacun des états, les discrétisations étant effectuées avec une borne égale à la taille
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de Fˆ sys.
Montrons comment comparer les lignes des tables F sys et Fˆ sys, pour chacun des
états.
Il s’agit donc de comparer P (St|St−1 = 1, Xt = i) et son estimation pour chacun
des états i.
La divergence de Kullback Leibler s’écrit alors
DKL(F sys(i, :)||Fˆ sys(i, :)) =
∑
k
F sys(i, k) log F
sys(i, k)
Fˆ sys(i, k)
(4.25)
Fˆ sys est estimé au moyen de l’estimateur par maximum a posteriori avec a priori
de Dirichlet (cf. 4.17), donc tous les Fˆ sys(i, k) sont non nuls.
Les divergences
DKL(W(α, β),W(αˆ, βˆ))
et
DKL(F sys(i, :), Fˆ sys(i, :))
permettent donc de juger respectivement de la qualité de l’apprentissage du MGDHW
et de celle du MGD.
Nous avons donc un MGDHW, et un MGD, appris à partir de DαokK,d. Appelons-les
MGDHWαokK,d et MGD
αok
K,d.
La partie suivante présente les résultats de ces évaluations d’apprentissage, ainsi
que les temps de calcul, et l’espace de stockage utilisé par les modèles, par rapport
au nombre de trajectoires et à la taille de F sys.
4.3.3 Résultats : comparaisons des qualités d’apprentissage
Précision
La figure 4.5 présente l’évolution de la divergence de Kullback-Leibler de l’esti-
mation de la distribution de Weibull associée à l’état "ok" du MGDHW en fonction
du nombre de trajectoires considérées dans l’apprentissage et de la valeur de αok.
La figure 4.6 présente l’évolution de la divergence de Kullback-Leibler de la table
de probabilité conditionnelle du temps de séjour dans l’état "ok" en fonction du
nombre de trajectoires considérées dans l’apprentissage et de la valeur de αok, qui
est directement proportionnelle à la valeur de la taille de F sys.
Il est visible sur la figure 4.6 que le choix de αok, donc le choix de la taille de Fsys,
a un impact sur la qualité de l’apprentissage fonction du nombre de trajectoires
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Figure 4.5 – Évolution de la divergence de Kullback-Leibler entre les distributions de
Weibull associées à l’état "ok" apprise et théorique, en fonction du nombre de trajectoires
apprises et du paramètre αok
Figure 4.6 – Évolution de la divergence de Kullback-Leibler entre les tables de probabilité
conditionnelle de la durée de séjour dans l’état "ok" apprise et théorique en fonction du
nombre de trajectoires apprises et du paramètre αok
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apprises dans le cas d’un MGD. Pour un grand αok (i. e. une grande taille de F),
un grand nombre de trajectoires est ainsi nécessaire pour minimiser la divergence de
Kullback-Leibler des tables de probabilités conditionnelles. De plus, pour un grand
αok, quel que soit le nombre de trajectoires considérés ici, la divergence de Kullback-
Leibler est nettement supérieure à celle obtenue avec le MGDHW. Pour un grand
αok, le MGDHW est mieux appris que le MGD. Il faudrait envisager un nombre
encore plus important de trajectoires pour approcher la qualité d’apprentissage du
MGDHW avec un MGD. Or plus il faut de trajectoires d’apprentissage, et plus il
faut de temps pour les générer (que ce soit la réalité ou des simulations), d’espace
de stockage, et de temps de calcul d’apprentissage.
Sur la figure 4.5, on remarque que le choix d’αok n’a pas d’impact sur la diver-
gence de Kullback-Leibler et ce quel que soit le nombre de trajectoires apprises dans
le cas d’un MGDHW. Un grand αok ne nécessite pas plus de trajectoires qu’un petit
αok, et la divergence de Kullback-Leibler est inférieure à 0.05, ce qui atteste d’une
bonne qualité d’apprentissage.
Pour un grand αok, un petit nombre de trajectoires considérées dans l’apprentis-
sage des paramètres du MGDHW suffit alors pour une bonne qualité, alors que le
MGD en nécessite un nombre nettement plus important.
Sur cet aspect, l’approche par MGDHW semble donc avantageuse.
Temps de calcul
Le temps de calcul de l’apprentissage du MGD (figure 4.8) et celui de l’appren-
tissage du MGDHW (figure 4.7) sont quasiment identiques. En effet, l’apprentissage
du MGDHW nécessite les mêmes étapes de comptage et de stockage d’occurrences
que le MGD.
Pour un petit nombre de trajectoires, la valeur de α, c’est à dire la taille de F sys
pour le MDG, a peu d’impact. Lorsqu’il y a peu de trajectoires, les paramètres sont
moins bien appris, mais le calcul est d’autant plus rapide. Par contre, plus le nombre
K de trajectoires considérées dans l’apprentissage augmente, plus la valeur de α a
d’impact, et ce qu’il s’agisse du MGD ou du MGDHW.
En effet, lorsque αok est élevé, les temps de séjour dans l’état courant vont prendre
plus de valeurs différentes qu’avec un αok inférieur, et de même, plus K est grand,
et plus il y a de chance de trouver au moins une occurrence pour un temps de séjour
donné. L’étape de comptage des occurrences de chacune des valeurs prises par le
temps de séjour est aussi longue dans les deux situations.
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Figure 4.7 – Temps de calcul apprentissage MGDHW
Stockage
Intéressons-nous maintenant à la comparaison des espaces de stockage utilisés
par le MGD et pour le MGDHW.
Les figures 4.9 et 4.10 présentent les mémoires occupées respectivement par le
stockage du MGDHW et par le stockage du MGD en fonction de la valeur de α et
du nombre K de trajectoires considérées dans l’apprentissage.
Le volume occupé par le MGDHW ne varie pas, les lois de Weibull ne contenant
toujours que deux paramètres.
Par contre, la mémoire prise par le MGD augmente quadratiquement lorsque
la valeur de α augmente, c’est à dire lorsque la taille de F sys augmente. Pour un
α = 400, le MGD va occuper 1000 fois plus de place que le MGDHW. Pour un
α = 1000, le MGD va occuper plus de 6000 fois plus de place que le MGDHW.
L’inflexion pour des petits nombres de trajectoires considérées s’explique par
le fait que la table F sys est apprise avec moins de précision vu qu’il y a moins de
trajectoires, il y a beaucoup d’élément de ΩS = {1, . . . , NS} qui sont sans occurrence.
La table ˆF sys est dite creuse, elle occupe moins de place en mémoire.
4.4 Comparaison des inférences
Plusieurs MGDHW et MGD ayant été appris pour différentes valeurs de αok et
à partir de différents sélections de trajectoires de Dαok , l’algorithme mis en place
dans la section 3.2 peut être expérimenté sur les MGDHW, et les temps de calcul
et les résultats obtenus peuvent être comparés avec ceux obtenus via l’algorithme
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Figure 4.8 – Temps de calcul apprentissage MGD
Figure 4.9 – Stockage MGDHW
d’élimination des variables appliqué aux MGD.
L’objectif est d’étudier l’impact de la taille de F sys et de αok sur l’inférence,
respectivement dans un MGDHW et dans un MGD. Pour que les comparaisons
soient pertinentes, il est nécessaire de considérer un MGDHW et un MGD les mieux
appris possibles quant à la précision. Pour chacun des αok, un MGD et un MGDHW
sont sélectionnés parmi ceux appris à partir de la totalité des trajectoires générées,
c’est-à-dire la base DαokKtot,1.
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Figure 4.10 – Stockage MGD
Algorithm 8: Phase d’inférence sur MGDHWαokKtot,1
Entrées :
1. MGDHWαokKtot,1
Sorties : Rˆ(αok)MGDHW
Inférence sur le MGDHWαokKtot,1 (cf. section 3.2) ;
Temps de calcul de l’inférence ;
r(R(αok), Rˆ(αok)MGDHW );
4.4.1 Phase d’inférence
L’objectif étant de valider la pertinence de l’algorithme d’inférence développé
dans la section 3.2, c’est le calcul d’inférence consistant en l’estimation de la fiabilité
qui est choisi. En effet, la fiabilité théorique est calculable avec précision dans le cas
d’un système à trois états de fonctionnement, ce qui permettra de comparer les
estimations avec la valeur réelle.
L’algorithme d’inférence développé dans cette thèse et présenté dans la section
Algorithm 9: Phase d’inférence sur MGDαokKtot,1
Entrées :
1. MGDαokKtot,1
Sorties : Rˆ(αok)MGD
Inférence sur le MGDαokKtot,1 (cf. section 2.2.5) ;
Temps de calcul de l’inférence ;
r(R(αok), Rˆ(αok)MGDHW );
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3.2 a été utilisé pour calculer l’estimation de fiabilité dans le modèle du MGDHW.
L’estimation de la fiabilité en utilisant la modélisation par un MGD a été réali-
sée en utilisant l’algorithme d’inférence d’élimination de variables présenté dans la
section 2.2.5. D’autres algorithme auraient été plus performants, tel que celui déve-
loppé par Donat dans [Donat 2009], mais l’objectif de la thèse était surtout de
montrer que l’inférence est possible dans un modèle graphique de durée hybride, et
l’agorithme d’élimination de variables était plus simple à mettre en oeuvre.
Les fiabilités calculées par les deux approches peuvent maintenant être comparées
à la fiabilité théorique, et les durées des calculs sont retenues, pour être comparés
entre elles ensuite. Ces éléments sont regroupés dans les algorithmes 8 et 9.
4.4.2 Comparaison des temps de traitement
La figure 4.11 présente les évolution des temps de calcul d’inférence pour un
(courbe marron) et pour un MGDHW (courbe bleue) en fonction de la valeur de
αok, qui est proportionnel à la taille de F sys du MGD.
Pour un "petit" αok : αok = 200, ce qui correspond à Smax ' 230, les temps de
calcul sont proches de 7 minutes (avec un processeur de 3,70 GHz).
Lorsque αok augmente, et donc que la taille de l’espace d’état de S augmente, le
temps de calcul de l’inférence dans le MGDH est multiplié par 6, il atteint 50 minutes
pour un αok = 700, tandis que dans ce cas, l’inférence n’a pas pu être effectuée dans
le MGD sur notre machine (64 Go de RAM). La dernière inférence effectuée dans le
MGD, pour αok = 600 i. e. Smax = 680 a duré plus de 8 heures.
La comparaison des temps de traitement des estimations de la fiabilité avec,
d’une part, une modélisation par un MGD et, d’autre part, par une modélisation
par un MGDHW (cf figure 4.11), met en valeur que la modélisation par un MGD
n’est pas adaptée pour de grandes valeurs de αok, valeurs qui ont peu d’impact dans
le cas de la modélisation par un MGDHW. Pour αok = 700, i. e. une taille de F
autour de 800 dans notre exemple, notre machine n’a pas assez de mémoire pour
estimer la fiabilité avec une modélisation par un MGD.
Ce résultat tend donc à montrer que les MGDHW apparaissent comme une
solution parfaitement adaptée dans ce cas.
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Figure 4.11 – Temps de traitement de l’estimation de la fiabilité
4.4.3 Calcul théorique de la fiabilité
L’algorithme 10 présente l’étape de calcul de la fiabilité théorique dans le cas
d’un système qui comporte deux états de fonctionnement "ok" et "deg".
Algorithm 10: Calcul de la fiabilité théorique
Entrées : αok, βok, αdeg, βdeg, Qini, Qsys
Sorties : R
R(t)← Qini(ok)e−( t−1αok )βok +Qini(deg)e−(
t−1
αdeg
)βdeg +
Qini(ok)Qsys(ok, deg)∑t−1j=1(e−( j−1αok )βok − e−( jαok )βok )e−( t−1−jαdeg )βdeg
La suite de cette partie consiste en la démonstration de la formule présentée dans
l’algorithme 10.
R(t) = P (Xt = ok) + P (Xt = deg) (4.26)
La calcul de P (Xt = ok) s’écrit comme suit :
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P (Xt = ok) = P (S1 > t− 1, X1 = ok)
= P (S1 > t− 1|X1 = ok)P (X1 = ok)
= (1− FWαok,βok (t− 1))P (X1 = ok)
= e−(
t−1
αok
)βok
Qini(ok) (4.27)
Développons P (Xt = deg) :
P (Xt = deg)
= P (Xt = deg,X1 = deg)
+
t−2∑
j=1
P (X1 = ok, j − 1 < S1 ≤ j,Xj = ok, Sj ≤ 1, Xj+1 = deg, Sj+1 > t− j − 1, Xt = deg)
+ P (X1 = ok, t− 2 < S1 ≤ t− 1, Xt−1 = ok, St−1 ≤ 1, Xt = deg)
= P (S1 > t− 1|X1 = deg)P (X1 = deg) +
t−2∑
j=1
P (Sj+1 > t− j − 1|Xj+1 = deg, Sj ≤ 1)
P (Xj+1 = deg|Xj = ok, Sj ≤ 1)P (j − 1 < S1 ≤ j|X1 = ok)P (X1 = ok)
+ P (Xt = deg|Xt−1 = ok, St−1 ≤ 1)P (t− 2 < S1 ≤ t− 1|X1 = ok)P (X1 = ok)
= e−(
t−1
αdeg
)βdeg
Qini(deg) +
t−2∑
j=1
e
−( t−j−1
αdeg
)β
degQsys(ok, deg)(e−(
j−1
αok
)β
ok − e−( jαok )
β
ok)Qini(ok)
+ Qsys(ok, deg)(e−(
t−2
αok
)β
ok − e−( t−1αok )
β
ok)Qini(ok)
= Qini(deg)e−(
t−1
αdeg
)βdeg +Qini(ok)Qsys(ok, deg)
t−1∑
j=1
e
−( t−j−1
αdeg
)β
deg(e−(
j−1
αok
)β
ok − e−( jαok )
β
ok) (4.28)
Les résultats 4.27 et 4.28 sont replacés dans la formule 4.26 pour donner l’ex-
pression de la fiabilité théorique du système décrit en 4.1.1.
R(t) = Qini(ok)e−(
t−1
αok
)βok +Qini(deg)e−(
t−1
αdeg
)βdeg
+ Qini(ok)Qsys(ok, deg)
t−1∑
j=1
e
−( t−j−1
αdeg
)β
deg(e−(
j−1
αok
)β
ok − e−( jαok )
β
ok) (4.29)
4.4.4 Précision
À titre d’exemple, la figure 4.12 représente la courbe de fiabilité estimée avec le
MGDHW, celle estimée avec le MGD, et la fiabilité théorique pour αok = 600. Les
estimations de la fiabilité sont très proches de la fiabilité théorique.
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Figure 4.12 – Fiabilité par rapport aux modélisations
Pour évaluer la qualité de l’inférence, il est possible de comparer l’estimation
Rˆ de la fiabilité à la valeur théorique donnée par la formule 4.29 en utilisant le
coefficient de corrélation (formule 4.30).
r =
∑
t(R(t)− R¯)(Rˆ(t)− ¯ˆR)√
(∑tR(t)− R¯)2∑t(Rˆ(t)− ¯ˆR)2 (4.30)
La table 4.11 présente les valeurs des coefficients de corrélation entre R(αok) et
Rˆ
(αok)
MGD et entre R(αok) et Rˆ
(αok)
MGDHW en fonction de la valeur de αok.
Le coefficient de corrélation est très proche de 1 dans tous les cas. Il est de
plus en plus faible pour le MGD lorsque αok augmente, ce qui vient du fait que
l’apprentissage de la table Fsys était de moins en moins bonne qualité lorsque αok
augmente.
L’estimation de la fiabilité via le MGDHW est ainsi tout aussi satisfaisante que
celle estimée avec le MGD quand elles sont toutes deux comparées par rapport à
la fiabilité théorique. Toutefois, elle a nécessité un temps de calcul environ dix fois
moins important.
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Table 4.11 – Coefficients de corrélation de la fiabilité estimée avec le MGD et avec le
MGDHW
r modèleMGD MGDHW
αok
100 0.99999 0.99999
200 0.99999 0.99999
300 0.99998 0.99999
400 0.99998 0.99999
500 0.99997 0.99999
600 0.99995 0.99999
700 0.99995 0.99999
800 / 0.99999
900 / 0.99999
1000 / 0.99999
4.5 Conclusion
Le protocole mis en place a ainsi permis de mettre en évidence que le modèle
graphique de durée hybride Weibull original présenté au chapitre 3 permet de dépas-
ser les limites imposées par l’approche standard du MGD (en terme de capacité de
stockage et de temps de calcul). Le MGDHW a en effet une complexité en mémoire
constante tandis que le MGD a une complexité en mémoire quadratique. Le calcul
d’inférence est également plus performant avec un MGDHW qu’avec un MGD : le
temps de calcul explose dans le cadre du MGD lorsque la taille de F sys augmente,
alors que pour des paramètres de Weibull équivalents, l’inférence est toujours cal-
culable avec un MGDHW.
La comparaison des résultats de l’algorithme mis en place pour le MGDHW ont
toutefois été effectuées avec l’algorithme d’élimination des variables dans le MGD,
étant lui-même basé sur cette méthode. Il serait intéressant de comparer les résultats
obtenus avec une modélisation par un MGDHW avec les résultats obtenus avec un
MGD en utilisant l’algorithme développé par Donat dans [Donat 2009].
Il n’a également pas été testé ici l’intégration du MGDHW dans un réseau plus
complexe, tel que le modèle VirMaLab, présenté dans la section 2.1.4, pour évaluer
réellement l’algorithme d’inférence.
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Conclusions
Dans cette thèse, nous nous sommes intéressés à l’utilisation des réseaux bayé-
siens dynamiques dans le cadre de la modélisation de la dégradation de systèmes
à espaces d’états discret. Des travaux précédents [Foulliaron 2015], ayant utilisé
pour du pronostic la méthode classique, basée sur les modèles graphiques de durée
[Donat 2009], en ont montré les limites, en matière de de capacité de stockage et
de temps de calcul.
Nous nous sommes donc intéressés à la mise en place d’un modèle original s’ap-
puyant sur les modèles graphiques de durée, et permettant à la variable des temps
de séjour d’être continue, et plus spécifiquement de suivre une loi de Weibull. Il a
été choisi de s’intéresser à ce type de loi en raison de sa pertinence démontrée en
analyse de fiabilité, par exemple dans le cas de systèmes dans lesquels la défaillance
d’un seul composant suffit à provoquer la panne de tout le système.
Un nouveau modèle hybride, que nous avons avons appelé modèle graphique de
durée hybride Weibull, a donc été proposé dans cette thèse, ainsi qu’un algorithme
d’inférence spécifique pour effectuer des calculs de probabilités dans ce réseau hy-
bride.
Cet algorithme élimine successivement les variables discrètes et les variables
continues, par une sommation ou une intégration. La loi de Weibull n’intervient fina-
lement que dans le calcul d’intégration, sous la forme de sa fonction de répartition.
Ainsi, l’algorithme proposé pourrait fonctionner avec n’importe quelle distribution,
du moment que la fonction de répartition de la loi choisie peut être évaluée ana-
lytiquement, que le nombre de paramètres est faible, et que son apprentissage est
"aisé".
La procédure d’inférence et la pertinence du MGDHW par rapport au MGD ont
été validées en s’appuyant sur un protocole mis en place. Ne disposant pas de don-
nées réelles, la première étape a été de constituer des bases de données, permettant
d’obtenir différentes tailles d’espaces d’état de la variable de temps de séjour dans le
MGD. Les comparaisons des apprentissages et des estimations de fiabilités calculées
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avec les algorithmes d’inférence ont mis en évidence que le MGD requiert un nombre
beaucoup plus important que le MGDHW de séquences d’états dans la base d’ap-
prentissage pour apprendre correctement les paramètres décrivant la dynamique de
dégradation du système étudié. Si les estimations de fiabilité via le MGDHW ou via
le MGD sont très proches de la fiabilité théorique dans les deux cas, le calcul de
fiabilité via l’inférence entraîne des temps de calculs beaucoup plus importants dans
le cas du MGD. Par ailleurs, l’inférence n’est même plus possible pour les MGD dans
le cas d’espaces d’état du temps de séjour de cardinal élevé. Au contraire, pour les
mêmes profondeurs de la variable de temps de séjour, l’inférence demeure possible
pour le MGDHW. Les résultats de la section 4.4 ont montré que si le temps de calcul
augmente de manière très significative au sein du MGD (jusqu’à atteindre la satu-
ration des machines), il reste tout à fait raisonnable pour le MGDHW (en dessous
d’une heure). Pour toutes ces raisons, les MGDHW apparaissent comme une solu-
tion intéressante et pertinente dans le cas de variables de temps de séjour très élevée
pour lesquelles une discrétisation (nécessaire avec un MGD) peut conduire à une
explosion de la représentation spatiale. Par ailleurs, la généralisation à d’autres lois
"bien adaptées" des travaux proposés dans cette thèse ouvre la porte à de nouveaux
sujets de recherche.
Perspectives
Ainsi, puisqu’il a été montré que l’approche n’est pas forcément limitée aux
seules lois de Weibull, malgré le choix initial, une première perspective serait d’uti-
liser d’autres distributions au sein d’un modèle graphique de durée hybride en dé-
ployant un même type d’inférence que celui développé dans cette thèse. La liste des
"contraintes" imposées aux lois candidates pour être intégrées à un modèle graphique
de durée hybride ouvre tout de même le champ des perspectives à de nombreuses
lois classiques.
Une autre perspective est d’étendre ces travaux à ceux de Foulliaron sur le
pronostic avec un MGD. Dans le modèle développé, appelé modèle graphique de
durée conditionnelle (MGDC), les distributions des temps de séjour des différents
états ne sont plus nécessairement indépendantes, comme c’était le cas dans un simple
modèle graphique de durée. Dans un MGDC, le temps de séjour dépend de la dy-
namique, du profil du système. Les temps de séjour sont ainsi caractérisés par des
mélanges de Weibull. S’ils ont montré de bons comportements dans l’estimation de
la durée de vie résiduelle, ces travaux se sont trouvés limités par le caractère dis-
cret de la variable "temps de séjour", qui conduisait à des complexités calculatoires
82
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trop élevées. Ainsi, étendre les travaux de cette thèse au MGDC permettrait d’aug-
menter les capacités de pronostic, nécessaires à l’établissement d’une maintenance
prévisionnelle.
Dans cette approche, il faudrait tout d’abord s’intéresser à l’intégration des tra-
vaux de cette thèse au sein d’architectures de réseaux bayésiens dynamiques plus
complexes que le simple modèle graphique de durée utilisé ici, telles que le modèle
VirMaLab, qui a été présenté dans la section 2.1.4.
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