Imaging is an important means by which information is gathered regarding the physical world. Spatial resolution and signal-to-noise ratio are underpinning concepts. There is a paucity of rigorous definitions for these quantities, which are general enough to be useful in a broad range of imaging problems, while being also sufficiently specific to enable precise quantitative evaluation of the relevant properties of imaging systems. This is particularly true for many modern forms of imaging that include digital processing of the acquired imaging data as an integral step leading to final images presented to an end-user. Here, both the well-known historical definitions of spatial resolution and some more recent approaches suitable for many forms of modern computational imaging are discussed. An intrinsic duality of spatial resolution and signal-to-noise exists in almost all types of imaging, with the related uncertainty relationship determining a trade-off between the two quantities. Examples are presented with applications to super-resolution imaging, inline holography and ghost imaging. arXiv:1909.11797v1 [physics.optics] 
I. INTRODUCTION
Dennis Gabor's landmark paper [1] developed holographic imaging as a two-step process. In the first step an indirect, coded form of the image is recorded, which does not and in general will not bear a direct resemblance to the object that is being imaged. In the second step, the coded form of the image is decoded, to give the required reconstructed image of the object. This idea of a two-step approach to imaging, namely image recording following by image reconstruction, may be somewhat arbitrarily read as a key moment in the historical development of computational imaging [2] . Hence we speak of Gabor's 1948 paper as dividing the "before computational imaging" (BCI) era from the "after computational imaging" (ACI) era.
A. Imaging before the computational-imaging era
In the BCI era, optical imaging was typically viewed as equivalent to a one-step process in which images were necessarily directly recorded, registered or otherwise apprehended. A particularly ancient example is the human visual system. This may be the naked eye, or augmentations thereof using optical telescopes, microscopes, mag- * David.Paganin@monash.edu nifying glasses or corrective lenses. Film-based photography was another milestone of the BCI era. Other advances include the extension of telescopy and microscopy (together with photography) to forms of imaging quanta other than visible light: x-rays, infra-red light, gamma rays, electrons, neutrons, muons etc.
In all of the above means of imaging, one has a onestep process where optical information is manipulated at the field level by a given optical system, with the resulting image being "direct" in the sense that its morphology as recorded bears a direct spatial resemblance to that of the object being imaged. The image may be blurred, distorted, scratched, discolored, grainy, blotched or otherwise imperfect, but its morphology still bears a direct relation to the object being imaged. It was in this BCI era, and in this BCI context of what constitutes a necessarily-imperfect image, that elementary concepts of spatial resolution (SR) and signal-to-noise ratio (SNR) were developed. We briefly consider each concept in turn.
SNR can be relatively easily defined using elementary statistics, as the ratio of the mean value of the image intensity to its standard deviation within a flat (uniform) patch of the image: 
Here, I(x, y) denotes a two-dimensional measured intensity distribution as a function of Cartesian coordinates (x, y), and an overline denotes ensemble averaging over repeated measurements. SR is less amenable to elementary definition. A standard example is the Rayleigh criterion [3] [4] [5] [6] for distinguishing the image of two points via a given optical imaging system: see Fig. 1a and the associated caption. Note the strong a priori knowledge implicit in such a definition, namely the knowledge that the object being imaging consists of two points [4] . Toraldo di Francia writes that "the image of two points, however close to one another, is certainly different from the image of one point" [4] . In the never-realizable zero-noise limit, one could always determine the separation between two points in an image of these two points, no matter how close together they might be. From another perspective, if too few photons are collected, the fact that the Rayleigh or related criteria are satisfied will be irrelevant: one will not be able to tell the difference between an image of one point and an image of two points, if only a small number of photons (say, less than five) is recorded. These zero-noise and high-noise limiting cases highlight the connection between resolution and noise. This link has been remarked upon, both explicitly and implicitly, by many authors in many contexts [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . These and related studies all conclude the concept of resolution to be meaningless if considered in isolation from noise. As a corollary, which reinforces a point made earlier, we note that noise-independent definitions of resolution, such as the previously-mentioned Rayleigh criterion, implicitly assume zero noise and may therefore be viewed as a limiting case of the statement that noise and resolution are intimately related. We return to this key point in due course.
B. Rayleigh, Sparrow and Abbe resolution criteria
The Rayleigh criterion gives the following well-known estimate for the spatial resolution of an optical system utilizing monochromatic light with wavelength λ in vacuum, and angular acceptance 2θ [3, 4] :
Further information on the Rayleigh criterion, together with the related Sparrow and Abbe criteria, is given below. These criteria are formulated differently, and give estimates for SR that depend on important details such as the state of coherence of the ensemble of imaging quanta and the dimensionality of the image, yet all yield an estimate for SR that agrees with SR Rayleigh up to multiplicative factors on the order of unity. The Rayleigh criterion [3, 4] states that the SR is given by the width of the first zero of the point spread function (PSF). Thus, for example, if one has a rotationallysymmetric 2D point spread function PSF(r), where r denotes radius in plane polar coordinates, then SR is the smallest distance that solves PSF(SR) = 0. The Rayleigh SR corresponds to the first zero of the PSF associated with a coherently-illuminated circular aperture;
FIG. 1. RAYLEIGH, SPARROW AND ABBE RESOLU-TION CRITERIA. (a) The Rayleigh resolution is based on resolving an image of two objects that are known a priori to be point-like. This implies the corresponding intensity image to be two displaced point spread functions (PSFs). SR Rayleigh corresponds to the first zero B of one PSF (left red curve) being co-located with the central maximum A of a second PSF (right red curve), to give the net intensity I(x) shown in blue. (b) If the two red curves in (a) are brought together until the central dip at C just disappears, according to the criterion that ∂ 2 I(x)/∂x 2 is zero at x = 0, then the individual PSF maxima are considered to be separated by the Sparrow resolution SRSparrow. (c) The Abbe resolution SR Abbe is the transverse wavelength of the wave-fronts JKL, relative to the plane E, propagating along the line DF making a maximum angle between the optic axis Z and the lens G.
in this case SR is equal to the radius of the Airy disc at the center of the PSF. The Rayleigh criterion, illustrated in Fig. 1a , implies the image of two points to be "just resolved" when their separation is such that the central peak of the PSF centered at one point is co-located with the first zero of the PSF centered at the other point.
The Sparrow criterion [5] gives the point-to-point separation for which the central dip, in the image of the two points, just disappears (see Fig. 1b ). This can be quantified by calculating the smallest non-zero point-separation B such that ∂ 2 I(x, y; B)/∂x 2 = 0, where I(x, y; B) is the intensity output by the imaging system when the input consists of two points separated by B = SR Sparrow .
Roughly speaking, the Abbe SR considers the finest resolvable feature, in an imaging system, to be the reciprocal of the highest transverse spatial (Fourier) frequency that is passed by the system [6] . This may be thought of as the transverse wavelength of the mosthighly-tilted plane wave that can be passed through the system, namely a plane wave making an angle of θ with respect to the optic axis. Thus e.g. in the optical microscope shown in Fig. 1c , the Abbe SR will be λ/ sin θ, again up to factors on the order of unity. Note that a similar argument appears in a quantum-mechanical context, when considering the "Heisenberg microscope" [19] .
C. Resolution as the width of the PSF Both Rayleigh and Sparrow definitions are explicitly based on the PSF, with Abbe SR being implicitly based on the PSF. A closely related, but more general alternative definition of SR is also based on the PSF. In many optical systems the final image can be represented as a convolution of an "ideal" image, which can be obtained e.g. with monochromatic plane-wave illumination and perfect detector (with point-like pixels), with a PSF of the imaging system which accounts for blurring due to polychromaticity, finite source size, detector pixel size, other real-life "imperfections", numerical aperture etc. In such cases, and in broad agreement with the SR criteria already mentioned, the SR of the images can usually be equated with the "width" of the PSF, where the width can be defined e.g. as the full width at half-maximum of the PSF, the standard deviation of the PSF:
or other natural means. As the PSF represents the response (image) produced by the system for point-like input, it is easy to appreciate that the width of the PSF determines the minimal distance between two tightly localized objects at which they can still be resolved in the image. In other words, the width of the PSF is closely related to the Rayleigh and related definitions of the spatial resolution, even though it is possible to devise "pathological" cases where the two definitions give very different results. Note also that this approach to SR can be extended to shift-variant cases, in which the images can be obtained by a general linear transformation (not necessarily shift-invariant) of the corresponding "ideal" images obtained with monochromatic plane-wave illumination and a perfect detector. In such cases, the role of the pointinput response is played by the Green function, G(r, r ), with the corresponding PSF in the shift-invariant cases being G(r − r , 0). In the general shift-variant case, one can define the SR as the spatial average of the width of the Green function, e.g.
II. IMAGING IN THE COMPUTATIONAL-IMAGING ERA
In the ACI era, one has a bifurcation, with both direct imaging systems (one-step systems) and indirect imaging systems (two-step systems) enjoying ongoing development [2, 20] . The development of direct imaging systems, again speaking in rather broad terms, was typically seen to strive for progressively higher SR, sensitivity, SNR, magnification etc. Again, all manipulation at the optical field level was considered to be effected by a physical optical system, whose function was to yield a direct image whose SR, SNR etc. could then be determined. However, something fundamentally new occurred for indirect imaging modalities such as inline holography, off-axis holography, computed tomography, crystallography, ptychography, coherent diffractive imaging, ghost imaging, superresolution fluorescence microscopy etc. [2] . In all of these indirect imaging systems, one has variants of Gabor's idea of imaging as a two-step process, in which one first records data that contain information regarding the object in coded or encrypted form that does not necessarily have a morphology that bears a direct resemblance to the object. This first step may again employ physicaloptics elements to manipulate imaging quanta (e.g. photons, electrons, atoms etc.), to form the encrypted data which may or may not take the form of optical images. One then has a second step, that of reconstruction, in which the previously mentioned data (e.g. holograms [1] , diffraction patterns [21] , tomographic projections [22] , ghost-imaging bucket measurements [23] etc.) are decoded or decrypted, to compute a reconstruction of the desired object. In such means for indirect imaging, information is manipulated at the field level by the physical optical elements, including the position-sensitive detector, with the subsequent decoding constituting a manipulation of optical information at the digital level via the computer programs which embody the mathematical algorithms performing the image reconstruction. Under this view, one has a hybrid of (a) hardware-optics elements streaming and manipulating imaging quanta at the level of complex field amplitudes, coupled to (b) virtualoptics elements streaming and manipulating image information quanta at the digital-bits level. In such hybrid physical-virtual imaging systems, the computer is an intrinsic part of the imaging system [20, 24] . Typically, the "old" criteria for SNR and SR that were formulated in the BCI era, become increasingly unsuitable for such ACI-era imaging systems. We give some examples below.
A. STORM resolution is not limited by the width of the instrumental PSF
Consider a fluorescence-based imaging system in which the instrumental PSF, here termed PSF instrument , has a width on the order of the Rayleigh estimate for SR. Two such spread functions, centered at points A and B on a DNA strand C, are shown in Fig. 2a . If a shortexposure image is taken such that fluorophores at A and B are the only sources of photons during that exposure, the centroids of the well-separated detected instrumental spread functions may each be located with precision significantly better than the widths of these spread functions. As shown in Fig. 2b , this gives points A and B . Repeating the above process, many times, builds up a super-resolution image whose SR is significantly better than that given by the Rayleigh and related criteria.
This idea underpins stochastic optical reconstruction microscopy (STORM) and related techniques [25] [26] [27] .
Rather than being dictated by the width of PSF instrument , under the Rayleigh and related resolution criteria, this form of super-resolved fluorescence microscopy has a resolution governed by the precision with which the centroid of one instance of PSF instrument can be located. The effective computational-imaging spread function is given by the diameter of the red discs in Fig. 2b , rather than the diameter of PSF instrument in Fig. 2a . In this and related super-resolution techniques, the Rayleigh criterion is inapplicable. The centroids of the discs centered at A and B may be located with a resolution equal to the radius of the red discs shown at A and B in the reconstructed STORM image. The process is repeated many times, as indicated by the series of red discs (only a small number of such discs is shown, for clarity).
B. Ghost-imaging resolution is not limited by the width of the illuminating speckle beam
Another example, of the inapplicability of the "old" criteria for SR and SNR, is given by the case of ghost imaging [23] . Emerging from the field of quantum optics and initially erroneously believed to be always underpinned by quantum-mechanical "spooky action at a distance", the field has rapidly achieved prominence in studies using classical visible light [23] .
This form of imaging is counter-intuitive. See Fig. 3 , which shows a typical ghost imaging setup, albeit one using x-rays rather than the more-often used visible light, since such a setup recently demonstrated tomographic ghost imaging of optically opaque objects for the first time [28, 29] . In such ghost imaging, photons from an x-ray source pass through a speckle-making mask, leading to a spatially random pattern being measured over the surface of a position-sensitive detector. A beam-splitter then removes a very small fraction of the photons, which pass through an object and are then recorded by a singlepixel "bucket" that merely records the total number of photons falling upon it. This process is repeated for many different transverse mask positions, and many object orientations. While no photon that ever passes through the object is ever registered by a position-sensitive detector, and no photons measured by the position sensitive detector ever pass through the object, the correlation between the two can be used to reconstruct a computational threedimensional image (tomogram) of the object [23] .
X-ray source X-ray beam FIG. 3 . TOMOGRAPHIC GHOST IMAGING. A photon source illuminates a spatially random mask, generating a speckle pattern whose intensity distribution is recorded by a position-sensitive detector. A beam splitter is used to create a weak copy of the speckled beam, which is transmitted through an object, beyond which a so-called bucket detector measures the total number of transmitted photons. This process is repeated for many mask positions and object orientations. One then seeks to reconstruct the 3D density of the object via the correlations between the two beams [28, 29] .
In ghost imaging, the resolution may be determined via the width of the auto-covariance of an ensemble of spatially random intensity maps of optical speckle [30, 31] , and has nothing to do with any lenses that may have been used to manipulate imaging quanta passing through the sample. Indeed, sample-scattered quanta are never registered by a position sensitive detector. Interestingly, resolution is here determined using information derived from photons that never pass through the object, yet which alone contain no information regarding the object. Again, we see a case from modern computational optics where the classic criteria for SR and SNR break down.
C. Image noise, partial coherence, irradiation dose Related to the distinction between direct and computational imaging discussed above, is the increased relevance in the ACI era of the effect that the stochastic and, ultimately, quantum nature of imaging, has on the SR, SNR and other imaging characteristics. Just as image processing was already "covertly" widespread in the BCI era, for example in interferogram analysis, the everyday significance of the quantum nature of light was also more relevant to everyday visual experience of humans than could be appreciated at the time. As far as image processing is concerned, the human brain intrinsically performs a form of Fourier analysis on every image that is formed on the retina of our eyes. Indeed, specialized areas of the primary visual cortex automatically detect and separate features of the image that extend predominantly in a certain direction, i.e. it analyses the angular spectrum of the image [32] . On the quantum side of things, human eyes can detect a faint signal containing as little as three photons [32] . Such low-light images are automatically "denoised", processed and analyzed by the brain. Evidently, low-SNR image detection and analysis constitutes an inherent part of the human visual system. There is an interesting historical irony here: current exciting trends in artificial neural networks for image processing [33] were pre-dated, by as many hundreds of millennia as homo sapiens and earlier humans have existed, by the natural-neural-network plus optical-sensor that is the human eye-brain system. Returning to the main argument, we note that, with the advent of the BCI era, the quantum and stochastic nature of light has become a subject of explicit analysis, which was first embedded in statistical optics theories and later in the quantum optics. Most relevant to our present discussion is the effect of these quantum and stochastic behaviors on SR and SNR.
In fact, the theme of imaging at low-light levels is very much a contemporary phenomenon, which is currently also the subject of intense competition between manufacturers of photographic cameras for smart phones. Consumers have noticed that, as a result of rapid technological development over recent years, even budget-level smart phones are now often capable of producing excellent photographs in dim conditions. The leading manufacturers in this area are now competing for ever-better imaging under low-light conditions, such as at night in the open or in poorly lit indoor environments. These efforts parallel sustained effort to image very faint astronomical objects, together with ongoing work in military optics. However, unlike astronomical and military applications where it may be possible to increase the collected photon flux by increasing the size of optical elements (hence, the development of giant mirrors and antenna arrays), the quest for the perfect image in the smart phone camera arena is increasingly being undertaken in the realm of image processing algorithms. As is typical for the ACI era, increasing sophistication and focus upon the second (reconstruction) stage of imaging is the area of most R&D effort and swiftest progress. However, the fundamental laws of optical physics can be neither ignored nor bent by means of particularly-efficient image processing algorithms. Especially under low-light conditions, where the stochastic and quantum nature of light becomes more prominent, it is important to keep the corresponding laws and principles of optics in perspective.
III. NOISE-RESOLUTION DUALITY
We have already emphasized that SR cannot be meaningfully considered without reference to SNR and vice versa. It is only in the high-SNR limit that SR can be treated independently from SNR. Rayleigh and related resolution criteria implicitly assume zero noise, and therefore can be viewed as a noise-free limit arising from a more general principle linking resolution with noise.
Neifeld writes that a "meaningful definition of resolution should ... depend on the signal-to-noise ratio (SNR)" [13] . Examples include statistical model-based resolution [34] which invokes the Cramér-Rao lower bound [15, 16] , the estimation of ghost-imaging resolution via the autocovariance of a noisy signal [30, 31] or via Fourier ring correlation [28] , the use of non-classical states of light such as squeezed light to alter the noise properties of the quantized electromagnetic field so as to improve resolution in certain contexts [14, 18] , approaches based on decision theory [12] , information theory [35] , catastrophe theory [36] etc. These exemplify the link between resolution and noise, and clarify the fact that resolution is intimately related to any a priori knowledge one may choose to bring-or be able to bring-to a given imaging scenario [4] . For further formulations of resolution, several surveys are recommended [12, 17, 37] .
A. Intrinsic imaging quality
We now turn to a recent example in which the authors of the present review have been involved. In intensitylinear imaging systems a trade-off between SR and SNR always exists, and the two cannot be improved simultaneously beyond a certain well-defined limit. This limit depends only on the number of imaging quanta used for image formation [38] [39] [40] [41] . As a result of this principle, a fundamental characteristic is represented not by SR or SNR alone, but by their dimensionless combination known as "intrinsic imaging quality".
Intrinsic imaging quality Q S is defined as the following ratio of SNR to SR, normalized by incident fluence:
Here, d is the dimensionality of the image (d = 2 for conventional planar images) and F in is the imaging particle fluence expressed as the number of registered particles per unit area (or, more generally, the d-dimensional volume) of the image [38] . We now motivate this definition for Q S , which in d = 2 dimensions is the SNR per unit SR per unit square-root fluence, as an intrinsic measure of image quality. Suppose N point-like classical imaging quanta, shown as black dots in Fig. 4 , fall randomly over a 2D detector with area A (shown in red). Suppose we are free to pixelate this area A with M pixels, each of equal area, with M being any positive integer. These pixels, indicated by green squares, are used to bin the point-like classical imaging quanta (e.g. "photons", in the loose sense of the term) falling upon A. The number of quanta, binned in each pixel, constitute the "signal" in each pixel.
FIG. 4. AN INTRINSIC MEASURE OF IMAGE QUALITY.
A given number N of imaging quanta is registered as points, shown in black, over an area A shown in red. This area is divided into M squares, each of which have equal area. The smaller the size of the green squares, the finer the resolution but the higher the noise of the signal detected within each square. This is the essence of the noise-resolution tradeoff.
(i) Incident fluence F in is the number of imaging quanta illuminating the detector per unit area, so that F in = N/A. (ii) The spatial resolution SR PSF follows from the fact that A = M (SR PSF ) 2 , so that SR PSF = A/M . (iii) The maximum classical SNR per pixel, SNR max , is given by Poisson statistics as the square root of the number of quanta per pixel, so SNR ≤ SNR max = N/M . This leads us to define the intrinsic quality Q S as the ratio of the actual SNR to its maximum value, hence Q S = SNR/SNR max ≤ 1, so that SNR = Q S N/M . If both M and N are eliminated from the estimates for F in , SR PSF and SNR given in (i, ii, iii) above, one obtains the d = 2 version of the definition for Q S in Eq. (5) . Q S is a natural, dimensionless, invariant, intrinsic property of the system which is formed from a combination of the non-system-invariant quantities SNR, SR PSF , and F in .
We have seen, using a heuristic argument centered around Fig. 4 , that the fact that a real system cannot improve SNR implies Q S ≤ 1. A rigorous argument gives:
where C d is a dimensionless constant on the order of unity, which depends only on the dimensionality d of the image [39] . This shows that SNR and SR cannot be improved simultaneously beyond a certain well-defined limit, unless the illumination fluence is increased or a priori information is used (note that an increase in SR is synonymous with worsened spatial resolution). On the other hand, it has been also shown that a trade-off between SNR and SR is always possible e.g. by means of simple linear filtering of the image, which typically increases SNR, but spoils SR, or deconvolution, which does the opposite, i.e. improves the SR, but lowers the SNR.
In view of this trade-off we again see that it is meaningless to consider the SR and SNR in isolation, particularly when it is possible to process the collected image digitally and change either of the two characteristics at will. It is still meaningful to talk about Q S , as this dimensionless parameter is invariant at least with respect to arbitrary linear transformations of the image. The tradeoff, due to the inequality Q S ≤ C d , is fundamentally different to that implied by the positionmomentum Heisenberg uncertainty principle. The difference between Heisenberg and noise-resolution uncertainty principles can be explained as follows. The position-momentum form of the Heisenberg uncertainty principle places a lower limit on the product of the position uncertainty and the associated momentum uncertainty [19] . In optical terms, this corresponds to a lower limit on the product of (i) spatial resolution due to a single pixel and (ii) the width of the corresponding far-field diffraction pattern that would result if only that particular pixel (or resolution element) were to be illuminated. This differs from the noise-resolution uncertainty principle Q S = SNR/[SR PSF √ F in ] ≤ C 2 (two-dimensional case), which places a lower limit on the spatial resolution SR PSF , which is related to the number of imaging quanta that impinge upon the said pixel, and is independent of the width of the corresponding diffraction pattern that would result if only that particular pixel were to have been illuminated. This is indicative of the more general statement that the noise-resolution and Heisenberg uncertainty principles are independent principles [41] .
B. Spatial resolution as correlation length
The fact that Q S is invariant with respect to arbitrary linear transformations of the image means that SR is proportional to SNR. This arises from the fact that, when a sufficiently narrow linear filter is applied to an image, the PSF is convolved with that filter and the noise autocorrelation function is convolved with the same filter twice [42] , while the signal (being equal to the mean value of intensity within a flat area of the image) essentially does not change [40] . As a consequence, it is also possible to define the SR as a value proportional to SNR:
where we have implicitly set Q S = 1. It can be shown that such a definition of the SR, which effectively makes it equal to the correlation length of noise in the image (assuming that in the "ideal" image the photon noise is uncorrelated, which is often a good approximation), produces quantitative values which are close to the standard deviation of the imaging system's PSF, i.e. close to SR PSF defined above, when the SR is dominated by the detector resolution. The advantage of this last definition of the SR is in the fact that it is intrinsically linked to SNR and automatically ensures that the trade-off between the SR and SNR is accounted for. It also provides a convenient method for measuring SR in images without the need to use any test resolution patterns or other specialized techniques, such as e.g. "knife edge" imaging [43] . Indeed, it is possible to measure SR correlation of the imaging system by simply collecting a flat (featureless) image and calculating its noise power spectrum [44] . This technique is often used for evaluating the performance of pixelated imaging detectors (e.g. CCDs), where it is further refined via use of the modulation transfer function (MTF) and detector quantum efficiency (DQE). The MTF of an imaging system is the modulus of the Fourier transform of the PSF, while DQE can be viewed as a generalization of Q S . More precisely, DQE can usually be identified with the ratio of the output and input SNR of the imaging system (i.e. a detector) at a certain spatial Fourier frequency [45] . In the same sense, Q S is equal to the ratio of these SNRs at the zero frequency, i.e. on average [40] . Note that SR correlation can naturally include effects of both the first (optical) and the second (digital) stages of a computational imaging system. If, for example, the second step includes some filtering of the raw collected image, it will likely improve SNR, while increasing (worsening) SR in direct agreement with the definition of SR correlation . However, the disadvantage of the definition of SR correlation lies in the fact that it relies on Poisson statistics of the detected image and also typically cannot account for effects of source size and other pre-detection factors on the SR. Indeed, the size of an incoherent source usually does not affect the correlation length of photon shot noise [42] . Instead, the source size is related to the correlation length of the so-called "self noise" of the radiation incident on the detector [42] , but the variance of the latter noise is scaled in proportion to the ratio of the coherence time to the exposure time, which is typically tiny (smaller than 10 −10 ) in most imaging situations. Therefore, the self-noise does not appreciably contribute to the image noise and the image noise is dominated by the photon shot (detection) noise, which is sensitive to the detector PSF, but is insensitive to the source size.
IV. COMPUTATIONAL-IMAGING DEFINITION OF SPATIAL RESOLUTION
To overcome shortcomings of the Rayleigh and related definitions of SR and bring them into the ACI age, apply a methodology somewhat analogous to one used in quantum theory [19] . Consider any image acquisition as a superposition of elementary measurements corresponding to projections of the observable quantity (image intensity) onto a certain state vector. To appreciate how this relates to the case of conventional image detection with a pixelated detector, associate the measured intensity value in each pixel of the detector with the scalar product (i.e. the integral of the ordinary product) of the image intensity and the "state" function, which is unity inside the pixel and zero elsewhere. A conventional image is equivalent to a set of such "elementary" singlepixel measurements. The power of such an approach lies in its ability to easily and uniformly incorporate many types of more complicated image measurements, such as e.g. those used in computational ghost imaging with illumination masks or structured illumination and a singlepixel ("bucket") detector [2, 46] . Thus the set of all computational imaging systems is a super-set of the set of all conventional imaging systems.
As soon as one adopts this more general view on the imaging process, it becomes possible to re-define SR in terms of the dimensionality of the space spanned by all probed measurement vectors [47] . In the case of images collected with a pixelated detector, this dimensionality corresponds to the number M of pixels in which the intensity distribution of the image was measured. More generally and precisely, the current approach suggests taking the d-dimensional volume, V , of the "image" and dividing it by the dimensionality, M , of the measurement space, to give a computational-imaging SR:
An important requirement implied by the term "dimensionality" is that the state vectors, onto which the measurements project the intensity distribution, must be linearly independent. It then turns out that if different measurement vectors are not orthogonal, the data produced by the set of such measurements may not be as "well determined" as in the case of the same number of measurements made with respect to orthogonal states. Rather than attempting to incorporate this variable degree of "determinacy" into the notion of SR, it is more natural to let it affect the associated SNR. Consider for example a reasonable expectation that multiple measurements with respect to linearly dependent state vectors do not increase the SR, but can increase SNR, provided the mean signal grows faster than its variance (i.e., the noise) in the corresponding averaging process. This is true in the case of Poisson statistics and measurements performed with a pixelated detector, where the squared-SNR equals the mean total number of photons registered in each pixel, N/M . Now take into account the fact that the incident photon fluence is equal to the number of registered photons divided by the volume of the image, i.e. F in = N/V . Using this definition, we obtaiñ
The modified "imaging quality",Q S , is defined here with respect to the new definition of the spatial resolution, SR CI . The invariance of thisQ S occurs in the case of Poisson statistics, when the spatial resolution is precisely proportional to the SNR. For other types of photon statistic, e.g. Gaussian or sub-Poissonian,Q S may either decrease or increase with the increase of the number of registered photons. The latter could be the result of increased incident fluence, increased exposure time or increased number of repeated measurements. As suggested above, SNR may also be lower than N/M , if the M measurements are performed with respect to linearly independent, but not orthogonal state vectors [47] . For example, it is possible to show [47] that in the case of repeated measurements with sub-pixel shifts of the detector (or the object) between the measurements, as sometimes practiced in super-resolution microscopy, the squared-SNR behaves like N/M 2 , and so the imaging quality progressively deteriorates with an increased number of measurements:Q S = 1/M . In such cases, similar results indicate that the imaging particles are not used as efficiently as in the case of orthogonal measurements, so that the same radiation dose delivered to the sample produces less information about the sample. Alternatively, using orthogonal measurement vectors and entangled photons for illumination may lead to sub-Poisson statistics in the image and values ofQ S > 1.
V. CONCLUSIONS
Historical notions of SR and SNR in optics and imaging warrant revision in the computational imaging era. The multi-stage hybrid process involving analog and digital processing of collected image data en route to final images is typical for most modern imaging and optical images. Old definitions of "raw" spatial resolution are increasingly incompatible with this process of image formation and need to be modernized accordingly. We suggested several possible working definitions of SR and presented theoretical and practical arguments explaining reasons for their introduction and advantages associated with their use. We emphasized the intrinsic duality between SR and SNR and the need to consider the two together to obtain meaningful and workable definitions consistent with image processing operations utilized in computational imaging. Finally, we discussed how the generic ideas of quantum metrology could be utilized to formulate the most general, but still practically useful, definitions of SR, SNR and imaging quality. We gave examples drawn from super-resolution optical reconstruction microscopy, holography, tomography and ghost imaging. 
