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ATTRACTORS OF SEQUENCES OF ITERATED FUNCTION
SYSTEMS
RYAN BRODERICK
Abstract. If F and G are iterated function systems, then any infinite word W in
the symbols F and G induces a limit set. It is natural to ask whether this Cantor set
can also be realized as the limit set of a single iterated function system H. We prove
that if F , G, and H consist of C1+α diffeomorphisms, then under some additional
constraints on F and G the answer is no. This problem is motivated by the spectral
theory of one-dimensional quasicrystals.
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1. Introduction
If D is a finite union of closed intervals, then any family F of continuous, con-
tracting functions f1, . . . , fk : D → D with disjoint images defines a function on the
compact subsets of D via F (K) =
⋃k
i=1 fi(K).
1 We define C(F) to be the com-
pact set
⋂∞
n=0 F
n(D). This is the dynamically defined Cantor set associated to F .
We also call F an iterated function system, or IFS, and refer to C(F) as the limit
set of F . If F and G are two IFSs and W = (Wn)n∈N ∈ {F ,G}
N, then we write
C(W) =
⋂∞
n=1(W1 ◦ · · · ◦Wn)(D). We will also write Cn(W) = (W1 ◦ · · · ◦Wn)(D)
and Cn(F) = F
n(D). We say that F is a C1+α-diffeomorphic IFS if every function
in F is a C1+α diffeomorphism.
One-dimensional IFSs are well-studied, but relatively little is known about the
Cantor sets that may arise as their attractors. In [11], it is shown that for a C1-
diffeomorphism IFS on the circle, ratios of gap lengths accumulate at 1, so for example
the ternary Cantor set cannot arise. For C1+α-diffeomorphic IFSs, it is known that the
attractor must have Lebesgue measure 0, whereas this does not hold in the C1 case.
(See [1].) See also [5, 6] for further results. We are interested in the following question:
given F , G, and W ∈ {F ,G}N, does there exist an IFS H such that C(W) = C(H)?
This question was initially motivated by the spectral theory of one-dimensional
quasicrystals. Namely, consider the discrete Schro¨dinger operator H : ℓ2(Z) → ℓ2(Z)
1Throughout we will denote such a family by a caligraphic letter and denote the induced function
on compact sets by the corresponding standard letter.
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given by
(1) (Hu)(n) = wn+1un+1 + wnun−1,
where the sequence (wn)n∈Z is called the potential. This is the off-diagonal case,
which ensures that the spectrum of H is symmetric around 0; see Proposition 2.3 in
[14]. See the appendix to [4] for more details on diagonal and off-diagonal operators.
We will consider the case that (wn) is a Sturmian sequence, i.e.
wn = χ[0,1−α)(αn (mod 1)),
where α ∈ [0, 1) is an irrational number and λ > 0 is called the coupling constant.
It is known that the spectrum of (1) in this case is a Cantor set of zero Lebesgue
measure.
Let [a1, a2, . . . ] be the continued fraction expansion of α, i.e.
α =
1
a1 +
1
a2 +
. . .
.
It is known (see [10], [8]) that if the sequence (an)n∈N is eventually periodic, then the
spectrum of H is a dynamically defined Cantor set. This has enormous consequences,
e.g. see [10] for the case α = [1, 1, 1, . . . ]. On the other hand, explicit examples when
the spectrum of H is not a dynamically defined Cantor set are known [9]. Therefore,
it is natural to ask whether eventual periodicity of the partial quotients of α is not
only sufficient but also necessary for the spectrum of H to be a dynamically defined
Cantor set.
Conjecture 1.1. The spectrum of H as in 1 is a dynamically defined Cantor set if
and only if α has an eventually periodic continued fraction expansion.
The results of this paper offer support for this conjecture.
We will show that under certain assumptions on IFSs F and G, we have C(W) =
C(H) for some C1+α-diffeomorphic system H only in the trivial case that W is even-
tually periodic. In the case that W is not eventually periodic we will show that
C(W) is different from a given C(H) by considering the gaps of each set. Given a
compact set K ⊂ R, a gap of K is an interval (x, y) such that {x, y} ⊂ K, x < y, and
(x, y)∩K = ∅. In other words, a gap of K is a connected component of conv(K)\K,
where, here and throughout the paper, conv(·) denotes the convex hull.
Our main theorem concerns the case where F and G are symmetric. We say an
IFS F defined on an interval I = B(c, r) is symmetric if for each f ∈ F there exists
f ∈ F such that f(x) − c = c − f(x). In particular, for each n the set Cn(F) is
symmetric around the center of I.
Theorem 1.2. Let F and G be symmetric, C1+α-diffeomorphic IFSs defined on the
same closed interval I. Suppose C(F) 6= C(G) and f ′(x) ∈ (0, 1/2) for every f ∈ F∪G
and every x ∈ I. Let W = (Wn) ∈ {F ,G}
N and suppose there exists a C1+β-
diffeomorphic IFS H such that C(W) = C(H). Then W is eventually periodic.
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It will be convenient to first prove an altered version from which our main theorem
will follow:
Theorem 1.3. Let F and G be C1+α-diffeomorphic IFSs defined on the same closed
interval I and suppose conv(F (I)) = conv(G(I)) = I and C(F) 6= C(G). Let W =
(Wn) ∈ {F ,G}
N and suppose there exists a C1+β-diffeomorphic IFS H such that
C(W) = C(H). Then W is eventually periodic.
Note that in Theorem 1.3 the symmetry assumption and the bounds on the deriva-
tives of functions in F and G have been removed, but we impose the additional
condition that F and G preserve the endpoints of I in the sense that minC(F) =
minC(G) = min I and maxC(F) = maxC(G) = max I. We will deduce Theorem
1.2 from Theorem 1.3 by showing that the hypotheses of Theorem 1.2 imply this
additional condition. (See Lemma 3.1.)
2. Proof of Theorem 1.3
The proof of Theorem 1.3 uses the fact that C(H) has approximately the same
structure in basic intervals of arbitrarily small scale, while C(W) will have different
structures at these same scales. To this end we first prove the following lemma.
Lemma 2.1. Let F and G be injective IFSs defined on the same interval I satisfying
conv(F (I)) = conv(G(I)) = I, and suppose that for two distinct words W,W′ ∈
{F ,G}N, C(W) = C(W′). Then for any W′′,W′′′ ∈ {F ,G}N, we have C(W′′) =
C(W′′′). In particular, C(F) = C(G).
Proof. Since W and W′ are distinct, there is some minimal k0 ≥ 0 such thatWk0+1 6=
W ′k0+1. But
C(W) =
∞⋂
n=0
(W1 ◦ · · · ◦Wn)(I) = (W1 ◦ · · · ◦Wk0)
(
∞⋂
n=k0+1
Wk0+1 ◦ · · · ◦Wn(I)
)
= (W1 ◦ · · · ◦Wk0)
(
C(Wk0+1,Wk0+2, . . . )
)
,
so letting K = C(Wk0+1,Wk0+2, . . . ) and K
′ = C(W ′k0+1,W
′
k0+2
, . . . ), we have
(W1 ◦ · · · ◦Wk0)(K) = (W1 ◦ · · · ◦Wk0)(K
′).
Since the maps in F all have distinct images, as do the maps in G, it follows that for
each finite sequence (w1, . . . , wk0) with wi ∈ Wi,
w1 ◦ · · · ◦ wk0(K) = w1 ◦ · · · ◦ wk0(K
′).
But w1 ◦ · · · ◦ wk0 is a bijection onto its image, so we conclude K = K
′. Thus, we
may assume without loss of generality that k0 = 0 and in particular that W1 = F
and W ′1 = G.
Let A be the collection of all intervals A such that for some words W′′,W′′′ ∈
{F ,G}N, A is a gap of C(W′′) but not of C(W′′′), and suppose, for a contradiction,
that A is not empty. Let A be a gap of maximal length in A.
If A is a gap of C(W′′) for some W′′ with W ′′1 = F , we consider two cases: the
case that A is a stage-1 gap, i.e. a gap of C1(W
′′), and the case that it isn’t. If A is a
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stage-1 gap, then it is a gap of C1(F) and hence also a gap of every W withW1 = F .
Otherwise, it must equal f(A′) for some f ∈ F and some gap A′ of C(W ′′2 ,W
′′
3 , . . . ).
Since f is a contraction, by the maximality of A we have that A′ is a gap of every
C(W ). Hence, in this case, as in the first case, we have that A is a gap of every C(W)
with W1 = F . The same argument shows that if A is a gap of C(W
′′′) for some W′′′
with W ′′′1 = G, then A is a gap of every C(W) with W1 = G.
Thus, if A is a gap of some C(W′′) with W ′′1 = F , then it is a gap of every C(W
′′′)
with W ′′′1 = F and hence a gap of C(W) = C(W
′). Since W ′1 = G, it follows that
A is also a gap of every C(W′′′) with W ′′′1 = G, and therefore A is a gap of every
C(W′′′), contradicting A ∈ A. It follows similarly that if A is a gap of some C(W′′)
with W ′′1 = G then A is a gap of every C(W
′′′) again contradicting A ∈ A. Thus, no
such A can exist so the collection A must be empty. 
Note that in the proof of Lemma 2.1 we use the fact that for any k ∈ N, every gap
of Ck(W) is a gap of C(W ). This does not generally hold if we remove the assumption
that conv(F (I)) = conv(G(I)) = conv(I).
We also need the so-called Bounded Distortion Lemma (see [13]):
Lemma 2.2. Let I be a closed interval and let F be any finite set of contracting C1+α
diffeomorphisms I → I. Given a sequence f = (fk) ∈ F
N, let T (fk) be the affine map
sending fk ◦ · · · ◦ f1(I) onto I such that T
(fk) ◦ fk ◦ · · · ◦ f1 is orientation-preserving.
Then for any 0 < α′ < α and any (fk)
∞
k=1 ∈ F
N the sequence T (fk) ◦ fk ◦ · · · ◦ f1
converges in the C1+α
′
topology to a map f : I → I. Furthermore, this convergence is
uniform in the sequence (fk).
Before preceding to the proof of Theorem 1.3 let us introduce some notation that
will be useful in what follows. Through the remainder of this section we assume that
F , G, H, and I are as in the statement of Theorem 1.3. Given k ∈ N and a finite
sequence w = (w1, . . . , wk) of maps with wi ∈ Wi, we call Bw = w1 ◦ · · · ◦ wk(I) a
stage-k basic interval of C(W). If Tw is the affine map such that
Φw
def
= Tw ◦ w1 ◦ · · · ◦ wk
is orientation-preserving and satisfies Φw(I) = (I), then we call Tw the renormaliza-
tion map for this basic interval.
It is instructive to consider a simpler case which still contains the main ideas of
the general argument. Suppose every map in F , G, and H is affine, increasing, and
defined on [0, 1], and that conv(C(H)) = conv(C(F)) = conv(C(G)) = [0, 1]. Then
for any w = (w1, . . . , wk), Φw is simply the identity map. Furthermore, there exists
γ > 0 such x ∈ C(H) if and only if γx ∈ C(H). In particular, for some open interval
A the sets γiA are all gaps of C(H). If C(H) = C(W), then these are of course also
gaps of C(W). But there is a finite set of intervals A1, . . . , Am such that every gap
of C(W) is of the form w1 ◦ · · · ◦ wk(Aj) for some wi ∈ Wi and 1 ≤ j ≤ m. Thus,
by the pigeonhole principle there are two gaps γi1A and γi2A = γi2−i1(γi1A) that are
images of the same interval Aj (1 ≤ j ≤ m). In particular, we may find 1 ≤ j ≤ m,
ℓ = i2 − i1 ∈ N, w = (w1, . . . , wk1), and w
′ = (w′1, . . . , w
′
k2
) (with wi ∈ Wi and
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w′i ∈ Wi) such that
w′1 ◦ · · · ◦ w
′
k2
(Aj) = γ
ℓw1 ◦ · · · ◦ wk1(Aj).
Since the maps wi and w
′
i are all affine, it follows that
Bw′ = w
′
1 ◦ · · · ◦ w
′
k2
[0, 1] = γℓw1 ◦ · · · ◦ wk1[0, 1] = γ
ℓBw.
Moreover, by our choice of γ this implies Bw′ ∩ C(W) = γ
ℓ(Bw ∩ C(W)). Since wi
and w′i are both increasing, we also obtain Tw′ =
1
γℓ
Tw, so we have both
Tw′(Bw′∩C(W)) = Tw′(w
′
1◦· · ·◦w
′
k2
(C(Wk2+1,Wk2+2, . . . ))) = C(Wk2+1,Wk2+2, . . . )
and
Tw′(Bw′ ∩ C(W)) = Tw(Bw ∩ C(W)) = C(Wk1+1,Wk1+2, . . . )
Hence, C(Wk2+1,Wk2+2, . . . ) = C(Wk1+1,Wk1+2, . . . ). But if W is not eventually
periodic then these two tails must be different, which contradicts Lemma 2.1.
The general argument is more complicated but the overall structure is similar.
The main difference is that the functions Φw will no longer be equal to the identity
function. We will instead rely on an application of the Bounded Distortion Lemma,
which forces us to choose the tuplesw andw′ more carefully, so that the corresponding
maps Φw and Φw′ are close.
Proof of Theorem 1.3. Translating and rescaling we may assume I = [0, 1]. Suppose
W is not eventually periodic and let H be a C1+β-diffeomorphic IFS defined on an
interval I ′ such that C(W) = C(H). We may assume without loss of generality
that conv(H(I ′)) = I ′ so that in particular I ′ = [0, 1]. Indeed, if not then since
minC(H) = minC(W) = 0 and maxC(H) = maxC(W) = 1 we may let h = h|[0,1]
and H = {h : h ∈ H}, which satisfies C(H) = C(H). Let h1, h2 ∈ H be the maps
whose images contain 0 and 1 respectively. Note that we can also assume that either
h1(0) = 0 or h2(1) = 1 since otherwise we can consider H
2 = {h◦h′ : h, h′ ∈ H}, which
satisfies C(H2) = C(H) and contains h1 ◦ h2 with h1(h2(0)) = 0. Thus, reflecting
both C(W ) and C(H) if necessary, we may assume that for any x ∈ [0, 1],
(2) x ∈ C(H)⇔ h1(x) ∈ C(H)
for a map h1 ∈ H satisfying h1(0) = 0. Let γ = h
′
1(0) > 0.
Let Gap0 be the set of all gaps of C1(F) and C1(G). Fix a gap I0 of C1(H) and
note that for each k ∈ N, hk1(I0) is a gap of C(H) = C(W). Hence, for each m ∈ N,
there exist km, Am ∈ Gap0, and w
(m)
i ∈ Wi (1 ≤ i ≤ km) such that
hm1 (I0) = w
(m)
1 ◦ · · · ◦ w
(m)
km
(Am)
Let Bm = w
(m)
1 ◦ · · · ◦w
(m)
k(m)[0, 1], i.e. Bm is the basic interval of C(W) that contains
hm1 (I0). Note that by construction these are nested. By the pigeonhole principle there
exist infinitely many distinct pairs i1, i2 ∈ N with 0 < i2− i1 ≤ #Gap0× [#(F ∪G)]
k
such that Ai1 = Ai2 and w
(i1)
ki1−i
= w
(i2)
ki2−i
for 0 ≤ i ≤ k (and in particularWki1 =Wki2 ).
Again using the pigeonhole principle we may assume that T
w(i1)
and T
w(i2)
have the
same orientation. Let us say that such a pair is k-compatible. The strategy of the
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proof is to find distinct “suffix” sequences S(1) and S(2) in {F ,G}N and a “prefix”
sequence of maps ϕi ∈ F ∪G such that for each k,N ∈ N there exists a k-compatible
pair (i1, i2) with i1 ≥ N such that for each 0 ≤ j ≤ k and m ∈ {1, 2} we have
w
(im)
kim−j
= ϕj and Wkim+j = S
(m)
j . Before proving the existence of such sequences, let
us first show that this suffices to complete the proof.
Since h1 is C
1 and i2− i1 ≤ #Gap0× [#(F ∪G)]
k, for any ε > 0 we have, for large
enough i1 (relative to k),
|hi2−i11 (x)− γ
i2−i1x| < ε|Bi2|
for all x ∈ Bi1 . Indeed, there are finitely many such functions h
i2−i1, given the bound
on i2 − i1, and for each one we have that
d
dx
∣∣∣∣
x=0
hi2−i1 = γi2−i1 . But for any function
g with g(0) = 0 and g′(0) = D and any ǫ′ > 0 we have |g(x) − Dx| < ǫ′x for small
enough x, by the definition of the derivative. Since x ∈ Bi1 and the ratio |Bi2|/|Bi1|
is uniformly bounded due to the bound on i2− i1, the stated inequality follows. This
implies that the Hausdorff distance between Bi2 ∩ C(H) and γ
i2−i1(Bi1 ∩ C(H)) is
at most ǫ|Bi2 |, and hence the Hausdorff distance between the rescalings Tw(i1)(Bi1 ∩
C(W)) and T
w(i2)
(Bi2∩C(W)) is at most ε. But these sets are Φw(i1)(C(Wki1+1, . . . ))
and Φ
w(i2)
(C(Wki2+1, . . . )) respectively. By Lemma 2.2, there exists a diffeomorphism
Φ such that Φ
w(i1)
and Φ
w(i2)
are ε-close to Φ for large enough k. This implies that
Φ(C(Wki1+1, . . . )) and Φ(C(Wki2+1, . . . )) are ε-close for large k and i1. Since Φ is a
diffeomorphism and k and i1 can be taken arbitrarily large by assumption, it follows
that C(S(1)) = C(S(2)), which contradicts Lemma 2.1.
We now prove the existence of the desired ‘prefix’ and ‘suffix’ sequences. Note
that we have already seen that there exist infinitely many k-compatible pairs for each
k ∈ N. The only remaining obstacle to extracting the desired sequences is the possibil-
ity that the tails (Wki1 , . . . ) and (Wki2 , . . . ) share very long initial strings, with length
growing as k does, so that the sequences S(1) and S(2) would be equal. To prove that
this is not the case, first observe that there exists J ∈ N, depending only on F , G, and
H such that if A is a gap of Cn(W
′) for some W′ ∈ {F ,G}N and n ∈ N, then h(A) is
a gap of Cn+J(W
′) for each h ∈ H. Suppose Wki1+j =Wki2+j for 1 ≤ j ≤ J and con-
sider hi1+1(I0) and h
i2+1(I0). There exist wki1+j for 1 ≤ j ≤ j1 (where 1 ≤ j1 ≤ J) and
A′i1 ∈ Gap0 such that w1 ◦ · · · ◦ wki1+j1(A
′
i1
) = hi1+11 (I0). Similarly, there exist wki2+j
for 1 ≤ j ≤ j2 (where 1 ≤ j2 ≤ J) and A
′
i2
with w1◦· · ·◦wki2+j2(A
′
i2
) = hi2+11 (I0). But
for large enough i1, the Hausdorff distance between h
i2+1
1 (I0) and γ
i2−i1hi1+11 (I0) is at
most ε|Bi2| and hence the Hausdorff distance between Φw(i1)(wki1 ◦ · · · ◦wki1+j1(A
′
i1
))
and Φ
w(i2)
(wki2 ◦ · · · ◦wki2+j2(A
′
i2
)) is at most ε. But by Lemma 2.2 and the fact that
the diffeomorphisms in F have distinct images, as do the diffeomorphisms in G, this
implies that for sufficiently large i1, we have j1 = j2, A
′
i1
= A′i2 and w
(i1)
ki1+j
= w
(i2)
ki2+j
for 1 ≤ j ≤ j1. Thus, (i1+1, i2+1) is k-compatible. Continuing in this way, and using
the fact that W is not eventually periodic, we may assume that Wki1+j 6=Wki2+j for
some 1 ≤ j ≤ J . Call such a pair (k, J)-compatible.
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Consider the sets Ωk = ((F ∪ G)× {F ,G}
2)k. We fix some order on the finite set
(F ∪ G)× {F ,G}2 and put the associated lexicographic ordering on Ωk. For each k,
let
ωk = (ϕ0,S
(1)
1 ,S
(2)
1 , . . . , ϕk−1,S
(1)
k ,S
(2)
k )
be the minimal element of Ωk such that for infinitely many (k, J)-compatible pairs
(i1, i2), we have
w
(i1)
ki1−i
= w
(i2)
ki2−i
= ϕi for 0 ≤ i < k
and, for m ∈ {1, 2}
Wkm+j = S
(m)
j for 1 ≤ j ≤ k
Notice that for any k > J there exists 1 ≤ j ≤ J such that S
(1)
j 6= S
(2)
j . By
construction each ωk extends the previous one so we obtain infinite sequences (ϕk),
S(1), and S(2) with the desired properties. 
3. Proof of Theorem 1.2
Theorem 1.2 follows from Theorem 1.3 once we reduce to the case that conv(F (I)) =
conv(G(I)) = I, so it suffices to prove the following lemma.
Lemma 3.1. Under the assumptions of Theorem 1.2, either W is eventually periodic
or there exist C1+α-diffeomorphic IFSs F and G defined on the same closed interval
I such that
• conv(F (I)) = conv(G(I)) = I.
• For any W′ ∈ {F ,G}N, C(W′) = C(W′), where W ′i = F if W
′
i = F and
W ′i = G if Wi = G.
To prove this lemma we will compare the relative positions of gaps of C(W) to
those of C(H). Given a compact set K, we define the relative position of a gap
A = (a, b) of K to be PosK(A) =
a−minK
b−a
. We set
Pos(K, δ) = {PosK(a, b) : (a, b) is a gap of K with |b− a| < δ}.
Proof. Without loss of generality, assume I = [0, 1] and minC(G) ≤ minC(F). For
each f ∈ F and g ∈ G, let g∗ = g|[minC(G),1] and f
∗ = f |[minC(G),1]. Set G
∗ = {g∗ : g ∈
G} and F∗ = {f ∗ : f ∈ F}, which are well-defined IFSs on [minC(G), 1]. Since
lim
n→∞
w1 ◦ · · · ◦ win(x) = lim
n→∞
w1 ◦ · · · ◦ win(1)
for any sequence of functions wi ∈ F ∪ G and any x ∈ [0, 1], it follows that for any
W′ ∈ {F ,G}N, we have C(W′) = C(W∗), where W∗i = F
∗ if W ′i = F and W
∗
i = G
∗
if W ′i = G. If minC(F
∗) = minC(G∗) then by our symmetry assumption we have
produced the desired IFSs. Thus, after translating and rescaling we may assume (for
a contradiction) that I = [0, 1], minC(G) = 0, and minC(F) = ε ∈ (0, 1/2). Let
g1 ∈ G with g1(0) = 0 and f1 ∈ F with f1(0) ≤ ε. Note that since g
′
1(x) ∈ (0, 1/2)
for all x ∈ [0, 1], we have
(3) g1(x) <
1
2
x for all x ∈ (0, 1].
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Moreover, since ε = minC(F), we must have f1(ε) = ε, so since f
′
1(x) ∈ (0, 1/2) for
all x ∈ [0, 1], it follows that
(4) f1(x) ≥ ε−
1
2
(ε− x) =
1
2
ε+
1
2
x for all x ∈ [0, ε].
We may also assume without loss of generality, as before, that there exist h1, h2 ∈ H
that fix minC(H) and maxC(H) respectively. We wish to apply Lemma 2.2 to
conclude that for any gap A of C(H) the sequence PosC(H)(h
k
1(A)) is Cauchy. To
that end, we first show that the restriction of h1 to some neighborhood of minC(H)
is a contraction. Notice that, since h′1 is continuous, there exists t > minC(H)
such that either h′1(x) ≤ 1 for all x ∈ [minC(H), t] or h
′
1(x) ≥ 1 for all x ∈
[minC(H), t]. In the former case, h1|[minC(H),t] is a contraction, so assume for a contra-
diction that the latter holds. This implies h1[minC(H), t] ⊃ [minC(H), t], and hence
hk1[minC(H), 1] ⊃ [minC(H), t] for all k ∈ N. It follows that [minC(H), t] ⊂ C(H).
But since we have assumed that f ′(x) ∈ (0, 1/2) for every f ∈ F ∪ G and every
x ∈ I this clearly implies C(H) 6= C(W), a contradiction. Now, if there does
not exist k ∈ N such that hk1[minC(H), 1] ⊂ [minC(H), t], then again we have
that [minC(H), t] ⊂ C(H), yielding a contradiction, so for some large enough k0 we
have that hk01 (A) ⊂ [minC(H), t] and hence the sequence of sets PosC(H)(h
k
1(A)) =
PosC(H)(h
k−k0
1 (h
k0
1 (A))) is Cauchy by Lemma 2.2.
Now if M > 0 then there is some n ∈ N such that any gap of C(H) with relative
position at most M must be of the form hℓ1 ◦hi1 ◦ · · ·◦hin(a, b), where (a, b) is a gap of
C1(H) and hij ∈ H for 1 ≤ j ≤ n. Hence, since we have shown that PosC(H)(h
ℓ
1(A))
is Cauchy for any gap A, there exist p1, . . . , pm > 0 such that for any η > 0 there
exists δ > 0 such that
(5) Pos(C(H), δ) ∩ (0,M) ⊂ {p1, . . . , pm}
(η),
where Z(η) denotes the η-neighborhood of a set Z.
We are going to arrive at a contradiction by producing gaps of C(W) that cannot
all be gaps of C(H) due to their distances from each other, combined wth (5). To do
this we first show that if W′,W′′ ∈ {F ,G}N have a long initial string in common then
C(W′) and C(W′′) contain gaps with very close, but not equal, relative positions. In
particular, we prove the following claim.
Claim 3.2. Let W′,W′′ ∈ {F ,G}N with W ′1 = W
′′
1 and minC(W
′) > minC(W′′).
Let A be a gap of C1(W
′) = C1(W
′′) and let A′ = (a′, b′) and A′′ = (a′′, b′′) be the
gaps of C(W′) and C(W′′) respectively that contain A. Then there exist βk, γk > 0
depending only on F and G such that if k0 = min{k ∈ N : W
′
k 6=W
′′
k}, then
βk0 < minC(W
′)−minC(W′′) < γk0
βk0 < a
′′ − a′ < γk0
βk0 < b
′ − b′′ < γk0
βk0 < PosC(W′′)(A
′′)− PosC(W′)(A
′) < γk0
Proof of Claim 3.2. First note that if W ′k0 = F and W
′′
k0
= G, then letting ϕ =
w1◦· · ·◦wk0−1, where wi = f1 ifW
′
i = F and wi = g1 ifW
′
i = G, we have minC(W
′) ≥
8
ϕ(f1(0)) and minC(W
′′) ≤ ϕ(g1(ε)). But by (3) and (4), f1(0) ≥
1
2
ε and g1(ε) <
1
2
ε.
Let β0 = f1(0) − g1(ε) > 0. Now, since F ∪ G is a finite set of diffeomorpisms
defined on a compact set and the ranges of their derivatives lie in (0, 1/2), there
exists 0 < λ < 1/2 such that for any w ∈ F ∪ G and any x, y ∈ [0, 1],
λ|y − x| < |w(y)− w(x)| <
1
2
|y − x|.
But then
(6) 1/2k0 > ϕ(1)− ϕ(0) ≥ minC(W′)−minC(W′′) ≥ ϕ(f1(0))− ϕ(g1(ε)) > β0λ
k0
The same argument shows thatW ′k0 = G is impossible by assumption. Thus, the first
of our desired inequalities holds as long as βk ≤ β0λ
k and γk ≥ 2
−k.
Now let L′ = minC(W ′2,W
′
3, . . . ) and L
′′ = minC(W ′′2 ,W
′′
3 , . . . ). Also let wL, wR ∈
F ∪ G such that the gap A = (a, b) of C1(W
′) sits between wL[0, 1] and wR[0, 1], i.e.
a = wL(1) and b = wR(0). We have b
′ = wR(L
′) and b′′ = wR(L
′′). Furthermore,
since F and G are symmetric, it follows that maxC(W ′2,W
′
3, . . . ) = 1 − L
′ and
maxC(W ′′2 ,W
′′
3 , . . . ) = 1−L
′′, so a′ = wL(1−L
′) and a′′ = wL(1−L
′′). Thus by our
choice of λ we have
a′′ − a′ = wL(1− L
′′)− wL(1− L
′) <
1
2
((1− L′′)− (1− L′)) =
1
2
(L′ − L′′)
<
1
2λ
(w1(L
′)− w1(L
′′)) =
1
2λ
(minC(W′)−minC(W′′))
Arguing similarly, we obtain a′′ − a′ > 2λ (minC(W′)−minC(W′′)), along with
identical bounds on b′ − b′′, so our first three desired inequalities hold as long as
βk ≤ 2β0λ
k+1 and γk ≥
1
2k+1λ
.
In particular, we have a′ < a′′ and b′ > b′′, so
PosC(W′′)(A
′′)− PosC(W′)(A
′) =
a′′ −minC(W′′)
b′′ − a′′
−
a′ −minC(W′)
b′ − a′
> minC(W′)−minC(W′′).
We wish to obtain a bound in the other direction as well, i.e. we wish to find γ0 such
that
(7)
a′′ −minC(W′′)
b′′ − a′′
−
a′ −minC(W′)
b′ − a′
< γ0 (minC(W
′)−minC(W′′)) .
Note that for any n1, n2, d1, d2 > 0, we have
n1
d1
−
n2
d2
=
n1d2 − n2d1
d1d2
=
n1(d2 − d1)− d1(n2 − n1)
d1d2
≤
n1|d2 − d1|+ d1|n2 − n1|
d1d2
.
Thus, since our numerators and denominators are all bounded above by 1 and the
denominators b′ − a′ and b′′ − a′′ are bounded below by the smaller of the minimal
gap lengths of F [0, 1] and G[0, 1], it will suffice to bound the difference between the
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numerators and the difference between the denominators. Using our bounds on a′′−a′
and b′ − b′′ we have
|(a′ −minC(W′))− (a′′ −minC(W′′)| <
(
1 +
1
2λ
)
|minC(W′)−minC(W′′)|
and
|(b′ − a′)− (b′′ − a′′)| <
1
λ
|minC(W′)−minC(W′′)|.
Thus, taking γ0 =
2
λ(b0 − a0)2
, where (a0, b0) is of minimal length among all gaps of
F [0, 1] and G[0, 1], we obtain (7). Letting βk = 2β0λ
k+1 and γk = γ0/2
k we obtain all
four desired inequalities. 
We will use this claim to produce the desired gaps in C(W) by finding long strings
in W which agree on exactly the right number of initial terms. Say that a string
(S1, . . . ,Sk) ∈ {F ,G}
k is W-ambiguous if for any N ∈ N, there exist ℓ,m ≥ N with
(Wℓ, . . . ,Wℓ+k) = (S1, . . . ,Sk,F)
and
(Wm, . . . ,Wm+k) = (S1, . . . ,Sk,G).
Note that there are W-ambiguous strings of any length. Indeed, suppose for a con-
tradiction that for any string S of length k, all occurrences of this string appearing
late enough in W are followed by the same symbol. That is, suppose there exist
NS ∈ N and SS ∈ {F ,G} such that for any ℓ ≥ NS with (Wℓ, . . . ,Wℓ+k−1) = S,
we have Wℓ+k = SS. Then letting N = maxNS over all S ∈ {F ,G}
k and set-
ting W = (WN ,WN+1, . . . ), we see that for any k
′ ≥ k we have P
W
(k′) = P
W
(k).
(Here, PW is the complexity function PW(k) = #{(S1, . . . ,Sk) : (Wn+1, . . . ,Wn+k) =
(S1, . . . ,Sk) for some n ∈ N}.) By the Morse-Hedlund Theorem (see [12]), any se-
quence with a bounded complexity function is eventually periodic, and hence W is
eventually periodic, contradicting our assumptions.
Let Ak be the set of W-ambiguous strings of length k. Let S1 ∈ {F ,G} have the
property that for infinitely many k, there exists S = (Sk, . . . ,S1) ∈ Ak. Note that
any tail of a W-ambiguous string is also W-ambiguous, so it follows that for every
k ∈ N, there exists S = (Sk, . . . ,S1) ∈ Ak. Inductively, if S1, . . . ,Sm are chosen such
that all k ∈ N there exists s = (Sk, . . . ,Sm, . . . ,S1) ∈ Ak, choose Sm+1 so that for
all k ∈ N, there exists s = (Sk, . . . ,Sm+1, . . . ,S1) ∈ Ak. We thus obtain a sequence
(Sj)j∈N such that for each k ∈ N, (Sk, . . . ,S1) is a W-ambiguous string.
To arrive at a contradiction to (5), we first choose the constants M and δ. The
sequence space {f1, g1}
N with the usual topology is compact. Furthermore, by Lemma
2.2, for eachw = (w1, w2, . . . ) in this space there is a diffeomorphism Φw = limk→∞Φ(wk,...,w1)
and the mapping w 7→ minx∈[0,1] |Φ
′
w
(x)| is continuous, as is the corresponding func-
tion with min replaced by max. Thus, there exist 0 < λ1 < λ2 such that for any
w ∈ {f1, g1}
N and any x ∈ [0, 1], Φ′
w
(x) ∈ (λ1, λ2). Fix M large enough that there
exist gaps of C1(F) and C1(G) with relative positions less than λ1M/λ2. Let p1, . . . , pm
be as in (5) and choose k large enough that 2γk < |pi − pj| for every i 6= j. Choose
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δ small enough that (5) holds with η = γk/3. We are going to find limit points of
Pos(C(W), δ) ∩ (0,M) with distance less than γk, contradicting (5). For each ℓ ∈ N
we can find i
(ℓ)
1 , i
(ℓ)
2 ∈ N such that
(W
i
(ℓ)
1 −ℓ
, . . . ,W
i
(ℓ)
1 +k
) = (Sk+ℓ, . . . ,S1,F)
and
(W
i
(ℓ)
2 −ℓ
, . . . ,W
i
(ℓ)
2 +k
) = (Sk+ℓ, . . . ,S1,G).
Letwm = (w1, . . . , wm) where wi = f1 ifWi = F and wi = g1 ifWi = G, and let Φ
(ℓ)
1 =
Φw
i
(ℓ)
1
−1
and Φ
(ℓ)
2 = Φw
i
(ℓ)
2
−1
. Now let A(ℓ) be a gap of C1(Wi(ℓ)1
) with relative position
less than λ1M/λ2 and let A
(ℓ)
1 and A
(ℓ)
2 be the corresponding gaps of C(Wi(ℓ)1
, . . . ) and
C(W
i
(ℓ)
2
, . . . ). Then their relative positions are even smaller than that of A(ℓ), and by
Claim 3.2 they satisfy βk < |PosC(W
i
(ℓ)
1
,... )(A
(ℓ)
1 )− PosC(W
i
(ℓ)
2
,... )(A
(ℓ)
2 )| < γk.
Using the pigeonhole principle and moving to a subsequence we may also assume for
any j ∈ N that for some fixed suffix sequences S1 and S2 we have (Wi(ℓ)1 +k+1
, . . . ,W
i
(ℓ)
1 +k+j
) =
S1 and (Wi(ℓ)2 +k+1
, . . . ,W
i
(ℓ)
2 +k+j
) = S2 for all sufficiently large ℓ ∈ N. In particular,
again applying Claim 3.2 we may assume without loss of generality that the diameter
of the set {A
(ℓ)
1 : ℓ ≥ ℓ0} (with respect to the Hausdorff metric) is less than 1/ℓ0,
and similarly for A
(ℓ)
2 . Therefore, setting (a
(ℓ)
1 , b
(ℓ)
1 ) = A
(ℓ)
1 and (a
(ℓ)
2 , b
(ℓ)
2 ) = A
(ℓ)
2 , we
can let a1 = lim a
(ℓ)
1 , a2 = lim a
(ℓ)
2 , b1 = lim b
(ℓ)
1 , and b2 = lim b
(ℓ)
2 . Similarly, we
can assume without loss of generality that the limits c1 = limminC(Wi(ℓ)1
, . . . ) and
c2 = limminC(Wi(ℓ)2
, . . . ) exist.
Note that, applying Claim 3.2 once more, we have that a1− a2, b2− b1, and c2− c1
are either all positive or all negative. Since W
i
(ℓ)
1 −j
= W
i
(ℓ)
2 −j
for 1 ≤ j ≤ ℓ, we have
Φ
def
= limΦ
(ℓ)
1 = limΦ
(ℓ)
2 . Since Φ is strictly increasing, we also have that Φ(a1)−Φ(a2),
Φ(b2)− Φ(b1), and Φ(c2)− Φ(c1) are either all positive or all negative and therefore∣∣∣∣Φ(a1)− Φ(c1)Φ(b1)− Φ(a1) −
Φ(a2)− Φ(c2)
Φ(b2)− Φ(a2)
∣∣∣∣ > 0.
But
Φ
(ℓ)
1 (a
(ℓ)
1 )− Φ
(ℓ)
1 (c
(ℓ)
1 )
Φ
(ℓ)
1 (b
(ℓ)
1 )− Φ
(ℓ)
1 (a
(ℓ)
1 )
and
Φ
(ℓ)
2 (a
(ℓ)
2 )− Φ
(ℓ)
2 (c
(ℓ)
2 )
Φ
(ℓ)
2 (b
(ℓ)
2 )− Φ
(ℓ)
2 (a
(ℓ)
2 )
are relative positions of C(W)
which tend to
Φ(a1)− Φ(c1)
Φ(b1)− Φ(a1)
and
Φ(a2)− Φ(c2)
Φ(b2)− Φ(a2)
respectively. Furthermore, since i
(ℓ)
1
and i
(ℓ)
2 clearly must tend to infinity, the gaps w1 ◦ · · · ◦ wi(ℓ)1 −1
(A
(ℓ)
1 ) and w1 ◦ · · · ◦
w
i
(ℓ)
2 −1
(A
(ℓ)
2 ) have length less than δ for sufficiently large ℓ. Lastly, by our choice of λ1
and λ2, the relative positions of these gaps in C(W) are less than
λ2
λ1
(
λ1M
λ2
)
= M .
Thus, Pos(C(W), δ) ∩ (0,M) contains two limit points with distance less than γk,
contradicting (5). 
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It is sometimes possible to determine that a set is not the limit set of an IFS by
showing that its box-counting dimension differs from its Hausdorff dimension. The
next example shows that our methods above cover some cases where this dimension
argument is not possible.
Example 3.3. Let 0 < ρ, ε < 1 and k ∈ N. Let F and G be homogeneous IFSs
with contraction ratio ρ defined on an interval I such that F (I) =
⋃k
n=1 In and
G(I) =
⋃k
n=1 Jn, where In and Jn are closed intervals of length ρ. Suppose that all
of these intervals are ε-separated, i.e. suppose that for any 1 ≤ n ≤ m ≤ k, we have
dist(In, Jm) ≥ ε and that if n < m, we also have dist(In, Im) ≥ ε and dist(Jn, Jm) ≥ ε.
Then for any W ∈ {F ,G}N,
dimH(C(W)) = dimB(C(W)) = dimB(C(W)) =
− log k
log ρ
.
Proof. First note that for each j ∈ N, we can cover C(W) with kj intervals of length
ρj . It follows that
dimH C(W) ≤ dimBC(W) ≤ dimBC(W) ≤
− log k
log ρ
(See for example Proposition 4.1 in [7].) On the other hand, since the basic intervals at
stage-j are separated by gaps with length at least ρj−1ε, it follows from an application
of the mass distribution principle that
dimH C(W) ≥ lim inf
j→∞
log(kj−1)
− log(kρj−1ε)
=
− log k
log ρ
.
(See Example 4.6 in [7].) 
Thus, if F and G satisfy the hypotheses of Example 3.3 as well as those of ei-
ther Theorem 1.2 or Theorem 1.3, then C(W) is not equal to C(H) for any C1+β-
diffeomorphic IFS H even though the Hausdorff and box-counting dimensions of
C(W) agree.
4. Further Questions
We remark that the symmetry assumption in Theorem 1.2 is used only in the proof
of Claim 3.2. It is therefore natural to ask whether by means of a different argument
this assumption can be removed.
Question 4.1. Does Theorem 1.2 hold if the symmetry assumption is removed?
Another natural direction is to increase the number of IFSs.
Question 4.2. Does an analog of Theorem 1.2 (or Theorem 1.3) hold if we replace
the two IFSs F and G with
• a finite number of IFSs F1, . . . ,Fk?
• a sequence of IFSs F1,F2, . . . ?
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