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I. IN;TRODUCTION 
The theory of optimal filtering [I, 21 leads directly to Frcdholm integral 
equations of the second kind of the form 
Such equations also play a fundamental role in radiative transfer, neutron 
transport, and multiple scattering [3,4]. I n a series of papers it has been shown 
that the solution of the integral equation satisfies an initial-value pro- 
blem [5-81. This is of importance from the numerical viewpoint, for modern 
digital and analogue computers can integrate systems of several hundred 
or several thousand simultaneous ordinary differential equations, provided 
that a complete set of initial conditions is known. 
In this paper the initial-value method for u is given. Then the converse is 
considered; that is, it is shown that the solution of the initial-value problem is 
a solution of the integral equation. This is the first time, to the authors’ 
knowledge, that the latter question has been considered. 
II. DERIVATION OF THE INITIAL-VALUE PROBLEM 
Consider the Fredholm integral equation 
u(t) = g(t) + WI j-1 41 t -Y I) 4~) 4s O<t<c, (1) 
and assume that the kernel K may be represented in the exponential form 
k(I t - y [) = J‘“. d-Wu(z) dz. 
540 
(2) 
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In the theory to follow it is planned to vary the length of the interval, c. 
Consequently, Eq. (1) is rewritten in the form 
44 4 = g(t) + h(t) jz K( I t - y I) u(y, x) dy, O<<<X. (3) 
0 
Under suitable regularity conditions on the functions h(t) h( 1 t - y I) and 
g(t), Eq. (3) will have a unique solution, provided the interval length x is 
sufficiently small [9, lo]. The initial-value problem for u is now derived 
formally. 
Differentiation of Eq. (3) with respect to x yields 
%(4 = A(t) K( It - x I) u(x, ) + A(t) rz k( 1 t- y I) uz(y, x)dy. (4) 
“0 
This is viewed as an integral equation for the function u, . The solution is 
U&9 4 = @(t, 4 u(x, 4, (5) 
where the function @(t, X) is the solution of the Sobolev [3] integral equation 
~(t, x) = h(t) A(~ - t) + h(t) jz ~(1 t --y 1) @cy, x) dy, 0 < t < x. (6) 
0 
Equation (5) is a differential equation for u. It involves the factors O(t, X) 
and u(x, x). These will now be considered. 
Since the kernel k has the representation in Eq. (2) Eq. (6) may be rewritten 
@k X) = x(t) jl e-(2-t)aW(z) dz + h(t) s: k( 1 t - y 1) @(y, g dy. (7) 
The function J = J(t, X, z) is introduced as the solution of the auxiliary 
integral equation [4] 
J(t, X, Z) Tz h(t) e-(x-t)z -j- h(t) iz k(I t .- y ‘) J(y, X, Z) dy, 0 c::; t ::.:; .I?‘. 
‘0 
(8) 
Making use of the principle of superposition, the function di may be expressed 
in terms of the function J by means of the formula 
@(t, x) = j” J(t, x, z) w(z) dz. (9) 
.il differential equation for the function J 1) ill now be obtained. Differentiate 
Eq. (8) to obtain 
This is vie\+ed as an integral equation for the function Jrc having two inhomo- 
geneous terms. Again using the superposition principle, the solution is seen 
to be 
J,(t, x, x) = - zJ(t, A”, z) -(- J(x, x, z) qt, x). (11) 
This is the desired differential equation for the function /. It involves the 
new function J(x, x, a), which must now bc considered. 
From Eq. (8) it is seen that 
This may be rewritten 
](x, x, z) = X(x) [l L- j: R(u, 2, x) W(V) der] ) 
where 
(13) 
R(w, z, x) = r 
5 
eccr-v)“J(y, x, 2) dy. (14) 
“0 
To derive a differential equation for the function R, differentiate both sides 
of Eq. (14) with respect to x. This yields 
Rr(v, z, x) = J(x, x, z) - vR(o, z, x) -I [’ e-fX-Y)Z1]2(y, x z) dy. (15) 
‘0 
Using Eq. (11) for the function Jz one obtains 
R,(o, z, x) = - (w + 4 W, z, 4 + J( x, x, z) [ 1 + s: e-(z-~W(y, x) dy] . 
(16) 
In view of Eqs. (13) and (9) this last relation becomes [l l] 
R&I, z, x) = - (v -I- z) R(v, z, x) + h(x) [l + ,: R(o’, z, x) w(w’) dvj 
b R(v, z’, SC) w(z’) dz’] . (17) 
a 
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From the defining relation in Eq. (14) it is seen that the function R fulfills the 
initial condition 
R(v, z, 0) = 0. (18) 
It has now been seen that the function R satisfies a differential-integral 
equation with a known initial condition at x :: 0. 
Attention is now directed toward the second factor on the right-hand side 
of Bq. (5), u(x, x). According to the integral Eq. (3) the function n(x, x) may 
be written 
3 g(x) -L A(x) I:/: e-(~-We(z) dm(y, x) dy 
where 
e(x, x) = 1,” e-(+-v)%(y, x) dy. (20) 
Upon differentiation it is seen that the function e satisfies the differential 
equation 
e,(z, x) :z - ze(z, x) + u(x, x) [I + /: R(z, v, x) W(V) dv] . 
Furthermore, the initial condition for the function e at x = 0 is 
(21) 
e(2,O) = 0. (22) 
The desired equations are now all at hand, and the initial-value method 
may be stated. 
III. STATEMENT OF THE INITIAL-VALUE PROCEDURE 
The differential equations for R and e, valid for x1 > x > 0, where x1 
is sufficiently small, are 
R,(v, 2, x) = - (v + z) R(v, z, x) + h(s) [I + ,: R(v’, z, x) w(z)‘) dv’] 
b R(v, z’, x) ~(2’) dx’] , (23) 
a 
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and 
e&, x) =-: - ZE(Z, x) T [g(x) -i W j: e(o, 4 w(w) dw] 
>: 1 + 
[ J 
‘b 
n 
R(z, w, x) w(w) dw] . 
The initial conditions at x = 0 are 
R(w, x, 0) = 0, 
e(z, 0) = 0. 
(25) 
(26) 
In terms of the solutions of these initial-value problems, for a fixed value of t, 
it is seen that 
and 
At, 4 4 = h(t) [ 1 + j”, w4 z, t) w(w) dw] , (27) 
u(t, t) = g(t) + h(t) jb e(w, t) w(w) dw. (28) 
a 
These serve as the initial conditions on J(t, X, z) and u(t, X) at x = t. The 
differential equations for determining / and u for x > t are 
J3i(t, x, 2) zzz - zJ(t, .a-, 22) + X(x) [I + j”, R(w, z, x) w(w) dw] 
x J ‘1 I( t, x, 7-g w(w) dw, 
and 
(29) 
2dr(t, X) = [g(x) + h(x) j”, e(w, X) W(W) do] - Jl /(t, X, W) W(W) do. (30) 
The computational procedure based upon this initial-value reformulation 
involves approximating the integrals over the interval [a, b] with an appro- 
priate quadrature formula and solving the resulting system of ordinary 
differential equations numerically. A detailed description and numerical 
results are given in Refs. 12-14. 
To simplify matters in the subsequent development, introduce the follow- 
ing functions 
@(t, x) = ,: /(t, x, z) w(z) dx, 0 < t Q x, 
x(x, x) = h(x) [I + j: R(w, 2, ~1 w(w) dw] , (32) 
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and 
U(x) = g(x) + h(x) I”, e(a, x) w(w) dw. (33) 
The initial-value problem can then be restated in the compact form 
R,(w, z, x) = - (w + z) R(w, z, x) + X(x, z) [ 1 + j-1 R(w, z’, x) w(z’) da’] , 
0 -: x, (34) 
R(w, z, 0) = 0, (35) 
e,(z, x) = - ze(z, x) + U(x) [l + (R(z, w’x) w(w’) dw’], 0 ‘< x, (36) 
e(a, 0) = 0, (37) 
J&s x,4 = - zJG(t, x9 z) + X(x, 4 @(t, 4, t < x, (383 
J(C f, 4 = w, 4, (39) 
%(4 4 = @(t, 4 w$ t <x, (4) 
u(t, t) = U(t). (41) 
IV. VALIDATION OF THE INITIAL-VALUE ~IETHOD 
The basic result is summarized in the following theorem: 
Assume that the functions R, e, J and u (and consequently @, X, and U) 
are determined as the unique solutions of the initial-walue problem just stated 
for 0 < x < x, . Also let 
h(r) = lb e+w(z) dx, 7 > 0. (42) a 
In addition assume that the following equations possess unique solutions for 
a < a, z < b, 
Q&, z, .q = - (w + z) Q( w, z, x) -L x(.~, z) [I + j* Q(~, d, x) w(z’) dd] , 
n 
0(X,(X,, (43) 
Q(w, 2, 0) = 0; (44) 
s 
b M,(t, x, z) = - zM(t, x, x) + X(x, 2) M(t, x, z’) w(d) dz’, 
a 
t < x, (45) 
Bqt, t, z) = X(t, z)* (4) 
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Then the function u satisfies the Fredholm integral equation 
44 4 = s(t) -t h(t) j k(I f - y I) u(y, x) dy, O<t<x. (47) 
a 
In addition, the functions J and CD satisfy the integral equations 
J(t, x, 2) =- h(t) e--(r--t)z -I- h(t) J“: k(I t - y I) J(y, x, z) dy, 
0 
(48) 
and 
@(t, X) = h(t) k(x - t) + A(t) JI k(i t - y i) O(y, x) dy, 0 < t < x. (49) 
The demonstration is begun by considering the function 
.Z 
Q(f4 2, x) = 1 
e-@-vJ”J(y, x, z) dy, x < x, . (50) 
0 
Differentiate with respect to x to obtain 
Qh 2,~) = J@, x, 4 - wQ(w, 2, x) 
+ 1: e- -‘)‘l- xJ(y, x, 2) + X(x, 2) @(y, 41 dy 
= - (w + z) Q(w, z, x) + X(x, z) [ 1 + 1: e--(*-W?(y, x) dy] 
= - (0 + 2) Q(w, 2,~) 
+ X(x, z) [ 1 + ,“. w(d) da’ j.1 e-@-~)yJ(y, x, z’) dz’] 
= - (w + 2) Q(w, 2,~) + X(x, a> [l + s”. w(z’) Q(v, z’, x> dz’] . 
(51) 
Furthermore, for x = 0 it is seen that 
Q(w, z, 0) = 0. (52) 
In view of Eqs. (51), (52), and (34), together with the uniqueness assumption 
in the theorem, it is seen that 
R(w, 2, x) = ( e-(+-y)vJ(y, x, x) dy, 0 < x < x1. (53) 
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M(~, x, 2) = A(~) [e-(z-t)z + jl k(i t - y I) J(~, x, 2) dy] , 
o<ttxxq. (54) 
Differentiate with respect to Y to obtain 
~lI~(t, x, 2) - A(t) [- 2e-(z-t)z + k(x - t) J(x, x, 2) 
+ j-1 WI t-Y I) [- ZJCY, x, 4 + J(x, x, 2) @(Y, 41 dY] 
z- zM(t, x, 2) 
f X(x, 4 w [k@ - t) + j: k(l t -Y 0 %J, 4 dY] , (55) 
M,(h xt 4 = - zM(t, x, z) + X(x, z) I”, M(t, x, z’) w(z’) dz’. w-3 
At x = t it is seen that 
M(t, t, 4 = h(t) [ 1 + j: W -Y> J(Y, t, 4 dy] 
=x(t) [I + jb w(~') j:e+-~lz*J(y,t,n) dy A#] 
a 
= h(t) [l + j”, w(d) R(z’, z, t) dz’] 
= x(t, 2). (57) 
Comparison of the equations for M and J together with the uniqueness 
assumption yields 
or 
J(4 x, 4 = W) e-@+ + W) p 4 t -Y I) Jfy, x, 4 dy, 
0 
O<t<x<q. (59) 
548 KAGIWADA AND KALABA 
In \-ic\\ of the integral equation above for J and the Eq. (31), it follows by 
superposition that 
qt, ‘E) =- h(t) k(s - t) -+ A(/) ix A(; t -y ,) qy, x) fiy, 
- 0 
0 < t < x < x1. 
Next, the function f is introduced as 
(60) 
f(z, x) --_ jre-(5Y)zu(3), x) dy. (61) 
‘I’hrough differentiation this equation becomes 
fjc(z, x) --- - ,zf(z, x) $ u(x, x) + 11 e--(-‘+yJzU(x) @(y, x) dy 
- $(z, x) -1 U(x) [l -1 11 e+---YW(y, x) dy] 
- - zf(z, x) -I U(x) [I + jP, w(d) dn’ j-r J(y, x, 2’) e-(z-v)zdy] 
.: - xf(z, bv) + u@) [I T j” u@‘) H(z, z’, x) dz’] . 
(I 
(62) 
Also it is seen that 
It follows that 
.f(z, 0) = 0. (63) 
e(z, x) -- .f(z, x) = J’: e-fz-y%(y, x) dy, 0 < x < x1 . (64) 
Finally, let 
N(t, x) = g(t) -+ A(t) 1’ k(I t - y ;) u(y, x) dy, O<ttx<xx,. (65) 
0 
Differentiation yields 
xrct, .y) = x(t) ktx -- t) u(x, x) 1 h(t) .[I k(~ t -- y 1) +, x) qy, x) dJJ 
= 4% x) [w qx - t> + W) ,I 41 t -Y I) @(Y, 4 dY] 
=zz U(x) @(t, x), t < x. (66) 
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In addition, at x = t it is evident that 
w, 4 =g(t) +40 j: 4t -y) dy, x) dy 
= g(t) + A(t) [* w(z) dz St e-(t-W&, x) dy 
‘U 0 
= U(t). (67) 
It follows that 
N(t, x) Es u(t, x), O<t<x<x,, (68) 
or 
@> 4 = g(t) + 44 j-” 41 t -Y I) NY, 4 dy, o<t<x<x,. (69) 
0 
This is the desired Fredholm integral equation for the function u and com- 
pletes the demonstration. 
V. DISCUSSION 
It remains, of course, to specify the widest possible sufficient conditions 
on A, g, and w to guarantee that the conditions of the theorem are met. 
The initial-value theory leads to a representation formma for the solution 
of Fredholm integral equations, a result given in Ref. 15. 
There are direct applications of the preceding theory to planetary physics 
as can be seen in Refs. 16 and 17. 
Initial-value methods for two-point boundary-value problems have been 
prescribed in Refs. 18-20. They can be validated in the same manner pre- 
sented here. 
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