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a b s t r a c t
In this paper, we consider the existence of countablymany positive solutions to a boundary
value problem of a nonlinear delay differential equation with countablymany singularities
on infinite interval
(φ(x′(t)))′ + a(t)f (t, x(t), xt) = 0, 0 < t <∞,
x0 = ξ, lim
t→∞ x
′(t) = 0,
where φ : R → R is an increasing homeomorphism and a positive homomorphism with
φ(0) = 0, xt is a function in C([−r, 0],R)defined by xt(σ ) = x(t+σ) for−r ≤ σ ≤ 0, and
ξ ∈ C([−r, 0],R). By using the fixed-point index theory and a new fixed-point theorem
in a cone, we provide sufficient conditions for the existence of multiple positive solutions
to the above boundary value problem. The conclusions in this paper essentially extend and
improve the known results.
Crown Copyright© 2009 Published by Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider the nonlinear delay differential equation on infinite interval
(φ(x′(t)))′ + a(t)f (t, x(t), xt) = 0, 0 < t <∞, (1)
where φ : R → R is an increasing homeomorphism and a positive homomorphism with φ(0) = 0, f is a nonnegative
real-valued continuous function defined on the set [0,∞) × [0,∞) × C([−r, 0),R), a : [0,∞)→ [0,∞) has countably
many singularities in [1,∞), and xt is a function in C([−r, 0],R) defined by xt(σ ) = x(t + σ) for −r ≤ σ ≤ 0. With the
delay differential equation (1), one associates an initial condition of the form
x0 = ξ, (2)
i.e., x0(σ ) = x(σ ) = ξ(σ ) for −r ≤ σ ≤ 0; here ξ ∈ C([−r, 0],R+) is given. In what follows, it will be supposed that
ξ(0) = 0 = x(0). Also, together with (1), we impose a condition of the form
lim
t→∞ x
′(t) = 0. (3)
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Eqs. (1)–(3) constitute a boundary value problem (BVP, for short) on infinite interval. We are interested in solutions of BVP
(1)–(3) on the whole interval [0,∞).
We shall further explain some of the terms and notations used above. For any intervals J and X ofR, we denote by C(J, X)
the set of all continuous functions defined on J with values in X . We notice that the set C([−r, 0],R) is a Banach space
endowed by the usual sup-norm ‖ · ‖:
‖ψ‖ = max
−r≤σ≤0
|ψ(σ)| for ψ ∈ C([−r, 0],R).
Definition 1.1. A projection φ : R→ R is called an increasing homeomorphism and positive homomorphism, if the following
conditions are satisfied:
(1) if x ≤ y, then φ(x) ≤ φ(y), for all x, y ∈ R;
(2) φ is a continuous bijection and its inverse mapping is also continuous;
(3) φ(xy) = φ(x)φ(y), for all x, y ∈ [0,+∞).
In the above definition, we can replace condition (3) by the following stronger condition:
(4) φ(xy) = φ(x)φ(y), for all x, y ∈ R.
We remark that if conditions (1), (2) and (4) hold, then φ is an p-Laplacian operator, i.e., φ(x) = |x|p−2x, for some p > 1.
Boundary value problems on infinite interval have many applications in physical problems. Such problems arise, e.g.,
in the study of linear elasticity, fluid flows and foundation engineering (see [1] and the references therein). An interesting
survey to boundary value problems on infinite interval, including real world examples, history and various methods of
proving solvability, can be found in the recent monograph in [2]. Among boundary value problems on infinite interval those
of second order delay differential equations are of specific interest in these applications.
Boundary value problems of second order delay differential equations on infinite interval are closely related to the
problems of existence of global solutions on infinite interval with prescribed asymptotic behavior. Recently, there is a
growing interest in the solutions of such boundary value problems (see, for example, [3]). For the basic theory of delay
differential equations, the reader is referred to the books in [4,5]. In particular, as concerning initial value problems, we
refer to the monograph in [6], while, regarding boundary value problems, we mention the monographs in [7,8].
In recent years, the existence of solutions to boundary values problems of nonlinear delay differential equations has been
extensively studied, see [3] and the references therein. However, to the best of our knowledge, the research has proceeded
very slowly for problems involving the increasing homeomorphism and positive homomorphism operator. In [9], Liu and
Zhang study the existence of positive solutions to the quasilinear differential equation
(φ(x′))′ + a(t)f (x(t)) = 0, 0 < t < 1,
x(0)− βx′(0) = 0, x(1)+ δx′(1) = 0,
where φ : R→ R is an increasing homeomorphism and positive homomorphism and φ(0) = 0. They obtain the existence
of one or two positive solutions by using a fixed-point theorem in cones. But, whether or not we can obtain countably
many positive solutions to boundary value problems of quasilinear delay differential equations on infinite interval still
remain unknown. There is no paper concerned with the existence of countably many positive solutions to the boundary
value problems of delay differential equations on infinite interval so far. Only Agarwal [10] and Mavridis [11] deal with
the existence of (positive) solutions to the second order delay differential equations on infinite interval, where in proving
the existence of solutions, either Schauder fixed-point theorem or Krasnosel’skii fixed-point theorem is used. The goal of
this paper is to use the fixed-point index theory and a new fixed-point theorem in cones to establish some criteria for the
existence of countablymany positive solutions of BVP (1)–(3).We remark that knowledge of howmany solutions is probably
most important from a numerical standpoint. If it is known that there are multiple solutions, then naturally one may need
to develop methods that produce a specific one of the solutions for efficiency sake. Indeed many research papers deal with
the existence of multiple solutions, see [1,12–16]. Our work improve and complement the known results when φ is an
p-Laplacian operator.
Throughout, it will be assumed that ξ(t) ≥ 0 for−r ≤ t ≤ 0 and the following conditions are satisfied:
(H1) f (t, (1+ t)u, v) ∈ C([0,∞)× [0,∞)× C([−r, 0),R), [0,∞)), f (t, 0, 0) 6≡ 0 on any subinterval of [0,∞), and f (t,
(1+ t)u, v) is bounded on [0,∞)when u, ‖v‖ are bounded;
(H2) There exists a sequence {ti} such that 1 < ti < ti+1, limi→∞ ti = t0 < +∞, limt→ti a(t) = ∞, i = 1, 2, . . . , a(t) does
not vanish identically on any subinterval of [0,+∞), and
0 <
∫ +∞
0
a(t)dt < +∞,
∫ +∞
0
φ−1
(∫ +∞
τ
a(s)ds
)
dτ <∞.
By a solution of BVP (1)–(3) we mean a function x ∈ C[−r,+∞) ∩ C1[0,+∞) that satisfies (1) when t ≥ 0, while
x(t) = ξ(t) for−r ≤ t ≤ 0, and limt→+∞ x′(t) = 0. The following lemma gives a useful integral representation of solutions
of BVP (1)–(3), which will be used to develop the main results of the paper.
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Lemma 1.1. A function x ∈ C([−r,+∞),R) is a solution of BVP (1)–(3) if and only if
x(t) =

ξ(t), −r ≤ t ≤ 0,∫ t
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ , 0 < t < +∞. (4)
The plan of the paper is as follows. In Section 2, for the convenience of the readers we give some definitions and lemmas
in order to prove our main results. The main results are developed in Section 3.
2. Preliminaries and lemmas
In this section, we provide some background materials cited from cone theory in Banach spaces. We state a new triple
fixed-point theorem for a cone preserving operator. The following definitions and lemmas can be found in the book in [17]
as well as the book in [18].
Definition 2.1. Let (E, ‖ · ‖) be a real Banach space. A nonempty, closed, convex set P ⊂ E is said to be a cone provided the
following are satisfied:
(a) if y ∈ P and λ ≥ 0, then λy ∈ P;
(b) if y ∈ P and−y ∈ P , then y = 0.
If P ⊂ E is a cone, we denote the order induced by P on E by≤, that is, x ≤ y if and only if y− x ∈ P .
Definition 2.2. A map α is said to be a nonnegative, continuous, concave functional on a cone P of a real Banach space E, if
α : P → [0,∞) is continuous and α(tx+ (1− t)y) ≥ tα(x)+ (1− t)α(y), for all x, y ∈ P and t ∈ [0, 1].
Theorem 2.1 ([17]). Let E be a Banach space and P ⊂ E be a cone in E. Let r > 0 and defineΩr = {x ∈ P : ‖x‖ < r}. Assume
that T : P ∩Ω r → P is a completely continuous operator such that Tx 6= x for x ∈ ∂Ω .
(i) If ‖Tx‖ ≤ ‖x‖ for x ∈ ∂Ωr , then i(T ,Ωr , P) = 1.
(ii) If ‖Tx‖ ≥ ‖x‖ for x ∈ ∂Ωr , then i(T ,Ωr , P) = 0.
Here i(T ,Ωr , P) is the index of operator T with respect toΩr in P, which can be found in [17].
Theorem 2.2 ([19]). Let P be a cone in a Banach space E. Let α, β and γ be three increasing, nonnegative and continuous
functionals on P satisfying, for some c and M > 0,
γ (x) ≤ β(x) ≤ α(x), ‖x‖ ≤ Mγ (x) for all x ∈ P(γ , c)
where P(γ , c) = {x ∈ P : γ (x) < c} (P(β, b) and P(α, a) are similarly defined). Suppose there exists a completely continuous
operator T : P(γ , c)→ P and 0 < a < b < c such that
(i) γ (Tx) < c, for all x ∈ ∂P(γ , c);
(ii) β(Tx) > b, for all x ∈ ∂P(β, b);
(iii) P(α, a) 6= ∅, and α(Tx) < a, for all x ∈ ∂P(α, a).
Then T has at least three fixed points x1, x2, x3 ∈ P(γ , c) such that
0 ≤ α(x1) < a < α(x2), β(x2) < b < β(x3), γ (x3) < c.
Consider the space defined by
E =
{
y ∈ C[0,+∞) : sup
t∈[0,+∞)
|y(t)|
1+ t < +∞
}
with the norm ‖y‖ = supt∈[0,+∞) |y(t)|1+t < +∞. By using the standard arguments, we see that (E, ‖ · ‖) is a Banach space.
Define the cone P ⊂ E by
P =
{
y ∈ E : y(t) ≥ 0, t ∈ [0,+∞), y(t) is concave on [0,+∞), lim
t→+∞ y
′(t) = 0
}
.
For any function y ∈ P , we denote by x the function in C([−r,+∞), [0,+∞)) defined by
x(t) =
{
ξ(t), −r ≤ t ≤ 0,
y(t), 0 ≤ t < +∞. (5)
If x(t) satisfies (1), then (φ(x′(t)))′ = −a(t)f (t, x(t), xt) ≤ 0 for 0 ≤ t < +∞, which implies that x(t) is concave on
[0,+∞), moreover, if limt→∞ x′(t) = 0, then x′(t) ≥ 0 on [0,+∞), therefore x(t) is nondecreasing on [0,+∞).
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Lemma 2.1. Suppose that (H2) holds, then for any constant θ ∈ (1,+∞), we have
0 <
∫ θ
1
θ
a(t)dt < +∞.
Proof. We can prove the result from (H2). 
Lemma 2.2. Let y ∈ P and θ ∈ (1,+∞), then y(t) ≥ 1
θ
‖y‖ for t ∈ [ 1
θ
, θ].
Proof. From the definition of P , we see that y(t) is increasing on [0,+∞). Moreover, y′(∞) = 0 implies that the function
y(t)
1+t achieves its maximum at h ∈ [0,+∞). So by the concavity of y(t), we have
y(t) ≥ min
1
θ
≤t≤θ
y(t) = y
(
1
θ
)
= y
(
θ − 1+ θh
θ + θh
1
θ − 1+ θh +
1
θ + θhh
)
≥ θ − 1+ θh
θ + θh y
(
1
θ − 1+ θh
)
+ 1
θ + θhy(h)
≥ 1
θ + θhy(h) =
1
θ
y(h)
1+ h =
1
θ
‖y‖. 
Now we define an operator T : P → E by
(Ty)(t) =
∫ t
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ , 0 < t < +∞. (6)
Obviously, (Ty)(t) ≥ 0 for t ∈ (0,+∞) and
(Ty)′(t) = φ−1
(∫ +∞
t
a(s)f (s, x(s), xs)ds
)
.
Then one has (φ((Ty)′(t)))′ = −a(t)f (t, x(t), xt) ≤ 0, which implies φ(Ty)′ is nonincreasing and hence (Ty)′ is nonincreas-
ing. It is also easy to verify that Ty satisfies limt→∞(Ty)′(t) = 0. This shows that (TP) ⊂ P . To obtain the complete continuity
of T , the following lemma is needed.
Lemma 2.3 ([20]). Let V = {y ∈ E : ‖y‖ < l}where l > 0. Then V is relatively compact on E if
{
y(t)
1+t : y ∈ V
}
is equicontinuous
on any finite subinterval of [0,+∞), and for any  > 0 there exists N = N() > 0 such that∣∣∣∣ y(t1)1+ t1 − y(t2)1+ t2
∣∣∣∣ < ,
uniformly with respect to x ∈ V for t1, t2 ≥ N.
Lemma 2.4. Let (H1) and (H2) hold, then T : P → P is completely continuous.
Proof. It is easy to check that T : P → P is well defined. Now we prove that T is continuous and relatively compact. Let
{y[n]} be any sequence of functions in P with limn→+∞ y[n] = y ∈ P . For each n ≥ 1, we define
x[n](t) =
{
ξ(t), −r ≤ t ≤ 0,
y[n](t), 0 ≤ t < +∞.
It is easy to verify that
lim
n→∞ x
[n] = x, for every t ≥ 0,
lim
n→∞ x
[n]
t = xt , for every t ≥ 0.
Then there exist r1, r2 such that supn∈N ‖x[n]‖ < r1, supn∈N ‖x[n]t ‖ < r2. Let r0 = max{r1, r2}, and let Br0 be defined as in [21]
Br0 = sup{f (t, (1+ t)u, v), (t, u) ∈ [0,∞)× [0, r0], ‖v‖ ≤ r0}.
Then, we have∫ +∞
0
a(s)
∣∣f (s, x[n], x[n]s )− f (s, x, xs)∣∣ ds ≤ 2Br0 ∫ +∞
0
a(s)ds,
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therefore we can apply the Lebesgue’s dominated convergent theorem to obtain, for t ≥ 0,∣∣∣∣∫ +∞
t
a(s)f (s, x[n], x[n]s )ds−
∫ +∞
t
a(s)f (s, x, xs)ds
∣∣∣∣ ≤ ∫ +∞
0
a(s)
∣∣f (s, x[n], x[n]s )− f (s, x, xs)∣∣ ds→ 0, as n→+∞,
i.e., ∫ +∞
0
a(s)f (s, x[n], x[n]s )ds→
∫ +∞
0
a(s)f (s, x, xs)ds, as n→+∞.
Moreover,
φ−1
(∫ +∞
0
a(s)f (s, x[n], x[n]s )ds
)
→ φ−1
(∫ +∞
0
a(s)f (s, x, xs)ds
)
, as n→+∞.
So,
‖Ty[n] − Ty‖ ≤ sup
t∈[0,+∞)
1
1+ t
∣∣∣∣∫ t
0
[
φ−1
(∫ +∞
τ
a(s)f (s, x[n], x[n]s )ds
)
− φ−1
(∫ +∞
τ
a(s)f (s, x, xs)ds
)]
dτ
∣∣∣∣
≤ sup
t∈[0,+∞)
1
1+ t
∫ t
0
∣∣∣∣φ−1 (∫ +∞
τ
a(s)f (s, x[n], x[n]s )ds
)
− φ−1
(∫ +∞
τ
a(s)f (s, x, xs)ds
)∣∣∣∣ dτ
→ 0, as n→+∞.
Consequently, T is continuous. T is relatively compact provided that it maps bounded set into relative compact sets. Set
C = φ−1
(∫ +∞
0
a(s)ds
)
, C(t) =
∫ t
0
φ−1
(∫ +∞
τ
a(s)ds
)
dτ .
LetΩ be any bounded subset of P , then there exists r > 0 such that ‖y‖ ≤ r, ‖xt‖ ≤ r for all y ∈ Ω , xt ∈ C([−r, 0],R+),
0 ≤ t < +∞. Therefore, we have, for t ≥ 0,
‖Ty‖ = sup
t∈[0+∞)
1
1+ t
∣∣∣∣∫ t
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣
≤ sup
t∈[0+∞)
1
1+ t
∫ t
0
φ−1
(∫ +∞
0
a(s)f (s, x(s), xs)ds
)
dτ
≤ sup
t∈[0+∞)
1
1+ t
∫ t
0
φ−1(Br)φ−1
(∫ +∞
0
a(s)
)
dτ
≤ Cφ−1(Br),
for all y ∈ Ω . Therefore TΩ is bounded. Moreover, for any T ∈ (0,+∞) and t1, t2 ∈ [0, T ], t1 > t2,∣∣∣∣ (Ty)(t1)1+ t1 − (Ty)(t2)1+ t2
∣∣∣∣ = ∣∣∣∣ 11+ t1
∫ t1
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
− 1
1+ t2
∫ t2
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣
≤ 1
1+ t1
∫ t1
t2
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
+
∫ t2
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣ 11+ t1 − 11+ t2
∣∣∣∣
≤ φ−1(Br) |C(t2)− C(t1)| + φ−1(Br)C(T )
∣∣∣∣ 11+ t1 − 11+ t2
∣∣∣∣
→ 0, uniformly as t1 → t2,
for all y ∈ Ω . So TΩ is equicontinuous on any compact interval of [0,+∞). Finally, we shall prove that for any  > 0, there
exists sufficiently large N > 0 such that∣∣∣∣ (Ty)(t1)1+ t1 − (Ty)(t2)1+ t2
∣∣∣∣ <  for all t1, t2 ≥ N, for any y ∈ Ω. (7)
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Since
∫ +∞
0 a(s)f (s, x, xs)ds < +∞, we can choose N1 > 0 such that
N1 >
3
∫ +∞
0 φ
−1
(∫ +∞
τ
a(s)f (s, x, xsds)
)
dτ

,
we also can choose N2 > 0 such that
φ−1
(∫ +∞
N2
a(s)f (s, x, xsds)
)
<

3
.
Let N = max{N1,N2}. Without loss of generality, we assume t2 > t1 ≥ N , so it follows that∣∣∣∣ (Ty)(t1)1+ t1 − (Ty)(t2)1+ t2
∣∣∣∣ ≤ ∣∣∣∣ 11+ t1
∫ t1
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
− 1
1+ t2
∫ t2
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣
≤ 1
1+ t2
∫ t2
t1
φ−1
(∫ +∞
t1
a(s)f (s, x(s), xs)ds
)
dτ
+
∫ +∞
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣ 11+ t1 − 11+ t2
∣∣∣∣
≤ 
3
+ 
3
+ 
3
= .
So TΩ is equiconvergent at infinity. By using Lemma 2.3, we obtain that TΩ is relatively compact, that is, T is a compact
operator. Above all, T : P → P is completely continuous. 
3. Main results
The first main result of this paper is the following Theorem 3.1, which provides sufficient conditions for BVP (1)–(3) to
have countably many positive solutions. For notational convenience, we let
λ1 = 1+ t1∫ t1
1
t1
φ−1
(∫ +∞
s a(τ )dτ
)
ds
, λ2 = 1
φ−1
(∫ +∞
0 a(τ )dτ
) .
Theorem 3.1. Suppose that conditions (H1) and (H2) hold. Let {θk}∞k=1 be such that θk ∈ (tk, tk+1), k = 1, 2, . . . . Let m and M
be some numbers with m ∈ (λ1,+∞) and M ∈ (0, λ2). Let {rk}∞k=1 and {Rk}∞k=1 be positive numbers such that
Rk−1 <
rk
2θ2k
< rk < mrk < Rk, k = 2, 3, . . . .
Furthermore for each natural number k we assume that f satisfies:
(H3) f (t, (1+ t)x, xt) ≥ φ(mrk), for all 1θk ≤ t ≤ θk,
rk
2θ2k
≤ x(t) ≤ rk, rk2θ2k ≤ ‖xt‖ ≤ rk;
(H4) f (t, (1+ t)x, xt) ≤ φ(MRk), for all 0 ≤ t <∞, 0 ≤ x(t) ≤ Rk, ‖xt‖ ≤ Rk.
Then the BVP (1)–(3) has countably many solutions {x[k]}∞k=1 such that
x[k](t) =
{
ξ(t), −r ≤ t ≤ 0,
y[k](t), 0 ≤ t < +∞,
and
rk ≤ ‖y[k]‖ ≤ Rk, k = 1, 2, . . . .
Proof. Since 1 < tk < θk < tk+1 ≤ t0 < +∞, k = 1, 2, . . . , then, for any k ∈ N and y ∈ P , by Lemma 2.2 we have
y(t) ≥ 1
θk
‖y‖, t ∈
[
1
θk
, θk
]
. (8)
Consider the sequence {Ω1,k}∞k=1 and {Ω2,k}∞k=1 of open subsets of E defined by
Ω1,k = {y ∈ P : ‖y‖ < rk}, k = 1, 2, . . . ,
Ω2,k = {y ∈ P : ‖y‖ < Rk}, k = 1, 2, . . . .
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For a fixed k and y ∈ ∂Ω1,k. From (8) we have
rk = ‖y‖ = sup
0≤t<+∞
|y(t)|
1+ t ≥ sup1
θk
≤t≤θk
|y(t)|
1+ t ≥
y(t)
1+ t
≥ inf
1
θk
≤t≤θk
y(t)
1+ t ≥
y
(
1
θk
)
1+ θk ≥
1
θk(1+ θk)‖y‖ ≥
1
2θ2k
rk, for all t ∈
[
1
θk
, θk
]
.
By (H3), we have
f (t, x(t), xt) ≥ φ(mrk) for all t ∈
[
1
θk
, θk
]
.
Since
(
1
t1
, t1
)
⊂
[
1
θk
, θk
]
, if (H2) holds, we have
‖Ty‖ = sup
0≤t<+∞
1
1+ t
∣∣∣∣∫ t
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣
≥ 1
1+ t1
∫ t1
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
≥ 1
1+ t1
∫ t1
1
t1
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
≥ mrk
1+ t1
∫ t1
1
t1
φ−1
(∫ +∞
τ
a(s)ds
)
dτ ≥ mrk
λ1
> rk = ‖y‖.
Thus, an application of Theorem 2.1 implies that
i(T ,Ω1,k, P) = 0. (9)
On the other hand, let y ∈ ∂Ω2,k. We have y(t)1+t ≤ sup0≤t≤+∞ |y(t)|1+t ≤ ‖y‖ = Rk. By (H4), we have
f (t, (1+ t)x, xt) ≤ φ−1(MRk), for all 0 ≤ t <∞, 0 ≤ x ≤ Rk, ‖xt‖ ≤ Rk.
So
‖Ty‖ = sup
0≤t≤+∞
1
1+ t
∣∣∣∣∫ t
0
φ−1
(∫ +∞
τ
a(s)f (s, x(s), xs)ds
)
dτ
∣∣∣∣
≤ sup
0≤t≤+∞
1
1+ t
∫ t
0
φ−1
(∫ +∞
0
a(s)f (s, x(s), xs)ds
)
dτ
≤ φ−1
(∫ +∞
0
a(s)f (s, x(s), xs)ds
)
≤ MRk
(
φ−1
(∫ +∞
0
a(s)ds
))
≤ Rk = ‖y‖.
Thus Theorem 2.1 implies that
i(T ,Ω2,k, P) = 1. (10)
Hence, noting rk < Rk for k ∈ N, (9) and (10), it follows from additivity of the fixed-point index that
i(T ,Ω2,k \Ω1,k, P) = 1, for k ∈ N.
Thus T has a fixed point y[k] inΩ2,k \Ω1,k such that rk ≤ ‖y[k]‖ ≤ Rk. Since k ∈ Nwas arbitrary, T has countably many fixed
points y[k], with Ty[k] = y[k], i.e.,
y[k](t) =
∫ t
0
φ−1
(∫ +∞
τ
a(τ )f (τ , x(τ ), xτ )dτ
)
ds, 0 < t < +∞. (11)
In view of (5) and (11), the functions
x[k](t) =
{
ξ(t), −r ≤ t ≤ 0,
y[k](t), 0 ≤ t < +∞,
satisfy (4) and hence, by Lemma 1.1, x[k] are positive solutions of BVP (1)–(3). The proof is complete. 
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Our next result uses Theorem 2.2. Let 1
θk
< rk < θk where θk ∈ (tk, tk+1), k = 1, 2, . . . . We define the following
nonnegative, increasing, continuous functionals γk, βk, and αk by
γk(y) = max
1
θk
≤t≤rk
y(t) = y(rk),
βk(y) = min
rk≤t≤θk
y(t) = y(rk),
αk(y) = max
1
θk
≤t≤θk
y(t) = y(θk).
It is obvious that for each y ∈ P, γk(y) ≤ βk(y) ≤ αk(y). In addition, by Lemma 2.2, for each y ∈ P, γk(y) = y(rk) ≥ 1θk ‖y‖.
Thus ‖y‖ ≤ θkγk(y) for all y ∈ P .
In the next result, we let
ρk = θkφ−1
(∫ +∞
0
a(τ )dτ
)
, ηk = 1
θk
(
φ−1
(∫ θk
rk
a(τ )
)
dτ
)
.
Theorem 3.2. Suppose that conditions (H1) and (H2) hold. Let {θk}∞k=1 be such that θk ∈ (tk, tk+1), k = 1, 2, . . . . Let {ak}∞k=1,{bk}∞k=1 and {ck}∞k=1 be positive numbers such that
ck−1 < ak <
bk
θk(θk + 1) <
bk
θk
< (1+ θk)ck, ρkbk < ηkck, k = 2, 3, . . . .
Furthermore for each natural number k we assume that f satisfies:
(H5) f (t, (1+ t)x, xt) < φ
(
ck
ρk
)
, for all 1
θk
≤ t ≤ θk, 0 ≤ x(t) ≤ θkck, ‖xt‖ ≤ θkck;
(H6) f (t, (1+ t)x, xt) ≤ φ
(
bk
ηk
)
, for all 0 ≤ t <∞, bk1+θk ≤ x(t) ≤ θkbk,
bk
1+θk ≤ ‖xt‖ ≤ θkbk;
(H7) f (t, (1+ t)x, xt) ≤ φ
(
ak
ρk
)
, for all 0 ≤ t <∞, 0 ≤ x(t) ≤ θkak, ‖xt‖ ≤ θkak.
Then the BVP (1)–(3) has three infinite families of solutions {x[1k]}∞k=1, {x[2k]}∞k=1 and {x[3k]}∞k=1, satisfying
x[1k](t) =
{
ξ(t), −r ≤ t ≤ 0,
y[1k](t), 0 ≤ t < +∞,
where
0 ≤ α(y[1k]) ≤ ak ≤ α(y[2k]), β(y[2k]) ≤ bk ≤ β(y[3k]), γ (y[3k]) < ck, k = 1, 2, . . . .
Proof. We define the completely continuous operator T by (6). It is easy to check that T : P(γk, ck)→ P for k ∈ N. We shall
show that all the conditions of Theorem 2.2 are satisfied. To fulfill condition (i) of Theorem 2.2, we choose y ∈ ∂P(γk, ck).
Then γk(y) = max 1
θk
≤t≤rk y(t) = y(rk) = ck, this implies that 0 ≤ y(t) ≤ ck for t ∈ [0, rk], i.e., 0 ≤ y(t)1+t ≤ ck. Recall that
‖y‖ ≤ θkγk(y) = θkck. So we have
0 ≤ y(t)
1+ t ≤ θkck, 0 ≤ t < +∞.
Then assumption (H5) implies
f (t, (1+ t)x, xt) < φ
(
ck
ρk
)
, 0 ≤ t < +∞.
Therefore
γk(Ty) = max
1
θk
≤t≤rk
(Ty)(t) = (Ty)(rk)
=
∫ rk
0
φ−1
(∫ +∞
s
a(τ )f (τ , x(τ ), xτ )dτ
)
ds
≤
∫ θk
0
φ−1
(∫ +∞
0
a(τ )f (τ , x(τ ), xτ )dτ
)
ds
= θkφ−1
(∫ +∞
0
a(τ )f (τ , x(τ ), xτ )dτ
)
≤ θk ck
ρk
φ−1
(∫ +∞
0
a(τ )dτ
)
= ck.
Hence condition (i) is satisfied.
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Next, we shall show that condition (ii) of Theorem 2.2 is satisfied. For this, we let y ∈ ∂P(βk, bk). Then βk(y) = minrk≤t≤θk
y(t) = y(rk) = bk, this means y(t) ≥ bk, for rk ≤ t ≤ θk. So we have ‖y‖ ≥ y(t)1+t ≥ bk1+t ≥ bk1+θk , for rk ≤ t ≤ θk. Noticing
that ‖y‖ ≤ θkγk ≤ θkβk = θkbk, we have
bk
1+ θk ≤
y(t)
1+ t ≤ θkbk for rk ≤ t ≤ θk.
By (H6), we have
f (t, (1+ t)x, xt) > φ
(
bk
ηk
)
for rk ≤ t ≤ θk.
It follows that
βk(Ty) = min
rk≤t≤θk
(Ty)(t) = (Ty)(rk)
=
∫ rk
0
φ−1
(∫ +∞
s
a(τ )f (τ , x(τ ), xτ )dτ
)
ds
>
∫ rk
0
φ−1
(∫ θk
s
a(τ )f (τ , x(τ ), xτ )dτ
)
ds
≥ bk
ηk
∫ rk
0
φ−1
(∫ θk
rk
a(τ )dτ
)
ds
= bk
ηk
rkφ−1
(∫ θk
rk
a(τ )dτ
)
≥ bk
and so condition (ii) is satisfied.
Finally, we verify that condition (iii) of Theorem 2.2 is also met. We note that y0(t) ≡ ak2 , 0 ≤ t < +∞ is an element
of P(αk, ak) since αk(y0) = ak2 < ak, for 0 ≤ t < +∞. Let y ∈ ∂P(αk, ak). We have 0 ≤ y(t)1+t ≤ ak1+t < ak, for 0 ≤ t ≤ θk.
Together with ‖y‖ ≤ θkγk(y) ≤ θkαk(y) = θkak, we get
0 ≤ y(t)
1+ t ≤ θkak, 0 ≤ t < +∞.
By (H7), we have
f (t, (1+ t)x, xt) < φ (akρk) , 0 ≤ t < +∞.
As before, we get
αk(Ty) = max
1
θk
≤t≤θk
(Ty)(t) = (Ty)(θk)
=
∫ θk
0
φ−1
(∫ +∞
s
a(τ )f (τ , x(τ ), xτ )dτ
)
ds
≤
∫ θk
0
φ−1
(∫ +∞
0
a(τ )f (τ , x(τ ), xτ )dτ
)
ds
≤ θkφ−1
(∫ +∞
0
a(τ )f (τ , x(τ ), xτ )dτ
)
< θk
ak
ρk
φ−1
(∫ +∞
0
a(τ )dτ
)
= ak.
Thus condition (iii) of Theorem 2.2 is satisfied. Since all the conditions of Theorem 2.2 are satisfied, T has three infinite
families of solutions {y[1k]}∞k=1, {y[2k]}∞k=1 and {y[3k]}∞k=1, satisfying
0 ≤ α(y[1k]) ≤ ak ≤ α(y[2k]), β(y[2k]) ≤ bk ≤ β(y[3k]), γ (y[3k]) < ck, k = 1, 2, . . . .
Noting (5) and (11), the functions (i = 1, 2, 3)
x[ik](t) =
{
ξ(t), −r ≤ t ≤ 0,
y[ik](t), 0 ≤ t < +∞,
satisfy (4) and hence, by Lemma 1.1, {x[ik]}∞k=1, i = 1, 2, 3 are positive solutions of BVP (1)–(3). The proof is complete. 
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Remark 3.1. If we add the condition of a(t)f (t, x(t), xt) 6≡ 0, t ∈ [0,∞) to Theorem 3.2, we can get three infinite families
of positive solutions.
Remark 3.2. The same conclusions of Theorems 3.1 and 3.2 hold when φ satisfy conditions (1), (2) and (4) in Definition 1.1.
Especially, for p-Laplacian operator φ(x) = |x|p−2x, for some p > 1, our conclusions are also true and new.
Example 3.1. There exists the function a(t) satisfying condition (H2).
Let
σ =
1−
(
306−pi2
180
)2
pi2
3 − 94
, t∗ = 6
5
,
t = t∗ −
i∑
k=1
1
2(k+ 1)4 , i = 1, 2, . . . , t0 = limt→+∞ ti.
Consider the function a(t) : [0,∞)→ [0,∞) and a(t) =∑∞i=1 ai(t), t ∈ [0,∞)where
ai(t) =

4(t0 − t)
(2i− 1)(2i+ 1) , 0 ≤ t < t0,
0, t0 ≤ t < ti+1 + ti2 ,
1
σ(ti − t) 12
,
ti+1 + ti
2
≤ t < ti,
1
σ(t − ti) 12
, ti < t ≤ ti+1 + ti2 ,
0,
ti + ti−1
2
< t.
It is easy to know ti − ti+1 = 12(i+2)4 , i = 1, 2, . . . (denote
∑∞
i=1
1
i4
= pi490 ) and
t0 = lim
i→∞ ti =
6
5
−
∞∑
i=1
1
2(k+ 1)4 =
17
10
− pi
4
180
= 306− pi
4
180
> 1
and because
∑∞
i=1
1
i2
= pi26 , we have
∞∑
i=1
∫ ∞
0
ai(t)dt =
∞∑
i=1
∫ t0
0
4(t0 − t)
(2i− 1)(2i+ 1)dt +
1
σ
∞∑
i=1
[∫ ti
ti+1+ti
2
1
(ti − t) 12
dt +
∫ ti+ti−1
2
ti
1
(t − ti) 12
dt
]
= t20
∞∑
i=1
2
(2i− 1)(2i+ 1) +
√
2
σ
∞∑
i=1
[(ti − ti+1) 12 + (ti−1 − ti) 12 ]
= t20 +
1
σ
∞∑
i=1
[
1
(i+ 2)2 +
1
(i+ 1)2
]
= t20 +
1
σ
[
pi2
3
− 9
4
]
= 1.
Therefore∫ +∞
0
a(t)dt =
∫ +∞
0
∞∑
i=1
ai(t)dt =
∞∑
i=1
∫ +∞
0
ai(t)dt = 1 <∞.
We can also easily check that
∫ +∞
0 φ
−1
(∫ +∞
τ
a(s)ds
)
dτ <∞, which implies that condition (H2) holds.
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