In this paper, we introduce a new class of distributions by compounding the exponentiated extended Weibull family and power series family. This distribution contains several lifetime models such as the complementary extended Weibull-power series, generalized exponential-power series, generalized linear failure rate-power series, exponentiated Weibullpower series, generalized modified Weibull-power series, generalized Gompertz-power series and exponentiated extended Weibull distributions as special cases. We obtain several properties of this new class of distributions such as Shannon entropy, mean residual life, hazard rate function, quantiles and moments. The maximum likelihood estimation procedure via a EM-algorithm is presented.
Introduction
The extended Weibull (EW) family contains various well-known distributions such as exponential, Pareto, Gompertz, Weibull, linear failure rate (Barlow, 1968) , modified Weibull (Lai et al., 2003) , additive Weibull (Xie and Lai, 1995; Almalki and Yuan, 2013) and Chen (Chen, 2000) distributions. For more details see Nadarajah and Kotz (2005) and Pham and Lai (2007) .
Using the given method by Gupta and Kundu (1999) , the EW family can be generalized.
We call it exponentiated extended Weibull (EEW) distribution. The cumulative distribution function (cdf) of this distribution is G(x; α, β, Θ) = [1 − e −αH(x;Θ) ] β , α > 0, β > 0, x ≥ 0, (1.1) and its probability density function (pdf) is g(x; α, β, Θ) = αβh(x; Θ)e −αH(x;Θ) [1 − e −αH(x;Θ) ] β−1 ,
where Θ is a vector of parameters, and H(x; Θ) is a non-negative, continuous, monotone increasing, differentiable function of x such that H(x; Θ) → 0 as x → 0 + and H(x; Θ) → ∞ as x → ∞. It is denoted by EEW(α, β, Θ).
The EEW distribuyion is a flexible family and contains many exponentiated distributions such as generalized exponential (Gupta and Kundu, 1999) , exponentiated Weibull (Mudholkar and Srivastava, 1993) , generalized Rayleigh (Surles and Padgett, 2001; Kundu and Raqab, 2005) , generalized modified Weibull (Carrasco et al., 2008) , generalized linear failure rate (Sarhan and Kundu, 2009) , and generalized Gompertz (El-Gohary et al., 2013) distributions.
In recent years, many distributions to model lifetime data have been introduced. The basic idea of introducing these models is that a lifetime of a system with N (discrete random variable) components and the positive continuous random variable, say X i (the lifetime of ith omponent), can be denoted by the non-negative random variable Y = min(X 1 , . . . , X N ) or Y = max(X 1 , . . . , X N ), based on whether the components are series or parallel.
In this paper, we compound the EEW family and power series distributions, and introduce a new class of distribution. This class of distributions can be applied to reliability problems and its some properties are investigated in this paper. We call it exponentiated extended Weibull-power series (EEWPS) class of distributions. In similar way, some distributions are proposed in literature: The exponential-power series (EP) distribution by Chahkandi and Ganjali (2009) , Weibull-power series (WPS) distributions by Morais and Barreto-Souza (2011) , generalized exponential-power series (GEP) distribution by Mahmoudi and Jafari (2012) , complementary exponential power series by Flores et al. (2013) , extended Weibull-power series (EWPS) distribution by , double bounded Kumaraswamy-power series by Bidram and Nekoukhou (2013) , Burr-power series by , generalized linear failure rate-power series (GLFRP) distribution by Alamatsaz and Shams (2014) , BirnbaumSaunders-power series distribution by Bourguignon et al. (2014) , linear failure rate-power series by Mahmoudi and Jafari (2014) , and complementary extended Weibull-power series by Cordeiro and Silva (2014) . Similar procedures are used by Roman et al. (2012) , Lu and Shi (2011), Nadarajah et al. (2014a) and Louzada et al. (2014 gives a reasonable parametric fit to some modeling phenomenon with non-monotone hazard rates such as the bathtub-shaped, unimodal and increasing-decreasing-increasing hazard rates, which are common in reliability and biological studies. (iii) The time to the last failure can be appropriately modeled by the EEWPS class of distributions.
The remainder of this paper is organized as follows: The pdf and failure rate function of the new class of distributions are given in Section 2. The special cases of the EEWPS distribution are considered in Section 3. Some properties such as quantiles, moments, order statistics, Shannon entropy and mean residual life are given in Section 4. Estimation of parameters by maximum likelihood are discussed in Section 5. Application to a real data set is presented in Section 6.
Introducing new family
A discrete random variable, N is a member of power series distributions (truncated at zero) if its probability mass function (pmf) is given by
where a n ≥ 0, C(λ) = ∞ n=1 a n λ n , and λ ∈ (0, s) is chosen in a way such that C(λ) is finite and its first, second and third derivatives are defined and shown by C ′ (.), C ′′ (.) and C ′′′ (.), respectively. The term "power series distribution" is generally credited to Noack (1950) . This family of distributions includes many of the most common distributions, including the binomial, Poisson, geometric, negative binomial, logarithmic distributions. For more details about power series distributions, see Johnson et al. (2005) , page 75.
Theorem 2.1. Let N be a random variable denoting the number of failure causes which it is a member of power series distributions with pmf in (2.1). Also, For given N , let X 1 , X 2 , ..., X N be independent identically distributed random variables from EEW distribution with pdf in (1.2).
Then X (N ) = max 1≤i≤N {X i } has EEWPS class of distributions is denoted by EEWPS(α, β, λ, Θ) and has the following pdf:
Proof. The conditional cdf of X (N ) | N = n has EEW(α, nβ, Θ). Hence,
and the marginal cdf of X (N ) is
The derivative of F with respect to x is (2.2). Therefore, X (N ) has EEWPS distribution.
Proposition 1. The pdf of EEWPS class can be expressed as infinite linear combination of density of order distribution, i.e. it can be written as
where g (n) (x; α, nβ, Θ) is the pdf of EEW distribution with parameters α, nβ and Θ.
Proof. Consider t = 1 − e −αH(x;Θ) . So
which is a EEW distribution with parameters α, cβ and Θ, where c = min{n ∈ N : a n > 0}.
Proposition 3. The hazard rate function of the EEWPS class of distributions is given by
where t = 1 − e −αH(x;Θ) .
Proof. Using (2.2), (2.4) and definition of hazard rate function as r(
proof is obvious.
Special cases
In this Section, we consider some special cases of the EEWPS distribution.
Complementary extended Weibull power series
If β = 1, then the pdf in (2.2) becomes to
which is the pdf of complementary extended Weibull power series (CEWPS) class of distributions introduced by Cordeiro and Silva (2014) .
Generalized exponential-power series
If H(x; Θ) = x, then the pdf in (2.2) becomes to
which is the pdf of generalized exponential-power series ( (2013), generalized exponential distribution introduced by Gupta and Kundu (1999) and generalized exponential-geometric distribution introduced by .
Generalized linear failure rate-power series
2α , then the pdf in (2.2) becomes to
which is the pdf of generalized linear failure rate-power series (GLFRPS) class of distributions introduced by Alamatsaz and Shams (2014) . It is a modification of generalized linear failure rate distribution introduced by Sarhan and Kundu (2009) and generalized linear failure rategeometric distribution introduced by Nadarajah et al. (2014b) . If b = 0, it becomes to GEPS class of distributions. Also, If β = 1, it becomes to linear failure rate-power series introduced by Mahmoudi and Jafari (2014) .
Exponentiated Weibull-power series
If H(x; Θ) = x γ , then the pdf in (2.2) becomes to
which is the pdf of exponentiated Weibull-power series (EWPS) class of distributions introduced by Mahmoudi and Shiran (2012) . It is a modification of exponentiated Weibull distribution introduced by Mudholkar and Srivastava (1993) .It is contain the complementary Weibull geometric distribution introduced by Tojeiro et al. (2014) . Also, the Marshall-Olkin extended
Weibull distribution introduced by Cordeiro and Lemonte (2013) is a special case of EWPS.
Generalized modified Weibull-power series
If H(x; Θ) = x γ exp(τ x), then the pdf in (2.2) becomes to
and we call generalized modified Weibull-power series (GMWPS) class of distributions. It is contained the generalized modified Weibull distribution introduced by Carrasco et al. (2008) .
If τ = 0, then GMWPS class of distributions becomes to EWPS class of distributions.
3.6 Generalized Gompertz-power series
γ (e γx − 1), then the pdf in (2.2) becomes to
and we call generalized Gompertz-power series class of distributions. It is contained the gen- 
Statistical properties
In this section, some properties of EEWPS class of distributions such as quantiles, moments, order statistics, Shannon entropy and mean residual life are derived. Using (2.5), we can obtain
where t = 1−e −αH(x;Θ) . Based on the mathematical quantities of the baseline pdf g (n) (x; α, nβ, Θ), we can obtain some statistical quantities such as ordinary and incomplete moments, generating function and mean deviations of this family of distributions.
Quantiles and Moments
Let
where U has a uniform distribution on (0, 1),
inverse function of C(.). Then X has the EEWPS(α, β, λ, Θ) distribution. This result helps in simulating data from the EEWPS distribution with generating uniform distribution data.
Theorem 4.1. Consider X ∼ EEWPS(α, β, λ, Θ). Then the moment generating function of EEWPS is
where Y has EEW(α(j + 1), 1, Θ).
Proof. The Laplace transform of the EEWPS class can be expressed as
where L n (s) is the Laplace transform of EEW distribution with parameters α, nβ and Θ given as
where L 1 (s) is the Laplace transform of the EEW(α(j + 1), 1, Θ). Therefore, the moment generating function of EEWPS is
Theorem 4.2. The noncentral moment functions of EEWPS is Proof. We can use M X (t) to obtain µ r . But from the direct calculation, proof is obvious.
With considering H(x) = x γ and C(λ) = λ(1 − λ) −1 , we calculated the first four moments with different values of parameters for the EEWPS distribution using (4.3). Also, we computed these values from the direct definition by numerical integration. We found that the results are same. The values are given in Tables 1. 
Order statistic
Let X 1 , X 2 , . . . , X m be a random sample of size m from EEWPS(α, β, λ, Θ), then the pdf of the ith order statistic, say X i:m , is given by
where f is the pdf of EEWP class of distributions, t = 1 − e −αH(x;Θ) and w j = m−i j (−1) j . Also, the cdf of X i:m is given by
j+k .
An analytical expression for rth moment of order statistics X i:m is obtained as
where Z has a EEW distribution with parameters α, nβ and Θ.
Shannon entropy and mean residual life
The maximum entropy method is a powerful technique in the field of probability and statistics.
It is introduced by Jaynes (1957) and closely related to the Shannon's entropy. Also, it is applied in a wide variety of fields and used for the characterization of pdf's; see, for example, Kapur (1994) Soofi (2000) and Zografos and Balakrishnan (2009) . Shore and Johnson (1980) treated the maximum entropy method axiomatically.
Considers a class of pdf's
where T 1 (X), ..., T m (X) are absolutely integrable functions with respect to f , and T 0 (X) = 1.
Also, consider the shannon's entropy of none-negative continuous random variable X with pdf f defined by Shannon (1948) as
The maximum entropy distribution is the pdf of the class F , denoted by f M E determined as
Now, suitable constraints are derived in order to provide a maximum entropy characterization for the class (4.4) based on Jaynes (1957) . For this purpose, the next result plays an important role.
Proposition 4. Let X has EEWPS(α, β, λ, Θ) with the pdf given by (2.2). Then,
i.
ii.
iii.
where Y follows the EEW distribution with the pdf in (1.2).
An explicit expression of Shannon entropy for EEWPS distribution is obtained as
Also, the mean residual life function of X is given by
Reliability and average lifetime
In the context of reliability, the stress -strength model describes the life of a component which has a random strength X subjected to a random stress Y . The component fails at the instant that the stress applied to it exceeds the strength, and the component will function satisfactorily whenever X > Y . Hence, R = P (X > Y ) is a measure of component reliability. It has many applications especially in engineering concept. Here, we obtain the form for the reliability R when X and Y are independent random variables having the same EEWPS distribution. The quantity R can be expressed as
In this section, we first study the maximum likelihood estimations (MLE's) of the parameters.
Then, we propose an Expectation-Maximization (EM) algorithm to estimate the parameters.
The MLE's
Let x 1 , . . . , x n be observed value from the EEWPS distribution with parameters ξ = (α, β, λ, Θ) T . The log-likelihood function is given by
where x = (x 1 , . . . , x n ) and t i = 1−e −αH(x i ;Θ) . The components of the score function U (ξ;
where Θ k is the kth element of the vector Θ.
The MLE of ξ, sayξ, is obtained by solving the nonlinear system U (ξ; x) = 0. We cannot get an explicit form for this nonlinear system of equations and they can be calculated by using a numerical method, like the Newton method or the bisection method. Only, for given Θ, from (5.1) we have
(5.5)
Theorem 5.1. The pdf, f (x|Θ), of EEWPS distribution satisfies on the regularity condistions, i.e.
i. the support of f (x|Θ) does not depend on Θ,
ii. f (x|Θ) is twice continuously differentiable with respect to Θ,
iii. the differentiation and integration are interchangeable in the sense that
Proof. The proof is obvious and for more details, see Casella and Berger (2001) Section 10.
The asymptotic confidence intervals of these parameters will be derived based on Fisher information matrix. It is well-known that under regularity conditions, the asymptotic distribution of √ n(ξ − ξ) is multivariate normal with mean 0 and variance-covariance matrix J −1 n (ξ), where J n (ξ) = lim n→∞ I n (ξ), and I n (ξ) is the observed information matrix as 
EM-algorithm
The traditional methods to obtain the MLE's are numerical methods for solving the equations (5.1)-(5.4), and sensitive to the initial values. Therefore, we develop an EM algorithm for obtaining the MLE's of the parameters of EEWPS class of distributions. It is a very powerful tool in handling the incomplete data problem (Dempster et al., 1977) . It is an iterative method, and there are two steps in each iteration: Expectation step or the E-step and the Maximization step or the M-step. The EM algorithm is especially useful if the complete data set is easy to analyze.
Using (2.3), we define a hypothetical complete-data distribution with a joint pdf in the
where t = 1 − e −αH(x;Θ) . The E-step of an EM cycle requires the expectation of (Z|X; ξ (r) ) where ξ (r) = (α (r) , β (r) , λ (r) , Θ (r) ) is the current estimate (in the rth iteration) of ξ. The expected value of Z|X = x is
The M-step of EM cycle is completed by using the MLE over Θ, with the missing z's replaced by their conditional expectations given above. Therefore, the log-likelihood for the complete-data y = (x 1 , . . . , x n , z 1 , ..., z n ) is
On differentiation of (5.7) with respect to parameters α, β, λ and Θ k , we obtain the components of the score function as
Therefore, we obtain the iterative procedure of the EM-algorithm aŝ
are found numerically. Here, we havê
where
We can use the results of Louis (1982) 
(5.8)
The standard errors of the MLE's based on the EM-algorithm are the square root of the diagonal elements of the J(Θ; x). The computation of these matrices are too long and tedious.
Therefore, we did not present the details. Reader can see Mahmoudi and Jafari (2012) how to calculate these values.
A real example
In this section, we analyze the real data set given by Murthy et al. (2004) to demonstrate the performance of EEWPS class of distributions in practice. This data set consists of the failure times of 20 mechanical components, and is also studied by Silva et al. (2013): 0.067, 0.068, 0.076, 0.081, 0.084, 0.085, 0.085, 0.086, 0.089, 0.098 0.098, 0.114, 0.114, 0.115, 0.121, 0.125, 0.131, 0.149, 0.160, 0.485 Since the EEWPS distribution can be used for modeling of failure times, we consider this distribution for fitting these data. But, this distribution is a large class of distributions. Here, we consider five sub-models of EEWPS distribution. Some of them are suggested in literature.
i. The exponentiated Weibull geometric (EWG) distribution, i.e. the EEWPS distribution with H(x, Θ) = x γ and C(λ) = λ(1 − λ) −1 .
ii. The complementary Weibull geometric (CWG) distribution, i.e. the EEWPS distribution with H(x, Θ) = x γ , C(λ) = λ(1 − λ) −1 and β = 1. This distribution is considered by Cordeiro and Silva (2014) .
iii. The generalized exponential geometric (GEG) distribution, i.e. the EEWPS distribution with H(x, Θ) = x and C(λ) = λ(1−λ) −1 . This distribution is considered by Mahmoudi and Jafari (2012).
iv. The exponentiated Chen logarithmic (ECL) distribution, i.e. the EEWPS distribution with H(x, Θ) = exp(x γ ) and C(λ) = − log(1 − λ).
iv. The complementary Chen logarithmic (CCL) distribution, i.e. the EEWPS distribution with H(x, Θ) = exp(x γ ), C(λ) = − log(1 − λ) and β = 1. This distribution is considered by Cordeiro and Silva (2014) .
The MLE's of the parameters for the distributions are obtained by the EM algorithm given in Section 5. Also, the standard errors of MLE's are computed and given in paracenteses.
To test the goodness-of-fit of the distributions, we calculated the maximized log-likelihood (log(L)), the Kolmogorov-Smirnov (K-S) statistic with its respective p-value, the AIC (Akaike The results are given in Table 2 , and from K-S, it can be concluded that all five models are appropriate for this data set. But, the EWG and ECL distributions are better than other distributions. In fact, we have a better fit when there is the parameter β (exponentiated parameter) in model. The plots of the densities (together with the data histogram) and cdf's given in Figure 1 confirm this conclusion. 
