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DEFORMATION OF SPHERICAL CR STRUCTURES
AND THE UNIVERSAL PICARD VARIETY
Jih-Hsin Cheng and I-Hsun Tsai
Abstract. We study deformations of a spherical CR circle bundle over a Riemann surface
of genus > 1. Roughly speaking, there is a diffeomorphism between such a deformation space
and the unramified universal Picard variety. On the way to parametrize the latter, we actually
give a differential-geometric proof of the structure and dimension of the unramified universal
Picard variety.
1. Introduction
In this paper we study the deformation of spherical CR circle bundles over Riemann
surfaces of genus > 1. (for genus = 0 or 1, see [BS] for some discussions) We find that
there is a one-to-one correspondence between such a deformation space and the so-called
universal Picard variety. Let N be a closed (compact without boundary) Riemann surface
of genus g > 1. Let L be a holomorphic line bundle over N with the first Chern class
c1(L) (in H
2(N,Z) = Z) < 0. The universal Picard variety with given genus g > 1 and
c1 < 0, denoted by Pic, is the quotient space of all such pairs (L,N) modulo the equivalence
relation given by holomorphic bundle isomorphisms.
First given (L,N), we can find a hermitian metric ‖ ‖ : L → R+ ∪ {0} such that the
circle bundle SL ⊂ L defined by ‖ ‖ = 1 is spherical relative to the induced CR structure,
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2denoted by JL or (HL, JL). (HL is the induced contact bundle)(see section 2 for more
details) Now fix [(Lˆ, Nˆ)] in Pic. We have the following convention about the regularity of
geometric objects: a geometric object is assumed to be smooth (C∞) if we do not specify
its regularity. We consider the deformation of spherical CR structures on Sˆ = SLˆ. By a
theorem of Gray [Gr], we may just fix the underlying contact bundle Hˆ = HLˆ with the
orientation induced by Jˆ = JLˆ. Let S˜ denote the space of all spherical CR manifolds
(Sˆ, Hˆ, J) with J oriented and compatible with Hˆ. ([CL1]) Let CHˆ be the orientation-
preserving contact diffeomorphism group relative to Hˆ. CHˆ acts on S˜ by pulling back.
Let C0
Hˆ
denote the identity component of CHˆ . Define the Teichmuller-type space S
t to be
S˜/C0
Hˆ
. Similarly we can describe Pic based on a fixed background line bundle and define
the Teichmuller-type space P tic. (see section 3 for details) P
t
ic can be endowed with a natural
complex manifold structure. (see Theorem C below) The map τ : [(L,N)]→ [(SL, HL, JL)]
(equivalence relation given by diffeomorphisms) gives rise to a map τ t : P tic0 → St0. (see
section 5 for definitions)
Theorem A. (1) St0 has a natural smooth manifold structure with dimension equal to
8g − 6.
(2) The map τ t : P tic0 → St0 is a diffeomorphism.
Theorem A is in the same spirit as that of describing Teichmuller space by conformal
classes. It is known in Teichmuller theory that we can pick up a unique hyperbolic metric
as a representative for each conformal class. The similar situation occurs for our spheri-
cal CR manifolds. Let M−1,0 denote the quotient space of all pseudohermitian manifolds
(M,H, J, θ) with (M,H) being contact-diffeomorphic to (Sˆ, Hˆ) so that the (pseudohermi-
tian or Tanaka-Webster) curvature RJ,θ equals -1 and the torsion AJ,θ vanishes modulo the
equivalence relation given by diffeomorphisms. ([We1],[Tan]) It follows that such (M,H, J)
3is spherical and for (Sˆ, Hˆ, Jˆ = JLˆ) we can always pick up a unique contact form θˆ = θLˆ
with RJˆ ,θˆ = −1 and AJˆ ,θˆ = 0. Hˆ is given a natural orientation by claiming (v, Jˆv) is an
oriented basis of Hˆ for any nonzero v in Hˆ. A pseudohermitian structure (J, θ) on (Sˆ, Hˆ)
is called oriented if both J and θ are oriented for Hˆ . ([CL1]) To study M−1,0 we may
just fix (M,H) = (Sˆ, Hˆ) and consider the space of all oriented pseudohermitian structures
(J, θ) on (Sˆ, Hˆ) with RJ,θ = −1, AJ,θ = 0, denoted by M˜−1,0. It is clear that CHˆ acts
on M˜−1,0 by pulling back and M−1,0 = M˜−1,0/CHˆ . Endow M˜−1,0 with the C
∞ topology
and M−1,0 with the quotient topology. Let M˜
0
−1,0 be the connected component of M˜−1,0,
containing (Jˆ , θˆ). Define the Teichmuller-type space T−1,0 to be M˜
0
−1,0/C
0
Hˆ
.
Corollary B. The map ι : T−1,0 → St0 given by ι[(Sˆ, Hˆ, J, θ)] = [(Sˆ, Hˆ, J)] is well defined
and a homeomorphism.
Thus we can endow T−1,0 with the smooth manifold structure induced from S
t
0 through
ι.
The universal Picard variety (or Jacobian variety) plays an important role for many
problems in algebraic geometry. Thus our differential-geometric proof of the structure and
dimension of the unramified universal Picard variety P tic has its own interest and merits
an independent emphasis:
Theorem C. P tic is a complex manifold of (complex) dimension 4g − 3.
In section 2 we prove some basic results about spherical CR circle bundles arising from
holomorphic line bundles. In section 3 we prove Theorem C. We give a representation of
the tangent space of P tic in the ”classical gauge” (see (3.32)), which maps onto the space
of holomorphic (1,0)-forms through ∂¯-operator with the kernel equal to the space of holo-
morphic quadratic differentials relative to the reference Riemann surface. To parametrize
4our moduli space of spherical CR structures we introduce a certain local ”supporting”
manifold in section 4. We also show the properness of the contact action in our case. In
section 5 we parametrize St0 as a smooth manifold with the aid of the map τ
t and the
local ”supporting” manifold. Finally we prove Theorem A and Corollary B. On the way
to showing Theorem A, we actually obtain another representation of the tangent space of
P tic, which is a fourth-order differential equation. (It is basically because the deformation
tensor of spherical CR structures in dimension 3 is of fourth order.) In Appendix A we
prove the U(1)-invariant version of Gray’s theorem (Theorem 5.1). In Appendix B we give
a description of an infinitesimal slice of M˜−1,0/CHˆ .
Our theory for the universal Picard variety has its counterpart in the Teichmuller theory
as shown in the following table:
Teichmuller space universal Picard variety
conformal classes spherical CR circle bundles
Riemannian hyperbolic metrics pseudohermitian hyperbolic geometries
Our description of P tic0 using T−1,0 (combining Theorem A and Corollary B) has a
topological implication. Namely, the topology of (contact, hence) diffeomorphism group of
Sˆ in principle can be determined by the topologies of T−1,0 and the unimodulo represen-
tative space M˜0−1,0. But the topology of T−1,0 is the same as that of P
t
ic0
by our theorems,
which is well known. To study the topology of M˜0−1,0, we might define a certain kind of
Dirichlet’s energy on it and use this energy functional as our Morse function. A similar
strategy works successfully in studying the topology of Teichmuller space.([Tr])
Another problem is the analogue of the so-called Nielsen realization problem about the
mapping class group of a Riemann surface. The Nielsen realization problem says whether
any finite subgroup of the mapping class group Diff+/Diff0 (of a surface with genus > 1)
can be ”realized” as a subgroup of Diff+. There is an analytic proof using the above-
5mentioned Dirichlet’s energy and the so-called Weil-Petersson metric.([Tr]) We wonder if
we can do the similar thing for a 3-manifold of circle bundle type through the study of
T−1,0.
As we know, the moduli space of Riemann surfaces of fixed genus is the quotient of Te-
ichmuller space by the mapping class group. The compactification of the moduli space has
been well studied. There are a couple of ways to do it. The way using algebraic geometry
was first done by Deligne and Mumford. It was realized later a different approach which
is based on the Riemannian hyperbolic geometry. (e.g., [SS], [Pa]) As for the compactifi-
cation of the universal Picard variety, algebraic approaches have been taken up by several
authors. ([Ds], [Is], [OS], [Cap], etc.) Towards the problem of compactification we hope
that along with the framework of this paper there will be a differential-geometric approach
in the near future.
2. Spherical CR circle bundles
Let L be a negative holomorphic line bundle over a closed Riemann surface N of genus
g > 1. For such N , there always exists a unique hyperbolic metric ds2 (i.e. the associated
Gaussian curvature Kds2 = −1) in its associated conformal class. Denote the volume form
of ds2 by ωds2 . By the Gauss-Bonnet theorem the integral of ωˆds2 = −ωds2/2πχ(N) =
ωds2/4π(g − 1) equals 1. Hence [ωˆds2 ] is a generator of H2(N,Z) = Z. Write c1(L) =
−m[ωˆds2 ] for m being a positive integer.
Proposition 2.1. There exists a unique (up to a positive constant multiple) hermitian
metric ‖ ‖ : L→ R+ ∪ {0} such that if we write h(z, z¯) = ‖s(z)‖2 for a local holomorphic
section s, then
(2.1) i∂z∂z¯ logh(z, z¯) = (m/(2g − 2))ωds2
6Proof. Take an arbitrary hermitian metric ‖ ‖0 and write h0(z, z¯) = ‖s(z)‖20. Any other
hermitian metric ‖ ‖2 is equal to λ‖ ‖20 for λ being a global positive function defined on
N . It suffices to solve λ for the following equation:
(2.2) i∂z∂z¯ log λ(z, z¯) = (m/(2g − 2))ωds2 − i∂z∂z¯ logh0(z, z¯)
Equating and then multiplying coefficients of idz ∧ dz¯ in (2.2) by g11¯ = (g11¯)−1 where
ds2 = g11¯dzdz¯ gives
(2.3)
1
2
∆ds2 logλ = Σ
where Σ is a global real function. Note that both (m/(2g − 2))ωds2 and i∂z∂z¯ log h0(z, z¯)
represent −2πc1(L). It follows that
∫
Σωds2 = 0. So we can solve (2.3) for λ unique up to
a positive constant multiple (see, for instance, p.104 in [Au]) and hence (2.2). 
Define the circle bundle SL ⊂ L by ‖ ‖ = 1. The contact bundle and the CR structure
on SL, induced from L, are denoted HL, JL respectively. Define the contact form θL on
SL by
(2.4) θL = −iκ∂L(‖ ‖2)|SL
with the normalizing constant κ = 2(g − 1)/m. Locally write ‖ws(z)‖2 = h(z, z¯)|w|2 for
w in C, a fibre coordinate. A direct computation using (2.1) shows that
dθL = π
∗ωds2 (π : SL ⊂ L→ N being the bundle projection)
Let w1, w2 be orthonormal coframe fields relative to ds2. Let θ1 = w1 + iw2, θ1¯ =
w1−iw2 be the corresponding unitary coframe fields. Hence ωds2 = w1∧w2 = (1/2)iθ1∧θ1¯.
7From the formulas on pp. 266-267 in [We2], the pseudohermitian scalar (or Tanaka-
Webster) curvature
RJL,θL = H
11¯R1
1
11¯ (since h11¯ =
1
2
, R1
1
11¯ = (1/2)Kds2)(2.5)
= 2(1/2)Kds2 = Kds2 = −1
and the torsion
(2.6) AJL,θL = 0
Therefore by (2.4) in [CL1] the Cartan (curvature) tensor
(2.7) QJL = 0
It follows ([Ca],[CM]) that (SL, HL, JL) is spherical, i.e., locally CR-equivalent to the unit
sphere S3 in C2. The following Proposition shows the uniqueness of the contact form θL
in (2.5).
Proposition 2.2. Let (M,H) be a closed contact manifold of dimension 2n+1. Let
(J, θj), j = 1, 2 be pseudohermitian structures on (M,H). (i.e. J is compatible with
H and θj ’s are contact forms relative to H) Suppose the pseudohermitian scalar curvature
RJ,θj = −1, j = 1, 2. Then θ1 = θ2.
Proof. Write θ2 = u
2/n ·θ1 for u > 0. RJ,θ1 and RJ,θ2 are related in the following equation:
(2.8) (2(n+ 1)/n)∆bu+RJ,θ1u−RJ,θ2u(n+2)/n = 0
(see [JL]; note that ∆b is the ”negative” sublaplacian relative to (J, θ1)) Substituting
RJ,θj = −1 in (2.8) gives
(2.9)
2(n+ 1)
n
∆bu = u− u(n+2)/n
8Suppose u achieves its maximal value > 1 at a point p. Then we evaluate (2.9) at p:
0 ≤ 2(n+ 1)
n
∆bu = u− u
n+2
n < 0
to reach a contradiction. Similarly u cannot achieve its minimal value < 1. Therefore u
must be identically equal to 1. 
Corollary 2.3. The map ι in Corollary B (assuming it is well defined) is injective.
Next suppose we have a holomorphic bundle isomorphism (φ, f) : (L1, N1) → (L2, N2)
for [(Lj, Nj)] ∈ Pic, j = 1, 2. By Proposition 2.1 and noting that the biholomorphism
f : N1 → N2 is an isometry, we conclude that
(2.10) φ∗(‖ ‖L2) = c‖ ‖L1
for some constant c > 0, where ‖ ‖Lj , j = 1, 2 denote hermitian metrics obtained in
Proposition 2.1 with respect to Lj . Let mc denote the multiplication by c on the line
bundle. Thus by (2.10) the composition φ ◦m−1c : SL1 → SL2 is a CR equivalence. We
have shown that the map τ : [(L,N)] → [(SL, HL, JL)] is well-defined. Furthermore, we
have
Proposition 2.4. The map τ is injective.
Proof. Let DL denote the disc bundle of L with the boundary ∂DL = SL. Since SL is the
strictly pseudoconvex boundary of the complex manifold DL, it is CR-embeddable in C
N
and coordinate functions (CR functions on SL) extend holomorphically to DL. (see, e.g.,
Theorem 5.3 in [K1], Corollary of Theorem 1.3 in [K2], p.91(5.3.5) in [FK]) So we have a
map ψ : D¯L → CN , holomorphic in DL, and CR equivalent between ∂D¯L = SL and ψ(SL).
9Denote the 0-section of DL by Σ. Σ is biholomorphic to the closed Riemann surface N .
We claim ψ : DL\Σ → CN is a biholomorphism onto its image. First observe that ψ is
biholomorphic near the boundary SL and the disc bundle DL(ρ) = {s ∈ DL : ‖s‖L < ρ}
of radius ρ, 0 < ρ < 1, is strictly pseudoconvex. By continuity, there exists a smallest
ρ0 ≥ 0 such that ψ is biholomorphic on DL\DL(ρ0) and fails to be biholomorphic on
SL(ρ0) = ∂DL(ρ0). Suppose ρ0 > 0. Take q ∈ SL(ρ0). Near q consider the determinant
of the Jacobian matrix of ψ, denoted Jψ . If Jψ(q) = 0, the subvariety defined by Jψ = 0
must contain a point near q but out of DL(ρ0) due to pseudoconvexity of DL(ρ0), which
contradicts ψ being biholomorphic on DL\DL(ρ0) (where Jψ 6= 0). Thus Jψ(q) 6= 0.
Hence ψ is a local biholomorphism near SL(ρ0). Therefore ψ must be globally injective
near SL(ρ0) since it is biholomorphic on ”one side” of SL(ρ0). In conclusion ρ0 must be 0
and we have proved our claim.
Now take two holomorphic line bundles (Lj, Nj), j = 1, 2 with associated spherical
CR circle bundles SLj ’s being isomorphic. That is to say, there exists a CR equivalence
φ : SL1 → SL2 . As just discussed above, there exists a map ψ1 : D¯L1 → CN , biholomorphic
on DL1\Σ1 (Σj’s, j = 1, 2, denote zero sections of Lj respectively) Moreover the CR
embedding ψ1 ◦ φ−1 : SL2 → CN extends to a map ψ2 : D¯L2 → CN , biholomorphic
on DL2\Σ2, with Range ψ2 = Range ψ1 by the uniqueness of solution for the complex
Plateau problem in CN . ([HL], [Y]) Since Σj ’s are biholomorphic to closed Riemann
surfaces Nj ’s respectively, ψj(Σj) consists of a point pj in C
N . Suppose p1 6= p2. Take
a suitable neighborhood U of p2 such that ψ
−1
1 (U\p2) is biholomorphic to ψ−12 (U\p2).
But they have different topological types since the latter is a tubular neighborhood of
a closed Riemann surface Σ2. So p1 = p2 and φ1 = ψ
−1
2 ◦ ψ1 : DL1\Σ1 → DL2\Σ2 is
a biholomorphism. Furthermore it is easy to see that a punctured fibre disc must be
mapped by φ1 onto a punctured disc with the puncture sitting in Σ2. (just noting that
10
the puncture in Σ1 is a removable singularity) We therefore extend φ1 to a map (still
denoted φ1) from DL1 into DL2 carrying Σ1 into Σ2. We claim φ1 is continuous on Σ1.
Take q ∈ Σ1 and q˜ = φ1(q) ∈ Σ2. Centered at q, we have local holomorphic coordinates
(z, w) ∈ D × D∗ for Σ1× fibres where D (D∗ resp.) denotes the (punctured resp.) disc.
Given neighborhoods U and V of q˜ in DL2 with V¯ ⊂ U , there exists a positive number r
such that {(0, w) : |w| < r} is mapped into V . Observe that
(2.11) dDL2\Σ2(φ1(z, w), φ1(0, w)) ≤ dD×D∗((z, w), (0, w)) ≤ dD(z, 0)
where ”d” denotes the Kobayashi distance. Let b = dDL2\Σ2((DL2\Σ2)∩V, (DL2\Σ2)\U) >
0. Then there is a positive number r′ such that dD(z, 0) < b for |z| < r′, so it follows by
(2.11) that φ1(z, w) is in U for |z| < r′, |w| < r. Once we know φ1 is continuous on Σ1,
then it must be holomorphic on DL1 by the Riemann extension theorem. (we can also
just invoke Theorem 6.2 in [Ko] p.93 to replace the above argument) Similarly extend φ−11
holomorphically to DL2 . Since the holomorphic map φ
−1
1 ◦ φ1 = identity on DL1\Σ1, it
must be an identity on DL1 . We have shown that φ1 is a biholomorphism between DL1
and DL2 . Define biholomorphisms φρ : DL1(ρ)→ DL2(ρ) for ρ > 0 by φρ(y) = ρφ1(y/ρ).
In local coordinates (z, w) with w being fibre coordinate, we can write φρ = (z˜, w˜) as a
function of y = (z, w): at z = 0,
z˜ = O(w/ρ), w˜ = cw +O(w2/ρ)
for some nonzero constant c. As ρ goes to infinity, z˜ approaches to 0 and w˜ goes to cw. That
is to say, limρ→∞ φρ = φ∞ : L1 → L2 exists and is a linear isomorphism on each fibre, and
from the above argument {φρ = (z˜, w˜)} is uniformly bounded on any compact coordinate
neighborhood around a point. It follows that φ∞ is holomorphic. Apply a similar argument
to φ−1ρ (x) = ρφ
−1
1 (x/ρ). We obtain a holomorphic map ψ = limφ
−1
ρ : L2 → L1 and it
11
is easy to see that ψ ◦ φ∞ = φ∞ ◦ ψ = identity. Therefore φ∞ is a holomorphic bundle
isomorphism. 
3. Parametrizing P tic as complex manifold: Proof of Theorem C
First we describe Pic by complex structures with special properties on the fixed back-
ground line bundle Lˆ (considered as a smooth line bundle). Since every holomorphic line
bundle (L,N) of the fixed c1 is isomorphic to (Lˆ, Nˆ) as smooth line bundle, complex
structures on L and N are pulled back to Lˆ and Nˆ respectively. Let Bdiff denote the
group of smooth bundle automorphisms of (Lˆ, Nˆ). Let J, c denote complex structures on
Lˆ, Nˆ respectively. The space of all ((Lˆ, J), (Nˆ, c)) such that the projection from Lˆ onto
Nˆ is holomorphic with respect to (J, c) modulo Bdiff is in one-to-one correspondence
with Pic. Let mρ : Lˆ → Lˆ denote the fibre multiplication by ρ, a complex number. Let
C∗ denote the subgroup of Bdiff , consisting of all mρ with nonzero ρ. Let Jˆ denote the
complex structure on Lˆ (and also on Sˆ, cf. section 1) associated to the fixed (or reference)
holomorphic line bundle (Lˆ, Nˆ). On Lˆ we consider the space P˜ic of all smooth almost
complex structures J respecting the same orientation as given by Jˆ on Lˆ and satisfying
the following conditions:
(3.1) m∗ρJ = J for nonzero ρ (i.e. J is C
∗-invariant) and
(3.2) on fibres, J is induced by the usual complex structure on C in local trivializations.
Proposition 3.1. Any J in P˜ic is integrable.
Proof. First fix a system of local coordinates (z, w) on Lˆ (holomorphic with respect to the
original reference complex structure Jˆ on Lˆ) with fibre coordinate w. Let ∂z, ∂w denote
the tangent vectors ∂/∂z, ∂/∂w respectively for short. The condition (3.1) allows us to
12
construct a C∗-invariant (1,0)(relative to J) tangent vector Z1 on Lˆ by moving a chosen
(1,0) section by the action of C∗. Write
Z1 = f∂z + g∂z¯ + hw∂w + ℓw¯∂w¯.
C
∗-invariance implies that f, g, h, l are smooth functions only in z, z¯. It follows that
[Z1, ∂w] = −h∂w. Now we can compute the Nijenhuis tensor:
N(Z1, ∂w) = −4[Z1, ∂w]− 4iJ [Z1, ∂w] = 0,
and it is easy to see that
N(∂w, ∂w) = N(∂w, ∂w¯) = N(Z1, ∂w¯) = N(Z1, Z1¯) = 0.
Thus by noting that N is skew-symmetric, the Nijenhuis tensor vanishes. 
Observe that (Lˆ, J) in P˜ic can be pushed down to (Nˆ , c) for some complex structure
c. (for v tangent to Nˆ , c(v) is defined to be πˆ∗J(s0∗(v)). Here s0 is the zero section of Lˆ
over Nˆ and πˆ : Lˆ → Nˆ is the natural projection. It follows that πˆ is holomorphic with
respect to (J, c)). Hence the quotient space P˜ic/Bdiff is in one-to-one correspondence
with Pic. Let Bdiff0 denote the group of smooth bundle automorphisms (φ˜, φ) of (Lˆ, Nˆ)
with φ : Nˆ → Nˆ being isotopic to the identity. Denote the quotient group Bdiff0/C∗ by
B. (note that C∗ is contained in the center of Bdiff0) Define the Teichmuller-type space
P tic to be P˜ic/B = P˜ic/Bdiff0. We are going to show that B acts freely and properly
on P˜ic and P
t
ic can be parametrized as complex manifold. First parametrize P˜ic and B.
Let us do a priori computation of the tangent space of P˜ic at a reference point Jˆ . Denote
Jt a family of elements in P˜ic with J0 = Jˆ . Let E be the derivative of Jt in t at t = 0
13
(considered in the space of endomorphisms of T Lˆ). Jt being almost complex structures
implies that E satisfies the following equation:
(3.3) E ◦ Jˆ + Jˆ ◦E = 0
Take local holomorphic coordinates (z, w) relative to Jˆ as in the proof of Proposition 3.1.
Write ∂b = ∂/∂z
b, b = 1, 2 for short where z1 = z, z2 = w. We express E as below:
E = ΣEa
bdza ⊗ ∂b +Eab¯dza ⊗ ∂b¯ + conjugate.
It follows from (3.3) that
(3.4) Ea
b = 0(henceEa¯
b¯ = (Eab) = 0)
Condition (3.2) means Jt(∂2) = i∂2 whose differentiation in t at t = 0 gives E(∂2 or
∂2¯) = 0. Hence we have
(3.5) E2
1¯ = E2
2¯ = 0
Besides, differentiating (3.1) tells that E is C∗-invariant. Therefore both E1
1¯ and E1
2¯/w¯
are independent of the variable w = z2. Together with (3.4),(3.5) we obtain
(3.6) E = E1
1¯(z, z¯)dz ⊗ ∂z¯ +E1∗(z, z¯)w¯dz ⊗ ∂w¯ + conjugate
where E1
∗(z, z¯) is just E1
2¯/w¯. E1
1¯ and E1
∗ satisfy the transformation law:
(3.7.1) E˜1
1¯ = E1
1¯(h′)(h′)−1
(3.7.2) E˜1
∗ = E1
∗(h′)−1 +E1
1¯(h′)−1g′g−1
14
under the coordinate change of trivializations:
(3.8) z˜ = h(z), w˜ = g(z)w
for biholomorphic h and nonzero holomorphic g. Therefore we can talk about smooth or
Hs (Sobolev s-norm bounded) E if E1
1¯ and E1
∗ are smooth or Hs. (the Sobolev s-norm
can be defined via either a chosen partition of unity or a chosen covariant derivative on
Nˆ) Similarly by conditions (3.1), (3.2), we can write an element J in P˜ic as
J = ΣJ1
bdz ⊗ ∂b + idw ⊗ ∂w + conjugate
where b runs over 1, 1¯, 2, 2¯ and J1
1, J1
1¯, J1
2/w, J1
2¯/w¯ are independent of w. Therefore we
can talk about HsJ if these components are all in Hs. Let P˜ics denote the set of all such
HsJ . Let EJˆ (E
s
Jˆ
resp.) denote the linear space of all smooth (Hs, resp.) tensors E of the
type (3.6). Since Nˆ is compact, EJˆ is a tame Frechet space in the terminology of [H] while
Es
Jˆ
is a Hilbert (hence Banach) space. Define a map ΦJˆ : EJˆ → P˜ic by
(3.9) ΦJˆ (E) = (I − (1/2)E ◦ Jˆ) ◦ Jˆ ◦ (I − (1/2)E ◦ Jˆ)−1
for small (in C∞-topology) E. It is easy to see that ΦJˆ extends to E
s
Jˆ
(still denoted ΦJˆ)
with the range P˜ics for large enough s, say, s ≥ 2 by the Sobolev lemma. (for s ≥ 2, Hs-
space is contained in C0 and forms an algebra. Note also that the inverse of a nonzero Hs
function on Nˆ is still in Hs) Moreover ΦJˆ is injective for small E in E
s
Jˆ
as the inverse Φ−1
Jˆ
can be given precisely by
(3.10) Φ−1
Jˆ
(J) = 2(J − Jˆ)(J + Jˆ)−1Jˆ ,
and it is easy to compute that (d/dt)ΦJˆ(tE) = E at t = 0. (consider P˜ic sitting in
End(T Lˆ)) We use {ΦJ : J ∈ P˜ic or P˜ics} to parametrize P˜ic or P˜ics . The transition
15
map for the overlap region have the precise formula by composing (3.10) and (3.9) for two
different Jˆ ’s. Observe that, with respect to a basis, each component of the transition map
is a polynomial in components of E. It follows that the transition map is C∞ (smooth
tame in the smooth case) and hence a C∞-diffeomorphism by symmetry. We have proved
Proposition 3.2. P˜ics(P˜ic, resp.) is a smooth Hilbert (tame Frechet, resp.) manifold for
s ≥ 2.
Next a priori computation shows that a tangent vector of Bdiff0 at the identity has
the following form:
(3.11) X = v1∂z + v
1¯∂z¯ + v
∗w∂w + v¯∗w¯∂w¯
in a local trivialization (z, w) as above, where v1 and v∗ are independent of w and satisfy
the following transformation law:
(3.12)
{
v˜1 = v1h′(z)
v˜∗ = v∗ + v1g′(z)g(z)−1
for the change of trivializations (3.8). Let V˜s denote the Hilbert space of all X satisfying
(3.12) with bounded Hs-norm. (may be defined by fixing a finite number of trivializations
and a corresponding partition of unity for Nˆ so that the Hs-norm is locally provided by
the sum of Hs-norms of v1 and v∗) On the other hand a bundle automorphism φ of Lˆ can
be expressed as
φ : (z, w)→ (ψ(z, z¯), λ(z, z¯)w)
in trivialization (z, w), where ψ, λ obey the following transformation law:
ψ˜(h(z), h(z)) = h(ψ(z, z¯))
λ˜(h(z), h(z)) = λ(z, z¯)g(ψ(z, z¯))g(z)−1
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according to (3.8). We say φ is Hs if ψ and λ areHs for each trivialization. Let Bdiff s0 de-
note the topological space of all Hs bundle automorphisms of Lˆ with obvious Hs-topology.
Take X in V˜s. We want to associate a bundle automorphism φX in Bdiff
s
0 . Take a
(smooth) metric ds2 on Nˆ and a hermitian connection ∇ of Lˆ over Nˆ . Let V = πˆ∗X be
the projection of X on Nˆ . Locally V = v1∂z + v
1¯∂z¯ if X is expressed as in (3.11). Let
γ(p, V (p), t) be the geodesic relative to ds2 with initial point p and initial velocity V (p).
It is well known that γ is smooth in (p, v, t) where defined. Let s0 denote the local section
of Lˆ given by (z, 1). Define the connection form Γ on Nˆ by
(3.13) ∇v(s0) = Γ(v)s0
for tangent vectors v on Nˆ . Denote (d/dt)γ(p, V (p), t) by γ′t(p, V (p), t). In trivialization
(z, w), we identify p with z0 and move the fibre element w0 parallelly according to (3.13)
along the geodesic γ(z0, V (z0), t) (instead of γ((z0, z¯0), V (z0, z¯0), t) for short) to get w1 at
time = 1 (for small V ). It is then easy to compute
(3.14) w1 = w0 exp[−
∫ 1
0
Γ(γ′t(z0, V (z0), t))dt]
(3.14) suggests the following choice of φX :
(3.15) φX(z0, w0) = (γ(z0, V (z0), 1), w1 exp[v
∗(z0) + Γ(V (z0))]).
Here we write v∗(z0) instead of v
∗(z0, z¯0) and recall V = v
1∂z + v
1¯∂z¯ and v
∗ are local
components of X as expressed in (3.11). We claim the definition of φX given by (3.15)
is independent of the choice of trivialization. Let (z˜, w˜) be another trivialization related
to (z, w) by (3.8). We have corresponding local section s˜0 given by (z˜, 1) and associated
connection form Γ˜. It is easy to see that g(z)s˜0 = s0 and
(3.16) Γ˜ = Γ− dg · g−1.
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Now applying (3.16) to γ′t(z0, V (z0), t) gives w˜1 = g(z1)w1 where z1 = γ(z0, V (z0), 1).
(note that w˜0 = g(z0)w0 and w˜1 is given according to (3.14)). From the transformation
law (3.12) for v∗ we can easily show that v∗(z0) + Γ(V (z0)) is invariant under the change
of trivialization (3.8). Altogether we have proved our claim. Observe that Γ is smooth
and γ, hence γ′t is also smooth in their arguments. It follows that φX is H
s if X is Hs. So
we have defined a map Σ : V˜s → Bdiff s0 by Σ(X) = φX . If we write
φX(z, w) = (φ
1
X(z, z¯), w expφ
2
X(z, z¯)),
then φ1X gives rise to a global diffeomorphism on Nˆ (still denoted φ
1
X) and the inverse of
Σ can be given by
V = P−1(φ1X)(3.17)
v∗ = φ2X − Γ(V (·) +
∫ 1
0
Γ(γ′t(·, V (·), t))dt.
(with V replaced by the first formula)
Here P is the usual map of parametrization from vector fields to diffeomorphisms on Nˆ
via the geodesic flow. Now it is clear that Σ is a homeomorphism from an open set of
small X to a neighborhood of the identity, say, U . Let lψ denote the composition with ψ
from the left. By composing Σ with lψ for smooth elements ψ in B
s, we obtain an atlas
{(lψ(U),Σ−1 ◦ lψ−1) : ψ is a smooth element in Bdiff s0} for Bdiff s0 . (note that the set of
smooth elements is dense in Bdiff s0 , and the composition map and the map taking each
diffeomorphism to its inverse are C0) To show the transition map being smooth is a matter
of direct verification (using (3.14), (3.15), (3.17)) : one only has to observe that composing
with a smooth element is smooth in the original argument. (Actually we can prove Bdiff s0
is a topological group for s ≥ 3 under the operation of composition of Hs-maps (cf. section
3 in [Eb]). However the composition map is only C0 but not C1, so to get C∞ differentiable
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structure on Bdiff s0 , we have to restrict to smooth elements as our ”centers” of charts) Let
Vs denote the quotient space V˜s/C where C consists of all X in (3.11) with v1 = 0, v∗ = a
constant complex number.(this is well defined according to the transformation law (3.12))
Since any finite-dimensional subspace of a Hilbert space is closed, we can identify Vs with
the closed orthogonal complement of C in V˜s, which inherits the Hilbert space structure
from V˜s. Recall Bs = Bdiff s0/C
∗ where C∗ consists of all fibre dilations by nonzero
constant complex numbers. (see the beginning of this section) Observe that C is mapped
into C∗ by Σ through the exponential function according to (3.14), (3.15), so Σ induces a
homeomorphism from a neighborhood of 0 in Vs to a neighborhood of the identity in Bs.
Similar construction as for Bdiff s0 gives us the desired charts for B
s. We have proved
Proposition 3.3. Bdiff s0 and B
s are smooth Hilbert manifolds.
Next we consider the behavior of Bs+1 (B, resp.) acting on P˜ics (P˜ic, resp.) by the
pullback. (well-defined because C∗ is contained in the center of Bdiff0) First we have
Proposition 3.4. Bs+1 acts freely on P˜ics for s ≥ 4; in particular, B acts freely on P˜ic.
Proof. A bundle automorphism φ in Hs+1 fixing a complex structure in P˜ics can be pushed
down to an Hs+1-biholomorphism φ relative to the pushed down Hs-complex structure on
Nˆ . Since φ is isotopic to the identity map, it follows by a standard result for genus ≥ 2
Riemann surfaces (e.g. p.39 in [Tr]) that φ must itself be the identity map. (to apply the
Newlander-Nirenberg theorem [NN, Theorem 1.1], we require s ≥ 4 so that Hs is contained
in C2) Thus φ is just a fibre multiplication by a nonzero holomorphic function λ on Nˆ .
Compactness of Nˆ implies λ must be a constant ρ. Therefore φ = mρ belongs to C
∗. 
Proposition 3.5. Bs+1 acts properly on P˜ics for s ≥ 4 : i.e. if φ∗jJj = J˜j converges to J˜
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and Jj converges to J in H
s with Jj in P˜ics , [φj] in B
s+1, then there exists a subsequence
of [φj ] which converges in H
s+1 to some [φ].
Proof. First we have φj
∗Jj = J˜j , so φj can be pushed down to a biholomorphism φj from
(Nˆ , c˜j) to (Nˆ , cj), where c˜j , cj are pushed down complex structures of J˜j , Jj respectively.
There is a diffeomorphism between Hs oriented complex structures and Hs hyperbolic
metrics of Gaussian curvature -1 on a closed surface of genus ≥ 2 ([Tr]), so we can apply
the Ebin-Palais theorem (Theorem 2.3.1 in [Tr]) to conclude that a subsequence of φ
j
converges in Hs+1 to some φ. Let φ(p) = q for p, q in Nˆ . Take holomorphic coordinates
z, z˜ with respect to c˜ = lim c˜j , c = lim cj around p,q respectively so that φ satisfies the
∂¯-equation in these coordinates. Take local trivializations (z, w) and (z′, w′) of Lˆ (which
may not be holomorphic with respect to J˜ and J respectively). Write φj in these local
trivializations:
φj : (z, w)→ (z′, w′) = (φj(z, z¯), uj(z, z¯)w)
for large j. Here φ
j
tends to φ inHs+1 as j goes to infinity. Moreover since φ is holomorphic
with respect to z, ∂z¯φj goes to zero in H
s. (note that we need the Hs version of the
Newlander-Nirenberg theorem ([FK]) to conclude that φ
j
is still in Hs+1 with respect to
the z-coordinate) Now write Jj in (z
′, w′):
Jj = dz
′ ⊗ (fj∂z′ + gj∂z¯′ + hjw′∂w′ + ℓjw¯′∂w¯′) + idw′ ⊗ ∂w′ + conjugate
where fj , gj, hj , ℓj are H
s functions in z, z¯ according to (3.1),(3.2). Moreover J2j = −I
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implies that fj , gj, hj, ℓj satisfy the following algebraic conditions:
(a) f2j + |gj|2 = −1(3.18)
(b) gj(fj + f¯j) = 0
(c) hj(fj + i) + gj ℓ¯j = 0
(d) ℓj(fj − i) + gjh¯j = 0
Similarly for J˜j we write capital Fj , Gj , Hj, Lj for corresponding coefficients in trivializa-
tion (z, w). Computing φ∗jJj and comparing corresponding coefficients of wdz ⊗ ∂w and
w¯dz ⊗ ∂w¯ with J˜j , we obtain
(a) (i− fj + e1j )
∂
∂z
(uj)− [φ′(z)(φ′(z))
−1
gj + e
2
j ]
∂
∂z¯
(uj) = ujH˜j(3.19)
(b) (−i− fj + e1j )
∂
∂z
(u¯j)− [φ′(z)(φ′(z))−1gj + e2j ]
∂
∂z¯
(u¯j) = u¯jL˜j
where H˜j = Hj −
∂φ
j
∂z
hj −
∂φ¯
j
∂z
ℓ¯j , L˜j = Lj −
∂φ
j
∂z
ℓj −
∂φ¯
j
∂z
h¯j and
e1j =
∂z
∂z¯′
∂z¯′
∂z
(fj − f¯j)− ∂z
∂z¯′
∂z′
∂z
gj − ∂z
∂z′
∂z¯′
∂z
g¯j
e2j =
∂z¯
∂z′
(
∂z′
∂z
fj +
∂z¯′
∂z
g¯j)− [φ′(φ¯′)−1 − ∂z
′
∂z
(
∂z
∂z′
)]gj + (
∂z
∂z′
)
∂z¯′
∂z
f¯j
Here ∂z
′
∂z
( ∂z
∂z′
, etc., resp.) means ∂
∂z
(φ
j
)( ∂
∂z′
(φ
j
)−1, etc., resp.). It is easy to see that e1j
and e2j converge to zero in H
s as j goes to infinity since φ
j
goes to a biholomorphism φ,
and obviously H˜j and L˜j converge to H − (∂φ∂z )h and L− (
∂φ
∂z )ℓ in H
s respectively, where
H = limHj , h = limhj , L = limLj , ℓ = lim ℓj. Let
Dj = (i− fj) ∂
∂z
− φ′(φ¯′)−1gj ∂
∂z¯
D′j = (−i− fj)
∂
∂z
− φ′(φ¯′)−1gj ∂
∂z¯
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and
D = (i− f) ∂
∂z
− φ′(φ¯′)−1g ∂
∂z¯
D′ = (−i− f) ∂
∂z
− φ′(φ¯′)−1g ∂
∂z¯
where f = lim fj, g = lim gj. Taking the limit of (3.18)(b) gives g = 0 or Ref = 0. If g = 0
at p, f = i or −i by the limiting form of (3.18)(a). Then either D or D′ is not zero at p and
equals ±2i ∂∂z . Hence either D or D′ is elliptic in a neighborhood of p. On the other hand,
if g does not vanish at p, then Ref = 0 at p. Suppose (i−f)(a− ib)−φ′(φ¯′)−1g(a+ ib) = 0
at p for real nonzero a or b. Then it follows that the absolute value of (i − f)/φ′(φ¯′)−1g
equals 1. By (3.18)(a)(limiting version) and Ref = 0 at p, we get f = i, which implies
g = 0 by (3.18)(a) again, a contradiction. Therefore a = b = 0. We have proved that D is
elliptic around p in the case of g(p) not equal to zero, so in any case we use either D or D′
to do our interior elliptic estimates for uj . Now we write our equations (3.19) as follows:
(a) (Dj + Ej)uj = ujH˜j(3.20)
(b) (D′j + Ej)u¯j = u¯jL˜j .
Here the error operator Ej = e
1
j
∂
∂z + e
2
j
∂
∂z¯ . Let aj = uj(p) and uˆj = (aj)
−1uj . Then uˆj
satisfies the same equation (3.20) as uj does but with uˆj(p) = 1. (note that (ma−1
j
◦φj)∗Jj =
J˜j . Let U be a small disc centered at p, which is compactly contained in another small
neighborhood V . Let | · |s,W denote the Hs norm on W . Let D∗j (D
′∗
j , resp.) denote
the formal adjoint operator of Dj + Ej (D
′
j + Ej, resp.). It is easy to see that either
D∗j ◦ (Dj+Ej) or D
′∗
j ◦ (D′j+Ej) is real positive self-adjoint, strictly and uniformly elliptic
in a neighborhood V˜ of p so that the constants γ and ν in (9.47) of [GT] are independent
of j for large enough j. Choose small discs centered at p, U, Vj, j = 1, ..., s, V such that
U ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vs ⊂ V ⊂ V˜ where each smaller disc is compactly contained in larger
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ones and V is chosen so that we can apply Theorem 9.20 of [GT]. By standard interior
elliptic estimates, we compute (in case D = 0 at p, replace D∗j ◦(Dj+Ej) by D
′∗
j ◦(D′j+Ej)
and uˆj by uˆj)
|uˆj |s+1,U . |D∗j ◦ (Dj +Ej)uˆj|s−1,V1 + |uˆj |0,V1(3.21)
. |D∗j (uˆjH˜j)|s−1,V1 + |uˆj |0,V1 (by (3.20) (a))
. |uˆj |s,V1 (by the interpolation inequality)
. |uˆj |s−1,V2 (by the same argument as above)
...
. |uˆj |0,V
where A . B means A ≤ kB for constant k independent of uˆj . On the other hand applying
the Harnack estimates (Theorems 9.20, 9.22 in [GT]) to the equation:
[D∗j ◦ (Dj +Ej)] log |uˆj | = Re(D∗j H˜j),
(noting that we apply theorems to log |uˆj | − inf
V˜
log |uˆj | ≥ 0) we obtain the estimate of the
supremum norm on V :
(3.22) |uˆj |L∞,V ≤ C
where C is a constant independent of large enough j. Combining (3.21) and (3.22) we get
|uˆj |s+1,U ≤ Cs,
so there exists a subsequence (still denoted {uˆj}) of {uˆj} converging weakly in Hs+1 on
U . By compactness, uˆj converges in any weaker norm, say, L
2 norm | · |0. By (3.21) with
U, V replaced by U ′, U(U ′ being a smaller disc centered at p, compactly contained in U)
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resp., we learn that uˆj is Cauchy in H
s+1 on U ′. Therefore uˆj converges in H
s+1 on
U ′. Since Nˆ is compact, we can pick up a finite number of such (U ′, p) to cover Nˆ . Let
pi’s denote such points and uj,U ′
i
denote corresponding uj on U
′
i . We adjust aj and uˆj
to be aj = maxi uj,U ′
i
(pi) and uˆj,U ′
i
= a−1j uj,U ′i . Thus uˆj,U ′i (pi) < 1 so that our previous
argument still works for all i. Now it is easy to pick a subsequence of ma−1
j
φj , which
converges in Hs+1 on each U ′i . 
Consider the action of Bdiff s+10 or B
s+1 on P˜ics . First we describe the tangent space
of the orbit passing through a given element Jˆ in P˜ic. Push Jˆ down to a complex structure
cˆ on Nˆ . Take a local holomorphic coordinate z of Nˆ for cˆ. Take a local trivialization (z, w)
of Lˆ so that ∂w and Z1 = ∂z + b(z, z¯)w¯∂w¯ form a basis of the type (1, 0) tangent vectors
with respect to Jˆ . (note that Jˆ(∂z) = i∂z mod ∂w and ∂w¯, and Z1 is C
∗-invariant) Want
to find another trivialization z˜ = z, w˜ = λ(z, z¯)w so that ∂w = λ∂w˜ and Z1 = ∂z˜ (mod ∂w).
The chain rule tells us that
∂z = ∂z˜ +
∂λ¯
∂z
(λ¯)−1w¯∂w¯ (mod ∂w),
so λ has to satisfy the following ∂¯-equation:
∂ log λ
∂z¯
= −b¯.
But it is easy to solve the above equation locally. (λ is in Hs+1 if b is in Hs) Therefore
we have a trivialization (z˜, w˜) of Lˆ, holomorphic with respect to Jˆ , i.e. {∂z˜, ∂w˜} forms
a basis of type (1, 0) tangent vectors relative to Jˆ . Now use (z, w) instead of (z˜, w˜) to
denote a trivialization of Lˆ, holomorphic with respect to Jˆ , so Jˆ = i(dz⊗ ∂z + dw⊗ ∂w)+
conjugate. Let φt be a family ofH
s+1 bundle automorphisms of Lˆ. Recall that we write the
infinitesimal bundle automorphism V = ddt |t=0φt = v1∂z + v∗w∂w + conjugate. (cf.(3.11))
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Compute
d
dt
|t=0φ∗t Jˆ = LV Jˆ = 2i∂z¯v1dz¯ ⊗ ∂z + 2iw∂z¯v∗dz¯ ⊗ ∂w + conjugate.
Recall that V˜s denote the Hilbert space of all infinitesimal bundle automorphisms with
bounded Hs-norm. Define the first order operator P : V˜s+1 → TJˆ P˜ics = EsJˆ by
(3.23) P (V ) = LV Jˆ = 2iv
1
,1¯dz¯ ⊗ ∂z + 2iv∗,1¯wdz¯ ⊗ ∂w + conjugate
in trivialization (z, w), where v1
,1¯
= ∂z¯v
1, v∗
,1¯
= ∂z¯v
∗. We want to describe the L2 orthogo-
nal subspace of Range(P) in Es
Jˆ
, which is supposed to be the kernel KerP ∗ of the adjoint
operator P ∗. Since Lˆ is not compact, we need to define a suitable inner product on Es
Jˆ
over Nˆ . First observe from (3.7.1) that E1
1¯ behaves just as a tensor on Nˆ (under the
special coordinate change (3.8)) while E1
∗ does not by (3.7.2). We can adjust E1
∗ to get
a tensor by the aid of connection. Let ‖ ‖ be a hermitian metric on Lˆ. Let s(z) denote
the local holomorphic section of (Lˆ, Jˆ) given by z → (z, 1) locally. Let ν = ‖s(z)‖2. The
canonical connection associated to ‖ ‖ is given by
ν−1∂ν = Γ(z, z¯)dz
with Γ = ∂z log ν. The transformation law according to (3.8) goes as follows:
Γ = Γ˜h′ + g′g−1.
(noting that gs˜ = s) Define
(3.24) E1 = E1
∗ + E1
1¯Γ¯.
It is easy to see that E1 = E˜1h
′, obeying the correct transformation law as a tensor. Let
g = g11¯dzdz¯ be the unique hyperbolic metric on Nˆ associated to cˆ. We use g
11¯ = (g11¯)
−1
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or g11¯ to raise or lower indices. Also denote the volume form of g by dvolg. Now we can
define an inner product on Es
Jˆ
:
(3.25) 〈E, F 〉 =
∫
Nˆ
{E11¯F1¯1 + g11¯E1F1¯}dvolg.
Here we have used the expression (3.6) for E, F and (3.24) for E1, F1¯ = (F1) . Take
E = P (V ). Comparing (3.6) and (3.23) gives
(3.26) E1
1¯ = −2iv1¯,1, E1∗ = −2iv¯∗,1.
Here v1¯ = (v1) and u,1 = ∂zu. Define
(3.27) v = v∗ + v1Γ.
Easy to check that v is independent of the choice of holomorphic trivializations. Hence v
defines a global function on Nˆ . Recall that c1(= −m) denotes the first Chern number of
Lˆ. Let µ = (1/4)c1(genus(Nˆ) − 1). For a special choice of ‖ ‖ according to Proposition
2.1 relative to Jˆ , we compute
(3.28) E1 = −2i[v¯,1 + µv1]
where v1 = v
1¯g11¯ and we have used −g11¯Γ¯,1 = µ. Substituting (3.26),(3.28) in (3.25) and
using integration by parts gives
(3.29) < P (V ), F >= 2i
∫
Nˆ
{v1(−F11¯,1¯ + µF1)− vF1,1¯g11¯}dvolg + conjugate.
(note that since g is Kahler, the usual derivative of v1 along z¯ -direction coincides with its
covariant derivative. Hereafter for a tensor T on Nˆ , T,1 (T,11¯ and so on, resp.) means the
covariant derivative of T in the z-direction (zz¯-direction and so on, resp.))
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The above formula suggests a suitable inner product on V˜s for our purpose. Namely,
we define
(3.30) < V, U >=
∫
Nˆ
[g11¯v
1u1¯ + vu¯]dvolg + conjugate
for V = 2Re[v1∂z+v
∗w∂w], U = 2Re[u
1∂z+u
∗w∂w] locally and v, u being global functions
defined by (3.27). Define the adjoint operator P ∗ of P : Es
Jˆ
→ V˜s−1 so that
〈P (V ), F 〉 = 〈V, P ∗(F )〉.
Then it follows from (3.29),(3.30) and (3.27) that locally
P ∗(F ) = 2i(F1¯
1
,1 − µF1¯)g11¯∂z + 2i[F1¯∗,1 + F1¯∗Γ + F1¯1(Γ,1 + Γ2)]g11¯w∂w + conjugate.
If we represent V by the pair (v1, v) and E by the pair (E1¯
1, E1¯). Then we can write P (V )
and P ∗(F ) as follows:
P (V ) = 2i(v1,1¯, v,1¯ + µv1¯)(3.31)
P ∗(F ) = 2i(g11¯(F1¯
1
,1 − µF1¯), g11¯F1¯,1).
Let ∆Jˆ = P
∗P . By (3.31), we compute
∆Jˆ (V ) = −4(g11¯(v1,1¯1 − µ(v,1¯ + v1¯µ)), g11¯(v,1¯1 + µv1¯,1)).
The leading term of ∆Jˆ (V ) is −4(∆gv1,∆gv) where the Laplacian ∆g = g11¯∂2/∂zdz¯. Thus
∆Jˆ is a second order self-adjoint elliptic operator defined on V˜
s.
Lemma 3.6. Suppose Jˆ ∈ P˜ics+1 . Then there is an L2-orthogonal splitting
Es
Jˆ
= KerP ∗ + P (V˜s+1).
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Proof. Given E in Es
Jˆ
. It is easy to see that P ∗(E) is orthogonal to the kernel Ker∆Jˆ
of ∆Jˆ since Ker∆Jˆ = KerP. Therefore by the standard elliptic theory we can solve the
equation ∆Jˆ (V ) = P
∗(E) for V in Hs+1. Now set E0 = E − P (V ). It is obvious that E0
is in KerP ∗. 
We remark that elements in KerP ∗ are all smooth by the elliptic regularity. (note that
g11¯ has the same regularity as Jˆ does [Tr])
Moreover the dimension of KerP ∗ is finite. We compute it as follows. First an element
F in KerP ∗ satisfies a system of linear equations:
(a) F1
1¯
,1¯ − µF1 = 0(3.32)
(b) F1,1¯ = 0
by (3.31). Solutions F1 for (3.32)(b) consist of all holomorphic (1,0)-forms F1dz on Nˆ ,
denoted H1,0. Let Q(Nˆ) denote the space of holomorphic quadratic differentials on Nˆ . By
(3.32), the projection map from KerP ∗ onto H1,0 has the kernel equal to Q(Nˆ). From the
basic linear algebra we learn that
dimKerP ∗ = dimQ(Nˆ) + dimH1,0.
On the other hand, Q(Nˆ) is known to describe the infinitesimal Teichmuller space whose
dimension is 6g − 6 by the Riemann-Roch theorem (e.g. [Tr]) while dim H1,0 is the same
as that of the so-called Picard variety in the Riemann surface theory, which is known to
be 2g. Therefore
(3.33) dimKerP ∗ = 6g − 6 + 2g = 8g − 6.
Lemma 3.7. Given Jˆ in P˜ic, there exists a local smooth submanifold S of P˜ics of dimension
8g−6 passing through Jˆ with the tangent space equal toKerP ∗ at Jˆ . Moreover, S consists
of only smooth elements.
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Proof. Consider the map ΦJˆ : KerP
∗ → P˜ics . (see (3.9)) It is easy to see that ΦJˆ is
smooth and its functional derivative at 0 is the inclusion map from KerP ∗ into Es
Jˆ
, which
is surely injective and splits by Lemma 3.6. Therefore ΦJˆ is a smooth immersion at 0.
That is to say, there exists a small neighborhood U of 0 such that S = ΦJˆ (U) is a smooth
submanifold of P˜ics with dimension 8g − 6 by (3.33). Note that Jˆ is smooth and elements
in KerP ∗ are smooth as remarked previously. Thus S consists of only smooth elements.

Now let Ξ : Bs+1×S→ P˜ics denote the action of Bs+1 on S by the pullback. Observe
that Ξ is smooth and
DΞ(id, Jˆ) : Vs+1 ×KerP ∗ → Es
Jˆ
is given by DΞ(id, Jˆ)([X ], E) = LX Jˆ + E = P (X) + E. If LX Jˆ = 0, then X is an
infinitesimal bundle automorphism fixing Jˆ . Thus [X ] = 0 by Proposition 3.4 and hence
DΞ(id, Jˆ) is a continuous linear isomorphism by further using Lemma 3.6 and noting that
∆Jˆ is elliptic. Therefore Ξ is a local diffeomorphism by the inverse function theorem on
Banach spaces. We have shown the existence of ”local slices”:
Proposition 3.8. There exist neighborhoods W of Jˆ in P˜ics , U of id in B
s+1 and V of Jˆ in
S such that Ξ : U × V → W is a diffeomorphism.
Now using freeness and properness of our Bs+1 action (Propositions 3.4, 3.5) plus the
existence of ”local slices” (Proposition 3.8), we can equip our quotient space P˜ic/B with
smooth manifold structure by a standard argument. (e.g. section 2.4 in [Tr]) Recall that
we denote P˜ic/B by P
t
ic.
Theorem 3.9. P tic is a smooth manifold of dimension 8g − 6.
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Proof. First we show the existence of ”slices”: that is to say, if we take the slice S to
be sufficiently small, then each orbit of B passing through S intersects S at exactly one
point, i.e. φ∗J in S with J in S implies φ = id. Suppose this is not true. Then there are
sequences φj in B and Jj in S such that Jj and φ
∗
jJj converge to Jˆ in H
s while all φj ’s
keep ontside some fixed Hs+1 neighborhood of id in B in view of Proposition 3.8. (we
equip P˜ic,B with the H
s, Hs+1 topologies, resp.) By Proposition 3.5 (properness) there
exists a subsequence of φj , which converges to φ in H
s+1. It follows that φ∗Jˆ = Jˆ and then
φ = id by Proposition 3.4 (freeness), contrary to φj ’s sitting outside some neighborhood
of id. Thus we can take the slices as coordinate charts (instead of their tangent spaces).
It is easy to see by Proposition 3.8 that the transition function is smooth. 
Proof of Theorem C: We will introduce a natural complex structure on P tic. First there is
a canonical way to define an almost complex structure Θ on P˜ic: for J in P˜ic, E in EJ ,
ΘJ (E) = J ◦ E.
It is easy to verify that J ◦ E is still sitting in EJ . Let π : P˜ic → P tic be the natural
projection. From our previous argument (π,B, P˜ic, P
t
ic) is a (weak) principal B-bundle
in the sense of [Tr], p.54. (note that the right action of B on P˜ic is given by pulling
back) It is straightforward that Θ is B-invariant (cf. p.88 in [Tr]), and Θ maps ”vertical”
vectors to ”vertical” vectors: (see p.86 in [Tr] for the definition) since each J in P˜ic is
integrable by Proposition 3.1, the associated Nijenhuis tensor vanishes. It follows that
ΘJ (LXJ) = JLXJ = LJXJ (cf. p.88 in [Tr]), so Θ makes (π,B, P˜ic, P
t
ic) into an almost
complex principal B-bundle. (see Definition 4.1.4 on p.86 in [Tr]) Next we note that the
Lie bracket of two vector fields on P˜ic can be defined as in [Tr], p.85: instead of using
projections, we view DY (J)X(J) = d/dt|t=0Y (J(t)) with J(0) = J, J ′(0) = X(J); verify
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DY (J)X(J)−DX(J)Y (J) is in EJ for X(J), Y (J) in EJ by observing that an element E
in EJ can be described by the following conditions:
E ◦ J + J ◦ E = 0
m∗ρE = E
E(v) = 0 for v tangent to fibres of Lˆ.
Now we can define the Nijenhuis tensor N(Θ) of Θ on P˜ic as usual. Then a direct
computation as shown in [Tr], p.88 yields N(Θ) = 0. By Theorem 4.1.2 in [Tr], the almost
complex structure Jpic on P
t
ic induced from Θ on P˜ic has the vanishing Nijenhuis tensor.
Since P tic is a finite dimensional manifold, Jpic is integrable, i.e. there exists a complex
structure on P tic whose associated almost complex structure is Jpic by the Newlander-
Nirenberg theorem. 
4. A supporting manifold of St and properness of the contact action.
Recall (cf. section 1) that St is the quotient space of S˜ modulo C0
Hˆ
. Here S˜ denotes
the space of all smooth spherical CR manifolds (Sˆ, Hˆ, J) with J oriented and compatible
with Hˆ and C0
Hˆ
denotes the identity component of the orientation-preserving smooth
contact diffeomorphism group CHˆ relative to Hˆ. In this section we will parametrize a local
”supporting” space of St and show the properness of the C0
Hˆ
action.
We will work with the aid of anisotropic Folland-Stein spaces. For F a vector bundle
over a closed contact manifold (M,H) and k a nonnegative integer, let Sk(F ) denote the
L2 Folland-Stein space of sections of F . ([FS], p.241 in [CL1]) If the bundle is clear from
the context, we simply use the notation Sk instead of Sk(F ), and a norm on Sk is denoted
by | · |k. Let S˜k denote the completion of S˜ under the norm | · |k for a fixed smooth
background contact manifold (Sˆ, Hˆ). Let Jk(J,resp.) denote the space of all oriented
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compatible Sk (C
∞,resp.) CR structures on (Sˆ, Hˆ) or a general contact manifold (M,H)
depending on the context. (note that these CR structures are sections of the endomorphism
bundle End (Hˆ))
Lemma 4.1. Suppose dim M = 3. For k ≥ 6, (a) Sk is an algebra; (b) Let f be a smooth
function on nonnegative real numbers. Then f ◦h is still in Sk for nonnegative Sk function
h.
Proof. (a) is known. (e.g. [BD]) (b) is probably also known. We prove it by induction
on k. Computing the derivative of f ◦ h in some contact direction give the derivative of
f composed with h times the derivative of h in that direction, so induction hypothesis on
k−1 plus (a) implies the derivative of f ◦h is in Sk−1. Hence f ◦h is in Sk, so to complete
the proof we have to check the starting case k = 6. But it is straightforward by observing
that S6 is contained in S
12
1 or S
8
2 and S3 is contained in C
0, etc.. (see e.g. Theorem 4.17,
Corollary 5.16 in [Fo]) 
Lemma 4.2. Jk is a Hilbert manifold for large k, say, k ≥ 6.
Proof. In [CL1], we parametrize Jk for k = ∞, i.e. in the smooth category by a map ΦJ
given by
ΦJ(E) = E0J + E, E0 = (1 + (1/2)Tr(E
2))1/2.
(p.228, Lemma 2.3 in [CL1]) Suppose E is in Sk. (more precisely Sk(EJ)) By Lemma 4.1(a)
h = E1
1¯E1¯
1 is in Sk. Take f(x) = (1 + x)
1/2. By Lemma 4.1(b) E0 is in Sk. Therefore
ΦJ preserves Sk spaces, so does πJ . Thus we can still use ΦJ or πJ to parametrize J
k
modelled on Sk(EJ). 
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Hereafter throughout this paper we will assume that k ≥ 6 unless specified otherwise.
We know that a CR structure J being spherical is characterized by the vanishing of the
Cartan tensor QJ . (p.227 in [CL1]) The linearization DQJ is subelliptic when restricted
to Ker BJ . (in view of Lemma 3.3 and Proposition 3.1 in [CL1]) When working in the
Folland-Stein category, it is enough to still require the reference CR structure to be smooth
for our purpose.
Lemma 4.3. For a smooth spherical Jˆ in Jk (and an auxiliary smooth contact form), we
have the following L2-orthogonal decomposition:
(4.1) Sk(EJˆ) = KerkDQJˆ +DQJˆ (Sk+4(EJˆ))
where Kerk means elements in the kernel and also in Sk.
Proof. Differentiating the Bianchi identity BJQJ = 0 in Proposition 3.1 of [CL1] at Jˆ in
the direction E implies DQJˆ(E) belongs to the kernel of BJˆ . (note that QJˆ = 0) On the
other hand, for E in KerkBJˆ , we have
DQJˆ(E) = −(1/24)L∗aLa(E) + terms of lower weight
with a = 4 + i
√
3 according to Lemmas 3.3, 3.2 in [CL1]. For a not an odd integer, La
is a subelliptic operator of weight 2, i.e. satisfies the estimate (4.2) in [CL1], so restricted
to KerkBJˆ , DQJˆ is a subelliptic operator of weight 4 according to the above formula, i.e.
earns four derivatives in contact directions and we have the L2-orthogonal decomposition
for DQJˆ :
(4.2) KerkBJˆ = KerDQJˆ +DQJˆ (Kerk+4BJˆ).
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Here KerDQJˆ consists of smooth elements since DQJˆ is subelliptic, hence hypoelliptic
when restricted to KerkBJˆ . We also have the Sk version of Proposition 2.4 in [CL2]:(note
that notation DJ in [CL2]= B
′
J in [CL1])
(4.3) Sk(EJˆ) = KerkBJˆ +B
′
Jˆ
(Sk+2)
basically because ∆Jˆ = BJˆB
′
Jˆ
is a subelliptic operator of weight 4 by Lemma 2.1 in [CL2].
Since each element in the range of B′
Jˆ
is an infinitesimal contact orbit at Jˆ and QJ equals
0 for J in the contact orbit of Jˆ , DQJˆ vanishes on B
′
Jˆ
(Sk+2). Therefore we can combine
(4.3) and (4.2) to get (4.1). 
Take a smooth Jˆ in S˜ and choose an auxiliary smooth contact form θˆ. There is a
local slice S of J passing through Jˆ by Theorem A of [CL2], defined by ΦJˆ (KerBJˆ) (note
BJˆ = D
∗
Jˆ
) for elements in Ker BJˆ with small | · |5,∞ norm. By the Sobolev lemma for our
anisotropic spaces (e.g., (4.17), (5.15) in [F]), we have Sk ⊂ S8−4/q ⊂ Sq6 ⊂ Γ6−4/q ⊂ S∞5
for k ≥ 8. Thus taking elements of small Sk norm, k ≥ 8, in Ker BJˆ and then sending
them to Jk through ΦJˆ , we obtain an Sk slice S(k) passing through Jˆ . Consider the map
Q : S(k) → DQJˆ (Sk(EJˆ), defined by
Q(J) = π(QJ).
Here QJ is the Cartan tensor of (J, θˆ), π is the composition of the orthogonal projec-
tion πJˆ : Sk−4(End(Hˆ)) → Sk−4(EJˆ) (p.228 in [CL1]) and the projection: Sk−4(EJˆ) →
DQJˆ (Sk(EJˆ)) according to (4.1).
Proposition 4.4. Q−1(0) is a smooth finite dimensional submanifold of S(k) for k ≥ 10
near a smooth Jˆ .
Proof. It is easy to see that π is smooth and since QJ is of type 4 (pp.249-250 in [CL1]),
the map: J ∈ Sk → QJ ∈ Sk−4 for k ≥ 10 is smooth. (note that Sk forms an algebra for
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k ≥ 6 by Lemma 4.1) Therefore Q is smooth. We compute
DQ(Jˆ)(E) = Dπ(0)DQJˆ(E)(4.4)
= π(DQJˆ(E)) = DQJˆ (E)
for E in Sk(EJˆ ). From (4.4) it is clear that DQ(Jˆ) is surjective. Furthermore, the kernel
of DQ(Jˆ) is the same as the kernel of DQJˆ , which splits according to (4.1). Thus by the
inverse function theorem Q is a submersion at Jˆ (Proposition 2 on p.27 in [La]), so Q−1(0)
has a smooth submanifold structure near Jˆ . Moreover, finite-dimensionality follows from
subellipticity of DQJˆ restricted to KerBJˆ . 
We will use Q−1(0) as a ”supporting” background manifold to prove St0 (an open
connected subspace of St; see section 5) is a smooth manifold. First we will show the
properness of the contact action in the negative pseudohermitian curvature case. Let
(M,H) be a smooth, closed, oriented, contact 3-manifold. Let Sk(M,R) denote the space
of all real-valued Sk functions on (M,H).
Lemma 4.5. The pseudohermitian curvature RJ,θ belongs to Sk−2(M,R) for J, θ in Sk
with k ≥ 8.
Proof. Take a smooth contact form θˆ. Write θ = u2θˆ for positive u in Sk(M,R). The
transformation law reads
(4.5) 4∆bu+RJ,θˆu−RJ,θu3 = 0.
([JL]) Here the negative sublaplacian ∆b is defined with respect to (J, θˆ). Suppose J is in
Sk. Then it is easy to see that ∆bu is in Sk−2 in view of Lemma 4.1 if we write J with
respect to a smooth Jˆ as in p.249 of [CL1] and apply formulas on pp. 249-250 of [CL1] to
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express ∆bu. Moreover RJ,θˆ is in Sk−2 since RJ,θˆ is of type 2 as shown in the following
transformation formula:
RJ,θˆ =RJˆ ,θˆ +
1
2
i(v1¯
1
,0v1
1¯ − v11¯,0v1¯1)(4.6)
− v0(v0,11¯ + v0,1¯1 + v11,1¯1¯ + v1¯1¯,11)
− v1¯1¯(v0,11 + v11,1¯1)− v11(v0,1¯1¯ + v1¯1¯,11¯)− 2|v0,1 + v11,1¯|2
(see pp.249-250 in [CL1] where we did not give the above formula precisely) Now from
(4.5) RJ,θ is therefore in Sk−2 in view of Lemma 4.1. 
Lemma 4.6. Let (M,H) be a smooth, closed, oriented, contact 3-manifold. Suppose the
pseudohermitian curvature RJˆ ,θˆ = −1 for some smooth (Jˆ , θˆ) on (M,H). Then for any J
in Jk, k ≥ 8, there exists a uniquely determined Sk contact form θ with RJ,θ = −1.
Proof. Consider the map R : Jk × {Sk contact forms} → Sk−2(M,R) defined by
R(J, θ) = RJ,θ.
(well defined by Lemma 4.5) The mapR is smooth in view of (4.5) and (4.6). Differentiating
R at (Jˆ , θ) in the direction (J ′, θ′) = (2E, 2hθˆ) gives
(4.7) DR(Jˆ , θˆ)(2E, 2hθˆ) = i(E11,1¯1¯ − E1¯1¯,11)− (A11E1¯1¯ + A1¯1¯E11) + 4∆bh− 2RJˆ,θˆh
according to (2.20) in [CL1] and (5.15) in [Lee]. Since RJˆ,θˆ = −1, 4∆b−2RJˆ ,θˆ = 4∆b+2Id.
is invertible. It follows that DR(Jˆ , θˆ) is surjective. Moreover it is easy to see that the
kernel (DR(Jˆ , θˆ))−1(0) and the space {(0, 2hθˆ)} span the tangent space of the domain at
(Jˆ , θˆ) and have only (0,0) in their intersection. That is to say, (DR(Jˆ , θˆ))−1(0) splits.
Therefore R is a submersion at (Jˆ , θˆ). (Prop.2 on p.27 in [La]) Thus R−1(−1) has a
submanifold structure near (Jˆ , θˆ) and it projects onto a neighborhood of Jˆ in Jk.
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On the other hand, suppose RJj ,θj = −1 for a sequence of smooth (Jj , θj). (note that θj
is uniquely determined by Jj by Prop. 2.2) If Jj tends to J in Sk, we claim that θj tends
to θ in Sk too so that RJ,θ = −1. Write θj = u2j θˆ for positive uj . Then uj satisfies the
equation (4.5) with (J, θ) replaced by (Jj , θj). RJj ,θj = −1 implies RJj ,θˆ must be negative
by the maximum principle. Moreover apply the maximum principle to the equation (4.5)
where uj is a maximum, hence (negative sublaplacian) ∆buj ≥ 0. Since both RJj ,θˆ and
RJj ,θj are negative, we get the uniform C
0 estimate of uj :
(4.8) maxuj ≤ (−RJj ,θˆ)1/2max ≤ C
for a constant C independent of j in view of (4.6). Similarly applying the maximum
principle at the minimum of uj , we obtain
(4.9) 0 ≤ c ≤ [(−RJj ,θˆ)min]
1
2 ≤ minuj
for a positive constant c independent of j. Let ∆b and ∆b(j) denote the negative sublapla-
cians with respect to (J, θˆ) and (Jj , θˆ) respectively. Using those formulas on pp.249-250 in
[CL1], we have the following estimate: given a small ǫ > 0,
(4.10) |∆b(j)u−∆bu|k−2 ≤ ǫ|u|k
for j large and u in Sk. For J in Sk the difference between ∆b and the corresponding
operator on the Heisenberg group is small for a small region on M in the sense of (4.10).
By a standard argument (absorbing the right side of (4.10) and using a partition of unity
for compact M), we still have the subelliptic estimate for ∆b:
(4.11) |uj|k ≤ C(|∆buj |k−2 + |uj |0).
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Write ∆buj = ∆b(j)uj + (∆b −∆b(j))uj and substitute in (4.11). Using (4.10), absorbing
the right side to the left and applying the equation (4.5) to ∆b(j)uj , we obtain
(4.12) |uj |k ≤ C′.
Here C′ is a constant independent of j and we have used (4.8) in estimating ∆b(j)uj and
dominating the L2 norm of uj . From (4.12) there exists a subsequence, still denoted uj ,
which weakly converges to u in Sk but strongly converges to u in Sk−1, say. Let θ = u
2θˆ.
Applying (4.11) to uj − u and using the interpolation inequality to absorb |uj − u|k−2 to
the left side, we get
(4.13) |uj − u|k . |RJj,θˆ −RJ,θˆ|k−2 + |uj − u|3.
Here we have used an interpolation inequality (Cor.2.11 in [BD]) to estimate u3j − u3.
It follows by (4.13) that uj tends to u in Sk, and it is clear that RJ,θ = −1 in view of
(4.5),(4.6). We have proved our claim. Now consider the space J−1 of all smooth J in
J such that RJ,θ = −1 for some smooth θ. (unique if exists) The argument in our first
paragraph shows that J−1 is open in J (in C
∞ topology). The argument (and our claim)
above shows in particular that J−1 is closed in C
∞ topology. Therefore J−1 = J. The
lemma follows since Jk is the completion of J under the norm | · |k. 
We remark that the similar idea of the above proof has been applied to the case of a
fixed CR structure in [CH]. We can now prove the properness of contact diffeomorphisms
acting on J in the case of negative pseudohermitian scalar curvature. We can talk about
Sk contact diffeomorphism on a contact manifold. (see Prop.2.18 in [BD])
Proposition 4.7. Let the assumptions be as in Lemma 4.6. Let φj be a sequence of contact
diffeomorphisms in Sk+1 with k ≥ 12. Suppose φ∗jJj and Jj converge in Sk as j goes to
infinity for Jj in J
k. Then there exists a subsequence of φj which converges in Sk+1.
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Proof. From Lemma 4.6 we can associate a unique Sk contact form θj to Jj so that RJj ,θj =
−1. Let gj be the adapted metric associated to (Jj , θj):([CH]) i.e. gj = θ2j + dθj(·, Jj(·)).
gj converges at least in Sk−2 since θj converges in Sk as shown in the proof of Lemma 4.6.
φ∗jθj is just the unique contact form associated to J˜j = φ
∗
jJj satisfying the equation of
pseudohermitian scalar curvature = -1. It follows that φ∗jgj converges at least in Sk−2. Sk−2
is contained in H(k−2)/2 (the usual L2 Sobolev space) with (k−2)/2 > 4. Therefore we can
apply the result of Ebin and Palais (Theorem 2.3.1 in [Tr]) to conclude the convergence of
a subsequence (still denoted φj) of φj in H
k/2. We need to show the convergence actually
is in Sk+1. Take a smooth contact form θˆ. There is a uniquely determined smooth vector
field Tˆ such that θˆ(Tˆ ) = 1, dθˆ(Tˆ , ·) = 0. For (Jj , θˆ) we can choose Sk admissible coframe
θ1j . ([Lee]) (let e1 be a smooth local section of the contact bundle H. Let ω
1, ω2, θˆ be a
local coframe dual to e1, Je1, Tˆ . Then θ
1 is defined to be ω1 + iω2 and if J is in Sk, then
ω1, ω2, hence θ1 is in Sk) Write θj = e
2gj θˆ. gj converges in Sk since θj converges in Sk.
Also write φ∗jθj = e
2fj θˆ. fj converges in Sk since J˜j converges in Sk by the assumption.
(same reasoning as in the proof of Lemma 4.6) It is easy to see
(4.14) φ∗j θˆ = e
−2gj◦φj+2fj θˆ
Let hj = −gj ◦ φj + fj . Let θ˜1j be a local Sk admissible coframe with respect to (J˜j , θˆ).
Then we can adjust θ1j in Sk by a modulus 1 factor (still denoted θ
1
j ) so that
(4.15) φ∗jθ
1
j = e
hj θ˜1j modulo θˆ.
((5.5) on p.421 in [Lee]) Now suppose φj converges in Sl for l ≤ k. Then hj converges in
Sl too. (the composition map of an Sl function and an Sl contact diffeomorphism is still
Sl and the map is jointly continuous for l ≥ 6. A proof can be given by mimicking the
one for the usual L2 Sobolev spaces. See pp.15-16 in [Eb]. Also see Prop. 2.13 in [BD] for
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the precise estimate. Note that we start with Sk/2 with k/2 ≥ 6 in which φj converges) It
follows that φ∗jθ
1
j and φ
∗
jθ
1¯
j converge in Sl when applied to vectors tangent to the contact
bundle by (4.15). Let Z˜1 = e1 + iJ˜e1 where J˜ is the limit of J˜j in Sk. Then φj∗(Z˜1)
and φj∗(Z˜1¯) converge in Sl. Therefore φj converges in Sℓ+1. Thus by induction we finally
obtain that φj converges in Sk+1. 
We remark that the properness of the contact action for a contact manifold is generally
not true. For instance, say, J contains a CR structure with noncompact CR automorphism
group. Now we can apply Proposition 4.7 to our case (M,H) = (Sˆ, Hˆ) on which there
are canonical spherical Jˆ and contact form θˆ such that RJˆ,θˆ = −1. (and AJˆ,θˆ = 0. See
section 2) Let CJ denote the group of CR automorphisms relative to J with the identity
component C0J . We have a U(1) action on Sˆ given by fibre multiplications by unit-length
constants. Let S˜U(1) denote the space of U(1) invariant elements in S˜. Let C
U(1),0
Hˆ
denote
the identity component of the group of U(1) equivariant contact diffeomorphisms in C0
Hˆ
.
Proposition 4.8. (a) For J in S˜U(1), C0J equals U(1) = {fibre multiplications by unit-length
constants} and is contained in the center of CU(1),0
Hˆ
.
(b) C
U(1),0
Hˆ
/U(1) acts on S˜U(1) freely and properly.
Proof. Any CR automorphism φ in C0J relative to J in S˜
U(1) is U(1)-equivariant by
Proposition 3.14 in [Ep]. Therefore it can be pushed down to a biholomorphism on Nˆ ,
which must be the identity since genus (Nˆ) ≥ 2. On the other hand φ extends to a
holomorphic bundle automorphism of Lˆ. Therefore φ is just a fibre multiplication by a
nonzero holomorphic function on Nˆ , which must be constant since Nˆ is closed (compact
without boundary). (cf. Proposition 3.4) The second conclusion of (a) follows by the
definition of C
U(1),0
Hˆ
. Now (b) is clear by (a) and Proposition 4.7. 
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In the next section we will parametrize a certain open connected subspace St0 of
St,U(1) = S˜U(1)/C
U(1),0
Hˆ
as a smooth manifold and show that St0 is diffeomorphic to
P tic0 , an open connected subspace of P
t
ic.
5. The smooth manifold structure on St0: Proof of Theorem A and Corollary B
Let P˜ic0 be the connected component of P˜ic, containing (Lˆ, Jˆ). Define P
t
ic0
to be the
quotient space of P˜ic0 modulo the action of B or Bdiff0. P
t
ic0
is an open connected subset
of P tic. (actually they are the same since P˜ic is known to be connected. But we do not
pursue it here)
Given an element (Lˆ, J˜) in P˜ic0 , there associates a unique (up to a positive constant
multiple) hermitian metric ‖ ‖J˜ on Lˆ according to Proposition 2.1. Define ρ : Lˆ\the zero
section→ R by ρ(s) = ‖s‖Jˆ/‖s‖J˜ . Here Jˆ denotes the complex structure on Lˆ (and also Sˆ)
associated to the fixed (or reference) holomorphic line bundle (Lˆ, Nˆ) as before. It follows
that ρ(λs) = ρ(s) for λ in C\{0}, so ρ can be pushed down to define a function on Nˆ , still
denoted ρ. Define mρ : Lˆ→ Lˆ by
mρ(s) = ρ(πˆ(s))s
where πˆ : Lˆ → Nˆ is the projection. Note that mρ maps Sˆ = {s ∈ Lˆ : ‖s‖Jˆ = 1} onto
SJ˜ = {s ∈ Lˆ : ‖s‖J˜ = 1}. The contact bundle H˜ defined by subbundle of T Sˆ, invariant
under the endomorphism m∗ρJ˜ restricted to T Sˆ, differs from Hˆ in general. We need the
U(1)-invariant version of Gray’s theorem. Let M be a closed (compact without boundary)
smooth manifold of dimension 2n + 1 with a smooth U(1) action. Suppose for each ξ
in U(1), the action Aξ on M is a diffeomorphism. Let Diff
U(1)(M) denote the space
of all U(1)-equivariant diffeomorphisms. Let BU(1) denote the space of all U(1)-invariant
(smooth) contact bundles. It is clear that DiffU(1)(M) acts on BU(1) by pushing forward.
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In Appendix A, we will show that both DiffU(1)(M) and BU(1) are smooth tame Frechet
manifolds in the terminology of [Ha]; we will also show the following U(1)-invariant version
of Gray’s theorem. (cf. Theorem 2.4.6 in [Ha])
Theorem 5.1. Any contact bundle near a given oneH inBU(1) is conjugate to H by a U(1)-
equivariant diffeomorphism near the identity. The identity component of DiffU(1)(M)
acts transitively on each component of BU(1).
Now apply Theorem 5.1 to our case: M = Sˆ with the U(1) action given by fibre
multiplications by unit-length constants. (cf. section 4) Since mρ is U(1)-equivariant
(U(1) action also defined on Lˆ), H˜ is U(1)-invariant, so there exists a U(1)-equivariant
diffeomorphism φ with φ∗Hˆ = H˜. Note that two choices of such φ are different by U(1)-
equivariant contact diffeomorphisms, i.e. the inverse of the one composed with the other
belongs to C
U(1),0
Hˆ
. Using φ to pull back the U(1)-invariant CR structure (H˜,m∗ρJ˜ |H˜)
on Sˆ, we obtain a U(1)-invariant CR structure J = (mρ ◦ φ)∗(J˜)|Hˆ in S˜U(1). Define
τ˜ : P˜ic0 → S˜U(1) by τ˜(Lˆ, J˜) = (Sˆ, Hˆ, J) where J = (mρ ◦ φ)∗(J˜)|Hˆ. The map τ˜ gives rise
to a map
τ t : P tic0 → St,U(1).
(”uniqueness” of ‖ ‖J˜ by Proposition 2.1) Recall that St,U(1) = S˜U(1)/CU(1),0Hˆ . Endow
S˜U(1) with the C∞-topology so that St,U(1) has the induced quotient topology.
Proposition 5.2. The map τ t : P tic0 → St,U(1) is a homeomorphism onto its image.
Proof. To prove τ t is continuous, we will suitably choose a unique ‖ ‖J˜ and a unique φ
for a given J˜ . Remember ‖ ‖J˜ is determined by λ in (2.3). We normalize the solution λ
of (2.3) by requiring λ = 1 at some point p, so λ is uniquely determined. Furthermore,
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the map :J˜ → λ is continuous by the standard arguments in the elliptic theory. (apply
the Harnack estimates (Theorems 9.20, 9.22 in [GT]) to get upper bounds for logλ and
logλ−1 (cf.(3.22))) Let Diff
U(1)
0 (M) denote the identity component of Diff
U(1)(M). Let
B
U(1)
0 denote the connected component of B
U(1), containing Hˆ. To pick up a unique φ,
we invoke the following result.
Lemma 5.3. There is a local smooth tame map s : B
U(1)
0 → DiffU(1)0 (M) near a reference
point H0 such that s(H˜)∗(H0) = H˜.
We will prove Lemma 5.3 in Appendix A. By Lemma 5.3, the map:J˜ → H˜ composed
with s gives a continuous map: J˜ → φ near a reference point. We have shown that τ t
is continuous. On the other hand, given J in S˜U(1), we can extend J to J˜ in P˜ic as
below. For y not in the 0-section of Lˆ, let ρ = ‖y‖Jˆ and define J˜y by the fibre dilation:
J˜y(v) = Jx(m
−1
ρ∗ (v)) for v in mρ∗Hˆx, x = m
−1
ρ (y). Since J is U(1)-invariant, it can be
pushed down to define a complex structure c on Nˆ : c(πˆ∗(v)) = πˆ∗(Jv) for v in Hˆℓ, ℓ in
Sˆ. Here we identify Hˆℓ with the tangent space of Nˆ at πˆ(ℓ). Let s0 denote the 0-section:
Nˆ → Lˆ. For y in s0(Nˆ), we define J˜y(v) = s0∗c(πˆ∗(v)) for v in Ty(s0(Nˆ)). For v tangent
to fibres, we just define J˜ to be the usual complex structure on C in local trivializations.
Now it is a matter to verify that J˜ is smooth and hence belongs to P˜ic. First observe that
the 2-plane distribution D on Lˆ defined by mρ∗Hˆ(ρ ∈ C\{0}) and tangent spaces of s0Nˆ
is smooth. (in a local trivialization (z, w), this distribution can be described by the kernel
of the one-form ihzwdz + ihdw. Here h(z, z¯) = ‖s(z)‖2Jˆ for a local holomorphic section
s. cf. (2.4)) To show J˜ is smooth, it is enough to prove J˜(v) is smooth for every smooth
vector field v. Write v = vD + vf . Here vD in D is smooth while vf is a smooth vector
field tangent to the fibres. It is obvious that J˜(vf ) is smooth. Let il denote the linear
isomorphism: Tπˆ(ℓ)Nˆ → Dℓ for ℓ ∈ Lˆ so that iℓ ◦ πˆ∗ = identity on Dℓ. Note that iℓ = s0∗
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at πˆ(ℓ) for ℓ in s0(Nˆ). Now we can express
J˜ℓ(vD(ℓ)) = iℓ ◦ c(πˆ∗(vD(ℓ))).
Since i : ℓ→ iℓ is smooth as viewed as a section of End(πˆ∗(TNˆ),D) over Lˆ, it follows that
J˜(vD) is smooth, hence J˜ is smooth. It is not hard to see that the map e˜xt : S˜
U(1) → P˜ic
defined by e˜xt(J) = J˜ is continuous. (see also [Ep] for precise construction in a local
trivialization and in terms of type (0, 1) vector fields) Moreover, e˜xt induces a continuous
map ext from St,U(1) to P tic by the proof of Proposition 2.4 and ext◦ τ t equals the identity
for the same reason. Therefore τ t is injective and hence a homeomorphism onto its image.

In fact τ t is surjective onto the connected component of St,U(1), containing the reference
element [Jˆ ]. We will see this below. First let us determine the universal cover of (Sˆ, Hˆ, Jˆ).
Denote the unit disc in the complex plane C by D. Define the hermitian metric ‖ ‖e on
the trivial holomorphic line bundle D × C by
‖(z, w)‖e = |w|2/(1− |z|2)e
for e = m/(g−1). (recall that −m is the first Chern number of Lˆ and g is the genus of Nˆ)
It is a direct verification that h(z, z¯) = ‖(z, 1)‖e satisfies (2.1) in D, the universal cover of
Nˆ . Write an element A in U(1, 1)× U(1) as below:
A =

a b 0
c d 0
0 0 u

for u in U(1),
(
a b
c d
)
in U(1, 1) with respect to the quadratic form given by
(
1 0
0 −1
)
.
The group U(1, 1)× U(1) acts on D × C by
A(z, w) = ((az + b)/(cz + d), uw/(cz + d)e).
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It is easy to see that A leaves ‖ ‖e invariant. (just note that |z|2 − |w|2 = |az + bw|2 −
|cz + dw|2) Define Se ⊂ D × C by ‖ ‖e = 1. It follows that S1/(g−1) is an m to 1 cover
of Sm/(g−1) = Se and a g − 1 to 1 cover of S1. Since S1 (= S3\{w = 0}) is obviously
spherical, Se is spherical too. The holomorphic line bundle Lˆ over the Riemann surface
Nˆ gives rise to a representation of π1(Nˆ) in PU(1, 1) × U(1) acting on D × C. Here
PU(1, 1) = SU(1, 1)/center acts on D as holomorphic transformations. It follows that
Se/π1(Nˆ) is a spherical circle bundle of Lˆ over Nˆ with the hermitian metric induced from
‖ ‖e satisfying (2.1). By uniqueness (up to a constant multiple) Sˆ = Se/π1(Nˆ). As a
consequence, the universal cover of Sˆ (as CR manifold), denoted S˜, is the same for any
(g, c1) and is the infinite cyclic cover of S1 = S
3\{w = 0}. It is well known (e.g. [BS])
that S˜ is homogeneous.
Proposition 5.4. Every element in S˜0 is U(1)-invariant up to a contact diffeomorphism in
C0
Hˆ
.
Proof. First note that every spherical CR manifold is locally homogeneous in the weak
sense (i.e. any two points have isomorphic neighborhoods). By Theorem 8.2 of [ENS] or
Theorem 4 of [Go], the universal cover of any element in S˜0 is homogeneous and hence is
CR equivalent to S˜ by the classification. ([BS] or [ENS]) Denote Γ the fundamental group
of Sˆ. It is not hard to see (e.g. [FG] p.44) by the theorem of Seifert and Van Kampen that
Γ has a presentation:
Γ = 〈a1, b1, ..., ag, bg, h : Πi=gi=1[ai, bi] = h−m, h central〉
(−m is the first Chern number or Euler number). Realize Γ as Deck transformations of
S˜ via the homomorphism j : Γ → AutCR(S˜). It is known ([BS], p.234) that AutCR(S˜)
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satisfies the following exact sequence:
0→ R→ AutCR(S˜) pr−−−−→ PU(1, 1)→ 1.
We claim that pr◦j(h) = I, the identity. Since the quotient space j(Γ)\S˜ is CR equivalent
to (Sˆ, Hˆ, J) for some J in S˜0, it is compact, and hence has finite invariant measure.
AutCR(S˜) acts on S˜ transitively with the compact isotropy group, isomorphic to U(1), so
j(Γ)\ AutCR(S˜) is compact, and hence has finite invariant measure. Let H = pr ◦ j(Γ).
It follows that H\PU(1, 1) is compact and has finite invariant measure. By Lemma 5.4 in
[Ra], H has property (S) in PU(1, 1). Therefore by Corollary 5.18 in [Ra] the centralizer
Z(H) of H in PU(1, 1) is the centre of PU(1, 1), which consists of the identity. Now
note that pr ◦ j(h) is in Z(H) since h is central. Hence pr ◦ j(h) = I, so h is mapped
into the R part by j. Let dev denote the developing map from S˜ onto S1 ⊂ S3. Let
hol denote the holonomy map from AutCR(S˜) onto AutCR(S1) = PU(1, 1) × U(1) ⊂
AutCR(S
3) = PU(2, 1). The developing pair (hol, dev) induces naturally another pair
(hol′, dev′) : (AutCR(S˜), S˜)→ (AutCR(Se), Se) by noting that both S1 and Se are covered
by the common covering space S1/(g−1). Let a
′
i, b
′
i, h
′ denote the corresponding generators
of ai, bi, h under the map hol
′ ◦ j, respectively. By projecting the commutator relation in
Γ into the U(1) part of AutCR(Se), we obtain I = (h
′)−m. But for Jˆ , h′ = I. Hence for
J in S˜0, h′ is also equal to the identity by continuity. (note that the representation map
j depends on our spherical CR structure J on (Sˆ, Hˆ)) Thus the subgroup hol′ ◦ j(Γ) of
AutCR(Se) can be viewed as a representation of π1(Nˆ) generated by a
′
i, b
′
i in AutCR(Se).
Therefore hol′◦j(Γ)\Se is the spherical circle bundle SL of some holomorphic line bundle L,
determined by Proposition 2.1, as discussed previously. (in particular it is U(1)-invariant)
On the other hand, hol′◦j(Γ)\Se is CR equivalent to j(Γ)\S˜ representing (Sˆ, Hˆ, J) in view
of dev′ being a covering map. Let Σ denote the CR isomorphism from (Sˆ, Hˆ, J) onto SL.
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Composing a bundle isomorphism between Lˆ and L with a fibre multiplication map mρ,
we can construct a U(1)-equivariant diffeomorphism φ : Sˆ → SL. (note that Σ may not be
U(1)-equivariant) Now φ∗HL and φ
∗JL are invariant with respect to the U(1)-action on
Sˆ. By Theorem 5.1 we can find a U(1)-equivariant diffeomorphism ψ such that ψ ◦φ−1 ◦Σ
is in C0
Hˆ
while (ψ ◦ φ−1 ◦ Σ)−1∗(J) = ψ−1∗ ◦ φ∗(JL) is U(1)-invariant. 
Let S˜0 denote the connected component of S˜, containing (Sˆ, Hˆ, Jˆ). Let S˜0,U(1) denote
the space of U(1)-invariant elements in S˜0. Any (Sˆ, Hˆ, J) in S˜0,U(1) extends to a complex
structure J˜ on Lˆ. The argument in the above proof of Proposition 5.4 shows that (Sˆ, Hˆ, J)
is CR-equivalent to SL for a certain holomorphic line bundle L. The CR isomorphism be-
tween (Sˆ, Hˆ, J) and SL implies the existence of a holomorphic bundle isomorphism between
(Lˆ, J˜) and L in view of the proof of Proposition 2.4. Since SL is uniquely determined by L
(Proposition 2.1), it follows that (Sˆ, Hˆ, J) is uniquely determined by (Lˆ, J˜), i.e. suppose
two (Sˆ, Hˆ, Ji) have isomorphic extensions (Lˆ, J˜i), i = 1, 2, then (Sˆ, Hˆ, J1) is CR-equivalent
to (Sˆ, Hˆ, J2). Furthermore by Proposition 3.14 in [Ep] we have
Lemma 5.5. Let (Lˆ, J˜i) be the extension of (Sˆ, Hˆ, Ji) in S˜
0,U(1), i = 1, 2. Suppose (Lˆ, J˜1)
is isomorphic to (Lˆ, J˜2) by a bundle automorphism in Bdiff0. Then (Sˆ, Hˆ, J1) is CR-
equivalent to (Sˆ, Hˆ, J2) by a contact diffeomorphism in C
U(1),0
Hˆ
.
Let S˜U(1),0 denote the connected component of S˜U(1), containing (Sˆ, Hˆ, Jˆ). Define
St0 to be the quotient space of S˜
U(1),0 modulo C
U(1),0
Hˆ
(or C0
Hˆ
: two quotient spaces are
the same by the above discussion), i.e. two elements in S˜U(1),0 are equivalent if one is
carried to another by a contact diffeomorphism in C
U(1),0
Hˆ
(or C0
Hˆ
resp.) by pulling back.
Observe that St0 is an open connected subset of S˜
0,U(1)/C0
Hˆ
which equals S˜0/C0
Hˆ
in view
of Proposition 5.4. Since a CR equivalence φ between two U(1)-invariant CR circle bundles
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is U(1)-equivariant, we have St,U(1) (= S˜U(1)/C
U(1),0
Hˆ
) = S˜U(1)/C0
Hˆ
.
Proposition 5.6. τ t : P tic0 → St0 is surjective and a homeomorphism in view of Proposition
5.2.
Proof. Given an element (Sˆ, Hˆ, J) in S˜U(1),0, there associates an extension (Lˆ, J˜) in P˜ic0 .
We claim τ t([(Lˆ, J˜)]) = [(Sˆ, Hˆ, J)]. Recall that the construction of τ t involves a map mρ
and a U(1)-equivariant diffeomorphism φ on Sˆ. Extend φ to a bundle automorphism φ˜ in
Bdiff0. τ˜(Lˆ, J˜) = (Sˆ, Hˆ, (mρ ◦φ)∗(Jˆ)|Hˆ) is the restriction of (mρ ◦ φ˜)∗(J˜) on Lˆ to (Sˆ, Hˆ).
Since mρ ◦ φ˜ is a bundle automorphism of Lˆ in Bdiff0, it follows that (Sˆ, Hˆ, (mρ ◦φ)∗(J˜))
is CR-equivalent to (Sˆ, Hˆ, J) by a contact diffeomorphism in C
U(1),0
Hˆ
according to Lemma
5.5. 
We remark that in [KT] Kamishima and Tan studied the deformation space of U(1)-
invariant spherical CR-structures by analyzing the space of developing pairs. Their de-
formation space for M = Sˆ is in one-to-one correspondence with our space St,U(1) by
”contact” reduction. According to Corollary 5.2.2 in [KT], this space is homeomorphic
to Hom(π1(Nˆ), PU(1, 1))/PU(1, 1) × T 2g, and it is well known that the dimension of
Hom(π1(Nˆ), PU(1, 1))/PU(1, 1) is 6g − 6, the dimension of Teichmuller space.(e.g. [Go])
Thus the total dimension is 6g− 6+ 2g = 8g− 6 (cf. Theorem 6 (d) in [Go]) while Propo-
sition 5.6 shows that an open connected subset St0 of S
t,U(1) is homeomorphic to P tic0 of
the same dimension by Theorem 3.9.
Next we want to endow St0 with a natural differentiable structure through the general
local slice theorem, and with this differentiable structure on St0, τ
t in Proposition 5.6 is a
diffeomorphism. Given J in S˜U(1),0, there passes a local slice S of J according to Theorem
A of [CL2]. Let P denote the diffeomorphism given in Theorem A (1) of [CL2]. Define
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ψ : P˜ic0 → S near (Lˆ, J˜) with τ˜ (Lˆ, J˜) = (Sˆ, Hˆ, J) by
(5.1) ψ = projS ◦P−1 ◦ τ˜ .
Here projS denotes the projection onto the S-component. Since the pullback by a contact
diffeomorphism does not change the vanishing of the Cartan tensor, ψ actually maps
into Q−1(0). At (Lˆ, J˜), there passes a local slice, denoted SPic, by Lemma 3.7. We
claim ψ : SPic → Q−1(0) is an immersion (between two finite dimensional manifolds)
by choosing unique ρ and φ in defining τ as explained in the proof of Proposition 5.2.
First note that the action of bundle automorphisms does not change the transversality of
tangent vectors at J˜ in P˜ic0 . (here transversality means transverse to the orbit of B or
Bdiff0 acting on J˜) Use the bundle automorphism mρ ◦ φ˜ in the proof of Proposition 5.6
to reduce our immersion problem to the following:
Lemma 5.7. Let J in S˜U(1),0 be the restriction of its extension J˜ in P˜ic0 . Let J˜
′ be an
infinitesimal variation of J˜ and J ′ be the corresponding infinitesimal variation of J in J.
Suppose J ′ is tangent to the orbit of C0
Hˆ
acting on J . Then J˜ ′ is also tangent to the orbit
of B acting on J˜ .
Proof. Take a local trivialization (z, w) of Lˆ relative to J˜ with w being the fibre coordinate.
Let s be the local holomorphic section given by z → (z, 1). Let h = h(z, z¯) = ‖s(z)‖2
where the hermitian metric ‖ ‖ is chosen according to Proposition 2.1. By Lemma 5.5
Sˆ is precisely discribed by ‖ ‖ = 1 or hww¯ = 1 in the above local trivialization. It
is easy to verify that Z = ∂z − (logh)zw∂w is tangent to Sˆ. Let θ1 = dz, θ2 = dw +
(logh)zwdz. Then {θ1, θ2} is dual to {Z, ∂w}. Now we can write J = iθ1 ⊗ Z+ conjugate
and J˜ = J + (iθ2 ⊗ ∂w+conjugate). Moreover let J˜t be a family of extensions of Jt with
J˜0 = J˜ , J0 = J . Let Zt = Z + atZ¯ be a frame of type (1,0) with respect to Jt with
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a0 = 0. (i.e. an eigenvector of Jt with eigenvalue i) Let θ
1
t = (θ
1− (a¯t)θ1¯)/(1−|at|2). It is
straightforward to determine θ2t such that {θ1t , θ2t , θ1¯t , θ2¯t } is dual to {Zt, ∂w, Z¯t, ∂w¯}. The
result is θ2t = dw + (logh)zwθ
1
t + a¯t(logh)zwθ
1¯
t .
It follows that J˜t = Jt + (iθ
2
t ⊗ ∂w + conjugate). Computing the derivative at t = 0
gives
J˜ ′t = J
′
t = 2ia
′
tdz ⊗ Z¯ + conjugate
by observing that θ2
′
t = 0. Writing J˜
′
t = E1
1¯dz⊗∂z¯+E1∗w¯dz⊗∂w¯ + conjugate (cf. (3.6)),
we obtain E1
1¯ = 2ia′t, E1
∗ = −2ia′t(logh)z¯. Hence E1 = E1∗ + E11¯Γ¯ = 0 (cf.(3.24)) by
noting that Γ = (logh)z. Now by the assumption we can write J
′ = B′J(f) = f,1
1¯θ1⊗ Z¯ +
conjugate. (in [CL1] we write Z1 instead of Z, and choosing the specific contact form (2.4),
we have the torsion A1
1¯ to vanish by (2.6)) That is to say, 2ia′t = f,1
1¯. To show J˜ ′ = P (V )
for some V represented by (v1, v) (cf. (3.31)), we take v1 = f, 1/2i and v = −µf/2i. It
follows that P (V ) = 2i(v1,1¯, v,1¯ + µv1¯) = (f,
1
1¯, 0) = (E1¯
1, 0) which represents J˜ ′. 
Proof of Theorem A: By Lemma 5.7 the differential of τ˜ maps a tangent vector of SPic
at J˜ to a tangent vector transverse to the orbit of C0
Hˆ
acting on J . It follows that the
differential of ψ (cf.(5.1)): SPic → Q−1(0) is injective. Therefore ψ|SPic is an immersion
by the inverse function theorem, so ψ|SPic gives rise to a local coordinate map for St0
near [J] in view of Proposition 5.6. Transition functions of these coordinate maps are
smooth because SPic’s can be viewed as local coordinate neighborhoods for the smooth
manifold P tic. (cf. Theorem C) Thus S
t
0 is a smooth manifold and in the way to define
its differentiable structure we actually obtain that τ t is a diffeomorphism. Hence the
dimension of St0 equals the dimension of P
t
ic, which is 2(4g − 3) = 8g − 6 by Theorem C.

Proof of Corollary B : ι is well defined in view of Proposition 5.4. ¿From the proof of
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Proposition 5.4 we learn that any spherical (Sˆ, Hˆ, J) in S˜0 is CR-equivalent to SL for some
holomorphic line bundle L. Let φ : (Sˆ, Hˆ, J)→ (SL, HL, JL) denote this CR-isomorphism.
Take θ = φ∗(θL). It is obvious that (Sˆ, Hˆ, J, θ) is in M˜
0
−1,0 and ι maps [(Sˆ, Hˆ, J, θ)] to
[(Sˆ, Hˆ, J)]. Thus ι is surjective and hence bijective in view of Corollary 2.3. On the other
hand it is easy to see that both ι and its inverse are continuous, so ι is a homeomorphism.

Appendix A: The U(1)-invariant version of Gray’s theorem
We will prove Theorem 5.1 and Lemma 5.3. First denote the smooth U(1) action by
Uρ, 0 ≤ ρ ≤ 2π with U0 = U2π. Pick a U(1)-invariant metric g. (which can be obtained by
averaging the action on an arbitrary metric) Any U(1)-invariant contact bundle H inBU(1)
can be uniquely determined by a U(1)-invariant 1-form θ with θ ∧ dθ 6= 0 and |θ|g = 1.
Here | |g denotes the pointwise length with respect to the metric g. Still denote the space
of all such 1-forms by BU(1).
Lemma A.1. BU(1) is a tame Frechet submanifold of the tame Frechet manifold B.
Proof: Let Ω1 (Ω1U(1), respectively) denote the space of all smooth (U(1)-invariant, respec-
tively) 1-forms on our closed manifold M. It is known that Ω1 is a tame Frechet space
([Ha]). Since the process of averaging the U(1) action on a 1-form is a tame linear map
from Ω1 to Ω1U(1), it follows that Ω
1
U(1) is a tame direct summand, hence a tame Frechet
space. (Lemma 1.3.3 on p.136 in [Ha]) Now consider the space
TθB
U(1) := {smooth 1-form η : 〈η, θ〉g = 0, U∗ρη = η}
where 〈, 〉g denote the pointwise inner product with respect to g. It is easy to see that the
linear map proj : Ω1U(1) → TθBU(1) given by proj(η) = η − 〈η, θ〉gθ is tame. Therefore
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TθB
U(1) is a tame direct summand of Ω1U(1), hence a tame Frechet space. Define a map
Φθ : TθB
U(1) → BU(1) by
Φθ(η) = (η + θ)/|η + θ|g.
If we endow BU(1) with the C∞ topology, then Φθ is a local homeomorphism near 0 with
its inverse πθ given by
πθ(η) = η/〈η, θ〉g − θ.
Now we can compute the transition function for the overlap of two neighborhoods centered
at θ and θ′:
πθ′ ◦ Φθ(η) = (η + θ)/〈η + θ, θ′〉g − θ′.
It is easy to see that πθ′ ◦Φθ is smooth tame. We have shown that BU(1) is a tame Frechet
manifold. Actually the map Φθ also parametrizes B near θ. Therefore B
U(1) is a tame
Frechet submanifold of B. 
Lemma A.2. DiffU(1)(M) is a tame Frechet submanifold of Diff(M), the group of
smooth diffeomorphisms on M . Moreover, DiffU(1)(M) is a smooth tame Lie group.
Proof: Let TeDiff(M)(TeDiff
U(1)(M), respectively) denote the space of all smooth
(U(1)-invariant, respectively) vector fields on M . Here e denotes the identity diffeomor-
phism. It is easy to see that the map pr : TeDiff(M)→ TeDiffU(1)(M) given by
pr(X) =
1
2π
∫ 2π
0
Uρ∗(X)dρ
is linear and tame. Therefore TeDiff
U(1)(M) is a tame direct summand of the tame
Frechet space TeDiff(M). It follows that TeDiff
U(1)(M) is also a tame Frechet space.
Given a smooth vector field X on M , we denote exppX the time =1 point of the geodesic
(with respect to the invariant metric g) passing through p inM with the velocityX . Define
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Ψ : TeDiff(M) → Diff(M) by Ψ(X)(p) = exppX. It is known that Ψ parametrizes
Diff(M) near e. Moreover, Ψ maps the subspace TeDiff
U(1)(M) (injectively for sure)
intoDiffU(1)(M) since Uρ’s are isometries with respect to g. We claim that Ψ restricted to
TeDiff
U(1)(M) is actually surjective onto DiffU(1)(M). Suppose φ is a U(1)-equivariant
diffeomorphism near e and letX = Ψ−1(φ). We need to show thatX is U(1)-invariant. Let
φt denote the geodesic flow of X with respect to g. Since Uρ is an isometry (with respect
to g), Uρ ◦ φt(p) is a geodesic connecting Uρ(p) (t = 0) and Uρ ◦ φ(p)(t = 1) for p in M .
On the other hand, φt ◦ Uρ(p) is a geodesic connecting Uρ(p) (t = 0) and φ ◦ Uρ(p)(t = 1)
which equals Uρ ◦ φ(p) by the assumption. Now for φ close enough to e, the uniqueness
of geodesics connecting two points in a convex neighborhood implies Uρ ◦ φt = φt ◦ Uρ. It
follows that Uρ∗ ◦X = X ◦Uρ, i.e. X is U(1)-invariant, so Ψ parametrizes DiffU(1)(M) as
a tame Frechet submanifold of Diff(M) near e. For a U(1)-equivariant diffeomorphism
ψ 6= e, the local parametrization Ψψ defined by Ψψ(X) = Ψ(X) ◦ ψ for Diff(M) also
parametrizes DiffU(1)(M) near ψ when X ’s are restricted to TeDiff
U(1)(M). We have
shown that DiffU(1)(M) is a tame Frechet submanifold of Diff(M). It is easy to see
that DiffU(1)(M) is a group under composition and Diff(M) is a smooth tame Lie group
(p.148 in [Ha]). It follows that DiffU(1)(M) is also a smooth tame Lie group. 
PROOF OF THEOREM 5.1: The action P : DiffU(1)(M)×BU(1) → BU(1) is described
by
P (φ, θ) = φ∗θ/|φ∗θ|g.
It is easy to see that the maps:(φ, θ) → φ∗θ and η → 〈η, η〉 12g = |η|g are smooth tame, so
P is smooth tame. Let bθ(X) = D1P (e, θ)(X), the partial derivative with respect to the
first variable of P at the identity e. Let H denote the contact bundle annihilated by the
contact form θ. Let φt be a smooth family of U(1)-equivariant diffeomorphisms such that
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φ0 = e and
d
dt |t=0φt = X . We compute
d
dt
|t=0|φ∗t θ|−1g =
d
dt
|t=0(|φ∗t θ|2g)
−1
2
= (−1
2
) · 2〈X⌋dθ, θ〉g
= −〈X⌋dθ, θ〉g
for X tangent to H. It follows that for X tangent to H,
bθ(X) =
d
dt
|t=0P (φt, θ)
=
d
dt
|t=0φ∗t θ +
d
dt
|t=0|φ∗t θ|−1g θ
= X⌋dθ − 〈X⌋dθ, θ〉gθ
= πH∗(X⌋dθ).
Here πH∗ is the projection onto the orthogonal complement of θ. Now given η in TθB
U(1),
we want to find X such that πH∗(X⌋dθ) = η. It is easy to find a unique X tangent
to H so that X⌋dθ = η on H. Since θ,H, and η are all U(1)-invariant, it follows that
X is also U(1)-invariant by uniqueness. On the other hand, X⌋dθ = πH∗(X⌋dθ) on H.
But η is orthogonal to θ. Thus bθ(X) = πH∗(X⌋dθ) = η. We have proved that the map:
X → bθ(X) = D1P (e, θ)(X) from TeDiffU(1)(M) to TθBU(1) is surjective with a right
inverse η → X . It is easy to check that the linear map:η → X is tame. Now our theorem
follows from Theorem 2.4.1 on p.198 in [Ha]. 
PROOF OF LEMMA 5.3: First observe that in the proof of Theorem 2.4.1 on p.198 in
[Ha], we actually show that the action with a reference point fixed is locally surjective and
has a smooth tame right inverse by Theorem 1.1.3 on p.172 in [Ha]. This means in our
case the action φ → P (φ, θ0) with θ0 fixed is locally surjective and has a smooth tame
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right inverse V . Set s(H˜) = (V (θ˜))−1 where θ˜ is the contact form associated to the contact
bundle H˜ near H0. 
Appendix B: An infinitesimal slice of M˜−1,0/CHˆ
Take a family of pseudohermitian structures (J(t), θ(t)) on (Sˆ, Hˆ) with J(0) = Jˆ , θ(0) = θˆ.
At t = 0, express
(B.1) (
·
J(t),
·
θ(t)) = (2E1
1¯θˆ1 ⊗ Zˆ1¯ + 2E1¯1θˆ1¯ ⊗ Zˆ1, 2hθˆ)
where E1
1¯ is a deformation tensor at Jˆ and h is just a real-valued function. (see (2.14) on
p.231 in [CL1]; also note θ(t)|Hˆ = 0) Next we observe the action of CHˆ . Let φt ∈ CHˆ be
a family of contact diffeomorphisms with φ0 = identity. Compute
d
dt
|t=0(φ∗t Jˆ , φ∗t θˆ) = (LXf Jˆ , LXf θˆ) (Lemma 3.4 on p.239 in [CL1])
= (2B′
Jˆ
f,−(Tˆ f)θˆ) ((3.13) and the proof of Lemma 3.4 in [CL1])
where B′j is the second-order operator defined on p.236 in [CL1] and Tˆ is the vector field
uniquely determined by θˆ(Tˆ ) = 1, Tˆydθˆ = 0. Define
B˜′
Jˆ
f = B′
Jˆ
f − 1
2
(Tˆ f)θˆ.
Then we have the following orthogonal decomposition:
(B.2) T(Jˆ ,θˆ){(J, θ) : θ|Hˆ = 0} = KerB˜Jˆ ⊕ Range B˜′Jˆ
where B˜Jˆ is the adjoint operator of B˜
′
Jˆ
, given by
B˜Jˆ(E˜) = BJˆE +
1
2
h,o
for E˜ = E + hθˆ, E = E1
1¯θˆ1 ⊗ Zˆ1¯ + E1¯1θˆ1¯ ⊗ Zˆ1. Here BJˆ is defined on p.235 in [CL1].
Note that Range B˜′
Jˆ
is the tangent space of the orbit of CHˆ passing through (Jˆ , θˆ). The
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decomposition (B.2) is valid either in L2 category or in C∞ category mainly because of
the fourth-order operator B˜JˆB˜
′
Jˆ
= ∆Jˆ − 14 Tˆ 2 = 12L∗αLα+O2 (α = i
√
7
2
) being subelliptic.
(see Lemma 2.1 in [CL2]) Now linearizing the equations RJ,θ ≡ −1, AJ,θ ≡ 0 at (Jˆ , θˆ) in
the direction (
·
J,
·
θ) given by (B.1), we obtain
(B.3)
{
i(E1
1¯
,1¯
1 −E1¯1,11¯) + 2h+ 4∆bh = 0
E1¯
1
,0 + 2h,1¯
1 = 0
by (5.15), (5.9) in [Lee] and (2.20), (2.18) in [CL1], where ∆bh = −(h,11 + h,1¯1¯). (see
(4.10) in [Lee]) Since elements in Range B˜′
Jˆ
satisfy the linear equations (B.3), we get from
(B.2) that an infinitesimal slice of M˜−1,0/CHˆ is the intersection of KerB˜Jˆ and the solution
space of (B.3). Write K˜ = K + kθ in this infinitesimal slice. It follows that K˜ satisfies the
following system of equations:
K1
1¯
,1¯
1 +K1¯
1
,1
1¯ + 1
2
k,0 = 0
i(K1
1¯
,1¯
1 −K1¯1,11¯) + 2k + 4∆bk = 0
K1¯
1
,0 + 2k,1¯
1 = 0.
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