Using the Ratios Conjecture, we write down precise formulas with lower order terms for the one and the two level densities of zeros of quadratic Dirichlet L-functions over function fields. We denote the various terms arising as Type-0, Type-I and Type-II contributions. When the support of the Fourier transform of the test function is sufficiently restricted, we rigorously compute the Type-0 and Type-I terms and confirm that they match the conjectured answer. When the restrictions on the support are relaxed, our results suggest that Type-II contributions become important in the two level density.
Introduction
In this paper we compute the one and the two level densities of zeros of L-functions associated to quadratic characters over function fields. We compute certain Type-I contributions (as in the work of Conrey and Keating [11, 12, 13, 14, 17] ) and write down explicit conjectural Type-II terms predicted by the Ratios Conjecture [10] .
Understanding zeros in families of L-functions is a problem of considerable interest which has been much-studied. Katz and Sarnak [27, 28] conjectured that the behavior of zeros close to the central point in a family of L-functions coincides with the distribution of eigenvalues near 1 of matrices in a certain symmetry group associated to the family. There is an abundance of papers in the literature in which the above mentioned agreement is observed (for example [26, 25, 32, 24] ).
When computing the n-level density of zeros for a particular family of L-functions, the Katz and Sarnak conjectures predict the main term in the asymptotic formula. Conrey, Farmer and Zirnbauer [10] conjectured formulas for averages of ratios of L-functions, and using the Ratios Conjecture, one can write down an explicit formula for the n-level density which recovers the Katz-Sarnak main term and further include lower order terms [18] . In the case of the Riemann zeta-function, the resulting expressions coincide with formulas obtained earlier by Bogomolny and Keating using the Hardy-Littlewood twin-prime conjecture [4] (see also [2, 6, 7] ).
A related problem is that of computing moments in families of L-functions. Using analogies with random matrix theory, Keating and Snaith [29, 30] conjectured asymptotic formulas with the leading order term for moments in various families. A more refined conjecture, due to Conrey, Farmer, Keating, Rubinstein and Snaith [9] , and similar in nature to the Ratios Conjecture [10] , predicts lower order terms undetected by the random matrix models. More recent work of Conrey and Keating [11, 12, 13, 14, 17] revisits the question of evaluating shifted moments of the Riemann zeta-function from a different perspective, and recovers the lower order terms predicted in [9] . Conrey and Keating used long Dirichlet polynomials rather than the approximate functional equation, and divide the terms that arise into certain Type-0, Type-I and Type-II contributions (depending on the number of swaps in the shifts). This builds on previous work in the case of the n-point correlation of the zeros by Bogomolny and Keating [3, 5] , where a similar division was first introduced (see also [15, 16] ). Here we use the same ideas to examine asymptotic formulas including lower order terms for the n level density of zeros. Throughout our paper, we use the Conrey and Keating nomenclature for Type-0, Type-I and Type-II terms.
For the family of quadratic Dirichlet L-functions,Özlük and Snyder [33] computed the one level density of zeros when the support of the Fourier transform of the test function is in (−2, 2). The higher densities in this family of L-functions were studied by Rubinstein [35] . For a Schwartz test function f ∈ S(R n ), even in all the variables, Rubinstein computed the n-level density when the Fourier transform of f is supported in n j=1 |u j | < 1, conditional on the Generalized Riemann Hypothesis. Gao [22] attempted to double the range in Rubinstein's result. More specifically, he showed that if f is of the form f (x 1 , . . . , x n ) = n i=1 f i (x i ) and eachf i is supported in |u i | < s i and n i=1 s i < 2, then the n-level density of zeros is equal to a complicated combinatorial factor A(f ). For n = 2, 3, he showed that A(f ) agrees with the Katz and Sarnak conjecture. Recent work of Entin, Roditty-Gershon and Rudnick [20] showed that indeed the combinatorial factor A(f ) obtained by Gao matches the random matrix theory prediction for all n. Their novel approach does not involve doing the combinatorics directly, but passing to a function field analog of the problem, taking the limit q → ∞ and using equidistribution results of Katz and Sarnak. An alternative approach was developed in [19, 31] .
In the function field setting, Rudnick [34] computed the one level density of zeros for the family of quadratic Dirichlet L-functions and showed that there is a transition when the support of the Fourier transform goes beyond 1. Bui and Florea [8] obtained infinitely many lower order terms when the support of the Fourier transform is in certain ranges, and further computed the pair correlation of zeros in the family.
In the present paper, we consider the two level density of zeros in the family of quadratic Dirichlet L-functions. Let H 2g+1 denote the space of monic, square-free polynomials of degree 2g + 1 over F q [x] . For simplicity, in the definition of the two level density, we take the test function to be equal to 1. The two level density of zeros is defined to be
where Λ(f ) denotes the von Mangoldt function over function fields, and χ D (f ) is the quadratic character. Using the Ratios Conjecture over function fields [1] , we write down precise formulas for the two level density in terms of Type-0, Type-I and Type-II contributions. The Type-I terms kick in when N ≥ 2g and Type-II terms appear when N ≥ 4g. We compute the Type-0 and Type-I terms rigorously by estimating sums over primes (i.e. over monic irreducible polynomials). Our approach in computing the two level density is more direct than the one used by Entin, Roditty-Gershon and Rudnick [20] , and we do not take q → ∞ (hence we do not use any equidistribution results). The Type-0 terms, or the so-called "diagonal", come from prime powers f 1 and f 2 in (22) with the product f 1 f 2 being a square. The diagonal terms are relatively straightforward to compute. Evaluating the Type-I terms is more subtle and requires more involved computations. We use the Poisson summation formula for the sum over D (after removing the squarefree condition) and then we compute the contribution from the parameter on the dual side of the Poisson summation formula being a square. We sum up these contributions and then we check that they match the answer conjectured from the Ratios Conjecture.
Type-I terms essentially come from squares on the dual side of the Poisson summation formula over function fields. Our methods do not allow us to identify the Type-II terms which only arise when N ≥ 4g, but we explicitly write down the conjectured Type-II contribution. This is one of our main goals: to draw attention to the fact that when the methods that have been employed successfully for many years in calculations of the one level density are applied to the two level density they fail to capture all of the terms, underlining the importance of developing methods to compute the Type-II terms in this case.
For the sake of completeness, we also include the computation of the one level density (with a shift) and match the terms we obtain with the Type-0 and Type-I contributions.
1.1. Outline of the paper. In Section 2 we gather a few useful lemmas we will need. In Section 3 we use the Ratios Conjecture to write down formulas for the one level density of zeros with Type-0 and Type-I terms (there are no Type-II terms for the one level density). We rigorously compute these terms when N < 4g and match them to the conjecture in Section 4. In Section 5 we again use the Ratios Conjecture to predict the Type-0, Type-I and Type-II contributions for the two level density. The diagonal terms are computed in Section 6 and Type-I terms in Section 7. In subsection 7.3 we combine the various contributions from Sections 7.1 and 7.2 and show that they agree with the conjecture. 
Lemmas
Let q ≡ 1 (mod 4) be a prime. We denote the set of monic polynomials over F q [x] by M. Let M n denote the set of monic polynomials of degree n, H n the set of monic, squarefree polynomials of degree n, and P n the monic, irreducible polynomials of degree n. The set of monic polynomials of degree less than or equal to n is denoted by M ≤n . For simplicity, we denote the degree of a polynomial f by d(f ). The norm of a polynomial f is defined by
The zeta-function over F q [x] is defined by
for ℜ(s) > 1. Since there are q n monic polynomials of degree n, one can easily show that ζ q (s) = 1 1 − q 1−s , and this provides a meromorphic continuation of ζ q with a simple pole at s = 1. Making the change of variables u = q −s , the zeta-function becomes
which has a simple pole at u = 1/q. Note that Z(u) is given by the Euler product
The quadratic character over F q [t] is defined as follows. For P a monic, irreducible polynomial let
We extend the definition of the quadratic residue symbol above to any monic D ∈ F q [t] by multiplicativity, and define the quadratic character χ D by
Since we assumed that q ≡ 1 (mod 4), note that the quadratic reciprocity law takes the following form: if A and B are two monic coprime polynomials, then
We define the von Mangoldt function to be
otherwise.
The following lemma expresses sums over squarefree polynomials in terms of sums over monics.
where the summations over C are over monic polynomials C whose prime factors are among the prime factors of f .
Proof. See Lemma 2.2 in [21] .
We define the generalized Gauss sum as follows. For f ∈ M, let
where the exponential over function fields was defined in [23] . Specifically, for a ∈ F q ((1/t)), e(a) = e 2πia 1 /q , where a = . . . + a 1 /t + . . .. The following two lemmas are Proposition 3.1 and Lemma 3.2 in [21] .
if j ≤ α and j even, −|P | j−1 if j = α + 1 and j even,
The following lemmas are the equivalent of the Polya-Vinogradov inequality and the Weil bound in function fields.
Proof. See, for example, Lemma 3.5 and p. 8033 in [8] .
Proof. See equation 2.5 in [34] .
Proof. See, for example, Lemma 3.7 in [8] .
The one level density -using the Ratios Conjecture
Consider
where the shift is assumed to satisfy |α| ≪ 1/g. Using an analogue of the Perron formula in the form
we get
for any r < q −1/2−ε . We enlarge the contour to |u| = r = q −ε . The Ratios Conjecture implies that (see, for example, Theorem 8.
and
Hence, up to an error of size O ε (q −g+εg ),
Enlarging the contours we cross the poles at u = 1 and u = ±q α in the first integral, and the only pole at u = 1 in the second integral. Note that B(u, α) is absolutely convergent for |u| < q 1/2−ε , so in the second integral we shift the contour to |u| = q 1/2−ε , obtaining an error term of size O ε (q −N/2+εN ). Hence the contribution of the first two terms in (5) is equal to
where
This should correspond to the diagonal terms.
For the remaining two terms in (5), we note that they vanish if N < 2g, and if N ≥ 2g they contribute
This should correspond to the Type-I terms. Combining (6) and (7) we arrive at the following conjecture.
Conjecture 3.1. We have
The one level density
We assume in this section that N < 4g.
4.1. The diagonal. The diagonal, denoted by I 0 1 (N ; α), corresponds to the terms f = P 2k in (2), and so in view of Lemma 2.6 we have
The first term, by the Prime Polynomial Theorem, is equal to
For the second term, note that
Hence,
Notice that the leading term matches up with (6).
4.2.
Type-I terms. We now evaluate the off-diagonal terms corresponding to f = P 2k+1 in (2),
Combining the Polya-Vinogradov inequality in Lemma 2.4 with the Prime Polynomial Theorem, the contribution of the terms with k ≥ 1 is
and the contribution of the terms with d(P ) = n is
The sums over h are non-zero only if 0 ≤ 2g ±1−2d(C) < d(P ). Since C|P ∞ and d(P ) ≥ g +1, we must have C = 1 and, consequently, d(P ) ≥ 2g. Thus,
Consider the terms with d(P ) odd. Applying Lemma 2.2 and Lemma 2.3, the expression inside the bracket is
Notice that V cannot be a square in the sums, and hence by Lemma 2.5, the contribution of these terms to 
As above, the contribution of the terms V non-square is negligible. For V = , as d(V ) < d(P ) we have χ P (V ) = 1. Thus, the contribution from V = is
We hence obtain that
Notice that the leading term matches up with (7).
5.
The two level density -Using the Ratios Conjecture 5.1. The Ratios Conjecture. We would like to study
using the recipe in [18] , where the shifts are assumed to satisfy |α|, |β|, |γ|, |δ| ≪ 1/g.
We use the approximate functional equation for each of the two L-functions in the numerator. The contribution coming from the first parts of the approximate functional equations is equal to
We only keep the terms with f 1 f 2 h 1 h 2 = . The above expression then becomes
Using multiplicativity, this is equal to
The contributions from the other parts of the approximate functional equations can be determined by using the functional equation
. Hence we have the following.
Notice that for a function f (u, v) analytic at (u, v) = (r, r) and a function F (s) having a simple pole at s = 1 with residue r F , we have ∂ ∂α
As r ζq = 1/ log q, taking derivatives with respect to α and β, and setting γ = α, δ = β we obtain
Equivalently we have
) .
The two level density. Consider
Using the Perron formula (3) this is equal to
for any r < q −1/2−ε . We enlarge to contour to |u| = r = q −ε . In view of Conjecture 5.3 we write
The terms coming from the first parts of the approximate functional equations, R 1 (u, α, β), correspond to the diagonal terms, while the terms coming from only 1 swap in the approximate functional equations, R 2 (u, α, β) and R 3 (u, α, β), correspond to the Type-I terms. Type-II terms are the terms with 2 swaps, R 4 (u, α, β). For the 0 swap terms we have
Concerning the 1 swap terms we have
Note that 1 swap terms kick in once N ≥ 2g. In the computation of Type-I terms in section 7 we also assume that N < 4g. We write T 2 (u, α, β) as a sum of four terms. For the first three terms, we claim that we can truncate the sum over P to those primes P with d(P ) < g; otherwise the corresponding integrals in equation (11) will be equal to zero. Indeed, in order for the integrals to be non-vanishing, we need 2g + 2d(P ) = N . Since N < 4g it follows that d(P ) < g. We write the fourth term in the expression of T 2 (u, α, β) as
We use the Prime Polynomial Theorem for the sum over d(P ) ≥ g above and without worrying abut convergence issues since the recipe is a heuristic argument, we replace it by what we get by summing the geometric series. Then when N < 4g we rewrite
We remark that although the term in the second line above gives a term involving q −g(α+β) in the expression of R 2 (u, α, β), when we put all the terms together, the contributions of this type will cancel out. For the 2 swaps terms we have
.
The two level density -The diagonal
In this and the following section, we assume that N < 4g. The diagonal, denoted by I 0 2 (N ; α, β), comes of the terms with f 1 f 2 = in (10) . From Lemma 2.6 and the Perron formula (3) we have
for any r < q −1/2−ε , where
We write J 0 2 (u, α, β) = J 0,ee 2 (u, α, β) + J 0,oo
where J 0,ee 2 (u, α, β) consists of the terms f 1 = P 2k , f 2 = Q 2l with k, l ≥ 1, and J 0,oo 2 (u, α, β) consists of the terms f 1 = P 2k+1 , f 2 = P 2l+1 with k, l ≥ 0.
We have
On the other hand,
Note that
We enlarge the contour in (18) to |u| = r = q −ε . Combining (19) and (20) , and comparing with (12) and (13) we see that
7.
The two level density -Type-I terms 7.1. The terms f 1 = P 2k+1 , f 2 = Q 2l with k ≥ 0, l ≥ 1. We denote this contribution by I oe 2 (N ; α, β). In this section, we assume N ≥ 2g. We have
By the Polya-Vinogradov inequality in Lemma 2.4, the second term is O(N 2 q −2g ). We now consider the first term with P = Q. The same argument also shows the terms with k ≥ 1 are bounded by the same error term, and the contribution of the terms with d(P ) = n is O(N q n−2g ). So
Applying Lemma 2.1 and since d(P ) ≥ g + 1, we have
If d(P ) is odd, then using Lemmas 2.2 and 2.3 it follows that the term in parenthesis is equal to
As V cannot be a square in the sums, by Lemma 2.5, the contribution of these terms to I oe 2 (N ; α, β) is O(N 2 q N/2−2g ). Now consider the case d(P ) is even. Applying Lemmas 2.2 and 2.3, the first sum over h in (21) is
As above, the contribution of the first term and that of V = in the second term to I oe 2 (N ; α, β) is bounded by O(N 2 q N/2−2g ). We are thus left with V = in the second term above, which is equal to
The same argument applies to the second sum over h in (21) , and hence we obtain
By the Prime Polynomial Theorem, the condition d(P ) ≥ g + 1 can be removed at the cost of an error of size O(gq −g/2 ). The same argument also implies that we can restrict the sum to jd(Q) < g. So
for any r < q −ε , where J oe 2 (u, α, β) = − l≥1 d(P ) even d(P )+2jd(Q)>2g jd(Q)<g
From the Prime Polynomial Theorem we have
Hence, using (15), we get
where in the first line we have removed the condition jd(Q) < g with an admissible error. Note that we can truncate the sum over Q above to d(Q) < g using a similar argument as in section 5. Indeed, when d(Q) ≥ g the corresponding term in integral (22) will be equal to zero since there will be no poles inside the contour of integration. Then we rewrite
7.2. The terms f 1 = P 2k+1 , f 2 = Q 2l+1 with P = Q and k, l ≥ 0. We denote 
As in the previous subsection, the terms with d(P Q) odd shall lead to V = after applying Lemma 2.2, and their contribution, as before, is bounded by O(N 2 q N/2−2g ). We are left with the terms with d(P Q) even. From Lemmas 2.2 and 2.3, the expression inside the bracket is equal to
Again the contribution from the terms V = is negligible and we focus on the term with V = , which is
1 .
First consider I oo 2,> (N ; α, β). The treatment for I oo 2,< (N ; α, β) is similar. From (25) So
Hence I oo 2,> (N ; α, β) is equal to, up to an error of size O(N 2 q N/2−2g ),
By the Prime Polynomial Theorem, the contribution of the terms with d(P ) = m and d(Q) = n to I oo 2,> (N ; α, β) for each i, j, k, l is bounded by
Note that (2i+1)m+(2j+1)n ≥ 2g, so this is, in particular, bounded by O(q −2g+(1−k)m+(1−l)n ). It follows that the contribution of the terms with m+n ≤ g is O(q −g ). For those with m+n > g, the condition m > n leads to m > g/2, and it follows from (27) that the contribution of such terms with i + k ≥ 1 is O(N q −g/2 ). Hence we can restrict to the case i = k = 0 and get
We shall write 
By the Prime Polynomial Theorem again, it is easy to see that the second expression is bounded by O(q −g ). Also, we can extend the sum over Q in the third expression to all of Q ∈ P at the cost of an error of size O ε (q −2g+εg ). For the first expression, we write
The identities in (15) and an argument similar to that used in the evaluation of J oe 2 (u, α, β) in equation (24) then imply that
For I oo † 2,> (N ; α, β), by the Perron formula we have
The last two terms can be evaluated using the Prime Polynomial Theorem. Concerning the first term, note that given Q,
Hence, using (15), we have
where in the second identity we truncated the second sum over Q using a similar argument as before. For the third term, from the Prime Polynomial Theorem we have d(Q)≥g d(Q)u 2d(Q) |Q| 1+α+β = n≥g u 2n q n(α+β) 1 + O(q −n/2 ) = −q −g(α+β) u 2g q α+β u 2 − q α+β + O(q −g/2 ).
Thus,
Combining (28) and (29) − q −g(α+β) u 2g q α+β u 2 (u 2 − q 2α )(u 2 − q α+β ) + O(q −g/2 ). Now consider I oo 2,= (N ; α, β). As before we will have (V, P Q) = 1 automatically in (26) . So
if (i + j + 1)d(P ) > g, The same argument as before shows that the contribution of the term with i + j + k + l ≥ 1 is O(N q −g ). For i = j = k = l = 0, we can ignore the condition P = Q at the cost of O(gq −g ). So using the Perron formula we obtain that 
