Abstract. In this paper we study L evy processes on commutative hypergroups. We show that L evy processes always admit c adl ag versions, and that such a process has a continuous version if and only if it is Gaussian. Moreover, we present several martingale characterizations of L evy processes in terms of hypergroup characters and moment functions. For Gaussian processes on onedimensional Sturm-Liouville hypergroups we shall present a L evy-type characterization. The strongest results will be obtained for Bessel processes.
Introduction
The fact that a Markov process is homogeneous with respect to some algebraic structure on its state space usually simpli es the investigation of this process considerably. This is studied in-depth for example when the state space is a topological group, a Riemannian manifold, or a homogeneous space. This paper will be devoted to L evy processes on hypergroups, i.e., time-homogeneous Markov processes which are homogeneous w.r.t some hypergroup structure on the state space. To make the notion of L evy processes on hypergroups more precise, recapitulate that a hypergroup (K; ) consists of a locally compact space K and a convolution on the Banach space M b (K) of all bounded regular Borel measures on K, that admits almost all properties of the convolution on a locally compact group. In particular, (M b (K) ; ) is a Banach--algebra such that convolutions of probability measures are probability measures again. This latter property leads to the notion of continuous convolution semigroups ( t ) t 0 2 M 1 (K) and to associated L evy processes on K with the transition probabilities P(X t 2 AjX s = x) = ( t?s x )(A) (0 s t; x 2 K; A K a Borel set ):
The hypergroup setting includes locally compact groups, double coset spaces G==H with H a compact subgroup of a locally compact group G, duals of compact groups, and many convolution algebras that are associated with product formulas for special functions. For details see the monograph BH] .
In the rst part of this paper we check that L evy processes on hypergroups are Feller processes and hence admit c adl ag version. We also show that a L evy process admits a continuous version if and only if it is Gaussian. In Section 3 we use Fourier analytic tools and characterize L evy processes on commutative hypergroups 1991 Mathematics Subject Classi cation. Primary 60B15; Secondary 60J25, 60G44, 43A62. c 0000 (copyright holder) 1 associated in terms of generalized exponential martingales. It will turn out that this characterization is equivalent to the usual martingale problem in the spirit of Stroock and Varadhan SV] ; see also EK] for Markov processes.
Characters on commutative hypergroups are multiplicative and lead in a canonical way to martingales. In a similar way, functions with \additive" properties are likewise important. These functions generalize the monomials x 7 ! x n (n 2 N) on the group (R; +) and are called moment functions. We shall study some aspects of moment functions and related (local) martingales on hypergroups in Section 4.
To show the results above at work, we investigate in the second half of this paper Sturm-Liouville hypergroups on 0; 1 more closely. In Section 5 we collect some basic properties of these hypergroups and, inspired by BH, T2, Z1, Z3] , introduce so-called canonical moment functions. In Section 6 we then present some characterizations of Gaussian processes on Sturm-Liouville hypergroups on 0; 1 .
A main result will be the following L evy-type characterization: Theorem 1.1. A continuous process (X t ) t 0 on 0; 1 is Gaussian w.r.t. a
given Sturm-Liouville hypergroup (with a speci c time normalization) if and only if (b 1 (X t ) ? t) t 0 and (b 2 (X t ) ? tb 1 (X t ) + t 2 =2) t 0 are (local) martingales where b 1 ; b 2 are the rst two canonical moment functions.
For Bessel processes this result reads as follows: A continuous process (X t ) t 0 on 0; 1 is the Bessel process of index ?1=2 (where the radial part of a Brownian motion on R n is a Bessel process of index = n=2 ? 1) if and only if (X 2 t ? 2( + 1)t) t 0 and (X 4 t ? 4( + 2)tX 2 t + 4( + 1)( + 2)t 2 ) t 0 are (local) martingales. A variant of this characterization by using Laguerre polynomials will be also given in Section 7.
All sections of this paper begin with a short introduction into facts on hypergroups which are needed in that section. For further details we recommend BH] and J]. This paper contains parts of the doctoral thesis of the rst author.
2. Regularity of L evy processes on hypergroups 2.1. Hypergroups. A hypergroup (K; ) consists of a locally compact Hausdor space K together with a bilinear, associative convolution on the Banach space M b (K) of all bounded regular Borel measures on K with the following properties:
(1) ( ; ) 7 ! is weakly continuous on M + b (K) , and the product x y of point masses is a compactly supported probability measure for all x; y 2 K.
(2) The mapping (x; y) 7 ?! supp( x y ) from K K into the space of all nonvoid compacta in K is continuous; see J] for details.
(3) There is an identity e 2 K with x e = e x = x for all x 2 K. (4) There is a continuous involution x 7 ! x on K such that ( x y ) ? = y x and e 2 supp( x y ) () x = y for x; y 2 K.
We shall denote a hypergroup (K; ) usually brie y by K. We use the common abbreviation A B := 
have the following properties:
(1) P t f 2 C 0 (K) for f 2 C 0 (K) and t 0, (2) If f 2 C b (K) satis es 0 f 1, then 0 P t f 1, (3) P s P t = P s+t for s; t 0, and P 0 is the identity, (4) lim t!0 kP t f ? fk 1 = 0 for all f 2 C 0 (K).
Proof. (2) and (3) are obvious; (1) and (4) follow from Section 4.2 of J]. Proposition 2.1 and the theorem of Dynkin, Kinney, and Blumenthal (Theorem I.(9.4) Usually we only consider one of the following restricted domains of L: 
We next study martingales related to L evy processes X = (X t ) t 0 on K, where X is de ned on some probability space ( ; A; P) and has the ltration (F t ) t 0 .
Lemma 3.1. Let ( t ) t 0 be a convolution semigroup on K. Then for each stochastic process X on K the following statements are equivalent:
(1) X is a L evy process on K associated with ( t ) t 0 .
(2) For each 2 b K, the C -valued process (b t ( ) ?1 (X t )) t 0 is a martingale (w.r.t. the canonical ltration).
(3) For each 2 supp , the process (b t ( ) ?1 (X t )) t 0 is a martingale. Proof. Notice rst that b t ( ) 6 = 0 for t 0; 2 b K. Hence, the processes in (2) and (3) are well-de ned.
To prove (1) ) (2), take s; t 0. Part (1) implies that for almost all ! 2 ,
Hence, as b s ( )b t ( ) = b s+t ( ), the process (b t ( ) ?1 (X t )) t 0 is a martingale.
(2) ) (3) is trivial. To prove (3) ) (1), take s; t 0 and 2 supp . By (3),
Now take F 2 F s with P(F) > 0 and introduce the probability measure P F on by P F (A) := P(F) ?1 P(A \ F) for A 2 A. For all 2 supp , the distributions F s ; F s+t 2 M 1 (K) of X s and X s+t respectively under P F satisfy
As 
As ! 7 ! ( t Xs(!) )(B) is (X s )-measurable, and as F s (X s ), we obtain that P(X s+t 2 BjF s ) = P(X s+t 2 BjX s ) = t Xs (B) a.e. for all Borel sets B K.
Hence, X is a L evy process associated with ( t ) t 0 as claimed. Assume rst that (b t ( ) ?1 (X t )) t 0 is a martingale and hence a local L 2 -martingale. Then ( (X t )) t 0 is a semimartingale. Integration by parts together with t; (X t )] = 0 imply d( (X t )e tf( ) ) = e tf( ) d (X t ) + (X t? )de tf( ) . As de tf( ) = f( )e tf( ) dt and
Conversely, if ( (X t ) + f( ) R t 0 (X s )ds) t 0 is a martingale, then ( (X t )) t 0 is a semimartingale, and (3.3) leads to the claim.
We next give a list of equivalent descriptions for L evy processes. In particular, the second condition of Lemma 3.3 will be rewritten in terms of di erent spaces of test functions. We use the following abbreviation: If X is a c adl ag process and L the generator of the convolution semigroup ( t ) t 0 , then for f 2 D(L) we de ne
(3:4) Theorem 3.4. Let ( t ) t 0 be a convolution semigroup on the commutative polish hypergroup K with negative de nite function f L and generator L. Then the following statements are equivalent for a c adl ag process X = (X t ) t 0 on K.
(2) (b t ( ) ?1 (X t )) t 0 is a martingale for each 2 b K.
X is a martingale for each 2 b K.
Proof. The equivalence of (1), (2) and (3) follows from Lemmas 3.1 and 3.3; (1) , (5) We next relate moment functions with generators of convolution semigroups;
we here must suppose that the functions f i in 4.3(3) are continuous. Moreover, the generator will be de ned as a limit w.r.t. the compact-uniform convergence. where P is a polynomial in two variables whose degree w.r.t. s is at most i?1. Let k; n 2 N. Applying (4.4) several times, we get f i (n=2 k ) = n f i (1=2 k ) + P n?1 l=1 P(l=2 k ; 1=2 k ):
As n 7 ! P n?1 l=1 l r is a polynomial in n 2 N of degree r + 1 for 0 r < i, there exist polynomials h k (k 2 N) with degh k i and f i (x) = h k (x) for x = n=2 k with n 2 N. Hence, the h k are equal for all k, i.e., f i (x) = h(x) for x = n=2 k (n; k 2 N) for some polynomial h with deg h i. Lemma 4.5. In the setting above, let (X t ) t 0 be a L evy process on K associated with ( t ) t 0 M 1 2 (K) and with initial distribution~ 2 M 1 2 (K) . Then the processes (m 1 (X t ) ? E(m 1 (X t )) t 0 and ? m 2 (X t ) ? 2m 1 (X t ) E(m 1 (X t )) ? E(m 2 (X t )) + 2E(m 1 (X t )) 2 t 0 are martingales.
Moment functions on Sturm-Liouville hypergroups on 0; 1
This section serves as a preparation for Section 6. We here rst recapitulate some facts on Sturm-Liouville hypergroups from Zeuner Z1, Z2, Z3]; Zeuner's approach contains in particular the generalized translation operators of Levitan L] and Ch ebli C]. We mention that some minor details below di er from Z1, Z3, BH] as our slightly more restricted approach suits better to our needs in Section 6. We freely use the spaces C k (]0; 1 ) and C k ( 0; 1 ) for k 2 N 1, where in the latter case f (n) (0) just denotes the n-th derivative of f from the right. Moreover, let A(s) h x n (s) ds for some h x n 2 C( 0; 1 ):
The claim now follows from L'Hopital's rule applied to lim t#0 A(t)v n (t; x). .1)). Eq. (5.1) in particular yields that @ k 2 v n+1 (x; x) = 0 for all n 1, k = 1; 2. Moreover, it follows by induction on n that @ 2 v n (t; x) 0 for all 0 < t x. 
The following theorem states that the canonical moment functions b n are in fact moment functions in the sense of Section 4 up to a suitable normalization. We conclude this section with two technical results which will be needed lateron. Each process X = (X t ) t 0 with continuous paths associated with the convolution semigroup ( t ) t 0 is called a normalized Gaussian process on K. (2) For each Gaussian convolution semigroup ( t ) t 0 on K there exists a constant c 0 with t = ct for all t 0.
We next reformulate Theorem 3.4 for Gaussian processes on Sturm-Liouville hypergroups; we restrict our attention to the normal case without loss of generality.
Proposition 6.1. Let K = 0; 1 be a Sturm-Liouville hypergroup. Then for each a.s. continuous process X on 0; 1 the following statements are equivalent:
(1) X is a normalized Gaussian process on K.
(2) (e ( 2 + 2 )t (X t )) t 0 is a martingale for each 2 b K. (5) For each f 2 C 1 c ( 0; 1 ) with f 0 (0) = 0, the process ?L;f X is a martingale. (6) For each f 2 C 2 ( 0; 1 ) with f 0 (0) = 0, ?L;f X is a local martingale. Proof. The equivalence of (1){(5) follows from Theorem 3.4, and (6) ) (5) is trivial. In order to prove (5) =) (6), take f 2 C 2 ( 0; 1 ) with f 0 (0) = 0. For each n 2 N, the exit times T n = infft > 0 : X t > ng are stopping times, and we conclude from (5) that L;f X;:^Tn = L;fn X;:^Tn is an uniformly integrable martingale.
As T n ! 1, it follows that L;f X is a local martingale as claimed.
Our next aim is to derive a further equivalent condition which is considerably weaker. For this we need the admissibility condition on A of Section 5.1(1). Lemma 6.2. Let X = (X t ) t 0 be an a.s. continuous process on a Sturm- is a local martingale. As a.s. locally nite variation is preserved under stochastic integration (Proposition 5.3.5 of WW]), the process in (6.4) also has a.s. locally nite variation. Hence, the continuous process in (6.4) is a.s. equal to zero; see We are now in the position to prove the main result of this section.
Theorem 6.4. Let K = 0; 1 be a Sturm-Liouville hypergroup. Then for each a.s. continuous process X on 0; 1 the following statements are equivalent:
(2) (b 1 (X t ) ? t) t 0 and (b 2 (X t ) ? tb 1 (X t ) + t 2 =2) t 0 are martingales (or local martingales). 
Bessel processes
In this section we study Gaussian processes on the Bessel-Kingman hypergroups which are just the well-known Bessel processes. We recapitulate some facts: ?1=2, and let R ( ) n (t; x) := t n L ( ?1=2) n (x 2 =(2t)) (t; x 2 R; n 0) be the "n-th heat polynomial of Laguerre-type". Then, for n 0, (R ( ) n (t; X t )) t 0 is a martingale. The following result is motivated by a martingale characterization of Brownian motion in terms of Hermite polynomials by Wesolowski W] Kolmogorov's criterion now ensures that (X 2 t ) t 0 , and hence (X t ) t 0 , is continuous with outer probability one. Theorem 7.1 now completes the proof.
We now turn to a more complicated class of examples:
7.3. Non-radial measures on R n and modi ed Bessel-Kingman hypergroups. Consider the n-dimensional Euclidean space R n for n 1. Fix some non-centrality parameter > 0 and consider the multiplicative mapping h : R n !]0; 1 ; x 7 ! e <c ;x> with c := ( ; 0; : : : ; 0) 2 R n : Proof. Using the di erential equation for the ' , one can check in a lengthy, but straightforward way that the functions b ; 1 and b ;
