A broadcast graph is a connected graph, G = (V, E), |V | = n, in which each vertex can complete broadcasting of one message within at most t = ⌈log n⌉ time units. A minimum broadcast graph on n vertices is a broadcast graph with the minimum number of edges over all broadcast graphs on n vertices. The cardinality of the edge set of such a graph is denoted by B(n). In this paper we construct a new broadcast graph with B(n)
Introduction
Broadcasting is an information distribution problem in a connected graph, in which one vertex, called the originator, has to distribute a message to ods to construct broadcast graphs. The number of edges in any broadcast graph on n vertices gives an upper bound on B(n). Several papers have shown methods to construct broadcast graphs by forming the compound of two known broadcast graphs (see [2] , [4] , [9] and [14] ). These methods have proven effective for graphs on n 1 n 2 vertices from two known broadcast graphs on n 1 and n 2 vertices. Thus, compounding produces good upper bound on B(n) for many values of n. In particular, a very tight upper bound was obtained for n = 2 p − 2 k by compounding mbg's on 2 k−1 and
2 ) (see [2] , [14] ). Broadcast graphs on other sizes can sometimes be formed by adding or deleting vertices from known broadcast graphs(see [1] for example). An efficient vertex addition method is suggested in [12] . The authors in [9] presented a method based on compounding and then merging several vertices into one that allows the construction of the best broadcast graphs for almost all values of n, including many prime numbers. In particular, a very tight upper bound on B(n) is B(2 p −2 k +1) ≤ 2 p−1 (p− k 2 ) (again by compounding mbg's on 2 k and 2 p−k vertices and then merging 2 k vertices into one).
Farley ([5] ) proposed the recursive method to construct minimal broadcast graphs and proved the general upper bound
Other general upper bounds on B(n) are obtained from a direct construction using binomial trees (see [8] , [9] , [14] ) for some values of n.
Direct construction of broadcast graphs is a difficult problem. The best upper bound from a direct construction for any n is
where n = 2 p − 2 k − r, 0 ≤ k ≤ p − 2 and 0 ≤ r ≤ 2 k − 1 (see [9] ). While this bound is tight for p − k is small for k < p/2 it is not as good as the bound from [5] , in (1).
The best general upper bound on B(n) for even n, namely,
obtained from the modified Knödel graph (see [2] , [7] ). This bound, is better than the one in (1) for all even n = 2 p .
In [11] , Harutyunyan and Xu presented an upper bound on B(n) for odd n. They proved that for integers n, p, where n > 65 is odd, p ≥ 7 and
However, recently Harutyunyan and Liestman presented in [13] a new upper bound for odd, positive integers, namely, Theorem 1.1. Let n be an even integer such that ⌈logn⌉ > 2 is prime, m = ⌈logn⌉ = 2 j − 1 for any integer j, m divides n, and for any integer
In this paper we present a new upper bound for B(n), improving the bounds in (1),(2),(3) and (4). Our main result is, Theorem 1.2. Let t, k, n be positive integers. Then, for a given t ≥ 7 and
Proof of Theorem 1.2
In this section we prove theorem 1.2. First we construct a minimal broadcast graph and then demonstrate the broadcast scheme.
Construction of the minimal broadcast graph
We start by defining the binomial tree. 
The proof is straightforward and is omitted.
Now we define a hypercube graph. Notice: A hypercube graph is a n-regular graph with 2 n vertices and thus has n2 n−1 edges.
Observation: Because of its unique structure, a hypercube graph of dimension n can be constructed trivially from n hypercube graphs of orders
Q 0 and Q 01 form a hypercube of dimension 1,
The following lemma is of great importance to our proof.
Lemma 2.2. Let Q n be the n-dimensional hypercube. Then, for each vertex
The proof is easy and follows by induction on n and is omitted.
Proof of theorem 1.2:
First we demonstrate the construction of a broadcasting graph G giving
. The broadcasting graph G = (V, E), |V | = n, with 2 t < n < N shall be constructed later (case 2). The broadcasting scheme in that graphs shall demonstrate in the next section.
Case 1: For a given integer t ≥ 7 and k, 2 ≤ k ≤ ⌊t/2⌋ − 1, we construct
The broadcast graph G is constructed of 2 k − 1 binomial trees denoted
.., r 2 k −1 } be the set of the roots of the binomial trees B 1 , B 2 , . . . ,
It is easily observed that ⌈log N ⌉ = t + 1.
Denote by V 1 = {r 1 , ..., r k−1 } the set of the roots of the trees B 1 , ..., B k−1 , respectively and by V 2 = {r k+1 , ..., r 2 k −1 } the set of the roots of the trees
We are ready now to construct the set E(G) and to calculate its cardinality. First, we have the edges of the binomial trees. Let w ∈ B 1 be the farthest leaf from the root r 1 . We connect the vertices of R ∪ {w} in a way that they form a hypercube of dimension k, denoted by Q k . Let
2 . Now, we connect each vertex v, v ∈ V \ (R ∪ {w}), in which its root, r, r ∈ Q k−1 1 , to each of the vertices in V 1 ∪ {r}. For the vertices v, v ∈ V \ (R ∪ {w}), in which their root r, r ∈ Q k−1 2 , we do the following: if r ∈ Q i , 0 ≤ i ≤ k − 2, we connect v to its root r, to each vertex in V 1 \ {r i+1 } and to r k .
Summary:
The mbg graph G constructed is a hypercube Q k of dimension k, and 2 k vertices (the set R ∪ {w}), where each of the vertices in R is a root of a binomial tree on 2 t+1−k vertices. Furthermore, each of the vertices of the binomial trees which are not on R ∪ {w} is adjacent to its root and to each of the vertices in V 1 ∪ {r k }, except to r j , if that vertex belongs to
Now, we are ready to calculate the cardinality of |E(G)|.
First, the number of edges in the binomial trees is
The number of edges in the hypercube induced on R ∪ {w} is
The number of edges that connect each non root vertex in G to its root
The number of edges that connect the non root vertices in Q
The number of edges that connect each vertex of V 1 to all vertices of
which are not roots (do not belong to R) is
And finally, the number of edges that connect the vertices of V 1 to all
Thus, summing the values in (6) up to (11) and recalling that N = (2 k − 1)2 t+1−k we obtain
Case 2: We construct now a mbg G ′ = (V ′ , E ′ ), |V ′ | = n, where 2 t < n < (2 k − 1)2 t+1−k . We start by constructing a mbg, G = (V, E), with |V | = N = (2 k − 1)2 t+1−k as described in Case 1. Then, we obtain G ′ from G by deleting vertices and edges from G, in a way described below.
Note that 0 ≤ x < 2 k−1 , 0 ≤ y < 2 t+1−k and 1 ≤ p < k.
In order to construct G ′ we delete vertices from G as needed according to the value of d. Since d = 2 t+1−k x + y, the deletion process is done as follows:
1. If x = 0, d = y, we delete y vertices from some binomial tree in a way that we start deleting from the leaves and each vertex is deleted after all its descendants in the binomial tree are already deleted. After the deletion process is ended we obtain in G ′ the following sets:
R ′ is the set of the binomial trees roots. Then,
Now we calculate the number of edges that are deleted from G in order to obtain the graph G ′ .
First, we count the edges that are adjacent to each non-root vertex in the 2 p − 1 complete binomial trees that were deleted from G. The degree of each vertex v in V \ R is k + j + 1, where j is the distance of v to the farthest leaf in its subtree. Indeed, j edges connect v to its direct siblings, k edges connect v to vertices in R and one edge connects v to its direct ancestor.
Since we delete a vertex after all its siblings are already deleted, the number of edges deleted each time we delete a vertex in V \ R is k + 1. Therefore, the number of such edges that are deleted is
Since the degree of each vertex in Q k is k, the number of edges that we delete from Q k is k(2 p − 1). By adding the 2 p − 1 edges, we actually omit from Q k , as described,
edges.
Note that if x = 0, the tree B 1 rooted in r 1 (r 1 = Q 0 ) is deleted from G.
Since w ∈ B 1 , w is deleted from G. The calculation in (14) includes the k edges that connect w to Q k . Now, we count the number of edges that connected the p roots that were deleted from V 1 to all the non root vertices that remained in G ′ . This number is
Finally, we count k + 1 edges for each of the 2 t+1−k (x − (2 p − 1)) + y non-root vertices that we delete from Q k−1 2 , which is:
Summing (13)- (16), the total number of edges that we delete from G in order to construct G ′ is
Now, by subtracting (17) from (12) , recalling that d = N − n, we obtain that the number of edges in G ′ :
This complete the proof of the construction of mbg graph for 2 t < n ≤ N .
Observation: One can easily observe that if n = N and thus, x = p = 0, (12) . Remark: For odd n we can have k ≤ ⌈ t 2 ⌉ − 1.
Broadcasting Scheme
Let u be an originator. We demonstrate a broadcasting scheme in the constructed graphs of cases 1 and 2.
The broadcasting scheme in that case is as follows: Since the vertices of R ∪ {w} form a hypercube of 2 k vertices, at most k time units are needed to complete broadcasting in R ∪ {w} (see lemma 2.2). 
\ (R ∪ {w}).
At the first time unit u transmits the message to r k , which needs another k−1 time units to accomplish broadcasting to all members of Q k−1 Now, in all three cases, after the first k time units, each root in R needs at most additional t + 1 − k time units to complete broadcasting in its binomial tree (see lemma 2.1). Thus, broadcasting in G completes within at most k + t + 1 − k = t + 1 time units, which is b(u) ≤ t + 1, ∀u ∈ V (G).
In this section we recall the definitions of d, x and p defined in case 2 in the previous section: At the first time unit u transmits the message to r k , which needs another k−1 time units to accomplish broadcasting to all members of Q k−1 This completes the proof of theorem 1.2, in both cases. 
