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Using the maximum principle for semicontinuous functions (Differential
Integral Equations 3 (1990), 1001–1014; Bull. Amer. Math. Soc. (N.S) 27
(1992), 1–67), we establish a general ‘‘continuous dependence on the non-
linearities’’ estimate for viscosity solutions of fully nonlinear degenerate parabolic
equations with time- and space-dependent nonlinearities. Our result generalizes
a result by Souganidis (J. Differential Equations 56 (1985), 345–390) for ﬁrst-
order Hamilton–Jacobi equations and a recent result by Cockburn et al.
(J. Differential Equations 170 (2001), 180–187) for a class of degenerate parabolic
second–order equations. We apply this result to a rather general class of equations
and obtain: (i) Explicit continuous dependence estimates. (ii) L1 and H .older
regularity estimates. (iii) A rate of convergence for the vanishing viscosity
method. Finally, we illustrate results (i)–(iii) on the Hamilton–Jacobi–
Bellman partial differential equation associated with optimal control of a degenerate
diffusion process over a ﬁnite horizon. For this equation such results are usually
derived via probabilistic arguments, which we avoid entirely here. # 2002 Elsevier
Science (USA)
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JAKOBSEN AND KARLSEN4981. INTRODUCTION
Fully nonlinear degenerate parabolic partial differential equations
arise in a variety of applications, ranging from image processing,
via optimal stochastic control theory, to the description of
evolving interfaces (front propagation problems). Due to a
possibly degenerate second-order operator, such nonlinear partial differ-
ential equations do not, in general, possess classical solutions and it becomes
necessary to interpret them in the sense of viscosity solutions. Here, we
study viscosity solutions of fully nonlinear degenerate parabolic equations of
the type
ut þ F ðt; x; u;Du;D2uÞ ¼ 0 in QT :¼ ð0; T Þ  R
N ; ð1:1Þ
where u : QT ! R is the scalar function that is sought; D denotes the
gradient with respect to x ¼ ðx1; . . . ; xN Þ 2 R
N ; D2 denotes the Hessian with
respect to x; and the nonlinearity F ¼ F ðt; x; r;p; X Þ is a function that is
nonincreasing in its last (matrix) argument X :
Since the introduction [3] of the theory of viscosity solutions for
ﬁrst-order Hamilton–Jacobi equations in the early 1980s the
theory (existence, uniqueness, stability, regularity, etc.) has by now
been intensively studied and extended to a large class of fully non-
linear second-order partial differential equations. A part of this theory
is an impressive uniqueness (comparison) machinery based on the
so-called maximum principle for semicontinuous functions [2, 4].
The uniqueness machinery applies to (1.1) under rather general assumptions
on F : We refer to Crandall et al. [4] for an overview of the viscosity solution
theory.
In this paper, we are concerned with the problem of ﬁnding an upper
bound on the difference between a viscosity subsolution u of (1.1) and a
viscosity supersolution v of
ut þ Gðt; x; u;Du;D2uÞ ¼ 0 in QT ;
where G ¼ Gðt; x; r;p; X Þ is another nonlinearity that is nonincreasing in its
last argument. The sought upper bound for uðt; 	Þ 
 vðt; 	Þ should in one way
or another be expressed in terms of the difference between the initial data
uð0; 	Þ 
 vð0; 	Þ and the difference between the nonlinearities ‘‘F 
 G’’. A
continuous dependence estimate of the type sought here was obtained by
Souganidis [10, Proposition 1.4] for ﬁrst-order Hamilton–Jacobi equations.
For degenerate parabolic second-order equations, a straightforward
NONLINEAR DEGENERATE PARABOLIC EQUATIONS 499applications of the comparison principle [4, p. 50] gives for any 04t5T the
estimate
sup
x2RN
ðuðt; xÞ 
 vðt; xÞÞ4 sup
x2RN
ðuð0; xÞ 
 vð0; xÞÞ
þ
Z t
0
sup
ðx;r;p;X Þ2
RNRRNSðN Þ
ðGðs; x; r;p; X Þ 
 F ðs; x; r;p; X ÞÞþ ds; ð1:2Þ
where SðN Þ denotes the set of symmetric N  N matrices and aþ ¼
maxða; 0Þ: This estimate can be applied, for example, when G is of the form
F þ h for some function h ¼ hðxÞ: In general, this estimate is not particularly
useful since the set over which the supremum inside the integral is taken is
unbounded. For example, it cannot be used to obtain a convergence rate for
viscous approximations vt þ F ðt; x; v;Dv;D2vÞ 
 nDv ¼ 0:
Recently, Cockburn et al. [1] showed how one can improve the
continuous dependence estimate in (1.2) for simpliﬁed equations of the type
ut þ f ðu;Du;D2uÞ 
 kðDuÞDu ¼ 0 in QT ; ð1:3Þ
where the nonlinearity f ¼ f ðr;p; X Þ is nondecreasing in its ﬁrst argument
and nonincreasing in its last argument while the ‘‘diffusion coefﬁcient’’ k ¼
kðpÞ is nonnegative. Note that Eq. (1.3) can be viewed as a special case of
ut þ f ðu;Du;D2uÞ ¼ 0: However, as observed in [1], sharper results are
obtained by not doing so. Let u be a viscosity subsolution of (1.3) and let v
be a viscosity supersolution of (1.3) with f ; k replaced by g; l; respectively.
Roughly speaking, the result in [1] states that for any 04t5T and a > 0
sup
x2RN
ðuðt; xÞ 
 vðt; xÞÞ
4 sup
x2RN
ðuð0; xÞ 
 vð0; xÞÞþ
þ sup
ðx;yÞ2R2N
juð0; xÞ 
 uð0; yÞj ^ jvð0; xÞ 
 vð0; yÞj 

a
2
jx
 yj2
 
þ t sup
ðr;p;X Þ2Da
gðr;p; X Þ 
 f ðr;p; X Þ þ 3aN
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kðpÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃ
lðpÞ
p 2 þ
;
ð1:4Þ
where a^ b ¼ minða; bÞ: The second term on the right-hand side in (1.4)
measures the ‘‘amount of continuity’’ that the initial values uð0; 	Þ; vð0; 	Þ
possess. In third term on the right-hand side in (1.4), the supremum is taken
over a bounded set Da  R RN  SðN Þ that depends on the free parameter
a: The set Da becomes unbounded as a!1: The idea is that in each
particular case one can choose the parameter a in (1.4) so as to obtain
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proof of the comparison principle [4] and uses the maximum principle for
semicontinuous functions [2, 4].
Motivated by applications, we seek in this paper to generalize the
continuous dependence result in [1] to more general equations of the form
ut þ f ðt; x; u;Du;D2uÞ 
 tr½Aðt; x;DuÞD2u ¼ 0 in QT ; ð1:5Þ
where the nonlinearity f ¼ f ðt; x; r;p; X Þ is nonincreasing in its last
argument, the N  N matrix A ¼ Aðt; x;pÞ is of the type aðt; x;pÞaðt; x;pÞT
for some N  P matrix a ¼ aðt; x;pÞ; and tr denotes the trace operator.
Equation (1.5) generalizes (1.3) in three ways: (i) The nonlinearities are
allowed to depend explicitly on the temporal and spatial variables, (ii) The
second-order operator tr½Aðt; x;DuÞD2u is rather general and contains the
operator kðDuÞDu in (1.3) as a simple special case, (iii) f ¼ f ðt; x; r;p; X Þ is
not restricted to be monotone in the r variable.
Our main result (Theorem 3.1) is an upper bound on u
 v where u is a
viscosity subsolution of (1.5) and v is a viscosity supersolution of (1.5) with
f ;A replaced by g;B; respectively, where Bðt; x;pÞ ¼ bðt; x;pÞbðt; x;pÞT for
another N  P matrix b ¼ bðt; x;pÞ: Assume for simplicity of notation that
f ¼ f ðt; x; r;p; X Þ is nondecreasing in the r variable and that the viscosity
sub- and supersolutions are merely semicontinuous (see Section 3 for the
general case). Roughly speaking, our main result (Theorem 3.1) then states
that for any 04t5T and a > 0
sup
ðx;yÞ 2 RNRN
jx
yj4C
ﬃﬃﬃﬃﬃ
1=a
p uðt; xÞ 
 vðt; yÞ 

a
2
jx
 yj2
 
4 sup
ðx;yÞ 2 RNRN
jx
yj4C
ﬃﬃﬃﬃﬃ
1=a
p uð0; xÞ 
 vð0; yÞ 

a
2
jx
 yj2
 þ
þ t sup
ðt; x;yÞ 2 ½0; tÞRNRN
jx
yj4C
ﬃﬃﬃﬃﬃ
1=a
p
;ðr;p;X Þ2Da
 
gðt; y; r;p; X Þ 
 f ðt; x; r;p; X Þ
þ 3ac2jaðt; x;pÞ 
 bðt; y;pÞj2
!þ
; ð1:6Þ
where Da  R RN  SðN Þ is again a bounded subset for each ﬁxed a but
becomes unbounded as a!1; C > 0 is a constant independent of a; and
c ¼ N ^ P : We note that (1.6) is different from (1.4) in that a quadratic
penalization term also occur on the left-hand side of the inequality. In view
NONLINEAR DEGENERATE PARABOLIC EQUATIONS 501of their respective proofs, we feel that (1.6) is a more natural statement
than (1.4). One can, however, quite easily derive from (1.6) an upper
bound that resembles (1.4). Estimate (1.6) can be viewed as a direct
generalization to second-order equations of Souganidis [10, Proposition 1.4]
for ﬁrst-order equations. The main technical tool that makes this exten-
sion possible is, of course, the maximum principle for semicontinuous
functions [2, 4].
Our treatment actually allows us to consider a fully nonlinear version of
(1.5). In fact, later we shall state and prove our main result (Theorem 3.1)
for the fully nonlinear equation
ut þ sup
W 2 Y
ff Wðt; x; u;Du;D2uÞ 
 tr½AWðt; x;DuÞD2ug ¼ 0 in QT ; ðPÞ
where Y is a given index set and f W;AW are of the same type as f ; A;
respectively, for each W 2 Y (see Section 3 for the precise conditions
on f W;AW). To illustrate our main result (Theorem 3.1), we apply it to a
rather general class of equations and obtain: (i) Explicit continuous
dependence estimates for continuous viscosity solutions of (P). (ii) A priori
L1 and x-H .older regularity estimates for continuous viscosity solutions of
(P). (iii) An explicit rate of convergence for vanishing viscosity approxima-
tions of x-H .older continuous viscosity solutions of (P). Using the results
mentioned in (ii) we prove also uniform (in the small artiﬁcial diffusion
parameter) L1 and x-H .older regularity estimates for the vanishing viscosity
approximations.
The general form of (P) implies that many well-known partial differential
equations drop out as special cases. Quasilinear examples include
the equation for mean curvature ﬂow of graphs and the p-Laplace diffusion
equation with p 2 ½2;1Þ: One signiﬁcant fully nonlinear example is
the dynamic programming (or Hamilton–Jacobi–Bellman) equation of
optimal stochastic control theory. In Section 4, we discuss this equation,
in particular, and present a result about the continuity of the value func-
tion (viscosity solution) with respect to the coefﬁcients in the Hamilton–
Jacobi–Bellman equations. To best of our knowledge, results of this
type have up to now only been available through probabilistic arguments
(see, e.g., [5, 9]).
The rest of this paper is organized as follows: In Section 2, we introduce
the notation that will be used throughout this paper. Moreover, we recall the
notion of viscosity solutions along with the maximum principle for
semicontinuous functions. In Section 3, we state our results. In Section 4,
we illustrate (apply) our results to the Hamilton–Jacobi–Bellman equation.
Finally, the detailed proofs of our results are given in Section 5.
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In this section we introduce some notation (spaces, norms, etc.) that will
be used frequently in this paper. We also recall the notions of viscosity
solutions as well as the so-called maximum principle for semicontinuous
functions.
Let j 	 j denote the 2-norm in Rm with m 2 N: We also let j 	 j denote the
matrix norm deﬁned by jCj ¼ supe2Rp
jCej
jej ; where C 2 R
mp is an m p
matrix and m;p 2 N: The Frobenius norm is deﬁned as jCj2F ¼ tr½C
TC ¼
tr½CCT : We recall that there is a constant c ¼ minðm;pÞ such that jCjF4
cjCj: The ball with center in 0 2 Rmp and radius R > 0 is the following set,
Bmpð0;RÞ :¼ fx 2 R
mp: jxj5Rg: If p ¼ 0; we write Bmð0;RÞ: Let SðmÞ
denote the space of m m symmetric matrices. On this spaces we have the
usual partial ordering4; that is, X4Y whenever eXe4eYe for every e 2 Rm:
By e1; . . . ; em we denote the usual unit vectors in R
m:
In what follows, let U be some set. If f : U ! Rmp; then
jjf jj ¼ sup
x2U
jf ðxÞj:
Note that we allow for jjf jj ¼ 1: For a locally bounded function f : U !
Rmp; the upper and lower semicontinuous envelopes of f are deﬁned,
respectively, as
f nðxÞ ¼ lim sup
y!x
y2U
f ðyÞ; fnðxÞ ¼ lim infy!x
y2U
f ðyÞ:
We let USCðU ;RmpÞ; LSCðU ;RmpÞ; and CðU ;RmpÞ denote the usual
spaces of upper semicontinuous, lower semicontinuous, and continuous
functions from U to Rmp; respectively. If p;m ¼ 1; we write USCðU Þ;
LSCðU Þ; and CðU Þ: Let f : I  RN ! R; I  ½0;1Þ: Then, for m 2 ð0; 1; we
deﬁne the following H .older seminorms:
½f ðt; 	Þm ¼ sup
x;y2RN
x=y
jf ðt; xÞ 
 f ðt; yÞj
jx
 yjm
;
½f m ¼ sup
t2I
sup
x;y2RN
x=y
jf ðt; xÞ 
 f ðt; yÞj
jx
 yjm
:
By CmðI  RN Þ we denote the set of functions f : I  RN ! R for which the
norm jjf jj þ ½f m is ﬁnite. We shall also need the usual H .older space C
mðRN Þ
of functions g : RN ! R such that jjgjj þ ½gm is ﬁnite.
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need only one of these deﬁnitions in this paper. Consider the following
general equation
ut þ H ðt; x; u;Du;D2uÞ ¼ 0 in QT : ð2:1Þ
Since the purpose here is only to introduce the notion of viscosity solutions,
we only need to assume that H : ½0; T   RN  R RN  SðN Þ ! R is
locally bounded and nonincreasing in its last argument. We start by
introducing the notion of semijets:
Definition 2.1. For a function u belonging to USCðQT Þ ðLSCðQT ÞÞ that
is locally bounded, the second-order parabolic superjet (subjet) of u at ðt; xÞ 2
QT ; which is denoted by P2;þð
Þuðt; xÞ; is deﬁned as the set of triples
ða;p; X Þ 2 R RN  SðN Þ such that
uðs; yÞ4 ð5Þ uðt; xÞ þ aðs
 tÞ þ hp; y 
 xi þ 1
2
hX ðy 
 xÞ; y 
 xi
þ oðjs
 tj þ jy 
 xj2Þ
as QT3ðs; yÞ ! ðt; xÞ: We deﬁne the closure %P2;þð
Þuðt; xÞ as the set of ða;
p; X Þ 2 R RN  SðN Þ for which there exists ðtn; xn;pn; XnÞ 2 R R
N 
RN  SðN Þ such that ðtn; xn; uðxn; tnÞ;pn; XnÞ ! ðt; x; uðt; xÞ;p; X Þ as n!1
and ðan;pn; XnÞ 2 P2;þð
Þuðtn; xnÞ for all n:
Following [4, 6], we state the following general deﬁnition of a viscosity
solution:
Definition 2.2. (i) A locally bounded function u : QT ! R is a viscosity
subsolution of (2.1) if, for every ðt; xÞ 2 QT and ða;p; X Þ 2 P2;þunðt; xÞ;
aþ Hnðt; x; unðt; xÞ;p; X Þ40: ð2:2Þ
(ii) A locally bounded function u : QT ! R is a viscosity supersolution of
(2.1) if, for every ðt; xÞ 2 QT and ða;p; X Þ 2 P2;
unðt; xÞ;
aþ Hnðt; x; unðt; xÞ;p; X Þ50: ð2:3Þ
(iii) A function u : QT ! R is a viscosity solution of (2.1) if it is
simultaneously a viscosity sub- and supersolution of (2.1).
Remark 2.1. Observe that because Hn and Hn are lower and
upper semicontinuous, respectively, (2.2) and (2.3) remain true with P2;þ
and P2;
 replaced by %P2;þ and %P2;
; respectively.
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are continuous functions so that Hn ¼ Hn ¼ H and un ¼ un ¼ u:
For the reader’s convenience, we restate here the parabolic version of the
maximum principle for semicontinuous functions [2, 4]:
Theorem 2.1 (Crandall and Ishii [2]; Crandall et al. [4]). Let u1ðt; xÞ

u2ðt; xÞ belong to USCðQT Þ: Let fðt; x; yÞ be once continuously differentiable
in t 2 ð0; T Þ and twice continuously differentiable in ðx; yÞ 2 RN  RN : Suppose
ðtf; xf; yfÞ 2 ð0; T Þ  R
N  RN is a local maximum of the function
ðt; x; yÞ ! u1ðt; xÞ 
 u2ðt; yÞ 
 fðt; x; yÞ:
Suppose that there is an r > 0 such that for every M > 0 there is a C such that
a4C whenever ða;p; X Þ 2 P2;þu1ðt; xÞ;
jx
 xjj þ jt 
 tjj4r; ju1ðt; xÞj þ jpj þ jX j4M ;
b5C whenever ðb; q; Y Þ 2 P2;
u2ðt; xÞ;
jx
 xjj þ jt 
 tjj4r; ju2ðt; xÞj þ jqj þ jY j4M :
8>>><
>>:
Then for any k > 0 there exist two numbers a; b 2 R and two matrices X ; Y 2
SðN Þ such that
ða;Dxfðtf; xf; yfÞ; X Þ 2 %P2;þu1ðtf; xfÞ;
ðb;
Dyfðtf; xf; yfÞ; Y Þ 2 %P2;
u2ðtf; yfÞ;


1
k
þ jD2fðtf; xf; yfÞj
 
I4
X 0
0 
Y
 !
4D2fðtf; xf; yfÞ þ k½D2fðtf; xf; yfÞ2; ð2:4Þ
and a
 b ¼ ftðtf; xf; yfÞ:
3. STATEMENTS OF RESULTS
In this section we state our main result and several applications of this.
The proofs of these results are given in Section 5. We start by specifying the
class of equations we consider and then introduce some more notation
which is needed for our main result. So in what follows, N ; P 2 N are ﬁxed
and W always belong to some index set Y: We will consider equations of the
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For every R > 0; f W 2 Cð½0; T   RN  R RN  SðN ÞÞ
is uniformly continuous uniformly in W on the set
½0; T   RN  ½
R;R  BN ð0;RÞ  BNN ð0;RÞ:
ðC1Þ
For every t; x; r;p;W; if X ; Y 2 SðN Þ; X4Y then
f Wðt; x; r;p; X Þ5f Wðt; x; r;p; Y Þ:
For every t; x;p; X ;W and for R > 0; there is gR 2 R
such that for 
 R4s4r4R
f Wðt; x; r;p; X Þ 
 f Wðt; x; s;p; X Þ5gRðr 
 sÞ:
ðC2Þ
For every t; x;p;W;AWðt; x;pÞ ¼ aWðt; x;pÞaWðt; x;pÞT for some
matrix aW 2 Cð½0; T   RN  RN ; RNP Þ: Furthermore; for every
R > 0; aW is uniformly continuous on ½0; T   RN  BN ð0;RÞ
uniformly in W:
ðC3Þ
In what follows, let u1 and u2 be bounded sub- and supersolutions,
respectively of the following two equations ði ¼ 1; 2Þ:
uit þ sup
W2Y
ff Wi ðt; x; u
i;Dui;D2uiÞ 
 tr½AWi ðt; x;Du
iÞD2uig ¼ 0: ðEQiÞ
Before presenting our main continuous dependence result (Theorem 3.1), we
shall need to introduce two sets over which ‘‘continuous dependence’’ is
‘‘measured’’:
Eas; t :¼ fðt; x; yÞ: s4t5t; ðx; yÞ 2 D
ag ð3:1Þ
and
Dag; s; t :¼
(
ðt; x; y; r;p; X ;WÞ: p ¼ aðx
 yÞeð%g
gÞðt
sÞ; ðt; x; yÞ 2 Eas; t;
jrj4e
gðt
sÞminðjju1jj; jju2jjÞ; jX j43aeð%g
gÞðt
sÞ; W 2 Y
)
; ð3:2Þ
where a > 0 is a free parameter, g and %g are constants to be speciﬁed in
Theorem 3.1, and 04s4t4T : The set Da appearing in deﬁnitions of the set
Eas; t depend on the regularity of u
1 and u2: We give the deﬁnition in the
different relevant cases.
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u2 2 USCð %QT Þ: We then deﬁne
Da :¼ ðx; yÞ 2 R2N : jx
 yj4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sup %QT ðu
1 
 u2Þþ
q
a
1=2
n o
:
Case (ii). Assume u1; u2 2 Cð %QT Þ in the sense that there exist moduli of
continuity o1;o2 such that
juiðt; xÞ 
 uiðt; yÞj4oiðjx
 yjÞ 8t 2 ½0; T ; i ¼ 1; 2: ð3:3Þ
We then deﬁne
Da :¼ fðx; yÞ 2 R2N : ajx
 yj2 
 o1ðjx
 yjÞ 
 o2ðjx
 yjÞ40g:
Case (iii). Assume u1;
u2 2 USCð %QT Þ and that either u1 or u2 lies in
C1ð %QT Þ: We then deﬁne
Da :¼ fðx; yÞ 2 R2N : jx
 yj4N minð½u11; ½u
21Þa

1g:
We can now state our main result:
Theorem 3.1. Assume that conditions (C1)–(C3) hold for f Wi and A
W
i with
constants giR; for i ¼ 1; 2: Let u
1 and u2 be bounded viscosity sub- and
supersolutions of ðEQ1Þ and ðEQ2Þ; respectively. Assume that u
1 and u2 have
regularity as stated in one of Cases (i)–(iii). Set R :¼ maxðjju1jj; jju2jjÞ and
g ¼ minðg1R; g
2
RÞ: Then for 04s4t4T ; %g50; and a > 0
sup
Eas; t
egðt
sÞðu1ðt; xÞ 
 u2ðt; yÞÞ 

a
2
e%gðt
sÞjx
 yj2
 
4 sup
Eas; s
u1ðs; xÞ 
 u2ðs; yÞ 

a
2
jx
 yj2
 þ
þ ðt 
 sÞ sup
Dag; s; t
(
egðt
sÞff W2 ðt; y; r;p; X Þ 
 f
W
1 ðt; x; r;p; X Þg
þ 3ac2e%gðt
sÞjaW1ðt; x;pÞ 
 a
W
2ðt; y;pÞj
2 

a
2
%ge%gðt
sÞjx
 yj2
)þ
;
where the sets Eas; t and D
a
g; s; t are defined in (3.1) and (3.2), respectively, via the
set Da defined in Cases (i)–(iii).
Remark 3.1. Note that we have introduced an exponential factor in the
quadratic penalization term on the left-hand side in the above inequality. As
a consequence of this, we get a quadratic penalization term on the right-
hand side also. By appropriately choosing the exponent %g50; we will see
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priori regularity assumptions on the solutions. In such cases the set Da does
not play any role. However, this is not the case when, for example, aWðt; x;pÞ
is only H .older continuous in x with exponent b51: For certain values of b;
we can still obtain results, but only when we use the extra information
provided by Da: We will not consider this case in this paper.
In the remaining part of this section, we shall see examples of how
Theorem 3.1 can be applied. We state some rather general results concerning
(i) explicit continuous dependence estimates, (ii) L1 and H .older estimates
for viscosity solutions, and ﬁnally (iii) a convergence rate for the vanishing
viscosity method. In order to obtain these results, we must have stronger
assumptions on the data. We shall consider the following conditions:
There is a constant Cf > 0 such that
Cf :¼ supY %QT jf
Wðt; x; 0; 0; 0Þj51: ðC4Þ
Let m 2 ð0; 1 and f Wðt; x; r;p; X Þ ¼ gWðt; x; r;p; X Þ þ bWðt; x;pÞp:
For each R > 0 there are constants CgR; C
b > 0 such that
jgWðt; x; r;p; X Þ 
 gWðt; y; r;p; X Þj4CgRjx
 yj
m;
bWðt; x;pÞ 
 bWðt; y;pÞj4Cbjx
 yj
for W 2 Y; t 2 ½0; T ; jrj4R; x; y;p 2 RN ; X 2 SðN Þ:
ðC5Þ
Let m 2 ð0; 1: For each R > 0 there is a constant CfR > 0
such that
jf Wðt; x; r;p; X Þ 
 f Wðt; y; r;p; X Þj4CfR ðjpj jx
 yj þ jx
 yj
mÞ;
for W 2 Y; t 2 ½0; T ; jrj4R; x; y;p 2 RN ; X 2 SðN Þ:
ðC6Þ
For each R > 0 there is a constant CfR > 0 such that
jf Wðt; x; r;p; X Þ 
 f Wðt; y; r;p; X Þj4CfR jx
 yj;
for W 2 Y; t 2 ½0; T ; jrj; jpj4R; x; y 2 RN ; X 2 SðN Þ:
ðC7Þ
For each R > 0 there is a constant CaR > 0 such that
jaWðt; x;pÞ 
 aWðt; y;pÞj4CaRjx
 yj;
for W 2 Y; t 2 ½0; T ; x; y 2 RN ; jpj4R:
ðC8Þ
Note that (C5)–(C7) are three different assumptions on the x-regularity of
f W: We use the least general (but most explicit) assumption (C5) to derive an
explicit continuous dependence estimate without assuming any a priori
regularity on the solutions, see Theorem 3.2(a). We do not know how
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present this theory. However, if we were only interested in regularity
estimates as in Theorem 3.3(b) the more general assumption (C6) is sufﬁcient
and is probably more or less optimal in our presentation. When we assume a
priori that solutions are Lipschitz continuous, we get an explicit comparison
theorem using assumption (C7), see Theorem 3.2(b). This assump-
tion implies some sort of local Lipschitz continuity in p and is there-
fore more general than an assumption like (C6). Note that if we
were interested in a priori regularity estimates in this case, then (C7) is
too general. In fact, then we need to consider assumption (C6) with
m ¼ 1: We will not prove this here, but just remark that assumption (C6)
is the ‘‘correct’’ assumption for ﬁrst-order Hamilton–Jacobi equations,
see [10].
In the next theorem we state two explicit continuous dependence
estimates. In the ﬁrst one we consider the case with no a priori regularity
on the solutions, while in the second one we consider Lipschitz solutions.
Note well that in order to get the explicit continuous dependence estimates,
it sufﬁces to require that assumptions like (C5)–(C8) hold for only one of the
two problems being compared. This is the meaning of the assumption ‘‘if
there are i; j; k 2 f0; 1g . . .’’.
Theorem 3.2 (Continuous Dependence Estimate). Assume (C1)–(C3)
hold for f Wi and A
W
i with constants g
i
R for i ¼ 1; 2: Furthermore, assume
that u1; u2 2 Cð %QT Þ are bounded viscosity solutions of ðEQ1Þ; ðEQ2Þ
respectively. Let R0 ¼ maxðjju1jj; jju2jjÞ; g ¼ minðg1R0 ; g
2
R0Þ; and Dt be the
following set:
Dt :¼ fðt; x; r;p; WÞ: t 2 ½0; t; x 2 R
N ; jrj4e
gt minðjju1jj; jju2jjÞ;
p 2 RN ; X 2 SðN Þ; W 2 Yg:
(a) If there are i; j; k 2 f0; 1g such that uið0; 	Þ 2 CmðRN Þ and f Wj and a
W
k
satisfies (C5) and (C8), respectively, with constants CgjR ; C
bj ; and Cak : Note
that Cak does not depend on R! Then for 04t4T there exists a constant M
depending only on T ; g; CgiR ; C
bj ; Cak and ½uið0; 	Þm such that
egtjju1ðt; 	Þ 
 u2ðt; 	Þjj4jju1ð0; 	Þ 
 u2ð0; 	Þjj
þ sup
Dt
ftegtjgW1ðt; x; r;p; X Þ 
 g
W
2ðt; x; r;p; X Þj
þ Mtm=2ðjbW1ðt; x;pÞ 
 b
W
2ðt; x;pÞj
m þ jaW1ðt; x;pÞ 
 a
W
2ðt; x;pÞj
mÞg:
(b) Define %Dt :¼ fðt; x; r;p;WÞ 2 Dt: jpj4e
gt minð½u11; ½u
21Þg: If there
are i; j; k 2 f0; 1g such that ui 2 C1ð %QT Þ; f Wj and a
W
k satisfies (C7) and (C8),
respectively, with constants CfjR and C
ak
R : Then for 04t4T there exists a
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ak
R ; and ½u
i1 such that
egtjju1ðt; 	Þ 
 u2ðt; 	Þjj4jju1ð0; 	Þ 
 u2ð0; 	Þjj
þ sup
%Dt

tegtjf W1 ðt; x; r;p; X Þ 
 f
W
2 ðt; x; r;p; X Þj
þMt1=2jaW1ðt; x;pÞ 
 a
W
2ðt; x;pÞj

:
We next state the regularity and a priori results.
Theorem 3.3 (Regularity Estimates). Assume (C1)–(C3) hold. In addi-
tion, let u 2 Cð %QT Þ be a bounded viscosity solution of (P) with initial data u0:
Define R :¼ jjujj and g :¼ gR: Then the following statements are true for every
t 2 ½0; T :
(a) If f W satisfies (C4), then jjuðt; 	Þjj4e
gtðjju0jj þ teg
þtCf Þ:
(b) Assume that f W and aW satisfy (C6) and (C8), respectively, and the
constant in (C8) is independent of R: Moreover if u0 2 CmðR
N Þ; then
½uðt; 	Þm4Ke
%gt ½uð0; 	Þm þ t
1
m=2eg
þtCfR
n o
;
where K44 and %g ¼ 2ðCfR þ 3c
2ðCaÞ2 þ 1Þ þ jgj:
Finally, we turn to the problem of ﬁnding a convergence rate for the
vanishing viscosity method. The vanishing viscosity method considers the
following equation as an approximation to (P):
unt þ sup
W2Y
ff Wðt; x; un;Dun;D2unÞ 
 tr½AWðt; x;DunÞD2ung ¼ nDun: ðPnÞ
We are interested in the L1 convergence of un to the unique viscosity
solution u of (P) as n! 0: By now it is classical to use the Barles–Perthame
weak limit method (see, e.g., [4]) to prove convergence of the viscous
approximations un: The idea is that the so-called upper weak limit %u and the
lower weak limit
%
u; deﬁned by
%uðt; xÞ ¼ lim supn
n!0
unðt; xÞ;
%
uðt; xÞ ¼ lim infn
n!0
unðt; xÞ;
are, respectively, viscosity sub- and supersolutions of (P). On the one hand,
we always have
%
u4 %u in QT : On the other hand, the (strong) comparison
principle [4] implies that %u4
%
u in QT and thus
%
u ¼ %v in QT : Finally, it is easy
to see that this equality implies local L1 convergence of un to the function
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%
u ¼ %u as n! 0; which turns out to be the unique bounded continuous
viscosity solutions of (1.1).
The advantage of the method of weak limits is that it allows passages to
the limits with only an L1 estimate on un: The disadvantage is that the
method does not say anything about the rate of convergence, which is the
content of Theorem 3.4.
Theorem 3.4 (Viscous Approximations). Assume that (C1)–(C4), (C6)
and (C8) hold, and that the constant in (C8) is independent of R: Furthermore,
assume that there exists a bounded viscosity solution un 2 Cð %QT Þ of ðPnÞ for
each n > 0: Then there exists a viscosity solution u 2 Cnð %QT Þ of (P) such that
for every 04t4T
jjuðt; 	Þ 
 unðt; 	Þjj4Kðjjuð0; 	Þ 
 unð0; 	Þjj þ nm=2Þ;
for some constant K independent of n:
A special case worth mentioning for which the results of this section
apply, is the Hamilton–Jacobi–Bellmann equation. The results for this
equation will be detailed in the next section.
4. HAMILTON–JACOBI–BELLMAN EQUATION
Let ðO;F; fFtgt50; P Þ be a ﬁltered complete probability space satisfying
the usual hypotheses. Let Y be a closed subset of Euclidian space. On
Y ½0;1Þ  RN ; we are given a N  P matrix-valued function sWðt; xÞ;
an RN -valued function bWðt; xÞ; and R-valued functions cWðt; xÞ5g 2 R;
f Wðt; xÞ; gðxÞ: We assume that sWðt; xÞ; bWðt; xÞ; cWðt; xÞ; f Wðt; xÞ are
bounded and continuous in t; x; and y: Furthermore, we assume that h ¼
sW and h ¼ bW possess the following H .older regularity condition with d ¼ 1:
jhðt; xÞ 
 hðs; yÞj4Const:ðjx
 yjd þ jt 
 sjd=2Þ; ð4:1Þ
where the constant should be independent of W: Similarly, we assume that
h ¼ cW and h ¼ f W satisfy (4.1) with d ¼ m: Finally, we assume g 2 CmðRN Þ:
Let Wt be P -dimensional Wiener process with respect to fFtgt50 and let
W ¼ fWtgt50 be an adapted control process taking values in Y: Consider then
the (controlled) stochastic differential equation
dXs ¼ bWs ðs; XsÞ dsþ sWsðs; XsÞ dWs; s > t: ð4:2Þ
Under the assumptions given above, there exists a unique solution
Xs ¼ X Ws; t; xs
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N and an
adapted control process W ¼ fWtgt50; the ﬁnite horizon optimal stochastic
control problems is to maximize the functional
Jðt; x; WÞ ¼ Et; x;W
Z T
t
f Wsðs; XsÞ exp 

Z s
t
cWr ðr; XrÞ dr
 
ds

þ gðXT Þ exp 

Z T
t
cWr ðr; XrÞ dr
 
: ð4:3Þ
As usual, to solve this optimization problem we introduce the value
function
V ðt; xÞ ¼ sup
W
Jðt; x; WÞ; ðt; xÞ 2 ½0; T   RN : ð4:4Þ
It is well known that the value function V ðt; xÞ is bounded, and satisﬁes (4.1)
with h ¼ V and d ¼ m (see, e.g., [9]).
As a consequence of the dynamic programming principle (see, e.g., [5]),
the value function (4.4) is the unique viscosity solution of the Hamilton–
Jacobi–Bellman partial differential equation
ut þ sup
W2Y
ftr½AWðt; xÞD2u þ bWðt; xÞDu
 cWðt; xÞuþ f Wðt; xÞg ¼ 0;
uðT ; xÞ ¼ gðxÞ; ð4:5Þ
where AWðt; xÞ ¼ 1
2
sWðt; xÞsWðt; xÞT :
Remark 4.1. Note that (4.5) is a terminal value problem. To convert this
to an initial value problem of the type studied in this paper, one has to
introduce the change of variable t/T 
 t:
We are interested in estimating the change in the value function (4.4)
(hence the viscosity solution of (4.5)) when the coefﬁcients in (4.2) and (4.3)
(hence in (4.5)) are changed. From Theorem 3.2(a), we immediately get the
following result:
Theorem 4.1 (Continuous Dependence Estimate). Let V be the value
function defined in (4.5). Let %V denote the value function obtained by replacing
the coefficients sW; bW; cW; f W; g in (4.2) and (4.3) by %sW; %bW; %cW; %f W; %g; respec-
tively. Then there exists a constant K > 0 such that the following estimate
holds for 05t4T :
jjV ðt; 	Þ 
 %V ðt; 	Þjj4jjg
 %gjj þ K sup
t2½T
t;T ; x;W
ðT 
 tÞðjcWðt; xÞ 
 %cWðt; xÞj

þjf Wðt; xÞ
 %f Wðt; xÞjÞþðT
tÞm=2ðjbWðt; xÞ
 %bWðt; xÞjm þjsWðt; xÞ
 %sWðt; xÞjmÞ

:
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probabilistic arguments, see, e.g., [5, p. 181]. From Theorem 3.4, we also get
the following rate of convergence for the vanishing viscosity method:
Theorem 4.2. Let V be the value function defined in (4.5). Let V n be the
solution of (4.5) with a viscosity term nDu added on the right-hand side of the
equation. Then there exists a constant K independent of n such that
jjV ðt; 	Þ 
 V nðt; 	Þjj4Knm=2:
Also this result is well known (see, e.g., [5]). Its proof, however, usually
relies on probabilistic arguments, which we avoid entirely here.
5. PROOFS OF RESULTS
5.1. Proof of Theorem 3.1
We begin with giving a lemma that will be needed in the proof.
Lemma 5.1. Let f 2 USCðRN Þ be bounded from above and define m;me50
and xe 2 R
n as follows: me ¼ maxx2Rn ff ðxÞ 
 ejxj
2g ¼ f ðxeÞ 
 ejxej2 and
m ¼ supx2Rn f ðxÞ: Then as e! 0; me ! m and ejxej
2 ! 0:
Proof. Choose an Z > 0: By the deﬁnition of supremum there is an x0 2
RN such that f ðxÞ05m
 Z: Pick an e0 so small that e0jx0j25Z; then the ﬁrst
part follows since
m5me0 ¼ f ðxe0 Þ 
 e0jxe0 j25f ðx0Þ 
 e0jx0j25m
 2Z:
Now deﬁne ke ¼ ejxej2: This quantity is bounded by the above calcula-
tions since f is bounded. Pick a converging subsequence fkege and
call the limit kð50Þ: Note that f ðxeÞ 
 ke4m
 ke; so going to the
limit yields m4m
 k: This means that k40; that is k ¼ 0: Now we are
done since if every convergent subsequence converges to 0, the (bounded)
sequence has to converge to 0 as well. ]
Case g ¼ 0: Now f Wi ðt; x; r;p; X Þ is nondecreasing in r for i ¼ 1; 2: We let
M :¼ sup %QT ðu
1 
 u2Þþ and
FW1ðt; x; r;p; X Þ :¼ f
W
1 ðt; x; r;p; X Þ 
 tr½A
W
1ðt; x;pÞX ;
FW2ðt; x; r;p; X Þ :¼ f
W
2 ðt; x; r;p; X Þ 
 tr½A
W
2ðt; x;pÞX :
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E0 :¼ sup
Eas; s
u1ðs; xÞ 
 u2ðs; yÞ 

a
2
jx
 yj2
 þ
ð5:1Þ
and
s :¼ 
E0 þ sup
Eas; t
(
u1ðt; xÞ 
 u2ðt; yÞ


a
2
e%gðt
sÞjx
 yj2 þ
e
2
ðjxj2 þ jyj2Þ þ
e
t 
 t
n o)
: ð5:2Þ
We shall derive an (positive) upper bound on s; so we may assume that
s > 0: Let d 2 ð0; 1Þ; choose e%gðt
sÞa > 5e; and deﬁne
cðt; x; yÞ :¼ u1ðt; xÞ 
 u2ðt; yÞ 

dðt
 sÞ
t 
 s
s


a
2
e%gðt
sÞjx
 yj2 þ
e
2
ðjxj2 þ jyj2Þ þ
e
t 
 t
n o
:
Note that if f ; g :U ! R are functions on some set U and supUf51; then
supU ðf 
 gÞ5supU f 
 supU g: Let g :¼
dðr
sÞ
t
s s; f :¼ cþ g; and U :¼ E
a
s; t:
Then we get
sup
Eas; t
cðt; x; yÞ5sþ E0 
 ds ¼ ð1
 dÞsþ E0: ð5:3Þ
Since u1 and u2 are bounded, and since c tends to 
1 as t tends to t and
jxj; jyj tend to 1; sup c is obtained on a compact in ½s; tÞ  RN  RN : It
follows that there is a point ðt0; x0; y0Þ 2 ½s; tÞ  R
N  RN such that
cðt0; x0; y0Þ5cðt; x; yÞ 8ðt; x; yÞ 2 ½s; tÞ  R
N  RN :
On the other hand, we have by (5.3) since E050 and s > 0 that
04cðt0; x0; y0Þ
4 sup
%QT
ðu1 
 u2Þþ 

a
2
e%gðt0
sÞjx0 
 y0j
2 þ
e
2
ðjx0j
2 þ jy0j
2Þ
n o
;
so with M :¼ sup %QT ðu
1 
 u2Þþ it follows that
jx0 
 y0j4
2M
a
 1=2
; jx0j; jy0j4
2M
e
 1=2
; ð5:4Þ
which corresponds to Case (i). If u1; u2 are more regular, we can get better
estimates. By considering the inequality
2cðt0; x0; y0Þ5cðt0; x0; x0Þ þ cðt0; y0; y0Þ;
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ae%gðt0
sÞjx0 
 y0j24u1ðt0; x0Þ 
 u1ðt0; y0Þ þ u2ðt0; x0Þ 
 u2ðt0; y0Þ:
Using (3.3), we get
ajx0 
 y0j2 
 o1ðjx0 
 y0jÞ 
 o2ðjx0 
 y0jÞ40; ð5:5Þ
which corresponds to Case (ii). Finally, let either u1 or u2 belong to C1ð %QT Þ:
Since cðt0; x; y0Þ has its maximum in x0; there is a %d > 0 such that
cðt0; x; y0Þ4cðt0; x0; y0Þ for x 2 BRðx0; %dÞ: Using this and letting ei 2 R
N be a
basis vector and h a real number, we ﬁnd that
e
2
ðjx0j
2 
 jx0 þ eihj
2Þ þ
a
2
e%gðt0
sÞðjx0 
 y0j
2 
 jx0 þ eih
 y0j
2Þ
4u1ðt0; x0Þ 
 u1ðt0; x0 þ eihÞ4½u11jhj:
Taking the limits as h! 0; we get
jex0i þ ae
%gðt0
sÞðx0i 
 y0iÞj4½u11:
Similarly we use cðt0; x0; yÞ to get
jey0i 
 ae
%gðt0
sÞðx0i 
 y0iÞj4½u21:
Summing up, we have shown that
jpj ¼ jae%gðt0
sÞðx0 
 y0Þj4Nminf½u11; ½u
21g þ N ð2MeÞ
1=2; ð5:6Þ
which corresponds to Case (iii) plus an error term of order e1=2=a:
Note that the bounds on x0 and y0 in (5.4) can be improved using Lemma
5.1. Because by this lemma there is a continuous nondecreasing function
m : ½0;1Þ ! ½0;1Þ satisfying mð0Þ ¼ 0; such that
jx0j; jy0j4e
1=2mðeÞ: ð5:7Þ
Now we prove that t0 > s: Suppose t0 ¼ s; then by (5.3), (5.4), and (5.1)
E0 þ ð1
 dÞs4cðs; x0; y0Þ
4 sup
Eas; s
u1ðs; xÞ 
 u2ðs; yÞ 

a
2
jx
 yj2
 þ
¼ E0:
This means that s40; which contradicts the assumption that s > 0: So we
have t0 > s:
We deﬁne our test function
fðt; x; yÞ :¼
dðt
 sÞ
t 
 s
sþ
a
2
e%gðt
sÞjx
 yj2 þ
e
2
ðjxj2 þ jyj2Þ þ
e
t 
 t
n o
:
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and symmetric matrices X ; Y such that
ða;Dxfðt0; x0; y0Þ; X Þ 2 %P2;þu1ðt0; x0Þ;
ðb;
Dyfðt0; x0; y0Þ; Y Þ 2 %P2;
u2ðt0; y0Þ;
where a
 b ¼ ftðt0; x0; y0Þ and for A ¼
D2xxf D
2
xyf
D2yxf D
2
yyf
 !
ðt0; x0;y0Þ
and n > 0;
the following holds:


1
n
þ jAj
 
I 0
0 I
 !
4
X 0
0 
Y
 !
4Aþ nA2:
Let %a :¼ e%gðt0
sÞa and n ¼ %a
1: Then, after some calculations, we get

ð3%aþ eÞ
I 0
0 I
 !
4
X 0
0 
Y
 !
4 ð3%aþ 2eÞ
I 
I

I I
 !
þ
ðe
2
%a þ eÞI 0
0 ðe
2
%a þ eÞI
 !( )
:
ð5:8Þ
By the deﬁnition of viscosity sub- and super-solutions,
aþ sup
Y
FW1ðt0; x0; u
1ðt0; x0Þ;Dxfðt0; x0; y0Þ; X Þ40;
bþ sup
Y
FW2ðt0; y0; u
2ðt0; y0Þ;
Dyfðt0; x0; y0Þ; Y Þ50:
Subtracting the above two inequalities gives us
ftðt0; x0; y0Þ4 sup
Y
fFW2ðt0; y0; u
2ðt0; y0Þ;
Dyfðt0; x0; y0Þ; Y Þ

 FW1ðt0; x0; u
1ðt0; x0Þ;Dxfðt0; x0; y0Þ; X Þg: ð5:9Þ
By (5.3) we must have u1ðt0; x0Þ5u2ðt0; y0Þ: We can now use (C2) to rewrite
(5.9) in terms of either u1ðt0; x0Þ or u2ðt0; y0Þ: The argument is symmetric,
and we rewrite the inequality in terms of the quantity with smallest norm.
Assuming jju1jj4jju2jj; we get
f W2 ðt; x; u
2ðt0; y0Þ;p; X Þ4f W2 ðt; x; u
1ðt0; x0Þ;p; X Þ:
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way:
ftðt0; x0; y0Þ4 sup
Y
fFW2ðt0; y0; u
1ðt0; x0Þ;
Dyfðt0; x0; y0Þ; Y Þ

 FW1ðt0; x0; u
1ðt0; x0Þ;Dxfðt0; x0; y0Þ; X Þg: ð5:10Þ
Then we estimate the left-hand side:
ftðt0; x0; y0Þ ¼
ds
t 
 s
þ
a
2
%ge%gðt0
sÞjx0 
 y0j2 þ
e
ðt 
 t0Þ
2
5
ds
t 
 s
þ
a
2
%ge%gðt0
sÞjx0 
 y0j2: ð5:11Þ
Let ðt; x; y; r;p; %pÞ 2 ½s; tÞ  RN  RN  R RN  RN : From (5.8) it
follows that
X4Y þ 4eI ; jY j; jX j43ae%gðt0
sÞ þ 4e: ð5:12Þ
Using this and (C2) and get
f W2 ðt; x; r;p; Y Þ4f
W
2 ðt; x; r;p; X 
 4eIÞ: ð5:13Þ
Following Ishii [7], let C;D 2 RNP be two matrices and note that the
following 2N  2N matrix is symmetric and positive semideﬁnite:
B ¼
CCT DCT
CDT DDT
 !
:
Consider B
X 0
0 
Y
 
and use inequality (5.8) to obtain the following
estimate:
tr½CCTX 
 DDTY 4ð3ae%gðt0
sÞ þ 2eÞjC 
 Dj2F þ 2eðjCj
2
F þ jDj
2
F Þ:
Recall that there is a constant c such that j 	 jF4cj 	 j; see Section 2. If we let
C ¼ aW1ðt; x;pÞ and D ¼ a
W
2ðt; y; %pÞ; then we get
tr½AW1ðt; x;pÞX  
 tr½A
W
2ðt; y; %pÞY 
4ð3ae%gðt0
sÞ þ 2eÞc2jaW1ðt; x;pÞ 
 a
W
2ðt; y; %pÞj
2
þ 2ec2ðjaW1ðt; x;pÞj
2 þ jaW2ðt; y; %pÞj
2Þ:
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sÞðx0 
 y0Þ;px :¼ ex0; and py :¼ ey0: Then we deﬁne the
following set:
F a;es; t :¼ fðt; x; y; z
x; zy ; r;p;px;py ; X ;WÞ :
ðt; x; y; r;p; X ;WÞ 2 Da0; s; t; e
1=2jxj; e1=2jyj4mðeÞ;
ajzxj; ajzy j; jpxj; jpy j4ðN þ 1Þð2MeÞ1=2g; ð5:14Þ
where Da0; s; t is deﬁned in (3.2) via (3.1) and D
a as deﬁned in Cases (i)–(iii).
Now from (5.4)–(5.7), (5.11)–(5.14) using (5.10) we obtain the upper bound
on s
ds
t 
 s
4 sup
F a;es; t
f W2 ðt; y þ z
y ; r;p 
 py ; X 
 4eIÞ 
 f W1 ðt; xþ z
x; r;p þ px; X Þ

þ ð3ae%gðt
sÞ þ 2eÞc2jaW1ðt; xþ z
x;p þ pxÞ 
 aW2ðt; y þ z
y ;p 
 pyÞj2

 %ge%gðt
sÞ
a
2
jx
 y þ zx 
 zy j2
þ 2ec2ðjaW1ðt; xþ z
x;p þ pxÞj2 þ jaW2ðt; y þ z
y ;p 
 pyÞj2Þ
þ
:
By the deﬁnition of F a;es; t (5.14) and by the uniform continuity assumed in
(C1) and (C3), there exists a modulus of continuity o such that
ds
t 
 s
4 sup
F a;es; t
f W2 ðt; y; r;p; X Þ 
 f
W
1 ðt; x; r;p; X Þ

þ 3ae%gðt
sÞc2jaW1ðt; x;pÞ 
 a
W
2ðt; y;pÞj
2

 %ge%gðt
sÞ
a
2
jx
 yj2 þ oðjzxj þ jzy j þ jpxj þ jpy j þ eÞ
þ e Const:ðjaW1ðt; xþ z
x;p þ pxÞj2 þ jaW2ðt; y þ z
y ;p 
 pyÞj2Þ
þ
:
Let ðt; x; yÞ 2 Eas; t: By the deﬁnition of s (see (5.2)), we have
u1ðt; xÞ 
 u2ðt; yÞ 

a
2
e%gðt
sÞjx
 yj24sþ E0 þ e
1
t 
 t
þ
1
2
ðjxj2 þ jyj2Þ
 
:
Combining the two previous inequalities gives
u1ðt; xÞ 
 u2ðt; yÞ 

a
2
e%gðt
sÞjx
 yj2
4E0 þ
t 
 s
d
sup
F a;es; t

	 	 	
þ
þ e
1
t 
 t
þ
1
2
ðjxj2 þ jyj2Þ
 
: ð5:15Þ
Sending e! 0 in (5.15), the only questionable terms are those of the form
ejaW1ðt; xþ z
x;p þ pxÞj2; where ðt; x; zx;p;pxÞ comes from F a;es; t : But uniform
continuity (C3) and (5.14) implies a linear growth condition in the
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ejaW1ðt; xþ z
x;p þ pxÞj24e Const:ð1þ jxþ zxjÞ2
4Const:eð1þ e
1m2ðeÞÞ4Const:m2ðeÞ:
Since m is continuous and mð0Þ ¼ 0 these terms tend to 0 as e! 0: So by
ﬁrst letting e! 0 and then letting d! 1 in (5.15), we have proved:
Lemma 5.2. Assume that conditions (C1)–(C3) holds for f Wi and A
W
i with
constants giR ¼ 0 for i ¼ 1; 2: Let u
1 and u2 be bounded viscosity sub- and
supersolutions of (EQ1) and (EQ2), respectively. Assume that u
1 and u2 have
regularity as stated in one of Cases (i)–(iii). Then for 04s4t4T ; %g50 and
a > 0
sup
Eas; t
u1ðt; xÞ 
 u2ðt; yÞ 

a
2
e%gðt
sÞjx
 yj2
 
4 sup
Eas; s
u1ðs; xÞ 
 u2ðs; yÞ 

a
2
jx
 yj2
 þ
þ ðt 
 sÞ sup
Da
0; s; t

f W2 ðt; y; r;p; X Þ 
 f
W
1 ðt; x; r;p; X Þ
þ 3ac2e%gðt
sÞjaW1ðt; x;pÞ 
 a
W
2ðt; y;pÞj
2 
 %ge%gðt
sÞ
a
2
jx
 yj2
þ
:
Case g=0: Let viðt; xÞ ¼ egðt
sÞuiðt; xÞ; i ¼ 1; 2: Then vi; i ¼ 1; 2
are viscosity sub- and supersolutions, respectively, of the following
equations:
vit 
 gv
i þ egðt
sÞ sup
W2Y
ff Wi ðt; x; e

gðt
sÞvi; e
gðt
sÞDvi; e
gðt
sÞD2viÞ
tr½AWðt; x; e
gðt
sÞDviÞD2vig ¼ 0; i ¼ 1; 2:
ð5:16Þ
The idea is now to apply Lemma 5.2 to vi; i ¼ 1; 2:
If we introduce the functions
%f Wi ðt; x; r;p; X Þ ¼ 
gr þ e
gðt
sÞf Wi ðt; x; e

gðt
sÞr; e
gðt
sÞp; e
gðt
sÞX Þ
and
%AWi ðt; x;pÞ ¼ A
W
i ðt; x; e

gðt
sÞpÞ;
then we can write (5.16) in the following way:
vit þ sup
W2Y
%f Wi ðt; x; v
i;Dvi;D2viÞ 
 tr½ %AWi ðt; x;Dv
iÞD2vi
 
¼ 0; i ¼ 1; 2:
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%AWi satisfy conditions (C2) and (C3), respectively,
with constants %giR ¼ 0 and %Q
i
R4Q
i
e
gðt
sÞR; for i ¼ 1; 2: So by using
Lemma 5.2 we get
sup
Eas; t
v1ðt; xÞ 
 v2ðt; yÞ 

a
2
e%gðt
sÞjx
 yj2
 
4 sup
Eas; s
v1ðs; xÞ 
 v2ðs; yÞ 

a
2
jx
 yj2
 þ
þ ðt 
 sÞ sup
Da
0; s; t

%f W2ðt; y; r;p; X Þ 
 %f
W
1ðt; x; r;p; X Þ
þ 3ac2e%gðt
sÞj %aW1ðt; x;pÞ 
 %a
W
2ðt; y;pÞj
2 
 %ge%gðt
sÞ
a
2
jx
 yj2
þ
:
Back-substitution now yields
sup
Eas; t
egðt
sÞu1ðt; xÞ 
 egðt
sÞu2ðt; yÞ 

a
2
e%gðt
sÞjx
 yj2
 
4 sup
Eas; s
u1ðs; xÞ 
 u2ðs; yÞ 

a
2
jx
 yj2
 þ
þ ðt 
 sÞ sup
Da
0; s; t

egðt
sÞff W2 ðt; y; e

gðt
sÞr; e
gðt
sÞp; e
gðt
sÞX Þ

 f W1 ðt; x; e

gðt
sÞr; e
gðt
sÞp; e
gðt
sÞX Þg
þ 3ac2e%gðt
sÞjaW1ðt; x; e

gðt
sÞpÞ 
 aW2ðt; y; e

gðt
sÞpÞj2

 %ge%gðt
sÞ
a
2
jx
 yj2
þ
4 sup
Eas; s
u1ðs; xÞ 
 u2ðs; yÞ 

a
2
jx
 yj2
 þ
þ ðt 
 sÞ sup
Dag; s; t

egðt
sÞff W2 ðt; y; r;p; X Þ 
 f
W
1 ðt; x; r;p; X Þg
þ 3ac2e%gðt
sÞjaW1ðt; x;pÞ 
 a
W
2ðt; y;pÞj
2 
 %ge%gðt
sÞ
a
2
jx
 yj2
þ
;
which completes the proof of Theorem 3.1 ]
5.2. Proof of Theorem 3.2
(a) Note well that in this proof the indices i; j; k are ﬁxed as deﬁned in
the statement of the result. Let us start by using Theorem 3.1 to compare u1
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egt sup
RN

u1ðt; xÞ 
 u2ðt; xÞ

4 sup
Ea
0; t
egtu1ðt; xÞ 
 egtu2ðt; yÞ 

a
2
e%gtjx
 yj2
 
;
sup
Ea
0;0

u1ð0; xÞ 
 u2ð0; yÞ 

a
2
jx
 yj2
þ
4jju1ð0; 	Þ 
 u2ð0; 	Þjj þ
1
2
a
m=ð2
mÞ½uið0; 	Þ2=ð2
mÞm :
The ﬁrst inequality is obvious, while the second inequality follows
from maximizing the function hðrÞ ¼ ½uið0; 	Þmr
m 
 a
2
r2 with r ¼ jx
 yj:
An application of Theorem 3.1 together with conditions (C5) and (C8)
(with constant independent of R) now yields for every 04t4T
egt sup
RN
ðu1ðt; 	Þ 
 u2ðt; 	ÞÞ4jj u1ð0; 	Þ 
 u2ð0; 	Þjj þ
1
2
a
m=ð2
mÞ½uið0; 	Þ2=ð2
mÞm
þ t sup
Dag;0; t
egtj gW1ðt; x; r;p; X Þ 
 g
W
2ðt; x; r;p; X Þj þ e
gtCgjR0 jx
 yj
m
n
þ 2ae%gtjbW1ðt; x;pÞ 
 b
W
2ðt; x;pÞj
2 þ 2ae%gtjx
 yj2 þ ae%gtCbj jx
 yj2
þ 6ac2e%gtjaW1ðt; x;pÞ 
 a
W
2ðt; x;pÞj
2 þ 6ac2e%gtCak2jx
 yj2

 %g
a
2
e%gtjx
 yj2
oþ
; ð5:17Þ
where p :¼ aðx
 yÞeð%g
gÞt and we have used the following estimates:
jx
 yj jbW1ðt; x;pÞ 
 b
W
2ðt; x;pÞj42jx
 yj
2 þ 2jbW1ðt; x;pÞ 
 b
W
2ðt; x;pÞj
2;
jaW1ðt; x;pÞ
a
W
2ðt; y;pÞj
242jaW1ðt; x;pÞ
a
W
2ðt; x;pÞj
2þ2jaW2ðt; x;pÞ
a
W
2ðt; y;pÞj
2:
In (5.17), we collect all terms involving ajx
 yj2e%gt: Then by choosing %g
appropriately, we see that
ajx
 yj2e%gt CgjR0 þ ð2þ C
bjÞ þ 6c2ðCak Þ2 

1
2
%g
 
¼ 

a
2
jx
 yj2e%gt:
The remaining ‘‘unwanted’’ terms inside the supremum we treat in a similar
way as we treated the initial data:
egtCfjR0 jx
 yj
m 

a
2
jx
 yj2e%gt4
1
2
a
m=ð2
mÞe%gtðeðg
%gÞtCfjR0 Þ
2=ð2
mÞ:
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dependence in a read: Const: a
m=ð2
mÞ þ t Const:Mag;0; ta; where
Mag;0; t :¼ sup
Dag;0; t
e%gtðjbW1ðt; x;pÞ 
 b
W
2ðt; x;pÞj
2 þ jaW1ðt; x;pÞ 
 a
W
2ðt; x;pÞj
2Þ:
Note that the minimum of hðrÞ ¼ C1rm=ð2
mÞ þ C2r is less than or equal to
2Cð2
mÞ=21 C
m=2
2 : So let r ¼ a;C1 ¼ Const: and C2 ¼ t Const:M
a
g;0; t: Then we
obtain
egt sup
RN
ðu1ðt; 	Þ 
 u2ðt; 	ÞÞ
4jjv1ð0; 	Þ 
 u2ð0; 	Þjj þ t sup
Dg;0; t
egtjf2 
 f1j þ 2C
ð2
mÞ=2
1 C
m=2
2 :
After an application of the following inequality in R; ða2 þ b2Þm=24jajm þ
jbjm; this proves Theorem 3.2(a) since the argument is symmetric in u1
and u2:
(b) Note that the indices i; j; k are predeﬁned and ﬁxed, see the
statement of this result. Now let %g ¼ 0;L ¼ e
gT ½ui1; and R ¼ maxðR0;LÞ: As
in Case (i), we use Theorem 3.1 and estimate the different terms. After an
application of conditions (C7)–(C8) and substitution of the bounds for jx

yj (in Case (iii)), we get
egt sup
RN
ðu1ðt; 	Þ 
 u2ðt; 	ÞÞ4 jju1ð0; 	Þ 
 u2ð0; 	Þjj þ
1
2a
½uið0; 	Þ21
þ t sup
Dg;0; t

egtjf W1 ðt; x; r;p; X Þ 
 f
W
2 ðt; x; r;p; X Þj
þ CfiR
N ½ui1
a
þ 6ac2jaW1ðt; x;pÞ 
 a
W
2ðt; x;pÞj
2
þ 6c2
1
a
ðCakR Þ
2N2½ui21

:
Note that all the terms which explicitly depends on a can be written as
Const: aþ Const: a
1: This can be minimized with respect to a as in (a). We
thus obtain a constant M such that the result holds.
5.3. Proof of Theorem 3.3
(a) This result is not a consequence of Theorem 3.1. But the proof is
very similar. What we need to do is to go through the proof of Theorem 3.1
with 0 and u as sub- and super-solutions.We assume ﬁrst that g ¼ 0: In the
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ð0; 1 that
ds
t
4 sup
W
f Wðt0; y0; 0;Const: e1=2; X 
 Const: eIÞ
n

 tr½AWðt0; y0;Const: e1=2ÞðX 
 Const: eIÞ
o
;
where ð0; X Þ 2 P2;þ0: The gradient is Const: e1=2 by (5.6). By (C2) and (5.12),
we have replaced Y by X 
 Const: eI :
The fact that ð0; X Þ 2 P2;þ0 means X50: If we use the monotonicity
properties of f Wðt; x; r;p; 	Þ and tr½AWðt; x;pÞ	; we get
ds
t
4 sup
W
f Wðt0; y0; 0;Const: e1=2;
Const: eIÞ þ Const:mðeÞ
n o
:
The last term follows from the growth condition in (C3) and (5.7). Now we
continue as in the proof of Theorem 3.1. The result after having taken the
limits e! 0 and d! 1 is the following:

 inf
RN
uðt; 	Þ4jju0jj þ t sup
YQt
jf Wðt; x; 0; 0; 0Þj:
In a similar way, by interchanging the roles of 0 and u; we get
sup
RN
uðt; 	Þ4jju0jj þ t sup
YQt
jf Wðt; x; 0; 0; 0Þj:
This completes the proof of part (a) for the case g ¼ 0: The case g=0 follows
from the case g ¼ 0 as in the proof of Theorem 3.1.
(b) Let f W1 ¼ f
W
2 ¼ f
W; aW1 ¼ a
W
2 ¼ a
W; and u1 ¼ u2 ¼ u and apply
Theorem 3.1. This proof consists of simplifying the resulting expression
using assumptions (C6) and (C8). At the end there should appear an
inequality like
uðxÞ 
 uðyÞ4k1a
m=ð2
mÞ þ k2jx
 yj2a ð5:18Þ
for arbitrary x; y 2 RN : Then we are done since
inf
a
fk1a
m=ð2
mÞ þ k2jx
 yj2ag42k
1
m=2
1 k
m=2
2 jx
 yj
m; ð5:19Þ
and the argument is symmetric in x and y:
Now let us prove (5.18). First choose %g ¼ 2ðCfR þ 3c
2ðCaÞ2 þ 1Þ þ gþ:
Then using (C6) and (C8), remembering that p ¼ aðx
 yÞeð%g
gÞÞt;
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egtðf ðt; x; r;p; X Þ 
 f ðt; y; r;p; X ÞÞ
þ 3c2e%gtjaðt; x;pÞ 
 aðt; y;pÞj2 

a
2
%gjx
 yj2e%gt
4egtCfR jx
 yj
m þ ajx
 yj2e%gt CfR þ 3c
2ðCaÞ2 

%g
2
 
4egtCfR jx
 yj
m 
 ajx
 yj2e%gt4egtðCfR Þ
2=ð2
mÞa
m=ð2
mÞ:
The last inequality follows from supr50fc1r
m 
 c2r2g4c
2=ð2
mÞ
1 c

m=ð2
mÞ
2 for
c1; c2 > 0: Using the same result on the initial data yields
uð0; xÞ 
 uð0; yÞ 

a
2
jx
 yj242½uð0; 	Þ2=ð2
mÞm a

m=ð2
mÞ:
Now ﬁx x; y 2 RN and 04t4T : An application of Theorem 3.1 now
yields
e
g

tðuðt; xÞ 
 uðt; yÞÞ 
 e%gt
a
2
jx
 yj2
4ð2½uð0; 	Þ2=ð2
mÞm þ te
gþtðCfR Þ
2=ð2
mÞÞa
m=ð2
mÞ:
So we have an inequality like (5.18). Now the ﬁnal simpliﬁcations are
e%gt
2
 m=2
4e%gt
and
ð2½uð0; 	Þ2=ð2
mÞm þ te
gþtðCfR Þ
2=ð2
mÞÞð2
mÞ=242½uð0; 	Þm þ e
gþtt1
m=2CfR :
5.4. Proof of Theorem 3.4
The existence of a bounded viscosity solution follow from the Barles–
Perthame weak limit procedure, as discussed after Theorem 3.2. Further-
more, it follows from Theorem 3.3 that the functions u and un are in Cmð %QT Þ
with bounds that are uniform in n:
It remains to prove the convergence rate. This result is a consequence of
the continuous dependence result in Theorem 3.1. Consider ﬁrst u as a
subsolution and un as a supersolution. In this case
f W2 ðt; x; r;p; X Þ ¼ f
Wðt; x; r;p; X Þ 
 n tr½X ;
f W1 ¼ f
W; and AWi ¼ A
W for i ¼ 1; 2: Let R ¼ e
gTmaxðjjujj; supnjju
njjÞ: We
estimate the nonzero terms after the application of Theorem 3.1. As in the
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egt sup
RN
ðuðt; 	Þ 
 unðt; 	ÞÞ4 sup
Ea
0; t
egtuðt; xÞ 
 egtunðt; yÞ 

a
2
jx
 yj2
 
and
sup
Ea
0;0
ðuð0; xÞ 
 unð0; yÞ 

a
2
jx
 yj2Þþ
4jjuð0; 	Þ 
 unð0; 	Þjj þ Const: a
m=ð2
mÞ:
By Youngs inequality, jx
 yjm42
m
2
a
m=ð2
mÞ þ m
2
ajx
 yj2: Moreover, using
(C6), (C8), and p ¼ Const: ajx
 yj2; we obtain
f1ðt; x; r;p; X Þ 
 f2ðt; y; r;p; X Þ4C
f
R ðjpj jx
 yj þ jx
 yj
mÞ þ njtr½X j
4Const: ða
m=ð2
mÞ þ ajx
 yj2 þ njtr½X jÞ:
Since jaWðt; x;pÞ 
 aWðt; y;pÞj4Cajx
 yj by (C8), this term contributes
with a term of the form Const: ajx
 yj2: Choosing %g appropriately eliminates
all terms of the form Const: ajx
 yj2: Using the bounds X in Dag;0; t; we
see that njtr½X j4Const: an: Consequently, an application of Theorem 3.1
yields
sup
RN
ðuðt; 	Þ 
 unðt; 	ÞÞ4e
gtjjuð0; 	Þ 
 unð0; 	Þjj þ Const: ða
m=ð2
mÞ þ naÞ:
The result now follows by setting a ¼ n
ð2
mÞ=2 and then reversing the roles
of u and un:
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