The sink strength is an important parameter for the mean-field rate equations to simulate temporal changes in the micro-structure of materials. However, there are noteworthy discrepancies between sink strengths obtained by the Monte Carlo and analytical methods. In this study, we show the reasons for these differences. We present the equations to estimate the statistical error for sink strength calculations and show the way to determine the sink strengths for multiple traps.
Introduction
To understand and control the changes in the physical and mechanical properties of materials during ageing or ion irradiation, requires a long time and length scale simulation technique, knowledge of the ion irradiation produced defects, and a complete description of how the formed defects diffuse and interact with each other.
The only simulation techniques that are able to fulfil the long time and length scales are the mean-field rate equations (RE) and kinetic Monte Carlo (KMC) methods. The KMC is a stochastic simulation method, where all the dynamic properties and reactions for all involved defects have to be known. The strengths of this method include the ability to take into account expected and unexpected correlated events, e.g. close Frenkel pair annihilation. However, the time step for the KMC method is inversely proportional to the sum of frequencies of all processes, which is a disadvantage in some cases. For instance in tungsten, where the self-interstitial atom moves very fast [1] , the KMC time step, even with only one SIA present, might be of the order of 10 −11 s. Clearly, this restricts the accessible time and defect concentrations for the method.
In the mean-field rate equations (RE) [2, 4, 5] the defects and other objects are treated as concentrations (number/vol) which interact with each other in space and time. This interaction is described by a parameter called the sink strength, which determines the probability for mobile defects to interact with any other point or extended defect in the material.
The sink strength has to be determined for each mobile defect separately and it is proportional to the square of the inverse mean distance covered by the defect before it is absorbed, trapped or annihilated. The sink strength is the single most important parameter in RE simulations and is a function of the geometry, size and concentration of sinks, dimensionality of the diffusion, and, as we will show in this study, the sink strength also depends on the diffusion jump length of the defect.
Sink strengths have been determined for various symmetric traps including spherical traps, dislocation lines and loops, and grain boundaries [6, 7, 8, 9] . Monovacancies, vacancy clusters, self-interstitial atoms and impurities are usually counted as spherical traps. For arbitrarily shaped traps, methods like the Monte Carlo (MC) method has to be used to determine the sink strength. The MC method seems in principle straight forward to use, but previous studies have shown some inconsistencies for this method. Malerba et al. [7] have noticed that the MC method gives smaller sink strengths than the analytic equation for spherical traps in the low trap volume fraction region. On the contrary, for large trap volume fractions, the sink strengths simulated by the MC method are much larger than the analytical ones.
Similar results are observed by Hou et al. [10] , where the analytic equation is modified to give better agreement with the sink strengths obtained by the MC method.
In this study, we show the reasons for the discrepancy between sink strengths obtained analytically and by MC. We introduce a new, much faster MC concept to simulate sink strengths. We further show how the equation of analytical sink strength can be modified so that it can be used in defect and micro structure simulations with any trap volume fraction and defect jump length.
Results
The definition of the sink strength includes the inverse mean distance squared a defect diffuses before it gets trapped. The sink strength calculated with the Monte Carlo (MC) method is expressed as [11] :
where Dim is the dimension for the defect diffusion, λ is the jump length and N is the mean number of jumps the defect makes before it is trapped:
where M is the number of defects simulated and N i is the number of defect i jumps before it is trapped. In Appendix A, we show how the statistical error for determining the sink strength by the MC method depends on the number of defects M simulated as follows:
As a rule of thumb, to obtain the sink strength with an error less than 1% more than 10 4 defects need to be simulated, and for an error less than a per mille (1 ‰) more than 10 6 defects are needed, see Fig. A.10.
In this study, we place one trap in the middle of the simulation cell, which is either spherical or cubic. The trap concentration c t is controlled by choosing an appropriate simulation cell volume V , c t = 1/V . The trap volume fraction becomes: V F t = 4πR 3 t /(3V ). One defect at a time is placed at a random position in the cell, excluding the trap volume. The defect diffusion jumps are counted until it jumps inside the trapping radius R t , then a new defect is inserted in the cell. At least M = 10 6 defects are simulated for each sink strength calculation, resulting in the statistical error of about 1 ‰.
Improving MC sink strength simulation speed
The MC method for determining the sink strength of systems with quite small trap volume fractions is very inefficient [7] . The reason for this is that the defect can make incredibly large number of jumps before it finds a trap
(1). Thus, to find the sink strength for a trap with, let's say, a trap radius R t = 0.4 nm and concentration of c t = 10 −7 nm −3 (k 2 ≈ 4πc t R t ), for a statistics of 10 6 defects, with jump length λ = 0.1 nm, we would need about 10 6 · 6/(4π10 −7 0.4 · 0.1 2 ) ≈ 10 15 jumps.
In this study, we develop a new and fast MC method to simulate sink strengths, the details are given in Appendix B. The method takes advantage of the fact that if the minimum distance to any trap for the diffusing defect is known (this has to be checked anyway during the MC simulation), the defect cannot be trapped during the following N j = f loor (D min /λ) diffusion jumps, where D min is the minimum distance to any trap and λ is the jump length.
Thus, instead of making N j diffusion jumps, we can make one jump that gives statistically the same diffusion distance as the N j individual diffusion jumps would give. This new concept gives surprisingly large improvement in the simulation times. To compare the normal MC with the new (N-jump) MC method, we determine the average cpu-time per defect during sink strength simulations for seven different trap volume fractions V F t : 10 −1 , 10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 and 10 −7 . The trapping radius R t is 0.5 nm for all simulations. Two different jump lengths λ = 0.2 and 0.005 nm are chosen for every simulation. The choice of the latter very small jump length will be obvious in the next section where we compare the MC results with analytical sink strengths. Figure 1 shows the impressive improvement in the simulation times for the N-jump MC method. For rather large trap volume fractions V F t above 10 −3 and jump length to trapping radius ratio λ/R t = 0.4, both methods give similar simulation times. This is expected because the distance to the closest trap is never very large, thus the N-jump MC method is seldomly used. However, for smaller trap volume fractions the improvement in simulation time is remarkable. Smaller λ to R t ratio yields to even more impressive improvement in computational times. For λ to R t ratio of 5×10 −3 , the N-jump MC method is faster for all trap volume fractions, being a staggering more than four orders of magnitude faster at V F t = 10 −7 . The new method enables sink strength simulations for smaller trap volume fractions with better statistics. The resulting sink strengths for both normal and N-jump MC methods are the same within the statistical error. All the following sink strengths in this study have been calculated with the developed N-jump MC method.
Comparison of the analytical and MC sink strengths
The analytical sink strength for spherical traps under 3D diffusion limit with trap radius R t and concentration c t is given by the recursive equation by Brailsford and Bullough [6] :
In the small trap concentration limit the Eq. (3) is usually truncated to the first order (n = 1), k 2 = 4πR t c t . For usual trap concentrations higher order sink strengths (n = 2, 3, 4, ...) are calculated recursively as k 2 n = 4πR t c t (1+ R t k 2 n−1 ).
For n = ∞ the solution can be found directly from Eq. (3) as
. In the case of many traps, the sink strength in the square root of Eq. (3) is the sum of all the sink strengths. The derivation of the analytical sink strength above assumes spherically symmetric cell and much smaller jump length than the trap radius [6] . Therefore, in our MC method we also use spherical symmetry by reflecting back the defect when it jumps past the spherical simulation cell radius. The small jump length criteria is tested by simulating the sink strength as a function of jump length for five different trap volume fractions V F t : 10 −1 , 10 −2 , 10 −3 , 10 −4 and 10 −5 , with two different trapping radii. Figure 2 shows the k 2 decrease as a function of the jump length to trapping radius ratio (λ/R t ). All the k 2 values have been divided by the k 2 value simulated using the smallest λ. Consequently the MC simulations will give smaller k 2 than the analytic function if the jump length compared to the trap radius is not small enough. A similar decrease of the k 2 values have already previously been observed [11, 7, 10] . Heinisch et al. [11] explain this decrease due to the discrete nature of the diffusion mechanism in which each defect jump is a fixed distance. Their correction formula to the sink strength [11] , will be compared in section 2.4. Hou et al. [10] have analyzed in more depth the small trap sink strength discrepancy. They have concluded that since the jump distance is not zero, the defects in MC simulations can penetrate into the sink. The authors have derived a correction term to the sink strength that depend on the trap radius and defect jump length, which also will be compared in section 2.4. Looking closer at Fig. 2 , we see that the sink strength correction besides depending on the jump length to trap ratio, also depends on the trap volume fraction.
In fact, any trap radius with a constant jump to trap ratio has the same k 2 decrease for any fixed trap volume fraction.
This suggests that a defect with smaller jump length λ (with the same diffusion distance squared: N λ 2 ) explores its closest surrounding volume more thorough and finds traps with a shorter diffusion distance. This could also be the reason why the correction is larger for larger trap volume fractions.
To ensure that the small jump length criteria is fulfilled, we choose the jump length to trap radius ratio to be 1/1000 (see Fig. 2 ) for all the following MC simulations.
The discrepancy between the analytical and MC sink strengths at large trap volume fractions, V F t , arises partly from the fact that the analytical result is derived for small trap volume fraction. To extend the theory approach to large V F t , we revisit the sink strength theory in Appendix C. Including the trap volume in the mean defect concentration calculations, results in the following sink strength equation derived by Wiedersich [2, 3] :
where R t and c t are, as previously noted, the trap radius and the trap concentration, respectively, and L is the spherical cell radius. There is one trap in the center of the spherical cell, giving the trap concentration: c t = 1/(4/3πL 3 ). cell is used, and in the theory the trap volume fraction is taken into account. However, to simulate a real system, the boundary conditions are periodic (no spherical cell), and the jump length is given by the underlying lattice. Therefore a new and practical sink strength formulation is needed, that is presented in the following sections. 
Sink strengths with periodic boundary conditions
Next, the sink strengths are simulated with MC by placing one trap in the middle of a cubic simulation cell using periodic boundary conditions (a defect jumping outside the cell re-appears at the other side of the cell). As already noted, the jump length to trap radius ratio λ/R t is chosen to be 1/1000 for all MC simulations. Because the cubic and spherical cell simulations do not give the same sink strengths, Eq. (4) cannot be used.
Moreover, Eq. (4) does not include the possibility to have more than one kind of trap in the system.
The following equation, modified from Eq. (3), describes the MC cubic box sink strength data accurately:
where R t and c t are the trap radius and trap concentration, respectively, k 2 tot = j k 2 j is the sum of all sink strengths and V F tot = j V F j is the sum of all trap volume fractions. The fitting parameters are: α = 0.6812067, β = 1.3821147 and γ = 0.3238967. Figure 5 confirms that this relatively simple equation accurately fits the MC data.
To convince ourselves that Eq. (5) is quite general, it is compared to simulations where we have two different traps simultaneously. Trap A, R t = 3 nm, with a constant concentration of 10 −4 traps/nm 3 , and trap B, R t = 2 nm, with increasing concentration from 10 −5 to 5×10 −3 traps/nm 3 . The jump length λ is 0.002 nm and the number of defects simulated in each case is 2×10 6 .
The MC sink strength for each trap type j becomes:
where N = M i=1 N i is the sum of the jumps all the M number of defects make until they are trapped in any trap, and M j is the number of defects trapped in trap type j. Note that M = Q j=1 M j , where Q is the number of different traps. From this definition, we see that the total sink strength is the sum of all sink strengths:
. Figure 6 shows that Eq. (5) also gives the sink strengths for multiple traps. Note how the sink strength The slight overestimation of the sink strengths by Eq. (5) compared to the MC simulations most likely arises from the fact that the equation is fitted to a trap system where the traps are located at a maximum distance from each other (a cubic system with one trap in the middle with periodic boundary conditions). In reality and in the case of the two trap MC simulations, the traps are distributed randomly in the simulation cell. Thus, the distance between the traps is not constant but varies from the possible minimum of two times the trap radius to the theoretical maximum of the cell size. When defects are inserted randomly in the simulation cell the individual number of jumps N i for the defects to be trapped changes. In case the defect happens to be initially placed in a locally higher trap concentration region, it makes fewer diffusion jumps before it is trapped, compared to a defect initially located in a lower trap concentration region. However, the mean increased number of jumps for defects in lower trap concentration region is larger than the mean decrease in the number of jumps in a region with higher trap concentration. The result is that the sum number of
N i is higher for systems with varying trap distances compared to the equidistant trap system, giving a slightly smaller sink strength in the varying trap distance case. This effect, judging from Fig. 6 , is relatively small making Eq. (5) an accurate estimation.
Sink strengths for a system with periodic boundary conditions for any jump length
The simulation of a real system has to deal with the defect diffusion jump length that is given by the underlying lattice. Therefore, we have to determine the way to correct the sink strength, Eq. (5), calculated with a very small 
where k 2 (λ) is the sink strength given by any jump length λ and k 2 λ→0 is the sink strength calculated by the smallest jump length to trapping radius ratio (λ/R t = 10 −4 ). The three fitting parameters are: A = 0.299299, B = 1.180907 and C = 0.251801. Figure 7 shows the decrease in the k 2 (λ)/k 2 λ→0 ratio as the λ/R t ratio increases. We can see that for traps with small trap radius, for example, monovacancy where the λ/R t ratio might be about 0.5, gives an approximate reduction of 15% in the sink strength for trap volume fractions up to about 10 −3 . For larger trap volume fractions the decrease in the sink strength values as a function of λ/R t ratio is even more significant. Finally, the sink strength using arbitrary jump length and trap volume fractions, is given by combining Eqs. (5) and (7), where k 2 λ→0 in Eq. (7) is given by k 2 in Eq. (5) . To compare the existing analytical sink strengths with the sink strengths obtained in this study, Eqs. (5) and (7), we simulate sink strengths for spherical traps with different trap volume fractions and trap radii. The defect jump length is 0.112 nm and number of defects is 2×10 6 for all the simulations with cubic box and periodic boundary conditions. Figure 8 shows the percentage error, 100 × (k 2 (anal ytical) − k 2 (MC))/k 2 (MC), for all the analytic equations. The equations presented in this study, Eqs. (5) and (7), show nearly zero error, while the commonly used recursive equation by Brailsford and Bullough [6] , Eq. (3) with n = ∞ recursion, overestimates the sink strength by more than 10% for small trap radius of R t = 0.274 nm, at trap volume fraction 10 −6 . For large trap volumes fractions close to 0.1, the Brailsford and Bullough equation underestimates the sink strength by about 30% for all trap radii. The analytic equation proposed by Hou et al. [10] shows improved accuracy compared to Brailsford and Bullough at small trap volume fractions, but still underestimates the sink strength substantially for large trap volumes fractions, as seen in Fig. 8 . The correction formula, Eq. (2), by Heinisch et al. [11] (not plotted here) has larger negative errors than Hou et al. [10] equation in all the graphs in Fig. 8 . To conclude, Eq. (7) should be used if the jump length to trap radius ratio is larger than about 0.01, which for a usual diffusion jump length of 0.1 nm means that the correction is needed for all traps with radii smaller than about 10 nm. The reason why the usually used Brailsford and Bullough (B&B) equation sometimes works well can be seen in Fig. 8 a) and b). In Fig. 8 a) the (B&B) equation has no error for trap radius 0.274 nm at trap volume fraction of about 2×10 −3 . The jump length error that gives too large sink strength is exactly balanced by the trap volume fraction error that decreases the sink strength. In Fig. 8 b) this crossover happens for trap radius 1.0 nm at trap volume fraction of about 2×10 −5 . 
Discussion
The results of this study show how to obtain reliable sink strength values that have far-reaching consequences for simulating defect dynamics with mean-field rate equations. As Fig. 8 shows, the commonly accepted and used sink strength values by Brailsford and Bullough [6] might be 10% too large for small trap volume fractions, and more than 30% too small for large trap volume fractions. Consequently, the results of the RE simulations are inevitably influenced by these large errors in the sink strengths.
Further, the observation that the MC sink strength is smaller than theory predicts at small trap volume fractions, and larger than given by theory at large trap volume fractions might be a quite general trend. Similar sink strength discrepancies have been observed by Jansson et al. [8] for dislocation sink strength simulations in the 1D case. This discrepancy can be partly explained by the results in this study: the quite large jump length affects the results for small trap volume fractions, and the trap volume starts to have an effect at large trap volume fractions.
Thus, it seems to be quite difficult to determine the sink strengths theoretically. For instance, in the spherical trap case the spherical simulation cell with reflective boundary conditions is not a good approximation for the correct cubic cell with periodic boundary conditions. To determine the analytical sink strength, like in Appendix C for a cubic system, needs a concentration solution in three dimensions, which anyway would lead to numerical approximations.
Moreover, the relatively long defect jump length compared to usual point defect trapping radii, cannot easily be taken into account in the theoretical approach.
Apparently the best way to obtain sink strengths seems to be using different MC methods, where the trap geometry, defect jump length and any simulation cell requirements are easily taken into account. Even the statistical error for the sink strength can now be estimated by Eq. (2). The MC method became more appealing now due to the N-jump MC method developed in this study. It takes sink strength simulations to a new level, with faster simulations statistics can be improved and sink strengths at smaller trap volume fractions become available. The N-jump method can be used to determine the sink strength for any kind of trap as long as the diffusion is three dimensional (3D). Further, it should be quite straight forward to extend the N-jump method to also cope with 1D and mixed 1D/3D diffusion with occasional direction changes.
Conclusions
We have now explained the reasons for the discrepancies between the sink strengths obtained with MC simulations and analytical studies. At low trap volume fractions, i.e., for small trap radii, the MC results are smaller than the analytical solution because of the large jump length compared to the trapping radius. For large volume fractions the explanation is twofold: firstly the analytic equation is derived for spherically symmetric cell, while the MC simulations are done for a cell with periodic boundary conditions. The second factor: the analytic expression is derived assuming small trap volume fraction. When the diffusion jumps, boundary conditions and the trap volume fraction is taken into account in the defect concentration, the sink strengths by the analytic and MC method show good agreement. We have presented a new method for much faster sink strength calculations with MC and showed a way to obtain the statistical error for the sink strengths. The developed N-jump method improves the statistical accuracy and opens possibilities to simulate sink strengths at lower trap volume fractions. The MC method can now also be used to determine the sink strengths for many traps simultaneously.
Appendix A. Statistical error estimate for sink strengths calculated by the MC method
The statistical error for the sink strength as a function of the mean number of jumps N is obtained from Eq. (1) as:
where the minus sign comes due to the fact that when N decreases k 2 increases. Dim is the dimension for the defect diffusion, λ is the jump length.
where M is the number of defects simulated and N i is the number of jumps the defect i makes before it is trapped. The usual standard deviation for the number of jumps is:
which, together with Eq. (A.2), gives the standard deviation statistical error for the sink strength:
The term 
The error calculation for the sink strength is tested in Fig. A.9 , where the sink strength k 2 is determined with thousand different MC simulations with the same parameters. Figure A.9 b) shows that the error is described well by Eq. (A.5).
The error or the standard deviation of the sink strength in Eq. (A.5) can also be written as a function of the sink strength, Eq. (1), as:
The expression [
/M ≈ 1 in the square root term, giving a surprisingly simple rule to estimate the percentage error for simulated sink strengths as:
To obtain sink strength with error less than 1% you need more than 10 4 defects, and for error less than a per mille (1 ‰) you need more than 10 6 defects, see 
Appendix B. Fast MC method to obtain the defect position after many diffusion jumps
The MC method of determining the sink strengths for systems with low trap volume fraction is very inefficient [7] due to the extremely large number of jumps a defect might diffuse before it finds a trap. To try to reduce the computational burden we look closer at the solution of the three dimensional diffusion equation:
The solution to Eq. (B.1) with an initial (time t = 0) delta function at origin P = δ(r) (the defect is at the origin at time zero) is:
where P is the normalized probability density, see Fig. B.11 a) , for the diffusing defect (
D is the diffusion coefficient, t the diffusion time and r = x 2 + y 2 + z 2 is the distance the defect has diffused from its initial position at time t = 0. The diffusion coefficient in a cubic lattice is D = 1/6 · λ 2 · Γ, where λ is the diffusion length and Γ the jump frequency (Γ = ν · exp(−E m /k B T ), ν is the attempt frequency and E m is the migration barrier).
The number of diffusion jumps N j = Γt, gives an alternative way of expressing parameter A as:
3)
The radial position probability for the defect after N j jumps is given by:
which is illustrated in Fig. B.11 b) . The mean diffusion distance r and its standard deviation SD, marked as lines r n · F (r)dr, which for n = 0,1,2,3,4 becomes:
The distribution moments of Eq. (B.4) can now be calculated as:
The probability that the defect has diffused a distance r from its initial position after N j jumps is proportional to the integral of Eq. (B.4): The aforementioned theory can now be used to calculate sink strengths faster as follows: we first place a defect in a random position in the simulation cell containing traps in random positions. We then check the closest distance (MinD) for the defect to any trap. Thus, the defect cannot be trapped within N j = f loor (MinD/λ) diffusion jumps.
We then use Eq. (B.11) with r max = N j · λ to calculate the maximum integral value Int(r max ). We then generate a random number between 0 and Int(r max ) and solve Eq. (B.11) for the corresponding diffusion distance r (N j ) for this defect after N j jumps. To finally place the defect in a new place in three dimensions, we give further two random numbers to define a place with spherical coordinates [r (N j ), θ, φ)]. The first one is the polar angle θ from:
cos(θ) = 2 · rand − 1, where the rand is a random number between 0 and 1. Secondly, we find the azimuthal angle: φ = 2π · rand, which gives the distances the defect is moved as:
(B.14)
To compare this approach to the usual MC method, where the defect makes N j consecutive diffusion jumps, we As can be seen, with N j = 10 jumps, the random direction jumps give about the same distance distribution as the theory Eq. (B.4). For jumps in the <100> and <111> directions, the N j = 10 jumps are not enough to obtain smooth distance distributions. When the number of jumps increase, the distance distributions with different jump directions all approach the theory as seen in Figure B .12 f) with N j = 500. However, even if the distance distributions are not exactly the same, the moments of the distributions are very close to each other already for smaller number of jumps as seen in Table B .1. We see that already for N j over 20 jumps the present theory gives a good agreement with the MC method irrespectively of the jump direction. The advantage of the present theory is obvious from Figure B .12 f), where 500 consecutive diffusion jumps leads to a mean position change of only about 2 nm. The statistically same position change can now be made by generating one random number and using Eq. (B.11) to solve for the total diffusion distance. The obvious consequence using the new developed method is to substantially reduce the number of numerical calculations needed to make diffusion jumps until the defect is trapped, especially in a low trap volume fraction system where the distance to the closest trap is usually quite large.
There is, however, still one improvement to the developed method. Looking closer at Eq. (B.11), we see that the diffusion distance r cannot directly be solved, but has to be iterated numerically which can be time consuming.
Fortunately there is a way of avoiding this: we can generate a uniformly spaced Int(r) grid and solve the corresponding 
where
3), and
If we now scale another diffusion distance r 2 resulting from N 2 and λ 2 number of jumps and jump length, respectively, as:
, (B.16) the integral with X 2 = 3r 2 2 /(2λ 2 2 N 2 ) and B 2 = (2/3πλ 2 2 N 2 ) 1/2 becomes:
Thus we can generate a random number Int(r 1 ) and interpolate diffusion distance r 1 calculated with N 1 and λ 1 . The right diffusion distance r 2 with the present number of jumps N 2 and λ 2 is then obtained from Eq. (B.16). Visually this can be understood in such a way that the integral calculated with specific N 1 and λ 1 in Fig. B.11 c) will be exactly the same if we scale the diffusion distance r using Eq. (B.16) for another integral calculated with any N 2 and λ 2 . A similar idea to the method developed here is presented by Dalla Torre et al. [12] , where defects perform macro-jumps whose distance is given by the continuous diffusion law. In their method the diffusion distance is calculated for a given time interval, whereas here it is related to the number of atomic jumps (specific to sink strength calculations). The time interval can also be used here by using Eq. (B.3) to relate the number of jumps to a time interval. The solution must give zero concentration of defects at the trap boundary r = R t : c(R t ) = 0. Further, we assume a spherical simulation cell, where the flux of defects through the boundary at r = L is zero:
∂c ∂r | r=L = 0. The solution to the differential equation is:
The flux of defects at the trap boundary is:
The mean defect concentration for this spherically symmetric system becomes:
The sink strength follows using definition in Eq. (C.1):
(C.9)
Note that if L >> R t we get the classical low trap concentration sink strength: k 2 i ≈ 4πR t c t . This equation is known as the Wiedersich formula [2, 3] .
