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Abstract. We construct the motivic tree-level system of Gromov-Witten
invariants for convex varieties.
0. Introduction
Let V be a projective algebraic manifold. In [11], Sec. 2, Gromov-Witten invari-
ants of V were described axiomatically as a collection of linear maps
IVg,n,β : H
∗(V )⊗n −→ H∗(M g,n,Q), β ∈ H2(V,Z)
satisfying certain axioms, and a program to construct them by algebro-geometric
(as opposed to symplectic) techniques was suggested. The program is based upon
Kontsevich’s notion of a stable map (C, x1, . . . , xn, f), f : C → V . This data
consists of an algebraic curve C with n labeled points on it and a map f such that
if an irreducible component of C is contracted by f to a point, then this component
together with its special points is Deligne-Mumford stable. For more details, see
[10] and below.
The construction consists of three major steps.
A. Construct an orbispace (or rather a stack) of stable mapsM g,n(V, β) such that
g = genus of C, f∗([C]) = β, and its two morphisms to V
n and M g,n. On the level
of points, these morphisms are given respectively by
p : (C, x1, . . . , xn, f) 7−→ (f(x1), . . . , f(xn)),
q : (C, x1, . . . , xn, f) 7−→ [(C, x1, . . . , xn)]
stab,
where the last expression means the stabilization of (C, x1, . . . , xn).
B. Construct a “virtual fundamental class” [M g,n(V, β)]virt, or “orientation” (see
Definition 7.1 below) and use it to define a correspondence in the Chow ring CVg,n,β ∈
A(V n ×M g,n).
1
2 K. BEHREND AND YU. MANIN
This step suggested in [10] is quite subtle and has not been spelled out in full
detail. It can be bypassed for g = 0 and V = G/P (generalized flag spaces) where
the virtual class coincides with the usual one (see [11]).
In general, it involves a definition of a new Z-graded supercommutative structure
sheaf on M g,n(V, β). The virtual class is obtained as a product of the class of this
sheaf and the inverse Todd class of an appropriate tangent complex. Geometrically,
it serves as a general position argument furnishing the Dimension Axiom of [11] and
replacing the deformation of the complex structure used in the symplectic context.
C. Use CVg,n,β in order to construct the induced maps I
V
g,n,β on any cohomol-
ogy satisfying some version of the standard properties making it functorial on the
category of correspondences.
In this approach, the main features of IVg,n,β axiomatized in [11] reflect functorial
properties ofM g,n(V, β) and the cotangent complex with respect to degenerations of
stable maps. In particular, the key “Splitting Axiom” (or Associativity Equations
for g = 0) expresses the compatibility between the divisors at infinity of M g,n(V, β)
and M g,n.
A neat way to organize this information is to introduce the category of marked
stable modular graphs indexing degeneration types of stable maps and to treat
various modular stacks M g,n(V, β) as values of this modular functor on the simplest
one-vertex graphs. Then the check of the axioms in [11] essentially boils down to a
calculation of this functor on a family of generating morphisms and objects in the
graph category.
The degeneration type of (C, x1, . . . , xn, f) is described by the graph whose ver-
tices are the irreducible components of C, edges are singular points of C, and tails
(“one-vertex edges”) are x1, . . . , xn. In addition, each vertex is marked by the ho-
mology class in V which is the f -image of the fundamental class of the respective
component of C and by the genus of the normalization of this component. The
description of morphisms is somewhat more delicate, cf. Sec. 1 below.
This philosophy is an extension of the operadic picture which already gained
considerable importance from various viewpoints. In turn, it leads to a new notion
of a Γ-operad as a monoidal functor on an appropriate category Γ of graphs, and
an algebra over an operad as a morphism of such functors. This approach will be
developed elsewhere (see [7]). It clarifies the origin of the proliferation of the types
of operads considered recently (May’s, Markl’s, modular, cyclic, ...)
In Part I of the present paper we treat in this way Step A, stressing the func-
toriality not only with respect to the degeneration types with fixed V but also
with respect to V , expressed by the change of the marking semigroup of abstract
non-negative homology classes. We hope also that our approach will help to intro-
duce quantum cohomology with coefficients and to understand better the Ku¨nneth
formula for quantum cohomology from [12].
Part II is devoted to Steps B and C for g = 0 and convex manifolds V . The
formalism of orientation classes is introduced axiomatically, but we did not attempt
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to justify the relevant claims of [10] in general.
A word of warning and apology is due. The reader will meet several different
categories of marked graphs in this paper of which the most important are Gs
(cf. Definition 1.12), G˜s(A) (cf. Definition 6.9 and the preceding discussion) and
G˜s(V )cart (cf. Definition 6.10). They differ mainly by their classes of morphisms.
Specifically, certain elementary arrows which are combinatorially “the same”, run
in opposite directions in different categories, which affects the whole structure of
the morphism semigroups. The reason is that functorial properties of moduli stacks
of maps considered by themselves are different form the functorial properties of
their virtual fundamental classes treated as correspondences. Since graphs are used
mainly as a bookkeeping device, their categorical properties must reflect this dis-
tinction.
Acknowledgements. The authors are grateful to the Max-Planck-Institut fu¨r
Mathematik in Bonn where this work was done for support and stimulating at-
mosphere.
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Part I. Stacks of Stable Maps
1. Graphs
Definition 1.1. A graph τ is a quadruple (Fτ , Vτ , jτ , ∂τ ), where Fτ and Vτ are
finite sets, ∂τ : Fτ → Vτ is a map and jτ : Fτ → Fτ an involution. We call Fτ the
set of flags, Vτ the set of vertices, Sτ = {f ∈ Fτ | jτf = f} the set of tails and
Eτ = {{f1, f2} ⊂ Fτ | f2 = jτf1} the set of edges of τ . For v ∈ Vτ let Fτ (v) = ∂
−1
τ (v)
and |v| = #Fτ (v), the valence of v.
Definition 1.2. Let τ be a graph. We define the geometric realization |τ | of τ as
follows. We start with the disjoint union of closed intervals and singletons∐
f∈Fτ
[0, 1
2
] ∐
∐
v∈Vτ
{|v|}.
We denote the real number x ∈ [0, 1
2
] in the component indexed by f ∈ Fτ by xf .
Then for every v ∈ Vτ we identify all elements of {0f | f ∈ Fτ (v)} with |v| and for
every edge {f1, f2} of τ , we identify
1
2 f1
and 1
2 f2
. Finally, we remove for every tail
f ∈ Sτ the point
1
2 f
. We consider |τ | as a topological space with base points given
by {|v| | v ∈ Vτ}, the vertices of |τ |. It should always be clear from the context
whether |v| denotes the geometric realization of a vertex or it’s valence.
Definition 1.3. Let τ and σ be graphs. A contraction φ : τ → σ is a pair of maps
φF : Fσ → Fτ and φV : Vτ → Vσ such that the following conditions are satisfied.
(1) φF is injective and φV is surjective.
(2) The diagram
Fτ
∂τ−→ Vτ
φF ↑ ↓ φV
Fσ
∂σ−→ Vσ
commutes.
(3) φF ◦jσ = jτ ◦φ
F , so that φ induces injections φS : Sσ → Sτ and φ
E : Eσ → Eτ
on tails and edges.
(4) φS is a bijection, so Fτ − φ
F (Fσ) consists entirely of edges, the edges being
contracted.
(5) Call two vertices v,w ∈ Vτ equivalent, if there exists an f ∈ Fτ−φ
F (Fσ) such
that f ∈ Fτ (v) and jτf ∈ Fτ (w). Then pass to the associated equivalence
relation on Vτ . The map φV : Vτ → Vσ induces a bijection Vτ/∼ → Vσ.
For a vertex v ∈ Vσ the graph whose set of flags is
{f ∈ Fτ | f 6∈ φ
F (Fσ) and φV (∂τf) = v},
whose set of vertices is φ−1V (v) and whose j and ∂ are obtained from jτ and ∂τ
by restriction, is called the graph being contracted onto v. If the graphs being
contracted have together exactly one edge, we call φ an elementary contraction.
Remarks 1.4. (1) It is clear how to compose contractions, and that the com-
position of contractions is a contraction.
STACKS OF STABLE MAPS AND GROMOV-WITTEN INVARIANTS 5
(2) If φ : τ → σ and φ′ : τ → σ′ are contractions with the same set of edges
being contracted, then there exists a unique isomorphism ψ : σ → σ′ such
that ψ ◦ φ = φ′.
(3) Every contraction is a composition of elementary contractions.
(4) To carry out a construction for contractions of graphs, which is compatible
with composition of contractions, it suffices to perform this construction for
elementary contractions and check that the construction is independent of
the order in which it is realized for two elementary contractions.
Definition 1.5. A modular graph is a graph τ endowed with a map gτ : Vτ →
Z≥0; v 7→ g(v). The number g(v) is called the genus of the vertex v.
We say that a semigroup A has indecomposable zero, if a + b = 0 implies a = 0
and b = 0, for any two elements a, b ∈ A.
Definition 1.6. Let τ be a modular graph and A a semigroup with indecomposable
zero. An A-structure on τ is a map α : Vτ → A. The element α(v) is called the
class of the vertex v. The pair (τ, α) is called a modular graph with A-structure (or
A-graph, by abuse of language).
A marked graph is a pair (A, τ), where A is a semigroup with indecomposable
zero and τ an A-graph.
Definition 1.7. Let (σ, α) and (τ, β) be A-graphs. A combinatorial morphism a :
(σ, α) → (τ, β) is a pair of maps aF : Fσ → Fτ and aV : Vσ → Vτ , satisfying the
following conditions.
(1) The diagram
Fσ
∂σ−→ Vσ
aF ↓ ↓ aV
Fτ
∂τ−→ Vτ
commutes. In particular, for every v ∈ Vσ, letting w = aV (v), we get an
induced map aV,v : Fσ(v)→ Fτ (w).
(2) With the notation of (1), for every v ∈ Vσ the map aV,v : Fσ(v) → Fτ (w) is
injective.
(3) Let f ∈ Fσ and f = jσ(f). If f 6= f , there exists an n ≥ 1 and 2n (not
necessarily distinct) flags f1, . . . , fn, f 1, . . . , fn ∈ Fτ such that
(a) f1 = aF (f) and fn = aF (f),
(b) jτ (fi) = f i, for all i = 1, . . . , n,
(c) ∂τ (f i) = ∂τ (fi+1) for all i = 1, . . . , n− 1,
(d) for all i = 1, . . . , n− 1 we have
f i 6= fi+1 =⇒ g(vi) = 0 and β(vi) = 0,
where vi = ∂(f i) = ∂(fi+1),
(4) for every v ∈ Vσ we have α(v) = β(aV (v)),
(5) for every v ∈ Vσ we have g(v) = g(aV (v)).
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A combinatorial morphism of marked graphs (B,σ, β)→ (A, τ, α) is a pair (ξ, a),
where ξ : A → B is a homomorphism of semigroups and a : (σ, β) → (τ, ξ ◦ α) is a
combinatorial morphism of B-graphs.
Usually, we will suppress the subscripts of a.
Remarks. (1) The composition of two combinatorial morphisms is again a com-
binatorial morphism.
(2) We say that a combinatorial morphism a : σ → τ is complete, if for every
v ∈ Vσ the map aV,v : Fσ(v) → Fτ (a(v)) is bijective. Examples of complete
combinatorial morphism are
(a) the inclusion of a connected component,
(b) the morphism σ → τ , where σ is obtained from τ by cutting an edge,
i.e. changing j in such a way as to turn a two element orbit into two
one element orbits.
(3) Let τ be an A-graph and f ∈ Sτ a tail of τ . Let Fσ = Fτ − {f}, Vσ = Vτ
and define ∂σ and jσ by restricting ∂τ and jτ . Then σ is naturally an A-
graph called obtained from τ by forgetting the tail f . There is a canonical
combinatorial morphism σ → τ .
(4) Every combinatorial morphism a : σ → τ is a composition a = b◦c, where b is
complete and c is a finite composition of morphisms forgetting tails. If σ and
τ are stable (Definition 1.9), all intermediate graphs in such a factorization
are stable.
(5) Condition (3) of Definition 1.7 can be rephrased in a more geometric way—
see the remark after Proposition 5.2.
Definition 1.8. A contraction φ : (τ, α) → (σ, β) of A-graphs is a contraction of
graphs φ : τ → σ such that for every v ∈ Vσ we have
(1)
g(v) =
∑
w∈φ−1
V
(v)
g(w) + dimH1(|τv|),
where τv is the graph being contracted onto v,
(2)
β(v) =
∑
w∈φ−1
V
(v)
α(w).
Definition 1.9. A vertex v of a modular graph with A-structure (τ, α) is called
stable, if α(v) = 0 implies 2g(v) + |v| ≥ 3. Otherwise, v is called unstable. The
A-graph τ is called stable, if all its vertices are stable.
We now come to an important construction which we shall call stable pullback.
Consider the following setup. We suppose given a homomorphism of semigroups
ξ : A → B, a contraction of A-graphs φ : σ → τ and a combinatorial morphism
a : (B, ρ) → (A, τ) of marked graphs. Moreover, we assume that ρ is a stable
B-graph. We shall construct a stable B-graph π, together with a contraction of
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B-graphs ψ : π → ρ and a combinatorial morphism of marked graphs b : π → σ.
This B-graph π will be called the stable pullback of ρ under φ.
B π
ψ
−→ ρ
ξ ↑ b ↓ ↓ a
A σ
φ
−→ τ
According with Remark 1.4(4), we shall assume that φ is elementary and contracts
the edge {f, f} of σ. Let v1 = ∂σ(f), v2 = ∂σ(f) and v0 = φ(v1) = φ(v2).
Case I (Contracting a loop). In this case v1 = v2. Let w1, . . . , wn be the vertices
of ρ that map to v0 under a. Note that g(wi) ≥ 1, since g(v0) ≥ 1. Let π be equal to
ρ with a loop {fi, f i} attached to wi, for each i = 1, . . . , n and gπ(wi) = gρ(wi)− 1.
Clearly, π is stable, the drop in certain genera is made up for by the addition of
flags. The morphism b : π → σ is the obvious combinatorial morphism mapping
every one of the loops {fi, f i} to {f, f}. The contraction ψ : π → ρ simply contracts
all the added loops.
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Case II (Contracting a non-looping edge). In this case v1 6= v2. Again, let
w1, . . . , wn be the vertices of ρ that map to v0 under a. First we shall construct an
intermediate graph π′. Let us fix an i = 1, . . . , n. Construct π′ from ρ by replacing
wi with two vertices w
′
i and w
′′
i , connected by an edge {fi, f i}, such that ∂(fi) = w
′
i
and ∂(f i) = w
′′
i . Let f be a flag of ρ such that ∂ρ(f) = wi. If ∂σφ
F (a(f)) = v1
we attach f to w′i and if ∂σφ
F (a(f)) = v2 we attach f to w
′′
i . Set g(w
′
i) = g(v1),
g(w′′i ) = g(v2), β(w
′
i) = ξ(α(v1)) and β(w
′′
i ) = ξ(α(v2)). This defines the B-graph
π′. The problem with π′ is that it might not be stable. So to construct π we
proceed as follows. Fix an i = 1, . . . , n. If w′i and w
′′
i are stable vertices of π
′ we
do not change anything. If either of w′i or w
′′
i is unstable, we go back to where we
started, by contracting {fi, f i} again, obtaining the stable vertex wi. This finally
finishes the construction of π. The contraction ψ : π → ρ is defined by contracting
all the edges that were just inserted into ρ to construct π. There is an obvious
combinatorial morphism b′ : π′ → σ mapping the edge {fi, f i} to {f, f}. Moreover,
we define a combinatorial morphism c : π → π′ as follows. If i = 1, . . . , n is an
index such that either of w′i or w
′′
i is an unstable vertex of π
′, we map the vertex
wi of π to the stable one of the two, say w
′
i, to fix notation. If f is a flag of ρ such
that ∂f = wi, then f is also considered as a flag of π and π
′, and under c we map
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f to itself, if ∂π′(f) = w
′
i, and to fi, otherwise. Finally, b : π → σ is defined as the
composition b = b′ ◦ c.
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(1)
Iterating this construction leads to the construction of a stable pullback for ar-
bitrary contractions of A-graphs.
Remark. Let
B π
ψ
−→ ρ
ξ ↑ b ↓ ↓ a
A σ
φ
−→ τ
be a stable pullback.
(1) The diagram
Vπ
ψV
−→ Vρ
b ↓ ↓ a
Vσ
φV
−→ Vτ
commutes.
(2) The diagram
Fπ
ψF
←− Fρ
b ↓ ↓ a
Fσ
φF
←− Fτ
does not commute (except for special cases, e.g. if the B-graph π′ constructed
above is stable).
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Proposition 1.10. Stable pullback is independent of the order in which φ is de-
composed into elementary contractions. Moreover, if
B π
ψ
−→ ρ
ξ ↑ b ↓ ↓ a
A σ
φ
−→ τ
and
B π′
ψ′
−→ π
ξ ↑ b′ ↓ ↓ b
A σ′
φ′
−→ σ
are stable pullbacks, then
B π′
ψ◦ψ′
−→ ρ
ξ ↑ b′ ↓ ↓ a
A σ′
φ◦φ′
−→ τ
is a stable pullback, too.
Proof. To check that stable pullback is well-defined, it suffices by Remark 1.4(4) to
check that the above construction yields the same result for both orders in which two
elementary contractions can be composed. This is a straightforward, though maybe
slightly tedious calculation. The compatibility of stable pullback with compositions
of contractions follows trivially from the definition.
Proposition 1.11. If
B π
ψ
−→ ρ
ξ ↑ b ↓ ↓ a
A σ
φ
−→ τ
and
C π′
χ
−→ ρ′
η ↑ b′ ↓ ↓ a′
B π
ψ
−→ ρ
are stable pullbacks, then
C π′
χ
−→ ρ′
η◦ξ ↑ b◦b′ ↓ ↓ a◦a′
A σ
φ
−→ τ
is a stable pullback, too.
Proof. Of course, it suffices to consider the case that φ is an elementary contraction.
Then the claim follows immediately from the construction.
We are now ready to define the notion of morphism of marked stable graphs.
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Definition 1.12. Let (A, τ) and (B,σ) be marked stable graphs. Amorphism from
(A, τ) to (B,σ) is a quadruple (ξ, a, τ ′, φ), where ξ : A → B is a homomorphism
of semigroups, τ ′ is a stable B-graph, a : τ ′ → τ makes (ξ, a) a combinatorial
morphism of marked graphs, and φ : τ ′ → σ is a contraction of B-graphs. We also
say that (a, τ ′, φ) is a morphism of marked stable graphs covering ξ.
Let (ξ, a, τ ′, φ) : (A, τ) → (B,σ) and (η, b, σ′, ψ) : (B,σ) → (C, ρ) be morphisms
of stable marked graphs. Then we define the composition (η, b, σ′, ψ) ◦ (ξ, a, τ ′, φ) :
(A, τ) → (C, ρ) to be (ηξ, ac, τ ′′, ψχ), where (c, τ ′′, χ) is the stable pullback of σ′
under φ.
C τ ′′
χ
−→ σ′
ψ
−→ ρ
η ↑ c ↓ ↓ b
B τ ′
φ
−→ σ
ξ ↑ a ↓
A τ
Remarks. (1) In reality a morphism is an isomorphy class of quadruples as in
this definition. But we shall always stick to the abuse of language begun
here.
(2) The composition of morphisms is associative by Propositions 1.10 and 1.11.
(3) Every combinatorial morphism of marked graphs whose source and target
are stable defines a morphism of marked stable graphs, but in the opposite
direction.
(4) Every contraction of A-graphs whose source (and hence target) is stable
defines a morphism of marked stable graphs (in the same direction).
The category of stable marked graphs shall be denoted by Gs. Let A be the
category of (additive) semigroups with indecomposable zero element. By projecting
onto the first component, we get a functor a : Gs → A. For A ∈ obA let Gs(A) be
the fiber of a over A, i.e. the category of stable A-graphs.
Proposition 1.13. Let τ be an A-graph. Then there exists a stable A-graph τ s,
together with a combinatorial morphism τ s → τ , such that every combinatorial
morphism σ → τ , where σ is a stable A-graph, factors uniquely through τ s. We call
τ s the stabilization of τ .
Proof. let α denote the A-structure of τ .
Case I. Assume that τ has a vertex v0 such that g(v0) = 0, α(v0) = 0, v0 has
a unique flag f1, and f2 := j(f1) 6= f1. Let τ
′ → τ be the ‘subgraph’ defined by
Fτ ′ = Fτ − {f1}, Vτ ′ = Vτ − {v0}, ∂τ ′ = ∂τ |Fτ ′ , jτ ′ |Fτ ′ − {f2} = jτ |Fτ ′ − {f2} and
jτ ′(f2) = f2.
Case II. Assume that τ has a vertex v0 such that g(v0) = 0, α(v0) = 0, v0 has
exactly two flags, f1 and f2, f1 is a tail of τ and f3 := j(f2) 6= f2. Let τ
′ → τ
be the ‘subgraph’ defined by Fτ ′ = Fτ − {f1, f2}, Vτ ′ = Vτ − {v0}, ∂τ ′ = ∂τ |Fτ ′ ,
jτ ′ |Fτ ′ − {f3} = jτ |Fτ ′ − {f3} and jτ ′(f3) = f3.
Case III. Assume that τ has a vertex v0 such that g(v0) = 0, α(v0) = 0, v0 has
exactly two flags, f1 and f2, f1 := j(f1) 6= f1 and f 2 := j(f2) 6= f2. Let τ
′ → τ
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be the ‘subgraph’ defined by Fτ ′ = Fτ − {f1, f2}, Vτ ′ = Vτ − {v0}, ∂τ ′ = ∂τ |Fτ ′ ,
jτ ′ |Fτ ′ − {f 1, f 2} = jτ |Fτ ′ − {f1, f2} and jτ ′(f 1) = f2.
Case IV. Assume that τ has a vertex v0 such that 2g(v0) + |v0| < 3, α(v0) = 0
and Fτ (v0) is a union of orbits of jτ . Let τ
′ → τ be the ‘subgraph’ defined by
Fτ ′ = Fτ − Fτ (v0), Vτ ′ = Vτ − {v0}, ∂τ ′ = ∂τ |Fτ ′ and jτ ′ = jτ |Fτ ′ .
In each of these four cases every combinatorial morphism σ → τ , with σ stable
factors uniquely through τ ′. By induction on the number of vertices of τ , the graph
τ ′ has a stabilization, which is thus also a stabilization of τ . If τ has no vertices v0
of the kind covered by the above four cases, τ is stable and τ itself may serve as
stabilization of τ .
See Section 10 in [6, Exp. VI]) for the definition of cofibration of categories.
Proposition 1.14. The functor a : Gs → A is a cofibration.
Proof. Let ξ : A → B be a homomorphism in A, and (τ, α) a stable A-graph. We
need to construct a stable B-graph σ = ξ∗τ , together with a morphism (a, τ
′, φ) :
(A, τ) → (B,σ) covering ξ, with the following universal mapping property. When-
ever η : B → C is another homomorphism in A, ρ is a stable C-graph and (b, τ ′′, ψ) :
(A, τ) → (C, ρ) is a morphism covering η ◦ ξ, there exists a unique morphism
(c, σ′, χ) : (B,σ) → (C, ρ) covering η, such that (c, σ′, χ) ◦ (a, τ ′, φ) = (b, τ ′′, ψ),
i.e. such that τ ′′ is the stable pullback of σ′ under φ.
In fact, it is not difficult to see that the stabilization of (τ, ξ ◦ α) satisfies this
universal mapping property.
Remark 1.15. Choosing a clivage normalise´ (see Definition 7.1 in [6, Exp. VI]) of
Gs over A amounts to choosing a pushforward functor ξ∗ : Gs(A)→ Gs(B) for any
homomorphism ξ : A→ B in A. We may call ξ∗ stabilization with respect to ξ. If
B = {0}, we speak of absolute stabilization (or simply stabilization, if no confusion
seems likely to arise).
2. Prestable Curves
We recall the definition of prestable curves. A morphism of prestable curves is
defined in such a way that it has degree at most one and contracts at most rational
components.
Definition 2.1. A prestable curve over the scheme T is a flat proper morphism
π : C → T of schemes such that the geometric fibers of π are reduced, connected,
one-dimensional and have at most ordinary double points (nodes) as singularities.
The genus of a prestable curve C → T is the map t 7→ dimH1(Ct,OCt), which is a
locally constant function g : T → Z≥0. If L is a line bundle on C, then the degree
of L is the locally constant function degL : T → Z≥0 given by t 7→ χ(Lt) + g − 1.
A morphism p : C → D of prestable curves over T is a T -morphism of schemes,
such that for every geometric point t of T we have
(1) if η is the generic point of an irreducible component of Dt, then the fiber of
pt over η is a finite η-scheme of degree at most one,
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(2) if C ′ is the normalization of an irreducible component of Ct, then pt(C
′) is
a single point only if C ′ is rational.
If V is a scheme and f : C → V a morphism, then L 7→ deg f ∗L defines a locally
constant function T → HomZ(PicV,Z) which we shall call the homology class of f ,
by abuse of language, denoted f∗[C].
If V is a scheme admitting an ample invertible sheaf let
H2(V )
+ = {α ∈ HomZ(PicV,Z) | α(L) ≥ 0 whenever L is ample}.
Note that H2(V )
+ is a semigroup with indecomposable zero. This is because if V
admits an ample invertible sheaf then PicV is generated by ample invertible sheaves
(see Remarque 4.5.9 in [4]). So if f : C → V is a morphism from a prestable curve
into V , then the homology class is a locally constant function T → H2(V )
+.
Lemma 2.2. Let f : X → Y be a proper surjective morphism of T -schemes such
that f∗OX = OY . Let g : X → U be another morphism of T -schemes, such that
for every geometric point t of T the map gt : Xt → Ut is constant (as a map of
underlying Zariski topological spaces) on the fibers of ft : Xt → Yt. Then g factors
uniquely through f .
Proof. This follows easily, for example, from Lemma 8.11.1 in [4].
Corollary 2.3. Let C be a prestable curve over T and f : C → V a morphism,
where V is a scheme admitting an ample invertible sheaf. Then f∗[C] = 0 if and
only if f factors through T .
We shall need the following two results about gluing marked prestable curves at
the marks.
Proposition 2.4. Let T be a scheme and C1, C2 two prestable curves over T . Let
x1 ∈ C1(T ) and x2 ∈ C2(T ) be sections such that for every geometric point t of T we
have that x1(t) and x2(t) are in the smooth locus of C1,t and C2,t, respectively. Then
there exists a prestable curve C over T , together with T -morphisms p1 : C1 → C
and p2 : C2 → C, such that
(1) p1(x1) = p2(x2),
(2) C is universal among all T -schemes with this property.
The curve C is uniquely determined (up to unique isomorphism) and will be called
obtained by gluing C1 and C2 along the sections x1 and x2, notation
C = C1 ∐x1,x2 C2.
If u : S → T is a morphism of schemes, then CS is the curve obtained by gluing
C1,S and C2,S along x1,S and x2,S. If gi is the genus of Ci, for i = 1, 2, then for the
genus g of C we have g = g1 + g2. If, for i = 1, 2, fi : Ci → V is a morphism into
a scheme such that f1(x1) = f2(x2), and f : C → V is the induced morphism, we
have f∗[C] = f1∗[C1] + f2∗[C2] in HomZ(PicV,Z).
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Proposition 2.5. Let T be a scheme and C a prestable curve over T . Let x1 ∈
C(T ) and x2 ∈ C(T ) be sections such that for every geometric point t of T we have
that x1(t) and x2(t) are in the smooth locus of Ct and x1(t) 6= x2(t). Then there
exists a prestable curve C˜ over T , together with a T -morphism p : C → C˜, such
that
(1) p(x1) = p(x2),
(2) C˜ is universal among all T -schemes with this property.
The curve C˜ is uniquely determined (up to unique isomorphism) and will be called
obtained by gluing C with itself along the sections x1 and x2, notation
C˜ = C/x1 ∼ x2.
If u : S → T is a morphism of schemes, then (C˜)S is the curve obtained by gluing
CS with itself along x1,S and x2,S. If g is the genus of C, then for the genus g˜
of C˜ we have g˜ = g + 1. If f : C → V is a morphism into a scheme such that
f(x1) = f(x2), and f˜ : C˜ → V is the induced morphism, we have f˜∗[C˜] = f∗[C] in
HomZ(PicV,Z).
Definition 2.6. Let τ be a modular graph. A τ -marked prestable curve over T is
a pair (C, x), where C = (Cv)v∈Vτ is a family of prestable curves πv : Cv → T and
x = (xi)i∈Fτ is a family of sections xi : T → C∂τ (i), such that for every geometric
point t of T we have
(1) xi(t) is in the smooth locus of C∂τ (i),t, for all i ∈ Fτ ,
(2) xi(t) 6= xj(t), if i 6= j, for i, j ∈ Fτ ,
(3) g(Cv,t) = g(v) for all v ∈ Vτ .
We define a marked prestable curve over T to be a triple (τ, C, x), where τ is a
modular graph and (C, x) a τ -marked prestable curve over T .
3. Stable Maps
We now come to the definition of stable maps, the central concept of this work,
which is due to Kontsevich.
Fix a field k and let V be the category of smooth projective (not necessarily
connected) varieties over k. Consider the covariant functor
H+2 : V −→ A
V 7−→ H2(V )
+,
where A is the category of semigroups with indecomposable zero (see Section 1).
Define the category VGs as the fibered product (see Section 3 in [6, Exp. VI])
VGs −→ Gs
↓  ↓ a
V
H+2−→ A.
To spell this definition out, we have
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(1) objects of VGs are pairs (V, τ), where V is a smooth projective variety over
k and τ is a stable H2(V )
+-graph,
(2) a morphism (V, τ) → (W,σ) is a quadruple (ξ, a, τ ′, φ), where ξ : V → W
is a morphism of k-varieties and (H+2 (ξ), a, τ
′, φ) is a morphism in Gs as
defined in Definition 1.12.
Remark 3.1. By Corollary 6.9 of [6, Exp. VI] and Proposition 1.14 the category
VGs is a cofibered category over V.
Definition 3.2. Let (V, τ, α) be an object of VGs and T a k-scheme. A stable
(V, τ, α)-map over T is a triple (C, x, f), where (C, x) is a τ -marked prestable curve
over T and f = (fv)v∈Vτ is a family of k-morphisms fv : Cv → V , such that the
following conditions are satisfied.
(1) For every i ∈ Fτ we have f∂τ (i)(xi) = f∂τ (jτ (i))(xjτ (i)) as k-morphisms from
T to V .
(2) For all v ∈ Vτ we have that fv∗[Cv] = α(v) in H2(V )
+.
(3) For every geometric point t of T and every v ∈ Vτ the stability condition is
satisfied. This means that if C ′ is the normalization of a component of Cv,t
that maps to a point under fv,t : Cv,t → Vt, then
(a) if the genus of C ′ is zero, then C ′ has at least three special points,
(b) if the genus of C ′ is one, then C ′ has at least one special point.
Here, a point of C ′ is called special, if it maps in Cv,t to a marked point or
a node.
We define a stable map over T to be a sextuple (V, τ, α,C, x, f), where (V, τ, α)
is an object of VGs and (C, x, f) is a stable (V, τ, α)-map over T .
A morphism (V, τ, α,C, x, f) → (W,σ, β,D, y, h) of stable maps over T is a quin-
tuple (ξ, a, τ ′, φ, p), where (ξ, a, τ ′, φ) : (V, τ, α) → (W,σ, β) is a morphism in VGs
and p = (pv)v∈Vτ′ is a family of morphisms of prestable curves pv : Ca(v) → DφV (v),
such that the following are true.
(1) For every i ∈ Fσ we have p∂(φF (i))(xaφF (i)) = yi,
(2) If {i1, i2} is an edge of τ
′ which is being contracted by φ, then pv1(xa(i1)) =
pv2(xa(i2)), where v1 = ∂i1 and v2 = ∂i2. So, in particular, if v1 6= v2 there
exists an induces morphism
p12 : Ca(v1) ∐xa(i1),xa(i2) Ca(v2) → Dw,
where w = φ(v1) = φ(v2).
(3) With the notation of (2), if v1 6= v2, the morphism p12 is a morphism of
prestable curves.
(4) For every v ∈ Vτ ′ the diagram
Ca(v)
fa(v)
−→ V
pv ↓ ↓ ξ
Dφ(v)
hφ(v)
−→ W
commutes.
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In this situation we also say that p : (C, x, f) → (D, y, h) is a morphism of stable
maps covering the morphism (ξ, a, τ ′, α) in VGs.
To define the composition of morphisms, let (ξ, a, τ ′, φ, p) : (V, τ, α,C, x, f) →
(W,σ, β,D, y, h) and (η, b, σ′, ψ, q) : (W,σ, β,D, y, h) → (U, ρ, γ,E, z, e) be mor-
phisms of stable maps over T . We already know how to compose the morphisms
(ξ, a, τ ′, φ) and (η, b, σ′, ψ) in VGs. Use notation as in Definition 1.12. Then this
composition is (ηξ, ac, τ ′′, ψχ). Define the family r = (ru)u∈Vτ′′ of morphisms of
prestable curves ru : Cac(u) → Eψχ(u) as ru = qχ(u) ◦pc(u), which is well-defined, since
φV c(u) = aχV (u). Then we define our composition as
(η, b, σ′, ψ, q) ◦ (ξ, a, τ ′, φ, p) = (ηξ, ac, τ ′′, ψχ, r).
Proposition 3.3. The composition of morphisms of stable maps is a morphism of
stable maps.
Proof. The proof will be given at the same time as the proof of Theorem 3.6 be-
low.
Definition 3.4. Let V ∈ obV be a variety, β ∈ H2(V )
+ a homology class and
g, n ≥ 0 integers. Then (V, g, n, β) shall denote the object (V, τ, β) of VGs whose
modular graph τ is given by Fτ = n, Vτ = {∅}, ∂τ : Fτ → Vτ the unique map,
jτ = idn and g(∅) = g. The H2(V )
+-structure on τ is given by β(∅) = β. A stable
(V, g, n, β)-map is also called a stable map from an n-pointed curve (of genus g) to
V (of class β). Here we use the notation n = {1, . . . , n}.
Lemma 3.5. Over an algebraically closed field, let (C, x, f) be a stable map from
an n-pointed curve of genus g to V of class β and let (D, y, h) be a stable map from
an m-pointed curve of genus g to V of class β, where m ≤ n. Let p : C → D be a
morphism such that p(xi) = yi for i ≤ m and hp = f . If C
′ ⊂ C is a subcurve (a
connected union of irreducible components), such that
(1) letting C ′′ be the closure of the complement of C ′ in C, the curves C ′ and
C ′′ have exactly one node in common,
(2) g(C ′) = 0,
(3) f(C ′) is a point,
(4) for i ≤ m the xi do not lie on C
′ except for at most one of them,
then p maps C ′ to a point in D.
Let us denote the category of stable maps over T by M(T ). It comes together
with a functor
M(T ) −→ VGs,
defined by projecting onto the first components. For a morphism u : S → T , pulling
back defines a VGs-functor
u∗ :M(T ) −→M(S).
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Theorem 3.6. For every k-scheme T the functor M(T ) → VGs is a cofibration,
whose fibers are groupoids. In other words, M(T ) is cofibered in groupoids over
VGs.
For every base change u : S → T the VGs-functor u
∗ : M(T ) → M(S) is
cocartesian.
Proof. To prove that M(T ) → VGs is a cofibration, we need to prove the follow-
ing. Let (ξ, a, τ ′, φ) : (V, τ) → (W,σ) be a morphism in VGs and (C, x, f) a stable
(V, τ)-map over T . Then there exists a pushforward (D, y, h) of (C, x, f) under
(ξ, a, τ ′, φ). This pushforward comes with a morphism p : (C, x, f) → (D, y, h)
of stable maps covering (ξ, a, τ ′, φ) and is characterized by the following universal
mapping property. Whenever (η, b, σ′, ψ) : (W,σ) → (U, ρ) is another morphism in
VGs, (E, z, e) a stable (U, ρ)-map over T and r : (C, x, f) → (E, z, e) a morphism
of stable maps covering (ηξ, ac, τ ′′, ψχ) : (V, τ) → (U, ρ) (in the notation of Defini-
tion 1.12), there exists a unique morphism of stable maps q : (D, y, h) → (E, z, e)
covering (η, b, σ′, ψ) : (W,σ)→ (U, ρ) such that r = q ◦ p.
r
...............
........................
.............................................................................q
(C, x, f)
p
−→ (D, y, h)
q
−→ (E, z, e)
| | |
(V, τ)
(ξ,a,τ ′,φ)
−→ (W,σ)
(η,b,σ′,ψ)
−→ (U, ρ)...................................................................................................
................
.
1
(ηξ,ac,τ ′′,ψχ)
(2)
To prove that u∗ :M(T )→M(S) is always cocartesian, we need to prove that this
pushforward commutes with base change.
Recall that we also wish to prove Proposition 3.3, i.e. that if morphisms of stable
maps p : (C, x, f) → (D, y, h) and q : (D, y, h) → (E, z, e) are given as in (2), then
the composition r : (C, x, f)→ (E, z, e) is also a morphism of stable maps.
Purely formal considerations tell us that to prove these three facts, we may
decompose the morphism (ξ, a, τ ′, φ) : (V, τ) → (W,σ) into a composition of other
morphisms in any way we wish and prove the three facts for the factors of this
decomposition. We shall thus consider the following five cases.
Case I (Changing V ). In this case σ = ξ∗τ . This means that σ is the pushforward
of τ under ξ : V →W , using the fact that VGs → V is a cofibration (Remark 3.1).
In other words, σ is the stabilization of τ with respect to the induced H2(W )
+-
structure (Proposition 1.13). Thus τ ′ = σ and φ = idσ.
In all other cases W = V and ξ is the identity. In the next two cases a = idτ and
τ ′ = τ .
Case II (Contracting and edge). The contraction φ : τ → σ contracts exactly
one edge {i1, i2} ⊂ Fτ and we have v1 6= v2, where v1 = ∂(i1) and v2 = ∂(i2). To fix
notation, let v0 = φ(v1) = φ(v2).
Case III (Contracting a loop). This is the same as Case II, except that we have
v1 = v2.
In the last two cases τ ′ = σ and φ = idσ.
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Case IV (Complete combinatorial). The combinatorial morphism a : σ → τ has
the property that a : Fσ(v)→ Fτ (a(v)) is a bijection, for all v ∈ Vσ.
Case V (Removing a tail). In this case, Vσ = Vτ , we have given a vertex v0 ∈ Vτ
and a tail i0 ∈ Fτ (v0) of τ and we have
(1) Fσ = Fτ − {i0},
(2) ∂σ = ∂τ |Fσ,
(3) jσ = jτ |Fσ.
Note that the proof of Proposition 3.3 is only interesting (if at all) for Case II,
since only in this case carrying out the composition of (ξ, a, τ ′, φ) and (η, b, σ′, ψ)
involves the second case of the construction of stable pullback (Section 1).
Case I. First we note the following trivial lemma.
Lemma 3.7. Assume that τ is stable with respect to the induced H2(W )
+-structure,
so that σ = τ and a = idτ . Then if (C, x, ξ ◦ f) satisfies the stability condition it
may serve as pushforward of (C, x, f) under ξ.
We shall now reduce Case I to Cases IV and V. By the claimed compatibility with
base change, we may construct the pushforward locally, and pass to an e´tale cover
of T , whenever desirable. Thus we add tails to τ , obtaining τ˜ , and corresponding
sections of C, obtaining (C, x˜) until τ˜ with the induced H2(W )
+-structure is stable
and (C, x˜, ξ ◦ f) satisfies the stability condition. Then we have the commutative
diagram
(V, τ˜) −→ (V, τ)
↓ ↓
(W, τ˜) −→ (W,σ)
(3)
in VGs. The top row of (3) is covered by (C, x˜, f)→ (C, x, f), and clearly (C, x, f) is
the pushforward of (C, x˜, f) under (V, τ˜)→ (V, τ) (see also Case V). The first column
of (3) is covered by (C, x˜, f)→ (C, x˜, ξ ◦ f), which is a pushforward by Lemma 3.7.
Now the pushforward of (C, x˜, ξ ◦ f) under (W, τ˜)→ (W,σ) will also be the sought
after pushforward of (C, x, f) under (V, τ)→ (W,σ). But (W, τ˜)→ (W,σ) is covered
by Cases IV and V, achieving the reduction.
Case II. The diagram defining the composition of φ and (b, σ′, ψ) is
τ ′
χ
−→ σ′
ψ
−→ ρ
c ↓ ↓ b
τ
φ
−→ σ.
Let us first deal with the proof of Proposition 3.3.
Lemma 3.8. For every i ∈ Fσ′ we have
q∂(i)p∂cχF (i)(xcχF (i)) = q∂(i)p∂φF b(i)(xφF b(i)).
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Proof. Assume that cχF (i) 6= φF b(i), since otherwise there is nothing to prove. In
this case, necessarily, cχF (i) is being contracted by φ. Without loss of generality,
let cχF (i) = i1, so the situation is as in the following diagram (cf. (1)).
..........................................................................................
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(4)
Here, τ ′ is the stable pullback and τ˜ ′ the intermediate graph used in the construction
of τ ′. Using the fact that p is a morphism of stable maps we get a morphism
p12 : C12 → Dv0 of prestable curves, where
C12 = Cv1 ∐xi1 ,xi2 Cv2 .
Compose this with q∂(i) : Dv0 → Eψ∂(i). Let f12 : C12 → V be the map induced
from fv1 and fv2 and x˜ = x|Fτ (v1) ∪ Fτ(v2)− {i1, i2}. Then (C12, x˜, f12) is a stable
map and
q∂(i) ◦ p12 : (C12, x˜, f12) −→ (Eψ∂(i), z|Fρ(ψ∂(i)), eψ∂(i))
is a morphism of stable maps to which Lemma 3.5 applies, with C ′ = Cv2 and
xφF b(i) ∈ C
′ being the only marked point coming from Fρ(ψ∂(i)), if there exists
such a point at all (this is because τ ′ 6= τ˜ ′). So by Lemma 3.5 q∂(i)pv2(Cv2) is a
point in Eψ∂(i). To be precise, this holds if T is the spectrum of an algebraically
closed field. For the general case, applying Lemma 2.2 yields that q∂(i) ◦ pv2 factors
thought T . In particular,
q∂(i)pv2(xφF b(i)) = q∂(i)pv2(xi2) = q∂(i)pv1(xi1),
which is what we set out to prove.
Let us check that r : (C, x, f) → (E, z, e) is a morphism of stable maps, i.e.
satisfies Properties (1) through (4) from Definition 3.2.
Property (1). Let i ∈ Fρ. The we have
r∂χFψF (i)(xcχFψF (i)) = q∂ψF (i)p∂cχFψF (i)(xcχFψF (i))
by Definition 3.2,
= q∂ψF (i)p∂φF bψF (i)(xφF bψF (i))
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by Lemma 3.8,
= q∂ψF (i)(ybψF (i))
= zi,
since p and q are morphisms of stable maps.
Property (2). Let {j1, j2} be an edge of τ
′ which is being contracted by ψχ. Let
u1 = ∂j1 and u2 = ∂j2.
Case 1. Let {j1, j2} be contracted by χ. Then {c(j1), c(j2)} is being contracted
by φ. So without loss of generality c(j1) = i1 and c(j2) = i2. Then
ru1(xi1) = qχ(u1)pv1(xi1)
= qχ(u2)pv2(xi2)
= ru2(xi2),
since p is a morphism of stable maps and χ(u1) = χ(u2).
Case 2. If {j1, j2} is not contracted by χ, then there exists a unique edge {j
′
1, j
′
2}
of σ′ being contracted by ψ, such that j1 = χ
F (j′1) and j2 = χ
F (j′2). Then
ru1(xc(j1)) = qχ(u1)pc(u1)(xc(j1))
= qχ(u1)p∂φF b(j′1)(xφF b(j′1))
by Lemma 3.8,
= qχ(u1)(yb(j′1))
= qχ(u2)(yb(j′2))
since q is a morphism of stable maps,
= ru2(xc(j2)),
by symmetry.
Property (3). This follows from the fact that the composition of morphisms of
prestable curves is again a morphism of prestable curves.
Property (4). Straightforward.
This finishes the proof of Proposition 3.3 in Case II. Let us now construct the
pushforward (D, y, h) of (C, x, f) under φ.
Let w ∈ Vσ. If w 6= v0, let v be the unique vertex v ∈ Vτ such that φV (v) = w
and set Dw = Cv. If w = v0 set
Dv0 = Cv1 ∐xi1 ,xi2 Cv2 .
This defines a family of prestable curves D. For every v ∈ Vτ let pv : Cv → Dφ(v)
be the canonical map. Define sections yi, for i ∈ Fσ, by
yi = p∂φF (i)(xφF (i)).
Finally, define for every w ∈ Vσ a map gw : Dw → V from f (by using Proposi-
tion 2.4, if w = v0). Essentially by definition, (D, y, h) is a stable (V, σ)-map and
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p : (C, x, f) → (D, y, h) is a morphism of stable maps covering φ : (V, τ) → (V, σ).
It remains to check that (D, y, h) satisfies the universal mapping property of a
pushforward under φ. So let r : (C, x, f)→ (E, z, e) as in Diagram (2) be given.
Let u ∈ Vσ′ . We need to define a unique morphism qu : Db(u) → Eψ(u) such that
for every u′ ∈ Vτ ′ , satisfying χ(u
′) = u, the diagram
Cc(u′)
pc(u′) ↓ ց ru′
Db(u)
qu
−→ Eψ(u)
commutes. If b(u) 6= v0, necessarily, qu = ru′ . So let b(u) = v0. If there are two
vertices u′1 and u
′
2 such that χ(u
′
1) = χ(u
′
2) = u, then we have two maps ru′1 : Cv1 →
Eψ(u) and ru′2 : Cv2 → Eψ(u) giving rise to a unique map qu : Dv0 → Eψ(u). If there
is only one vertex u′1 of τ
′ such that χ(u′1) = u, then we are in a situation as in
Diagram (4), and by Lemma 3.5 qu has to map Cv2 ⊂ Dv0 to a single point of Eψ(u)
and ru′1 : Cv1 → Eψ(u) suffices to determine qu : Dv0 → Eψ(u) uniquely. This defines
q : D → E satisfying all properties required of a morphism of stable maps, as some
routine considerations reveal. This finishes Case II.
Case III. This case is similar to Case II, but much simpler, because the con-
struction of the composition of φ and (b, σ, ψ) is simpler, and thus for every i ∈ Fσ′
we have cχF (i) = φF b(i). We use Proposition 2.5 instead of Proposition 2.4 to
construct the pushforward of (C, x, f) under φ, gluing the two sections xi1 and xi2
of Cv1 = Cv2 to obtain Dv0 .
Case IV. To construct the pushforward, set Dv = Ca(v), pv : Ca(v) → Dv the
identity and hv = fa(v), for every v ∈ Vσ. Moreover, for i ∈ Fσ set yi = xa(i). To
check that (D, y, h) is a stable map and p : (C, x, f)→ (D, y, h) a morphism of stable
maps, the only fact to check is that for every i ∈ Fσ we have h∂(i)(yi) = h∂(j(i))(yj(i)),
in other words
f∂a(i)(xa(i)) = f∂(j(i))(xa(j(i))).
Here, Condition (3) in the definition of combinatorial morphism of A-graphs (Defi-
nition 1.7) enters in. It implies this claim together with Corollary 2.3. The universal
mapping property of (D, y, h) is easily verified.
Case V. Before we can treat this case, we need a few preparations.
Proposition 3.9. Let (C, x1, . . . , xn, f) be a stable map over a field from a curve
of genus g to V and M an ample invertible sheaf on V . Then
L = ωC(x1 + . . . + xn)⊗ f
∗M⊗3
is ample on C. Here ωC is the dualizing sheaf of C.
Proof. Let us first consider the case that C has no nodes, so that C is irreducible
and non-singular. Then is suffices to prove that degL > 0.
Case 1. The image f(C) is a point. Then deg f ∗M = 0 and we have
degL = degωC + n = 2g − 2 + n ≥ 1,
by the stability condition.
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Case 2. The image f(C) is not a point. Then deg f ∗M ≥ 1 and so
degL = 2g − 2 + n+ 3deg f ∗M ≥ 2g − 2 + n+ 3 = 2g + n+ 1 > 0.
So suppose now that C has a node P . Let q : C ′ → C be the curve obtained by
blowing up P and let P1, P2 ∈ C
′ be the two points lying over P . Let L′ = q∗L and
f ′ = f ◦ q.
Case 1. The curve C ′ is connected. Then (C ′, x1, . . . , xn, P1, P2, f
′) is a stable
map and
L′ = ωC′(x1 + . . .+ xn + P1 + P2)⊗ f
′∗M⊗3.
Case 2. The curve C ′ is disconnected. Let C ′1 and C
′
2 be the two components
of C ′ and L′1, L
′
2 the restriction of L
′ to C ′1 and C
′
2, respectively. Let f
′
i : C
′
i → V
for i = 1, 2 be the map induced by f ′. Without loss of generality assume that
x1, . . . , xr ∈ C
′
1 and xr+1, . . . , xn ∈ C
′
2, for some 0 ≤ r ≤ n and P1 ∈ C
′
1, P2 ∈ C
′
2.
Then (C ′1, x1, . . . , xr, P1, f
′
1) and (C
′
2, xr+1, . . . , xn, P2, f
′
2) are stable maps and
L′1 = ωC′1(x1 + . . . + xr + P1)⊗ f
′
1
∗
M⊗3
L′2 = ωC′2(xr+1 + . . .+ xn + P2)⊗ f
′
2
∗
M⊗3.
Thus by induction on the the number of nodes we may assume that L′ is ample
on C ′. Let F be a coherent sheaf on C and F ′ = q∗F . Then there exists an
n0 such that for all n ≥ n0 we have that F
′ ⊗ L′⊗n(−P1), F
′ ⊗ L′⊗n(−P2) and
F ′ ⊗ L′⊗n(−P1 − P2) are generated by global sections. This implies that F ⊗ L
⊗n
is generated by global sections. So L is ample.
We will now consider the following setup. Let (C, x1, . . . , xn+1, f) be a stable
map over T from an (n + 1)-pointed curve of genus g to V of class β ∈ H2(V )
+,
where 2g + n ≥ 3 if β = 0 (otherwise, n ≥ 0).
If t is a geometric point of T and C ′ a component of Ct, then we say that C
′ is to
be contracted, if, after removing xn+1, the normalization of C
′ violates the stability
condition. Equivalently,
(1) C ′ is rational without self intersection (so that C ′ is equal to its normaliza-
tion),
(2) xn+1 ∈ C
′,
(3) C ′ has exactly two special points besides xn+1, at least one of which is not
a marked point, but a node,
(4) ft(C
′) is a single point of V .
Pictorially, the only two possible components to be contracted look as follows.
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× ×
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Note that every geometric fiber of π : C → T has at most one component to be
contracted.
We say a T -morphism q : C → U , for a T -scheme U , contracts the components
to be contracted, if for every geometric point t of T the map (of underlying Zariski
topological spaces) qt : Ct → Ut maps every component to be contracted to a single
point in Ut. For example, f : C → VT contracts the components to be contracted.
Proposition 3.10. There exists a universal morphism p : C → C˜ contracting the
components to be contracted. Let f˜ : C˜ → V be the unique map given by the
universal mapping property of (C˜, p). Then (C˜, p(x1), . . . , p(xn), f˜) is a stable map
from an n-pointed curve of genus g to V of class β.
Proof. This is a variation on Section 1 of [9]. Let us first prove the proposition
for the case that T is the spectrum of an algebraically closed field. Let C ′ be a
component to be contracted.
Case 1. The component C ′ has one node. We define C˜ = C − (C ′ − C) and let
p : C → C˜ be the obvious map. Clearly, O
C˜
= p∗OC , so C˜ satisfies the universal
mapping property by Lemma 2.2. The rest is trivial.
Case 2. The component C ′ has two nodes. We define C = C − (C ′ −C) and let
P1 and P2 be the two points of C that intersect C
′. Then we set C˜ = C/P1 ∼ P2,
i.e. we identify the two points P1 and P2. We then proceed similarly as in Case 1.
Lemma 3.11. Let T be the spectrum of an algebraically closed field and let C˜ be
the universal curve contracting the components of C to be contracted. Choose an
ample invertible sheaf M on V . Let
L = ωC(x1 + . . . + xn)⊗ f
∗M⊗3
and
L˜ = ω
C˜
(p(x1) + . . .+ p(xn))⊗ f˜
∗M⊗3.
Then for all k ≥ 0 we have
(1) L˜⊗k = p∗L
⊗k,
(2) p∗L˜⊗k = L⊗k,
(3) R1f∗L
⊗k = 0,
(4) H i(C˜, L˜⊗k) = H i(C,L⊗k), for i = 0, 1.
Proof. This is analogous to Lemma 1.6 of [9].
Lemma 3.12. Let T be the spectrum of an algebraically closed field and let L be
defined as in Lemma 3.11. Define the open subset U of C by
U = {x ∈ C | x is smooth and x is not in any component to be contracted}.
Then for k sufficiently large we have
(1) L⊗k is generated by global sections,
(2) H1(C,L⊗k) = 0,
(3) L⊗k is normally generated,
(4) L⊗k(−P ) is generated by global sections for all P ∈ U .
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(The sheaf L is normally generated if Γ(C,L)⊗k → Γ(C,L⊗k) is surjective, for all
k ≥ 1.)
Proof. Let C˜ and L˜ be as in Lemma 3.11. Note that one can apply Proposition 3.9
to C˜ and L˜. Then the results are implied by Lemma 3.11.
We can now proceed with the proof of Proposition 3.10 for general base T . Choose
an ample invertible sheaf M on V and consider on C the invertible sheaf
L = ωC/T (x1 + . . .+ xn)⊗ f
∗M⊗3,
where ωC/T is the relative dualizing sheaf of C over T . Then form
S =
⊕
k≥0
π∗L
⊗k,
where π : C → T is the structure map, and let
C˜ = ProjS.
Claim 1. The formation of C˜ commutes with base change.
Proof. Clearly, the formation of L⊗k commutes with base change. That the forma-
tion of π∗L
⊗k commutes with base change for k sufficiently large follows from the
fact that H1(Ct, L
⊗k) = 0, for all t ∈ T , by Lemma 3.12. For k = 0 this is trivially
true. Thus the formation of
S(d) =
⊕
d|k
Sk
commutes with base change, for a suitable d > 0. This implies the claim for C˜,
since
C˜ = ProjS = ProjS(d).
Claim 2. The structure map π˜ : C˜ → T is flat and projective.
Proof. The flatness of ProjS(d) follows from the fact that π∗L
⊗k is locally free, for
d | k, which follows from the fact that its formation commutes with base change.
By passing to a larger d if necessary, we may assume that for every k ≥ 0 the
homomorphism
π∗(L
⊗d)⊗k −→ π∗(L
⊗dk)
is surjective. This may be checked on fibers and thus follows from Lemma 3.12(3).
So S(d) is generated by S
(d)
1 and hence ProjS
(d) is projective by Proposition 5.5.1
in [4].
Claim 3. The canonical morphism from an open subset of C to C˜ is everywhere
defined, proper and surjective.
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Proof. This canonical morphism is defined by π∗S →
⊕
k L
⊗k, or equivalently by
S →
⊕
k π∗L
⊗k (see Section 3.7 in [4]). For it to be everywhere defined, it suffices
to prove that π∗π∗L
⊗k → L⊗k is an epimorphism, for k sufficiently large. This may
be checked on fibers and thus follows from Lemma 3.12(1). That the canonical
morphism is dominant follows immediately, since S →
⊕
π∗L
⊗k is an isomorphism.
That it is proper, is clear. So it has to be surjective.
We call this canonical morphism p : C → C˜.
Claim 4. Let x be a geometric point of C˜ and p−1(x) the fiber of p over x.
Then either the cardinality of p−1(x) is one or p−1(x) is a component of Cπ˜(x) to be
contracted.
Proof. Without loss of generality we may assume that T is the spectrum of an alge-
braically closed field. Then with the notation of Lemma 3.12 and by Property (4)
of the same lemma, we have that p|U : U → C˜ is an open immersion. If C ′ is to
be contracted, then L|C ′ ∼= OC′ , and so C
′ is mapped to a point in C˜. These facts
clearly imply Claim 4.
Claim 5. We have p∗OC = OC˜ .
Proof. With the notation of Claim 4, note that
H1(p−1(x),OC ⊗O
C˜
κ(x)) = 0,
since p−1(x) is rational if it is one and not zero dimensional. So by Corollary 1.5 in
[9], the formation of p∗OC commutes with base change in T . So to prove the claim,
we may assume that T is the spectrum of an algebraically closed field, but then it
is clear.
Now by Lemma 2.2 the last three claims imply that p : C → C˜ is a universal mor-
phism contracting the components to be contracted. In particular, we get a unique
morphism f˜ : C → V such that f˜ ◦p = f . The fact that (C˜, p(x1), . . . , p(xn), f˜) is a
stable map from an n-pointed curve of genus g to V of class β may now be checked on
fibers, which has already been done. This finishes the proof of Proposition 3.10.
We now proceed with the proof of Theorem 3.6 in Case V. Let n = #Fσ(v0).
Choose an identification n+ 1→ Fτ (v0) mapping n+1 to i0, the flag being removed.
Then (Cv0 , x1, . . . , xn+1, fv0) is a stable map to which Proposition 3.10 applies and
we let pv0 : Cv0 → Dv0 be the universal morphism contracting the components to be
contracted. For v 6= v0 we let Dv = Cv and pv : Cv → Dv be the identity. It is then
clear how to define y and h to get a stable map (D, y, h) satisfying the universal
mapping property of a pushforward under the graph morphism τ → σ given by
a : σ → τ . This completes the proof of Case V.
To complete the proof of Theorem 3.6 we need to show that if (V, τ, α) is an
object of VGs and p : (C, x, f) → (D, y, h) is a morphism of stable (V, τ, α)-maps
(covering the identity of (V, τ, α)), then p is an isomorphism.
This is immediately reduced to the case that (V, τ, α) = (V, g, n, α) and using
Lemma 2.2 to the case that T is the spectrum of an algebraically closed field.
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Then it follows from the stability condition that p cannot contract any rational
components, so it is injective. To prove that p is surjective use induction on the
number of nodes of D. So let P be a node of D and let D′ be the curve obtained
from D by blowing up P and let p′ : C ′ → D′ by the pullback of p : C → D under
D′ → D.
Case 1. The curve D′ is disconnected, D′ = D′1 ∐D
′
2. Then C
′ = C ′1 ∐ C
′
2 with
induced maps p′i : C
′
i → D
′
i, for i = 1, 2. Let gi = g(D
′
i) and αi = f∗[D
′
i], for i = 1, 2.
Then g = g1 + g2 and α = α1 + α2. Now gi(C
′
i) ≤ gi(D
′
i) and f∗[C
′
i] ≤ f∗[D
′
i] imply
that gi(C
′
i) = gi and f∗[C
′
i] = αi and thus we may apply the induction hypothesis
to p′1 and p
′
2, proving the surjectivity of p.
Case 2. The curve D′ is connected. Then C ′ is connected, since otherwise we
would have two curves contradicting the induction hypothesis. So me may apply
the induction hypothesis to p′ : C ′ → D′.
This finally completes the proof of Theorem 3.6.
Definition 3.13. For a given object (V, τ) of VGs, we let M(V, τ)(T ) be the fiber
of M(T ) over (V, τ) under the cofibration of Theorem 3.6.
Letting T vary we get a stack M(V, τ) on the category of k-schemes with the
fppf-topology.
For (V, τ) = (V, g, n, β) we denote M(V, τ) by M g,n(V, β).
If char k 6= 0, let L be a very ample invertible sheaf on V . Consider only stable
V -graphs for which β(v)(L) < char k, for all v ∈ Vτ . If this condition is satisfied,
we say that τ or (V, τ) is bounded by the characteristic. If char k = 0, we call every
(V, τ) bounded by the characteristic, so that we have uniform terminology.
Theorem 3.14. For every (V, τ), bounded by the characteristic, the stack M(V, τ)
is a proper algebraic Deligne-Mumford stack over k.
Proof. The proof will be postponed to a later section (see Corollary 4.8).
Every time we refer to M(V, τ) as a Deligne-Mumford stack, we shall tacitly
assume that (V, τ) is bounded by the characteristic.
Remark. Theorems 3.6 and 3.14 give rise to a functor
M : VGs −→ (proper algebraic DM-stacks over k)
(V, τ) 7−→ M(V, τ),
by choosing for every k-scheme T a clivage normalise´ (see Definition 7.1 in [6,
Exp. VI]) of the cofibered category M(T ) over VGs. Of course, this functor M is
essentially independent of the choice of the clivage normalise´.
Another way of stating this would be to construct a fibered category M over
VGops × (k-schemes), such that M(V, τ)(T ) is the fiber of M over (V, τ, T ) and
M(T ) is the fiber of M over T .
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4. Further Study of M
Proposition 4.1. Let (V, τ) be an object of VGs, bounded by the characteristic of
k. Then the diagonal
∆ :M(V, τ) −→M(V, τ) ×M (V, τ)
is representable, finite and unramified.
Proof. The assumption that (V, β) is bounded by the characteristic implies that all
stable maps of class β are separable. So by Lemma 4.2 we may reduce the case of
stable maps to the case of stable curves, which is well-known.
Lemma 4.2. Let (C, x, f) and (D, y, h) be n-pointed stable maps to V over the base
T , and t ∈ T (K) a geometric point of T . Assume that ft : Ct → V and ht : Dt → V
are separable morphisms. Then there exists an e´tale neighborhood S → T of t, an
integer N , markings x′ = (x′1, . . . , x
′
N) of CS and y
′ = (y′1, . . . , y
′
N) of DS such that
(CS , xS, x
′) and (DS , yS, y
′) are stable marked curves over S and a closed immersion
of sheaves on (S-schemes)
Isom((C, x, f), (D, y, h))S −→ Isom((CS , xS , x
′), (DS , yS, y
′)).
Proof. Without loss of generality assume that C and D have the same genus g and
f and h have the same class β. Choose an embedding µ : V →֒ Pr, let d = µ∗β
and reduce to the case V = Pr and d = β. Let N = d(r + 1). Choose linearly
independent hyperplanes H0, . . . ,Hr in P
r such that for each i = 0, . . . , r
(1) no special point of Ct or Dt is mapped into Hi,K under ft or gt,
(2) ft and gt are transversal to Hi,K .
Then there exists an e´tale neighborhood S → T of t such that
(1) for each i = 0, . . . , r
(a) Hi,S ∩ CS gives rise to d sections x
′
di+1, . . . , x
′
di+d of CS over S,
(b) Hi,S ∩DS gives rise to d sections y
′
di+1, . . . , y
′
di+d of DS over S,
(2) (CS , xS, x
′) and (DS , yS, y
′) are marked prestable curves.
Then (CS, xS , x
′) and (DS, yS , y
′) are in fact stable and there exists an obvious
morphism
Isom((C, x, f), (D, y, h))S −→ Isom((CS , xS , x
′), (DS , yS, y
′)),
which is clearly a closed immersion.
Lemma 4.3. Let (C, x1, . . . , xn+1, f) be a stable map and (D, y1, . . . , yn, h) the sta-
bilization under forgetting xn+1. Let p : C → D be the structure morphism. Then
any section y0 of D making (D, y0, . . . , yn) a marked prestable curve lifts uniquely
to a section x0 of C making (C, x0, . . . , xn) a marked prestable curve. If y0 avoids
p(xn+1), then (C, x0, . . . , xn+1) is a marked prestable curve.
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Proof. Let V ⊂ D be the open subset consisting of smooth points of D which are
not in the image of yi, for any i = 1, . . . , n. Let U = p
−1(V ). Then p induces an
isomorphism p|U : U
∼
→ V . Moreover, U is smooth and xn+1 is the only section of
C which may meet U .
Proposition 4.4. Let (C, x1, . . . , xn+1, f) and (C˜, x˜1, . . . , x˜n+1, f˜) be stable maps
with isomorphic stabilizations forgetting the (n+1)-st section. Let (C, y1, . . . , yn, h)
be such a stabilization, with structure maps p : C → D and p˜ : C˜ → D. If
p(xn+1) = p˜(x˜n+1) then there exists a unique isomorphism q : C → C˜ of stable
maps such that p˜ ◦ q = p.
Proof. This is local over the base, so we may freely choose sections as necessary. In
fact, choose sections z1, . . . , zN of D in the smooth locus, avoiding y1, . . . , yn and
∆ = p(xn+1) = p˜(x˜n+1) and making
(D, z1, . . . , zN , y1, . . . , yn)
a stable marked curve. By Lemma 4.3 these lift uniquely to sections w1, . . . , wN of
C and w˜1, . . . , w˜N of C˜ making
(C,w1, . . . , wN , x1, . . . , xn+1)
and
(C˜, w˜1, . . . , w˜N , x˜1, . . . , x˜n+1)
marked prestable curves. Moreover, these are clearly marked stable curves with a
common stabilization
(D, z1, . . . , zN , y1, . . . , yn)
forgetting the last section, such that p(xn1) = p˜(x˜n+1). Then they have to be
isomorphic by Knutson’s theorem (see [9]) that M g,N+n+1 is the universal curve
over MN+n.
Proposition 4.5. Let (C, x1, . . . , xn, f) be a stable map and ∆ a section of C.
Then there exists up to isomorphism a unique stable map (C˜, x˜1, . . . , x˜n+1, f˜) such
that (C, x1, . . . , xn, f) is the stabilization of (C˜, x˜1, . . . , x˜n+1, f˜) forgetting the (n+
1)-st section and p(x˜n+1) = ∆, where p : C˜ → C is the structure map.
Proof. Uniqueness follows from Proposition 4.4, hence existence is a local question.
Thus we may choose sections z1, . . . , zN of C such that
(C, z1, . . . , zN , x1, . . . , xn)
is a stable marked curve. By Knudsen’s result again, there exists a stable curve
(C ′, z′1, . . . , z
′
N , x
′
1, . . . , x
′
n+1)
whose stabilization forgetting the last section is
(C, z1, . . . , zN , x1, . . . , xn)
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and such that q(x′n+1) = ∆, where q : C
′ → C is the structure map. Clearly,
(C ′, z′1, . . . , z
′
N , x
′
1, . . . , x
′
n+1, f ◦ q)
is a stable map. Then let (C˜, x˜1, . . . , x˜n+1, f˜) be the stabilization of
(C ′, z′1, . . . , z
′
N , x
′
1, . . . , x
′
n+1, f ◦ q)
forgetting the sections z′1, . . . , z
′
N . By its universal mapping property there ex-
ists a morphism p : C˜ → C which makes (C, x1, . . . , xn, f) the stabilization of
(C˜, x˜1, . . . , x˜n+1, f˜) forgetting x˜n+1.
Corollary 4.6. Let Cg,n(V, β) be the universal curve over M g,n(V, β). Then the
canonical morphism M g,n+1(V, β) → Cg,n(V, β) induced by the (n + 1)-st section is
an isomorphism.
Proposition 4.7. Let (C, x, f) be a stable (V, g, n, β)-map over T . Then the set of
t ∈ T such that (C, x) is a stable marked curve is open in T .
Proof. The set of such t is the set of all t ∈ T for which (C, x) is isomorphic to
its stabilization. For any morphism of schemes, the set of elements of its source
at which it is an isomorphism is always open. Finally, use properness of prestable
curves.
By this proposition we may define
Ug,n(V, β) ⊂M g,n(V, β)
to be the open substack of those stable maps, whose underlying marked curve is sta-
ble. The canonical morphism Ug,n(V, β)→M g,n has as fiber over the marked curve
(C, x) the scheme of morphisms form C to V of class β. By results of Grothendieck
in [3] this is a quasi-projective scheme. Hence Ug,n(V, β) is an algebraic k-stack of fi-
nite type. Now, for given n there exists anN > n such that Ug,N(V, β)→M g,n(V, β)
is surjective. Since this morphism is flat by Corollary 4.6, it is a flat epimorphism,
hence a presentation of M g,n(V, β). Together with Proposition 4.1 this implies that
M g,n(V, β) is a finite type separated algebraic Deligne-Mumford stack over k. This
is then true for all objects of VGs, bounded by the characteristic.
Corollary 4.8. Theorem 3.14 is true.
Proof. It only remains to show properness. This is easily reduced to the case (V, τ) =
(Pr, g, n, d) and follows from Proposition 3.3 of [13].
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5. An Operadic Picture
Definition 5.1. Let (τ, α) be an A-graph. Let Rτ ⊂ Fτ ×Fτ be defined by (f, f) ∈
Rτ if and only if one of the conditions
(1) f = jτ (f),
(2) ∂f = ∂f and for v = ∂f = ∂f we have g(v) = α(v) = 0
is satisfied. Let ∼ be the equivalence relation on Fτ generated by Rτ and let
Pτ = Fτ/ ∼ .
(In fact, P(τ,α) would be better notation, but we will stick with the abuse of notation
Pτ .)
Proposition 5.2. Let a : (B,σ) → (A, τ) be a combinatorial morphism of marked
graphs. Then aF : Fσ → Fτ preserves equivalence.
Remark. In fact, Condition (3) of Definition 1.7 may be replaced by requiring aF
to preserve equivalence.
Proposition 5.3. Let φ : τ → σ be a contraction of A-graphs. Then φF : Fσ → Fτ
preserves equivalence.
Proposition 5.4. If
B π
ψ
−→ ρ
ξ ↑ b ↓ ↓ a
A σ
φ
−→ τ
is a stable pullback, then the induced diagram
Pπ
ψF
←− Pρ
b ↓ ↓ a
Pσ
φF
←− Pτ
commutes.
By Propositions 5.2, 5.3 and 5.4, we have a contravariant functor
P : Gs −→ (finite sets)
given by P (A, τ) = Pτ on objects. Composing with the functor VGs → Gs we get
a contravariant functor
P : VGs −→ (finite sets)
(V, τ) 7−→ Pτ .
There is an obvious functor
V× (finite sets) −→ V
(V, P ) 7−→ V P ,
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contravariant in the second argument, and composing with P times the natural
functor VGs → V gives rise to a covariant functor
P : VGs −→ V
(V, τ) 7−→ V Pτ ,
still denoted P , by abuse of notation. We may consider V as a subcategory of the
2-category of proper algebraic Deligne-Mumford stacks over k and consider this as
a functor
P : VGs −→ (proper algebraic DM-stacks over k).
Now fix an object (V, τ) of VGs. Let (C, x, f) be a stable (V, τ)-map over T .
Then x and f define a morphism
f(x) : T −→ V Fτ
t 7−→ (f(xi(t)))i∈Fτ .
By Corollary 2.3 this morphism f(x) factors through V Pτ ⊂ V Fτ , so we consider it
as a morphism
f(x) : T −→ V Pτ .
Thus we get a map M(V, τ)(T ) → P (V, τ)(T ). Since it is compatible with base
change S → T , we have a morphism of k-stacks
ev(V, τ) :M (V, τ) −→ P (V, τ).
Proposition 5.5. We have defined a natural transformation of functors from VGs
to (proper algebraic DM-stacks over k)
ev :M −→ P,
called evaluation.
In the general framework of Γ-operads, this allows us to consider (appropriate
subfunctors of) M and P as a modular operad and a cyclic endomorphism operad,
respectively. The evaluation functor then induces a structure of M -algebra on V .
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Part II. Gromov-Witten Invariants
6. Isogenies
Definition 6.1. Let τ be a stable A-graph.
(1) The class of τ is
β(τ) =
∑
v∈Vτ
β(v).
(2) The Euler characteristic of τ is
χ(τ) = χ(|τ |)−
∑
v∈vτ
g(v).
(3) If |τ | is non-empty and connected the genus of τ is
g(τ) = 1− χ(τ).
Definition 6.2. Let τ be a stable V -graph, where V is of pure dimension.
(1) The dimension of τ is
dim(V, τ) = χ(τ)(dim V − 3)− β(τ)(ωV ) + #Sτ −#Eτ ,
where ωV is the canonical line bundle on V .
(2) The degree of τ is
deg(V, τ) =
β(τ)(ωV ) + (dimV − 3)(χ(τ
s)− χ(τ)) + (#Sτs −#Sτ)− (#Eτs −#Eτ),
where τ s is the absolute stabilization of τ .
Note that
dim(V, τ) − dim(τ s) = χ(τ s) dim V − deg(V, τ).
Definition 6.3. The stable A-graph with one vertex of genus and class zero and
three tails (no edges) shall be called the A-tripod, or simply a tripod.
Definition 6.4. Let a : τ ′ → τ be a combinatorial morphism of stable A-graphs.
A tail map for a is a map m : Sτ ′ → Sτ . Let (a, τ
′, φ) : τ → σ be a morphism of
stable A-graphs. A tail map for (a, τ ′, φ) is a tail map for a.
Since for a contraction φ : τ ′ → σ the map φF : Fσ → Fτ ′ induces a bijection
φS : Sσ → Sτ ′, there is an obvious way to compose morphisms with tail map of
stable A-graphs. By abuse we will also call the composition m ◦ φS the tail map of
(a, τ ′, φ,m).
Definition 6.5. Let a : τ ′ → τ be a combinatorial morphism of stable A-graphs
with tail map m : Sτ ′ → Sτ . We say that (a,m) is of type stably forgetting a tail,
or that τ ′ is obtained form τ by stably forgetting a tail, if there exists a tail f of τ
such that
(1) τ ′ is the stabilization of τ ′′, where τ ′′ is obtained from τ by forgetting the
tail f ,
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(2) for all h ∈ Sτ ′ , such that a(h) is a tail, we have m(h) = a(h),
(3) f 6∈ m(Sτ ′).
Note that the tail f is uniquely determined by (a,m) and f determines (a,m)
uniquely. We say that (a,m) stably forgets the tail f .
Remark 6.6. Every combinatorial morphism (with tail map) of type stably for-
getting a tail is of one of the following types (notation of Definition 6.5).
Type I (Incomplete case). No stabilization is needed, i.e. τ ′ = τ ′′.
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Type II (Removing a tripod from a tail). Only in this case does the tail map
m contain any information. It serves to ‘remember’ which of the two tails in the
following diagram is being forgotten by a.
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Type III (Removing a tripod from an edge).
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Type IV (Forgetting a lonely tripod or a lonely elliptic component.) Only in this
case does the number of connected components of the geometric realization change.
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Here, the genus of the vertex displayed in the last diagram is equal to one.
Definition 6.7. Let (a, τ ′, φ,m) : τ → σ be a morphism of stable A-graphs with
tail map. We call (a, τ ′, φ,m) an isogeny, if
(1) (a,m) is a composition of morphisms of type stably forgetting a tail,
(2) π0|σ| → π0|τ | is bijective.
We call the isogeny Φ : τ → σ an elementary isogeny, if it is an elementary contrac-
tion, or if σ is obtained from τ by stably forgetting a tail.
Note. If Φ : τ → σ is an isogeny of stable A-graphs, then χ(σ) = χ(τ).
An elementary isogeny either contracts a loop, or a non-looping edge or is of type
stably forgetting a tail I, II, or III.
If we write Φ : τ → σ for an isogeny of stable A-graphs, we denote the tail map
of Φ by ΦS : Sσ → Sτ .
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Proposition 6.8. The composition of isogenies is an isogeny.
Proof. Let
A π
ψ
−→ ρ
id ↑ b ↓ ↓ a
A σ
φ
−→ τ
be a stable pullback, where a stably forgets the tail f of τ , π0|ρ| → π0|τ | is bijective
and φ is an elementary contraction of stable A-graphs. Then b stably forgets the
tail φF (f) of σ. Even if there is a vertex v0 of τ which does not appear in ρ, this
vertex v0 cannot be the vertex onto which φ contracts an edge.
Fix a semi-group with indecomposable zero A. We shall define a category G˜s(A)
from Gs(A), retaining only isogenies and morphisms of type cutting edges, but
reversing the direction of the latter, making them morphisms gluing tails.
In fact, define the category G˜s(A) as follows. Objects of G˜s(A) are stable A-
graphs. A morphism σ → τ is a triple (a, σ′,Φ), where a : σ → σ′ is a combinatorial
morphism of A-graphs of type cutting edges and Φ : σ′ → τ is an isogeny of stable
A-graphs. To compose (a, σ′,Φ) : σ → τ and (b, τ ′,Ψ) : τ → ρ, we need to construct
a diagram
σ′′
Ξ
−→ τ ′
Ψ
−→ ρ
c ↑ ↑ b
σ′
Φ
−→ τ
a ↑
σ,
(5)
where c : σ′ → σ′′ is a combinatorial morphism of type cutting edges and Ξ : σ′′ → τ ′
is an isogeny of stable A-graphs.
Let f and f be two tails of τ such that {b(f), b(f )} is an edge of τ ′. Then
construct σ′′ from σ′ by gluing the two tails ΦS(f) and ΦS(f) to an edge. If b, cuts
more than one edge, iterate this process to construct σ′′. This defines composition
of morphisms in G˜s(A), which is clearly associative.
Note. In the situation of (5), we get a diagram in Gs(A)
σ′′
Ξ
−→ τ ′
c ↓ ↓ b
σ′
Φ
−→ τ
,
which is easily seen to commute. Here, b and c are the morphisms of stable A-graphs
induced by b and c, respectively.
Definition 6.9. We call G˜s(A) the extended category of isogenies of stable A-
graphs, or the extended isogeny category over A.
The morphisms in G˜s(A) are called extended isogenies. An extended isogeny is
called elementary, if it is an elementary isogeny or glues two tails to an edge.
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Now consider the following situation. Fix a smooth projective variety V of pure
dimension. Let Φ : τ → σ be an elementary extended isogeny of stable modular
graphs. Let σ′ be a stable V -graph and b : σ → σ′ a combinatorial morphism
identifying σ as the absolute stabilization of σ′. Note that b is injective on vertices
and complete, so that b : Fσ(v)→ Fσ′(b(v)) is bijective, for all v ∈ Vσ. Let (ai, τi)i∈I
be a family of pairs, where I is a finite set and for each i ∈ I we have a combinatorial
morphism ai : τ → τi identifying τ as the absolute stabilization of τi. Finally, let
for every i ∈ I be given an extended isogeny of stable V -graphs Φi : τi → σ
′. In
particular, for each i ∈ I we have a diagram of stable marked graphs (but note that
the horizontal and vertical morphisms live in different categories)
τi
Φi−→ σ′
ai ↓ ↓ b
τ
Φ
−→ σ .
We shall now define what we mean by (ai, τi,Φi)i∈I to be cartesian, or a pullback of
σ′ under Φ. We have to distinguish six cases, according to which kind of elementary
extended isogeny Φ is.
Let us first consider the case that Φ is an elementary contraction φ : τ → σ,
contracting the edge {f, f} of τ . As usual, let v1 = ∂f , v2 = ∂f and v0 = φ(v1) =
φ(v2). Let w0 = b(v0).
Case I (Contracting a loop). In this case v1 = v2. The set I has one element,
say 0, and (a0, τ0,Φ0) is cartesian, if Φ0 is a contraction contracting a single loop
{a0(f), a0(f)} onto w0.
Case II (Contracting a non-looping edge). In this case v1 6= v2. We require each
Φi to contract exactly one edge, namely {ai(f), ai(f)} onto w0. In particular, this
means that the only way the various (ai, τi,Φi) differ is in the classes of ai(v1) and
ai(v2). We require that (β(ai(v1)), β(ai(v2)))i∈I be a complete and non-repetitive
list of all pairs of elements of H2(V )
+ adding up to β(w0).
Case III (Forgetting a tail). Let us now deal with the case that Φ : τ → σ stably
forgets the tail f ∈ Sτ . We require I to have one element, say 0, and call (a0, τ0,Φ0)
cartesian if Φ0 stably forgets the tail a0(f) (and does nothing else).
Case IV (Gluing two tails to an edge). Finally, let us consider the case that Φ
is given by a combinatorial morphism c : τ → σ, gluing the two tails f and f of τ
to an edge {c(f), c(f )} of σ. Again, I is required to have one element, say 0, and
(a0, τ0,Φ0) is called cartesian if Φ0 glues two tails of τ0 to an edge of σ
′ (and does
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nothing else). Moreover, we require that Φ0 ◦ a0 = b ◦ c. An example:
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Note that in each case pullbacks exist, even though they are not necessarily
unique, even up to isomorphism, in the last two cases. Note also, that for each i ∈ I
we have deg(τi) = deg(σ
′).
We shall now define still another category, denoted G˜s(V )cart, called the cartesian
extended isogeny category over V .
Definition 6.10. Objects of G˜s(V )cart are pairs (τ, (ai, τi)i∈I), where τ is a stable
modular graph, I is a finite set and for each i ∈ I the pair (ai, τi) is a stable V -graph
τi, together with a combinatorial morphism ai : τ → τi, identifying τ as the absolute
stabilization of τi.
A premorphism from (τ, (ai, τi)i∈I) to (σ, (bj , σj)j∈J ) is a triple (Φ, λ, (Φi)i∈I),
where Φ : τ → σ is an extended isogeny of stable modular graphs, λ : I → J is a map
and for each i ∈ I we have an extended isogeny of stable V -graphs Φi : τi → σλ(i).
It is clear how to compose such premorphisms and that composition is associative.
A morphism in G˜s(V )cart is defined to be a premorphism which can be factored
into a composition of elementary morphisms and isomorphisms. It is clear what
an isomorphism is. An elementary morphism is a premorphism (Φ, λ, (Φi)i∈I), as
above, such that
(1) Φ is an elementary extended isogeny,
(2) for each j ∈ J we have that (ai, τi,Φi)i∈λ−1(j) is cartesian in the sense defined
in Cases I through IV, above.
Remark 6.11. Projecting onto the first component defines a functor
G˜s(V )cart −→ G˜s(0).
Despite the notation, this is not a fibration of categories.
We shall, in what follows, often shorten the notation (τ, (ai, τi)i∈I) to (τ, (τi)i∈I)
or even (τi)i∈I .
Call an object (τi)i∈I of G˜s(V )cart homogeneous of degree n ∈ Z, if for all i ∈ I
we have deg(V, τi) = n.
For a stable modular graph τ , we may consider the fiber G˜s(V )cart/τ of the functor
G˜s(V )cart → G˜s(0) over τ . In every such fiber G˜s(V )cart/τ we have a functor
⊕ : G˜s(V )cart/τ × G˜s(V )cart/τ −→ G˜s(V )cart/τ ,
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given by
(τi)i∈I ⊕ (σj)j∈J = ((τi)i∈I , (σj)j∈J ),
where we think of the object on the right hand side as a family parametrized by
I ∐ J . The functor ⊕ satisfies some obvious properties, which we shall not list.
Every object X = (τi)i∈I of G˜s(V )cart has a unique decomposition X =
⊕
n∈Z Xn
into homogeneous components. Every morphism in G˜s(V )cart respects this decom-
position.
Finally, G˜s(V )cart is a tensor category (in the sense of [1]) with tensor product
given by
⊗ : G˜s(V )cart × G˜s(V )cart −→ G˜s(V )cart,
which is defined by the formula
(τ, (τi)i∈I)⊗ (σ, (σj)j∈J) = (τ × σ, (τi × σj)(i,j)∈I×J ).
For two graphs σ and τ we denote by σ×τ the graph whose geometric realization is
the disjoint union of |σ| and |τ |. This notion extends in an obvious way to marked
graphs. The identity object for ⊗ is the one element family with value the empty
graph.
There are obvious compatibilities between these various structures on G˜s(V )cart.
For example, if X =
⊕
nXn and Y =
⊕
m Ym are objects of G˜s(V )cart, then the
decomposition of X ⊗ Y into homogeneous components is given by
X ⊗ Y =
⊕
r
( ⊕
n+m=r
Xn ⊗ Ym
)
.
We summarize these properties by saying that G˜s(V )cart has ⊕, ⊗ and deg struc-
tures.
A formally similar situation arises, for example, if we consider the category of
morphisms of an additive tensor category C in which all homomorphism groups are
graded. If we denote this morphism category by MC, there is a functor MC → C×C,
given by source and target, whose fibers have a graded ⊕-structure as above. Also,
MC becomes a tensor category compatible with deg and ⊕. So MC has ⊕, ⊗ and
deg structures. In fact, Gromov-Witten invariants may be thought of as a functor
from G˜s(V )cart to MC respecting the ⊕, ⊗ and deg structures. In this case C will
be a category of motives.
Definition 6.12. A full subcategory T˜s(A) ⊂ G˜s(A) is called admissible, if it sat-
isfies the following axioms.
(1) If Φ : σ → τ is an extended isogeny in G˜s(A) and τ ∈ ob T˜s(A), then
σ ∈ ob T˜s(A).
(2) If σ and τ are in T˜s(A), then so is σ × τ .
For an admissible subcategory T˜s(A) ⊂ G˜s(A) and a homomorphism ξ : A→ B,
the full subcategory T˜s(B) ⊂ G˜s(B) of graphs which are stabilizations of objects of
T˜s(A) is admissible.
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For a smooth projective variety V of pure dimension, we may construct the full
subcategory T˜s(V )cart ⊂ G˜s(V )cart, called the associated cartesian category, which
may be characterized as the subcategory of G˜s(V )cart such that for each object
(τ, (ai, τi)i∈I) we have that τ ∈ ob T˜s(0) and for all i ∈ I that τi ∈ ob T˜s(V ). Note
that T˜s(V )cart inherits the ⊕, ⊗ and deg structures from G˜s(V )cart.
Examples. I. Call a marked graph τ a forest, if
(1) H1(|τ |) = 0,
(2) g(v) = 0, for all v ∈ Vτ .
Let T˜s(A) ⊂ G˜s(A) be the full subcategory whose objects are forests. Then T˜s(A)
is an admissible subcategory, called the tree level subcategory of G˜s(A).
II. Let T˜s(A) ⊂ G˜s(A) be an admissible subcategory. Let d : A → Z≥0 be an
additive map and N > 0 an integer. Then let T˜s(A)d<N be the full subcategory of
T˜s(A) given by the condition
τ ∈ ob T˜s(A)d<N ⇐⇒ d(β(v)) < N , for all v ∈ Vτ .
The subcategory T˜s(A)d<N ⊂ G˜s(A) is admissible.
If A = H2(V )
+, then a very ample invertible sheaf L on V gives rise to d :
H2(V )
+ → Z≥0, by setting d(β) = β(L). If char k 6= 0, we shall always pass to
T˜s(V )d<char k, in other words assume that
T˜s(V ) = T˜s(V )d<chark.
But for emphasis, we may say that T˜s(V ) is bounded by the characteristic.
7. Orientations
Fix a smooth projective variety V of pure dimension. Recall the following five
basic properties of M .
Property I (Mapping to a point). Let τ be a stable V -graph of class zero. Then
τ is absolutely stable. The evaluation morphism factors through V π0|τ | ⊂ V Pτ and
the canonical morphism
M(V, τ) −→ V π0|τ | ×M(τ)
is an isomorphism. This follows immediately from Corollary 2.3. In particular,
M(V, τ) is smooth.
Assume that |τ | is non-empty and connected. Let (C, x) be the universal family
of stable marked curves over M(τ). Glue the (Cv)v∈Fτ according to the edges of
τ to obtain a stable marked curve π : C˜ → M(τ) over M(τ). Denote the vector
bundle of rank g(τ) dim V on M (V, τ) given by TV ⊠R
1π∗OC˜ by T
(1).
Property II (Products). Let σ and τ be stable V -graphs and σ × τ the obvious
stable V -graph whose geometric realization is the disjoint union of |σ| and |τ |.
There are obvious combinatorial morphisms σ → σ × τ and τ → σ × τ giving rise
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to morphisms of stable V -graphs σ × τ → σ and σ × τ → τ called the projections.
The induced morphism
M(V, σ × τ) −→M(V, σ) ×M (V, τ)
is an isomorphism. This follows directly from the definitions.
Property III (Cutting edges). Let Φ : σ → τ be a morphism of stable V -graphs
of type cutting an edge. So Φ is induced by a combinatorial morphism a : τ → σ.
Let f and f be the tails of τ that come from the edge of σ which is being cut by Φ.
So this edge is {a(f), a(f )}. The diagram of algebraic k-stacks
M(V, σ)
ev
{a(f),a(f)}
−→ V
M(Φ) ↓ ↓ ∆
M(V, τ)
evf × evf
−→ V × V,
(6)
where the horizontal maps are evaluations at the indicated flags, is cartesian. In
particular, M (Φ) is a closed immersion. Again, this follows directly from the defi-
nitions.
Property IV (Forgetting tails). Let Φ : σ → τ be a morphism of stable V -graphs
stably forgetting a tail. Denote the combinatorial morphism giving rise to Φ by
a : τ → σ and the forgotten tail by f ∈ Fσ.
If Φ is of Type I (i.e. incomplete), let v = ∂σ(f). Let π
′ : C ′ → M(V, σ) be the
universal curve indexed by v and x : M(V, σ) → C ′ the universal section given by
f . Let π : C → M(V, τ) be the universal curve indexed by the unique vertex w of
τ such that a(w) = v. Then by definition there is a commutative diagram
C ′ −→ C
π′ ↓ ↓ π
M(V, σ)
M(Φ)
−→ M (V, τ),
and the section x induces an M(V, τ)-morphism
M(V, σ)→ C.
This is an isomorphism. In particular,M(Φ) is proper and flat of relative dimension
one. This follows from Corollary 4.6.
If Φ : σ → τ removes a tripod, then
M(Φ) :M (V, σ)→M (V, τ)
is an isomorphism. This is because M(0-tripod) =M0,3 = Speck.
Property V (Isogenies). Let
(Φ, λ, (Φi)i∈I) : (τ, (ai, τi)i∈I) −→ (σ, (bj , σj)j∈J)
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be a morphism in G˜s(V )cart, where Φ (and hence all Φi) is an isogeny, i.e. free of
any tail gluing factors. For each j ∈ J we have a commutative diagram∐
i∈I
λ(i)=j
M(V, τi)
∐M(Φi)
−→ M(V, σj)
∐M(ai) ↓ ↓ M(b)
M(τ)
M(Φ)
−→ M(σ).
This diagram should be considered close to being cartesian. See Definition 7.1 for
a more precise statement. For the moment let us note that the induced morphism∐
i∈I
λ(i)=j
M(V, τi) −→M(τ)×M(σ) M(V, σj)
is surjective.
If X is a separated algebraic Deligne-Mumford stack, by A∗(X) we shall mean
the rational Chow group of X (see [15]). If X → Y is a morphism of separated
algebraic Deligne-Mumford stacks, A∗(X → Y ) will denote the rational bivariant
intersection theory defined in [15].
Definition 7.1. Let T˜s(V ) ⊂ G˜s(V ) be an admissible subcategory (bounded by
the characteristic). Let for each τ ∈ ob T˜s(V ) be given a cycle class
J(V, τ) ∈ Adim(V,τ)(M (V, τ)).
This collection of cycle classes is called an orientation of M over T˜s(V ), if the
following axioms are satisfied.
(1) (Mapping to a point). We have
J(V, τ) = cg(τ) dimV (T
(1)) · [M(V, τ)],
for every stable τ ∈ ob T˜s(V ) of class zero such that |τ | is non-empty and
connected.
(2) (Products). In the situation of Property II we have
J(V, σ × τ) = J(V, σ) × J(V, τ).
(3) (Cutting edges). In the situation of Property III the following is true. Let
[M (Φ)] ∈ AdimV (M(V, σ) → M(V, τ)) be the orientation class of M(Φ)
obtained by pullback (using Diagram (6)) from the canonical orientation
[∆] ∈ AdimV (V → V × V ). Then we have
J(V, σ) = [M(Φ)] · J(V, τ).
In other words,
J(V, σ) = ∆!J(V, τ),
where ∆! is the Gysin homomorphism given by the complete intersection
morphism ∆.
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(4) (Forgetting tails). In the situation of Property IV the morphism M(Φ) has
a canonical orientation [M (Φ)] ∈ A∗(M(V, σ)→M(V, τ)). We require that
J(V, σ) = [M(Φ)] · J(V, τ).
In other words,
J(V, σ) =M(Φ)∗J(V, τ),
where M(Φ)∗ is given by flat pullback.
(5) (Isogenies). In the situation of Property V, we have for every j ∈ J a class
M(Φ)!J(V, σj) ∈ Adim(V,σj)(M (τ)×M(σ) M(V, σj)),
since M(Φ) has a canonical orientation, M(τ) and M(σ) being smooth of
pure dimension. We also have a morphism
h :
∐
λ(i)=j
M(V, τi) −→M(τ)×M(σ) M(V, σj)),
which is proper. The requirement is that
h∗(
∑
λ(i)=j
J(V, τi)) =M(Φ)
!J(V, τ).
Remark 7.2. To check Axiom (5), it suffices to do so for Φ an elementary isogeny,
#J = 1 and (ai, τi,Φi)i∈I a pullback. This follows from the projection formula.
Example. If τ is a stable V -graph such that |τ | is non-empty and connected, define
J0(V, τ) =
{
cg(τ) dimV (T
(1)) · [M(V, τ)] if β(τ) = 0,
0 otherwise.
For an arbitrary stable V -graph τ , let τ = τ1×. . .×τn, for stable V -graphs τ1, . . . , τn,
such that |τ | = |τ1|∐. . .∐|τn| is the decomposition of |τ | into connected components.
Then set
J0(V, τ) = J0(V, τ1)× . . . × J0(V, τn).
We claim that J0 is an orientation of M over G˜s(V ), called the trivial orientation.
Definition 7.3. Call a smooth projective variety V convex, if for every morphism
f : P1 → V (defined over an extension K of k) we have H1(P1, f ∗TV ) = 0.
Proposition 7.4. Let V be convex and τ a stable V -forest. ThenM(V, τ) is smooth
of dimension dim(V, τ). Moreover, the morphism
M(V, τ) −→M(τ s)
is flat of relative dimension χ(τ s) dimV − deg(V, τ).
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Proof. Let us start with some general remarks. Let τ be an absolutely stable V -
graph. Then we define
U(V, τ) ⊂M(V, τ)
to be the open substack of those stable maps (C, x, f), such that (Cv, (xi)i∈Fτ (v)) is
a stable marked curve, for all v ∈ Vτ . Let (C, x) : T → M(τ) be a T -valued point
of M(τ), i.e. (Cv, (xi)i∈Fτ (v))v∈Vτ is a family of stable marked curves parametrized
by T . Let (C˜, x˜) be the stable marked curve over T obtained by gluing the Cv
according to the edges of τ . The diagram
MorT (C˜, VT ) −→ T
↓ ↓
U(V, τ) −→ M(τ)
is cartesian. In particular, by Grothendieck [3], the morphism U(V, τ) → M(τ) is
representable, separated and of finite type. Moreover, let (C, x, f) be a K-valued
point of U(V, τ). Let (C˜, x˜) be the marked curve obtained by gluing the Cv and
f˜ : C˜ → V the morphism induced by the fv. If H
1(C˜, f˜ ∗TV ) = 0, then (C, x, f) is
a smooth point of U(V, τ)→M(τ) and we have
TU(V,τ)/M(τ)(C, x, f) = H
0(C˜, f˜ ∗TV )
for the relative tangent space. (This is the case, if τ is a V -forest and V is convex.)
In this smooth case we may calculate the relative dimension of U(V, τ) over M(τ)
at (C, x, f) as
dimK H
0(C˜, f˜ ∗TV ) = χ(f˜
∗TV )
= deg f˜ ∗TV + rk(f˜
∗TV )χ(C˜)
= −β(τ)(ωV ) + dimV χ(τ)
= dim(V, τ) − dim(τ).
SinceM(τ) is smooth of dimension dim(τ), we get that U(V, τ) is smooth of dimen-
sion dim(V, τ) at (C, x, f).
Now let τ be an arbitrary stable V -graph. Then there exists an absolutely stable
V -graph τ ′, together with a morphism τ ′ → τ of type forgetting tails, such that the
morphism
U(V, τ ′) −→M(V, τ)
is surjective, hence a flat epimorphism of relative dimension #Sτ ′ − #Sτ . So if
U(V, τ ′) is smooth of dimension dim(V, τ ′), then M(V, τ) is smooth of dimension
dim(V, τ ′)−#Sτ ′ +#Sτ = dim(V, τ).
Finally, by considering the commutative diagram
U(V, τ ′) −→ M(V, τ)
↓ ↓
M(τ ′) −→ M(τ s),
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we see that in this caseM(V, τ)→M(τ s) is flat of relative dimension χ(τ s) dimV −
deg(V, τ).
Theorem 7.5. Let V be a convex variety and T˜s(V ) ⊂ G˜s(V ) the admissible sub-
category of V -forests bounded by the characteristic. Then the collection
J(V, τ) = [M(V, τ)]
is an orientation of M over T˜s(V ).
Proof. Let us check the axioms.
(1) Mapping to a point. This follows from the fact that g(τ) = 0 and hence
cg(τ) dimV (T
(1)) = c0(0) = 1.
(2) Products. In complete generality we have for smooth proper Deligne-
Mumford stacks X and Y that
[X × Y ] = [X] × [Y ]
in A∗(X × Y ).
(3) Cutting edges. Again we have a general fact to the following effect. Consider
the cartesian diagram of separated Deligne-Mumford stacks
X
f
−→ V
j ↓ ↓ i
Y −→ W,
where i and j are regular embeddings such that for the normal bundles we have
f ∗NV/W = NX/Y .
Then i![Y ] = [X]. If all four participating stacks are smooth and i and j are
closed immersions of the same codimension, then these conditions are automatically
satisfied (see for example Proposition 17.13.2 in [5]). Thus we may apply this fact
in our case.
More generally, we have that i![Y ] = [X] if all participating stacks are smooth
and
dimX + dimW = dimY + dimV.
(4) Forgetting tails. Again, there is a general fact that f ![Y ] = [X] if f : X → Y
is a flat morphism of smooth and proper Deligne-Mumford stacks.
(5) Isogenies. In accordance with Remark 7.2 we assume that Φ is an elementary
isogeny, #J = 1 and that (ai, τi,Φi)i∈I is a pullback. There are five cases to
consider, according to what type of elementary isogeny Φ is. We use notation as in
the definition of pullback.
Case I (Contracting a loop). This case does not occur, since σ and τ are forests.
STACKS OF STABLE MAPS AND GROMOV-WITTEN INVARIANTS 43
Case II (Contracting an edge). We will start with some general remarks. Let
τ be a stable V -graph, and v1, . . . , vn absolutely stable vertices of τ , i.e. vertices v
such that 2g(v)+ |v| ≥ 3. (To avoid ill-defined notation we assume that n ≥ 1.) Let
Uv1,... ,vn(V, τ) ⊂M (V, τ)
be the open substack of all those stable maps (C, x, f) ∈M(V, τ) such that
(Cvν , (xi)i∈Fτ (vν))
is a stable marked curve, for all ν = 1, . . . , n.
With this notation the diagram∐
i∈I
Uai(v1),ai(v2)(V, τi) −→ Ub(v0)(V, σ
′)
↓ ↓
M(τ) −→ M(σ)
is cartesian. Consider for a fixed i ∈ I the open immersion
Uai(v1),ai(v2)(V, τi) ⊂M(V, τi).
Let
Zai(v1),ai(v2)(V, τi) ⊂M(V, τi)
be the closed complement. We have
dimZai(v1),ai(v2)(V, τi) < dimM(V, τi).
Thus, to prove the equality of two cycles of degree dim(V, τi) inM(τ)×M(σ)M(V, σ
′),
it suffices to prove the equality of the cycles restricted to
∐
iUai(v1),ai(v2)(V, τi). This
reduces us to proving that
M(Φ)![Ub(v0)(V, σ
′)] =
∑
i
[Uai(v1),ai(v2)(V, τi)].
This claim finally follows from the general fact already mentioned in the proof of
Axiom (3).
Case III (Forgetting a tail, incompletely). Let f ∈ Fτ be the forgotten flag,
v = ∂τ0(a0(f)) and w ∈ Vσ′ the vertex of σ
′ corresponding to v via Φ0. We have an
open immersion
Uv(V, τ0) ⊂M(V, τ0)
with closed complement
Zv(V, τ0) ⊂M(V, τ0)
of strictly smaller dimension. Thus, as in the previous case, we may reduce to
proving that
M(Φ)![Uw(V, σ
′)] = [Uv(V, τ0)].
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This follows from the fact that the diagram
Uv(V, τ0) −→ Uw(V, σ
′)
↓ ↓
M(τ)
M(Φ)
−→ M(σ)
is cartesian.
Cases IV and V (Removing a tripod). These cases are trivial, since M(Φ0) and
M(Φ) are isomorphisms.
8. Deligne-Mumford-Chow Motives
We shall imitate the usual construction of the category of Chow motives, as
described for example in [14].
Fix a ground field k. Let W be the category of smooth and proper algebraic
Deligne-Mumford stacks over k. For an object X of W, let A∗(X) be the rational
Chow ring of X defined by Vistoli [15]. Then A∗ is a generalized cohomology theory
with coefficient field Q in the sense of [8]. Moreover, it is a graded global intersection
theory with Poincare´ duality and cycle map in the terminology of [8].
If X and Y are objects of W we define Sd(Y,X), the group of correspondences
from Y to X of degree d, to be
Sd(Y,X) = An+d(Y ×X),
if Y is purely n-dimensional and
Sd(Y,X) =
⊕
i
Sd(Yi,X),
if Y =
∐
i Yi is the decomposition of Y into irreducible components. Note that
Sd(Y,X) ⊂ A∗(Y ×X). The isomorphism Y ×X ∼= X ×Y exchanging components
induces an isomorphism
Sd(Y,X) ∼= Sd+n−m(X,Y ),
if dimY = n and dimX = m. We call this isomorphism transpose of correspon-
dences. For objects Z, Y and X of W we define composition of correspondences by
the usual formula
g ◦ f = p13∗(p
∗
12f · p
∗
23g),
for f ∈ Sd(Z, Y ) and g ∈ Se(Y,X). Then g ◦ f ∈ Sd+e(Z,X).
The category W of Deligne-Mumford-Chow motives (or DMC-motives) is now
defined to be the category of triples (X, p, n), where X ∈ obW, p ∈ S0(X,X) such
that p2 = p and n ∈ Z. Homomorphisms are defined by
Hom
W
((Y, q,m), (X, p, n)) = pSn−m(Y,X)q.
Note that Hom
W
((Y, q,m), (X, p, n)) ⊂ Sn−m(Y,X). Composition of homomor-
phisms in W is defined as composition of correspondences.
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There is a contravariant involution W → W, denoted M 7→ M∨, defined by
(X, p, n)∨ = (X,t p,dimX − n), where tp is the transpose of p, on objects and by
transpose of correspondences on homomorphisms.
Proposition 8.1. The category W is a Q-linear pseudo-abelian category.
Every morphism f : X → Y in W defines a correspondence of degree zero f ∈
S0(Y,X) by
f = Γf ∗[X] ∈ A
∗(Y ×X),
where Γf : X → Y × X is the graph of f . We define the contravariant functor
h : W → W by h(X) = (X, idX , 0) and h(f) = f . We usually write f
∗ for h(f) and
f∗ for h(f)
∨.
Let L = (Spec k, id,−1) be the Lefschetz motive. We shall use the notation
M(n) =M ⊗ L−n.
We set
Homi
W
(M,N) = Hom
W
(M ⊗ Li, N)
and
Hom∗
W
(M,N) =
⊕
i∈Z
Homi
W
(M,N).
The category with the same objects as W, but with homomorphism groups given
by Hom∗
W
(M,N) will be called the category of graded DMC-motives.
For a DMC-motive M , define
Ai(M) = Hom(Li,M)
and
A∗(M) =
⊕
i
Ai(M).
Proposition 8.2 (Identity principle). If f, g :M → N are two homomorphisms
of DMC-motives, such that the induced homomorphisms
A∗(M ⊗ h(X)) −→ A∗(N ⊗ h(X))
agree, for all X ∈ obW, then f = g.
Let V be the category of Chow motives (which is defined as W is above, but
starting with V instead of W). There is a natural fully faithful functor V → W.
Question 8.3. Is the functor V → W an equivalence of categories?
Let H be a graded generalized cohomology theory on W with a coefficient field
Λ of characteristic zero, possessing a cycle map such that P1 satisfies epu (see [8]).
Then H induces a covariant functor (called a realization functor)
H : (graded DMC-motives) −→ (graded Λ-algebras),
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such that for X ∈ obW we have H(h(X)) = H(X) and for a correspondence
ξ ∈ Sd(Y,X) we have an induced homomorphism
H(ξ) : H(Y ) −→ H(X)
α 7−→ pX∗(pY
∗(α) ∪ clY×X(ξ)).
The functor H doubles the degree of a homomorphism.
The following are examples of such a cohomology theory H.
(1) If k = C, consider to X the associated topological stack Xtop. This is a
stack on the category of topological spaces with the e´tale topology. It has
an associated e´tale topos Xtope´t . Set
HB(X) = H
∗(Xtope´t ,Q)
and call it the Betti cohomology of X. Here Λ = Q.
(2) If ℓ 6= char k set
Hℓ(X) = H
∗(X e´t,Qℓ) = lim←-
n
H∗(X e´t,Z/ℓ
n),
where X = X ×Speck Speck is the lift of X to an algebraic closure of k and
X e´t denotes the e´tale topos of X. We call Hℓ(X) the ℓ-adic cohomology of
X. In this case Λ = Qℓ.
(3) If char k = 0, let Ω•X be the algebraic deRham complex of X and set
HdR(X) = H
∗(X,Ω•X).
We call HdR(X) the algebraic deRham cohomology of X. Here Λ = k.
9. Motivic Gromov-Witten Classes
Define the contravariant tensor functor
h(M ) : G˜s(0) −→ (DMC-motives)
by h(M )(τ) = h(M (τ)) on objects. For a morphism (a, σ′,Φ) : σ → τ we have
M(a) :M(σ′)→M(σ) and M(Φ) :M(σ′)→M(τ). Then let
h(M )(a, σ′,Φ) =M(a)∗ ◦M(Φ)
∗.
This makes sense, because M(a)∗ is of degree zero, M(a) being an isomorphism.
This is also why h(M ) is functorial.
Now fix a smooth projective variety V of pure dimension and consider the con-
travariant tensor functor
h(V )⊗S(χdim V ) : G˜s(0) −→ (DMC-motives)
defined on objects by
τ 7−→ h(V )⊗Sτ (χ(τ) dim V ).
For a morphism (a, σ′,Φ) : σ → τ let E be the set of edges of σ′ which are cut by
a : σ → σ′. Then we have V Sσ = V Sσ′ × (V × V )E. Let p : V Sσ′ × V E → V Sσ′ be
the projection, ∆ : V Sσ′ × V E → V Sσ′ × (V × V )E = V Sσ the identity times the
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E-fold power of the diagonal. Finally, we have an injection ΦS : Sτ → Sσ′ giving
rise to ΦS : V Sσ′ → V Sτ . We define the homomorphism
h(V )⊗Sτ (χ(τ) dim V ) −→ h(V )⊗Sσ(χ(σ) dim V )
as the composition of the three homomorphisms
(ΦS)∗ : h(V )⊗Sτ (χ(τ) dim V ) −→ h(V )⊗Sσ′ (χ(σ′) dimV ),
p∗ : h(V )⊗Sσ′ (χ(σ′) dimV ) −→ h(V )⊗Sσ′∪E(χ(σ′) dimV )
and
∆∗ : h(V )
⊗Sσ′∪E(χ(σ′) dimV ) −→ h(V )⊗Sσ(χ(σ) dimV ),
noting that χ(τ) = χ(σ′) and χ(σ′) = χ(σ)−#E. Functoriality is a straightforward
check using the identity principle.
Pulling back h(M ) and h(V )⊗S(χdimV ) to the cartesian extended isogeny cate-
gory over V via the functor of Remark 6.11, we get two contravariant tensor functors
G˜s(V )cart −→ (graded DMC-motives).
Now let T˜s(V ) ⊂ G˜s(V ) be an admissible subcategory (bounded by the charac-
teristic) and J an orientation of M over T˜s(V ). For every object τ of T˜s(V ) we
have a morphism
φ(V,τ) :M(V, τ) −→ V
Sτs ×M(τ s).
The first component is given by evaluation, noting that we have a map Fτs → Fτ .
Then
φ(V,τ)∗J(V, τ) ∈ S
dim(τs)−dim(V,τ)(V Sτs ,M (τ s))
= Hom
deg(V,τ)
W
(h(V Sτs )(χ(τ s) dimV ), h(M (τ s))).
Definition 9.1. Define
I(V, τ) = φ(V,τ)∗J(V, τ),
so that we have a homomorphism
I(V, τ) : h(V )⊗Sτs (χ(τ s) dimV ) −→ h(M(τ s))(deg(V, τ))
of DMC-motives over k. We call I the system of Gromov-Witten classes associated
to the orientation J .
Restricting the two functors h(M ) and h(V )⊗S(χdimV ) to T˜s(V )cart, we get two
contravariant tensor functors
T˜s(V )cart −→ (graded DMC-motives).
We shall now define a natural transformation
I : h(V )⊗S(χdimV ) −→ h(M ).
So let (τ, (τi)i∈I) be an object of T˜s(V )cart, and define
I(τ, (τi)i∈I) =
∑
i∈I
I(V, τi) : h(V )
⊗Sτ (χ(τ) dim V ) −→ h(M (τ)).
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Theorem 9.2. The Gromov-Witten transformation I is a natural transformation
compatible with the ⊕, ⊗ and deg structures. Moreover,
(1) (Mapping to a point). The triangle
h(V )⊗Sτ (χ(τ) dim V )
mult
−→ h(V )(χ(τ) dim V )
I(V,τ)ց ↓ cg(τ) dim V (T (1))
h(M (τ))
commutes, for any stable V -graph τ of class zero in T˜s(V ), such that |τ | is
non-empty and connected.
(2) (Divisor). Let L ∈ Pic(V ) be a line bundle, so its Chern class induces a
homomorphism c1(L) : L → h(V ). Let Φ : σ → τ be a morphism in T˜s(V )
of type forgetting a tail, such that the corresponding vertex of τ is absolutely
stable. Then the square
h(V )⊗Sσs (χ(σs) dimV )
I(V,σ)
−→ h(M (σs))(deg(V, σ))
c1(L) ↑ ↓ M(Φ)∗
h(V )⊗Sτs (χ(τ s) dimV )⊗ L
β(L)I(V,τ)
−→ h(M (τ s))(deg(V, τ)) ⊗ L
commutes.
Remark. To make this statement more precise, consider to (graded DMC-motives)
the associated category of morphisms. Then the natural transformation I may be
considered as a functor
I : T˜s(V )cart −→ (graded morphisms of DMC-motives).
Both categories have ⊕, ⊗ and deg structures and I preserves them. This essentially
means that
(1) I((τi)⊕ (σj)) = I((τi)) + I((σj)),
(2) deg I((τi)) = deg(τi), if (τi) is homogeneous,
(3) I((τ, τi)⊗ (σ, σj)) = I(τ, τi)⊗ I(σ, σj).
Proof. All this follows formally from Definition 7.1 using the identity principle and
the bivariant formalism (as explained for example in [2]).
Remarks. (1) Applying Theorem 7.5 we get the tree level system of Gromov-
Witten invariants for convex varieties.
(2) By applying a realization functor, we get Betti, ℓ-adic or deRham Gromov-
Witten classes.
(3) Theorem 9.2 implies all the axioms for Gromov-Witten classes listed in [11].
Perhaps only Formula (2.7) is not quite evident. In view of its importance
(it implies that the fundamental class remains the identity with respect to
quantum multiplication), we will show that it follows from the rest of the
axioms. In fact, assume that
〈I0,3,β〉(γ1 ⊗ γ2 ⊗ e
0) 6= 0.(7)
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Choose a divisorial class δ with nonvanishing intersection with β. In view
of the Divisor Axiom, we must then have
〈I0,4,β〉(γ1 ⊗ γ2 ⊗ δ ⊗ e
0) 6= 0.
In view of (2.6), the last class is the lift of
〈I0,3,β〉(γ1 ⊗ γ2 ⊗ δ).
But this cannot be non-vanishing simultaneously with (7) because the Grad-
ing Axiom does not allow this.
More generally, this argument shows that whenever e0 is among the argu-
ments, then 〈I〉 = 0 for β 6= 0, any genus, any n. Geometrically: ‘if one of
the points on C is unconstrained, the problem cannot have finitely many
(and non-zero) solutions.’
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