Abstract
Introduction
Precise person localization, which has become a basic technology in a smart meeting room, is useful in a variety of domains, including experience recording, meeting analysis, and camera steering. Meanwhile, the reliable identification of the speaker, pointing who is speaking, can provide additional information for videoaudio indexing and retrieval tasks in experience recording.
The task of speaker localization and identification poses three basic problems: locating all the participants in the smart meeting room, distinguishing the speaker from other silent participants, and determining the speaker's identity.
Conventionally, visual-audio tracking systems, such as [1] [2] [3] , aim at addressing the first two problems. Combining the visual and the acoustic modality in a multimodal framework, these systems adopt approaches such as Kalman filter and Particle filter to track a single speaker, taking advantage of the complementary information provided by the two modalities. Visual cues are used to track all the participants in the room, while microphone arrays are used to select the active speaker. However, visual tracking systems usually suffer from obstructing and lighting variations, resulting in low precision.
The speaker identification problem is recently addressed by applying bio-metric measurements, including acoustic speech features classification [4] and face recognition [7] . However, these systems need to acquire prior bio-metric information of all the participants in the smart meeting room, so they can hardly be reliable, if several unfamiliar users enter the room to join the meeting.
A novel multimodal system is proposed in this paper to cope with these problems, which aims to determine the 2D position of all the participants in the smart meeting room and identify the active speaker. In our system, a small Cicada badge containing distinctive user ID is attached to each participant to determine his/her identity and track him/her, while microphone arrays are used to distinguish the speaker from other silent participants. The experiment results demonstrate that our system is more effective than traditional visual-audio tracking systems and biometric identifying systems.
Related Work
Numerous approaches have been proposed to solve the speaker localization problem. In Pingali's work [1] , a single camera is used to locate all the users in the camera view, while a two-element microphone array is used to select the active speaker. They use cross correlation technique to estimate the TDOA, which determines a 3D hyperbola indicating the locus of possible acoustic source. Then the speaker position can be obtained by calculating the intersection points of the hyperbola and the line from the camera to the user. However, they have ignored the speakers who are not visible in the camera but probably in the same direction as a visible person relating to the microphone array. In this case, the system would make wrong decisions in speaker detection. In Siracusa's work [2] , the invisible speaker problem is tackled by adopting a statistical framework to associate the audio signal with a subject in the scene. Though they have achieved improved performance when a person who is not tracked is speaking, they could hardly handle the situation that the face of a specific user is not captured clearly because of head orientation. Both [1] and [2] rely on face detection to locate the users. These two systems, both using only one camera, will probably be problematic when the speaker turns away from the camera while talking to other users. Furthermore, they can not determine the identity of the speaker.
In Busso's system [4] , a full-circle 360 degree tabletop camera and four synchronized cameras are used to cover every corner of the meeting room. Meanwhile, the location of each user is computed based on 3D polygon surface model and a face detection technique. Therefore, head orientation will not affect the performance significantly. However, polygonal 3D approximation and large distortion of the full-circle camera will result in lower localization precision. Speaker identification is implemented using the Gaussian Mixture Model. Since prior model training is needed, the system is not flexible in the case that some unfamiliar users enter the room during the meeting. Moreover, the acoustic signals captured by microphone array in far-field are easily corrupted by noise, so the performance of speaker identification will be much worse in comparison with the case when clean signal captured by a close-talking microphone is used. Other bio-metric speaker identification systems, face recognition in [7] for instance, will face similar problems.
As discussed above, some researches have been conducted concerning speaker localization and identification. However, the precision of localization in conventional visual tracking system is relatively low, due to the obstructing, lighting variations and camera distortion. Bio-metric speaker identification system will suffer from cumbersome prior model training. Hence, we propose a novel multimodal system to tackle the problem.
The proposed system
Our multimodal system is based on indoor localization system called Cicada [5] and microphone array. The goal of Cicada is to detect the location of the participants in the meeting room and determine their identities. A small badge containing distinctive user ID is attached to each participant, so every participant has a unique ID and can be distinguished from the others. With the badges, all the participants can be tracked simultaneously and precisely. Four microphone arrays fixed to the walls are used to capture the audio feature of the speaker. Each microphone array has eight omnidirectional microphones in a horizontal line with an inter-sensor separation of 8 cm. Audio signals obtained from the microphone arrays are processed to estimate the TDOA between different microphone channels. These two modalities are subsequently integrated by a speaker association algorithm for the purpose of identifying where and who the current active speaker is. The following subsections will detail our system.
Tracking participants by Cicada
Cicada is based on the TDOA between ultrasound and radio frequency (RF) to estimate the distance, and adopts Unscented Kalman Filter (UKF) [9] to calculate the location. The framework of Cicada is shown in Figure 1 . the CReader uses RF to send the distance information to the CBase in a special format, which is shown in Figure 2 . The distance information is used to calculate the location, while the TDOA information is redundant for verification purpose. The time stamp reveals the time when the CReader receives the RF signal. The location server collects the data packs from the CBase through a serial port, and then UKF is used to work out the location. We assume that the participants in the room move in a constant rate, so the system can be expressed as
where ( x, y,z ) is the location of the CBadge, while The average localization error of Cicada is about 5 cm. With the small badges, each of which is about 8.8*3.0*4.3 cm in size, the participants in the meeting room can be tracked precisely. And more importantly, every participant will have a distinctive ID to determine his/her identity.
Capturing audio feature by microphone array
Our system uses four microphone arrays to capture the audio feature of the speaker. As shown in Figure 4 , four microphone arrays are placed on different walls of the room at the height of 150 cm. The X, Y plane of microphone array coordinate system is parallel to the ground. Since the arrays are placed at approximately mouth level of the users, we can make the simplifying assumption that sound sources are on the microphone array plane. The audio feature is based on estimates of the TDOA between different microphone channels in the array. Several practical TDOA estimation algorithms have been explored in [6] and [10] , and we choose to use the PHAT-GCC (Phase Transform Generalized Cross-Correlation) method, which is relatively robust in the room environment. Consider two of the microphones m i and m j in an array, and let x i and x j respectively be the signal recorded at corresponding microphone. Then x i and x j can be modeled respectively as
where s( t ) denotes the source signal, i h ( t ) is the acoustic impulse response between the sound source and the microphone i, i n ( t ) is the respective additive noise (assumed to be zero mean and uncorrelated with the source signal), and ij τ presents the relative delay of the signal. Then the PHAT-GCC function can be expressed as 
For any pair of microphones, the TDOA can determine a hyperboloid where the sound source is located. Theoretically, by grouping microphones into pairs and estimating the TDOA of each pair, the source location can be found at the point where all associated hyperboloids intersect. Normally, the sound is assumed to be in the far field of the array, and then a hyperboloid can be simplified to a cone, which indicates the DOA (Direction of Arrival) of the source. However, the simplification can introduce significant estimation error when the aperture of the array is large or when the source is relatively near the array.
Since we can acquire precise location information of all the participants in the room from Cicada system, microphone arrays do not need to work out the speaker location directly. Instead we can simply use TDOA to associate the sound source with one of the participants. In this way, we can avoid the estimation error introduced by simplification, and improve the performance of the system.
Detecting speaker by integration
Cicada and microphone arrays are integrated by a fusion algorithm to associate the sound source with one of the participants in order to determine who the current speaker is. We assume that each of the participants in the meeting room carries a CBadge provided by Cicada system, so every participant will have a distinctive ID and can be precisely tracked.
For each participant i tracked, we obtain a 3D position, X i , which represents the location (x,y,z) of the CBadge in Cicada coordinate system. Since Cicada and microphone array coordinate system are aligned, (x,y) is approximately the participant's mouth position in microphone array plane.
Let s j denote the two dimensional position of a participant in the microphone array plane, and let m i1 and m i2 respectively be the position of the microphones in pair i. If the participant s j speaks, then the TDOA between the pair of microphones can be calculated as
where c is the sound propagation speed. We set up the associated statistical model as follow We can add up the probability density values from all m pairs of microphones for the participant s j , and normalize by m to get a better estimate
In our system, the prior probability of each participant to speak is set to be equal. That is 1/n if the number of participants is n. Then according to Bayes' formula, the posterior probability can be expressed as
The participant with the highest posterior probability is selected to be the speaker. The prior probability can also be set to be unequal according to the application scenario. For example, in a classroom, the teacher is the person that is normally speaking. Therefore, higher prior probability value can be assigned to the teacher.
We suppose that there is no simultaneous speech in the room, so each speech segment belongs to one specific participant. Then, the system needs to associate the sound source with a certain participant only at the beginning of each speech segment. In order to detect the speech activity, we adopt a simple and efficient speech detector, constructed by calculating the signal zero-crossing rate. A speech detector is implemented on each microphone channel respectively. If more than half of all the channels detect speech activity, the system will start the speaker association process.
Experiments and evaluation
In order to evaluate the performance of the described system, two experiments were carried out in a typical meeting room measuring 550×550×280cm. As shown in Figure 5 , six Cicada CReaders are fixed on the ceiling of the room, and four microphone arrays are placed on each wall respectively. All the microphones were recorded synchronously at a sample rate of 32 kHz and a resolution of 16 bits. In the experiments, all the microphone channels are used to detect the speech activity, while only one pair of microphones in each array is used to estimate the TDOA. Both the speech activity detection and TDOA estimate are computed over 64ms windows to enable the system to detect rapid speaker changes. There are 25 predefined points (from 1 to 25, depicted at Figure 5 ) labeled on the ground for speaker association test. The distance between two neighboring points is 60 cm. In the following experiments, the participants roamed in 
Experiment in two-participant scenario
In this experiment, two participants were walking in the meeting room and conversing with each other. Their conversation was restricted to a turn-taking dialog and there was no simultaneous speech. Each participant carried a Cicada CBadge for localization and identification. The tracks of the participants were predefined. One of them (P1) walked along the red solid line drawn on the ground, shown in Figure 5 , and the other (P2) walked along the cyan dashed lined. The experiment was carried out in two steps. In the first step, P2 stood still at point 22; meanwhile P1 walked from point 2 to point 24 along the red line. At each labeled point, P1 asked a question and P2 responded. In the second step, P1 stood still at point 24 and P2 walked from point 22 to point 4. The results show that in the two-participant scenario the speaker association algorithm gives approximately 100% accuracy rate. The average error of the speaker location estimation is about 15 cm, which is relatively higher than the average localization error of Cicada (5 cm, described in the section 3.1). The explanation to this phenomenon is that the Cicada CBadge moves along with the gesture or movement of the participant, so the actual position of CBadge can not be acquired. We obtain the localization error simply by comparing the location information provided by Cicada with the coordinate position of the labeled points, where the participant stands. Therefore, the observed error augment is due to the movement of CBadge.
Experiment in 25-participant scenario with simulation
The participant count will affect the performance of speaker association algorithm, since the possibility of selecting a wrong speaker will increase if more participants stay in the room. We carried out an experiment in a 25-participant scenario to demonstrate the effectiveness of the speaker association algorithm. However, Cicada can not support so many participants simultaneously in the current system; hence in the experiment, 24 participants were simulated by software. In each of our experimental sequences, one real participant was standing on one of the 25 labeled points, where he uttered forty sentences in Chinese, while the simulated participants were set to be standing on the remaining points. The accuracy rate of speaker association is shown in Figure 6 . These results show that in the 25-participant scenario, the speaker association algorithm can achieve approximately 90% average accuracy. Comparatively, the speaker association accuracy is about 79.5% in [4] and 89.01% in [2] . Meanwhile, the participant counts, four in [4] and three in [2] , are smaller than that in our experiment. Furthermore, [4] can not determine the identity of the speaker. In a word, this system provides improved performance in the accuracy of speaker localization and identification.
Conclusion
In this paper, we present a novel multimodal system for speaker localization and identification. Every participant will have a distinctive ID and can be tracked precisely in our system. Moreover, the speaker can be distinguished from the silent participants correctly by microphone arrays.
Future work will continue in two aspects. Firstly, the MAC mechanism of Cicada can be improved to support more participants simultaneously. Then we can test our speaker localization and identification algorithm in a scenario that contains more participants without using simulation. Secondly, more sophisticated integration strategy can be examined. In this study, we simply set equal prior speaking probability of each participant. In future, we can utilize a speaker model to adjust the prior probability of each participant during the meeting. Therefore, the system can adapt to different scenarios.
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