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Abstract: The present water crisis necessitates a frugal water management strategy. Deficit irrigation
can be regarded as an efficient strategy for agricultural water management. Optimal allocation of
water to agricultural farms is a computationally complex problem because of many factors, including
limitations and constraints related to irrigation, numerous allocation states, and non-linearity and
complexity of the objective function. Meta-heuristic algorithms are typically used to solve complex
problems. The main objective of this study is to represent water allocation at farm level using
temporal cultivation data as an optimisation problem, solve this problem using various meta-heuristic
algorithms, and compare the results. The objective of the optimisation is to maximise the total income
of all considered lands. The criteria of objective function value, convergence trend, robustness,
runtime, and complexity of use and modelling are used to compare the algorithms. Finally, the
algorithms are ranked using the technique for order of preference by similarity to ideal solution
(TOPSIS). The income resulting from the allocation of water by the imperialist competitive algorithm
(ICA) was 1.006, 1.084, and 1.098 times that of particle swarm optimisation (PSO), bees algorithm (BA),
and genetic algorithm (GA), respectively. The ICA and PSO were superior to the other algorithms in
most evaluations. According to the results of TOPSIS, the algorithms, by order of priority, are ICA
PSO, BA, and GA. In addition, the experience showed that using meta-heuristic algorithms, such
as ICA, results in higher income (4.747 times) and improved management of water deficit than the
commonly used area-based water allocation method.
Keywords: agriculture; irrigation; water allocation; optimisation; meta-heuristic algorithm; GIS
1. Introduction
Most countries face a water scarcity problem. In many countries, including Iran, the main part of
the water supply is used for agriculture [1–5]. During drought years, the provision of agricultural
water is considered a lower priority than that of urban and industrial water. Therefore, proper planning
for the use of agricultural water resources is necessary [2,4,6,7]. In many countries, optimal allocation
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of water (AW) is regarded as part of a sustainable development policy [3,8]. In AW, the decision-maker
defines the share of each user, considering limitations such as attainable sources of water and various
objectives such as income maximisation [9].
In light of the water shortage at different times and places, the AW has been the subject of many
studies. Most of these studies focus on larger scales, including different users (such as agriculture
and industries), basins, networks, sub-regions, and crops (according to the area covered by each
crop type in the entire region). Divakar et al. [10] and Babel et al. [11] worked on the AW to the
agriculture, industry, power generation, service, and other sectors, with economical income as the
objective function. Chang et al. [12] allocated water to different users with respect to the estimated
amount of water scarcity. Wang et al. [13] predicted the needed water and allocated it optimally to
different sections such as agriculture and industry. A study by Song et al. [14] determined the AW
attainable from various sources (surface, underground, and others) to different consumers and areas for
2015 and 2020. Davijani, Banihabib, Anvar, and Hashemi [9] optimised the AW and planting area for
any crop. Rees et al. [15], Schlüter et al. [16], and McKinney et al. [17] considered the AW to different
basins. Yazdi et al. [18] allocated water to irrigation networks. Shangguan et al. [19] measured the AW
to networks and sub-regions and crops of each network or sub-region. Dai and Li [2] conducted AW to
different crops at the sub-region level. Vaghefi et al. [20] allocated water to different sections of the
study area for different cropping pattern scenarios. Niu et al. [21] also allocated water to three crops in
different sub-areas with different scenarios; then, they found optimised crop area patterns for different
crops in each sub-area. Li et al. [22] and Li and Guo [3] allocated water to various crops in different
conditions such as wet and dry cultivation years.
In the aforementioned studies, the AW is conducted in macro scale to serve macro-level policies.
In such a scale, it is not possible to consider factors such as the crop type and growth stage of each land
(based on the cultivation date) and the crop response to water shortage in that stage. In fact, lands with
identical crop types but different planting dates have different water needs and water deficit responses.
To include such factors, we need to optimise the AW in land scale. Other studies have been conducted
at the farm level. However, they concentrate on changing and improving the cultivation pattern.
Alvarez, de Juan Valero, Martín-Benito, and Mata [1] proposed changes in cropping patterns and crop
types at the farm level with regard to the available water. In addition, Montazar and Rahimikob [23],
Reca et al. [24], and Kuo et al. [25] changed the cropping pattern and crop types in different spatial
units, considering several constraints including water deficit. The main limitation of these studies is
that after estimating the available water, they proposed crop changes for the coming years. In fact,
these studies are not focused on the AW to cultivated lands.
In the present study, after estimating the available water, the AW at farm level is optimised,
considering the type and growth stage of the crops on each land. In such conditions, the AW can be
considered a complex optimisation problem due to the complexity and nonlinearity of the objective
function and other influencing parameters. Numerous states (solutions) are possible for the AW
to different users, and any such solution satisfies objectives differently. With these, the AW can
be considered an optimisation problem in which allocation scenarios are taken as solutions and
various demands are regarded as objectives and constraints. This condition involves numerous
possible solutions and heavy computations regarding objective functions and constraints. Usually,
meta-heuristic methods are used to solve such complex optimisation problems. In this study, the AW
to agricultural farms is represented as an optimisation problem and solved using the meta-heuristic
algorithms of genetic algorithm (GA), particle swarm optimisation (PSO), bees algorithm (BA), and
imperialist competitive algorithm (ICA), and finally, the adequacy of algorithms is compared. In the
rest of this section, research on the use of these four algorithms in agriculture and AW are reviewed.
Among others, the PSO and GA algorithms are often used in water resource management and
allocation problems and are a good basis for comparison and evaluation of other algorithms. In many
studies such as [25–32], GA is used for those issues. Similarly, in some studies such as [9,33–40], the PSO
algorithm is used for the same problems and showed the adequacy of this algorithm. Chang et al. [41]
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and Huang et al. [42] used the GA–PSO hybrid algorithm for the optimal management of water
resources. Davijani, Banihabib, Anvar, and Hashemi [9] compared the use of PSO and GA algorithms
for allocating water to agricultural, industrial, and municipal consumptions over one year.
The ICA is successfully used in a variety of applications related to industrial, civil, mechanical,
electrical, and computer engineering [43]. Hosseini-Moghari et al. [44] used this algorithm for water
resource management. Karamouz et al. [45] compared the suitability of the ICA and PSO algorithms
for allocating reservoir water to agricultural, industrial, and urban consumers. Many studies have
used the BA for various applications [46]. However, to the best of our knowledge, it is not used in AW.
Considering the preceding review on the use of these algorithms in water resource management
and other applications, the reasons for selecting GA, BA, ICA, and PSO algorithms in this study are
as follows: (1) They are among the most commonly used meta-heuristic algorithms. (2) On similar
problems, the performance of these algorithms was acceptable. (3) The solution space of this study is
continuous, while the ICA and PSO are inherently continuous, and GA and BA are also applicable to
continuous issues.
The aim of this study is to model the AW to farms as an optimisation problem and solve it using
some meta-heuristic algorithms. In the allocation model, the data related to the types and growth levels
of the crops are considered. A second objective is to compare the performance of those algorithms for
the considered problem.
2. Method and Materials
In this section, the methods used along with the data and study area are described.
2.1. Method
The flowchart in Figure 1 shows the main steps in the study. First, the data are collected and
prepared. These tasks include creating farm maps and their attribute data (crop type and planting
date), gathering the data needed to estimate water needs (rainfall, crop coefficient, and others), and
the data needed to calculate objective function (crop cost and price, yield response factor, and others).
Using the spatial analysis functions of geographic information system (GIS), farms with identical
crop type and growth stage are merged. In the next stage, for each farm, crop water requirement and
irrigation water requirement (i.e., farm requirements) are calculated using their crop type, planting
date, stage of crop development, and other parameters. The sum of irrigation water requirements for
all farms is the total required water. Then, the water entered in the area from all sources is estimated.
If the amount is lower than the total required water, then the attainable water should be allocated
by the algorithm. In another stage, the optimisation of the farm-water allocation is modelled. The
objective function, which is to be maximised by the algorithms, is defined as the total economic profit
attained from all farms. It is calculated on the basis of farm area, water production function, and crop
prices. The allocation procedure is designed such that instead of the water itself, the water deficit is
distributed among the lands, on the basis of parameters such as crop type, crop growth period, land
area and water production function.
Thereafter, the developed model is implemented using each algorithm considering the farms′
water requirements and attainable water. The implementation results of the four algorithms are
compared using criteria of best-achieved objective function, convergence rate, repeatability, runtime,
and complexity of modelling. The TOPSIS method is used to select the best algorithm considering all
criteria. Finally, the results of the selected algorithm are compared with those of a general AW method
based on farm areas.
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Thereafter, the developed model is implemented using each algorithm considering the farms′ 
water requirements and attainable water. The implementation results of the four algorithms are 
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and complexity of modelling. The TOPSIS method is used to select the best algorithm considering all 
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Following the instructions of the Food and Agriculture Organization (FAO) [5,7,47–49], the crop 
water requirement is calculated using Equation (1). 
𝐸𝑇𝑐𝑟𝑜𝑝 = 𝐾𝑐 × 𝐸𝑇0 (1) 
Here, ETcrop is the crop evapotranspiration (in mm), ET0 is the potential evapotranspiration of the 
reference crop (in mm), and Kc is the crop coefficient. The potential evapotranspiration is the 
maximum amount of water that can be evaporated by soil and crop. The irrigation water requirement 
is a part of the crop water requirement that should be covered by irrigation. A part of the crop water 
requirement is obtained from rainfall, and another portion is used to remove soil salinity. According 
to Alizadeh and Kamali [50], the maximum irrigation water requirement for any crop can be 
estimated using Equation (2). 
𝑊𝑝 = (
𝐸𝑇𝑐𝑟𝑜𝑝−𝑃𝑒+𝐿
𝐸𝑖/100
) × 10, (2) 
where Wp is the maximum of irrigation water requirement (m3/hectare), Pe is the effective rainfall 
(mm), L is the leaching water (mm), and Ei is the irrigation efficiency (percent). In this study, to 
calculate the maximum of irrigation water requirement, the effective rainfall is regarded as a constant 
fraction of the rainfall (i.e., 0.75 of the rainfall), leaching is set to 5%, and irrigation efficiency is set to 
40%. 
Figure 1. General flowchart of the research.
Following the instructions of the Food and Agriculture Organization (FAO) [5,7,47–49], the crop
water requirement is calculated using Equation (1).
ETcrop = Kc × ET0 (1)
Here, ETcrop is the crop evapotranspiration (in mm), ET0 is the potential evapotranspiration of
the reference crop (in mm), and Kc is the crop coefficient. The potential evapotranspiration is the
maximum amount of water that can be evaporated by soil and crop. The irrigation water requirement
is a part of the crop water requirement that should be covered by irrigation. A part of the crop water
requirement is obtained from rainfall, and another portion is used to remove soil salinity. According to
Alizadeh and Kamali [50], the maximum irrigation water requirement for any crop can be estimated
using Equation (2).
Wp = (
ETcrop − Pe + L
Ei/100
) × 10, (2)
where Wp is the maximum of irrigation water requirement (m3/hectare), Pe is the effective rainfall (mm),
L is the leaching water (mm), and Ei is the irrigation efficiency (percent). In this study, to calculate the
maximum of irrigation water requirement, the effective rainfall is regarded as a constant fraction of the
rainfall (i.e., 0.75 of the rainfall), leaching is set to 5%, and irrigation efficiency is set to 40%.
In this study, a month is assumed to be the irrigation planning period. The water deficiency in a
month is the difference between the total required water and total attainable water from all resources.
Equation (3) is used to calculate the total water deficiency (Dtotal), where Wmi is the irrigation water
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requirement of the ith farm and Qj is the water attainable from resource j. In this study, values of all
variable related to water are in a cubic meter (m3).
Dtotal =
n∑
i=1
Wmi −
m∑
j=1
Q j (3)
In this study, to reduce the model complexity, instead of allocating the water itself, the amount
of water deficiency is divided between the farms. In other words, the amount of water that should
be saved in each farm is determined. Then, by subtracting this amount from the irrigation water
requirement, we calculate the water allocated to each farm. Figure 2 represents a solution to the AW
problem in which Lai is the amount of water reduced from the irrigation water of farm i.
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Figure 2. A solution to the allocation of water (AW) problem.
As mentioned, the water allocated to each farm Wai is calculated by Equation (4).
Wai = Wmi − Lai (4)
Any solutio in the pr posed optimisation model should satisfy two constraints:
1. First constraint: The sum of water savings from all farms should not be less than the total water
deficiency (Equation (5)).
n∑
i=1
Lai ≥ Dtotal (5)
2. Second constraint: The water saving from each farm should be a positive value smaller than its
irrigation water requirement (Equation (6)).
0 ≤ Lai ≤Wmi (6)
As represented by Equation (7), the objective function (fitness) of the allocation optimisation,
which is to be maximised, is the total income of the farms.
maximise [
n∑
i=1
(
Bi
(
Ya
Yp
)
i
−Ci
)
Ai] (7)
In is equ tion, Ai is the area of the ith farm (in hectares); Bi and Ci are the income and cost
related to the ith farm (in Rials per ha); Ya and Yp re the actual and potential yields (in kg per ha)
related to the deficit irriga ion and complete irrigation conditions, respectively. In fact, Ya/Yp repres nts
the fficiency of th crop, which is a function of he c p production proportional to he re eived water
(water production function). Water production functions are used to calculate th crop roduction
of a time period, considering parameters such as the rovided water, evaporation, and transpiration.
In this study, the efficiency of the crop is calculated using Equation (8), which is a well-known water
production function [9,23,49,51–54].
Ya
Yp
=
n∏
j=1
[1−Kyj[1− WaWp ] j
] (8)
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Here, j is the crop growth stage, n is the number of crop growth stages, Kyj is the response factor
of yield y to the water (yield response factor) in stage j, Wp is the irrigation water requirement that is
already defined for each crop and growth stage, and Wa is the water allocated through optimisation.
In Equation (8), if the crop irrigation equals the full irrigation (Wa = Wp), then (Ya/Yp) = 1. If the
crop irrigation is less than the full irrigation (Wa < Wp), then (Ya/Yp) < 1 and its value changes linearly
according to Wa/Wp (with a slope proportional to Ky). As mentioned, in relation to Equation (8), Kyj is
the response factor of yield y to the water in the growth stage j. If the coefficient is greater than 1, then
the yield of the product is highly sensitive to deficit irrigation; if this coefficient is less than 1, then
the product is resistant to water shortage; and if this coefficient is 1, then the rate of yield reduction is
directly proportional to the amount of water reduction [49].
To calculate the objective function of each solution in the optimisation, the water allocated to
each farm should be calculated using Equation (4). Then, the water production function (Yp/Ya) and
objective function are calculated using Equations (7) and (8), respectively. In the following sections, the
formulation of the problem in the context of each algorithm is described.
2.1.1. Modelling GA Operators in AW Problem
The genetic algorithm is inspired by Darwin’s evolution theory. In nature, through natural
selection, crossover, and rare mutations of chromosomes, the generations are evolved gradually [55].
Here, the modelling of GA operators for the AW problem is described. In the genetic algorithm, each
solution is a chromosome. As a result, the chromosome shown in Figure 2 is a solution to the AW
problem, and each gene of the chromosome is the water deficit allocated to a particular land. After
generating the initial population by creating a series of random chromosomes, the roulette wheel
method is used to select the parent for the crossover. In this study, the one-point crossover method is
used. Figure 3 shows an example of a crossover in AW. For simplicity, in the following figures, the
number of genes in the chromosome is shown as six, which is much less than the number of farms in
the real chromosome.
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selected gene and added to another randomly selected gene, such that the second constraint is not 
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Figure 3. An example of crossover in AW problem.
The result of a crossover might be an incorrect chromosome. In a chromosome resulting from such
a crossover, every gene has already been a gene of one of its parents. Therefore, the second constraint,
described by Equation (6), is already satisfied. If the sum of gene values is less than the total water
deficiency, then the difference should be added to the gene values, to comply with the first constraint,
as described by Equation (5). To do so, 10 m3 is added to the value of a randomly selected gene.
Obviously, the second constraint should be checked for such edited genes. The editing of the randomly
chosen genes is continued until the first constraint is also satisfied. As the modifications are slight, the
resulting chromosome can still be considered as the result of a crossover between the two parents.
For any chromosome, a random value is created between 0 and 1. If this value is less than that of
the mutation rate, then the chromosome is mutated. To do so, 50 m3 is subtracted from a randomly
selected gene and added to another randomly selected gene, such that the second constraint is not
violated. This action is repeated k times. Figure 4 shows a mutation when k = 1. Finally, for elitism,
only 15% of the chromosomes with the best fitness values (called elites) are accepted to be present in
the next generation. Here, the number of elites is set to 15 by trial and error.
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2.1.2. Modelling BA Operators in AW Problem
The bees algorithm was introduced by Pham et al. [56]. In this algorithm, the integration of
a stochastic search with local search is used to find the optimum s lutions. At th beginning of
the algorithm, a cert in number of random problem solutions (scout bees) are created as the initial
p pulations. The , the quality of the soluti ns is calc lated using the objective function, and a certain
number of the best bees are select d as employed bees. The vicinity of ach employed bee is s arched
by some follower (onlooker) bees. Th neighbourhood of the better employed bees (elites) ar searched
by ore follower bees. The employed be is replaced by any of its followers if the follower is better
than it. The collection of such improved employed bees along with some new scout bees make the next
generation of bees. The best solution of each generation is stored, nd the process is repeated until the
stop condition is satisfied [57,58]. In the foll wing, the modelli g of algorithm operators/stages for the
AW problem is described.
Any solution to the AW problem, as shown in Figure 2, that satisfies the constraints is regarded as
a bee in the BA. A group of 30 such solutions is created as scout bees, to be the first population of bees
(n = 30). For all bees, the objective function (fitness) value is calc lated according to Equation (7). From
the 30 bees, 20 with the ighest fitness are selected as the employed bees (m = 20). Again, from these,
the 10 best ones are selected as elite bees (e = 10). Respectively, 4 and 2 follower bees are allocated to
each elite bee and each non-elite employed ee (nep = 4 and nsp = 2).
The neig bourhood searches around the employed bees is done by the creation of follower bees.
Each follower bee is a copy of the original bee that is slightly changed in a manner that is highly similar
to the mutation process of GA. Both the water transformed betwee enes and the number of changed
genes in the neighbourhood search are less than those of the GA mutatio . The reason is that the goal
of GA mutation is the search of unexplored areas, whereas the goal of neighbourhood search is to
generate very similar yet different solutions to the original bee.
In any iteration, the general number of bees should be n, and m bees are generated in the previous
stage. Then, s = n−m scout bees are needed to explore the new search-space areas. Each scout bee is
generated by random allocation of the water savings to the farms w ile obeying t e defined constraints.
2.1.3. Modelli g PSO Operators in AW Problem
The PSO algorithm was first introduced by Eberhart and Kennedy [59], who were inspired by the
studies of Heppner and Grenander [60] on bird swarms. The main element of the algorithm is the
particle. The locat on of the par icle in the search space is solution to the problem. Each particle has a
memory f its revious locations and moves in the search space towards bet er solutions by changing
its omponents (solution parts). Its movement, in any teration, is a combination of its last move, move
towards its be t ersonal location, and move towards the best previous loc tion of he particle’s group.
Like similar algorithm , any location of a particle is valuated by an objective function [61–63]. In PSO,
a movem nt (a change in he location) of a particle is called velocity. A shown in Equation (9), the
new locati n of a particle is c cula ed by dding i s vel city to its ast location [63].
→
x i =
→
x i +
→
v i (9)
Any location of each particle or solution to the problem is a vector of water savings defined for the
farms (Figure 2). Each velocity is a vector of the changes that are to be made in the amount of water
savings of the farms. These are shown in Figure 5.
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Figure 5. An example of the new location of a particle (a water-saving allocation) after a movement.
For any new location, the constraints should be checked. With regard to the second constraint,
if the water-saving of a farm (i.e., the water to be saved in that farm) is less than zero or more than
the irrigation water requirement, then the solution is incorrect and should be returned to the solution
space. When it is less than zero, it will be set to zero and when it is more than the irrigation water
requirement, it will be set to the irrigation water requirement. Thereafter, the first constraints should
be checked. If the sum of the water savings of all farms is less than the total water deficiency, then the
new location of the particle is not correct. To repair it, we randomly select one of the farms and add 10
cubic meters to its water saving value. Again, if this condition results in disobedience of the second
rule, then the change is not exerted, and a different farm is selected for the change. This process is
repeated until the first constraint is satisfied.
The particle velocity is updated using Equation (10) [63].
→
v i w
→
v i c1
→
ϕ1i
(→
p i −
→
x i
)
+ c2
→
ϕ2i
(→
p g −
→
x i
)
(10)
In this equation, xi is the previous location; pi and pg are the personal and global best locations; c1
and c2 are constants sho ing the relative importance of pi and pg; Φ1 and Φ2 are the weights that are
defined randomly in each iteration of the algorithm; and w is the inertia weight that controls the effect
of the previous velocity on the present velocity [64].
In the first iteration, the present location of each particle is regarded as its best location pi. In
the next iterations, if the present location is better than pi, then it replaces pi. In any iteration, the pi
locations of all particles are compared and their best one is taken as pg.
2.1.4. Modelling ICA Operators in AW Problem
In the ICA algorithm, a population of solutions (called countries) is created randomly. Some of
the best countries (according to their fitness values) are selected as imperialists, and th remainder of
the opulation are the c lonies of those imperialists. More powerful imperialists, d pending on their
power, have more c lonies. With the formation of primitive empires, imperialistic competition begins
between them. Weak r empires sually fail in the competition, lose their power, and are gradually
eliminated. Therefore, duri t e imperialistic ompetition, the power of the great empires is gradually
increased and the weaker empires are eliminated [65,66]. In the following, the modelling of ICA
operators for the AW problem is explained.
Each country is a solution to the AW problem, as shown in Figure 2. Among country = 100 initial
solutions (countries), Nimp = 10 solutions with b tter fitness values are selected as imperialists and
other countries are regarded as colonies. In the ti ti , t c l ies ust be as imilated into the
imperialist . This assimilation is in accordance with the imperialist ′ fitness values. The greater the
fitness values, the more likely it is to capture the colonies. For this purpose, the roulette wheel is used.
In this study, Equation (11) is used to calculate the assimilation p licy.
X′ = X + β× r× d (11)
In Equation (11), X′ and X are the new and old locations (assimilation) of the colony, d is the
distance of the imperialist from its colony, and r is a random vector. β is a constant coefficient that
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determines how close a colonial country gets to the imperialist. In the vector r, for any variable
(dimension) of the country, a random number in the range of [0,Q] is created. This results in an imprecise
movement of the colony towards the imperialist [65]. Figure 6 shows an example of colonization
(assimilation) of a colony by an imperialist in AW problem, when β equals to 2 and Q equal to 0.5.
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Figure 6. An example of a colony assimilated into an imperialist in the AW problem.
For the new colony’s position, we must examine the AW constraints so that the correct solution is
made. The process is exactly the same as checking the constraints in the PSO algorithm after changing
the position of particles. If the colony′s new position is not in the problem space, then the process of
position modification is also similar to the correction of the particle′s position in PSO.
As colonies ove towards the imperialist, a colony may have a higher fitness function than the
imperialist. In this case, the imperialist is replaced by its stronger colony and the algorithm continues
with a new imperialist [65]. The total power of each empire is calculated using Equation (12) [65].
T.C.n = f (imperialistn) + ξ mean
{
f (colonies o f empiren)
}
(12)
In this equation, T.C.n is the power of the nth empire, f(imperialistn) is the i perialist’s fitness, ξ is
a positive number between 0 and 1, and mean{f(colonies of empiren)} is the average fitness of the colonies
of the empire n. Consideration of small values for ξ causes the power of an entire empire to be nearly
equal to the power of its central government (imperialist). By contrast, large values of ξ lead to an
increase in the effect of the empire′s colonies on the determination of its total power [66].
Any empire that cannot increase its strength and lose its power is gradually eliminated during
imperialistic competition. In other words, over time, weak empires lose their colonies and stronger
empires capture these colonies and increase their power [66]. From the colonies of the weakest empire,
N weakest colonies are selected and given to other empires. The more powerful an empire is, the more
probably it obtains these colonies. In this study, the roulette wheel method is used to select the empire
that captures the colony. In this study, whenever an empire loses all of its colonies, its imperialist is
changed into a colony and is assimilated into one of the other empires (selected using the roulette
wheel method). In other words, that empire is deleted.
The optimal values of the algorithms′ parameters are determined by trial and error based on
repetitive executions of the algorithms. The use of the trial-and-error ethod to obtain the value of the
optimisation algorithm parameters is explained in [67].
2.1.5. Comparison Criteria
Five criteria, namely, fitness function, convergence, repeatability (robustness), runtime, and
modelling complexity, are used to evaluate and compare the algorithms. In addition, the algorithms are
prioritised for AW using the TOPSIS method. Finally, the result of the best algorithm is compared with
the currently used method of AW in the area. In the following, the mentioned criteria are explained.
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• Fitness function
The fitness function is the total profit of all land units resulting from the water deficit allocation
performed by each algorithm.
• Convergence of algorithms
The speed/trend of an algorithm in finding better values of fitness-function is called convergence
speed/trend and is assumed to be one of the superiority measures of an algorithm. In this study, the
constancy of the fitness value is considered as the stop condition of the algorithms. This concept is
used in two ways. The first is when, after many iterations, the algorithm still continues to find better
solutions but with a very low convergence rate. In such cases, sufficient convergence is assumed to be
achieved and the algorithm can be terminated. The second is when the fitness value does not improve
for a specified large number of iterations (e.g., 200). Then, we assume that a solution close enough to
the optimum is found, and the algorithm is terminated.
• Repeatability test
A more repeatable (robust) algorithm achieves more similar results in separate executions. To
evaluate this criterion, each algorithm is executed 10 times, and the variance of best benefit values
found by each algorithm in 10 runs is calculated. In addition to the variance of the objective function,
the variance of the solutions (i.e., the water allocated to each land) could also be used to evaluate the
repeatability of an algorithm. This condition means checking the variations in the water allocated to
each land in 10 different runs of the algorithm. Both variance concepts are considered in this study.
In fact, to have a better comparison, the variance of the normalised values is used. The values are
normalised using Equation (13). Owing to the normalisation of the data, any variance value is between
0 and 1. When the variance is closer to 0, the algorithm is more stable.
Ni j =
Si j −min
(
Si j
)
max
(
Si j
)
−min
(
Si j
) . (13)
• Runtime
To test the speed and runtime of the algorithms, two different stopping criteria are used. In the
first one, the algorithms continue to run until they reach a specified fitness-function value. Then, their
runtimes are compared. In other words, the algorithm runtimes (in seconds) are studied while reaching
a specified fitness-function value is considered as the stopping condition. In the second, the algorithms
are run for a specified time period and the best fitness-function values found by them, in that specified
time, are compared.
• Modelling complexity and ease of use
As mentioned, any meta-heuristic algorithm has certain parameters that must be calibrated first.
In this study, this task is conducted using the trial-and-error method. Therefore, from the user′s point
of view, calibrating an algorithm with fewer parameters is easy. As a result, the number of algorithm
parameters can be considered as another measure of comparison. Another comparison parameter
considered is the number of algorithm operators. These operators should be defined for the special
circumstance of the optimisation problem. In fact, the fewer operators it has, the easier the modelling
of the optimisation problem is.
• TOPSIS
In this study, the TOPSIS method is used to rank the algorithms’ performance on the AW problem,
considering the aforementioned criteria. In the TOPSIS method, m choices are evaluated by n criteria.
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Therefore, the solution space can be considered as an n-dimensional coordinate system (space), in
which m points (solutions) exist. In this technique, each solution is ranked based on its distance to
both the ideal positive (A+) and ideal negative (A−) solutions. The A+ is a solution that has the largest
values for the positive criteria and the lowest values for the negative criteria. Obviously, A− solution is
the opposite of A+. The TOPSIS method includes the following steps [68]:
1. Creating a decision matrix;
2. Calculating the normalised decision matrix;
3. Calculating the normalised weighted decision matrix;
4. Determining the positive and negative ideal solutions;
5. Calculating the distances using the Euclidean norm;
6. Calculating the relative closeness index to the ideal solutions;
7. Ranking of the solutions.
In this study, the aforementioned comparison criteria are the inputs to TOPSIS, used to calculate
the decision matrix. Among them, the objective function is the only positive criterion. The negative
criteria are the run-time, repeatability measures of variance, and number of modelling parameters.
After the above steps are performed, for each algorithm, the relative closeness index (CL) is calculated.
Algorithms are ranked according to CL values.
• Comparing the best meta-heuristic algorithm with AW method currently used in the area
In general, it is useful to compare the results of the best algorithm with those of the typical method
of area-based AW. Although in developed countries better AW models are typically used, in the present
condition of the study area, the irrigation water is often allocated merely based on land area. First, the
total amount of available water is allocated according to the land area (Equation (14)). Of course, the
already harvested and uncultivated lands are excluded in the calculations. Then, the crop efficiency
(Ya/Yp) values and total income of the lands are calculated using Equations (8) and (7), respectively.
Wai =
Ai ×∑mj=1 Q j∑n
i=1 Ai
(14)
Here, Wai is the water allocated to farm i, Ai is the area of the farm I, and Qj is the water attainable
from source j.
2.2. Materials
In this section, the study area, the data used, and the data processing steps are discussed.
2.2.1. Study Area
In this study, a part of the agricultural lands in Darram village located in Tarom County in Zanjan
province was selected as the study area (Figure 7). The irrigation water resources in this region are
Mirza Khanlu Dam, Ghezel-Ozan River, and wells drilled in the area. Over the last few years, the main
problem facing agriculture in this area has been the shortage of irrigation water, especially in early and
mid-summer. This condition resulted in the dryness and decline of agricultural products in most of
the lands.
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2.2.2. Research Data Set
In the following, the research data are sorted and discussed.
Climate data: The data include temperature, humidity, rainfall, and others obtained from the data
available on the OPTIWAT software and database (Iran Air and Climatology Comprehensive Web
Site [69]).
Information and maps of agricultural lands in the region: This dataset includes the maps of farms
in the study area, irrigation network map, the present crops of each farm, and their planting dates. The
attempts of the researchers to collect the required maps from organisations such as the Agricultural
Office of Tarom, Zanjan Regional Water, Water and Sewage Office of Zanjan, Natural Resources Office
of Zanjan, and Natural Resources Office of Tarom was not successful. Therefore, the needed maps
were generated using downloaded Google Earth satellite images and the data collected by direct field
surveys in the area. The data related to the present crops of each land and their planting dates were
collected by field visits and interviews with farmers of the region for the cultivation year of 2014–2015.
Then, they were added to the attribute data of the lands. Considering the research objectives, the
accuracy of the generated maps was acceptable.
According to the field visit, the farmers experienced drought in the year of collecting the research
dataset. As stated by the farmers, the common summer rains usually cause a seasonal flood in the
Ghezel-Ozan riverbed. In such cases, with the temporal rise of river water, the farms′ water needs
could be satisfied for a few weeks. However, such seasonal rains did not happen that year. Therefore,
that agriculture year was selected for the present study.
Location and attributes of water resources: As mentioned, water resources of the study area are
the Mirza Khanlu Dam, the wells of the region, and the Ghezel-Ozan River. Two canals from two
different sides transfer part of the river′s water to the area for irrigation. In addition, water is pumped
from the same river to irrigate some lands along the river. The location of the wells and pumping sites
are collected by fieldwork. In this study, water resources, water canals, and agricultural lands are
represented as points, lines, and polygons, respectively. The location of the dam and river are extracted
from Google Earth. The attainable volume and attributes of water resources in different periods of the
year are collected from the Study Phase Reports on Mirza Khanlu Dam [70] and field observations.
Vegetation data: Crop information, including the growth period, crop coefficients for the four
stages of crop growth (initial stage, development, midseason, and late season), yield response factor,
and so on are determined for the arable crops in the area. These are concluded using the FAO journals,
previous research results [5,49,71,72], official reports for those crops [73], and OPTIWAT databases.
The values of Kyj (used in Equation (8)) for 33 crops are given in the instruction number 33 of FAO
and are used and evaluated in many studies [51,71]. Those values are used in the present research
(Table 1). For the crops not covered in that instruction, the values proposed by other instructions and
studies [5,49,71,72] are used.
Crop coefficient factor has an important role in determining the water requirement of plants. It is
affected not only by the plant type and growth stage, but also by the climatic conditions and soil surface
evaporation [50]. The crop coefficients are presented in the FAO guidelines [47,48]. Ideally, these
coefficients should be precisely determined through research and fieldwork for any region. However,
because of the limitations of this study, the same values provided by FAO [47] are accepted and used
here (Table 2).
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Table 1. Values of Ky for region crops according to Food and Agriculture Organization (FAO) Guideline
No. 33 [5,49,71,72].
Crop Yield Response Factor to Water Deficit at Each Growth Stage Crop
Tr-1110 Tr-1101 Tr-1011 Tr-0111
0.25 1 0.55 0.65 0.20 Wheat
0.40 0.50 0.60 0.20 Barley
0.20 0.75 1.10 0.20 Vicia faba
0.30 0.80 1 2 0.45 Onion
0.20 0.70 1 2 0.60 Potato
0.20 0.70 0.90 0.20 Pea
0.40 0.80 1.10 0.40 Tomato
0.50 1.33 1.10 1 Rice 3
0.30 0.80 0.80 0.70 Cantaloupe
0.30 0.80 1 0.45 Garlic
Tr-0111: Deficit irrigation has occurred at the initial stage. Tr-1011: Deficit irrigation has occurred at the development
stage. Tr-1101: Deficit irrigation has occurred at the middle stage. Tr-1110: Deficit irrigation has occurred at the
final stage. 1 These values could not be found in the FAO Guideline No. 33. Therefore, for these values, the IAEA
information [5,49] was used. 2 These values could not be found in the FAO Guideline No. 33. Therefore, the
reference data [23] was used for these values. 3 These values could not be found in the FAO Guideline No. 33.
Therefore, the reference data [74] were used for these values.
Table 2. Crop coefficient (Kc) for crops at different stages [47].
Crop Coefficient (Kc) Crop
Late Season Midseason Initial Crop Stage
0.25 1.15 0.4 Wheat
0.25 1.15 0.30 1 Barley
0.3 1.15 0.5 Vicia faba
0.75 1.05 0.70 1 Onion
0.75 1.15 0.50 1 Potato
1.10 1.15 0.5 Pea
0.70 1.15 0.60 1 Tomato
0.70 1.20 1.05 Rice
0.60 0.85 0.5 Cantaloupe
0.70 1 0.70 1 Garlic
1 In paper 56 of FAO, an approximate value is presented for several crops in each group. This is assumed to represent
the crop coefficient factor of the crop group under the standard water management conditions [47].
To determine the Kc for each land′s crop during the irrigation period, the planting time and length
of different growth stages of the crop should be considered. In other words, the length of different
growth stages of the crop (initial, midseason, and late season) should be added to the planting date
until the considered water-allocation time. This condition determines the growth stage of the crop at
the considered water-allocation time. The planting dates of land crops are determined by interviewing
the farmers. Furthermore, in the study area, the lengths of crops′ growth stages were extracted from
the reports of Zanjan Agriculture Organization and OPTIWAT software database.
Economic Information: The costs and incomes of the region’s crops were determined for one year
using the reports of the Agriculture Organization and interviews with the farmers.
Table 3 provides general characteristics of agricultural lands, meteorological parameters, as well
as crops specifications in the study area.
Water 2019, 11, 2611 15 of 31
Table 3. General characteristics of agricultural lands, climate, and crops in the study area for the cultivation year of 2014–2015.
Information About the Study Area 2
Meteorological Parameters in the Study Area
(Annual Average Value) 3 Crop Specifications in the Study Area
Value Parameter Value Parameter Income of Crop
2
(Rials per ha)
Cost of Crop 2
(Rials per ha)
Irrigation
Method 2
Maximum Root
Depth 1 (cm)
Maximum Crop
Height 1 (cm) Crop
Loam Soil 75 Maximum relative humidity (%) 53,000,000 43,500,000 Furrow 100 100 Wheat
Subtropical climate Climatic 42 Minimum relative humidity (%) 29,000,000 23,200,000 Furrow 100 100 Barley
Ghezel- Ozan- Sefid-rood Catchment area 59 Relative humidity (%) 80,000,000 50,000,000 Furrow 60 80 Vicia faba
23.3 Maximum temperature (◦C) 141,300,000 113,000,000 Furrow 45 50 Onion
11.9 Minimum temperature (◦C) 243,800,000 195,000,000 Furrow 50 60 Potato
17.6 Temperature (◦C) 60,000,000 30,000,000 Furrow 65 50 Pea
247 Rainfall (millimeter) 200,000,000 120,000,000 Furrow 100 60 Tomato
2781 Sunshine (hour) 250,000,000 150,000,000 Basin 75 100 Rice
1366 Evaporation (millimeter) 100,000,000 40,000,000 Furrow 90 40 Cantaloupe
250,000,000 170,000,000 Furrow 40 40 Garlic
1 Extract from the OPTIWAT software database for the study area. 2 Based on reports of Zanjan Agricultural Office and interviews with farmers. 3 Based on meteorological office reports.
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2.2.3. Data Preparation
At this stage, after the preparation of spatial data, the collected data including the type and
planting date of the crops for each land, the flow of wells and pumps, and others are attributed to
spatial features. The study area covers 298 farms with an area of more than 103 ha.
The planting date of crops are classified into time intervals of 10 or 15 days, according to the crop
type. For example, the planting dates of the first and second planting-period tomatoes are the first and
second 10 days of March, respectively. For potato, they are the first and second 10 days of February.
The planting-date variances of less than 10 days have trivial effects on the irrigation rate. Therefore,
the planting dates are grouped into four classes (Figure 8b). Two lands with a similar planting period
might have different planting dates if they have different crop types. For example, a land with tomato
of period 1 is cultivated in the first decade of March, but a land with potato of period 1 is cultivated in
the first decade of February.
Water 2019, 11, x FOR PEER REVIEW 16 of 31 
 
2.2.3. Data Preparation 
At this stage, after the preparation of spatial data, the collected data including the type and 
planting date of the crops for each land, the flow of wells and pumps, and others are attributed to 
spatial features. The study area covers 298 farms with an area of more than 103 ha. 
The planting date of crops are classified into time intervals of 10 or 15 days, according to the 
crop type. For example, the planting dates of the first and second planting-period tomatoes are the 
first and second 10 days of March, respectively. For potato, they are the first and second 10 days of 
February. The planting-date variances of less than 10 days have trivial effects on the irrigation rate. 
Therefore, the planting dates are grouped into four classes (Figure 8b). Two lands with a similar 
planting period might have different planting dates if they have different crop types. For example, a 
land with tomato of period 1 is cultivated in the first decade of March, but a land with potato of 
period 1 is cultivated in the first decade of February. 
Some adjacent lands have the same crop type and similar planting periods (the arrows of Figure 
8a,b show examples of these lands). As the AW is based on area, crop type, and growth stage (resulted 
from planting dates), merging such lands is possible to reduce the computation load. By integrating 
these lands using GIS functions of ArcGIS software, we obtained 235 land units. 
 
(b) 
 
(a) 
Figure 8. (a) Crop types of farms; (b) periods of cultivation (planting dates) of farms. 
3. Results 
In this study, ArcGIS 10.2 software was used for data preparation and output visualisation and 
MATLAB environment was used to implement the meta-heuristic algorithms. To simplify the 
implementation, the AW model was tested for July only, which was the most critical period in the 
study area. In addition, when calculating the fitness function, we assumed that in the former and 
later months, sufficient irrigation was conducted. However, the proposed model can be implemented 
for other months and periods. 
In the proposed method, the input of the model for each month includes the amount of available 
water in that month, water allocated in the previous months, plant type, growth stage, and some 
other parameters. The output is the optimal AW to all farms for that month. In the study area, 
according to the climatic conditions, experiences in previous years, and interviews with farmers, the 
water shortage problem happens only in July. As a result, the assumption of full irrigation for the 
months before and after July is in coherence with the actual conditions of the study area. This 
assumption is made merely for the evaluation of the proposed model and comparison of the 
algorithms. In using this method for other areas with different water availability conditions, the 
i re 8. (a) rop types of far s; ( ) erio s of c lti atio ( la ti ates) of far s.
Some adjacent lands have the same crop type and similar planting periods (the arrows of
Figure 8a,b show examples of these lands). As the AW is based on area, crop type, and growth stage
(resulted from planting dates), merging such lands is possible to reduce the computation load. By
integrating these lands using GIS functions of ArcGIS software, we obtained 235 land units.
3. Results
In this study, ArcGIS 10.2 software was used for data preparation and output visualisation
and MATLAB environment was used to implement the meta-heuristic algorithms. To simplify the
implementation, the AW model was tested for July only, which was the most critical period in the
study area. In addition, when calculating the fitness function, we assumed that in the former and later
months, sufficient irrigation was conducted. However, the proposed model can be implemented for
other months and periods.
In the proposed method, the input of the model for each month includes the amount of available
water in that month, water allocated in the previous months, plant type, growth stage, and some other
parameters. The output is the optimal AW to all farms for that month. In the study area, according to
the climatic conditions, experiences in previous years, and interviews with farmers, the water shortage
problem happens only in July. As a result, the assumption of full irrigation for the months before and
after July is in coherence with the actual conditions of the study area. This assumption is made merely
for the evaluation of the proposed model and comparison of the algorithms. In using this method for
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other areas with different water availability conditions, the model should be applied month to month,
according to the actual amount of irrigation in the previous months.
It should be noted that some lands (56 farms) had already been harvested in July. Therefore, they
were not considered in the calculations. According to the calculations, the amount of water required
by all lands is 302,420 cubic meters in July. However, only 265,188 cubic meters of water is attainable
from all resources. Thus, the water shortage is 37,232 cubic meters (i.e., 12.3% of the total required
amount of water). Therefore, a deficit irrigation strategy should be considered. The allocation of a
limited amount of water to 179 land units with different crop types and planting periods, such that
the total income is maximised and the total costs are minimised, is not a simple problem. Usually,
meta-heuristic methods are applied to solve such complex problems. In the following, the results of
AW to all land units by four meta-heuristic algorithms (GA, PSO, BA, and ICA) are presented.
The profit of all lands resulting from each algorithm, considering the deficit irrigation condition,
are presented in Table 4. In addition, for the sake of comparison, the maximum profit, obtainable
by full irrigation of all land in all months, is also presented. All the results presented in this section,
including the contents of Tables 4 and 5 and Figures 9–11, are related to the best execution of each
algorithm among its 10 different executions. In fact, to test and compare the runtime and repeatability
of the algorithms, for which the results are presented in the next section, each algorithm was executed
10 times. In this section, the results of the best one among the 10 executions of each algorithm are
presented as the final solution for each algorithm.
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Figure 9. Comparison of the total irrigation water with deficit irrigation water allocated to each land in
July by the algorithms: (a) particle swarm optimisation (PSO), (b) genetic algorithm (GA), (c) imperialist
competitive algorithm (ICA), and (d) bees algorithm (BA).
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In Figure 9, for any of the algorithms, the water volumes related to total irrigation (irrigation
water requirement) and optimal irrigation of all lands are shown. For each land, the upper dot shows
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the full irrigation water volume and the lower dot represents the deficit irrigation water volume. The
lines in the figure indicate the difference between these two values for each land. For lands where all
needed water is allocated, the difference is zero, and the upper and lower dots overlap.
Table 4. Profit resulting from deficit irrigation, using each of the algorithms.
Ratio of Profit Resulting from Each
Algorithm vs. Full Irrigation Profit
Profit Resulting from
Each Algorithm (Rials) Algorithm
86.8 5,607,870,134 GA
94.7 6,118,588,536 PSO
87.9 5,682,273,162 BA
95.3 6,157,476,745 ICA
6,461,372,033 Full irrigation
Table 5. Water deficit values for different crops.
Crop Type
Sum Cantaloupe Rice Tomato Potato Onion Vicia Faba Barley Wheat
Crop
Algorithm
- 21.7 1.5 16.0 71.7 73.2 41.3 42.9 37.1 GA
Percentage
of water
deficit
- 5.8 0.4 1.5 56.7 32.9 74.8 100 98.0 PSO
- 19.9 1.4 17.6 32.0 91.6 50.0 37.4 40.1 BA
- 3.4 0 3.1 43.6 34.4 92.1 100 100 ICA
87.4 13.9 42.4 10.9 3.3 0.6 9.6 2.4 4.3 Crop area (ha)
As shown in Figure 9, in the PSO and ICA algorithms, respectively, 132 and 133 lands have been
irrigated completely, and 46 and 43 lands have not been irrigated at all. Compared with them, the GA
and BA resulted in a fairer distribution of water deficits among the lands. The largest differences in
water volume observed between total irrigation and deficit irrigation in July, respectively, for GA, PSO,
BA, and ICA, were 1420, 3785, 2143, and 3785 cu m. The minimum differences were 0.2, 0, 0.4, and 0 cu
m., respectively, and the mean of differences for any of the four algorithms was 208 cu m.
In Figure 10, the profit of each land in both cases of full irrigation and deficit irrigation, as proposed
by each algorithm, are presented for the month of July. In this figure, similar to Figure 9, the higher
and lower points show the profits of the full and deficit irrigations, respectively. The lines indicate the
difference between these two values for each land. For any land where all needed water is allocated,
the difference is 0 and the lower point is covered by the upper one. In addition, the points′ colours
represent the crop types, and the points’ shapes represent the land areas.
As shown in Figure 10, using the PSO and ICA, the profits do not change for lands with full
irrigation, but lands with no allocated water mostly have negative profits. Conversely, using the GA
and BA, the total income of the lands is moderately reduced (according to the allocated water, land′s
yield response, crop type, and land area) but are still positive. However, the total income of all lands in
the PSO and ICA are higher than that of the other two algorithms.
As shown in Figure 10, considering the high price of rice and larger size of the rice fields, these
lands have the highest income. Considering this and the high cost of rice production, with the deficit
irrigation of the rice, the income is reduced radically. Therefore, the ICA and PSO algorithms did not
reduce the irrigation share of these lands, whereas an opposite decision is taken for Vicia faba, wheat,
and barley. These crops have the lowest income among others in the study area. Therefore, the ICA
and PSO algorithms proposed the most intensive water deficit for lands with these crops.
In Figure 10, the PSO and ICA algorithms allocated the water deficit mostly to the lands where
their profits, even in the case of full irrigation, are often less than those of others. The low income
of these lands is due to their crop type and a small area. As shown in Figure 10, the PSO and ICA
algorithms allocated all water deficit to lands smaller than 0.75 ha, except for a few lands with areas
of less than 1.5 ha. The product of these lands, with areas of less than 1.5 ha, is wheat, which has a
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low income. In fact, economic profit can be maximised if deficit irrigation is applied mostly to lands
with smaller areas or low-income products, and other lands are irrigated completely. The results of the
PSO and ICA algorithms proved this. Although some lands had a negative profit, the total profit of all
lands in these algorithms are higher than those from the BA algorithm. In addition to these factors, the
growth period also has a significant effect on maximising economic profit. This issue is addressed
in the following. In Figure 11, for each algorithm, the amounts of water reduced from the lands in
different growth periods are presented.
The yield response factors of most crops in the late season stage are much lower than those in
the other stages, i.e., the crops are more resistant to water shortage at this stage. Therefore, reducing
the water of the lands with crops at this stage is economically reasonable. This finding is consistent
with the results shown in Figure 11: The percentage of water deficit allocated to the lands with crops
at the final stage is much more than the lands with crops at other growth stages. In the PSO and
ICA algorithms, this is more evident, which is the main reason for the higher profit gains in these
algorithms. The yield response factor of the initial stage is less than that of the crop-development and
midseason stages, i.e., the crops are more resistant to water shortage at this stage compared with the
other two mentioned stages. However, as shown in Figure 11, the water deficit allocated to crops of
this stage is lower than that in the other two stages. The reason for this can be the relation of the crop
types with deficit irrigation (Table 5).
In the study area, the peas and garlic products are usually harvested before July, according to
their cultivation date. Therefore, Table 5 does not include any values for these crops. In all algorithms,
the percentages of water deficit allocated to lands with wheat, barley, Vicia faba, onion, and potatoes
are much higher than those of lands with tomatoes, rice and cantaloupe. This condition is much more
evident for the PSO and ICA algorithms. In the ICA algorithm, for wheat and barley, the percentage of
water deficit is 100%. Instead, although rice covers 42.4% of the total area and its water need in July
is the highest among all the crops, the percentage of water deficit is 0. Similar to rice, tomatoes and
cantaloupe cover the largest areas after rice and their water needs are higher than those of the other
crops. However, the water deficit allocated to them is much lower than those of other crops. The same
has happened regarding the PSO as well.
There are two reasons for such results and allocations. The yield response factors of wheat, barley,
Vicia faba, onion, and potatoes are much lower than those of other crops in most growth stages. That
is, these five crops are less sensitive to water deficit. Therefore, most of the water deficit should be
allocated to them, as shown in Table 5. Another reason is the difference in profit and cost of different
crops. The profit-to-cost ratio of tomatoes, rice, and cantaloupe are much higher than that of other
crops. Therefore, algorithms should not degrade such crops. This issue is evident in Table 5.
Comparison and Evaluation of Algorithm Performance
In this section, the solution of the AW problem by the meta-heuristic algorithms are evaluated
and compared.
• Fitness function of algorithms
As presented in Table 4, the algorithms in order of economic profits are ICA, PSO, BA, and GA.
The profit derived from the ICA algorithm is, respectively, 1.006, 1.083, and 1.098 times more than
those of the PSO, BA, and GA algorithms.
• Convergence of algorithms
Figure 12 illustrates and compares the convergence speed/trend of the four algorithms. As
mentioned, from 10 different executions of each algorithm, the best one is chosen to represent the
results and evaluate the algorithm. The convergence diagrams presented here are also related to those
best executions.
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Figure 13 shows acceptable levels of the algorithm’s stability in achieving similar solutions in 10
different executions. The minimum, maximum, and mean values of the variance of the normalised
allocated water to each farm by BA in 10 runs are 0.073, 0.206, and 0.111, respectively. For the GA,
these values are 0.064, 0.193, and 0.114. For the PSO, they are 0, 0.278, and 0.090, and finally for the
ICA, they are 0, 0.278, and 0.088, respectively. In comparison, the ICA and then the PSO showed better
results than the other two algorithms with regard to the average of the variances. This result is similar
to the result of algorithm comparison regarding the stability of objective function.
• Runtime of algorithms
In this section, the time to reach a specified objective function value ( ere, reaching 5,500,000,000
Rials) is exami ed. The parameters of the algorithms are set equal to those of the previous steps.
Again, the mean of runtime for 10 runs is used. The results of t is test are presented in Table 7. This
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assessment showed that the ICA algorithm was followed by the PSO algorithm, which performed
significantly higher than the other two algorithms.
Table 7. Runtime of algorithms (reaching a specified value is the stopping condition).
Runtime (Second) Algorithm
240 GA
30 PSO
109 BA
7 ICA
In the following, to compare the runtime of the algorithms, the best fitness-function values found
by the algorithms in a specified time are compared. Each algorithm is executed 10 times, each time for
60 s. In each execution, the best-found value is regarded as the final profit. Then, the maximum and
average of the final profits in 10 executions of the algorithms are used as parameters for comparison
(Table 8).
Table 8. Maximum and average of profits in 10 executions of the algorithms (with 60 s runtime as
stopping condition).
Average of Profit in 10
Executions (Rials)
Maximum of Profit in 10
Executions (Rials) Algorithm
5,387,836,327 5,444,038,703 GA
5,935,118,598 6,064,733,606 PSO
5,198,019,407 5,294,260,194 BA
6,087,052,792 6,137,231,868 ICA
Both the highest and average profits achieved by the ICA algorithm are higher than those of the
other algorithms. The PSO algorithm is in the next rank. Contrary to the results in Table 4, in this
evaluation, the highest and average profits of the BA algorithm were less than those of the GA. The
reason for this result is shown in Figure 12, where the BA algorithm exhibits less convergence in its
early iterations than the GA.
• Modelling complexity and ease of use of algorithms
In GA and ICA, seven different parameters must be set before the implementation, using methods
such as trial and error, neural network, and others. Compared with them, in PSO and BA, eight
parameters should be set by the user. Thus, from the user’s point of view, the complexity of the PSO
and BA are slightly more than those of the GA and ICA.
Another issue related to the complexity of the algorithms is the number of operators that should
be defined for the problem in hand. In the modelling of the BA and PSO, only one important and
complex operator should be defined (the neighbourhood operators of the BA and velocity operator of
the PSO). Compared with them, in GA, two operators of crossover and mutation have to be defined.
Similarly, in ICA, three operators of empire formation, assimilation, and imperialistic competition have
to be defined. Thus, from the authors′ point of view, the BA, PSO, and GA are respectively easier than
the ICA to apply on the AW problem.
• Ranking of algorithms using TOPSIS method
In this section, the algorithms are ranked according to the described criteria using the TOPSIS
method. This ranking is in accordance with the experiment of this study for the irrigation-water
allocation problem. First, the decision matrix and parameter weights should be determined. In the
decision matrix in Table 9, the weights of the parameters are defined based only on the experience and
opinion of the authors.
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Table 9. Decision matrix and criteria weights needed for TOPSIS model.
0.05 0.10 0.25 0.10 0.50 Weight
Number of
Algorithm
Operators
Number of
Algorithm
Parameters
Variance (as a
Measure of
Robustness)
Runtime to Reach a
Defined Precision
(Second)
Final
Optimums
Found (Rials)
Choice of
Algorithm
2 7 0.126 240 5,607,870,134 GA
1 8 0.119 30 6,118,588,536 PSO
1 8 0.139 109 5,682,273,162 BA
3 7 0.079 7 6,157,476,745 ICA
In the second column of Table 9, the best answer among the 10 independent executions of each
algorithm is presented (as extracted from Table 4). The third column shows the runtime needed to
reach a particular value of the objective function (a specific economic benefit), as extracted from Table 7.
The variances of the normalised benefit values for 10 runs of each algorithm (extracted from Table 6)
are also presented in the fourth column. The last two columns are related to the complexity of using
and modelling each algorithm and are extracted from the previous section.
Thereafter, the relative closeness (CL) for each algorithm is calculated. An option with a higher
CL is regarded as a better choice. In Table 10, the ranking of algorithms resulting from the TOPSIS
method is presented, where the ICA has received a higher rank than the others.
Table 10. Ranking of algorithms based on TOPSIS method.
CL Choice of Algorithm Rank
0.8114 ICA 1
0.6690 PSO 2
0.4192 BA 3
0.1609 GA 4
• Evaluation and comparison of proposed method with conventional AW method
In this section, the allocation of available water is conducted on the basis of land areas, and the
results are compared with those of the ICA algorithm. The profit achieved by the area-based AW
method was 1,297,109,002 Rials, which is much lower than the profit related to the ICA algorithm
(6,157,476,745 Rials). The reason for the large difference is that in the simple area-based AW, the crop
types and planting periods are not considered. Figure 14 shows the crop efficiency (Ya/Yp) of each land,
resulting from the area-based AW and ICA-based AW methods.
In the area-based AW, the highest, mean, and lowest efficiency are 1, 0.79, and 0.51, respectively.
In the ICA-based method, these are 1, 0.94, and 0.33, respectively. The minimum crop efficiency of the
ICA-based method is smaller than that of the area-based AW because in the ICA-based method, some
lands are not irrigated at all, in July. On the other hand, the mean crop efficiency for all lands in the
ICA is much higher, which is the main reason for the higher income. In fact, in ICA, besides the area,
the crop type and growth stage (according to the planting date) are also considered, and the water is
allocated such that the total economic income is maximised.
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4. Discussion
As mentioned, the objective of this study was to propose a dynamic model for optimal AW to
agricultural lands, considering the cultivation conditions and aiming at maximising the economic
profit. The proposed model considers the amount of available water, type and price of planted crops,
planting date and growth stage of the crops, and other relevant data. It uses meta-heuristic algorithms
to optimise AW. Despite numerous searches, the authors did not succeed in finding any previous study
that is similar to the present study. Therefore, it was not possible to numerically compare the results of
the present study with those of the previous ones. In previous studies [2,21,75–81], the AW is carried
out between different sectors in the region, between the catchment areas, between irrigation networks,
and between cultivated crops (e.g., the AW to all lands cultivated with wheat in a region). In some
relatively similar studies, the water is allocated at farm level, but for the entire growing season and not
on a monthly basis. In such static models, the temporal conditions such as planting date and crop
growth-stage in each month (as the planning time unit) are not considered. Therefore, the unique
feature of this study is the dynamic and month-by-month AW to the lands to maximise the economic
profit of all lands.
According to Table 5 and Figure 11, the economic profit is greater if the water deficit is imposed
mostly on crops with lower cost and income, and also on crops with lower yield response factors
considering their growth period. In general, according to the results, economic profit increases through
the following strategies: Applying deficit irrigation on lands with crop types less sensitive to water
shortage, applying deficit irrigation on lands where their crops at that growth stage are less sensitive to
water shortage, applying deficit irrigation on lands with crop types that have a lower cost and income,
and applying deficit irrigation on smaller lands.
As shown in Figure 9, the results of the allocation by PSO and ICA are highly similar to each other.
The results of the GA and BA are also rather similar. In GA and BA, the amount of water deficit is
distributed almost fairly among most of the lands (according to the type of crop, its growth period,
and the farm area). On the other hand, in the implementation of ICA and PSO, some lands are well
irrigated to the price of other lands being dried. Comparing the results of PSO and ICA with those
of GA and BA, the deficit irrigation of all lands does not seem to be an economically good strategy.
Instead, to achieve higher economic profit from the collection of all lands, irrigating some of the more
profitable lands completely and drying the less profitable ones is an effective strategy. However, some
farmers are obviously dissatisfied with this approach. Other actions can be proposed in this regard.
For example, the economic loss of such farmers can be compensated by insurance policies.
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In fact, not irrigating (drying) some lands, for the sake of greater economic profit, is a complex issue.
Agriculture has social and cultural aspects besides the economic aspect. Even when compensation is
paid by the insurance companies, the farmers might not agree to leave their lands to dry. Based on this
interpretation, although generating lower profits than the ICA and PSO, the BA and GA algorithms
still seem to be more favourable because they do not suggest drying any land.
To prevent farmers′ dissatisfaction, some deficit irrigation ratios can be considered in the model
to limit the amount of water deficit imposed on each land. Such ratios should be considered so
that the total amount of water deficit can be greater than the water shortage in the irrigation period.
Balancing the irrigation deficit imposed on lands and preventing the drying of a number of lands can
be considered in the optimisation both as a constraint or as an objective function. However, such an
approach was not considered in this study. From an economic point of view, it would certainly be
beneficial to dry a number of lands and allocate the water to the more profitable lands. In fact, in the
current regime of regional water organisations in Iran, one of the water management policies is to stop
the irrigation of the less profitable lands and compensate it by direct payment.
In the present study, a month is regarded as the time step for irrigation planning. A shorter time
step, such as a week or 10 days, might bring better results. By considering longer irrigation periods
such as a season, we can ignore the dynamic conditions and growth periods of the plants. For example,
the entire cultivation-to-harvest phase for tomato takes approximately three to four months. If we
select season as the irrigation period, then we have practically all four growth phases in one season. In
such a method, the crops′ growth phases are not considered in the AW. The researchers recommend
even shorter irrigation periods, such as a week. Such periods are closer to the reality of farm water
allocation from the point of view of managers or farmers. For example, in the study area, tomato is
irrigated every week. In this study, the schedule of dates and irrigation rates during the irrigation
planning period (month) are not specified. In other words, in this research, it is determined how much
water is allocated to each land in the whole month. However, the irrigation dates during the month
and irrigation rate in those dates are not considered. By considering shorter irrigated periods such as a
week, we can resolve this problem.
In the rest of this section, the performances of the used meta-algorithms are discussed. The
considered AW problem was solved using four meta-heuristic algorithms, and the performances of
those algorithms for the specific implementation of this study were evaluated. Then, the meta-heuristic
algorithms were ranked using the TOPSIS decision-making model based on the parameters of fitness
function, stability, run time, and complexity of modelling and use. According to the results of TOPSIS,
the algorithms in order of priority are ICA, PSO, BA, and GA.
Regardless of the implementation results, the following conceptual issues can affect the
performance of the algorithms: Essential structure of algorithms and problem to be solved. For
example, the solution improvement in the PSO and ICA algorithms is based on the motion of the
solutions in a continuous space. As a result, these algorithms are more suitable for solving continuous
problems such as AW; the next issue is the theoretical foundation of the algorithms themselves.
According to the authors′ experience, some algorithms have stronger operators for the exploration and
exploitation of the search space and are naturally better at solving complex problems. For example,
the PSO combines information from two promising solutions (the best position of the particle and the
best position of all particles) for exploitation. In the GA, the two parent solutions are crossed over
to generate a new solution, which cannot be considered a direct exploitation of the parent solutions.
However, this does not imply that the PSO is always superior to the GA algorithm.
One of the important issues in using meta-heuristic algorithms for such problems is the reliability
of research results for other areas. In this study, an optimisation approach was proposed and tested for
the allocation of agricultural water with the aim of maximising economic profit, without considering
any specific condition of the study area. Consequently, the model is not strongly dependent on the
study area. However, to compare and evaluate the algorithms, the results of implementing them
on the case study are used. Although by changing the region the results may change slightly, the
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results of this study can be used for other locations with a certain level of confidence. Wolpert and
Macready [82] showed that no general classification exists for the performance of algorithms. In
other words, in the comparison of meta-heuristic algorithms, the results depend strongly on the type
of optimisation problem. Conversely, by changing the study area, the results should not change
significantly. For example, in this study, the changes in the study area, number of lands, crop types,
and growth period changes. However, the model and results of comparing the algorithms do not seem
to change dramatically. The researchers tested and evaluated these algorithms, first on presumed data,
and then on the real data. The results related to the presumed data were approximately the same
as those of the actual data. Owing to the paper length limitation and similarity of the outcomes, the
results of the presumed data are not presented in this paper.
5. Conclusions
The main goal of this study was to represent the AW at farm level as an optimisation problem
while considering the data related to the types and growth levels of the crops and to solve it using
some meta-heuristic algorithms. In this study, due to the complexity and nonlinearity of the objective
function and the extent of the search space, some meta-heuristic algorithms were used to optimise the
AW to land units. A second objective was to compare the performances of those algorithms for the
considered problem. In the proposed method of this study, the water needed for each farm during the
considered month was determined to maximise the profit of all farms. In practice, the land income
depends on parameters such as crop type, crop income (income-to-cost ratio), crop sensitivity to water
deficit in different growth periods, and crop cultivation area. The results showed that the proposed
method has greatly presented the role of these parameters in increasing overall land profits.
In general, as confirmed by TOPSIS, the ICA and PSO were superior to the GA and BA algorithms
in many aspects. The only problem is that they allocated no water to some farms, which certainly results
in the dissatisfaction of the related farmers. A positive aspect of the GA and BA is the optimisation of
the total income whilst allocating water to most farms, which results in the satisfaction of most of the
farmers. However, this is achieved at the expense of lower income for all farms. Each of these scenarios,
i.e., higher economic profitability or greater social satisfaction, can be a priority for the decision makers.
The model and method proposed in this study can be used by the farmers and agricultural
managers even for cultivation planning in the coming years. Considering their land areas, the farmers
will know about the risks of planting different crop types. This condition means that they gradually
avoid the crops that probably should be left unirrigated in some growth periods. This propels farmers
towards more economic crop types with less water requirements. The managers also use the results of
the AW in one year to improve the scenario in the coming years. They can encourage farmers towards
more economic crop types with less water requirements. In addition, they can estimate the amount
of compensation that should be paid to the farmers of unirrigated lands. With proper planning, in
the long term, fewer lands will be left unirrigated, less compensation has to be made, and the general
income of all lands will be increased.
For simplicity, some issues and aspects were not considered in this study. The development of the
method to incorporate these aspects can be the subject of future work. Usually, the farm-based water
requirements are calculated on the basis of parameters such as effective rainfall, leaching and irrigation
efficiency. Here, due to the small size of the study area and trivial variation of these parameters
between the lands, these parameters are considered constant in the entire area. In addition, the water
requirements of plants are affected by a number of other factors, such as the land slope and water
stored in the soil, which depends on the type of soil, plant root length, amount, and time of previous
irrigation. Incorporation and detailed calculation of those factors can be an interesting subject for
future research.
Besides the income, other criteria such as strategic crop types, social factors, water price, and
farmers′ satisfaction can be considered in the optimisation. The irrigation water can be obtained
from several resources in the study area. Such a situation can happen in many other studies as well.
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Therefore, as a continuation of this study, a model for the AW from all available resources to the
lands can be developed. In such an allocation, spatial factors of distance, topography, and access to
different resources, such as dams, wells, pumping stations, and canals, should be considered. In such
an optimisation problem, aside from the income maximisation, other criteria such as distance from the
resources, water losses, or water transfer efficiency can be considered either as objective functions or
as constraints.
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