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1. Introduction
In this paper, we study the following Choquard equation involving fully
nonlinear nonlocal operator:


Fα(u(x)) + ωu(x) = Cn,2s(|x|
2s−n ∗ uq(x))ur(x), x ∈ Rn,
u(x) > 0, x ∈ Rn,
(1)
where the operator Fα with 0 < α < 2 is given by
Fα(u(x)) = Cn,α P.V.
∫
Rn
F (u(x)− u(y))
|x− y|n+α
dy = Cn,α lim
ǫ→0
∫
Rn\Bǫ(x)
F (u(x)− u(y))
|x− y|n+α
dy.
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In this formulation P.V. stands for the Cauchy principal value of the integral,
F is a given local Lipschitz continuous function defined on R, with F (0) = 0
and F ′ ≥ c0 > 0, and Cn,α = (2− α)α2
α−2 Γ(
n+α
2
)
π
n
2 Γ( 4−α
2
)
.
The Choquard equation (1) is considered in the case that ω ≥ 0, 0 < s < 1
and 1 < r, q <∞. Cn,2s has the same representation to Cn,α.
The fully nonlinear nonlocal operator has been introduced by Caffarelli and
Silvestre in [5]. Define
Lα(R
n) =
{
u : F (u) ∈ L1loc(R
n),
∫
Rn
|F (1 + u(x))|
1 + |x|n+α
dx <∞
}
,
then it is easy to see that for u ∈ C1,1loc ∩ Lα, Fα(u) is well defined. In the case
that F (·) is linear function, Fα becomes the usual fractional Laplacian (−∆)
α
2 ,
0 < α < 2. We refer to [13] for the definition and further properties of frac-
tional Laplacian. When F (t) = |t|p−2t, α = θp, 0 < θ < 1 and 1 < p < ∞,
Fα becomes fractional p-Laplacian (−∆)
θ
p. The nonlocality of the fractional
Laplacian makes it difficult to investigate. To our knowledge, the extension
method [4] and the integral equation approach [12] have been employed suc-
cessfully to study equations involving the fractional Laplacian. However, both
methods can not be directly used to handle equations involving fully nonlinear
nonlocal operator. In 2015, Chen, Li and Li [11] developed a new technique
(the direct method of moving planes) that can be applied for problems with
fractional Laplace operator. It is very effective in dealing with equations involv-
ing fully nonlinear nonlocal operators or uniformly elliptic nonlocal operators,
for example the results in [6, 10, 33, 34, 35] and the references therein.
Back to equation (1), when F (t) = t, s = 1, r = 2, q = 1, ω > 0 and α = 2,
it is reduced to the well known Choquard or nonlinear Hartree equation
−△u(x) + ωu(x) = (|x|2−n ∗ u2(x))u(x), x ∈ Rn. (2)
Equation (2) in three dimension has strong background in quantum mechanics.
It is the one particle mean field approximation for many particle interacting
Coulomb system, which has be proved rigorously in the last decades by many
authors. We refer only a few of them, [17, 19, 21]. If u solves (2), then the
2
function ψ defined by ψ(x, t) = eiωtu(x)(ω > 0) is a solitary wave solution of
the focusing time-dependent Hartree equation
iψt +△ψ(x) + (|x|
2−n ∗ ψ2)ψ = 0, x ∈ Rn, t > 0. (3)
The rigorous derivation of equation (3) via mean field limit of many body
Schro¨dinger equation with two body interaction has been extensively studied by
several research groups in mathematical physics. For example the convergence
results in [15] by using the BBGKY hierarchy, the convergence rate estimate
in [7, 8, 28, 31] to name a few. And the uniqueness and qualitative results of
the elliptic system in [2] have aroused our interest. We also refer readers to
related Choquard and Schro¨dinger equations which involve local and nonlocal
operators, [29, 30, 25] for the existence of solutions, [23] for the classification
of positive solutions, [26] for the qualitative properties and decay asymptotics,
[27] for a review, and references therein.
In this article, we study the symmetry of positive solutions for the Choquard
type equation (1). The symmetry of solutions plays important roles in the qual-
itative analysis of the solutions for partial differential equations. The method
of moving planes introduced by Alexanderov [1] in the early 1950s is a powerful
tool in obtaining the symmetry of solutions to elliptic equations and systems.
It has been further developed by Serrin [32], Gidas, Ni and Nirenberg [16], Caf-
farelli, Gidas and Spruck [3], Chen and Li [9], Li and Zhu [20], Li [18], Lin [22],
Chen, Li and Ou [12], Chen, Li and Li [11] and many others. Here, we apply
the direct moving plane method which introduced by Chen, Li and Li [11] to
equations involving two different types of nonlocal operators.
Throughout the paper, let
v(x) = Cn,2s(|x|
2s−n ∗ uq(x)) = Cn,2s
∫
Rn
uq(y)
|x− y|n−2s
dy. (4)
Note the Green’s function of (−△)s in Rn is
Cn,2s
|x−y|n−2s , for v ∈ C
1,1
loc ∩ L2s(R
n),
where L2s = {u ∈ L
1
loc(R
n) : Rn → R |
∫
Rn
|u(x)|
1+|x|n+2s dx < ∞}, the following
equivalent formulation holds.
(−△)sv(x) = uq(x), x ∈ Rn.
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Hence, (1) is equivalent to


Fα(u(x)) + ωu(x) = v(x)u
r(x), x ∈ Rn,
(−△)sv(x) = uq(x), x ∈ Rn,
u(x) > 0, v(x) > 0, x ∈ Rn.
(5)
Therefore, the investigation of (1) is reduced to study (5).
The main result of this paper is
Theorem 1.1. Suppose that u ∈ C1,1loc (R
n) ∩ Lα(R
n) be positive solution of
equation (1) with 1 < r, q <∞ and satisfy
u(x) ∼
1
|x|γ
for |x| sufficiently large, (6)
where γ satisfy
n
q
> γ > max{
α
r
,
2s
q − 1
,
2s+ α
r − 1 + q
}. (7)
Then u is radially symmetric and monotone decreasing about some point in Rn.
Remark 1.1. The assumption (7) for the existence of γ implies n > qmax{α
r
,
2s
q−1 ,
2s+α
r−1+q} is required.
Due to the equivalence of problems (1) and (5), we only need to prove the
following theorem for (5).
Theorem 1.2. Suppose that u ∈ C1,1loc (R
n)∩Lα(R
n) and v ∈ C1,1loc (R
n)∩L2s(R
n)
be positive solutions of equation (5) with 1 < r, q <∞ and satisfy
u(x) ∼
1
|x|γ
, v(x) ∼
1
|x|τ
for |x| sufficiently large, (8)
where γ > 0, τ > 0 satisfy
α < min{γ(r − 1) + τ, rγ} and 2s < γ(q − 1). (9)
Then u and v are radially symmetric and monotone decreasing about some point
in Rn.
Remark 1.2. From the assumptions (6) and (7) in theorem 1.1, one can obtain
that the assumptions (8) and (9) in theorem 1.2 are valid with τ = qγ − 2s <
n− 2s by using the Lemma 2.1 in [14].
Remark 1.3. Since the Kelvin transform is not applicable for the fully nonlinear
nonlocal equation, further assumptions on the behaviors of u and v at infinity
are needed. In case that ω = 0, F (t) = |t|p−2t, and α = θp, Theorem 1.2
recovers the result of Choquard equation involving fractional p-Laplacian in
[24].
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The paper is organized as follows. In Section 2, we establish the “narrow
region principle” and “decay at infinity”. Section 3 is devoted to the proof of
1.2 by using the method of moving planes. As already has been remarked, the
results of Theorems 1.1 can be obtained directly.
Throughout the paper, C will be positive constants which can be different
from line to line and only the relevant dependence is specified.
2. “Narrow region principle” and “decay at infinity”
Through out this section, let u ∈ C1,1loc (R
n) ∩ Lα(R
n) and v ∈ C1,1loc (R
n) ∩
L2s(R
n) be positive solutions of equation (5) which satisfy the assumptions of
theorem 1.2.
For simplicity, we list some notations that will used frequently: for λ ∈ R,
denote x = (x1, x
′), xλ = (2λ− x1, x
′) and
Tλ = {x ∈ R
n|x1 = λ}, Σλ = {x ∈ R
n | x1 < λ}, Σ˜λ = {x ∈ R
n | x1 > λ}.
We denote
uλ(x) = u(x
λ), vλ(x) = v(x
λ),
Uλ(x) = uλ(x)− u(x), Vλ(x) = vλ(x) − v(x).
We call that a function Uλ(x) is a λ antisymmetric function if and only if
Uλ(x1, x2, · · · , xn) = −Uλ(2λ− x1, x2, · · · , xn). (10)
Obviously, Uλ(x) and Vλ(x) are antisymmetric functions.
Theorem 2.1. (narrow region principle ) Let Ω be a region contained in
{x|λ− l < x1 < λ} ⊂ Σλ
with small l. Suppose that Uλ(x) ∈ C
1,1
loc (R
n) ∩ Lα and Vλ(x) ∈ C
1,1
loc (R
n) ∩ L2s
are lower semi-continuous on Ω¯, and satisfy


Fα(uλ(x)) −Fα(u(x)) + c1(x)Uλ(x) + c2(x)Vλ(x) ≥ 0, x ∈ Ω,
(−△)sVλ(x) + c3(x)Uλ(x) ≥ 0, x ∈ Ω,
Uλ(x), Vλ(x) ≥ 0, x ∈ Σλ\Ω,
Uλ(x
λ) = −Uλ(x), Vλ(x
λ) = −Vλ(x), x ∈ Σλ.
(11)
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where ci(x)(i = 1, 2, 3) are bounded from below in Ω, c2(x) < 0, c3(x) < 0, then
the following statements hold.
(i) If Ω is bounded, then for sufficiently small l,
Uλ(x), Vλ(x) ≥ 0, ∀ x ∈ Ω; (12)
(ii) if Ω is unbounded, then the conclusion (12) still holds under the conditions
lim
|x|→∞
Uλ(x), lim
|x|→∞
Vλ(x) ≥ 0; (13)
(iii) (Strong maximum priciple) If (12) holds and Uλ(x) or Vλ(x) attains 0
somewhere in Ω, then
Uλ(x) = Vλ(x) ≡ 0, x ∈ R
n. (14)
Remark 2.1. If Uλ(x) or Vλ(x) is positive at some point in Ω, then it follows by
(iii) that
Uλ(x) > 0, Vλ(x) > 0, ∀ x ∈ Ω.
As we can see from the proof of (iii) later, Ω can be bounded or unbounded and
does not need to be narrow.
Proof. (i) Suppose that (12) does not hold, without loss of generality, we assume
Vλ(x) is negative at some point in Ω; then the lower semi-continuity of Vλ(x)
on Ω¯ implies that there exists x¯ such that
Vλ(x¯) = min
Ω
Vλ(x) < 0,
and x¯ is in the interior of Ω from the condition (11). Similar to the calculation
in [11], we can derive that
(−△)sVλ(x¯) ≤ Cn,2s
∫
Σλ
2Vλ(x¯)
|x¯− y|n+2s
dy ≤
CVλ(x¯)
2l2s
< 0. (15)
From the second inequality of (11) one has
0 ≤ (−△)sVλ(x¯) + c3(x¯)Uλ(x¯) ≤
CVλ(x¯)
2l2s
+ c3(x¯)Uλ(x¯). (16)
Since c3(x¯) < 0, we can drive that
Uλ(x¯) < 0 and Vλ(x¯) ≥ −Cc3(x¯)l
2sUλ(x¯), (17)
which implies that there exists x˜ ∈ Ω such that
Uλ(x˜) = min
Ω
Uλ(x) < 0.
By the expression of Fα and (2.2) in [35], we have
Fα(uλ(x˜))−Fα(u(x˜)) ≤ 2Cn,αCUλ(x˜)
∫
Σλ
1
|x˜− yλ|n+α
dy. (18)
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Then for 0 < r < min{l− x˜1},
∫
Σλ
1
|x˜− yλ|n+α
dy ≥
∫
Br(x˜)
1
|x˜− yλ|n+α
dy
≥
∫
Br(x˜λ)
1
|x˜− y|n+α
dy ≥
wn
3rα
≥
C
lα
.
(19)
Plug it into (18), it follows that
Fα(uλ(x˜))−Fα(u(x˜)) ≤
CUλ(x˜)
lα
< 0. (20)
which together with (11), for l sufficiently small, implies that
Fα(uλ(x˜))−Fα(u(x˜))+ c1(x˜)Uλ(x˜) ≤ (
C
lα
+ c1(x˜))Uλ(x˜) ≤
C
lα
Uλ(x˜) < 0. (21)
Combining (11), (17) and (21), for l sufficiently small, we have
0 ≤ Fα(uλ(x˜))−Fα(u(x˜)) + c1(x˜)Uλ(x˜) + c2(x˜)Vλ(x˜)
≤
CUλ(x˜)
lα
+ c2(x˜)Vλ(x¯)
≤
CUλ(x˜)
lα
− Cc2(x˜)c3(x¯)l
2sUλ(x¯)
≤
CUλ(x˜)
lα
− Cc2(x˜)c3(x¯)l
2sUλ(x˜)
≤ C
Uλ(x˜)
lα
(1− c2(x˜)c3(x¯)l
α+2s) < 0.
This contradiction shows that (12) must be true.
(ii) If Ω is unbounded, then (13) guarantees that the negative minimum of
Uλ and Vλ must be attained at some point x˜ and x¯, respectively. Then one can
follow the same discussion as the case of (i) to arrive at a contradiction.
(iii) To prove (14), without loss of generality, we suppose that there exists
z ∈ Ω such that
Vλ(z) = 0.
Then 1|x−y| >
1
|x−yλ| , ∀x, y ∈ Σλ and
(−△)sVλ(z) = Cn,2s P.V.
∫
Rn
−Vλ(y)
|z − y|n+2s
dy
≤ Cn,2s P.V.
∫
Σλ
Vλ(y)(
1
|z − yλ|n+2s
−
1
|z − y|n+2s
)dy.
(22)
If Vλ(y) is not identically equals to zero in Σλ, then (22) implies that
(−△)sVλ(z) < 0. (23)
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Combining (23) with the second inequality of (11), we get
Uλ(z) < 0.
This is a contradiction with (12). Hence Vλ(x) must be identically 0 in Σλ.
Since
Vλ(x
λ) = −Vλ(x), ∀ x ∈ Σλ,
it yields that
Vλ(x) ≡ 0, ∀ x ∈ R
n. (24)
Again from the second equation of (11), (22) and (24), we know that
Uλ(x) ≤ 0, ∀ x ∈ Ω.
From (12), it must hold that
Uλ(x) = 0, ∀ x ∈ Ω. (25)
Next we prove Uλ(x) = 0, ∀ x ∈ R
n\Ω. If not, we have Uλ(x) 6≡ 0, ∀ x ∈ R
n\Ω.
Now ∀x˜ ∈ Ω, it followes from (25) that Uλ(x˜) = 0. Therefore one can deduce
from (24) and (25) that
Fα(uλ(x˜))−Fα(u(x˜)) + c1(x)Uλ(x˜) + c2(x˜)Vλ(x˜)
= Cn,α P.V.
∫
Rn
F (uλ(x˜)− uλ(y))− F (u(x˜)− u(y))
|x˜− y|n+α
dy
= Cn,α P.V.
∫
Σλ
F (uλ(x˜)− uλ(y))− F (u(x˜)− u(y))
|x˜− y|n+α
dy
+Cn,α P.V.
∫
Σλ
F (uλ(x˜)− u(y))− F (u(x˜)− uλ(y))
|x˜− yλ|n+α
dy
= Cn,α P.V.
∫
Σλ
[
F (uλ(x˜)− uλ(y))− F (u(x˜)− u(y))
]
·
( 1
|x˜− y|n+α
−
1
|x˜− yλ|n+α
)
dy
+Cn,α P.V.
∫
Σλ
[F (uλ(x˜)− u(y))− F (u(x˜)− uλ(y))
|x˜− yλ|n+α
+
F (uλ(x˜)− uλ(y))− F (u(x˜)− u(y))
|x˜− yλ|n+α
]
dy
= Cn,αF
′(·)
∫
Σλ
(Uλ(x˜)− Uλ(y))(
1
|x˜ − y|n+α
−
1
|x˜− yλ|n+α
)dy
+Cn,αF
′(·)
∫
Σλ
2Uλ(x˜)
|x˜− yλ|n+α
dy
≤ −Cc0
∫
Σλ
Uλ(y)(
1
|x˜ − y|n+α
−
1
|x˜− yλ|n+α
)dy. (26)
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Due to the fact that Uλ(x) 6≡ 0 in Σλ\Ω, (26) implies that
Fα(uλ(x˜))−Fα(u(x˜)) + c1(x˜)Uλ(x˜) + c2(x˜)Vλ(x˜) < 0.
This contradicts with (11). So Uλ(x) ≡ 0 in Σλ. Together with Uλ(x
λ) =
−Uλ(x), we arrive at
Uλ(x) ≡ 0, x ∈ R
n.
Similarly, one can show that if Uλ(x) attains 0 at one point in Ω, then both
Uλ(x) and Vλ(x) are identically 0 in R
n. This completes the proof.
Theorem 2.2. ( decay at infinity ) Assume that Ω is a subset of Σλ and Uλ(x) ∈
C
1,1
loc (Ω)∩Lα, Vλ(x) ∈ C
1,1
loc (Ω)∩L2s, Uλ(x) and Vλ(x) are lower semi-continuous
on Ω¯. If Uλ(x) and Vλ(x) satisfy

Fα(uλ(x)) −Fα(u(x)) + c1(x)Uλ(x) + c2(x)Vλ(x) ≥ 0, x ∈ Ω,
(−△)2sVλ(x) + c3(x)Uλ(x) ≥ 0, x ∈ Ω,
Uλ(x), Vλ(x) ≥ 0 x ∈ Σλ\Ω,
Uλ(x
λ) = −Uλ(x), Vλ(x
λ) = −Vλ(x), x ∈ Σλ,
(27)
where
c1(x), c2(x) ∼ o(
1
|x|α
), c3(x) ∼ o(
1
|x|2s
), for |x| large, (28)
and
c2(x), c3(x) < 0.
Then there exists a constant R0 > 0 such that if
Uλ(x˜) = min
Ω
Uλ(x) < 0, Vλ(x¯) = min
Ω
Vλ(x) < 0,
then
|x˜| ≤ R0 or |x¯| ≤ R0. (29)
Remark 2.2. The x1 direction can be chosen arbitrarily, whereas the domain
Σλ changes correspondingly, hence the results (29) also hold when the problem
is set in another direction.
Proof. By the assumptions, there exists x˜ ∈ Ω, such that
Uλ(x˜) = min
Ω
Uλ(x) < 0.
Direct calculation shows that
Fα(uλ(x˜))−Fα(u(x˜)) =Cn,α P.V.
∫
Σλ
F (uλ(x˜)− uλ(y))− F (u(x˜)− u(y))
|x˜− y|n+α
+Cn,α P.V.
∫
Σλ
F (uλ(x˜)− u(y))− F (u(x˜)− uλ(y))
|x˜− yλ|n+α
≤Cn,α P.V.
∫
Σλ
F ′(·)2Uλ(x˜)
|x˜− yλ|n+α
dy
≤2Cn,αc0Uλ(x˜)
∫
Σλ
1
|x˜− yλ|n+α
dy.
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For each fixed λ, there exists C > 0 such that for x˜ ∈ Σλ and |x˜| sufficiently
large (see [35]), the following estimate holds
∫
Σλ
1
|x˜− yλ|n+α
dy ≥
∫
(B3|x˜|(x˜)\B2|x˜|(x˜))∩Σ˜λ
1
|x˜− y|n+α
dy ∼
C
|x˜|α
. (30)
Hence
Fα(uλ(x˜))−Fα(u(x˜)) + c1(x˜)Uλ(x˜) ≤
CUλ(x˜)
|x˜|α
< 0. (31)
Combining (31) with (27), it is easy to deduce
Vλ(x˜) < 0, (32)
and
Uλ(x˜) ≥ −Cc2(x˜)|x˜|
αVλ(x˜). (33)
Using (32), there exists x¯ such that
Vλ(x¯) = min
Ω
Vλ(x) < 0.
Similar to the derivation of (16), we can derive
(−△)sVλ(x¯)) ≤
CVλ(x¯)
|x¯|2s
< 0. (34)
Combing (27), (33) and (34), we have for λ sufficiently negative,
0 ≤ (−△)sVλ(x¯) + c3(x¯)Uλ(x¯)
≤
CV (x¯)
|x¯|2s
+ c3(x¯)Uλ(x˜)
≤ C(
Vλ(x¯)
|x¯|2s
− c3(x¯)c2(x˜)|x˜|
αVλ(x˜))
≤ C(
Vλ(x¯)
|x¯|2s
− c3(x¯)c2(x˜)|x˜|
αVλ(x¯))
≤
CV (x¯)
|x¯|2s
(1− c2(x˜)|x˜|
αc3(x¯)|x¯|
2s),
which shows that 1 ≤ c2(x˜)|x˜|
αc3(x¯)|x¯|
2s. However, from (28) we have
c2(x˜)|x˜|
αc3(x¯)|x¯|
2s < 1
for |x˜| and |x¯| sufficiently large. This contradiction explains that (29) must be
true. This completes the proof.
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3. Proof of the main result
This section is contributed in proving Theorem 1.1, or in other words in
obtaining radial symmetry of positive solutions to (1). Since the equivalence of
problems (1) and (5), we only need to prove Theorem 1.2.
Proof of Theorem 1.2. Choose an arbitrary direction as the x1-axis, the
proof is divided into two steps.
Step 1. Start moving the plane Tλ from −∞ to the right in x1-direction.
We will show that for λ sufficiently negative,
Uλ(x) ≥ 0, Vλ(x) ≥ 0, ∀ x ∈ Σλ. (35)
If (35) is violated, then there are the following 3 possibilities:
(a) both Uλ and Vλ are negative in some subsets of Σλ; or
(b) only Uλ is negative in a subset of Σλ; or
(c) only Vλ is negative in a subset of Σλ.
In order to apply Theorem 2.2, we first need to rule out possibilities (b) and
(c). Then we can prove that the case (a) will not happen. Hence, (35) is true.
Now we prove that (b) is impossible. If not, we assume that Uλ is negative
at some point in Σλ. We have Uλ(x) = Vλ(x) ≡ 0, x ∈ Tλ. For the fixed λ, the
assumption (8) implies that
u(x)→ 0, as |x| → +∞.
Since |xλ| → +∞, as |x| → +∞, it follows
uλ(x) = u(x
λ)→ 0.
Thus we have
Uλ(x)→ 0, as |x| → +∞. (36)
Similarly, one can show that
Vλ(x)→ 0, as |x| → +∞. (37)
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Therefore there exists an x˜ ∈ Σλ such that
Uλ(x˜) = min
Σλ
Uλ(x) < 0.
The same estimates as in the proof of Theorem 2.2 yield that
Fα(uλ(x˜))−Fα(u(x˜)) + c1(x˜)Uλ(x˜) ≤
CUλ(x˜)
|x˜|α
< 0. (38)
However combining (5) with the mean value theorem, we obtain
Fα(uλ(x˜))−Fα(u(x˜)) + (ω − v(x˜)rξ
r−1)Uλ(x˜) = u
r
λ(x˜)Vλ(x˜), (39)
where ξ is a value between uλ(x˜) and u(x˜). From (39) and (38) with c1(x˜) =
(ω − v(x˜)rξr−1), we get Vλ(x˜) < 0, which contradicts to Vλ(x) ≥ 0. Hence case
(b) cannot happen. By similar discussion, one can rule out case (c).
Next we will prove that the case (a) will not happen. In this case, Uλ and
Vλ have negative minimum points separately. So we can conclude there exists
an x¯ ∈ Σλ such that
Vλ(x¯) = min
Σλ
Vλ(x) < 0. (40)
Furthermore, we claim that
Uλ(x¯) < 0. (41)
If not, it follows from (5) and the mean value theorem that
(−△)sVλ(x¯) = qη
q−1Uλ(x¯) ≥ 0,
where η is valued between uλ(x¯) and u(x¯), which contradicts with (34). This
contradiction deduces (41).
Therefore, via the above conclusions and the mean value theorem, we arrive
at 

Fα(uλ(x˜))−Fα(u(x˜)) + (ω − v(x˜)ru
r−1(x˜))Uλ(x˜)− u
r(x˜)Vλ(x˜) ≥ 0,
(−△)sVλ(x¯)− qu
q−1(x¯)Uλ(x¯) ≥ 0.
(42)
By Theorem 2.2, it suffices to check the decay rate at the points where Vλ(x)
and Uλ(x) are negative respectively. At those points for |x| sufficiently large,
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the decay assumptions (8) and (9) instantly yields that
c1(x˜) = ω − v(x˜)ru
r−1(x˜) ∼ o(
1
|x˜|α
), c2(x˜) = −u
r(x˜) ∼ o(
1
|x˜|α
),
c3(x¯) = −qu
q−1(x¯) ∼ o(
1
|x¯|2s
).
(43)
Consequently, there exists R0 > 0, and it holds by Theorem 2.2 that
|x˜| ≤ R0 or |x¯| ≤ R0. (44)
Without loss of generality, we may assume
|x˜| ≤ R0. (45)
Hence we have for λ sufficiently negative,
Uλ(x) ≥ 0, ∀ x ∈ Σλ. (46)
Now we claim Vλ(x) ≥ 0 in Σλ. Otherwise, we obtain (40) and then it admits
from (34) that
(−△)sVλ(x¯) ≤
CVλ(x¯)
|x¯|2s
< 0. (47)
However, the second equation of (42) with u(x), v(x) > 0 yields
(−△)sVλ(x¯) ≥ qu
q−1(x¯)Uλ(x¯) ≥ 0.
This contradicts to (47), which means that Vλ(x) is nonnegative Σλ. So (a) will
not happen. Therefore (35) is proved.
Step 2. Keep moving the planes to the right till the limiting position Tλ0 as
long as (35) holds.
Let
λ0 = sup{λ | Uµ(x), Vµ(x) ≥ 0, x ∈ Σµ, µ ≤ λ},
then the behaviors of u and v at infinity guarantee λ0 <∞.
In this part, we show that
Uλ0(x) ≡ 0, Vλ0(x) ≡ 0, x ∈ Σλ0 . (48)
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By the definition of λ0 and (iii) of Theorem 4, we first point that either (48) or
Uλ0(x) > 0, Vλ0(x) > 0, ∀ x ∈ Σλ0 (49)
holds.
In fact, if (48) is violated, then (49) must be true. In this case, it can be
shown that one can move the plane Tλ further to the right such that (35) is still
valid. More precisely, our remaining task is to prove that there exists a small
ǫ > 0, such that for any λ ∈ (λ0, λ0 + ǫ), it holds
Uλ(x) ≥ 0, Vλ(x) ≥ 0, ∀ x ∈ Σλ, (50)
which is a contradiction to the definition of λ0. Hence (48) must be true.
The proof of (50) by using Theorem 2.1 and Theorem 2.2 is given in the
following. Suppose that (50) is false, then due to the argument in Step 1. both
Uλ and Vλ achieve their negative minima in Σλ, i.e. (b) and (c) are impossible.
The proof of this conclusion is the same as step 1, here we omit. Then we will
derive contradictions by showing that these minima can fall nowhere in Σλ, that
is, we can rule out case (a) and so (50) is proved.
Next to prove (50). In case (a), let x˜ and x¯ be the minimum points of Uλ
and Vλ separately, i.e.
Uλ(x˜) = min
Σλ
Uλ(x) < 0, Vλ(x¯) = min
Σλ
Vλ(x) < 0.
Let R0 be determined in Theorem 2.2. From (49), for any δ > ǫ > 0, we
have
Uλ0(x) ≥ c0 > 0, Vλ0(x) ≥ c0 > 0, ∀ x ∈ Σλ0−δ ∩BR0(0).
Using the continuity of Uλ(x) and Vλ(x) with respect to λ, there exists ǫ > 0,
such that for all λ ∈ (λ0, λ0 + ǫ), it holds
Uλ(x) ≥ 0, Vλ(x) ≥ 0, ∀ x ∈ Σλ0−δ ∩BR0(0). (51)
Now we are ready to consider the following three cases:
Case 1. x˜ ∈ BR0(0)
⋂
(Σλ0+ǫ\Σλ0−δ) and x¯ ∈ Σλ
⋂
BcR0(0).
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Similar to the derivation of (33), we have
Uλ(x˜) ≥ −Cc2(x˜)l
αVλ(x˜) (52)
and
0 ≤ (−△)sVλ(x¯) + c3(x¯)Uλ(x¯)
≤
CVλ(x¯)
|x¯|2s
+ c3(x¯)Uλ(x˜)
≤ C{
Vλ(x¯)
|x¯|2s
− c3(x¯)c2(x˜)l
αVλ(x˜)}
≤ C{
Vλ(x¯)
|x¯|2s
− c3(x¯)c2(x˜)l
αVλ(x¯)}
≤ C
Vλ(x¯)
|x¯|2s
[1− c2(x˜)l
αc3(x¯)|x¯|
2s].
Hence
1 ≤ c2(x˜)l
αc3(x¯)|x¯|
2s. (53)
However, we know by (43) that |c3(x¯)|x¯|
2s| is small for |x¯| sufficiently large.
Due to the facts that l = ǫ + δ is small and c2(x˜) is bounded from below in
Σλ0+ǫ\Σλ0−δ, we obtain that |c2(x˜)l
α| is small. Consequently, we have that
c2(x˜)l
αc3(x¯)|x¯|
2s < 1, which contradicts with (53). Therefore in case 1, (a) will
not happen, hereby (50) is proved.
Case 2. x¯ ∈ BR0(0)
⋂
(Σλ0+ǫ\Σλ0−δ) and x˜ ∈ Σλ
⋂
BcR0(0).
The validity of (50) can be proved similarly to the discussion in Case 1,
which is omitted here.
Case 3. x˜, x¯ ∈ BR0(0)
⋂
(Σλ0+ǫ\Σλ0−δ).
By taking l = δ + ǫ in (21), together with (42), we arrive at
Uλ(x˜) ≥ −Cc2(x˜)l
αVλ(x˜). (54)
From (15), we derive
(−△)sVλ(x¯) ≤
CVλ(x¯)
l2s
< 0.
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Noting (54), we have for l sufficiently small,
0 ≤ (−△)sVλ(x¯) + c3(x¯)Uλ(x¯)
≤
CVλ(x¯)
l2s
+ c3(x¯)Uλ(x˜)
≤ C{
Vλ(x¯)
l2s
− c3(x¯)c2(x˜)l
αVλ(x˜)}
≤ C{
Vλ(x¯)
l2s
− c3(x¯)c2(x˜)l
αVλ(x¯)}
≤ C
Vλ(x¯)
l2s
[1− c2(x˜)c3(x¯)l
α+2s] < 0.
This contradiction shows that (a) does not happen. Therefore the statement
(50) is correct.
Now we have shown that Uλ0(x) ≡ 0, Vλ0(x) ≡ 0, x ∈ Σλ0 . Since the x1-
direction can be chosen arbitrarily, we have proven that u(x) must be radially
symmetric about some point in Rn. Also the monotonicity follows easily from
the argument. This completes the proof of Theorem 1.2.
Acknowledgments
The work was carried out when the first author visits University of Mannheim
in Germany. Pengyan Wang is supported by the scholarship of NPU’s exchange
funding program. Li Chen is partially supported by DFG Project CH 955/4-1.
Pengcheng Niu is supported by National Natural Science Foundation of China
(Grant No.11771354).
References
[1] A. D. Alexandrov, A characteristic property of spheres, Ann. Mat. Pura
Appl., 58 (1962), 303-315.
[2] H. Berestycki, S. Terracini, K. Wang, J. Wei, On entire solutions of an
elliptic system modeling phase separations, Adv. Math., 243 (2013), 102-
126.
16
[3] L. Caffarelli, B. Gidas, J. Spruck, Asymptotic symmetry and local behavior
of semilinear elliptic equations with critical Sobolev growth, Comm. Pure
Appl. Math., 42 (1989), 271-297.
[4] L. Caffarelli, L. Silvestre, An extension problem related to the fractional
Laplacian, Comm. Partial Differential Equations, 32 (2007), 1245-1260.
[5] L. Caffarelli, L. Silvestre, Regularity theory for fully nonlinear integro-
differential equations, Comm. Pure. Appl. Math., 62 (2009), 597-638.
[6] L. Cao, X. Wang, Z. Dai, Radial symmetry and monotonicity of solutions
to a system involving fractional p-Laplacian in a ball, Adv. Math. Phys.,
2018, Art. ID 1565731, 6 pp.
[7] L. Chen, J. O. Lee, Rate of convergence in nonlinear Hartree dynamics
with factorized initial data, J. Math. Phys., 52 (2011), 052108, 25 pp.
[8] L. Chen, J. O. Lee, B. Schlein, Rate of convergence towards Hartree dy-
namics, J. Stat. Phys., 144 (2011), 872-903.
[9] W. Chen, C. Li, Classification of solutions of some nonlinear elliptic equa-
tions, Duke Math. J., 63 (1991), 615-622.
[10] W. Chen, C. Li, G. Li, Maximum principles for a fully nonlinear fractional
order equation and symmetry of solutions, Calc. Var. Partial Differential
Equations, 56 (2017):29.
[11] W. Chen, C. Li, Y. Li, A drirect method of moving planes for the fractional
Laplacian, Adv. Math., 308 (2017), 404-437.
[12] W. Chen, C. Li, B. Ou, Classification of solutions for a system of integral
equations, Comm. Patial Differential Equations, 30 (2005), 59-65.
[13] W. Chen, Y. Li, P. Ma, The fractional Laplacian, World Scientific Publish-
ing Company, 2019.
17
[14] W. Chen, C. Li, J. Zhu, Fractional equations with indefinite nonlinearities,
Discrete Contin. Dyn. Syst., 39 (2019), 1257-1268.
[15] L. Erdo˝s, H. T. Yau, Derivation of the nonlinear Schro¨dinger equation from
a many body Coulomb system, Adv. Theor. Math. Phys., 5 (2001), 1169-
1205.
[16] B. Gidas, W. Ni, L. Nirenberg, Symmetry and related properties via max-
imum principle, Comm. Math. Phys., 68 (1979), 209-243.
[17] M. Lewin, P. T. Nam, N. Rougerie, Derivation of Hartree’s theory for
generic mean-field Bose systems, Adv. Math., 254 (2014), 570-621.
[18] C. Li, Local asymptotic symmetry of singular solutions to nonlinear elliptic
equations, Invent. Math., 123 (1996), 221-231.
[19] E. H. Lieb, R. Seiringer, J. P. Solovej, J. Yngvason, The mathematics of the
Bose gas and its condensation, Oberwolfach Seminars, Birkha¨user Verlag,
Basel, 2005.
[20] Y. Li, M. Zhu, Uniqueness theorems through the method of moving spheres,
Duke Math. J., 80 (1995), 383-417.
[21] E. H. Lieb, H. T. Yau, The Chandrasekhar theory of stellar collapse as the
limit of quantum mechanics, Comm. Math. Phys., 112 (1987), 147-174.
[22] C. S. Lin, A classification of solutions of a conformally invariant fourth
order equation in Rn, Comment. Math. Helv., 73 (1998), 206-231.
[23] L. Ma, L. Zhao, Classification of positive solitary solutions of the nonlinear
Choquard equation, Arch. Rational Mech. Anal., 195 (2010), 455-467.
[24] L. Ma, Z. Zhang, Symmetry of positive solutions for Choquard equations
with fractional p-Laplacian. Nonlinear Anal., 182 (2019), 248-262.
[25] P. Ma, J. Zhang, Existence and multiplicity of solutions for fractional
Choquard equations, Nonlinear Anal., 164 (2017), 100-117.
18
[26] V. Moroz, J. Van Schaftingen, Groundstates of nonlinear Choquard equa-
tions: Existence, qualitative properties and decay asymptotics, J. Funct.
Anal., 265 (2013), 153-184.
[27] V. Moroz, J. Van Schaftingen, A guide to the Choquard equation, J. Fixed
Point Theory Appl., 19 (2017), 773-813.
[28] P. Pickl, A simple derivation of mean field limits for quantum systems,
Lett. in Math. Phys., 97 (2011), 151-164.
[29] V. Rottscha¨fer, T. J. Kaper, Blowup in the nonlinear Schro¨dinger equation
near critical dimension, J. Math. Anal. Appl., 268 (2002), 517-549.
[30] V. Rottscha¨fer, T. J. Kaper, Geometric theory for multi-bump, self-similar,
blowup solutions of the cubic nonlinear Schro¨dinger equation, Nonlinearity,
16 (2003), 929-961.
[31] I. Rodnianski, B. Schlein, Quantum fluctuations and rate of convergence
towards mean field dynamics, Comm. Math. Phys., 291 (2009), 31-61.
[32] J. Serrin, A symmetry problem in potential theory, Arch. Rational Mech.
Anal., 43 (1971), 304-318.
[33] P. Wang, P. Niu, Symmetric properties of positive solutions for fully non-
linear nonlocal system, Nonlinear Anal., 187 (2019), 134-146.
[34] P. Wang, Y. Wang, Positive solutions for a weighted fractional system,
Acta Math. Sci. Ser. B (Engl. Ed.), 38 (2018), 935-949.
[35] P. Wang, M. Yu, Solutions of fully nonlinear nonlocal systems, J. Math.
Anal. Appl., 450 (2017), 982-995.
19
