Domain adaptation aims at extracting knowledge from an auxiliary source domain to assist the learning task in a target domain. When the data distribution of the target domain is different from that of the source domain, the direct use of source data for building a classifier for the target learning task cannot achieve promising performance. In this work, we propose a novel unsupervised domain adaptation method called Feature Selection for Domain Adaptation (FSDA), in which we aim to select a set of informative features. The benefits are two-fold. The first is to reduce the mismatch between the data distributions in the source and target domains by selecting a set of informative features in which they share similar properties. The second is to remove noisy features in the source domain such that the learning performance can be enhanced. We formulate a new sparse learning model for structured multiple outputs, including a vector to select informative features that can be used to jointly minimize the domain discrepancy and eliminate noisy features, and a classifier to perform prediction on the selected features. We develop a cutting-plane algorithm to solve the resulting optimization problem. Extensive experiments on real-world data sets are tested to demonstrate the effectiveness of the proposed method compared with the other existing methods.
I. INTRODUCTION
In standard machine learning, in order to obtain an effective classifier, one usually has to collect and label a large amount of training data, which is often labor intensive and expensive. In order to reduce the effort of collecting labeled training data in a target domain of interest, domain adaptation is employed to leverage abundant labeled data from an auxiliary source domain [1] - [3] . Domain adaptation has drawn much attention and been applied in many real-world applications, including sentiment analysis [4] , [5] , text classification [6] , [7] , WiFi location [8] , [9] , visual object recognition [10] , [11] , etc.
According to the availability of labeled target data, we can divide domain adaptation into two categories: supervised and unsupervised settings. Supervised domain adaptation
The associate editor coordinating the review of this manuscript and approving it for publication was Massimo Cafaro . requires some labeled target data for training [12] ; while unsupervised domain adaptation uses unlabeled target data for training [13] , [14] . Here, we consider unsupervised domain adaptation, which is more challenging compared to the supervised setting.
One simple and straightforward method to leverage labeled source data is to classify target data using a classifier trained on labeled source data directly. However, due to the distribution difference between source and target data, this method may not achieve promising performance on the target task. Therefore, the principal problem in domain adaptation is how to reduce the difference between the source and target distributions. A majority of works have been proposed to learn a feature mapping [9] , [15] - [17] , such that the domain distribution mismatch is reduced in the new feature space. Then, one can learn a classifier in the new feature space without considering the domain difference. However, while VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ being able to reduce the domain discrepancy, such two-stage approaches cannot guarantee the learnt representation in the first stage is also informative to the classifier learning task in the second stage, making the discriminative ability of the representation limited.
In this paper, we firstly explore a question that if there exists a feature subset such that the distribution difference measured on it can be reduced, even if the data distributions of source and target domains are different. Motivated by this study, we propose a novel sparse learning model to learn structured multiple outputs, which aim to find both a shared feature representation and an effective classifier. As a result, the domain difference and the classification loss are jointly reduced. Different from the existing two-step methods, our joint learning model is able to select informative features to align source and target distributions, and also avoid suboptimal solutions resulted from two-step learning models.
Specifically, we introduce a parameter vector with binary 0/1 values to select a feature subset with a strong discriminative ability, and measure the distribution difference on the new representation based on Maximum Mean Discrepancy (MMD) [18] , [19] . Furthermore, in order to explicitly leverage label information to train the classifier on the selected features, we apply the support vector machine (SVM) model with the squared hinge loss [20] to minimize the training loss on the new representation of source data. The resulting problem is difficult to solve because of the discrete parameters. To address it, we develop a cutting-plane algorithm to iteratively pick up informative features and train the classifier on them.
We highlight our principal contributions as follows.
• We propose a novel sparse learning model to learn structured multiple outputs, which jointly reduce the domain difference and training loss.
• A cutting-plane algorithm is developed to solve the resulting optimization problem.
• We perform extensive experiments on three real-world data sets to evaluate the performance of our proposed algorithm on the domain adaptation problem.
The paper is organized as follows. In Section II, we review important works regarding domain adaptation. We introduce our proposed method for domain adaptation in Section III. The experimental results are presented in Section IV. Section V concludes the whole paper.
II. RELATED WORKS
Existing domain adaptation problems can be divided into two categories: supervised domain adaptation and unsupervised domain adaptation [1] - [3] . The supervised setting, where some labeled target data are collected beforehand to train the classifier, has been extensively studied for decades [21] , [22] . Some researchers further leverage unlabeled target data with semi-supervised techniques to boost the performance [23] - [26] . On the contrary, this paper focuses on the unsupervised setting, where no labeled target data are available for training, see for instance [15] - [17] , [27] .
To address domain adaptation problems, most approaches are based on two strategies: instance re-weighting and feature representation matching. Instance re-weighting, which aims to minimize the marginal distribution difference between the source and target domains by re-weighting the source domain samples. [28] learns a weighting vector for source data to reduce the marginal distribution difference, and then trains on the re-weighting source domain samples to obtain the target domain classifier. Chu et al. [29] , [30] propose to jointly adapt source and target marginal distributions and learn an SVM classifier. These methods make an assumption that the conditional distributions of source and target domains are the same.
To relax the assumption of the same conditional distribution, feature representation matching methods seek to transform the source and target data to a shared subspace while preserving the commonalities between the source and target domains. Correlation alignment (CORAL) [31] minimizes domain shift by aligning the second-order statistics of source and target distributions. Geodesic flow kernel (GFK) [27] integrates an infinite number of subspaces to learn new feature representations that are robust to change in domains, and uses the symmetrized KL divergences between the source and target domains to measure the domain difference. After that, the classifier is trained on the learned representations. Manifold Criterion guided Transfer Learning (MCTL) [32] exploits the domain locality to learn feature projections for domain matching. LDA-inspired Domain Adaptation (LDADA) [33] proposes a linear-discriminantanalysis-like framework, so that the samples from the sample class in different domains are sufficiently close, and the samples from different classes are separated by large margins. Reference [34] proposes to exploit low-rank constraints for cross-domain metric learning.
Several methods use MMD instead of the KL divergence to measure domain differences. Transfer component analysis (TCA) [9] discovers a low-dimensional linear transformation such that the marginal distribution difference between the source and target domains is minimized, and adopts MMD to measure the distribution difference in a reproducing kernel Hilbert space (RKHS) [35] . Joint distribution analysis (JDA) [15] improves TCA through simultaneously adopting the marginal and conditional distributions in a principled dimensionality reduction process, where pseudo target labels generated from a classifier are used to measure conditional distribution difference. Transfer joint matching (TJM) [16] jointly performs feature representation matching and instance re-weighting techniques in a unified formulation. Joint geometrical statistical alignment (JGSA) [17] uses the feature representation matching strategy to reduce the distributional and geometrical divergence between the source and target domains. In [36] , MMD is introduced into graph to learn domain-invariant representations based on geometric information.
The above-mentioned feature matching methods are devoted to learning feature transformation functions, and the feature representation and the classifier are learned separately. Different from these works, we propose to select informative features across domains from original features, and formulate a unified learning model to jointly learn a domaininvariant representation and a classifier. Feature selection with MMD (f-MMD) [37] picks up domain-invariant features of source and target domains, but ignores the label information of training data, thus cannot assure the discriminative ability of the selected features. In [38] , optimal transport between domains is used to select domain-invariant features, and then a traditional classifier is conducted on the selected features. Instead, we propose to select features that can jointly reduce the domain difference and minimize the training loss on the labeled source data, thus can find discriminative features shared by source and target domains.
Sparse learning has been widely studied in existing researches [39] - [41] . In [42] , the 1 norm is used to induce a sparse learning model for robust face representations. In [43] , the 1 norm is introduced into PCA to obtain informative features. Different from them, we apply a binary feature selection vector into the learning model, so that the selected features can be used to reduce domain discrepancy and training loss simultaneously.
III. FEATURE SELECTION FOR DOMAIN ADAPTATION A. PROBLEM STATEMENT
In this part, we firstly provide the definitions of terminologies, and then describe the notations. TABLE 1 lists the notations and their descriptions used in this paper. In our considered unsupervised domain adaptation problem, we have a source domain D s = {X s , P s (x s )} and a target domain D t = {X t , P t (x t )}, where both feature and label spaces are the same, i.e., X s = X t and Y s = Y t ; while both marginal and conditional probability distributions of two domains are different, i.e., P s (x s ) = P t (x t ) and
where n s and n t are the numbers of source and target data, respectively. Specifically, we consider the binary classification problem, i.e., Y s = Y t = {+1, −1}. The multiclass classification problem can be handled by the one-vs-rest approach [44] .
B. LEARNING MODEL
In the domain adaptation scenario, to pick up informative features, we introduce a binary vector β ∈ {0, 1} d to scale an instance x by (x β), where the value 1 indicates that the corresponding feature is selected. Let the set B = {β|β ∈ {0, 1} d , ||β|| 0 ≤ B} be the domain of the parameters β, where B is the maximum number of the selected features.
We seek to learn structured multiple outputs, which aim to find a feature subset and a classifier such that the domain difference and empirical loss are reduced simultaneously. Motivated by this, we propose a sparse learning model as follows:
where the squared hinge loss is applied to train the classifier, C is a trade-off parameter, and the term (β, D s , D t ) is used to reduce the difference between the source and target domains.
Existing works have demonstrated that empirical Maximum Mean Discrepancy (MMD) is an effective metric to measure the difference between two distributions [9] , [15] - [17] , [24] . We calculate the difference between source and target domains based on MMD. Specifically, we define (2) where m (β, D s , D t ) measures the difference between source and target marginal probability distributions, and c (β, D s , D t ) measures the difference between source and target label-conditional probability distributions.
To measure the difference between the source and target marginal distributions P s (x s ) and P t (x t ) on the selected features, we compute the empirical MMD based on source and target data samples as follows:
where λ is a trade-off parameter and φ(·) is a feature transformation function.
Note that reducing the difference in the marginal distribution does not guarantee that the conditional distributions between domains can also be drawn close. Indeed, minimizing the difference between the conditional distributions is crucial for robust distribution adaptation [45] . Therefore, besides the difference between marginal distributions, we further measure the difference between source and target conditional distributions on the selected features. It is difficult to directly measure the difference between P s (y s |x s ) and P t (y t |x t ); thus, based on Bayes' Theorem, we instead measure the difference between P s (x s |y s ) and P t (x t |y t ). Considering that the target data are unlabeled, we use the classifier trained on the source data to generate pseudo labels for the target data. As a result, by using labeled source data and target data with pseudo labels, we can measure the difference between source and target conditional distributions. During the training procedure, we iteratively refine the classifier and pseudo target labels.
The difference between source and target conditional distributions is given as follows:
where γ is a trade-off parameter, k is a label index, x k s,i is a source instance of label k, and n k s is the number of source instances with label k. Similarly, x k t,i is a target instance with pseudo label k, and n k t is the number of target instances with pseudo label k.
C. OPTIMIZATION
Problem (1) is difficult to solve because of the discrete parameters β. However, with the fixed β, the inner optimization problem involving w, b and ξ s is a standard SVM problem and can be written as follows:
By introducing non-negative Lagrangian multipliers α = [α 1 , . . . , α n s ] , we achieve the Lagrangian as
After setting the partial derivatives w.r.t. w, b and ξ s to zero, respectively, we obtain
By substituting the above results into Eq. (6), we obtain the dual form of Problem (5) as
where the definition domain A = {α| n s i=1 α i y s,i = 0, α i ≥ 0, ∀i}. By involving β, we obtain an equivalent problem to Problem (1) as
For convenience, we define a function f (β, α) as
Thus, Problem (9) can be simplified as
According to the minimax inequality [46] , we interchange the order of min β∈B and max α∈A to get the lower-bound of the above problem as follows:
Finally, we achieve the following minimax problem
1) CUTTING PLANE ALGORITHM By introducing a variable θ ∈ R, we reformulate Problem (13) as a quadratically constrained linear programming problem as follows:
which involves B i=0 d i quadratic constraints, thus is difficult to solve.
However, not all the constraints in Problem (14) are active at the optimum, if only a subset of features makes contribution to classification and domain adaptation. Motivated by this, we address Problem (14) using a cutting plane algorithm [47] , which is summarized in Algorithm 1. Specifically, at the τ -th iteration, we firstly find the most violated constraint β τ based on α τ −1 by solving the subproblem as follows:
After that, we add β τ into the active constraint set B τ , and then obtain α τ by solving the subproblem with the constraints in B τ as
Next, we discuss the method to solve the subproblems (15) and (16) . Find the most violated constraint β τ based on α τ −1 by solving the subproblem (15).
4:
Update the active constraint set
5:
Solve α τ by solving the subproblem (16).
6:
Update τ = τ + 1. 7: until Convergence.
2) SOLVING SUBPROBLEM (15) To avoid too many subscripts, we use a[i] to represent the i-th element of the vector a. Problem (15) can be rewritten as
In general, this problem is difficult to solve for an arbitrary mapping function φ(·). Nevertheless, with the identity mapping φ(x) = x, this integer programming problem can be handled by a closed-form solution. Specifically, we can define a score vector z = [z 1 , . . . , z d ] , where each element corresponds to a feature. The score for the ι-th feature is
As a result, Problem (15) can be rewritten as
where β ι is the ι-th element of β. The domain B = {β|β ∈ {0, 1} d , ||β|| 0 ≤ B} constrains that there are at most B elements with value 1 in β, while the remaining elements are all 0. Therefore, to maximize the total score weighted by β, we can just find B features with the B largest scores, and then assign 1 to their corresponding β's and 0 to the others.
3) SOLVING SUBPROBLEM (16) For the subproblem (16), we solve its primal form w.r.t. the primal variables w. Specifically, at the τ -th iteration, for the feature selection vector β τ , letx τ s,i ∈ R B be an instance with features selected by β τ , i.e.,x τ s,i = x s,i β τ , and the corresponding parameter vector is represented byw τ ∈ R B . As a result, the primal form of Subproblem (16) is given by (20) can be solved by a dual proximal gradient method [48] .
4) COMPUTATIONAL COMPLEXITY ANALYSIS
Here we provide the computational complexity of Algorithm 1. At each iteration, the complexity for solving Subproblem (15) is O(n s d + n t d + d log B) , and the complexity for solving Subproblem (16) is O(n s d). Therefore, the complexity of each iteration is O(n s d + n t d + d log B) . 
D. PREDICTION
At the τ -th iteration, when Algorithm 1 stops, we have τ feature selection vectors {β κ } τ κ=1 and the parameters {w κ } τ κ=1 and b. At last, we can make predictions for the unlabeled target data byŷ
E. CONVERGENCE Note that Problem (14) is a convex problem. According to [49] , our proposed algorithm can achieve a global solution to Problem (14) within a finite number of steps. Theorem 1: Assume that in each iteration, the subproblems (15) and (16) can be solved, FSDA stops after a finite number of steps with a global solution of Problem (14) .
Please refer to [49] for the proof.
IV. EXPERIMENTS A. DATA SETS
We perform experiments on several visual recognition data sets: Office, Cross-Dataset Testbed, MSRC + VOC2007. [31] .
The MSRC (M) data set [54] , which is provided by Microsoft Research Cambridge, contains a set of digital photographs grouped into 22 categories spanning over objects and scenes. The VOC2007 (V) data set [55] is collected from Flickr and contains 20 object categories. These two data sets follow significantly different distributions with 240 feature dimensions, and they share 6 semantic classes: ''aeroplane'', ''bicycle'', ''bird'', ''car'', ''cow'', and ''sheep''.
B. BASELINE METHODS
• SVM. We perform SVM [56] on labeled source data to train a classifier, and then use it to make predictions for unlabeled target data. SVM is a straightforward method without considering domain discrepancy.
• TCA. Transfer component analysis (TCA) [9] finds common latent features that have the similar marginal distribution across the source and target domains.
• GFK. Geodesic flow kernel (GFK) [27] learns a new feature representation based on the proposed geodesic flow kernel.
• f-MMD. Feature selection with MMD (f-MMD) [37] distinguishes variant and invariant features across source and target data based on MMD.
• ITL. Information-theoretical learning (ITL) [57] jointly learns a domain-invariant representation and optimizes information-theoretical metrics for classification.
• JDA. Joint distribution adaptation (JDA) [15] adopts MMD to measure the difference between both marginal and conditional distributions, and a new feature representation is constructed to train the classifier.
• TJM. Transfer joint matching (TJM) [16] minimizes the domain difference by jointly re-weighting source data and learning a new feature representation.
• CORAL. Correlation alignment (CORAL) [31] aligns the input feature distributions of the source and target domains by exploring their second-order statistics. • JGSA. Joint geometrical and statistical alignment (JGSA) [17] learns two coupled projections to map the source and target data into a shared subspace, in which the distributional and geometrical divergences between domains are reduced.
• FGM. Feature generating machine (FGM) [48] , [49] is a SVM-based feature selection method on single domain. We perform FGM on labeled source data to select features and train a classifier, and then use it to make predictions for the unlabeled target data. We use FGM to evaluate the effectiveness of the selected features on source data for the target classification task.
• MCTL. Manifold Criterion guided Transfer Learning [32] exploits the locality structure to learn an intermediate domain for reducing both global and local discrepancies.
• LDADA. LDA-inspired Domain Adaptation [33] extends linear discriminant analysis to learn classspecific linear projections. For the representation learning methods, i.e., TCA, f-MMD, ITL, JDA, TJM, CORAL, JGSA, MCTL and LDADA, SVM classifiers are trained on the new representations of labeled source samples. For the metric learning method GFK, we follow the approach in the original paper to adopt the one-nearest-neighbor classifier.
C. EXPERIMENTAL SETTING
For the Office data set, we follow the experimental setting in [31] in which all 31 classes are used. As a result, we consider all the combinations of source and target domain pairs and construct 3 × 2 = 6 tasks, i.e., A → D, A → W, D → A, D → W, W → A and W → D. Similar to the setting of the Office data set, we generate 4 × 3 = 12 tasks on the Office-Caltech data sets, i.e., A → C, A → D, A → W,
For the Cross-Dataset Testbed data set, we generate 3 × 2 = 6 tasks, i.e., C → I, C → S, I → C, I → S, S → C, S → I. For the MSRC + VOC2007 data sets, we use data with the common classes between MSRC and VOC2007 to construct learning tasks, including M → V and V → M.
For simplicity and fair comparison, we adopt linear SVM with the trade-off parameter C = 1. For FSDA, we empirically set B = 100 for the Office and Cross-Data Testbed data sets, and B = 8 for the MSRC + VOC2007 data sets.
D. RESULTS AND DISCUSSIONS
In this experiment, we evaluate the performance of all the compared algorithms in terms of the classification accuracy. TABLES 3, 4, 5 and 6 present the results on all the used data sets. We discuss several interesting observations as follows.
• The base classifier SVM obtains the lowest accuracies on most tasks. Actually, the predictions of SVM are the pseudo labels used in Eq. (4). This observation indicates the pseudo labels that are obtained from the classifier trained on source data are not accurate, which demonstrates the necessity of domain adaptation. • f-MMD and FGM achieve better performance than SVM, which indicates that there exists a feature subset that is beneficial for classification.
• FSDA, ITL, JDA, TJM, CORAL, JGSA, MCTL and LDADA outperform SVM on most tasks, which indicates that reducing domain discrepancy is an effective method to achieve promising performance in domain adaptation.
• FSDA outperforms f-MMD, which is also a feature selection method for domain adaptation. This indicates that leveraging label information, which is adopted in FSDA but not in f-MMD, can help find more discriminative features for classification.
• FSDA achieves the best or highly comparative performance on all the tasks, which clearly demonstrates that FSDA is able to find informative features that enjoy a strong discriminative ability and can also reduce the domain difference.
E. EFFECTIVENESS ANALYSIS
In this part, we empirically study if the features selected by FSDA can reduce the domain difference between domains.
1) Firstly, we take the task W → D as an example to evaluate the distribution matching effect of FSDA. For each one-vs-rest binary classification problem in W → D, we employ MMD to evaluate the domain differences on the features selected by FGM and FSDA, respectively. The domain differences on the selected features are measured by Eq. (2), in which the feature selection vector β is obtained by FGM and FSDA, respectively. FIGURE 1 shows the domain differences on the selected features of all the one-vs-rest binary classification problems on W → D, where the results are scaled so that the minimal value is scaled to be 1. Furthermore, we average the domain differences on the selected features over all the one-vs-rest binary classification problems in one domain adaptation task, and plot the results in FIGURE 2. Compared to FGM, FSDA achieves the lower domain differences between the source and target domains, which means that FSDA is able to find more similar properties between two domains, and the features selected by FSDA is able to reduce the domain discrepancy.
2) In addition, we take one-vs-one classification problems
as examples to analyze the effectiveness of our proposed method by comparing FSDA with SVM and f-MMD. TABLES 7, 8 and 9 show the results of three representative tasks, which are from the tasks A→D, C→S and M→V, respectively. In the tables, ''# features'' is the number of the selected features for classification, the domain difference is calculated based on Eq. (2), and the accuracy is evaluated on the one-vsone classification problem. We draw some observations as follows.
• SVM uses all the features and has the largest MMD values and the lowest performance, since it ignores the difference between the source and target domains. • f-MMD has the comparable domain difference compared to FSDA. However, FSDA obtains better performance than f-MMD, which demonstrates that FSDA can find more discriminative features for classification.
• FSDA achieves the highest accuracies, which verifies that FSDA is able to find discriminative features that can jointly reduce the domain difference and the classification loss.
3) Moreover, for tasks A→D and C→S, we select one of the most discriminative features in SVM and FSDA on the source and target data to show the data distributions. FIGURE 3 detailedly presents the data distrib utions on the two learning tasks. FIGURE 3(a) and 3(b) show the distributions on one of the most discriminative features on task A→D in SVM and FSDA, respectively. The discriminative feature of SVM distributes more different than the discriminative feature of FSDA in the source and target domains, which indicates that FSDA is able to find discriminative features that are shared by the source and target domains. Similar conclusions can be drawn from the other figures of FIGURE 3.
F. SENSITIVITY STUDY OF PARAMETERS
We use I → C as an example task to evaluate the sensitivity of parameters B, λ and γ . Specifically, we vary B ∈ {1, 5, 10, 50, 100, 150, 200} and search λ and γ in the range {2 −10 , 2 −9 , · · · , 2 10 }. FIGURE 4 presents the results. To make a clearer view, we also plot the second best results, which are achieved by FGM on this task. From FIGURE 4(a) , we observe that the accuracy increases as B increases until B reaches the value 100. When B > 100, some noisy features may be selected, resulting in the decrease of the performance. FIGURE 4(b) shows that FSDA outperforms FGM with different values of λ and reaches the best result when λ = 2 6 , which indicates that the performance of FSDA is not sensitive to λ. FIGURE 4(c) shows that FSDA performs better than FGM when γ > 2 2 and obtains the best result when γ = 2 8 . From the comparison to FGM, we observe that considering the discrepancies of the marginal and conditional distributions is rather important.
G. CONVERGENCE RESULTS
In FIGURE 5, we take two tasks as examples to investigate the convergence property of the proposed method in terms of the objective value and accuracy. From FIGURE 5(a) we observe that as the iteration increases, the objective value converges to a stable value. Similarly, FIGURE 5(b) shows that the classification accuracy gets better and converges in a few iterations.
H. RUNNING TIME RESULTS
In TABLE 10, we take the task D → W on the Office data set as an example to evaluate the efficiency of the proposed method. The experiments are conducted on a workstation with Xeon 3.40 GHz CPU and 16 GB of RAM. SVM simply trains a classifier on labeled source data without consider- ing distribution matching, thus achieves the shortest running time. Compared with the other domain adaptation methods, FSDA has the modest efficiency and achieves the best classification performance.
V. CONCLUSION
In this paper, we propose to find informative features for the unsupervised domain adaptation problem. Our proposed methods aim to find structured multiple outputs, in which a vector for selecting a subset of features that can jointly reduce the domain discrepancy and eliminating noisy features, and a classifier for predicting on the selected features. To solve the resultant optimization problems, we develop a cutting plane algorithm to iteratively select features and refine the classifier. We conduct extensive experiments on real-world data sets. The results demonstrate that the proposed methods can find features to reduce the domain discrepancy and outperforms the compared state-of-the-art algorithms.
In the future, we plan to extend our work towards three directions. First, compared with the cutting-plane algorithm used in this paper, the stochastic mirror descent method can solve the minimax problem with less computation cost per iteration [58] - [60] . Therefore, we plan to apply the stochastic mirror descent method to solve our minimax problem in the future. Second, the recent researches regarding the optimal margin distribution machine have shown its great generalization ability [61] - [63] . We will investigate how to apply the optimal margin distribution machine to address the problem of domain adaptation in the forthcoming researches. Third, compared to the existing method that performing a traditional classifier on extracted features, training a deep neural network using an end-to-end paradigm usually achieves better performance. We will explore how to learn informative features in a modern deep network in an end-to-end paradigm to further improve the performance. QING DU received the B.S. degree in computer science and technology, the master's degree in computer application, and the Ph.D. degree in computer application from the South China University of Technology, in 2002, 2005, and 2014, respectively, where she is currently an Associate Professor with the School of Software Engineering. Her research interests include information retrieval, recommendation systems, natural language processing, and deep learning. VOLUME 7, 2019 
