Abstract: Results for the diagnosability of hybrid dynamical networks are presented. These results give the conditions for which arbitrary events (including faults) in hybrid networks can be detected and isolated using a general class of indicator functions. These results emerge from the overlap of the control theoretic fault detection and isolation and diagnosis communities. The interaction of the many systems in the network is exploited to achieve diagnosability conditions dependent only on the number of events in the network rather than the number of interconnected systems. The algorithmic complexity of the diagnosability conditions and methods of choosing a minimal indicator set that guarantee diagnosability are also addressed.
INTRODUCTION
The physical interconnection of myriad types of dynamical systems is often referred to as a dynamical network. Understanding the operation of such networks is becoming more important given the many real world dynamical networks in the engineering domain of which electricity and information networks, like the Internet, are two examples.
The interconnection of many dynamical systems is known to lead to complex, emergent behavior not observed in the individual dynamic systems. The accurate diagnosis, that is the detection and isolation, of faults and other events in dynamical networks has thus emerged as an important problem in characterizing the operation of such networks. Diagnosability is the abstract determination of whether the correct, minimal diagnosis can be made and is significantly complicated in dynamical networks due to the interaction of the fault and event characteristics of the many interconnected systems.
We present here a very general characterization of the diagnosability conditions for the detection and isolation of multiple, arbitrary sequential or simultaneous events in hybrid dynamical networks.
PREVIOUS WORK
The diagnosability of hybrid dynamical networks emerges from the overlap of control theoretic fault detection and isolation and diagnosis methods. These approaches, as well as some supporting literature, are briefly reviewed here.
Fault detection and isolation methodologies have sought to ensure the robust operation of dynamic systems in the presence of faults, modeling uncertainties as well as process and measurement noise through the use of control and system theoretic techniques. A good overview of these methods can be found in Gissinger et al. (2000) Hou and Muller (1994) , Frank (1996) and Luong et al. (1997) . This area of work has generally focussed on specific examples or classes of systems and has typically used observers and residual generators to detect deviations of the observed system trajectory away from some nominal operating condition.
On the other hand the diagnosis community typically focusses on logical systems as in Reiter (1987) . Within the diagnosis community there has been substantial work on the diagnosis of discrete event systems as in Cassandras and Lafortune (1999) and Sampath et al. (1995) . An extension of the discrete diagnosis approach has been to perform diagnosis on hybrid systems as in Bayoudh et al. (2008 ), McIlraith et al. (2000 , Yang et al. (2008) and Cocquempot et al. (2004) . Hybrid systems allow both the continuous and the discrete dynamics of a system to be encapsulated, thus providing an accurate model for many real world systems. A particularly important property of both discrete and hybrid systems that has emerged from the diagnosis community is that of diagnosability as in Scarl (1994) , i.e. whether it is possible for an accurate, minimal diagnosis to be achieved for a given system. What is needed from both a fault detection and isolation and diagnosis perspective is a more general framework that unifies techniques from both fields in order to provide methods of addressing the more difficult problem of fault detection and isolation in hybrid dynamical networks. Additional supporting work used within this paper is drawn from the field of probing, an overview of which can be found in Brodie et al. (2002) .
HYBRID DYNAMICAL NETWORKS
Dynamical networks emerge from the interconnection of many individual dynamical systems, where each dynamical system is a node in the network. Hybrid dynamical networks (subsequently referred to as networks) are networks where the individual dynamical systems have a hybrid characteristic as in Zhao and Hill (2008) , that is, the fundamental dynamics of each dynamical system have a finite number of discrete operating modes. The governing dynamics for each node (N k ) of the hybrid dynamical network is given by:
for k ∈ 1, 2, · · · , K where σ k is the mode switching signal taking values in M k = {1, 2, · · · , m k } where the value of the mode switching signal is assumed known at time t 0 . At each node x k ∈ R n k are the internal states, u kσ k ∈ R m kσ k are the local control inputs and y k ∈ R p k are the measurable outputs. The internal dynamics at each node are given by (
and the measurable output is given by (h kσ k (x k ) :
The dynamical effect of the j-th node being connected to the k-th node is given by the interconnection
When there is only a single system in the network we recover the usual definition for a single hybrid dynamical system. We assume that the state of the system is continuous and does not exhibit abrupt changes at the instant of switching mode. The entire internal, control and network dynamics of the network can be characterized by the K-
It should be noted that both the Continuous and Discrete faults detailed in Yang et al. (2008) can be analysed in the proposed hybrid systems framework.
RUNNING EXAMPLE
We present now an introduction to the example that will be presented throughout this paper. We have a simple four node, fully interconnected hybrid dynamical network as seen in Fig. 1 . We are interested in determining the structural diagnosability of the network. The structural diagnosability refers to the ability to accurately detect node and/or link failures in this network.
A link failure occurs when a given link between two nodes fails and a node failure occurs when a node, and all its interconnections, are simultaneously removed from the network. These structural changes can be well codified in the theory of hybrid dynamical networks outlined earlier where a change in the interconnection structure of the k-th node corresponds to a different operational mode (σ k ) and thus different interconnection dynamics (l kjσ k (x k , y j )).
From this perspective there are ten distinct faults that can occur, corresponding to the four node failures and six link failures. A link failure between two nodes, caused by either a link or node failing, can be seen to impact both nodes to which it is connected. Hence, it is possible to determine the occurrence of the link failure from observing either of the connected nodes. It is of interest to determine the conditions under which these node and link failures are diagnosable. The example will be continued in the Example Continued sections throughout the paper.
MODES AND EVENTS
The discrete operating modes of each system in a hybrid dynamical network completely describe the operation of the network as a whole. These modes can correspond to arbitrary operating conditions, some nominal and some induced through the occurrence of a fault or other event in the network. We use the term events to be very general and include faults and other events of interest that can be characterized by a change in operating mode. We assume that there are a finite number of events (including faults) that can occur within the network and we can thus define the set (E) of n network events:
representing all the possible events that can occur in the network. We then define the status of an event (e i ) as:
This representation, as we will see later, has important benefits for computing the diagnosability of the hybrid dynamical network. Additionally [t λ , t λ+1 ) is a sampling interval for arbitrary t λ and t λ+1 where t λ+1 > t λ . We will see later that this sampling interval is necessary for the indicator functions of Section 6 to be robustly defined. There is an explicit assumption here that an event e i can only occur once in the interval [t λ , t λ+1 ). The sampling interval can be varied depending on the requirements of the particular network and the sampling intervals cover the entire operational time of the network thus:
where Z is the set of nonnegative integers.
We also define the set of active events Ω [t λ ,t λ+1 ) ⊆ E to be the set of events that are occurring in the time interval [t λ , t λ+1 ):
(5) It should be noted that the true value of e i[t λ ,t λ+1 ) and Ω [t λ ,t λ+1 ) is never known explicitly and this is what we seek to estimate with a given diagnosis.
The events that occur in the network cause a corresponding mode change in some or all of the hybrid systems in the network. It is common to represent the relationship between the network events and the discrete operating modes of the k-th system by a deterministic finite automaton as in Cassandras and Lafortune (1999) . This gives: Definition 1. (Deterministic Finite Automaton (DFA)). A deterministic finite automaton for the discrete behavior of the k-th hybrid system in the network is given by the tuple:
where for the k-th system M k is the finite set of system modes,Ē k ⊆ E is the set of events which cause a mode transition and T k is the transition function that maps an event and mode into a new mode,
The DFA formalizes the relationship between the operating modes of each of the hybrid systems and the events that occur within the network. In large interconnected networks it is common that a single event will appear in the DFA for a number of systems in the network. This corresponds to a single event being responsible for mode changes in more than one hybrid system in the network. We can exploit this behavior to determine the operating mode of each system in the network without needing to determine the operating mode of each system explicitly. This can be shown by: Lemma 2. (Hybrid System Mode Determination). Given the automaton (S k disc ) and the initial operational mode (σ k (t 0 )) of the k-th system and assuming that no more than one event inĒ k occurs in each sampling interval [t λ , t λ+1 ) then knowledge of Ω [t λ ,t λ+1 ) (where Ω [t λ ,t λ+1 ) ∩ E k contains the relevant events for the k-th system) for all sampling intervals [t λ , t λ+1 ) will allow determination of σ k (t λ+1 ) for all t λ+1 .
Proof.
Given S k disc and σ k (t λ ) we can determine σ k (t λ+1 ) after the interval [t λ , t λ+1 ) using:
Remark 3. Although we require that only a single event occurs in a given sampling interval for each system, this does not restrict the possibility that multiple events can occur simultaneously as multiple events affecting different systems in the network may occur simultaneously. Additionally, assuming that the sampling interval is sufficiently small compared to the fault occurrence interval then this assumption can be seen to be very unrestrictive.
From this we see that if every event in the network can be determined in each time interval then the K-
can be reliably determined for all t λ+1 . For this reason the diagnosability of the operational mode of each system in the network can be reduced to the diagnosability of all the events in the network. Finding reliable methods of determining the events that are occurring in the network is the topic of the following section.
INDICATOR FUNCTIONS AND EVENT DETECTION
It is common in dynamical systems to have indicators; quantities that indicate the transition of a system between modes or that measure the occurrence of an event directly. We saw in Section 5 that if it is possible to determine the occurrence of all events in the hybrid network then it is possible to know the operational mode of all systems in the network. In showing this we have effectively decoupled the problem of detecting and isolating network events and the determination of the operational mode of every system in the network which is the eventual goal. We can formalize the concept of indicator functions as follows. We define the set (S) of m indicator functions as:
where:
is a tuple where Ψ j ⊆ Q j ⊆ R κj and Ψ j and Q j are welldefined. The indicator function g j : R qj → Q j ⊆ R κj is defined as:
where Y j [t λ ,t λ+1 ) ∈ R qj are an arbitrary combination of observations taken from the measurable outputs (y k ) of any system in the network in the interval [t λ , t λ+1 ). E sj ⊆ E is the set of events that can be detected by s j resulting in the indicator returning a result in Ψ j ⊆ Q j . The value of indicator s j is given by:
Essentially, the j-th indicator function will return a value in a well defined region (Ψ j ) of R κ when one of a set of events (E sj ) that is detectable by s j occurs in the interval [t λ , t λ+1 ).
The generality of this approach can be seen in that a particular indicator function does not need to detect a given event with perfect certainty but rather that the indicator function will determine that one of a set of events has occurred with perfect certainty. This reduces considerably the burden placed on the designer of the indicator functions. The only assumption made here is that it is possible to create an indicator function with the required properties.
There are a number of methods of creating indicator functions and all can be suitable for use within the framework outlined. Existing work has generally focussed on residual indicators detecting a difference between the nominal and actual trajectory of the system as in Cocquempot et al. (2004) . Recent work on the structural diagnosis of hybrid networks has shown that such indicators can work by detecting the mode changes directly as in Blackhall and Kan John (2008).
Event Dependency/Fault Signature Matrix
An alternative simple representation of the events detectable by a given indicator function can be achieved using an event dependency matrix as in Brodie et al. . We define this to be:
Here D S,E is an m × n matrix showing how events are detectable through indicator functions. The question that arises is what conditions on the matrix D S,E will allow us to guarantee that every event in the network is diagnosable in all time intervals [t λ , t λ+1 ), which is addressed in Section 7.1.
Example Continued -Fault Signature Matrix
In Blackhall and Kan John (2008) the diagnosis method presented is equivalent to having indicator functions that allow the node and link failures to be detected by directly measuring the change in the operational mode. The diagnosis could indicate either that the link itself had failed, or that the node at the end of the link had failed, thus each indicator could reduce the potential fault to one of two possible faults. If we assume that all possible event indicators can be implemented then each of the four nodes will have three unique event indicators corresponding to all the link and node failures that can be measured by that node. The corresponding fault signature matrix for these event indicators is shown in Fig. 2 and it is from this set of estimators that we must choose the indicator sets for both fault detection and fault isolation.
DIAGNOSABILITY OF HYBRID DYNAMICAL NETWORKS
We have shown, in Lemma 2, that for the hybrid dynamical network to be diagnosable we require the network events to be diagnosable in all time intervals [t λ , t λ+1 ). We now present the conditions under which the network events E are diagnosable in each time interval [t λ , t λ+1 ) with event indicators S. We present two preliminary definitions on diagnosability that formalize the results we seek.
Diagnosability
We consider two definitions of diagnosability that correspond to the fault detection and fault isolation problem.
We refer to them as weak diagnosability and strong diagnosability respectively. Definition 4. (Weakly Diagnosable). A network is weakly diagnosable with respect to a subset of events (Ē ⊆ E) with a given set of event indicators (S ⊆ S) if the set of event indicators is able to detect the occurrence of any event in the set (Ē). Definition 5. (Strongly Diagnosable). A network is strongly diagnosable with respect to a subset of events (Ē ⊆ E) with a given set of event indicators (S ⊆ S) if the set of event indicators is able to detect the occurrence of any event in the set (Ē) and if the diagnosed set of events (Ω diag ) is equal to the true event set (Ω). That is Ω = Ω diag . Remark 6. Within the definition of strong diagnosability it is possible for this to be for single faults or multiple faults. In the case of multiple faults there are 2 n −1 possible sets of faults corresponding to all possible combinations of faults occurring. Meeting the requirement of strong diagnosability for every possible set of faults can be seen as a very complicated problem. For this reason we say that a hybrid dynamical network is strongly diagnosable for a given set of faults. If, for example, we were interested in determining the simultaneous occurrence of pairs of events ((e α , e β ) for all α, β ∈ 1, 2, · · · , n, such that α = β) then we would say that the hybrid network is strongly diagnosable for all possible pairs of events.
We now present the conditions for fault detection and fault isolation; the conditions required to satisfy the strong and weak diagnosability conditions.
Weak Diagnosability -Fault Detection
The fault detection problem is to determine if the chosen indicator functions s j ∈S will ensure that the occurrence of any event(s) will result in one of the chosen event indicators being active (ν j = 1). Formally this gives us: Theorem 7. Given the set of event indicatorsS and the set of events we wish to detect (Ē) then the hybrid dynamical network is weakly diagnosable if:
This corresponds to there being a one in all columns of the corresponding fault signature matrix (DS ,Ē ).
Proof. It can be verified that this condition satisfies the weak diagnosability condition given in Def. 4. The corresponding proof for the fault signature matrix follows from Brodie et al. (2002) which first established the result in the context of probing.
Example Continued -Fault Detection From the complete set of mode estimators given in Fig. 2 it is possible to determine if a given indicator set will satisfy the fault detection condition. Ignoring the method by which this set is chosen we are able to verify easily, using the earlier conditions, that the set in Fig. 3 satisfies the weak diagnosability condition. Subsequently isolating the location of the fault requires additional conditions to be satisfied and we address this in the following section. 
Strong Diagnosability -Fault Isolation
The problem of fault isolation is to determine a set of event indicators such that each fault can be uniquely identified. We will address single fault and multiple fault isolation separately.
Single Fault Isolation The case of single fault isolation, where only a single fault is active at any given time (|Ω| = 1), is the less general fault isolation problem but due to its connection with previous results in Brodie et al. (2002) it is presented independently. Formally we have: Theorem 8. Given the set of event indicatorsS and the single fault we wish to detect (e i ∈Ē) then the hybrid dynamical network will be single fault isolable if it is weakly diagnosable and
This corresponds to all the columns of the fault signature matrix (DS ,Ē ) being unique, with at least a one in every column.
Proof. We are taking the intersection of the possible events as determined by the active event indicators with the possible events as determined by the inactive indicators. We can verify that this condition satisfies the requirements of the strong diagnosability condition given in Def. 5. The corresponding proof for the fault signature matrix follows from Brodie et al. (2002) which first established the result in the context of probing.
Example Continued -Single Fault Isolation From the complete set of mode estimators given in Fig. 2 it is possible to determine if a given indicator set will satisfy the single fault isolation condition. Ignoring the method by which this set is chosen we are able to verify easily, using the earlier conditions, that the set in Fig. 3 allows single fault isolation to occur. We now show the conditions for which multiple faults can be isolated presenting the most general case of the fault isolation condition.
Multiple Fault Isolation
When multiple faults occur (that is |Ω| ≥ 1) it is no longer possible to isolate the faults using the fault isolation condition defined previously. We now seek to isolate the occurrence of multiple faults by determining the events that are not occurring through exploiting our knowledge of the indicators that are not active. Formally this gives us: Theorem 9. Given the set of event indicatorsS and the set of faults we wish to detect (E faults ⊆Ē) then the hybrid dynamical network is multiple fault isolable for E faults if it is weakly diagnosable and
This corresponds to a one in every column of the fault signature matrix (DS ,Ē ) to satisfy weak diagnosability as well as a one in every column of the submatrix (D S,Ē\E faults ⊆ DS ,Ē ) where S = {s j |E faults ∩ E sj = ∅} is the set of event indicators not sensitive to any of the fault events.
Proof. Again it is easy to verify that the condition presented satisfies the strong diagnosability condition of Def. 5. The corresponding condition for the fault signature matrix can be seen as simply the fault detection condition for those events that are not occurring.
The strong diagnosability condition for multiple faults is also applicable for single faults and is thus the most general diagnosability result presented in this work.
Example Continued -Multiple Fault Isolation
From the complete set of mode estimators given in Fig.  2 it is possible to determine if a given indicator set will satisfy the multiple fault isolation condition for a given fault set or class of fault sets. For clarity we focus on the isolation of the pair of faults when node N 4 and link L 1 fail. We are able to verify easily, using the earlier conditions, that the set in Fig. 4 satisfies the conditions for the multiple faults indicated. It should be noted that this set of indicators will not necessarily satisfy the multiple fault diagnosis condition for an arbitrary set of faults, highlighting the complexity of the arbitrary multiple fault isolation problem.
Complexity
In all cases in the preceding analysis it should be noted that the complexity of the algorithms is polynomial as it consists of checking a simple set theoretic or matrix condition.
DETERMINING THE MINIMAL INDICATOR SET FOR DIAGNOSABILITY
We have thus far presented conditions that guarantee the diagnosability of a given hybrid dynamical network. It remains to show how to determine the minimal set of event indicators S min ⊆ S such that the diagnosability conditions are satisfied. We will present a complexity analysis of each of these problems to guide the development of algorithms for finding such a minimum diagnosability set.
Complexity Analysis Theorem 10. (Fault Detection Complexity). Fault detection is NP-hard
Proof. Fault detection is exactly the minimum set cover problem Karp (1972) which is known to be NP-hard.
Theorem 11. (Single Fault Isolation Complexity). Single fault isolation is NP-hard.
Proof. This was shown to be true in Brodie et al. (2002) using a reduction from the fault detection problem outlined previously. Proof. To satisfy the conditions for multiple fault diagnosis we see that we need to provide a minimum set cover forĒ \ E faults from the set {s j |E sj ∩ E faults = ∅} and a minimum set cover for E faults from the set {s j |E sj ∩ E faults = ∅}. The union of these minimum set cover will necessarily be the minimum indicator set for multiple fault diagnosis. As both of these are the minimum set cover problem that was shown in Karp (1972) to be NP-hard the multiple fault isolation is clearly NP-hard.
Having shown the computational difficulty of each of these problems we see that finding the minimal set that guarantees diagnosability is a complicated task. Results for this minimum diagnosability set are beyond the scope this paper. The reader is directed to results in Brodie et al. (2002) and Cormen et al. (2001) for suitable polynomial time methodologies giving algorithms that would allow the near optimal minimum diagnosability set to be determined. Additional methods of finding such minimal diagnosability sets is an active area of future work.
CONCLUSION
In this paper we have presented a general framework for determining the diagnosability of hybrid dynamical networks using a general class of indicator functions. We show that determining the operational mode of each system in the network reduces to determining the occurrence of all events in the network. Weak and strong diagnosability results are hence presented in this context. The generality of the approach provides flexibility in designing appropriate indicator functions to exploit this result.
We have shown that determining if a given set of indicators satisfies the diagnosability conditions has polynomial complexity however choosing a minimum set of such indicators that still guarantees diagnosability is NP-hard. This suggests that future work in this area should focus on the development of algorithms that can recover a near optimal solution in polynomial time. These results would be directly applicable to the construction of minimum order diagnosis engines for a variety of real world hybrid dynamical networks.
