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Zusammenfassung
Die Verwaltung von umfangreichen Datensa¨tzen, die von mehreren Bearbeitern er-
stellt und gepflegt werden, ist eine anspruchsvolle Aufgabe, insbesondere wenn die
Daten ha¨ufigen A¨nderungen unterworfen sind. Versionskontrollsysteme ko¨nnen in
solchen Fa¨llen mit Erfolg eingesetzt werden. Die verbreiteten Werkzeuge bieten fu¨r
hierarchisch strukturierte Daten, die als geordnete Ba¨ume modelliert werden, jedoch
nur einen eingeschra¨nkten Funktionsumfang. Insbesondere die Unterschiedsfeststel-
lung und Zusammenfu¨hrung verschiedener Version ist nicht optimal gelo¨st. Zudem
haben Versionskontrollsysteme in dieser Form nur in wenigen Einsatzgebieten wie
der Softwaretechnik Verbreitung gefunden.
Diese Arbeit stellt einen Ansatz fu¨r die Versionsverwaltung komplexer Datenstruk-
turen am Beispiel von Eisenbahnfahrplandaten vor, die sich als Beispieldatensatz
durch ihre Struktur, ihren Umfang und die komplexen Prozesse in ihrem Lebens-
zyklus gut als Beispiel eignen. Es werden sowohl die notwendigen Algorithmen als
auch Einsatzszenarien fu¨r Versionskontrollsysteme im Rahmen der Fahrplanbear-
beitungsprozesse vorgestellt und bewertet. Der vorgestellte Ansatz unterstu¨tzt die
Unterschiedsfeststellung und Zusammenfu¨hrung nah am fachlichen Datenmodell in
vollen Umfang, fu¨gt sich unterstu¨tzend in die fahrplanspezifischen Prozesse ein und
ist im Rahmen dieser Arbeit prototypisch implementiert worden.
Abstract
Distributed Version Control of Ordered Tree Data Using Railway Timetables as a
Sample Domain
Managing large data sets created and maintained by multiple users in parallel has
always been a challenge, especially if the update frequency is high. Version control
systems can be used to alleviate the intrinsic problems of such scenarios. However,
the tools widely used can offer only limited functionality for hierarchically structured
data usually modeled with ordered trees. For example, determining the differences
between versions and the merging of different versions doesn’t work optimally for
such data. Also, version control systems are only widely used in few domains such
as software engineering.
This thesis describes an approach for the version control of complex hierarhichally
and sequentially structured data using the management of railway timetables as a
sample domain. Railway timetables are large data sets usually modeled as ordered
trees, are part of numerous complex processes and are therefore a good candidate to
be managed with a version control system. In this thesis, various difference detecti-
on and merge algorithms as well as possibilities for integration with the timetable-
specific processes are described and evaluated. The presented approach has been
shown to be adequate for its intended purpose and has been implemented in a pro-
totype as a part of this thesis.
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1 Einleitung
Die Verwaltung von umfangreichen Datensa¨tzen, die von mehreren Bearbeitern er-
stellt und gepflegt werden, ist eine anspruchsvolle Aufgabe, insbesondere wenn die
Daten ha¨ufigen A¨nderungen unterworfen sind und hohe Konsistenzanforderungen be-
stehen. In der Softwaretechnik werden fu¨r die Verwaltung von Softwaredokumenten
wie Programmquellcode Versionskontrollsysteme als Bestandteil des Konfigurations-
verwaltung erfolgreich eingesetzt. In der Vergangenheit hat sich gezeigt, dass ent-
sprechende Werkzeuge auch fu¨r große Projekte mit mehreren Hundert Bearbeitern
und Millionen von Codezeilen, beispielsweise fu¨r die Entwicklung des Linux-Kernels,
geeignet sind.
Die bestehenden Werkzeuge entfalten ihren vollen Funktionsumfang jedoch nur bei
einfach strukturierten Daten wie Dateien mit reinem Text, die als homogene Sequen-
zen von Elementen modelliert werden ko¨nnen. Sind die Daten zusa¨tzlich hierarchisch
strukturiert, lassen sich unterschiedliche Versionen nicht mehr optimal vergleichen
und zusammenfu¨hren. Die Versionierung strukturierter Daten kann sowohl innerhalb
als auch außerhalb der Softwaretechnik-Doma¨ne von Nutzen sein: Unter anderem
werden Softwarequellcode auf Syntaxebene und Softwaremodelle, aber auch struktu-
rierte Textdokumente und andere Datensa¨tze als geordnete Ba¨ume modelliert. Die
Unterschiedsfeststellung und Zusammenfu¨hrung nah an der fachlichen Modellebene
und damit die Versionsverwaltung mir vollem Funktionsumfang verspricht zahlreiche
Vorteile bei der Abwicklung der jeweiligen Gescha¨ftsprozesse.
In dieser Arbeit wird die Realisierbarkeit eines Versionskontrollsystems fu¨r Eisen-
bahnfahrplandaten großer Eisenbahnnetze untersucht. Die Eisenbahnfahrpla¨ne bie-
ten sich als Beispiel an, da sie ebenfalls als geordnete Ba¨ume modelliert werden, einen
erheblichen Umfang besitzen und regelma¨ßigen A¨nderungen unterworfen sind. Auch
die Prozesse zur Erstellung und Pflege des Fahrplans sind komplex und erfordern
die Zusammenarbeit zahlreicher Beteiligten, die geographisch und organisatorisch
weit verteilt sind; A¨hnliches gilt beim eigentlichen Eisenbahnbetrieb. Daher wird die
Anwendbarkeit der dezentralen Versionskontrolle besonders betrachtet, deren Vor-
teile in der ho¨heren Flexibilita¨t bei der Anpassung an bestehende Prozesse gesehen
werden.
Im Kapitel 2 werden zuna¨chst die Prozesse im Lebenszyklus der Eisenbahnfahrpla¨-
ne sowie die in der Praxis verwendeten Datenmodelle fu¨r diese vorgestellt. Kapitel 3
widmet sich den Versionskontrollsystemen. Danach wird im Kapitel 4 ein Ansatz fu¨r
ein Versionskontrollsystem fu¨r Fahrplandaten und die Mo¨glichkeiten zur Einbindung
der Versionsverwaltung in die Fahrplanprozesse vorgestellt. Kapitel 5 beschreibt ei-
ne prototypische Implementierung des vorgestellten Ansatzes, die im Rahmen dieser
9
Arbeit entstanden ist. Anschließend erfolgt im Kapitel 6 die Zusammenfassung und
Bewertung der erzielten Ergebnisse.
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2 Eisenbahnfahrpläne und ihr
Lebenszyklus
2.1 Die Rolle des Fahrplans im Eisenbahnbetrieb
Ein Fahrplan ist eine vorausschauende Festlegung des Fahrtverlaufs eines Verkehrs-
mittels – bei der Eisenbahn also eines Zuges – hinsichtlich der Verkehrstage, Fahr-
zeiten, Geschwindigkeiten und zu benutzender Fahrwege [Pac08]. Diese noch sehr
allgemeine Definition soll in diesem Abschnitt im Hinblick auf die Besonderheiten
der Eisenbahn pra¨zisiert werden. Die ausfu¨hrliche und genaue Vorstellung des Ver-
kehrssystems Eisenbahn wu¨rde jedoch zu weit fu¨hren, sodass nur die notwendigen
Grundzu¨ge, basierend auf dem Material in [Pac08], pra¨sentiert werden.
2.1.1 Technische Randbedingungen
Die Eisenbahn erlaubt den Transport großer Massen (Hunderte bis Tausende von
Tonnen) mit Geschwindigkeiten im Bereich von 80-300 km/h. Die erreichbare Be-
schleunigungs- und insbesondere Bremsleistung ist jedoch durch die vergleichweise
geringe Haftreibung zwischen Rad und Schiene begrenzt. Die hohe kinetische Energie
der Zu¨ge bewirkt zusammen mit der begrenzten u¨bertragbaren Bremskraft zwischen
Rad und Schiene einerseits besonders lange Bremswege, die das im Straßenverkehr
u¨bliche Fahren auf Sicht nicht mehr erlauben. Andererseits sind die Sicherheitsanfor-
derungen an den Betrieb besonders hoch, da die Auswirkungen von Unfa¨llen gravie-
rend sind. Als Folge hat sich bei der Eisenbahn das Fahren im festen Raumabstand
etabliert. Dabei wird der Fahrweg in Blockabschnitte eingeteilt. Ein Zug darf in
einen Blockabschnitt nur einfahren, wenn dieser Abschnitt vollsta¨ndig frei ist; somit
befindet sich zwischen zwei fahrenden Zu¨gen stets mindestens ein freier Blockab-
schnitt. Die Mindestla¨nge dieses Blockabschnitts ist durch den Weg vorgegeben, den
ein Zug beim Abbremsen von der zula¨ssigen Streckengeschwindigkeit bis zum Still-
stand zuru¨cklegen muss. In Deutschland betra¨gt der Regelbremsweg und damit die
Mindestla¨nge eines Blockabschnitts je nach Streckentyp 700 bis 1000 m. Dieses Ab-
standshalteverfahren beschra¨nkt maßgeblich die Kapazita¨t einer Eisenbahnstrecke
oder eines Bahnhofs.
Die Spurfu¨hrung und die notwendige Sicherungstechnik bewirken eine sehr enge
Kopplung zwischen dem Fahrzeug und dem Fahrweg. So ist beispielsweise die zula¨ssi-
ge Streckengeschwindigkeit nicht nur von der Beschaffenheit des Fahrweges oder der
Fahrzeuges fu¨r sich genommen abha¨ngig, sondern vielfach auch von der Kombination
des konkreten Fahrzeugtyps mit dem konkreten Infrastrukturabschnitt.
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Schaut man sich die Eisenbahnnetze an, so fallen diese deutlich weitmaschiger aus
als das Straßennetz. Umleitungen im Sto¨rungs- oder Verzo¨gerungsfall sind somit nur
sehr beschra¨nkt oder gar nicht mo¨glich.
Diese Bedingungen machen es erforderlich, die Zugfahrten auf dem gesamten Netz
im Voraus sehr detailliert zu planen, um die Kapazita¨t der Eisenbahninfrastruktur
optimal auszunutzen und Sto¨rungen und Unregelma¨ßigkeiten im Betriebsablauf zu
vermeiden.
2.1.2 Informationen im Eisenbahnbetrieb und in Fahrplänen
Die im letzten Abschnitt genannten Bedingungen erlauben bereits eine Abgrenzung
von verschiedenen Informationen, die fu¨r den Eisenbahnbetrieb relevant sind. So sind
zu unterscheiden:
• Infrastrukturdaten, die das Streckennetz bzw. den Fahrweg beschreiben
• Fahrzeugdaten, die die relevanten Eigenschaften der auf dem Netz verkehrenden
Fahrzeuge beschreiben
• Fahrplandaten, die die Nutzung der Infrastruktur durch die Fahrzeuge in Ab-
ha¨ngigkeit von der Zeit beschreiben.
Jede dieser drei Hauptdatenarten hat einen eigenen Lebenszyklus und wird in
der Regel getrennt vorgehalten und gepflegt. Tabelle 2.1 stellt den Umfang und die
A¨nderungsha¨ufigkeit der Daten qualitativ gegenu¨ber. Die Infrastruktur- und Fahr-
zeugdaten sind unabha¨ngig voneinander, der Fahrplan hingegen stellt seinem Zweck
entsprechend eine Kombination der beiden anderen Hauptdatenarten erga¨nzt um
Zeitinformationen (Fahrzeiten und Verkehrstage) dar.
Durch diese Kombination nehmen die Fahrplandaten eine zentrale Rolle als Durch-
fu¨hrungsvorschrift, Grundlage fu¨r weitere Planungen wie Fahrzeugumlauf- und Dienst-
planung sowie als Kommunikationsmittel zwischen allen Beteiligten am Eisenbahn-
betrieb ein.
Datenart A¨nderungsha¨ufigkeit Umfang
Infrastrukturdaten mittel groß
Fahrzeugdaten niedrig klein
Fahrplan sehr hoch groß
Tabelle 2.1: Merkmale der verschiedenen Datenarten
2.2 Prozesse im Fahrplanlebenszyklus
Auf Grund der zentralen Rolle der Fahrplandaten im Eisenbahnbetrieb sind die Pro-
zesse sowohl zeitlich als auch organisatorisch sehr umfangreich. In diesem Abschnitt
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wird zuna¨chst ein grober U¨berblick u¨ber die Zeitra¨ume und Beteiligten gegeben, be-
vor die wichtigsten Prozesse in den Abschnitten 2.2.3 und 2.2.4 vorgestellt werden.
2.2.1 Beteiligte Unternehmen
Seit dem Beginn der Bahnreform und der Liberalisierung des Marktes der Eisen-
bahnverkehrsleistungen im Jahre 1994 ist durch das Allgemeine Eisenbahngesetz die
organisatorische Trennung der Eisenbahnen in Eisenbahninfrastrukturunternehmen
(EIU) und Eisenbahnverkehrsunternehmen (EVU) vorgeschrieben. Dabei stellen die
EIU die Infrastruktur (Fahrwege, Stationen und sonstige Serviceeinrichtungen) den
EVU gegen Entgelt bereit und sorgen fu¨r Wartung, Betrieb und Ausbau der Schie-
nenwege und der dazugeho¨rigen Technik. Die EVU dagegen erbringen die eigentlichen
Transportleistungen. Die Endkunden im Personen- und Gu¨terverkehr sind so immer
Kunden eines Eisenbahnverkehrsunternehmens.
Im Mai 2009 waren in Deutschland 383 o¨ffentliche EVU und 171 o¨ffentliche EIU
zugelassen [Eis09]. Die jeweils gro¨ßten Unternehmen sind die bundeseigenen DB Netz
AG (EIU) sowie DB Fernverkehr AG, DB Schenker Rail GmbH und die DB Regio-
Unternehmen (jeweils EVU), die im Rahmen der Bahnreform in mehreren Zwischen-
schritten aus der Deutschen Bundesbahn und der Deutschen Reichsbahn entstanden
sind. Diese Unternehmen besitzen ihrerseits eine komplexe interne Struktur aus Ge-
scha¨ftsbereichen, Niederlassungen und Tochtergesellschaften. Im Folgenden werden,
soweit nicht anders angegeben, die Unternehmen des DB-Konzerns als stellvertretend
fu¨r den jeweiligen Unternehmenstyp (EVU bzw. EIU) angenommen.
2.2.2 Zeitliche Planungsebenen
Abha¨ngig vom Planungshorizont lassen sich die Planungsvorga¨nge im Eisenbahn wie
folgt unterteilen (nach [Kuh96, S. 29ff.]):
Strategische Planung befasst sich mit der Bereitstellung von Ressourcen wie Fahr-
zeuge und Infrastruktur. Der Planungshorizont fu¨r die strategische Planung
erstreckt sich u¨ber mehrere Jahrzehnte.
Taktische Planung bescha¨ftigt sich mit dem Einsatz von Ressourcen. Der Planungs-
zeitraum umfasst 6 bis 12 Monate.
Operative Planung befasst sich mit kurzfristigen A¨nderungen wa¨hrend des Betriebs.
Ihr Planungshorizont liegt je nach der Anwendung zwischen 30 Minuten (Stre-
ckendisposition) und einigen Wochen (kurzfristige Nachfragea¨nderungen) in der
Zukunft.
Bei der strategischen Planung werden in den meisten Fa¨llen vereinfachte Modelle
zur Abscha¨tzung des Verkehrsbedarfs und der Netzkapazita¨t verwendet. Die wich-
tigsten Fahrplanungsprozesse finden vorwiegend in den Phasen der taktischen und
operativen Planung statt. Die beiden Planungsphasen sind sowohl zeitlich als auch
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organisatorisch voneinander getrennt. Zu der taktischen Planung za¨hlen der gro¨ßte
Teil der Trassenmanagements und die Verfahren der Fahrplankonstruktion, die im
Abschnitt 2.2.3 erla¨utert werden. Der darauf folgende Abschnitt 2.2.4 bescha¨ftigt
sich mit der Verteilung und Anpassung der Fahrplandaten wa¨hrend des laufenden
Betriebs.
2.2.3 Trassenmanagement und Fahrplankonstruktion
Die Erstellung des gro¨ßten Teils des Fahrplans fu¨r ein Eisenbahnnetz erfolgt im
Rahmen der Netzfahrplankonstruktion. Der Fahrplan wird fu¨r den Zeitraum von ei-
nem Jahr konstruiert. Zentral fu¨r diesen Prozess ist der Begriff der Zugtrasse (auch
Fahrplantrasse oder kurz Trasse genannt). Die Trasse ist der Teil der Infrastruktur,
der beno¨tigt wird, um eine bestimmte Zugfahrt auf einer bestimmten Strecke inner-
halb eines bestimmten Zeitraums durchzufu¨hren [Web04]. Der Fahrplan, wie er im
Abschnitt 2.1 definiert wurde, ist so durch die Gesamtheit aller Trassen bestimmt.
U¨berschneiden sich die Belegungszeiten aus zwei oder mehr Trassen fu¨r einen be-
stimmten Abschnitt der Infrastruktur, besteht ein Konflikt zwischen diesen beiden
Trassen und der resultierende Fahrplan ist konfliktbehaftet.
Der konkrete Prozess der Fahrplanerstellung fu¨r die DB Netz AG ist in der Richt-
linie 402 [DB 08] definiert und dauert etwa 8 Monate. In der Abbildung 2.1 auf der
na¨chsten Seite ist dieser Prozess in Form eines Nachrichtenaustauschs vereinfacht
skizziert. Im ersten Schritt nimmt das EIU die Trassenbestellungen der Verkehrsun-
ternehmen bis zu einer bestimmten Frist entgegen. Die Trassenbestellungen enthalten
die Informationen u¨ber die gewu¨nschen Verkehrstage, Laufweg und Zeitlage der Zu¨ge.
Danach erstellt das Infrastrukturunternehmen innerhalb von 4 Monaten den vorla¨u-
figen Netzfahrplanentwurf und legt diesen den Bestellern zur Stellungnahme vor.
Nach den Korrekturen, die im Zusammenhang mit diesen Stellungnahmen stehen,
werden die verbindlichen Trassenangebote an die Verkehrsunternehmen unterbreitet,
die innerhalb von 5 Tagen angenommen werden mu¨ssen. Alle angenommenen Tras-
sen bilden so den Netzfahrplan, der an alle Beteiligten verteilt wird. Fu¨r das Jahr
2009 sind u¨ber 49.000 Trassenanmeldungen verarbeitet worden [DB 09].
Bei der Trassenkonstruktion wird anhand der in der Trassenanmeldung u¨berge-
benen Informationen die Belegungs- und Fahrzeitenrechnung fu¨r jeden Zug durch-
gefu¨hrt. Treten dabei Konflikte auf, versucht das Infrastrukturunternehmen in Zu-
sammenarbeit mit den EVU, durch Anpassung oder Entfernung einer oder mehrerer
beteiligten Trassen diese Konflikte zu lo¨sen. Dies geschieht entweder in einem Ko-
ordinierungsverfahren, oder, wenn dieses scheitert, in einem Ho¨chstpreisverfahren
[DB 08, Web04].
Bei der DB Netz AG erfolgt das Trassenmanagement und die Fahrplankontruktion
weitgehend dezentral. Die Anmeldungen werden seit 2008 u¨ber ein zentrales Tras-
senportal entgegengenommen [DB 09], das organisatorisch den Vertriebsabteilungen
der 7 Niederlassungen zugeordnet ist. Die Anmeldungen werden den Konstrukteu-
ren zugeteilt, die ebenfalls Mitarbeiter dieser Niederlassungen sind. Zur Bearbei-
tung von Trassen wird das bahneigene System RUT (Rechnerunterstu¨tztes Tras-
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Abbildung 2.1: Datenaustausch bei der Erstellung des Regelfahrplans
senmanagement, siehe auch Abschnitt 2.5.1 auf Seite 20) verwendet. Die Daten-
haltung erfolgt auf zwei Ebenen: neben einer zentralen Datenbank (Gemeinsame
Fahrplandatenhaltung, GFD) besitzt jede Niederlassung eine eigene nachgeordne-
te Datenbank [Web04]. Jeder Konstrukteur ist fu¨r einen bestimmten Streckenbe-
reich verantwortlich; dies ha¨ngt neben organisatorischen Gru¨nden damit zusammen,
dass RUT urspru¨nglich auf die Bearbeitung von Streckenabschnitten von etwa 150
bis 300 Kilometern La¨nge ausgelegt wurde [Bru¨00]. Beispielsweise ist die Trasse 3
in Abb. 2.1 mindestens zwei Konstrukteuren zugeordnet. Die Gesamtzahl der Ar-
beitspla¨tze des RUT-Systems wird von verschiedenen Quellen mit 500 bis 1000 an-
gegeben [Bru¨95, Web04].
Das beschriebene Verfahren gilt fu¨r Regeltrassen. Daneben haben die Verkehrsun-
ternehmen die Mo¨glichkeit, teurere Sondertrassen kurzfristig (bis zu wenigen Stunden
vor der Abfahrt) zu bestellen. Diese Trassen werden nur im Rahmen der von Regel-
trassen freien Netzkapazita¨t vergeben. Das technische Verfahren mit den Schritten
der Bestellung, Konstruktion, Koordinierung, Angebot und Angebotsannahme bleibt
im Wesentlichen gleich.
Insgesamt ist der Fahrplan bereits bei der taktischen Planung u¨ber die gesamte
Prozessdauer A¨nderungen und Anpassungen durch viele Beteiligte an unterschiedli-
chen Standorten unterworfen.
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2.2.4 Operative Planung und Betriebsdurchführung
Der Fahrplan kann und muss, selbst bei sorgfa¨ltigster Planung, wa¨hrend des Betriebs
aus verschiedenen Gru¨nden gea¨ndert werden. Zu den mo¨glichen Gru¨nden za¨hlen:
Kurzfristige Trassenänderungen Wie im letzten Abschnitt erwa¨hnt, haben die Ver-
kehrsunternehmen die Mo¨glichkeit, in begrenztem Umfang Trassen kurzfristig
zu bestellen oder bestellte Trassen zu stornieren. Solche A¨nderungen treten
insbesondere im Gu¨terverkehr sehr oft auf.
Baustellenbedingte Änderungen Da die Bauarbeiten am Eisenbahnnetz in der Re-
gel wa¨hrend des laufenden Betriebs ohne vollsta¨ndige Streckensperrung durch-
gefu¨hrt werden und Umleitungen nur begrenzt mo¨glich sind, muss der Fahrplan
entsprechend der Baustellensituation angepasst werden. Dies kann nicht immer
bei der Regelfahrplanerstellung beru¨cksichtigt werden.
Disposition Zu Dispositionshandlungen za¨hlen einerseits A¨nderungen der Zugfol-
ge bei Sto¨rungen oder Verspa¨tungen (Netz- und Streckendisposition). Da die
Fahrzeugdaten ebenfalls Bestandteil des Fahrplans sind und Auswirkungen auf
die Fahrzeiten haben, bewirkt auch die Fahrzeugdisposition seitens der Ver-
kehrsunternehmen eine A¨nderung des Fahrplans.
Die Betriebsabwicklung ist naturgema¨ß stark dezentral organisiert. Da die Ver-
kehrsunternehmen hauptsa¨chlich als Konsumenten der Fahrplandaten agieren und
die A¨nderungen am Fahrplan von ihrer Seite u¨ber das im Abschnitt 2.2.3 auf Seite 14
beschriebene Trassenmanagement erfolgen, wird im Folgenden nur die grundlegen-
de Organisation des Betriebsabwicklung beim Infrastrukturbetreiber DB Netz AG
beschrieben.
Jede der 7 regionalen Niederlassungen der DB Netz besitzt eine eigene Betriebs-
zentrale, die die Betriebsleit- und -u¨berwachungssysteme fu¨r das jeweilige Gebiet
bu¨ndelt [KH07]. U¨ber den Betriebszentralen ist die Netzleitzentrale in Frankfurt am
Main angesiedelt, die die Zusammenarbeit der Betriebszentralen koordiniert. Die
zuvor erwa¨hnte Strecken- und Netzdisposition wird ausschließlich in den Betriebs-
zentralen durchgefu¨hrt. Die Versorgung der Betriebszentralen mit den Fahrplandaten
ist in der Abbildung 2.2 dargestellt und wird im Folgenden in Anlehnung an [Bor02]
erla¨utert.
Der Fahrplan des Trassenmanagements, der die Regel- und Sonderzugtrassen ent-
ha¨lt, wird in das Fahrplanverwaltungssystem der Betriebszentrale kopiert und fort-
laufend aktualisiert. Parallel dazu werden A¨nderungen, die nicht in diesem Fahrplan
enthalten sind, in dem Betriebsfahrplan gepflegt. Aus diesen Daten werden jeweils
mindestens fu¨r drei Tage im Voraus Tagesfahrla¨ne erstellt, die zusammengefu¨hrt den
Dispositionsfahrplan ergeben. Der Dispositionsfahrplan ist nicht mehr trassen-, son-
dern zugfahrtenorientiert, d. h. auf die konkreten Auspra¨gungen der Trassen fu¨r den
jeweiligen Betriebstag bezogen.
Wa¨hrend des Betriebs wird mit Hilfe der Ist-Daten fu¨r den jeweiligen Dispositi-
onshorizont der Prognosefahrplan erstellt, der so die direkte Abbildung der aktuellen
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Abbildung 2.2: Datenfluss fu¨r Fahrplandaten in den Betriebszentralen (nach [Bor02])
Betriebssituation ist. Wa¨hrend der Disposition bearbeiten die Streckendisponenten
effektiv den Dispositionsfahrplan. Die Dispositionsarbeitspla¨tze werden direkt mit-
einander synchronisiert. Die Datenaktualisierungen aus dem Betriebs- und Tages-
fahrplan werden mehrmals am Tag an die Disponentenarbeitspla¨tze weitergegeben.
Bei dem aktuellen System wird dem Disponenten dabei mitgeteilt, dass eine A¨nde-
rung stattgefunden hat, jedoch nicht welche Zugfahrten dadurch beeinflusst wurden.
Die Ha¨ufigkeit der Datenaktualisierungen, die wa¨hrend der Betriebs and die Be-
triebszentrale weitergegeben werden, ist vergleichweise hoch. Die Erfahrung des Au-
tors zeigt, dass an einem normalen Werktag etwa alle 10 Minuten eine Sollfahrplan-
a¨nderung eintritt. Diese A¨nderungen betreffen nicht unbedingt den aktuell laufenden
Betrieb, sondern ko¨nnen sich auch auf die weiter entfernte Zukunft beziehen. Dies
ist jedoch keine Garantie: Es muss in jedem Einzelfall gepru¨ft werden, wann die ein-
getroffene A¨nderung relevant wird. Je nach Ergebnis werden dann unterschiedliche
Bearbeitungsvorga¨nge eingeleitet.
Neben den Betriebszentralen, in denen der aktuelle Fahrplan sta¨ndig vera¨ndert
wird, muss der Fahrplan an eine Vielzahl von Konsumenten, die lediglich lesen-
den Zugriff darauf haben, verteilt werden. Dazu za¨hlen die u¨ber 4.500 Stellwerke,
die die Fahrwegsicherung fu¨r die Zugfahrten u¨bernehmen (Fahrplan fu¨r Zugmelde-
stellen [Bru¨95]), die Zug- und Triebfahrzeugfu¨hrer aller Zugfahrten (Elektronischer
Buchfahrplan [Lu¨b96]) und die Fahrplanauskunftssysteme. Dabei mu¨ssen die Daten
in der Regel in die anwendungsgerechte Form transformiert werden, da die Datenmo-
delle und die Anforderungen sich teils erheblich unterscheiden: so orientiert sich der
elektronische Buchfahrplan fu¨r die Triebfahrzeugfu¨hrer an dem Verlauf der Zugfahrt
u¨ber ihre Stationen, wa¨hrend der Fahrplan fu¨r Zugmeldestellen alle Zugfahrten an
einer Station darstellt. Diese Transformationen geschehen trotz EDV-Unterstu¨tzung
auch heute teilweise in Handarbeit (beispielsweise bei dem Fahrplan fu¨r Zugmelde-
stellen). Alle Beteiligten haben ein Interesse daran, mo¨glichst aktuelle und konsis-
tente Daten zu erhalten. Dies ist allerdings durch die verschiedenen Aktualisierungs-
zeitra¨ume und stark verzweigte Organisation nicht trivial.
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2.3 Qualitätssicherung
Das Eisenbahninfrastrukturunternehmen ist als Verwalter des Netzfahrplans daran
interessiert, eine hohe Qualita¨t dieses Datensatzes zu gewa¨hrleisten. Zu den ver-
breitetsten Qualita¨tssicherungsmaßnahmen za¨hlen manuelle, halbautomatische und
automatische Pru¨fungen des Datensatzes. Die Bandbreite der Pru¨fungen reicht beim
Fahrplan von der Pru¨fung einfacher Konsistenzbedingungen innerhalb eines Fahrt-
abschnitts bis zur vollsta¨ndigen Simulation eines Fahrplans in entsprechenden Simu-
lationswerkzeugen.
Wie bei allen Pru¨fungen an Datensa¨tzen mit hoher Aktualisierungsfrequenz stellen
sich jedoch dabei zwei Herausforderungen:
• die hinreichend genaue Festlegung des Bearbeitungsstandes, der gepru¨ft wird,
und
• die Umsetzung der Korrekturen nach einer lange dauernden Pru¨fung.
Festlegung des Prüfzustandes Die erste Herausforderung ist leicht nachvollzieh-
bar: wenn nicht klar definiert ist, welcher Zustand des Datensatzes genau gepru¨ft
wird, ist der Wert der Aussage, ob die Pru¨fung bestanden oder nicht bestanden
wurde, stark vermindert. Ra¨umliche und organisatorische Verteilung, wie sie bei der
Bearbeitung des Fahrplans gegeben ist, verkompliziert den Vorgang der Festlegung
des zu pru¨fenden Zustandes zusa¨tzlich, da Teile des Datensatzes vor der Pru¨fung von
den Beteiligten eingesammelt und zusammengefu¨hrt werden mu¨ssen. Dies kann eine
nicht zu vernachla¨ssigende Zeit in Anspruch nehmen und kann ebenfalls zu ungu¨lti-
gen Pru¨fungsergebnissen fu¨hren, wenn die einzelnen Teile des Datensatzes zueinander
inkompatibel sind.
Veränderung des Datensatzes während der Prüfung Idealerweise sollte der zu
pru¨fende Datensatz wa¨hrend der Pru¨fung nicht vera¨ndert werden. Dauert eine Pru¨-
fung aber hinreichend lange, ko¨nnen die Kosten durch den entstehenden Produk-
tivita¨tsverlust (im Fall des Fahrplans ausgedru¨ckt durch konstruierte Trassen pro
Zeiteinheit) jedoch so hoch sein, dass die durch die Pru¨fung erzielte Qualita¨tsverbes-
serung sich nicht mehr lohnt. Bei der Fahrplanerstellung handelt es sich außerdem um
einen Prozess mit einem fest vorgegebenen Endzeitpunkt, sodass eine Verla¨ngerung
durch zusa¨tzliche Pru¨fungen nur durch den fru¨heren Beginn des Prozesses mo¨glich
wa¨re. Dies wu¨rde jedoch fu¨r die direkten Kunden des EIU bedeuten, dass sie ih-
re Trassenbestellungen fru¨her abgeben mu¨ssten und somit weniger flexibel agieren
ko¨nnten.
Aus diesen Gru¨nden kann es sinnvoll sein, die Bearbeitung des Fahrplans wa¨h-
rend der Durchfu¨hrung von Pru¨fungen zuzulassen. Dies hat den Nachteil, dass die
Ergebnisse der Pru¨fungen sich auf eine nicht mehr aktuelle Version des Fahrplans be-
ziehen. Die gefundenen Ma¨ngel ko¨nnen nach zwischenzeitlichen A¨nderungen bereits
behoben oder durch diese A¨nderungen maskiert werden, sodass das Pru¨fungergebnis
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nicht nachvollzogen werden kann. Solange jedoch die Kosten fu¨r das U¨bertragen der
Erkenntnisse aus der Pru¨fung auf die aktuelle Version niedriger sind als die Kosten
fu¨r das Anhalten der Bearbeitung, kann dies ein akzeptabler Weg zur Qualita¨tsver-
besserung sein.
Im konkreten Fall der Fahrplanbearbeitung ist aber diese Variante des Pru¨fungs-
prozesses auch nicht ohne Weiteres durchfu¨hrbar. Da schon kleinere A¨nderungen in
einem Bereich des Netzes betra¨chtliche Auswirkungen in anderen Teilen des Netzes
haben ko¨nnen, ist es erstrebenswert, gro¨ßere Teile oder den gesamten Fahrplan in eine
Pru¨fung einzubeziehen. Wird ein Mangel im Fahrplan festgestellt, muss dann gepru¨ft
werden, inwieweit sich dieser Mangel noch in der aktuellen Version manifestiert. Dazu
mu¨ssen unter Umsta¨nden gro¨ßere Teile des Fahrplans miteinander verglichen werden
(etwa die Pru¨fversion mit der aktuellen Version), was bei manuellem Vergleich sehr
aufwendig ist.
Die spezifischen Eigenschaften des Fahrplans ko¨nnen die Nachvollziehbarkeit der
Pru¨fungsergebnisse und die Korrekturen weiter erschweren. Die Ergebnisse der ga¨n-
gigen Pru¨fungen (insbesondere, wenn diese Pru¨fungen sich auf gro¨ßere Fahrplanteile
erstrecken, etwa die Pru¨fung der Fahrplanstabilita¨t durch Simulation) ko¨nnen nicht
immer direkt Aufschluss daru¨ber geben, in welchem Netzabschnitt eine A¨nderung
(oder die Unterlassung einer A¨nderung) die Ursache fu¨r einen Mangel liegt und so-
mit wer fu¨r die Behebung dieses Mangels zusta¨ndig ist. Diese Kopplung der Netzab-
schnitte untereinander nimmt zwar mit der Entfernung ab; die Pru¨fungsergebnisse
ko¨nnen aber regelma¨ßig mehrere Netzabschnitte betreffen.
2.4 Anforderungen an Werkzeuge für die
Fahrplanverarbeitung
Da der Fahrplan die Datengrundlage fu¨r viele Prozesse im Eisenbahnbetrieb dar-
stellt, mu¨ssen die (Software-)Werkzeuge fu¨r die Verarbeitung von Fahrpla¨nen neben
umfangreichen funktionalen Anforderungen an die Korrektheit eine Reihe nichtfunk-
tionaler Anforderungen auf einem hohen Niveau erfu¨llen.
Um den Betrieb trotz mo¨glicher Fehler oder Ungenauigkeiten in Fahrplandaten
aufrechtzuerhalten, ist eine hohe Robustheit der Software notwendig. Dies gilt bei
der Fahrplanerstellung genauso, da der Fahrplanerstellungsprozess in einem zeit-
lich eng begrenzten Rahmen abgeschlossen sein muss. Die eingesetzte Software und
Hardware selbst muss hinreichend fehlertolerant ausgelegt sein, um bei einem Aus-
fall eines Teilsystems (z. B. eines Softwaremoduls oder einer Kommunikationsverbin-
dung) mo¨glichst nicht den gesamten Prozess lahmzulegen. Unabha¨ngig davon muss
die Software Fehler in den Daten oder in der Software nicht nur tolerieren, sondern
auch erkennen ko¨nnen.
Durch die hohe Anzahl von Bearbeitern und Datenkonsumenten mu¨ssen Maß-
nahmen zur Sicherstellung der Daten- und Zugriffssicherheit besonders bei Schreib-
zugriffen ergriffen werden. Alle A¨nderungen an Daten mu¨ssen idealerweise erkannt
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und spa¨ter nachverfolgt werden ko¨nnen, um bei eventuellen Unregelma¨ßigkeiten die
Ursache finden zu ko¨nnen.
Nicht zuletzt mu¨ssen die eingesetzten Werkzeuge einerseits miteinander integriert
sein, um einen reibungslosen Prozessablauf aus der Sicht der Benutzer zu gewa¨hr-
leisten. Andererseits erfordern die sich aus den jeweiligen Unternehmensstrategien
ergebenden Prozess- und Strukturanpassungen eine hinreichende Flexibilita¨t der ver-
wendeten Systemkomponenten, damit die Werkzeuge zu jedem Zeitpunkt den jeweils
gu¨ltigen Zustand angemessen reflektieren [Kan00].
2.5 Fahrplandatenmodelle
In diesem Abschnitt werden drei in der Praxis verwendete Fahrplanmodelle vorge-
stellt. Der Fokus liegt dabei nicht auf der Vollsta¨ndigkeit der Datenbeschreibung,
sondern auf der Grundstruktur, in der die Modelle die Daten anordnen. In den fol-
genden drei Abschnitten wird jedes Modell kurz vorgestellt und daraufhin untersucht,
wie die im Abschnitt 2.1 auf Seite 11 erwa¨hnten Daten modelliert werden. Im Ab-
schnitt 2.5.4 auf Seite 24 erfolgt ein Vergleich der identifizierten Strukturen.
2.5.1 DB-Modelle: FAKTUS, RUT
RUT (Rechnerunterstu¨tztes Trassenmanagement, auch RUT-K genannt) ist die von
der DB Netz AG aktuell verwendete Anwendung zur Erstellung des Regelfahrplans
[Bru¨00, Web04]. Sie ist der Bestandteil des Gesamtsystems DaViT (Datenverarbei-
tung im Trassenmanagement). Die Grundstruktur des Datenmodells von RUT-K hat
seine Wurzeln in FAKTUS, einer Experimentalversion eines Systems fu¨r die Fahr-
plankonstruktion, das Mitte der 1990er Jahre an der RWTH Aachen im Rahmen der
Disseration von Bru¨nger [Bru¨95] entwickelt wurde. FAKTUS wurde unter U¨bernah-
me des Datenmodells in die erste produktiv eingesetzte Version RUT-0 weiterent-
wickelt. Nach der vollsta¨ndigen Neuimplementierung als RUT bzw. RUT-K wurde
das System in DaViT integriert. DaViT hat den Angaben in [BG03] zu Folge das
Fahrplandatenmodell von RUT-K u¨bernommen, so dass dieses auch fu¨r den Aus-
tausch mit den anderen Systemen, etwa den Betriebszentralen, verwendet wird. Als
Quellen fu¨r die Beschreibung des Datenmodells erscheinen die Arbeiten von Bru¨nger
[Bru¨95, Bru¨00] als geeignet, auch wenn diese einige Jahre zuru¨ckliegen und fru¨here
Ausbaustufen des Systems beschreiben.
Grundstruktur Der Fahrplan wird in RUT als eine ungeordnete Menge von Tras-
sen modelliert. Die Struktur ist in der Abbildung 2.3 dargestellt. Jede Trasse hat
einen eindeutigen Bezeichner, einige weitere zusa¨tzliche Attribute wie Beschreibung
und Kommentar und besteht aus Konstruktionszu¨gen oder K-Zu¨gen. Jeder Kon-
struktionszug stellt einen Abschnitt der Trasse dar, in dem eine Zugfahrt von einem
Start- zu einem Zielort ohne Wenden oder A¨nderung der sonstigen Zugparameter
modelliert wird. Der Konstruktionszug besteht aus einer geordneten Liste von Fahr-
planelementen. In jedem Fahrplanelement wird eine Position in der Infrastruktur als
20
Fahrplan
- Bezeichner : string
Trasse
- Bezeichner : string
Konstruktionszug
+ Betriebsstelle : string
Fahrplanelement
+ Betriebsfahrweg : string
+ Ankunft : Date
+ Abfahrt : Date
...
+ Triebfahrzeuge: TFZ[]
+ Länge : int
+ Masse : int
+ Verkehrstage : Verkehrstage
...
Zugcharakteristik
1 1..*
1
1..* { ordered}
11 1 1..* {ordered}
- Typ: Verknüpfungstyp
Verknüpfung
1 0..*
2
Abbildung 2.3: Die Grundstruktur des Fahrplans im RUT-Datenmodell
eine Referenz auf eine Betriebsstelle1, der Fahrweg innerhalb dieser Betriebsstelle
und ggf. die Ankunfts- und Abfahrtszeit angegeben.
Die Trennung der Trasse in mehrere Konstruktionszu¨ge ist in vielen Fa¨llen durch
die Eigenschaften der zu modellierenden Zugfahrten erzwungen, etwa beim Wenden
eines Zuges oder bei der A¨nderung bestimmter Eigenschaften (siehe unten). Es ist
aber auch zula¨ssig, einen K-Zug in zwei K-Zu¨ge zu trennen, ohne dass dies von den
Zugeigenschaften her notwendig wa¨re. Solche ”willku¨rlichen“ Trennungen finden in
der Regel bei langlaufenden Zu¨gen statt, die durch Zusta¨ndigkeitsbereiche mehrerer
Fahrplankonstrukteure fahren. Die Trennung findet dann an der Grenze zwischen
den Bearbeitungsbereichen statt.
Als weiteres strukturell wichtiges Attribut entha¨lt die Trasse Informationen dar-
u¨ber, wie die einzelnen Konstruktionszu¨ge miteinander zu verknu¨pfen sind, um die
vollsta¨ndige Zugfahrt zu erhalten.
Fahrzeugdaten und Verkehrstage Jeder Konstruktionszug besitzt eine eigene Zug-
charakteristik, die die Zugzusammensetzung, die fahrdynamisch relevanten Parame-
ter der Fahrzeuge und die Verkehrstage entha¨lt. Diese Zugcharakteristik gilt fu¨r den
gesamten Lauf des Konstruktionszuges.
Zuggruppierung In dem RUT-Datenmodell sind keine Mo¨glichkeiten zur freien
Gruppierung von Zu¨gen vorgesehen.
2.5.2 RailML
RailML (Railway Markup Language) ist ein XML-Dialekt, der von der railML-
Initiative seit 2001 entwickelt wird [Die09] und zum Ziel hat, eine einheitliche Da-
tenschnittstelle fu¨r den Austausch von Infrastruktur-, Fahrplan- und Fahrzeugdaten
1Als Betriebsstelle wird ein kleinerer und eindeutig abgegrenzter Netzabschnitt bezeichnet, z. B.
Teil einer Strecke oder ein einzelner Bahnhof.
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bereitzustellen. Das Format ist erweiterbar, falls das angebotene Vokabular nicht
ausreicht. XML-KSS ist eine solche proprieta¨re DB-Erweiterung der RailML-1.0-
Fahrplanformats und wird als ein Serialisierungs- und U¨bertragungsformat fu¨r die
RUT-Konstruktionsdaten (siehe Abschnitt 2.5.1) verwendet [Vak06].
Fu¨r die Fahrplandaten liegt die Spezifikation als ein XML-Schema mit eingebette-
ter (wenn auch sehr spa¨rlicher) Dokumentation vor; aktuell ist die Version 1.1 vom
21.10.2007. Die Fahrplandaten lassen sich unabha¨ngig von den anderen RailML-
Datenformaten verwenden. Das Datenmodell von RailML wird nur implizit durch
das Datenformat definiert, la¨sst sich aber vergleichsweise leicht aus dem Schema
ablesen2.
Grundstruktur Die Wurzel des Datenmodells bildet das timetable-Element. Es
entha¨lt eine Liste von Zugfahrten. Diese werden mit dem train-Element modelliert.
Jede Zugfahrt besitzt neben einem eindeutigen lokalen Bezeichner und einer Viel-
zahl von optionalen skalaren Attributen wie Zugnummer, Beschreibung, Kommen-
tar und Verkehrsunternehmen eine geordnete Liste von Fahrplaneintra¨gen (time-
tableEntries/entry-Elemente). Jeder Fahrplaneintrag besitzt eine Referenz auf ei-
ne Position in der Infrastruktur; wie diese Referenz aufzulo¨sen ist, wird in RailML
nicht definiert und bleibt somit der Anwendung u¨berlassen. Zusa¨tzlich ko¨nnen in
jedem Fahrplaneintrag Ankunfts- und Abfahrtszeiten, Eintragstyp (z. B. ”Halt“ oder
”Durchfahrt“), das Streckengleis sowie weitere Attribute definiert werden. Alle At-
tribute bis auf die Positionsreferenz sind optional; in der Minimalausfu¨hrung muss
fu¨r einen Zug also lediglich sein Laufweg (die ra¨umliche Komponente des Fahrplans)
definiert sein.
Fahrzeugdaten Die Verbindung zu den Fahrzeugdaten erfolgt u¨ber die composi-
tion-Elemente. Diese enthalten die Informationen u¨ber Zugzusammensetzung (com-
position/formation) und/oder die Fahrdynamikdaten (composition/dynamic).
Die Elemente werden entweder direkt in den Fahrplaneintra¨gen platziert oder auf
der Fahrplanebene (in dem compositions-Unterelement des timetable-Elements)
definiert und von Fahrplaneintra¨gen mittels eines lokal eindeutigen Bezeichners re-
ferenziert. Dies kann von Nutzen sein, falls nur wenige unterschiedliche Zugzusam-
mensetzungen vorhanden sind und diese wiederverwendet werden sollen. In jedem
Fall ist die jeweilige Zugzusammensetzung an einen Fahrplaneintrag gebunden und
gilt entweder bis zum Ende der Zugfahrt oder bis eine neue Zugzusammensetzung in
einem der folgenden Fahrplaneintra¨ge definiert wird.
Verkehrstage Zur Beschreibung der Verkehrstage eines Zuges wird das Element
service verwendet, das eine sehr flexible Festlegung der Vorschriften erlaubt.
Das service-Element kann Bestandteil eines composition-Elements und damit
an den Fahrplaneintrag gebunden sein. Alternativ besteht die Mo¨glichkeit, die Ver-
2Zumindest ein mo¨gliches Datenmodell: RailML ist sehr freizu¨gig und bietet oft mehrere Wege,
den gleichen Sachverhalt in der vorgeschlagenen Syntax zu formulieren.
22
Timetable
- ID : string
Train
+ PositionID : string
+ Type : string
+ Arrival : Date
+ Departure : Date
TimetableEntry
+ Formation: Formation
+ Dynamic : DynamicData
...
Composition
1 1..*
1..* {ordered}
+ ValidFrom: Date
+ ValidUntil : Date
+ Service : ServiceData
Service
1
1
1..*
+ Name: string
...
Category
1
1
Abbildung 2.4: Die Grundstruktur des Fahrplans im RailML-Datenmodell (bei loka-
ler Definition der einzelnen Komponenten)
kehrstagemuster zentral zu definieren und diese als Attribut eines Zuges zu fu¨hren;
diese Verkehrstagedefinition gilt dann fu¨r den gesamten Zug.
Zuggruppierung Auf der Ebene des Fahrplans ko¨nnen beliebig viele Kategorien
definiert werden (Element timetable/categories). Die Kategorien werden in einer
einfachen Liste verwaltet, eine hierarchische Kategorisierung ist nicht vorgesehen.
Jeder Zug kann zu ho¨chstens einer Kategorie geho¨ren, deren eindeutiger Bezeichner
als ein Attribut des Zuges angegeben werden kann.
2.5.3 RailSys
RailSys [Sof] ist ein verbreitetes System zur synchronen Simulation des Eisenbahn-
betriebs. Zur Vorbereitung der Simulationen entha¨lt RailSys ein vollsta¨ndiges Fahr-
planbearbeitungs- und Visualisierungsmodul. Die Fahrplandaten werden im XML-
Format gespeichert und erlauben so einen Einblick in das – zumindest zur Datenspei-
cherung – verwendete Datenmodell. Zu dem Format existiert keine frei verfu¨gbare
Dokumentation, da der Hersteller das Format nach außen als ein internes Implemen-
tierungsdetail behandelt.
Das Format ist, bis auf geringe Unterschiede bei XML-Elementnamen, sehr a¨hnlich
zu dem von RailML. Das erkennbare Datenmodell stellt eine Art Mittelweg zwischen
den Herangehensweisen von RUT und RailML. Deswegen wird an dieser Stelle auf die
vollsta¨ndige Erla¨uterung verzichtet und lediglich auf die wesentlichen Unterschiede
zu RUT und RailML hingewiesen.
Der Fahrplan von RailSys ist entha¨lt direkt unterhalb der Wurzel den A¨quivalent
der Konstruktionszu¨ge in RUT mit den gleichen Laufwegsattributen. Jeder einzelne
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Timetable
- code : string
Train
+ PositionID : string
+ Type : string
+ Arrival : Date
+ Departure : Date
TimetableEntry
+ Formation: Formation
+ Dynamic : DynamicData
...
Composition
1 1..*
1..* {ordered}
+ ValidFrom: Date
+ ValidUntil : Date
+ Service : ServiceData
Service
1
1
1..*
+ Name: string
...
Category
1
Abbildung 2.5: Die Grundstruktur des Fahrplans im RailSys-Datenmodell
Teilzug beschreibt den Laufweggilt fu¨r einen bestimmten Streckenabschnitt. Dadurch
kann es vorkommen, dass ein mehrere Konstruktionszu¨ge mit der gleichen Nummer
in den gespeicherten Daten vorkommen; diese mu¨ssten ”vereinigt“ werden, um den
vollsta¨ndigen Zuglauf zu erhalten. Die Fahrzeugdaten sind u¨ber eine Referenz an
den Konstruktionszug gebunden. Die Gruppierung von Zugfahrten erfolgt a¨hnlich zu
RailML u¨ber eine Liste von Kategorien. Es ist jedoch mo¨glich, eine Gruppenhierar-
chie anzulegen, da RailSys das Zeichen / im Namen der Kategorie als ein Ebenen-
trennzeichen interpretiert. Diese Logik ist jedoch ausschließlich in der Anwendung
selbst implementiert.
2.5.4 Vergleich der Datenmodelle
Alle drei betrachteten Datenmodelle sind von der Grundstruktur her auffalend a¨hn-
lich. Die Abbildung 2.6 auf der na¨chsten Seite zeigt die strukturellen Unterschiede
der Modelle am Beispiel einer Zugfahrt, in deren Verlauf die Fahrzeugdaten sich
einmal a¨ndern.
Auf der obersten Ebene behandelt jedes Modell den Fahrplan als eine ungeord-
nete3 Menge von Zugfahrten. Auf der Ebene der einzelnen Zugfahrten unterschei-
det sich zwar die Umsetzung, die Grundidee bleibt aber auch hier die gleiche: Eine
vollsta¨ndige Zugfahrt, wie Sie vom Kunden wahrgenommen wird, entha¨lt selbst bis
auf den Bezeichner nur wenige Attribute. Alle wesentlichen Informationen, d. h. die
eingangs erwa¨hnten Verknu¨pfungen zwischen Fahrzeugdaten, Positions- und Zeitan-
gaben, sind in der Teilentita¨ten enthalten. Diese Zerlegung kann implizit wie bei
RailML geschehen, indem die letzte Angabe zu Fahrzeugdaten solange verwendet
3Oder
”
willku¨rlich“ geordnete.
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Fahrplan
Trasse  1
Trasse 2
K-Zug 1.1
Fahrzeug X
Verkehrstage
Element 1
Element 2
Element 3...
K-Zug 1.2
...
...
Fahrzeug Y
Verkehrstage
Element 4
Fahrplan
Zug 1
Zug 2
Element 1
Element 2
Element 3
...
...
Fahrzeug X
Verkehrstage
Element 4
Fahrzeug Y
Verkehrstage
Fahrplan
Zug 1
Fahrzeug X
Verkehrstage
Element 1
Element 2
Element 3...
Zug 1
Fahrzeug Y
Verkehrstage
Element 4...
Zug 2...
RUT RailML RailSys
Abbildung 2.6: Vergleich der Datenmodelle
wird, bis eine neue Angabe kommt. Sie kann aber auch in einer expliziten zusa¨tzli-
chen Ebene in der Datenstruktur wie bei RUT manifestiert sein (Konstruktionszu¨ge).
Soweit die Mo¨glichkeit besteht, die Zugfahrten frei zu gruppieren, wird dies bei allen
Modellen nicht durch die Datengrundstruktur, sondern u¨ber Hilfsstrukturen (Listen
von Gruppen und nachgeordnete Attribute von Zugfahrten, die auf Elemente dieser
Listen verweisen).
Unabha¨ngig von der konkreten Implementierung la¨sst sich diese Datenstruktur in
Form eines geordneten Baums der Tiefe 3 darstellen, wobei die Wurzel der gesamte
Fahrplan selbst ist.
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3 Versionskontrollsysteme
3.1 Aufgaben, Eigenschaften und Komponenten eines
Versionkontrollsystems
Ein Versionskontrollsystem (version control system, VCS ) ist ein Softwarewerkzeug,
das die Verfolgung und Auswertung der Entstehungsgeschichte eines Datensatzes in
einem Prozess unterstu¨zt.
Als Beispiel fu¨r ein Versionskontrollsystem kann das Online-Lexikon Wikipedia
dienen. Bei A¨nderung eines Artikels wird die alte Fassung des Artikels nicht u¨ber-
schrieben, sondern archiviert. Die jeweils neueste Fassung eines Artikels wird als
standardma¨ßige Anzeigeversion benutzt. Alle a¨lteren Versionen eines Artikels und
eine ausfu¨hrliche Versionsgeschichte mit Informationen daru¨ber, wer und wann die
jeweiligen Versionen erstellt hat, sind ebenfalls einsehbar. Verschiedene Versionen
lassen sich paarweise miteinander vergleichen. Diese Versionierung ist nach eigenen
Angaben das wichtigste Mittel von Wikipedia bei der Qualita¨tssicherung [Wik09].
In diesem Abschnitt wird ein U¨berblick u¨ber die Aufgaben und Eigenschaften
der Versionskontrollsysteme sowie die Begriffe dazu gegeben. Als Orientierung dient
dabei die U¨berblicksarbeit von Conradi und Westfechtel [CW98].
3.1.1 Versionen und versionierte Objekte
Zentral fu¨r die Beschreibung der Versionskontrollsysteme sind die Begriffe der Ver-
sion, des versionierten Objekts (versioned item) und des Deltas. Ein versioniertes
Objekt ist ein Teil des Datensatzes, dessen Evolution verfolgt wird; umgekehrt stellt
die Gesamtheit aller versionierten Objekte den Datensatz aus der Sicht des Versions-
kontrollsystems dar. Eine Version repra¨sentiert einen Zustand eines oder mehrerer
versionierten Objekte. Dieser Zustand wird durch die Menge der relevanten (versio-
nierten) Eigenschaften des jeweiligen Objekts charakterisiert (die Versionscharakte-
risierung wird im Abschnitt 3.1.2 auf der na¨chsten Seite ausfu¨hrlicher behandelt).
Die Gesamtheit der Versionen eines Objekts spiegelt die Evolution dieses Objekts
wider.
Die Beziehungen zwischen einzelnen Versionen eines Objekts werden vom Ziel der
Versionierung bestimmt:
• Ersetzt eine Version des Objekts eine andere Version aus der Sicht des Benut-
zers vollsta¨ndig, so handelt es sich um eine Revision. Diese Art von Versionie-
rung dient dazu, die Evolution eines Objekts u¨ber die Zeit aufzuzeichnen und
zu archivieren.
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• Falls mehrere Versionen eines Objekts parallel existieren und gepflegt werden
sollen, spricht man von Varianten (variants oder branches).
• Die Versionierung kann eingesetzt werden, um die parallele Bearbeitung eines
Objekts durch verschiedene Benutzer zu unterstu¨tzen. Dazu wird fu¨r jeden
Benutzer eine Arbeitskopie mit den versionierten Objekten eingerichtet. Die
verschiedenen Aspekte der Kommunikation in Versionskontrollsystemen sind
in dem Abschnitt 3.1.5 auf Seite 31 erla¨utert.
Die Versionen ko¨nnen neben einem eindeutigen Bezeichner (version identifier) und
der Referenz auf die versionierten Objekte auch weitere Attribute besitzen. In ga¨n-
gigen Versionskontrollsystemen geho¨ren der Erstellzeitpunkt, der Autor (bzw. sein
Benutzername) und ein optionaler Textkommentar dazu.
3.1.2 Deltas und Art der Versionscharakterisierung
Der Unterschied zwischen zwei Versionen wird als Delta bezeichnet. Ein Delta kann
auf zwei Arten dargestellt werden:
• als Menge der jeweils unterschiedlichen Werte der versionierten Eigenschaften
(symmetrisches Delta), oder
• als Sequenz von Bearbeitungsoperationen, die bei der Anwendung auf eine
Referenzversion die Zielversion erzeugen (gerichtetes Delta oder edit script).
Die Richtung dieser Sequenz kann umgekehrt werden, um aus der Zielversion
die Referenzversion zu rekonstruieren. Die Voraussetzung dazu ist, dass jede
Operation in der Bearbeitungssequenz umkehrbar ist.
Jedes Tripel aus zwei Versionen und dem dazugeho¨rigen Delta ist so bereits durch
beliebige zwei dieser Objekte eindeutig bestimmt. Dadurch besteht bei dem Entwurf
eines Versionskontrollsystems ein Freiheitsgrad: Wird eine neue Version erstellt, so
kann das System entweder den neuen Zustand direkt oder nur die A¨nderung gegen-
u¨ber einer Referenzversion aufzeichnen. Im ersten Fall spricht man von zustandsba-
sierter (state-based), im zweiten Fall von a¨nderungsbasierter (change-based) Versi-
onscharakterisierung [CW98].
Die Wahl der Art der Versionscharakterisierung in einem konkreten Versionskon-
trollsystem beeinflusst die Laufzeit- und Speicherplatzkomplexita¨t dieses Systems in
Bezug auf ein konkretes Benutzungsprofil. Ist der Umfang des Deltas von Version
zu Version in der Regel klein, kann die a¨nderungsbasierte Charakterisierung zu be-
tra¨chtlichen Speicherplatzeinsparungen fu¨hren. Liegen jedoch die Gro¨ßen der Deltas
in der Gro¨ßenordnung der Objekte, gibt es kaum Datenmengenersparnis1. Weiterhin
bestimmt die genutzte Funktionalita¨t des VCS aus Benutzersicht die Vorteile und
Nachteile der Versionscharakterisierung im konkreten Fall: werden von Benutzern
1Je nach Speicherformat kann das Delta sogar gro¨ßer sein als die vollsta¨ndige neue Version.
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hauptsa¨chlich alte Versionen angefordert, bietet sich die zustandsbasierte Charakte-
risierung an; erfordert der Prozess regelma¨ßig die Feststellung und Visualisiserung
des Unterschieds zwischen zwei nachfolgenden Revisionen, ist die a¨nderungsbasierte
Herangehensweise vorteilhaft.
Unabha¨ngig davon kann die Wahl der Versionscharakterisierung auch von dem Ge-
scha¨ftsprozess, in den das Versionskontrollsystem eingebunden ist, beeinflusst wer-
den. Die a¨nderungsbasierte Charakterisierung la¨sst sich beispielsweise direkt an das
Konzept der A¨nderungsantra¨ge abbilden, wie sie beispielsweise in der Softwarewar-
tung verwendet werden [LL07, Fei91]. Das hat fu¨r die Benutzer den Vorteil, dass sie
die A¨nderungsantra¨ge nicht mehr von Hand oder mit externen Werkzeugen mit den
Versionen korrelieren mu¨ssen, sondern eine fachgerechte Entsprechung in ihrem Ver-
sionskontrollsystem haben. Beim Softwaretest hingegen besitzt die konkrete Version
des Pru¨flings (d. h. ein bestimmter Zustand) mehr Relevanz als die A¨nderungen, die
zu diesem Zustand gefu¨hrt haben. Bei der anschließenden Suche nach der Ursache
eines nicht bestandenen Testfalls ist wiederum die Versionsgeschichte relevant.
3.1.3 Granularität
Sowohl fu¨r die versionierten Objekte als auch fu¨r die Deltas gibt ein Versionskon-
trollsystem eine Granularita¨t vor [CW98]. Die Objektgranularita¨t gibt an, welche
Teile des Gesamtdatensatzes unabha¨ngig voneinander versioniert werden. Die Delta-
Granularita¨t bestimmt, auf welcher Ebene die Unterschiede zwischen zwei Versionen
eines versionierten Objekts festgestellt werden. Diese beiden Granularita¨tsarten sind
unabha¨ngig voneinander.
Beispielsweise benutzen die meisten in der Softwaretechnik verwendeten Versi-
onskontrollsysteme Dateisystemobjekte (Dateien und Verzeichnisse) als versionierte
Objekte. Fu¨r die Bestimmung von Deltas werden aber die einzelnen Zeilen einer
Textdatei betrachtet. Die verwendete Objektgranularita¨t und die Deltagranularita¨t
stehen so im engen Zusammenhang mit dem Modell der versionierten Daten aus der
Sicht des Versionskontrollsystems.
Insbesondere spielt die verwendete Deltagranularita¨t eine entscheidende Rolle bei
der Wahl des Algorithmus zur Unterschiedsfeststellung und der Effektivita¨t und Effi-
zienz von Zusammenfu¨hrungsvorga¨ngen. Entsprechende Algorithmen fu¨r reinen Text
und beliebige Byte-Folgen geho¨ren seit langer Zeit zum Stand der Technik; fu¨r an-
ders strukturierte Daten (wie z. B. geordnete Ba¨ume) sind die Mo¨glichkeiten in den
verfu¨gbaren VCS noch nicht ausgescho¨pft. Der Abschnitt 3.3 auf Seite 44 widmet
sich den Ansa¨tzen fu¨r die Unterschiedsfeststellung und Zusammenfu¨hrung im Detail.
3.1.4 Transaktionseigenschaften in Versionskontrollsystemen
Die Versionen, die in einem Versionskontrollsystem verwaltet werden, ko¨nnen als
Transaktionen aufgefasst werden. Dadurch ko¨nnen die bekannten ACID-Eigenschaften
[TvS08] fu¨r eine Version definiert werden:
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Atomarität (atomicity) Jede Version sollte in sich abgeschlossen sein, d. h. die durch
die Version repra¨sentierte A¨nderung sollte immer vollsta¨ndig repra¨sentiert wer-
den.
Konsistenz (consistency) Jede Version sollte in sich und in Bezug auf den restlichen
Satz korrekt (fu¨r eine bestimmte Definition der Korrektheit) sein.
Isolation (isolation) Jede Version sollte erst dann nach außen sichtbar werden, wenn
sie vollsta¨ndig erstellt ist.
Persistenz (durability) Jede Version sollte, sobald sie vollsta¨ndig erstellt wurde, per-
sistent und unvera¨nderbar gespeichert werden.
Diese Definitionen ko¨nnen einerseits fu¨r die internen Datenstrukturen des Versi-
onskontrollsystems (d. h. die versionierten Objekte) gelten. So garantiert Subversion
beispielsweise die Atomarita¨t, Isolation und Persistenz bei der Versionserstellung
[CSFP09]; a¨ltere Systeme wie CVS garantieren lediglich die Persistenz2.
Andererseits ko¨nnen die Transaktionseigenschaften auch auf die Ebene des fachli-
chen Datenmodells und des u¨bergeordneten Prozesses, in dem die Versionskontrol-
le verwendet wird, u¨bertragen werden. Die Transaktionseigenschaften werden dann
nicht fu¨r Versionen (im Sinne von Objekten im Datenmodell eines VCS) definiert,
sondern fu¨r A¨nderungen, die durch die Versionen repra¨sentiert werden. Bezogen auf
die Quellcodeverwaltung bei der Softwareentwicklung lassen sich die Eigenschaften
beispielsweise wie folgt definieren (die Beispiele stammen aus den Versionsverwal-
tungsrichtlinien des NetBSD-Projekts [Net09]):
Atomarität Jede A¨nderung, die durch eine Version repra¨sentiert wird, sollte in sich
abgeschlossen sein und keine Auswirkungen auf die nicht vera¨nderten Teil der
Software haben (”Each commit should be a separate patch/fix/addition“).
Konsistenz Jede A¨nderung sollte zu einem konsistenten Zustand fu¨hren. Diese For-
derung findet ihren Ausdruck in Commit-Richtlinien der Softwareprojekte, die
vorschreiben ko¨nnen, dass der Code in jeder Version fehlerfrei kompiliert wer-
den kann (”Commit only code you have tested“).
Isolation Jede A¨nderung, die durch eine Version repra¨sentiert wird, sollte erst dann
fu¨r den Rest des Systems sichtbar werden, wenn sie abgeschlossen (und, je nach
Prozess, gepru¨ft) ist (”Group commits together that are part of the same fix“,
”The more intrusive your changes are, the higher is the level of required prior
approval“).
Fu¨r die Persistenz existiert keine gesonderte fachliche Entsprechung; wenn die Ver-
sionen persistent sind, sind auch die dadurch repra¨sentierten A¨nderungen persistent.
Bei der Konsistenz ist hier die Einschra¨nkung ”korrekt fu¨r irgeindeine Definition von
2CVS garantiert zwar Atomarita¨t und Konsistenz, allerdings fu¨r einzelne Dateien und nicht fu¨r
vollsta¨ndige Versionen.
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Korrektheit“ wesentlich spu¨rbarer als bei den Versionen: ein Programm, dass die
u¨bersetzen la¨sst, garantiert noch keine allgemeine Korrektheit des Programms (die
im Allgemeinen nur mit sehr hohem Aufwand nachweisbar ist).
3.1.5 Speicherung der Versionsgeschichte und Kommunikation
Alle Versionen der versionierten Objekte mu¨ssen vom Versionskontrollsystem persis-
tent gespeichert werden, um spa¨ter abgerufen werden zu ko¨nnen. Aus Benutzersicht
ist das zum Speichern verwendete Format kaum von Bedeutung. Die Schnittstelle
des Versionskontrollsystems kapselt den internen Datenspeicher vollsta¨ndig. Das in-
terne Datenlayout hat fu¨r den Benutzer allenfalls Auswirkungen auf die Laufzeit-
und Speicherkomplexita¨t (vgl. Abschnitt 3.1.2 auf Seite 28).
In erster Linie aber ist fu¨r den Benutzer die Prozedur der U¨bergabe der neuen
Versionen an das Versionskontrollsystem (und damit letzlich an den Datenspeicher)
interessant. Die mo¨glichen Interaktionsmodelle sind im Bericht von Feiler [Fei91]
ausfu¨hrlich erla¨utert; an dieser Stelle erfolgt nur eine kurze Darstellung der heute
verbreiteten Checkin-Checkout- und Long-Transaction-Modelle. Die Abbildungen 3.1
und 3.2 skizzieren die Interaktionen in den jeweiligen Modellen am Beispiel eines ein-
fachen Szenarios mit paralleler Bearbeitung eines Datensatzes durch zwei Benutzer.
3.1.5.1 Checkin-Checkout-Modell
Bei dem Checkout-Checkin-Modell erfolgt eine konzeptuelle Trennung zwischen dem
Datenspeicher (repository) und der Arbeitskopie (working copy). Der Datenspeicher
ha¨lt die gesamte Versionsgeschichte vor. Die Arbeitskopie wird auf Anforderung
durch das Kopieren einer bestimmten Version erzeugt (checkout) (siehe Abb. 3.1(a))
und kann durch den Benutzer vera¨ndert werden. Der Benutzer nimmt A¨nderungen an
der Arbeitskopie vor (Abb. 3.1(b), Version 3*) und u¨bergibt diese A¨nderungen an den
Datenspeicher des VCS (checkin). Bei diesem Vorgang wird im Datenspeicher eine
neue Version erstellt (Version 4 in der Abb. 3.1(c)). Hat ein anderer Benutzer in der
Zwischenzeit A¨nderungen an seiner Arbeitskopie vorgenommen (Version 3+ in der
Abb. 3.1(b)), muss er zuna¨chst die aktuellste Version aus dem Datenspeicher durch
einen weiteren Checkout-Vorgang empfangen und die A¨nderungen zusammenfu¨hren
(Abb. 3.1(d)). Erst dann ko¨nnen die A¨nderungen an den Datenspeicher u¨bergeben
werden (Abb. 3.1(e)).
Das Checkin-Checkout-Modell fand ab 1972 mit Source Code Control System
(SCCS, [Roc75]) und seinen Nachfolgern eine große Verbreitung. In den ersten Sys-
temen wurde vorausgesetzt, dass der Datenspeicher und die Arbeitskopie sich auf
lokalen Dateisystemen befinden. Spa¨tere Systeme wie CVS und Subversion wur-
den als verteiltes System ausgelegt, sodass die Datenu¨bertragung in Checkin- und
Checkout-Phasen auch u¨ber ein Netzwerk stattfinden kann. Diese Systeme folgen
einer Client/Server-Architektur, wobei der Datenspeicher die Serverrolle annimmt
und die Benutzer u¨ber eine Client-Software mit dem Datenspeicher kommunizieren.
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Abbildung 3.1: Das Checkin-Checkout-Modell
3.1.5.2 Long-Transaction-Modell
Beim Long-Transaction-Modell gibt es keine grundsa¨tzliche Trennung zwischen dem
Datenspeicher und der Arbeitskopie. Stattdessen erha¨lt jeder Benutzer des VCS ein
Workspace. In jedem Workspace ist sowohl der Datenspeicher (Feiler benutzt in
[Fei91] den Begriff [set of ] preserved configurations statt repository) als auch die
aktuelle Arbeitskopie (working configuration) enthalten. Ein weiterer Bestandteil
dieses Modells ist eine Strategie fu¨r Transaktionsmanagement (concurrency control
scheme). Feiler nennt hier unter anderem optimistisches und pessimistisches Sperren
(locking) von ganzen Workspaces oder deren Teilen. Eine weitere, sperrenfreie, Stra-
tegie erlaubt unbeschra¨nkte gleichzeitige A¨nderungen in verschiedenen Workspaces,
die spa¨ter explizit zusammengefu¨hrt werden ko¨nnen. Fu¨r das folgende Beispiel, dem
das beim Checkin-Checkout-Modell beschriebene Szenario zu Grunde liegt, wird die
sperrenfreie Strategie verwendet.
Die Abbildung 3.2(a) auf der na¨chsten Seite zeigt zwei Workspaces. Zur besseren
U¨bersichtlichkeit sind nur die Datenspeicher angezeigt; die Arbeitskopien entsprechen
der jeweils neuesten Version im Datenspeicher. Die Kommunikation zwischen der
Arbeitskopie und dem Datenspeicher erfolgt genauso wie beim Checkin-Checkout-
Modell. Die A¨nderungen werden zuna¨chst bei jedem Benutzer lokal gespeichert (Ver-
sionen A4 und B4 in der Abbildung 3.2(b)). Die Synchronisation zwischen mehreren
Benutzern erfolgt auf der Ebene der Datenspeicher. Dabei werden die neu hinzuge-
fu¨gten Versionen zwischen den Workspaces u¨bertragen. In der Abb. 3.2(c) wird so
die Version B4 aus dem Workspace B in das Workspace A u¨bertragen. Die Versionen
A4 und B4 sind jeweils Varianten in Bezug aufeinander und jeweils Revisionen der
Version 3 (vgl. Abschnitt 3.1.1 auf Seite 27).
Im Workspace A besteht dann die Mo¨glichkeit, die A¨nderungen aus A4 und B4
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zusammenzufu¨hren; dadurch entsteht eine neue Version 5 (Abb. 3.2(d)). In der Abbil-
dung 3.2(e) wird er Zustand nach der U¨bertragung der Versionen aus dem Workspace
A in den Workspace B gezeigt.
Dieses Modell wird in den dezentralen Versionskontrollsystemen wie Mercurial,
git und BitKeeper verwendet. Im Abschnitt 3.2 auf der na¨chsten Seite werden die
dezentralen Systeme ausfu¨hrlich behandelt.
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Abbildung 3.2: Das Long-Transaction-Modell
3.1.6 Einbindung in die Umgebung
Ein Versionskontrollsystem kann entweder als eigensta¨ndige Anwendung oder einge-
bettet in eine u¨bergeordnete Anwendung ausgefu¨hrt sein. Wenn explizit von einem
”Versionskontrollsystem“ gesprochen wird, sind meist die eigensta¨ndigen Anwendun-
gen gemeint. Diese benutzen in aller Regel Dateisystemobjekte als versionierte Ob-
jekte und mu¨ssen von dem Benutzer unabha¨ngig von seiner eigentlichen Ta¨tigkeit
bedient werden. Beispiele fu¨r eigensta¨ndige VCS sind Subversion, Perforce und zahl-
reiche weitere Produkte. Diese Art der Versionierung kann man auch ohne spezielle
Werkzeuge betreiben, etwa durch regelma¨ßiges Anlegen von Sicherungskopien in ei-
ner Ordnerstruktur im Dateisystem mit einer entsprechenden Namenskonvention.
Die eingebettete Variante stellt die Versionskontrolle innerhalb einer Anwendung
und im Rahmen des von dieser Anwendung unterstu¨tzten Prozesses bereit. Die Vor-
aussetzung dafu¨r ist, dass dieser Prozess die Versionskontrolle von vornherein vor-
sieht. Da das fachliche Datenmodell durch die Anwendung fest vorgegeben ist, be-
steht die Mo¨glichkeit, die versionierten Objekte, die Granularita¨ten und die Benut-
zerschnittstelle auf die bearbeiteten Daten und die Prozessanforderungen genauer
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abzustimmen als bei den generischen eigensta¨ndigen Systemen. Beispiele fu¨r sol-
che integrierten Systeme sind die Versionskontrollunterstu¨tzung in dem UML-Editor
Enterprise Architect und die am Anfang als Beispiel erwa¨hnten Wikis. Im ersten
Fall muss der Benutzer immer noch bewusst die Versionskontrolle einrichten und
ansteuern. Lediglich die versionierten Objekte und Deltas sind auf der Ebene des
UML-Metamodells statt auf Dateiebene angesiedelt. Der Nutzer einer Wiki-Software
wird dagegen kaum explizit darauf hingewiesen, dass er ein Versionskontrollsystem
benutzt; die bereitgestellte Funktionalita¨t steht aber einem eigensta¨ndigen VCS in
nichts nach (siehe z. B. [Med09]).
3.2 Dezentrale Versionskontrollsysteme
In diesem Abschnitt werden die dezentralen Versionskontrollsysteme na¨her betrach-
tet, indem ihre charakteristischen Unterschiede zu zentralisierten Systemen – insbe-
sondere in Bezug auf die Einsatzmo¨glichkeiten in u¨bergeordneten Prozessen – dar-
gestellt werden.
3.2.1 Begriffe und Abgrenzung
Der Begriff ”dezentrales Versionskontrollsystem“ wird in der Literatur in dieser Form
kaum verwendet. Die meisten englischsprachigen Arbeiten benutzen den Begriff dis-
tributed version control system; die wenigen deutschen Quellen u¨bersetzen die Be-
zeichnung distributed als ”verteilt“. Dieser Begriff steht jedoch im Konflikt mit dem
a¨lteren und viel allgemeineren Begriff ”verteiltes System“ (distributed system) im Sin-
ne eines Systems, das auf mehrere unabha¨ngige Rechner verteilt ist, die gemeinsam
eine Funktion erfu¨llen und dem Benutzer als ein zusammenha¨ngendes System erschei-
nen [TvS08]. Um die Verwirrung vollsta¨ndig zu machen, sind die meisten modernen
Versionskontrollsysteme (zentralisierte wie dezentrale) als ein verteiltes System im
Sinne der allgemeinen Definition ausgefu¨hrt.
Im Folgenden wird der Begriff verteilt in seiner allgemeinen Definition verwendet;
der Gegensatz zu verteilt ist lokal, d. h. auf einen Rechner begrenzt.
Die Bezeichnung dezentral wird im Folgenden nur fu¨r Versionskontrollsysteme ver-
wendet, die das Long-Transaction-Modell mit vollsta¨ndig unabha¨ngigen Workspaces
verwenden (siehe Abschnitt 3.1.5 auf Seite 31). Das Gegenteil zu dezentral ist zentra-
lisiert. Ein zentralisiertes Versionskontrollsystem ist ein VCS, das das reine Checkin-
Checkout-Modell mit einem zentralen Datenspeicher fu¨r alle Benutzer verwendet.
Die ”Zentralisierung“ bezieht sich hier auf die Speicherung der Versionsgeschichte.
Die na¨chste englische Entsprechung des Begriffs ”dezentral“, wie er in dieser Arbeit
verwendet wird, ist ”peer-to-peer“ [Che04].
Die Charakteristika ”zentral vs. dezentralisiert“ und ”verteilt vs. lokal“ sind voll-
sta¨ndig unabha¨ngig voneinander, sodass insgesamt vier Kombinationen dieser Merk-
male mo¨glich sind. Im Folgenden werden nur die verteilten Systeme betrachtet, sodass
der Vergleich stets zwischen den ”verteilten dezentralen“ und ”verteilten zentralisier-
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ten“ Versionskontrollsystem stattfindet. Dies ist keine unzula¨ssige Beschra¨nkung: die
lokalen Systeme ko¨nnen als ein Sonderfall der verteilten angesehen werden.
Beispiele fu¨r konkrete Implementierungen (verteilter) zentralisierter Systeme sind
Subversion [CSFP09] und Perforce [Per09], fu¨r dezentrale Systeme git [Git] und
Mercurial [Mer].
Der wesentliche Unterschied zwischen zentralisierten und dezentralen Versionskon-
trollsystemen besteht somit im verwendeten Kommunikationsmodell.
3.2.2 Verfügbarkeit der Versionsgeschichte
Wie im Abschnitt 3.1.5.1 beschrieben, ha¨lt in zentralisierten Systemen ein Datenspei-
cher als einzige Instanz im gesamten System die aufgezeichnete Versionsgeschichte
des Datensatzes fu¨r alle Benutzer vor. Dieser zentrale Speicher muss von jedem Be-
nutzer fu¨r die Erstellung neuer oder den Abruf alter Versionen kontaktiert und dafu¨r
fu¨r alle Benutzer zugreifbar eingerichtet werden.
In dezentralen Systemen dagegen ist die Versionsgeschichte fu¨r jeden Benutzer
lokal verfu¨gbar, der ein Workspace besitzt. Die jeweiligen Kopien der Versionsge-
schichte sind aus der Perspektive des Gesamtsystems im Allgemeinen nicht zu jedem
Zeitpunkt vollsta¨ndig. Jedes Workspace entha¨lt jedoch mindestens alle Versionen,
die der aktuellen Arbeitsversion des jeweiligen Benutzers zuvorgekommen sind. Je-
de neue Version, die ein Benutzer in seinem Workspace erstellt, ist zuna¨chst nur in
diesem Workspace vorhanden und sichtbar. Die Workspaces verschiedener Benut-
zer ko¨nnen zu einem spa¨teren Zeitpunkt durch die U¨bertragung jeweils fehlender
Versionen synchronisiert werden.
Im Gegensatz dazu ist in zentralisierten Systemen jede neue Version, die ein Be-
nutzer erstellt, sofort fu¨r die anderen Benutzer im gesamten System sichtbar. Diese
Tatsache hat erhebliche Auswirkungen auf die Arbeitsweise der Benutzer, will man
die Transaktionseigenschaften fu¨r neue Versionen auf der fachlichen Ebene erhalten
(siehe Abschnitt 3.1.4 auf Seite 29).
Bei kleineren A¨nderungen ko¨nnen die fachlichen ACID-Transaktionsregeln in zen-
tralisierten wie in dezentralen Systemen garantiert werden. Ist die A¨nderung je-
doch gro¨ßer und wird sie u¨ber einen la¨ngeren Zeitraum durchgefu¨hrt (beispielsweise
ein grundlegendes Redesign einer Kernkomponente in einem Softwaresystem), so er-
scheint es sinnvoll, die Zwischenversionen, die bei der Durchfu¨hrung einer solchen
A¨nderung entstehen, ebenfalls in dem Versionskontrollsystem zu verwalten. Bei ei-
nem zentralen System, in dem jede Version fu¨r alle Anwender sichtbar wird, verletzen
diese Zwischenversionen aber die Transaktionsregeln, insbesondere die der Konsis-
tenz der Versionen und der Isolation zwischen Benutzern.
Die ga¨ngige Lo¨sung in zentralen Systemen ist die Einfu¨hrung von Zweigen (bran-
ches), die isolierte Versionierungsstra¨nge von bestimmten Teilen des Datensatzes
darstellen und spa¨ter mit einem anderen Versionierungsstrang (etwa dem Hauptent-
wicklungszweig) zusammengefu¨hrt werden ko¨nnen. Jeder Zweig besitzt einen eindeu-
tigen Bezeichner; da die Zweige wie der Rest des Datenbestands zentral verwaltet
werden, liegen die Bezeichner der Zweige in einem globalen Namensraum, den sich al-
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le Benutzer teilen mu¨ssen. Das kann ab einer bestimmten Zahl von Zweigen und/oder
Benutzern zu Problemen bei der Namensvergabe fu¨hren.
In dezentralen Systemen hat jeder Benutzer durch die vollsta¨ndige Versionsge-
schichte im Workspace die Mo¨glichkeit, ein ”eigenes“ Versionskontrollsystem zu be-
treiben. Insbesondere ko¨nnen beliebig viele Zwischenversionen erstellt werden, bevor
die A¨nderung an andere Benutzer u¨bertragen wird. Die A¨nderungen ko¨nnen solange
zuru¨ckgehalten werden, bis die festgelegten Konsistenzanforderungen erfu¨llt sind.
3.2.3 Verfügbarkeit und Performanz im verteilten System
In einem verteilten Versionskontrollsystem, hat die lokale Verfu¨gbarkeit der Versi-
onsgeschichte weitere Vorteile. So sind zentralisierte Systeme sehr anfa¨llig gegenu¨ber
der Partitionierung: Alle Teile des Systems, die etwa durch einen Netzwerkausfall
von dem zentralen Server getrennt sind, sind in ihrem Funktionsumfang stark einge-
schra¨nkt, da keine neuen Versionen erstellt werden ko¨nnen und die Versionsgeschich-
te nicht verfu¨gbar ist. Der zentrale Datenspeicher selbst stellt einen Single Point of
Failure dar, dessen Ausfall das gesamte Versionskontrollsystem lahmlegt.
In dezentralen Systemen ko¨nnen die Benutzer in jeder Systempartition unabha¨n-
gig voneinander weiterarbeiten, wie sie es im normalen Arbeitsablauf bei dezentralen
Systemen auch tun3. Die Auswirkungen des Ausfalls eines einzelnen Workspaces sind
ebenfalls weniger gravierend, da das System grundsa¨tzlich funktionsfa¨hig bleibt. Die
Verfu¨gbarkeit des dezentralen Systems ist somit insgesamt ho¨her als die eines zen-
tralisierten. Die Verfu¨gbarkeit einer konkreten Version kann jedoch nicht garantiert
werden, da diese sich unter Umsta¨nden in einem unerreichbaren oder ausgefalle-
nen Workspace befindet. Diesem Problem kann durch ha¨ufige Synchronisierung der
Workspaces begegnet werden; der ha¨ufige Abgleich geho¨rt ohnehin zu den empfohle-
nen Vorgehensweise bei allen Versionskontrollsystemen. Wenn etwa die Benutzer ihre
Workspaces untereinander einmal am Tag synchronisieren, kann davon ausgegangen
werden, dass zu jedem Zeitpunkt alle Versionen bei allen Benutzern vorhanden sind,
die a¨lter als 2 Tage sind. Die ha¨ufige Synchronisierung ist zudem gerade bei de-
zentralen Systemen fu¨r die Benutzer einfacher durchzufu¨hren, da kein Merge-Zwang
vorhanden ist (siehe dazu Abschnitt 3.2.4.3 auf Seite 41).
Auch unter der (unrealistischen) Annahme, dass das Netzwerk und alle beteiligten
Systeme immer verfu¨gbar sind, hat die lokale Verfu¨gbarkeit der Versionsgeschichte
den Vorteil der geringeren Latenz. Liegt das Workspace des Benutzers auf der lo-
kalen Festplatte, so liegt die mittlere Zugriffszeit (etwa 10 ms) etwa eine bis zwei
Gro¨ßenordnungen unter der Zeit, die zum Aufbau einer TCP-Verbindung mit dem
zentralen Server u¨ber ein lokales oder ein Weitverkehrsnetz notwendig ist. Auch die
Bandbreite lokaler Datentra¨ger ist in aller Regel bedeutend ho¨her.
Unabha¨ngig von der Geschwindigkeitsparametern konzentriert sich bei zentralen
System die Netzwerk- und Rechenlast fu¨r Operationen, die den Zugriff auf die Ver-
3Streng genommen ist die Partitionierung in dezentralen Systemen sogar der Regelfall: abgesehen
von den Synchronisierungsphasen stellt jeder einzelne Workspace eine eigene Partition dar.
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sionsgeschichte beno¨tigen, auf dem Server und seiner Netzwerkanbindung, die ent-
sprechend ausgelegt und gewartet werden mu¨ssen.
Aus diesen Gru¨nden ist beispielsweise ist der Abruf der Versionsgeschichte fu¨r
ein versioniertes Objekt in vielen zentralisierten Versionskontrollsysteme zweistufig
gestaltet. Der Benutzer fordert zuna¨chst die Liste der Versionen an, die fu¨r ein ver-
sioniertes Objekt vorhanden sind. Mo¨chte der Benutzer zwei Versionen vergleichen,
muss er diese auswa¨hlen und ausdru¨cklich den Unterschied anfordern. Daraufhin
mu¨ssen diese Versionen u¨bertragen werden. Die Unterschiedsfeststellung zwischen
zwei beliebigen Versionen ist aber eine vergleichsweise teure Operation. Um die Re-
chenlast nicht auf dem Server zu konzentrieren, werden bei manchen Systeme voll-
sta¨ndige Versionssta¨nde der Objekte u¨bertragen und die Unterschiedfeststellung wird
auf dem Client durchgefu¨hrt. Dies fu¨hrt jedoch zu einer ho¨heren Netzwerkbelastung.
Ein solches Verfahren kann selbst in lokalen Netzwerken zu Antwortzeiten im Bereich
von mehreren Sekunden fu¨hren. In komplexen und geographisch verteilten Netzwer-
ken mit mehreren aktiven Netzwerkkomponenten wie Routern und Firewalls, wie sie
regelma¨ßig in Unternehmen vorkommen, ko¨nnen allein die Latenzen fu¨r den Verbin-
dungsaufbau mehrere Hundert Millisekunden betragen. Der beschriebene Vorgang
muss zudem fu¨r jedes Versionspaar neu durchgefu¨hrt werden.
In einem dezentralen System hingegen ist der Zugriff auf die Versionsgeschichte
lediglich durch die Zugriffszeit und den Durchsatz der lokalen Festplatte beschra¨nkt;
der Netzwerkoverhead fa¨llt weg. So kann jede Version in der Regel in wenigen Milli-
sekunden abgerufen und angezeigt werden. Eine solche Verbesserung der Antwortzeit
fu¨hrt zu ho¨herer Produktivita¨t der Benutzer und dem versta¨rkten bzw. ”angstfreien“
Benutzung der entsprechenden Features, wie zahlreiche Studien aus dem Bereich der
Mensch-Maschine-Interaktion belegen. Die optimalen Antwortzeiten liegen demnach
bei etwa 150-400 ms [Shn84, MH02, CCC05].
Weiterhin sind bei lokaler Verfu¨gbarkeit der Versionsgeschichte Anwendungen rea-
lisierbar, die sehr ha¨ufig auf die Versionsgeschichte zugreifen, ohne Zugriff auf die
internen Datenstrukturen des Versionskontrollsystems zu beno¨tigen. Eine solche ist
unter dem Namen bisect bekannt [O’S09, Kap. 9]. Der Zweck von bisect ist, den
Zeitpunkt einzugrenzen, zu dem ein Fehler in ein Softwaresystem eingebracht wur-
de. Dazu beno¨tigt man einen Testfall, der das Vorhandensein des gesuchten Fehlers
feststellen kann. Bisect fu¨hrt dann automatisch eine Suche in der zeitlich geordne-
ten Folge der Revisionen durch, indem es den Testfall fu¨r mehrere Revisionen aus
der Revisionsgeschichte ausfu¨hrt und so die Revision eingrenzt, in der der Fehler
(im Sinne des Testfalls) zuerst auftrat. Als Suchalgorithmus wird die bina¨re Suche
verwendet (daher auch der name bisect). Die Zahl der Versionen, die ausgewertet
werden mu¨ssen, ist somit in O(log2 n), wobei n die Gesamtzahl der Versionen ist.
Bei umfangreichen Projekten – die entsprechend komplex und unu¨berschaubar sind
und in denen sich der Einsatz von bisect erst lohnt – kann die Gesamtzahl der Revisio-
nen einige Zehntausend betragen. Da bisect zudem nicht die aufeinander folgenden,
sondern mehr oder weniger weit auseinanderliegende Versionen anfordert, mu¨ssen
selbst bei der U¨bertragung von Unterschieden relativ große Datenmengen u¨ber das
Netzwerk u¨bertragen werden.
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In einem zentralisierten System wu¨rde die Anforderung und U¨bertragung vieler
Revisionen u¨ber das Netzwerk die Laufzeit von bisect so negativ beeinflussen. Au-
ßerdem wa¨re der Server stark beansprucht, da die Revisionsanforderungen beim Lauf
von bisect in kurzen Zeitabsta¨nden auftreten. In dezentralen Systemen stellt der Ein-
satz von bisect kein Performanzproblem dar, da die Revisionen immer von der lokalen
Festplatte mit entsprechend geringer Latenz und hoher Geschwindigkeit gelesen wer-
den ko¨nnen und der Vorgang keine zentralen und von mehreren Benutzern geteilten
Ressourcen belastet.
3.2.4 Kommunikation zwischen den Benutzern
3.2.4.1 Richtung des Datenabgleichs
Der Datenaustausch in allen Versionskontrollsystemen dient grundsa¨tzlich dem Ab-
gleich der A¨nderungen (die durch Versionen repra¨sentiert sind) zwischen den unter-
schiedlichen Komponenten eines Systems, d. h. zwischen Arbeitskopie und Daten-
speicher in zentralisierten und zwischen Workspaces in dezentralen Systemen. Dabei
lassen sich je nach initiierender Seite zwei Richtungen unterscheiden:
push Die Seite, die eine A¨nderung verursacht hat, initiiert die Datenu¨bertragung.
pull Die Seite, die die neue A¨nderung empfa¨ngt, initiiert die Datenu¨bertragung.
In zentralen Systemen (Checkin-Checkout-Modell) erfolgt der Abgleich von der
lokalen Arbeitskopie des Benutzers zum Datenspeicher hin immer durch eine pu-
sh-Operation, und in umgekehrter Richtung immer durch eine pull -Operation. Das
gleiche gilt auch im Long-Transaction-Modell beim Abgleich zwischen der Arbeits-
version (working configuration) und der lokalen Versionsgeschichte (preserved confi-
gurations) innerhalb des aktuellen Workspaces. Eine andere Vorgehensweise ist auch
kaum vorstellbar: Ein Versionskontrollsystem als Softwarewerkzeug kann nicht er-
kennen, wann eine neue Version ”fertig“ ist und von sich aus den Datenabgleich
initiieren.
Die dezentralen Systeme besitzen einen weiteren Kommunikationskanal: den Ab-
gleich zwischen Workspaces. Auch dieser muss selbstversta¨ndlich von einem der Be-
nutzer initiiert werden; hier ist jedoch nicht vom Kommunikationsmodell von vorn-
herein festgelegt, welche Seite der Datentransfer initiiert. Die Entscheidung zwischen
pull - und push-Operation obliegt den Besitzern der jeweiligen Workspaces und kann
zwischen den Beteiligten frei vereinbart werden.
Die Mo¨glichkeit des bidirektionalen Datenaustauschs zwischen Workspaces ist be-
sonders von dem Standpunkt der Datensicherheit interessant. Eine push-Operation
setzt eine Berechtigung des A¨nderungsurhebers voraus, im entfernten Zielworkspace
(oder dem zentralen Datenspeicher) Daten zu vera¨ndern. Die Voraussetzung fu¨r eine
solche Berechtigung ist wiederum ein vergleichsweise hohes Vertrauen des Betrei-
bers des Zielsystems gegenu¨ber dem A¨nderungsautor (zu Vertrauensmodellen siehe
z. B. [YKB93]). Bei einer pull -Operation hingegen initiiert das Zielsystem bzw. des-
sen Betreiber die U¨bertragung. Dabei wird auf dem entfernten Quellsystem lediglich
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eine Leseberechtigung beno¨tigt, die ein geringeres Maß an Vertrauen erfordert, zumal
der A¨nderungsautor in der Regel ein Interesse daran hat, seine A¨nderung zum Ziel-
system u¨bertragen. Wird ein A¨nderungsu¨bertragungsprozess zwischen verschiedenen
Benutzern ausschließlich u¨ber pull -Operationen organisiert, beno¨tigt jeder Teilneh-
mer nur eine Schreibberechtigung auf seinem eigenen System, wovon ohne Weiteres
ausgegangen werden kann. Mit anderen Worten: Ein hohes Vertrauen zu sich selbst
ist bereits ausreichend, um die Synchronisierungsvorga¨nge zu ermo¨glichen.
3.2.4.2 Referenzworkspaces
Der Gestaltungsspielraum bei der Datenu¨bertragung erlaubt eine flexible Anpassung
des Versionenabgleichs je nach den Bedu¨rfnissen des Prozesses, in dem die Versi-
onskontrolle eingesetzt wird. Bisher wurde davon ausgegangen, dass jeder Benutzer
mit jedem anderen die Workspaces abgleichen muss. Da die Anzahl der notwendig
Synchronisationsvorga¨nge dann quadratisch mit der Benutzerzahl ansteigen wu¨rde,
wa¨re ein solches Verfahren mit einen nennenswerten Anzahl von Benutzern nicht
mehr praktikabel.
Die Lo¨sung fu¨r dieses Problem ist die Einfu¨hrung von Referenzworkspaces, d. h.
Workspaces, in die A¨nderungen von mehreren Benutzern u¨bertragen werden. Die-
se Workspaces ko¨nnen – a¨hnlich dem Datenspeicher in zentralisierten Systemen –
mit Schreibzugriff fu¨r die daran beteiligten Benutzer eingerichtet werden. Der Un-
terschied zwischen dem zentralen Datenspeicher und einem Referenzworkspace be-
steht darin, dass die Mo¨glichkeit des Datenaustauschs mit anderen Workspaces nicht
ausgeschlossen wird. Das Referenzworkspace ist ein gewo¨hnliches Workspace, das
lediglich als Referenz deklariert wird. Im Hinblick auf der oben erwa¨hnten Vertrau-
ensbegriff la¨sst sich ein Referenzworkspace fu¨r eine bestimmte Benutzergruppe als
ein Workspace definieren, zu dem jeder Benutzer in der Gruppe das gleiche Vertrauen
hat wie zu den anderen Gruppenmitgliedern. Dadurch kann das Referenzworkspace
als ein gemeinsamer Synchronisationspunkt fu¨r alle Gruppenmitglieder dienen. Ein
zentraler Datenspeicher hingegen erfordert das Vertrauen aller Benutzer des Versi-
onskontrollsystems und nicht nur einer bestimmten Gruppe.
Die Referenzworkspaces lassen sich in einer hierarchischen Struktur organisieren,
die etwa der Struktur des Unternehmens entspricht. Durch ein bestimmtes Schema
der Synchronisationsbeziehungen zwischen Workspaces la¨sst sich das Versionskon-
trollsystem an die jeweiligen Prozesse anpassen.
Die Abbildung 3.3 auf der na¨chsten Seite zeigt eine Beispielstruktur mit mo¨gli-
chen Datenaustauschpfaden zwischen Workspaces. Die grauen Rechtecke stellen die
Grenzen der Organisationseinheiten in einem Unternehmen dar, die Kreise symbo-
lisieren einzelne Workspaces. Die Benutzer des Teams A2 in dieser Abbildung ko¨n-
nen sowohl push- als auch pull -Operationen zur Synchronisation ihrer Workspaces
und dem Team-Workspace verwenden. Der Datenaustausch mit dem benachbarten
Team A1 kann jedoch nur u¨ber pull -Operationen erfolgen. Ebenso initiieren die u¨ber-
geordneten Workspaces der Abteilungen die U¨bertragung der neuen Versionen aus
den Teams selbst und haben beispielsweise dort die Gelegenheit, diese zu pru¨fen, be-
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vor die A¨nderungen an das ho¨chste Workspace in der Hierarchie freigegeben werden.
Die tatsa¨chliche Datenu¨bertragung nach dieser Freigabe erfolgt wiederum durch eine
pull -Operation.
Abbildung 3.3: Beispiel fu¨r Beziehungen zwischen Workspaces
Der Transfermodus fu¨r jede in der Abbildung 3.3 dargestellte Beziehung kann zwi-
schen den beiden jeweils beteiligten Parteien (z. B. Teams A1 und A2, Team A2 und
Abteilung A usw.) vereinbart werden, ohne den Rest des Gesamtsystems zu beein-
flussen. Dazu geho¨ren auch die eventuell notwendige Authentifizierung und Autori-
sierung der Benutzer. In einem zentralisierten System mu¨sste der Zugang fu¨r jeden
einzelnen beteiligten Benutzer ebenfalls zentral eingerichtet und verwaltet werden4.
Auch wenn die Referenzworkspaces eine Art Zentralisierung in das dezentrale Sys-
tem einfu¨hren, werden viele Nachteile der vollsta¨ndig zentralisierten Systeme vermie-
den. Die Zentralisierung wird nicht von dem System diktiert, sondern nur so weit
durchgefu¨hrt, wie es fu¨r den Prozess und die notwendige Kommunikation zwischen
den Benutzern sinnvoll ist. Das Vorhandensein eines Referenzworkspaces schließt die
u¨brigen Austauschwege zwischen den Benutzern nicht aus, sondern ist lediglich ei-
ne Vereinbarung u¨ber den pra¨ferierten Datenaustauschweg. In der Abbildung 3.3 ist
das bei den einzelnen Benutzer des Teams A2 zu sehen: sie besitzen jeweils mehrere
4Eine zentrale Authentifizierung ist in den meisten Unternehmensnetzwerken ohnehin vorhanden;
die Autorisierung (Zugriffsrechte auf der Ebene der versionierten Objekte) muss jedoch spezifisch
fu¨r das Versionskontrollsystem eingerichtet werden.
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Workspaces und tauschen die Versionen direkt untereinander aus. Dies kann etwa
bei einer umfassenden A¨nderung, an der die Benutzer gemeinsam arbeiten, sinnvoll
sein (siehe auch Abschnitt 3.2.2 auf Seite 35).
Auch ein Ausfall eines Referenzworkspaces hat nur begrenzte Auswirkungen. Ist
beispielsweise das in der Abbildung 3.3 dargestellte unternehmensweite Referenz-
workspace nicht verfu¨gbar, ko¨nnen die Abteilungen A und B zuna¨chst keine Ver-
sionen austauschen. Die Mitarbeiter dieser Abteilungen ko¨nnen aber wie gewohnt
weiterarbeiten und neue Versionen erstellen, die dann synchronisiert werden ko¨nnen,
wenn die Funktionsfa¨higkeit der Hauptreferenzworkspaces wiederhergestellt ist. Ist
eine Synchronisation zwischen Abteilungen aus fachlichen Gru¨nden unbedingt wa¨h-
rend der Ausfallzeit des Referenzworkspaces notwendig, ko¨nnen die Abteilungen ihre
Versionen auch direkt austauschen (z. B. im Rahmen eines kontrollierten Notfallpro-
zesses) und die Versionen spa¨ter in das Referenzworkspace u¨bertragen.
3.2.4.3 Zusammenführung von Änderungen
Erstellen zwei Benutzer auf Basis einer bestimmten Version gleichzeitig eigene neue
Versionen, mu¨ssen die A¨nderung der beiden Benutzer zusammengefu¨hrt werden. Man
spricht dann auch von einer merge-Operation. Diese Operation kann in vielen Fa¨llen
automatisch ausgefu¨hrt werden; falls die Benutzer jedoch jeweils denselben Teil eines
versionierten Objekts (im Sinne der Delta-Granularita¨t) gea¨ndert haben, entstehen
Konflikte, die manuell zusammengefu¨hrt werden mu¨ssen (die Zusammenfu¨hrungsal-
gorithmen werden im Abschnitt 3.3.2 auf Seite 51 ausfu¨hrlicher behandelt).
Diese Operation ist aufwendig und fehlertra¨chtig. Der Benutzer, der die Zusam-
menfu¨hrung durchfu¨hrt, muss nicht nur seine eigenen A¨nderungen an dem versio-
nierten Objekt beurteilen, sondern auch die eines anderen Benutzers, die in einem
anderen Kontext entstanden sind. Auch der Zeitpunkt der Zusammenfu¨hrung sollte
mo¨glichst frei wa¨hlbar sein, um die Flexibilita¨t bei diesem Vorgang zu bewahren. Im
Folgenden wird zuna¨chst die Organisation der Zusammenfu¨hrung in zentralisierten
Systemen genauer dargestellt, um dann die wesentlichen Unterschiede bei dezentralen
Systemen zu erla¨utern.
Abbildung 3.4 auf der na¨chsten Seite zeigt einen Merge-Vorgang in einem zentra-
lisierten System. Die Zusta¨ndigkeit fu¨r die Zusammenfu¨hrung liegt bei dem darge-
stellten zeitlichen Ablauf immer bei dem Benutzer 2. Er muss die A¨nderungen der
neu erstellten Version x + 1 mit seinen A¨nderungen zusammenfu¨hren und dann die
neue Version x + 2 erstellen. Ha¨tte Benutzer 2 seine Version zuerst erstellt, la¨ge die
Merge-Zusta¨ndigkeit beim Benutzer 1. Durch die (durchaus erwu¨nschte) Persistenz
der Versionen ist es nicht ohne weiteres mo¨glich, die Zusta¨ndigkeit zu u¨bertragen,
sobald eine der Versionen erstellt wurde5. Es liegt ein kritischer Wettlauf (race con-
dition) zwischen Benutzer 1 und Benutzer 2 vor.
Dieser Wettlauf kann bei mehreren Benutzern in einer ungu¨nstigen Situation noch
weiter eskalieren. Die Abbildung 3.5 auf Seite 43 stellt einen unwahrscheinlichen,
5Es sei denn, Benutzer 1 hat direkten Zugriff auf die Arbeitsumgebung von Benutzer 2, wovon aber
nicht ausgegangen werden kann.
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aber mo¨glichen Fall mit vier Benutzern dar, in dem es einem Benutzer B4 erst beim
vierten Versuch (nach drei Zusammenfu¨hrungen) gelingt, seine A¨nderungen an den
Datenspeicher zu u¨bertragen und eine neue Version zu erstellen.
Der Zeitpunkt fu¨r die Zusammenfu¨hrung ist ebenfalls fest vorgegeben. Die A¨nde-
rungen mu¨ssen spa¨testens vor dem Erstellen der neuen Version des Benutzers u¨ber-
tragen werden, der fu¨r die Zusammenfu¨hrung zusta¨ndig ist.
Abbildung 3.4: Zusammenfu¨hrungsvorgang in einem zentralisierten System
In dezentralen Systemen besteht mehr Freiheit bei der Bestimmung des Zeitpunkts
und des Orts der Zusammenfu¨hrung konkurrierender A¨nderungen. Wie bereits bei
der Erla¨uterung des Long-Transaction-Modells in der Abbildung 3.2 auf Seite 33
gezeigt, ko¨nnen in einem Workspace mehrere Varianten nebeneinander existieren
und verwaltet werden. Das Workspace, bei dem die A¨nderungen zusammengefu¨hrt
werden mu¨ssen, kann zwischen den Benutzern wie jedes andere ausgetauscht und
gepru¨ft werden. Die Benutzer, die die konkurrierenden A¨nderungen verursacht haben,
ko¨nnen die Zusammenfu¨hrung selbst durchfu¨hren oder an einen anderen Benutzer
delegieren, etwa eine u¨bergeordnete Instanz, die sich mit solchen Fa¨llen bescha¨ftigt.
3.2.5 Identifikation von Versionen
Wie im Abschnitt 3.1.1 auf Seite 27 bereits erwa¨hnt, beno¨tigt jede Version einen in
Bezug auf die Instanz des Versionskontrollsystems eindeutigen Bezeichner. In zentra-
len Systemen ist die Vergabe eines solchen Bezeichners unproblematisch, da es nur
einen zentralen U¨bergabepunkt fu¨r Versionen gibt und alle Versionen zeitlich nach-
einander geordnet abgespeichert werden. In einem solchen Fall kann fu¨r die Versionen
eine einfache aufsteigende Nummerierung verwendet werden.
In dezentralen Systemen ist dies nicht mo¨glich, da jedes Workspace eine eigene
lokale Ordnung von Versionen besitzt. Wie im letzten Abschnitt erla¨utert, ist die
Mo¨glichkeit der Koexistenz zweier parallel erstellten Versionen, die auf einer gemein-
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Abbildung 3.5: Wettlauf-Ha¨ufung bei 4 Benutzern
samen Version basieren, nicht nur mo¨glich, sondern ausdru¨cklich erwu¨nscht. Bei ei-
ner einfachen aufsteigenden Nummerierung ha¨tten aber solche Versionen die gleiche
Nummer (vgl. Abb. 3.2(c) auf Seite 33), was die geforderte Eindeutigkeitseigenschaft
des Bezeichners verletzen wu¨rde.
Daher werden die Bezeichner nicht nach der lokaler zeitlichen Ordnung, sondern
aufgrund des Inhalts der Version, der Systemzeit und anderer Metainformationen, die
bei der Erstellung der Version zur Verfu¨gung stehen, erzeugt. Die ga¨ngigen Systeme
benutzen dazu eine kryptographische Hash-Funktion wie SHA-1, deren Eingabe eine
Verkettung der oben erwa¨hnten Informationen ist. Der so erzeugte Hashwert wird als
Bezeichner verwendet. Der Hashwert kann daneben zur U¨berpru¨fung der Integrita¨t
bei der Informationsu¨bertragung verwendet werden: Stimmt der Versionsbezeichner
nicht mit einem nach der U¨betragung unabha¨ngig berechneten Hashwert der Version
u¨berein, kann der Benutzer oder die Software von einer (mutwilligen oder zufa¨lligen)
Verfa¨lschung der Informationen ausgehen und entsprechend darauf reagieren.
Der Nachteil dieser Methode ist jedoch, dass die Bezeichner nicht mehr die zeit-
liche Ordnung der Versionen repra¨sentieren und auch keine sonst rekonstruierbaren
Informationen u¨ber die Version und die Beziehung zu anderen Versionen tragen. Au-
ßerdem sind sie im Vergleich zu den aufsteigenden numerischen Bezeichner eher lang
und schlecht merkbar (SHA-1 etwa erzeugt eine 160-Bit-Zahl, die u¨blicherweise mit
40 hexadezimalen Ziffern dargestellt wird). Die aktuellen Implementierungen der de-
zentralen VCS begegnen diesem Problem, indem Sie dem Benutzer erlauben, eigene
zusa¨tzliche Bezeichner fu¨r Versionen zu vergeben (tags) und in jedem Workspace den
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Versionen lokal eindeutige aufsteigende numerische Bezeichner (”Versionsnummern“)
vergeben. Diese Versionsnummern sind jedoch im Allgemeinen nur innerhalb eines
einzelnen Workspace gu¨ltig.
3.3 Unterschiedserkennung und Zusammenführung von
strukturierten Daten
Die Aufgabe der Unterschiedsfeststellung zwischen zwei Versionen eines versionierten
Objekts wurde bisher nur kurz angesprochen und sonst als gelo¨st vorausgesetzt,
als die anderen Eigenschaften der Versionskontrollsysteme diskutiert wurden. Dieser
Abschnitt bescha¨ftigt sich mit der Unterschiedsfeststellung und Zusammenfu¨hrung
von Versionen mit besonderem Fokus auf hierarchisch strukturierte Daten (d. h.
Daten, die sich durch geordnete Ba¨ume repra¨sentieren lassen).
Zuna¨chst wird auf die Algorithmen zur Unterschiedsfeststellung auf sequentiellen
und hierarchischen Daten eingegangen (Abschnitt 3.3.1), bevor im Abschnitt 3.3.2
das eng verwandte Problem der Zusammenfu¨hrung mehrerer verainten betrachtet
wird.
3.3.1 Unterschiedsfeststellung
Wie im Abschnitt 3.1.2 auf Seite 28 beschrieben, ist das Ziel der Unterschiedsfeststel-
lung, ein gerichtetes oder ungerichtetes Delta zwischen zwei Versionen zu ermitteln.
Die Delta-Granularita¨t (siehe Abschnitt 3.1.3 auf Seite 29) legt die Struktur der
Daten aus der Sicht des Unterschiedsfeststellungsalgorithmus fest. Die Objektgranu-
larita¨t spielt hier keine Rolle; es wird im Folgenden angenommen, dass die Unter-
schiede fu¨r zwei Versionen desselben versionierten Objekts ermittelt werden mu¨ssen.
Als Eingabe fu¨r die Unterschiedsfeststellung liegen also immer zwei Versionen eines
Objekts vor; die Ausgabe ist ein Delta.
Die meisten in der Literatur beschriebenen Algorithmen lassen sich bezu¨glich der
verwendeten Granularita¨t grob in drei Klassen einteilen:
• Algorithmen fu¨r beliebige Byte-Folgen (binary diff): diese Algorithmen igno-
rieren die interne Struktur des Objekts, unterstu¨tzen keine Zusammenfu¨hrung
und dienen vor allem dazu, Speicherplatz- und/oder Bandbreite bei der Spei-
cherung bzw. U¨bertragung von Objekten zu sparen. Ein bekannter Vertreter
dieser Klasse ist der rsync-Algorithmus von Tridgell [Tri99], das im gleichna-
migen Synchronisationswerkzeug verwendet wird.
• Algorithmen fu¨r sequentiell strukturierte Daten: das Objekt wird fu¨r die Un-
terschiedsfeststellung als eine Folge von gleichartigen Teilen ohne Hierarchie
modelliert. Die meistverbreiteten Algorithmen basieren auf der Berechnung der
la¨ngsten gemeinsamen Subsequenz zweier Sequenzen und stammen von Hunt
und McIllroy [HM76] und Myers [Mye86]. Ihre Verbreitung verdanken sie dem
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freien Programm diff und seinen Varianten, die zum Vergleich von Textdateien
dienen; die Dateien werden dabei als eine Folge von Zeilen betrachtet.
• Algorithmen fu¨r hierarchisch strukturierte Daten: die Algorithmen dieser Klas-
se betrachten die zu vergleichenden Daten als (geordnete) Ba¨ume. Die An-
zahl der potentiellen Anwendungen fu¨r solche Algorithmen ist sehr groß, da
viele fachliche Datenmodelle (und Serialisierungsformate von Datenmodellen)
sich ohne Informationsverlust als Ba¨ume darstellen lassen. Entsprechend groß
ist die Anzahl der Vero¨ffentlichungen zu diesem Thema. Die publizierten Ar-
beiten wenden sich speziell der Unterschiedserkennung in XML-Dokumenten
([WDC03], [Lin04]), Programmquellcode auf Syntaxebene [Wes91] und Softwa-
remodellen ([MCPW08], [SG08], [Ko¨08]) zu. Andere Arbeiten, etwa von Cha-
wathe et al. [CRGMW96] und Tai [Tai79] bescha¨ftigen sich mit den allgemeinen
geordneten Ba¨umen ohne Festlegung auf eine genauere Datenstruktur.
Der Vielzahl der Vero¨ffentlichungen auf diesem Gebiet steht jedoch leider nur
eine kleine Zahl der Implementierungen gegenu¨ber, sieht man von akademi-
schen experimentellen Systemen ab, sodass noch nicht so viele Erfahrungen im
industriellen Einsatz dieser Algorithmen vorliegen wie bei der Unterschieds-
feststellung in reinen Textdokumenten bzw. sequentiellen Daten. Die meis-
ten auf dem freien Markt verfu¨gbaren Implementierungen arbeiten auf XML-
Dokumenten (beispielsweise das auf der Arbeit von Lindholm [Lin04] basieren-
de 3dm [TDM] oder das kommerzielle DeltaXML [Del]).
3.3.1.1 Byte-Folgen: der rsync-Algorithmus
Als Beispiel fu¨r die binary diff -Algorithmen wird der rsync-Algorithmus [Tri99] be-
trachtet. Dieser wurde zur Steigerung der Effizienz bei der Synchronisierung von
großen, aber sich nur wenig a¨ndernden Datenmengen u¨ber Netzwerkverbindungen
mit niedriger Bandbreite und hoher Latenz entwickelt. Der Algorithmus erha¨lt als
Eingabe zwei Dateien. Im Folgenden wird die a¨ltere Datei A und die neuere Datei
B genannt; außerdem wird angenommen, dass B sich auf der sendenden Seite der
U¨bertragung befindet und A auf der empfangenden Seite.
Die Datei B wird nun in Blo¨cke mit der gleicher Gro¨ße n eingeteilt. Fu¨r jeden
Block Bi,i+n werden zwei Signaturen Ri und Hi, die wesentlich kleiner als die Block-
gro¨ße sind, berechnet und an den Empfa¨nger gesendet. Die Signaturfunktionen R
und H unterscheiden sich dabei in ihren Eigenschaften: R muss sehr effizient berech-
net werden ko¨nnen, auch auf Kosten der Kollisionswahrscheinlichkeit6; H dagegen
muss eine sehr niedrige Kollisionswahrscheinlichkeit aufweisen, darf aber teurer in
der Berechnung sein.
Der Empfa¨nger sucht nun in der Datei A nach Blo¨cken Ax,x+n, deren Signatu-
ren mit den empfangenen Signaturen u¨bereinstimmen. Dazu wird die Signatur Rx
fu¨r jeden Byte-Offset x in der Datei A berechnet, d. h. es werden ungefa¨hr so viele
6In diesem Kontext bedeutet eine Kollision, dass zwei unterschiedliche Blo¨cke die gleiche Signatur
haben.
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Signaturen berechnet, wie die Datei A Bytes hat. Da die Signatur R sehr effizient
berechnet werden kann, ist dies in akzeptabler Zeit mo¨glich. Fu¨r alle Blo¨cke, de-
ren R-Signaturen u¨bereinstimmen, wird nun die teurere, aber genauere Signatur H
berechnet. Stimmen fu¨r zwei Blo¨cke beide Signaturen u¨berein, wird der Block als
unvera¨ndert angenommen. Die so bestimmten Grenzen x der gleichen Blo¨cke wer-
den vom Empfa¨nger an den Sender u¨bertragen. Der Sender u¨bertra¨gt daraufhin die
Bytes, die außerhalb dieser Grenzen liegen. Sind die Unterschiede zwischen den Da-
teien klein, muss also nur ein Teil der Daten u¨ber die langsame Netzwerkverbindung
u¨bertragen werden.
3.3.1.2 Sequentielle Daten: LCS-basierte Algorithmen
Die Unterschiedsfeststellung von sequentiellen Daten wird in den meisten Fa¨llen –
auch in den oben genannten Algorithmen – durch die Lo¨sung des La¨ngste-Gemeinsame-
Subsequenz-Problems bewerkstelligt.
Das La¨ngste-Gemeinsame-Subsequenz-Problem (Longest Common Subsequence
Problem, LCS Problem) wurde von Hirschberg [Hir77] untersucht und ist wie folgt
definiert:
• Seien A = a1a2 . . . am und B = b1b2 . . . bn (mit m ≤ n ohne Beschra¨nkung der
Allgemeinheit) Folgen von Symbolen aus einem endlichen Alphabet.
• Eine Folge C = c1c2 . . . cp ist eine Subsequenz der Folge X = x1x2 . . . xq genau
dann, wenn eine Abbildung F : {1, 2, . . . , p} → {1, 2, . . . , q} mit folgenden
Eigenschaften existiert:
1. F (i) = k impliziert, dass ci = xk, und
2. F ist streng monoton steigend, d. h. falls F (i) = u, F (j) = v und es gilt
i < j, dann gilt auch u < v.
• Eine Folge C ist eine gemeinsame Subsequenz von Folgen A und B genau dann,
wenn C sowohl eine Subsequenz in Bezug auf A als auch in Bezug auf B ist.
• Es ist fu¨r A und B die la¨ngste gemeinsame Subsequenz LCS zu finden, die die
maximale La¨nge unter allen gemeinsamen Subsequenzen von A und B hat.
Die Algorithmen zur Bestimmung der la¨ngsten gemeinsamen Subsequenz sind so-
wohl bei Hirschberg als auch – mit Laufzeitverbesserungen – in den oben zitierten
Arbeiten [Mye86, HM76] zu finden.
Die Abbildung 3.6(a) auf der na¨chsten Seite zeigt ein Beispiel fu¨r zwei Sequenzen
ALICE und VALERIE mit den jeweiligen Indizes; die LCS dieser beiden Sequenzen is
ALIE. Die Zuordnung F kann in der Abbildung 3.6(b) auf der na¨chsten Seite, in der
die Sequenzen an ihrer LCS ausgerichtet sind, an den Indizes abgelesen werden. In
diesem Fall lautet die Zuordnung:
((0→ 0), (1→ 2), (2→ 3), (3→ 6), (5→ 7), (8→ 8)).
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Die Grenzpaare (0 → 0) und (8 → 8) wurden ku¨nstlich hinzugefu¨gt, um die
Ableitung des Deltas zu erleichtern (siehe unten).
(a) (b) (c)
Abbildung 3.6: Zwei Sequenzen, deren LCS und das daraus erzeugte und schrittweise
angewendete Delta
Mit Hilfe dieser Zuordnung kann nun das gerichtete Delta (edit script) berechnet
werden. Das Delta ist eine Folge von Operationen, die dazu notwendig sind, um die
Folge A in Folge B zu u¨berfu¨hren. Fu¨r die LCS-basierten Algorithmen werden zwei
Operationen ins(e1e2 . . . ek, i) und del(i, j) definiert, die das Einfu¨gen der Element-
folge e1e2 . . . ek an der Position i bzw. das Lo¨schen der Elemente an den Positionen i
bis einschließlich j in der Sequenz anzeigen. Die Paare der Zuordnung F werden zur
Erzeugung des Deltas sequentiell durchlaufen; bei jedem Schritt werden jeweils zwei
aufeinander folgende Paare (i→ u) und (j → v) betrachtet:
• gilt j − i < v− u, so muss eine ins(bu . . . bv−1, i)-Operation an das Delta ange-
ha¨ngt werden (Paare (0→ 0) und (1→ 2) im Beispiel)
• gilt j − i = v− u, so muss keine Operation ausgegeben werden (Paare (1→ 2)
und (2→ 3))
• gilt j−i > v−u, so muss eine del(i+1, j−1)-Operation an das Delta angeha¨ngt
werden (Paare (3→ 6) und (6→ 7))
Dabei ist zu beachten, dass die Indizes der ersten Sequenz an die bereits erfolgte
Anzahl der Einfu¨gungen und Lo¨schungen angepasst werden mu¨ssen, um ein korrektes
Delta zu erhalten. Das fu¨r das Beispiel erzeugte Delta ist in der Abbildung 3.6(c)
unten gezeigt, zusammen mit den jeweiligen Zwischenschritten bei der Anwendung
der einzelnen Operationen auf die erste Sequenz.
3.3.1.3 Hierarchische Daten: Algorithmus von Chawathe et al.
Als Stellvertreter der Algorithmen zur Unterschiedsfeststellung auf strukturierten
Ba¨umen wird in diesem Abschnitt der Algorithmus von Chawathe et al. [CRGMW96]
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vorgestellt. Diese Wahl erscheint gegenu¨ber anderen Algorithmen dieser Klasse aus
mehreren Gru¨nden sinnvoll (die einzelnen Aspekte werden im Laufe des Abschnitts
genauer erla¨utert):
• Der Algorithmus ist fu¨r beliebige geordnete Ba¨ume entwickelt und beschrieben
und nicht fu¨r eine spezielle Auspra¨gung der Daten wie etwa XML-Dokumente
oder UML-Modelle.
• Der Algorithmus erfordert keine eindeutigen Bezeichner fu¨r jeden Knoten eines
Baums (auch wenn er von dem Vorhandensein solcher Bezeichner profitieren
kann).
• Der Algorithmus unterstu¨tzt das Verschieben von Knoten innerhalb des Baums
als eine eigensta¨ndige Operation bei der Erstellung der Deltas.
Der beschriebene Algorithmus erzeugt aus zwei geordneten Ba¨umen T1 und T2 ein
gerichtetes Delta. Die Eingaben, die Ausgabe und der Ablauf werden im Folgenden
genauer beschrieben.
Eingaben Der Algorithmus nimmt als Eingabe zwei geordnete Ba¨ume T1 und T2 an.
Die Knoten der Ba¨ume haben zwei Attribute: einen innerhalb des jeweiligen Baums
eindeutigen Bezeichner (im Folgenden kurz ID) und einen optionalen Wert (siehe
Abb. 3.7). Die IDs sind aus der Sicht des Algorithmus unvera¨nderbar, die Werte
jedoch nicht. Jeder Knoten kann beliebig viele Kinder besitzen und die Reihenfol-
ge der Kinder ist signifikant. Die Operationen zum Zugriff auf den Elternknoten
und die Kindknoten werden fu¨r jeden Knoten vorausgesetzt (mit anderen Worten,
die Eltern-Kind-Assoziation ist beidseitig navigierbar). Der Ausdruck parent(a) be-
zeichnet dabei den Elternknoten des Knotens a. Fu¨r die eventuell vorhandenen Werte
von Knoten muss eine A¨quivalenzrelation definiert sein.
Abbildung 3.7: Das Datenmodell des Chawathe-Algorithmus
Die IDs fu¨r die Knoten ko¨nnen bereits von vornherein im Datensatz vorhanden
sein, mu¨ssen es aber nicht. Fu¨r die Knoten, die von sich aus keine ID besitzen, wird
vor Beginn der Unterschiedsfeststellung ein ku¨nstlicher Bezeichner vergeben; die ein-
zige Bedingung, die die Bezeichner erfu¨llen mu¨ssen, ist die Eindeutigkeit innerhalb
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des jeweiligen Baums. Die ID wird zur Addressierung des Knotens bei den festge-
stellten Unterschieden im Baum verwendet.
Um die Knoten von T1 und T2 miteinander zu korrelieren, wird – wie bei anderen
Algorithmen zu Unterschiedsfeststellung auf Ba¨umen – eine externe Abbildung M
benutzt (in der Literatur tree matching [CRGMW96] oder mapping [Tai79] genannt).
Diese Abbildung ist der dritte Eingabeparameter des Algorithmus. Sie ordnet jedem
Knoten von T1 maximal einen Knoten von T2 zu, und umgekehrt. Sind bereits im
zu vergleichenden Datensatz eindeutige Knotenbezeichner vorhanden, ist diese Ab-
bildung trivial zu erstellen. Andernfalls kann sie modellspezifisch basierend auf den
Werten der Knoten, der Position im Baum oder sonstigen Informationen erstellt
werden. Chawathe et al. stellen in ihrer Arbeit beispielsweise einen heuristischen
Zuordnungsalgorithmus fu¨r strukturierte Textdokumente vor.
Der Einfluss der Zuordnung M wird beispielhaft in der Abbildung 3.8 gezeigt.
In den Bildern sind jeweils zwei Ba¨ume dargestellt; die Zuordnungen zwischen den
Knoten werden durch gestrichelten Linien kenntlich gemacht. In der Abbildung 3.8(a)
wurde die Zuordnung auf Basis von Knotenbezeichnern durchgefu¨hrt. Abb. 3.8(b)
zeigt die gleichen Ba¨ume mit dem Unterschied, dass die Bla¨tter keine Bezeichner
mehr besitzen. Die Zuordnung wurde daher auf Basis der Werte der Knoten und
ihrer Position durchgefu¨hrt. Das gezeigte Ergebnis entspricht der Zuordnung nach
der Regel ”Der Knoten mit dem kleinsten Index, dessen Wert die gleichen Zeichen in
beliebiger Reihenfolge entha¨lt“. Da die Zuordnung anders ist, wu¨rde das berechnete
Delta ebenfalls anders ausfallen.
(a) ID-basierte Zuordnung (b) Eine inhaltsbasierte Zuordnung
Abbildung 3.8: Unterschiedliche Zuordnungsalgorithmen
Im Folgenden wird in Anlehnung an die Originalbeschreibung die Notation (a, b) ∈
M fu¨r zwei Knoten a (aus T1) und b (aus T2) verwendet, die einander zugeordnet
sind. a wird dann Partner von b genannt, und umgekehrt.
Ausgabe Als Ausgabe wird, a¨hnlich wie die LCS-basierten Algorithmen ein ge-
richtetes Delta erzeugt. Dieses Delta ist eine Folge von Operationen, die nach ihrer
Anwendung auf den Baum T1 einen zu T2 a¨quivalenten Baum erzeugen. Folgende
Operationen sind definiert:
insert(node, parent, position) Fu¨gt den Knoten node als Kind des Knotens parent
an der Position position ein (Abb. 3.9(a)).
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delete(nodeID) Lo¨scht den Knoten, der durch nodeID identifiziert ist (Abb. 3.9(b)).
move(nodeID, newParentID, position) Verschiebt den Knoten, der den Bezechner
nodeID hat, innerhalb des Baums, sodass der neue Elternknoten der Knoten
mit der ID newParentID ist und der verschobene Knoten sich an der Position
position befindet (Abb. 3.9(c)).
update(nodeID, value) A¨ndert den Wert des Knotens, der durch nodeID identifiziert
ist, zu value (Abb. 3.9(d)).
(a) Insert (Einfu¨gen) (b) Delete (Lo¨schen)
(c) Move (Verschieben) (d) Update (Wert a¨ndern)
Abbildung 3.9: Die elementaren Operationen fu¨r das Delta zwischen Ba¨umen
Ablauf des Algorithmus Am Anfang wird das Delta zu einer leeren Folge initiali-
siert. Die Berechnung des Deltas la¨uft in fu¨nf Phasen ab:
Update-Phase In der ersten Phase wird nach Knotenpaaren (a, b) ∈ M gesucht,
deren Werte unterschiedlich sind. Fu¨r jeden gefundenen Knoten a wird eine
Update-Operation an das Delta angeha¨ngt.
Align-Phase In der Align-Phase werden die Kinder von jedem Knoten auf ihre kon-
sistente Reihenfolge untersucht. Die Folgen der Kinder c1c2 . . . ck und d1d2 . . . dl
der Knoten a respektive b ((a, b) ∈ M) sind genau dann inkonsistent (misali-
gned), wenn a zwei Kinder ci und cj hat, fu¨r die gilt:
• (ci, dp) ∈M und (cj , dq) ∈M , so dass
• i < j, aber p > q
Die korrekte Reihenfolge der Kinder wird nun durch das Bestimmen der la¨ngs-
ten gemeinsamen Subsequenz u¨ber den beiden Folgen der Kinderknoten. Die
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Positionen der Knoten, die zur LCS geho¨ren, werden unvera¨ndert gelassen; die
restlichen Knoten werden durch das Anha¨ngen von Move-Operationen in die
korrekte Reihenfolge gebracht. Diese Methode garantiert die minimale Anzahl
der notwendigen Move-Operationen.
Insert-Phase In dieser Phase werden die Knoten, die in T2 vorhanden sind und kei-
nen Partner in T1 haben, durch das Anha¨ngen von Insert-Operationen eingefu¨gt
(d. h. Knoten b aus T2, fu¨r die kein Knoten a existiert, sodass (a, b) ∈M). Die
Position wird wie in der Align-Phase bestimmt.
Move-Phase In der Move-Phase wird nach Knotenpaaren (a, b) ∈M gesucht, deren
Elternknoten aber im Sinne von M unterschiedlich sind (formal ausgedru¨ckt:
es gilt (parent(a), parent(b)) 6∈M). Der Knoten a wird dann durch eine Move-
Operation zur dem Vaterknoten von b verschoben. Die neue Position wird eben-
falls wie in der Align-Phase bestimmt.
Delete-Phase In der Delete-Phase wird – a¨hnlich wie in der Insert-Phase – nach
Knoten a aus T1 gesucht, fu¨r die kein Partner in T2 existiert. Fu¨r jeden gefun-
denen Knoten wird eine Delete-Operation an das Delta angeha¨ngt.
Der Algorithmus arbeitet in Bezug auf T1 in-place, d. h. jede Operation, die an
das Delta angeha¨ngt wird, wird sofort auf T1 ausgefu¨hrt, bevor mit dem Ablauf
fortgefahren wird. Nach der Beendigung des Algorithmus ist T1 a¨quivalent zu T2.
3.3.2 Zusammenführung
Bei der Zusammenfu¨hrung (merge) liegen drei Versionen desselben Objekts vor: die
Basisversion und zwei abgeleitete Versionen, die durch (potentiell unterschiedliche)
Vera¨nderungen der Basisversion entstanden sind. Das Ziel der Zusammenfu¨hrung
ist es, eine vierte Version zu erstellen, die die A¨nderungen der beiden abgeleiteten
Versionen beinhaltet.
Eine effektive Zusammenfu¨hrung ist nur mo¨glich, wenn Unterschiede zwischen der
Basisversion und den abgeleiteten Versionen ermittelt werden ko¨nnen, wie im folgen-
den Beispiel gezeigt wird.
Angenommen, die Struktur der zusammenzufu¨hrenden Objekte ist nicht bekannt
und es ist lediglich eine A¨quivalenzrelation fu¨r die Objekte definiert, d. h. es kann
festgestellt werden, ob zwei Versionen eines Objekts unterschiedlich sind, aber nicht
inwieweit sie unterschiedlich sind. Liegen nun die drei Versionen eines Objekts vor,
so ko¨nnen bei der Zusammenfu¨hrung lediglich zwei Fa¨lle unterschieden werden:
• Die beiden abgeleiteten Versionen des Objekts sind gleich. In diesem Fall ist
es irrelevant, welche der beiden Versionen als zusammengefu¨hrte Version u¨ber-
nommen wird.
• Die beiden abgeleiteten Versionen des Objekts sind nicht gleich. In diesem Fall
kann ohne weiteres Wissen u¨ber den Inhalt der A¨nderungen nicht entschieden
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werden, welche A¨nderungen die zusammengefu¨hrte Version beinhalten soll; es
liegt ein Konflikt vor.
Entsprechend ha¨ngt der Zusammenfu¨hrungsalgorithmus entscheidend von der Un-
terschiedsfeststellungsalgorithmus ab: Das A¨nderungsmodell (d. h. die Delta-Gra-
nularita¨t) der Unterschiedsfeststellung muss dem implizierten A¨nderungsmodell der
Zusammenfu¨hrung entsprechen. Die konkrete Definition des Konflikts ist ebenfalls
vom Algorithmus und von der Delta-Granularita¨t abha¨ngig: um zu entscheiden, ob
zwei A¨nderungen aus unterschiedlichen Versionen in die zusammengefu¨hrte Versi-
on u¨bernommen werden ko¨nnen, muss der Algorithmus eine bestimmte Definition
der A¨nderung bzw. des Unterschieds besitzen und bestimmte Annahmen u¨ber die
Kompatibilita¨t zweier A¨nderungen treffen.
Die in der Literatur vorgestellten Merge-Algorithmen lassen sich daher wie die
Unterschiedsfeststellungsalgorithmen nach der Delta-Granularita¨t in Algorithmen fu¨r
reine Sequenzen und geordnete Ba¨ume einteilen.
Zusammenfu¨hrungsalgorithmen ko¨nnen entweder alle drei Versionen beru¨cksichti-
gen (Drei-Wege-Zusammenfu¨hrung, three-way merge) oder nur die abgeleiteten Ver-
sionen (Zwei-Wege-Zusammenfu¨hrung, two-way merge). Dies hat Auswirkungen auf
die Effektivita¨t und Effizienz, da bei der Beru¨cksichtigung der Basisversion einerseits
mehr Informationen zur Verfu¨gung steht, andererseits die zu verarbeitende Daten-
menge gro¨ßer ist.
3.3.2.1 Sequentielle Daten: der diff3-Algorithmus
Der verbreitetste Zusammenfu¨hrungsalgorithmus fu¨r sequentielle Daten ist der Al-
gorithmus diff3, das im gleichnamigen Werkzeug implementiert ist [Smi88]. Es han-
delt sich um einen Drei-Wege-Algorithmus. Dabei werden zuna¨chst (LCS-basiert) die
Unterschiede von der Basisversion zu jeweils einer abgeleiteten Version festgestellt.
Danach wird die Sequenz durchlaufen und die Abschnitte identifiziert, die in allen
drei Version gleich sind. Fu¨r jeden anderen Abschnitt wird gepru¨ft, in welchen Ver-
sionen er gea¨ndert wurde. Falls der Abschnitt nur in einer der abgeleiteten Versionen
gea¨ndert wurde, wird er in die Ausgabesequenz aus der jeweiligen abgeleiteten Versi-
on u¨bernommen. Falls sich eine Teilsequenz findet, die in beiden Versionen gea¨ndert
wurde, handelt es sich um einen Konflikt. In diesem Fall muss der Benutzer von
diff3 die A¨nderungen von Hand (d. h. durch die Bearbeitung der Ausgabe von diff3 )
zusammenzufu¨hren. Eine eingehende Untersuchung des Algorithmus findet sich in
[KKP07].
3.3.2.2 Strukturierte Daten: der Algorithmus von Lindholm
Fu¨r die Zusammenfu¨hrung von strukturierten Daten werden in der Literatur mehrere
Ansa¨tze vorgestellt; einen U¨berblick bietet die Arbeit von Mens [Men02]. Es existie-
ren sowohl Algorithmen fu¨r allgemeine geordnete Ba¨ume [SSH03] als auch speziellere
Varianten fu¨r UML-Modelle [Ko¨08] und Programmquellcode [Wes91], die die Seman-
tik des jeweiligen Datenmodells beim Zusammenfu¨hren genauer beru¨cksichtigen. Ein
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anderer Aspekt ist der Satz von A¨nderungsoperationen, der beim Zusammenfu¨hren
beru¨cksichtigt werden kann. So unterstu¨tzen einige Algorithmen nur das Hinzufu¨-
gen, Lo¨schen und Aktualisieren von Knoten im Baum [Ask94], wa¨hrend andere das
Verschieben von Knoten als eigene Operation unterstu¨tzen [Lin04].
Als Stellvertreter fu¨r die Zusammenfu¨hrungsalgorithmen auf Ba¨umen wird der Al-
gorithmus von Lindholm [Lin04] beschrieben, da dieser mit dem im Abschnitt 3.3.1
auf Seite 44 vorgestellten Unterschiedsfeststellungsalgorithmus insbesondere durch
die Beru¨cksichtigung der expliziten Verschiebeoperationen kompatibel ist. Der Al-
gorithmus wurde von Lindholm fu¨r die Zusammenfu¨hrung von XML-Dokumenten
entwickelt; die Dokumente werden jedoch ohne Beru¨cksichtigung von XML-Spezifika
als gewo¨hnliche geordnete Ba¨ume betrachtet, sodass im Weiteren von allgemeinen
geordneten Ba¨umen gesprochen wird.
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Abbildung 3.10: Drei-Wege-Zusammenfu¨hrung bei einem einfachen Baum
Es handelt sich um einen Drei-Wege-Algorithmus; als Eingabe werden also drei
Ba¨ume T0 (Basisversion), T1 und T2 sowie die Knotenzuordnung M erwartet. Die
Knotenzuordnung hat die gleiche Funktion und die gleichen Eigenschaften wie fu¨r
die Unterschiedsfeststellung (siehe Abschnitt 3.3.1). Die Ausgabe ist ein Baum Tm,
der die A¨nderungen aus den beiden abgeleiteten Versionen entha¨lt, und die Liste der
eventuell entdeckten Zusammenfu¨hrungskonflikte.
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T0, T1 und T2 mu¨ssen in einer relationalen Repra¨sentation vorliegen. Der Baum
wird durch eine Menge von Relationstupeln definiert, wobei zwei Arten von Relatio-
nen existieren:
• C(x, v) bedeutet, dass der Knoten x den Wert v hat (C steht fu¨r content)
• PCS(p, x, n) bedeutet, dass der Knoten x ein Kind von Knoten p und der Vor-
ga¨nger von Knoten n ist (PCS steht fu¨r parent-child-successor). Jedes Element
dieses Tripels kann entweder ein Knotenbezeichner oder der spezielle Wert •
sein. Der Wert • gibt an, dass die jeweilige Rolle von keinem Knoten des Baums
eingenommen wird. Es bestehen folgende Sonderfa¨lle:
– PCS(p, x, •): Der Knoten x hat keinen Nachfolger, d. h. er ist der letzte
Knoten in der Folge der Kinder des Knotens p
– PCS(p, •, x): Der Knoten x hat keinen Vorga¨nger, d. h. er ist der erste
Knoten in der Folge der Kinder des Knotens p
– PCS(•, •, r), PCS(•, r, •) : Der Knoten r hat keinen Elternknoten, d. h.
r ist die Wurzel des Baums; diese beiden Relationstupel charakterisieren
den Wurzelknoten vollsta¨ndig, da dieser keine Geschwister haben kann.
– PCS(x, •, •) bedeutet, dass der Knoten x ein Blatt des Baumes ist.
Die PCS-Relation wird somit dazu benutzt, um die Struktur des Baums zu repra¨-
sentieren, die C-Relation hingegen fu¨r die Werte der Knoten. Die Knotenreferenzen
werden zusa¨tzlich mit einem Index versehen, der angibt, aus welchem Baum (T0,
T1 oder T2) sie stammen. Zwei Relationentupel gelten als gleich, wenn sie zu der
gleichen Relation geho¨ren und ihre Elemente paarweise gleich sind.
Der Baum T0 aus der Abbildung 3.10 auf der vorherigen Seite hat beispielsweise
die C/PCS-Repra¨sentation:
T0 = {
PCS(•, •, R0), PCS(•, R0, •),
PCS(R0, •, A0), PCS(R0, A0, B0), PCS(R0, B0, C0), PCS(R0, C0, •),
PCS(A0, •, •), PCS(B0, •, •), PCS(C0, •, •),
C(A0, V 1), C(B0, V 2), C(B0, V 3)
}
Die traditionelle und die relationale Repra¨sentation sind a¨quivalent; zwischen ih-
nen kann beliebig konvertiert werden.
Im na¨chsten Schritt werden die Ba¨ume bzw. Relationenmengen Ti kopiert und die
Mengen T ∗i gebildet. Diese unterscheiden sich von den urspru¨nglichen Ba¨umen da-
durch, dass die Knotenreferenzen in den Relationstupeln jeweils durch ihre Klassen-
repra¨sentanten (class representatives) ersetzt sind. Diese Klassenrepra¨sentanten er-
geben sich aus der Zuordnung M und sind fu¨r zwei Knoten ai und bj mit (ai, bj) ∈M
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als der Knoten mit dem kleinsten Index definiert. Dies wird beno¨tigt, um in abgelei-
teten Versionen hinzugefu¨gte Knoten zu erkennen. Bei den Ba¨umen aus der Abbil-
dung 3.10 tragen fast alle Klassenrepra¨sentanten den Index 0; die Ausnahme ist der
in T1 hinzugekommene Knoten D, dessen Klassenrepra¨sentant den Index 1 tra¨gt.
Im na¨chsten Schritt werden die Mengen T ∗i zu der Menge T ∗m vereinigt. Diese
Menge entha¨lt im dargestellten Beispiel folgende Elemente (hervorgehoben sind die
A¨nderungen gegenu¨ber der oben gezeigten Menge T0):
T ∗m = {
PCS(•, •, R0), PCS(•, R0, •),
PCS(R0, •, A0),
PCS(R0, A0, B0),PCS(R0,A0,C0),
PCS(R0, B0, C0), PCS(R0, C0, •),
PCS(R0,C0,D1),PCS(R0,D1, •),
PCS(A0, •, •), PCS(B0, •, •), PCS(C0, •, •),
PCS(D1, •, •),
C(A0, V 1), C(A0, V 2), C(A0, V 3),
C(A0,VX)
}
Diese Menge stellt jedoch keinen gu¨ltigen Baum dar (sie ist inkonsistent), da die
Definition von einigen Elementen nicht eindeutig ist. So stellen beispielsweise die
Paare:
PCS(R0, A0, B0),PCS(R0,A0,C0)
und
C(A0, V 1),C(A0,VX)
Inkonsistenzen dar, da der Nachfolger bzw. der Inhalt von A0 eindeutig definiert sein
muss.
Um die Inkonsistenzen in der Menge T ∗m zu beseitigen, wird nun nach den Paaren
von Relationstupeln gesucht, die sich in genau einem Element unterscheiden. Wird
ein solches Paar gefunden, wird gepru¨ft, welches der Relationstupel in T ∗0 (der Ba-
sisversion) enthalten ist. Dieses Element wird aus T ∗m gelo¨scht; das entspricht der
U¨bernahme der A¨nderung aus T1 oder T2. In den oben gezeigten Beispielpaaren
wu¨rden die Elemente PCS(Ro, Ao, B0) und C(A0, V 1) entfernt.
Geho¨rt jedoch keines der Tupel zu der Basisversion, handelt es sich um einen Zu-
sammenfu¨hrungskonflikt: die beiden Tupel repra¨sentieren konkurrierende A¨nderun-
gen aus T1 bzw. T2. Es kann ohne weitere Informationen nicht entschieden werden,
welche der A¨nderungen u¨bernommen werden soll.
Die Suche nach inkonsistenten Elementen wird solange wiederholt, bis es keine
inkonsistenten Paare mehr gibt. Dann ist die Menge T ∗m ein gu¨ltiger Baum; sie stellt
das Ergebnis des Algorithmus dar. Der Baum Tm in der Abbildung 3.10 auf Seite 53
entha¨lt alle A¨nderungen aus T1 und T2: der Knoten B wurde gelo¨scht, D wurde
hinzugefu¨gt und der Wert von A wurde aktualisiert.
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4 Versionskontrolle in der Verwaltung von
Fahrplänen
4.1 Kommunikationsmodell und Delta-Granularität
Bei der Aufgabe, ein Versionskontrollsystem fu¨r die Verwaltung von Fahrplandaten
zu entwerfen, sind zuna¨chst die Entscheidungen u¨ber das verwendete Kommunikati-
onsmodell und die notwendige Delta-Granularita¨t (und damit den Ansatz zur Unter-
schiedsfeststellung) zu treffen. In diesem Abschnitt erfolgt eine Abwa¨gung zwischen
den im Kapitel 3 vorgestellten Ansa¨tzen zur Lo¨sung dieser Aufgaben.
4.1.1 Kommunikationsmodell
Die Entscheidung zwischen Checkin-Checkout und Long-Transaction-Modell – mit
anderen Worten, zwischen einem zentralisierten und einem dezentralen Versionskon-
trollsystem – ist im Wesentlichen von den Prozessen abha¨ngig, in die die Versions-
verwaltung eingebunden werden soll.
Die im Abschnitt 2.2 auf Seite 12 vorgestellten Abla¨ufe bei der Fahrplanerstellung
und im Betrieb zeichnen sich durch folgende Merkmale aus:
Hohe Anzahl der Beteiligten Bereits bei der Fahrplanerstellung sind bei einem
großen Eisenbahninfrastrukturunternehmen mehrere Hundert Menschen betei-
ligt. Im Betrieb steigt diese Zahl auf mehrere Tausend, da der Fahrplan die
Grundlage fu¨r die Arbeitsabla¨ufe der Fahrdienstleiter, Disponenten, Zug- und
Bahnhofspersonal, Betreiber von Fahrgastinformations- und Auskunftssyste-
men und im Allgemeinen alle, die mittelbar und unmittelbar mit der Abwick-
lung des Eisenbahnbetriebs in Beziehung stehen. In den meisten Fa¨llen wird
nur lesender Zugriff beno¨tigt; alle Beteiligten haben jedoch ein Interesse daran,
die jeweils aktuelle Fahrplanversion zu erhalten.
Unabhängigkeit der Beteiligten Der Fahrplan stellt keinen Selbstzweck dar, sondern
ist die Datengrundlage fu¨r unabha¨ngige Prozesse mit unterschiedlichen Anfor-
derungen und damit unterschiedlichen Datenaustauschprozessen. Diese Pro-
zesse werden von unabha¨ngigen Organisationseinheiten kontrolliert und ko¨n-
nen sich so – etwa im Rahmen einer Optimierung – u¨ber die Zeit unabha¨ngig
voneinander a¨ndern.
Verteilte Datenhaltung Bei der Fahrplanerstellung erfolgt die Bearbeitung des Fahr-
plans in den einzelnen Niederlassungsdatenbanken, die u¨ber eine zentrale Da-
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tenbank synchronisiert werden. Der Betrieb wird ebenfalls in geographisch ver-
teilten Betriebszentralen abgewickelt, die jeweils u¨ber eine eigene Datenverwal-
tung verfu¨gen, die sowohl von der Sollfahrplanerstellung als auch von anderen
Betriebszentralen weitgehend entkoppelt ist; die Daten werden dabei durch
einen expliziten und kontrollierten Datenabgleichsprozess synchronisiert.
Hohe Aktualisierungsrate Sowohl bei der Fahrplanerstellung als auch im Betrieb
wird der Fahrplan fortlaufend aktualisiert. Bei der Erstellung ist die Aktua-
lisierungsrate in der Transsenkonstruktions- und der Konfliktlo¨sungphase am
ho¨chsten. Im Betrieb ist jedoch durch kurzfristige Trassena¨nderungen und An-
passungen an die Betriebssituation auch mit ha¨ufigen A¨nderungen zu rechnen.
Diese Eigenschaften legen einen dezentralen Ansatz mit dem Long-Transaction-
Kommunikationsmodell nahe. Die Unabha¨ngigkeit der Beteiligten ließe sich in einem
zentralisierten Versionskontrollsystem nur schwer realisieren, da ausnahmslos alle
Teilnehmer fu¨r den Zugriff auf Kernfunktionalita¨t eines VCS wie den Abruf der Ver-
sionsgeschichte mit einem zentralen Datenspeicher kommunizieren mu¨ssten. Dieser
Datenspeicher mu¨sste von einer – unter Umsta¨nden neu zu errichtenden – Organi-
sation betrieben werden, der alle Beteiligten uneingeschra¨nkt vertrauen. Außerdem
mu¨sste dieser Datenspeicher den Anforderungen aller Beteiligten gleichzeitig genu¨-
gen, sowohl im Hinblick auf die Funktionalita¨t als auch auf die Verfu¨gbarkeit und
die Leistungscharakteristika wie Durchsatz und Antwortzeit. Eine nachtra¨gliche A¨n-
derung des Anforderungsprofils eines Beteiligten kann dabei die Organisation des
Datenspeichers in Frage stellen und Auswirkungen auf andere Organisationseinhei-
ten haben, die von der Prozessa¨nderung sonst nicht einmal erfahren ha¨tten. Der
Aufwand, einen solchen Datenspeicher durchzusetzen, aufzubauen und zu betreiben,
kann den zu erwarteten Nutzen durch den Einsatz eines VCS zunichte machen. Eine
Zentralisierung wu¨rde auch eine grundlegende A¨nderung der Prozesse bedeuten, da
die Fahrplandatenverwaltung bei großen Unternehmen bereits verteilt organisiert ist.
In einem dezentralen System ko¨nnen die jeweils notwendigen Datenverwaltungs-
und -austauschvorga¨nge mit einer geeigneten Definition von Workspaces fu¨r die je-
weiligen Benutzer bzw. den Synchronisationsvorga¨ngen zwischen den Workspaces
abgebildet werden. Der Austausch der Daten findet nicht unbedingt u¨ber eine u¨ber-
geordnete Instanz statt, sondern direkt zwischen den Beteiligten, die innerhalb eines
Prozesses einen Kommunikationskanal beno¨tigen. Die Synchronisation in dezentra-
len VCS ist aus dieser Sicht ein Protokoll fu¨r diesen Kommunikationskanal, das die
Versionierung beru¨cksichtigt.
Die Flexibilita¨t bei Prozessa¨nderungen bleibt ebenfalls erhalten: Die A¨nderung hat
nur Auswirkungen auf diejenigen, die an dem gea¨nderten Prozess auch tatsa¨chlich
teilnehmen. A¨ndert sich das Anforderungsprofil so stark, dass die bestehende Kom-
munikationsorganisation nicht mehr ada¨quat erscheint, muss der jeweilige Kommu-
nikationskanal – und nur dieser – angepasst werden.
Bei der Gestaltung der Kommunikationskana¨le bieten die dezentralen Systeme mit
gleichberechtigter pull - und push-Synchronisation und der Wahlmo¨glichkeit bei dem
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Zeitpunkt und dem Ort der Zusammenfu¨hrung ebenfalls mehr Freiheitsgrade als die
zentralisierten. Auch im Hinblick auf die nichtfunktionalen Anforderungen erscheint
der dezentrale Ansatz auf Grund der die besseren Skalierbarkeit und der geringeren
Anfa¨lligkeit gegen die Partitionierung vorteilhaft.
Es wird daher der dezentrale Ansatz weiter verfolgt.
4.1.2 Delta-Granularität
Betrachtet man die im Abschnitt 3.3.1 auf Seite 44 vorgestellten Algorithmen auf
ihre Eignung zur Lo¨sung der Aufgabe der Versionskontrolle von strukturierten Daten
unter Beru¨cksichtigung ihrer Struktur – wie bei den Fahrplandaten –, so erweisen
sich die Algorithmen, die die Daten lediglich als eine Byte-Folge betrachten (wie
der rsync-Algorithmus), als ungeeignet. Es ist damit nicht mo¨glich, die Unterschiede
auf fachlicher Ebene zu erkennen, sondern lediglich auf der niedrigsten technischen
Ebene der Serialisierung als Byte-Folge.
Die LCS-basierten Algorithmen fu¨r rein sequentielle Daten stoßen bei strukturier-
ten Daten ebenfalls an ihre Grenzen. Wa¨hrend es im Prinzip mo¨glich ist, die zu
vergleichenden Ba¨ume durch einen Preorder-Durchlauf1 zusammen mit Informatio-
nen u¨ber die Struktur des Baums zu linearisieren und auf der entstandenen Sequenz
das LCS-basierte Delta zu berechnen, hat ein solches Verfahren erhebliche Nachteile.
Da die Struktur des Baums bei der sequentiellen Unterschiedserkennung unberu¨ck-
sichtigt bleibt, spiegeln die Operationen im LCS-Delta nicht unbedingt die in der
Hierarchie durchgefu¨hrten A¨nderungen wider.
R
 A
  B
  C
 D
  B
R
 A
  B
 E
  C
  F
 D
  B
1
2
3
4
5
6
1
2
3
4
5
6
7
8
(a) Ausgangsdaten
R
 A
  B
  C
 D
  B
R
 A
  B
 E
  C
  F
 D
  B
1
2
3
4
5
6
1
2
3
4
5
6
7
8
(b) Linearisierung
1
2
3
4
5
6
1
2
3
4
5
6
7
8
(c) Ausrichtung an
der LCS
R
 A
  B
 
  C
  
 D
  B
R
 A
  B
 E
  C
  F
 D
  B
1
2
3
4
5
6
1
2
3
4
5
6
7
8
(d) Rekonstruierte
Ba¨ume
Abbildung 4.1: Verfa¨lschung der A¨nderungsinformationen durch die Linearisierung
Die Abbildung 4.1 zeigt ein Beispiel fu¨r eine solche Verfa¨lschung. Die zu verglei-
chenden Ba¨ume sind in Abb. 4.1(a) zusammen mit den Nummern der Knoten in
1Beim Preorder-Durchlauf wird fu¨r jeden Knoten zuerst der Knoten selbst und dann die Kinder
dieses Knotens verarbeitet.
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der Reihenfolge des Preorder-Durchlaufs dargestellt. Die durchgefu¨hrten A¨nderun-
gen sind dabei die Lo¨schung des Knotens mit dem Pfad R/A/C und das Hinzufu¨gen
des Knotens R/E mit den Kindknoten C und F.
Die Linearisierung der Ba¨ume ist in der Abb. 4.1(b) auf der vorherigen Seite zu
sehen. Die Baumstruktur wurde bei der der Linearisierung durch die Einru¨ckung mit
 -Zeichen kodiert.
Wendet man nun den LCS-Algorithmus auf die linearisierten Ba¨ume an, werden
zwei A¨nderungen festgestellt: das Hinzufu¨gen des Elements E an der Position 4 und
das Hinzufu¨gen des Elements F an der Position 6 (Abb. 4.1(c)). Diese unterscheiden
sich von den oben erwa¨hnten A¨nderungen, die sich auf die Baumstruktur bezogen.
Das Delta ist dazu geeignet, den ersten Baum in den zweiten zu u¨berfu¨hren. Es kann
jedoch beispielsweise nicht erkannt werden, dass der Unterbaum des Knoten A sich
gea¨ndert hat. Das bedeutet aber, dass diese Tatsache nicht ohne weitere Verarbeitung
visualisiert oder fu¨r die Zusammenfu¨hrung verwendet werden kann, obwohl sie von
Bedeutung fu¨r den Benutzer bzw. den Zusammenfu¨hrungsalgorthmus sein ko¨nnte.
Die Verwendung der LCS-basierten Algorithmen auf linearisierten Ba¨umen ist somit
kein optimaler Weg, um Unterschiede zwischen zwei Ba¨umen zu erkennen.
Die Algorithmen, die von Anfang an fu¨r die Erkennung von Unterschieden zwi-
schen geordneten Ba¨umen entworfen wurden, erreichen hier die besten Ergebnisse,
solange die relevante fachliche Struktur auf die Baumstruktur und die Werte der
Knoten geeignet abgebildet wird. Da Fahrpla¨ne, wie im Abschnitt 2.5 auf Seite 20
dargestellt, in der Praxis ohnehin in Form geordneter Ba¨ume modelliert werden, ist
diese Bedingung erfu¨llt. Der Nachteil bei den in der Literatur vorgestellten Algo-
rithmen ist jedoch, dass die Eingabedaten unter Umsta¨nden eine Vorverarbeitung
erfordern (Erstellung der Zuordnung zwischen den Knoten, Vergabe von ku¨nstlichen
Knotenbezeichnern), die die Komplexita¨t der Unterschiedsfeststellung steigern.
Die Vorteile der in Bezug auf das fachliche Modell korrekten Delta-Granularita¨t
u¨berwiegen jedoch, sodass die Unterschiedsfeststellung auf geordneten Ba¨umen (mit
passendem Zusammenfu¨hrungsalgorithmus) als Ansatz weiter verfolgt wird.
4.2 Annahmen über das Fahrplan-Datenmodell
Im Abschnitt 2.5.4 auf Seite 24 wurde gezeigt, dass die gebra¨uchlichen Fahrplanmo-
delle die Fahrpla¨ne als geordnete Ba¨ume darstellen. Dieses Modell soll hier fu¨r die
weitere Betrachtung noch weiter pra¨zisiert werden. Das Ziel ist dabei, eine sauber
definierte und mit den in der Praxis verwendeten Modellen konsistente Grundlage fu¨r
die Diskussion der Anwendung der Versionskontrollsysteme fu¨r Eisenbahnfahrpla¨ne
zu haben. Es wird daher eine Grundstruktur und eine Minimalmenge an Attributen
fu¨r die verwendeten Objekte definiert; ein bei einem Eisenbahnunternehmen produk-
tiv genutztes Fahrplanmodell wu¨rde ein vielfaches an Attributen enthalten. Trotz
dieser Einschra¨nkungen entha¨lt dieses Modell alle Daten, die im Abschnitt 2.1.2 als
essentiell definiert wurden, und zwar die Orts-, Zeit-, Fahrzeug- und Verkehrstagein-
formationen. Zusa¨tzlich wird eine hierarchische Gruppierung von Zu¨gen eingefu¨hrt.
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4.2.1 Grundstruktur
Die Grundstruktur des verwendeten Fahrplanmodells orientiert sich an dem RUT-
Modell der DB, das im Abschnitt 2.5.1 auf Seite 20 beschrieben wurde. Das Modell
besteht aus folgenden Grundelementen:
Fahrplan Das Wurzelelement des Baums. Entha¨lt beliebig viele Fahrtgruppen oder
Fahrten.
Fahrtgruppe Dient zur beliebigen hierarchischen Gruppierung von Fahrten. Entha¨lt
beliebig viele Fahrtgruppen oder Fahrten.
Fahrt Repra¨sentiert eine vollsta¨ndige zusammenha¨ngende Zugfahrt, die einen Be-
zeichner (”Zugnummer“) besitzt. Besteht aus einem oder mehreren Fahrtab-
schnitten in einer geordneten Folge.
Fahrtabschnitt Repra¨sentiert einen Teil der Fahrt, bei dem das verwendete Fahrzeug
und die Verkehrstage, an denen dieser Teil der Fahrt ausgefu¨hrt wird, konstant
bleiben. Besteht aus einem oder mehreren Fahrtelementen in einer geordneten
Folge.
Fahrtelement Repra¨sentiert eine Durchfahrt oder einen Halt auf einem definierten
Punkt in der Eisenbahninfrastruktur (Fahrzeitmesspunkt). Die Gesamtheit al-
ler Fahrtelemente eines Fahrtabschnitts repra¨sentiert den zeitlichen und ra¨um-
lichen Ablauf dieses Fahrtabschnitts.
4.2.2 Attribute der einzelnen Objekte
Die Datentypen fu¨r die beschriebenen Attribute sind, soweit nicht anders angegeben,
Standarddatentypen wie Wahrheitswerte, Zeichenketten, Ganzzahlen und Datums-
angaben und ergeben sich aus dem Kontext bzw. dem Namen des Attributs. Die
Attribute dieser Datentypen werden als atomar, d. h. fu¨r die weitere Anwendung als
unteilbar und opak angesehen. Es wird fu¨r diese Datentypen lediglich das Vorhan-
densein einer Funktion vorausgesetzt, mit der zwei Werte desselben Datentyps auf
Gleichheit getestet werden ko¨nnen.
4.2.2.1 Fahrplan
Die Hauptfunktion des Fahrplans ist die Beha¨lterfunktion fu¨r die Fahrtgruppen un-
d/oder Fahrten. Daru¨ber hinaus besitzt der Fahrplan einige wenige Metadatenattri-
bute wie Bezeichner, Kommentar und Erstellzeitpunkt. Alle Attribute des Fahrplans
werden als atomar und opak angesehen.
4.2.2.2 Fahrtgruppe
Fahrtgruppen haben einen fahrplanweit eindeutigen Bezeichner und besitzen keine
weiteren Attribute.
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4.2.2.3 Fahrt
Die Fahrt besitzt einen innerhalb des Fahrplans eindeutigen Bezeichner vom Typ Zei-
chenkette, der die Identita¨t der Fahrt darstellt. Weitere Attribute ko¨nnen vorhanden
sein, werden der Einfachheit halber aber an dieser Stelle nicht definiert.
4.2.2.4 Fahrtabschnitt
Der Fahrtabschnitt hat ebenfalls einen fahrplanweit eindeutigen Bezeichner, der sei-
ne Identita¨t darstellt. Weiterhin besitzt ein Fahrtabschnitt, wie oben angegeben, eine
Referenz auf das verwendete Fahrzeug und Angaben u¨ber die Verkehrstage. Außer-
dem wird im Fahrtelement der Zeitpunkt des Beginns des Teilzuglaufs angegeben.
Alle Attribute werden hier als Zeichenketten modelliert und werden als opak ange-
sehen.
4.2.2.5 Fahrtelement
Die Fahrtelemente repra¨sentieren den Laufweg und den zeitlichen Verlauf eines Fahrt-
abschnitts.
Die Ortsinformationen werden durch die Angabe einer Betriebsstelle und eines
Betriebsfahrwegs definiert. Eine Betriebsstelle stellt einen definierten Teil des Schie-
nennetzes (z. B. einen Bahnhof oder einen Streckenabschnitt) dar und besteht aus
Fahrplansicht aus einer Menge der Betriebsfahrwege. Ein Betriebsfahrweg wiederum
gibt gleis- und weichengenau an, welchen Weg die Zugfahrt durch eine Betriebsstel-
le nimmt. Fu¨r jeden Fahrweg wird vorausgesetzt, dass er einen Fahrzeitmesspunkt
besitzt; dies kann zum Beispiel ein Halteplatz sein. Dies entspricht dem ga¨ngigen
Infrastrukturmodell der Eisenbahnen [Bru¨95]. Sowohl die Betriebsstellen als auch
die jeweiligen Betriebsfahrwege besitzen einen eindeutigen Bezeichner. Das Fahrt-
element besitzt daher zwei entsprechende Attribute vom Typ Zeichenkette, die die
Bezeichner der jeweiligen Betriebsstelle und des Fahrwegs enthalten.
Die Zeitinformationen werden durch zwei weitere Attribute repra¨sentiert. Die An-
na¨herungszeit gibt an, wie lange die Fahrt von Fahrzeitmesspunkt des letzten Fahrt-
elements bis zum Fahrzeitmesspunkt des aktuellen Fahrtelements dauert. Die Halte-
zeit gibt an, wie lange der Zug an dem Fahrzeitmesspunkt ha¨lt. Beide Attribute sind
positive Ganzzahlen und geben die Zeitdauer in Sekunden an; diese Genauigkeit ist
fu¨r den Zweck des Datenmodells ausreichend.
Die vier Attribute ko¨nnen als ein 4-Tupel in der Reihenfolge Betriebsstelle, Be-
triebsfahrweg, Anna¨herungszeit, Haltezeit definiert werden. Die Angabe
(TS, TSC-8, 120, 180)
gibt beispielsweise an, dass in Betriebsstelle TS der Fahrweg TSC-8 befahren
wird. Die Fahrt bis zum Fahrzeitmesspunkt dauert 2 Minuten; die Haltezeit an dem
Fahrzeitmesspunkt betra¨gt 3 Minuten. Das Fahrtelement gibt also einen Halt an.
Rine Durchfahrt wird mit der Haltezeit von 0 Sekunden gekennzeichnet:
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(TSC, TSC-3-TSNU, 73, 0)
Die Angabe von Zeitinformationen als Zeitperioden statt Ankunfts- und Abfahrts-
zeitpunkten hat den Vorteil, dass die Fahrtelemente unabha¨ngig voneinander sind:
Die A¨nderung einer Fahr- oder Haltezeit bei einem Fahrtelement hat keine Auswir-
kungen auf nachfolgende Fahrtelemente. Die genannten Zeitpunkte lassen sich fu¨r ein
Fahrtelement durch die Addition des Fahrtabschnittsbeginns und der Anna¨herungs-
und Haltezeiten aller vorangehenden Elemente leicht berechnen.
Ein Fahrtelement besitzt keine Identita¨t. Zwei Fahrtelemente sind gleich, wenn
alle ihre Attribute jeweils gleich sind.
Es besteht zusa¨tzlich eine Einschra¨nkung, dass keine zwei Fahrplanelemente in-
nerhalb eines Fahrtabschnitts die gleiche Betriebsstelle referenzieren du¨rfen. Diese
Einschra¨nkung hat keine große praktische Bedeutung, reduziert aber die Zahl der
Sonderfa¨lle bei der Arbeit mit den Laufweg- und Zeitinformationen. A¨hnliche Ein-
schra¨nkungen finden sich auch in bestehenden Fahrplanmodellen.
4.2.3 Weitere Eigenschaften
Alle Elemente besitzen zudem eine generische Baumknoten-Schnittstelle, die folgende
Operationen beinhaltet:
• Abruf einer geordneten Liste der Kindknoten
• Abruf des Elternknotens
• Hinzufu¨gen und Entfernen eines Kindknotens
• Abruf und Setzen aller Attribute durch eine einzelne Operation
Diese Schnittstelle ist fu¨r die Unterstu¨tzung der Unterschiedsfeststellung und Zu-
sammenfu¨hrung wu¨nschenswert, da deren Algorithmen auf generischen Ba¨umen ar-
beiten (siehe Kapitel 3 auf Seite 27).
4.3 Unterschiedsfeststellung und Zusammenführung in
Fahrplandaten
Um Fahrplandaten effektiv zu versionieren, wird eine Mo¨glichkeit beno¨tigt, die Un-
terschiede zwischen zwei Fahrplanversionen festzustellen und parallel entstandene
Fahrplanversionen zusammenzufu¨hren. In diesem Abschnitt wird die Anwendung
der im Abschnitt 3.3 auf Seite 44 vorgestellten Algorithmen fu¨r geordnete Ba¨ume
auf Fahrplandaten erla¨utert. Dabei wird das Fahrplandatenmodell aus dem letzten
Abschnitt verwendet.
Durch die Festlegungen zur generischen Baumknoten-Schnittstelle im Abschnitt 4.2.3
ko¨nnen die beiden Fahrplanversionen als Parameter direkt u¨bergeben werden; der
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Algorithmen von Chawathe et al. und Lindholm beno¨tigen keine speziellen Informa-
tionen u¨ber das Modell, soweit diese Schnittstelle vorhanden ist.
Der weitere Eingabeparameter – die Zuordnung M zwischen den Knoten verschie-
dener Fahrplanversionen – bedarf jedoch einer modellspezifischen Verarbeitung. Dies
ist dadurch bedingt, dass nicht alle Datentypen des Fahrplanmodells einen fahrplan-
weit gu¨ltigen Bezeichner besitzen: Fahrtelemente haben keine Identita¨t.
Die Knotenzuordnung M wird daher wie folgt durchgefu¨hrt (T1 und T2 bezeichnen
die Ba¨ume, zwischen denen die Zuordnung durchgefu¨hrt wird):
1. Die Wurzelknoten der beiden Ba¨ume (Datentyp Fahrplan) werden unabha¨ngig
von ihren Attributen einander zugeordnet.
2. Alle Datentypen bis auf die Fahrtelemente werden anhand ihrer Bezeichner
zugeordnet, da diese fahrplanweit (und somit innerhalb des Baums) eindeutig
sind.
3. Zwei Fahrplanelemente f aus T1 und g aus T2 werden genau dann einander
zugeordnet, wenn sie zum gleichen Fahrtabschnitt im Sinne der Zuordnung
geho¨ren (d. h. wenn (parent(f), parent(g)) ∈M) und wenn ihre Betriebsstellen
gleich sind.
Durch diese Vorschrift wird verhindert, dass die Fahrtelemente zwischen Fahrt-
abschnitten verschoben werden ko¨nnen; dies ist auch nicht erwu¨nscht, da gleiche
Fahrtelemente sehr ha¨ufig vorkommen ko¨nnen. Ein Beispiel dafu¨r ist ein Fahrzeit-
messpunkt auf einer Strecke, den alle Zu¨ge auf dieser Strecke mit gleicher Geschwin-
digkeit ohne Halt durchfahren. Der Inhalt des Fahrtelements wa¨re in allen Zu¨gen
gleich, sodass dieser nach Bedarf im Rahmen der Unterschiedserkennung durch ei-
ne Move-Operation zwischen nicht zusammenha¨ngenden Zu¨gen verschoben werden
ko¨nnte. Dies ergibt aber fachlich keinen Sinn, da stets der zusammenha¨ngende Lauf-
weg innerhalb eines Fahrtabschnitts interessant ist und die Move-Operation eine
A¨nderung suggerieren wu¨rden, die niemand beabsichtigt hat. Fu¨r alle anderen Da-
tenobjekte ist das Verschieben bei dieser Zuordnung frei mo¨glich (z. B. Fahrten
zwischen Fahrtgruppen oder Fahrtabschnitte innerhalb eines Zuges).
Damit sind alle Eingabeparameter festgelegt und die Algorithmen ko¨nnen auf die
Fahrplandaten angewendet werden.
4.4 Unterstützung von Fahrplangeschäftsprozessen durch
Versionskontrolle
4.4.1 Fahrplan- und Trassenkonstruktion
4.4.1.1 Unternehmensweiter Datenfluss
Der Datenfluss im Rahmen der Fahrplanerstellungsprozesses erfolgt entsprechend
der Organisationsstruktur des EIU. Bei der u¨blichen hierarchischen Organisation,
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die hier betrachtet wird, werden die Trassenbestellungen zuna¨chst zentral erfasst
und entlang der Kanten des Organisationsbaums zuna¨chst zu den Niederlassungen,
dann zu den Organisationseinheiten innerhalb der Niederlassungen und schließlich zu
den einzelnen Fahrplankonstrukteuren verteilt (siehe Abschnitt 2.2.3 auf Seite 14).
Die aus den Trassenbestellungen durch die Konstrukteure erstellten Fahrplandaten
werden in umgekehrter Richtung u¨bertragen. Fu¨r jede Zugfahrt erstellt einen Fahr-
plankonstrukteur einen Teil der Zugfahrt innerhalb seines Zusta¨ndigkeitsbereichs in
dem Netz. In dem im Abschnitt 4.2 auf Seite 60 beschriebenen Modell entspricht ein
solcher Teil einem Fahrtabschnitt. Diese Fahrtabschnitte werden zu Gesamt- oder
Teiltrassen zusammengefu¨hrt (vgl. Abbildung 2.1 auf Seite 15). Die Trassen, die so
in einer Organisationseinheit oder Niederlassung erstellt werden, werden wiederum
in der jeweils na¨chstho¨heren Ebene zusammengefasst, bis schließlich der gesamte
Netzfahrplan entsteht.
Da mit jeder Zusammenfu¨hrung die Zahl der Fahrten in dem jeweiligen Fahrplan-
teil steigt, erho¨ht sich mit jeder Zusammenfu¨hrung auch die Wahrscheinlichkeit der
Trassenkonflikte. Bei einem Trassenkonflikt muss eine oder beide der betroffenen
Trassen wieder durch den zusta¨ndigen Bearbeiter gea¨ndert werden. Das kann aber
aufgrund der vielfa¨ltigen Abha¨ngigkeiten der Trassen untereinander unerwu¨nschte
Auswirkungen auf andere Fahrplanteile haben, die erst bei der na¨chsten Zusammen-
fu¨hrung erkennbar werden.
Ausgehend davon ist es sinnvoll, die Zusammenfu¨hrungen mo¨glichst oft durchzu-
fu¨hren, um Trassenkonflikte so fru¨h wie mo¨glich zu entdecken und die Weitergabe
eines konfliktbehafteten Fahrplans zu der na¨chstho¨heren Ebene zu verhindern.
Jede Zusammenfu¨hrung ist jedoch ein komplexer Vorgang, der auf großen Da-
tenmengen operiert und eine vergleichsweise lange Zeit in Anspruch nehmen kann.
Der Einsatz eines Versionskontrollsystems, das jeden Bearbeitungsstand aufzeich-
net, erleichtert das Sammeln der Rohdaten fu¨r die Zusammenfu¨hrung erheblich: es
ist mo¨glich, die Daten von unterschiedlichen Beteiligten (etwa in ra¨umlich verteilten
Niederlassungen) asynchron einzusammeln, ohne dass sie ihre Arbeit unterbrechen
und einen getrennten Zusammenfu¨hrungsstand an die na¨chstho¨here Ebene u¨bermit-
teln mu¨ssen.
Da die Kosten fu¨r die Zusammenfu¨hrung mit der Zahl der Fahrten steigen und ei-
ne Vielzahl von Fehlern innerhalb einer Organisationseinheit behoben werden kann,
erscheint es nicht sinnvoll, die Zusammenfu¨hrung ausschließlich zentral auf der obers-
ten Ebene des Netzfahrplans durchzufu¨hren. Stattdessen kann ein dezentrales Ver-
sionskontrollsystem mit Referenzworkspaces auf den jeweiligen Ebenen eingesetzt
werden (siehe Abschnitt 3.2.4.1 und Abbildung 3.3 auf Seite 40). Die Zusammen-
fu¨hrung kann so zuna¨chst auf der untersten Ebene erfolgen; der Aufwand dafu¨r ist
auf die beteiligten Organisationseinheiten verteilt und fa¨llt bei der relativ geringen
Zahl von Trassen nicht ins Gewicht. Solche Zusammenfu¨hrungen ko¨nnen so sehr oft
(etwa mehrmals in der Woche oder sogar am Tag) durchgefu¨hrt werden. Die Zusam-
menfu¨hrungen auf der na¨chstho¨heren Ebene beziehen ihre Ausgangsdaten nicht von
einzelnen Konstrukteuren, sondern von den Referenzworkspaces der niedrigeren Ebe-
ne. So kann bei jeder Zusammenfu¨hrung die Zahl von Kommunikationspartnern und
65
der Aufwand in Grenzen gehalten werden. Die Zusammenfu¨hrungen auf den jeweili-
gen Ebenen ko¨nnen durch die Nachverfolgbarkeit der Versionsgeschichte weitgehend
unabha¨ngig voneinander hinsichtlich der Frequenz, des Umfangs und des genauen
Zeitpunkts organisiert werden.
Da bei bestimmten Konflikten die Ausgangsdaten durch die Eisenbahnverkehrs-
unternehmen gea¨ndert werden mu¨ssen, kann die Bearbeitung dieser Trassenkonflikte
erst eine relativ lange Zeit spa¨ter erfolgen. In dieser Zeit kann die betroffene Trasse
aus anderen Gru¨nden gea¨ndert worden sein. Auch in diesem Fall kann die Versions-
geschichte eine Hilfe fu¨r den Bearbeiter sein. Das Problem der Zusammenfu¨hrung
paralleler A¨nderungen ist in diesem Fall a¨hnlich zu dem Problem der spa¨t verfu¨gba-
ren Pru¨fungsergebnisse bei der Qualita¨tssicherung (siehe Abschnitt 2.3 auf Seite 18);
das im Abschnitt 4.4.2 betrachtete Szenario zur Zusammenfu¨hrung ist auch auf diese
Situation anwendbar.
4.4.1.2 Konstruktion einzelner Trassen
Jeder Konstrukteur ist fu¨r einen bestimmten Netzabschnitt vollsta¨ndig verantwort-
lich (siehe Abschnitt 2.2.3 auf Seite 14). An den Grenzen dieser Netzabschnitte muss
sichergestellt werden, dass die Fahrtabschnitte korrekt miteinander verbunden sind.
Da die Fahrtabschnitte unabha¨ngig voneinander bearbeitet werden, ko¨nnen nach-
tra¨gliche A¨nderungen von Trassen (bzw. einzelner Fahrtabschnitte dieser Trassen)
zu Inkonsistenzen fu¨hren.
Es ist beispielsweise folgendes Szenario mit zwei Bearbeitern, die eine gemeinsame
Trasse konstruieren mu¨ssen, denkbar:
1. Bearbeiter A erstellt Fahrtabschnitt 1 der Trasse.
2. Bearbeiter B erstellt am folgenden Tag Fahrtabschnitt 2 der Trasse; die Ver-
bindung zwischen Fahrtabschnitten 1 und 2 ist konsistent.
3. Eine Woche spa¨ter trifft eine A¨nderung der Trassenbestellung ein.
4. Bearbeiter B a¨ndert sofort den Fahrtabschnitt 2; die Verbindung zwischen Ab-
schnitten 1 und 2 befindet sich nun im inkonsistenten Zustand.
5. Bearbeiter A kann aus nicht weiter bekannten Gru¨nden die A¨nderung an seinem
Fahrtabschnitt 1 erst eine Woche spa¨ter realisieren.
Da beide Bearbeiter auch weitere Trassen in ihren Netzabschnitten aktiv pflegen
oder hinzufu¨gen und alle Trassen in einem Netzabschnitt schon durch die Nutzung
derselben Schienenwege stark voneinander abha¨ngig sind, kann es fu¨r den Bearbei-
ter A nun schwierig sein, nachzuvollziehen, wie, wann und aus welchem Grund die
Verbindung zwischen Fahrtabschnitten 1 und 2 ungu¨ltig geworden ist.
Denkbar ist auch ein anderes Szenario, in dem sich die A¨nderung an der Verbin-
dung nicht durch ein dokumentiertes externes Ereignis wie eine Bestellungsa¨nderung,
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sondern durch Wechselwirkungen mit anderen Trassen oder schlicht durch einen Feh-
ler ergibt. Dies macht es fu¨r beide Bearbeiter noch schwieriger, festzustellen, was
passiert ist und wie genau der Fehler behoben werden muss.
Mit einem Versionskontrollsystem, das nah an der fachlichen Fahrplanmodellebe-
ne arbeitet, ko¨nnen die Bearbeiter gemeinsam oder getrennt anhand der Versions-
geschichte der einzelnen Fahrtabschnitte feststellen, wann und wie die A¨nderungen
erfolgt sind. Diese Information ist hilfreich, um die Situation zu beurteilen und die
entstandene Inkonsistenz zu beheben. In diesem Szenario wird so die Aufzeichnung
der Versionsgeschichte mit Metadaten wie Zeitpunkt, Urheber und Grund der A¨n-
derungen (angegeben etwa in einem Versionskommentar) genutzt.
Das beschriebenen Problem der Inkonsistenz an den Grenzen tritt nicht nur zwi-
schen einzelnen Bearbeitern auf, sondern auch zwischen beliebigen Organisationsein-
heiten, solange diese sich das Netz ra¨umlich aufteilen.
4.4.2 Qualitätssicherung
Im Abschnitt 2.3 auf Seite 18 wurden die Besonderheiten der Qualita¨tssicherung von
Fahpla¨nen erla¨utert. Die wichtigsten Probleme waren dabei die eindeutige Festle-
gung des Pru¨fzustandes und die Vera¨nderung des Datensatzes wa¨hrend einer unter
Umsta¨nden lange dauernden Pru¨fung.
Ein Versionskontrollsystem eignet sich als Unterstu¨tzung zur Identifikation der
Bearbeitungssta¨nde des gesamten Fahrplans oder seiner einzelnen Teile. Dies sowie
die Mo¨glichkeit, die so identifizierte Version zu jedem Zeitpunkt abzurufen, geho¨rt
zu der Kernfunktionalita¨t eines jeden Versionskontrollsystems (siehe Abschnitt 3.1
auf Seite 27) und wird hier nicht weiter ausgefu¨hrt.
Die Auswirkungen der fehlenden Nachvollziehbarkeit der Pru¨fungsergebnisse bei
der zwischenzeitlichen Vera¨nderung des Datensatzes ko¨nnen bei einer geeigneten
Prozessgestaltung mit dem Einsatz eines Versionskontrollsystems gemindert werden.
Kann ein Fehler nicht mehr mit der aktuellen Version nachvollzogen werden, so kann
der Bearbeiter oder Pru¨fer die Versionsgeschichte anhand der Metadaten und der Un-
terschiede zwischen Versionen darauf untersuchen, inwieweit die neuen A¨nderungen
dafu¨r verantwortlich sein ko¨nnten. Ohne eine effektive automatische Unterschieds-
feststellung mu¨ssten die beiden Versionen manuell abgeglichen werden, was sich ab
einer bestimmten Gro¨ße des Datensatzes aus Aufwandsgru¨nden verbietet und die
Pru¨fung so ins Leere laufen la¨sst.
Stellt man fest, dass der Fehler in der aktuellen Version lediglich von einer zwi-
schenzeitlichen A¨nderung maskiert, aber nicht behoben wurde, ist es sinnvoll, die den
Fehler getrennt von der aktuellen Version zu korrigieren, um die fachlichen Trans-
aktioneigenschaften nicht zu verletzen (siehe Abschnitt 3.1.4). Dazu kann der Be-
arbeiter zu der gepru¨ften Version zuru¨ckwechseln, den Fehler korrigieren und die
so entstandene Version mit der aktuellen Version zusammenfu¨hren. So werden die
A¨nderungen unabha¨ngig voneinander aufgezeichnet. Dieser Vorgang ist in der Ab-
bildung 4.2 auf der na¨chsten Seite dargestellt. Die Kreise stellen die Versionen dar,
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die durchgezogenen Pfeile die Nachfolger-Beziehung zwischen den Versionen und die
gestrichelten Pfeile den Informationsfluss.
(a) Pru¨fung der Version 1 begonnen (b) Pru¨fung beendet, aber Version 1
nicht mehr aktuell
(c) Korrekturen in Version 5 eingepflegt (d) A¨nderungen zusammengefu¨hrt
Abbildung 4.2: Versionierung bei der verzo¨gerten Korrektur eines Fehlers
Die A¨nderungen ko¨nnen dabei von unterschiedlichen Benutzern und/oder in un-
terschiedlichen Workspaces durchgefu¨hrt werden (vorausgesetzt, die Workspaces ent-
halten die gepru¨fte Version) und spa¨ter nach einer Workspace-Synchronisierung zu-
sammengefu¨hrt werden. Die Pru¨fung kann danach auf die neue Version wieder an-
gewendet werden, um unerwu¨nschte Seiteneffekte aufzudecken, die durch die Fehler-
korrektur hervorgerufen worden sein ko¨nnten.
4.4.3 Fahrplanaktualisierungen im Betrieb
Der Fahrplan wird im Betrieb zwar nicht so oft und umfangreich gea¨ndert wie in
der ”heißen Phase“ der Trassenkonstruktion. Dennoch kommen solche A¨nderungen
aus verschiedenen Gru¨nden regelma¨ßig und ha¨ufig vor (siehe Abschnitt 2.2.4 auf
Seite 16).
Diese A¨nderungen mu¨ssen an die Fahrplanbenutzer und -bearbeiter zeitnah wei-
tergegeben werden. Ein Teil der A¨nderungen betrifft dabei Zugfahrten, die kurze Zeit
nach Erhalt der A¨nderung starten oder bereits laufen. Fu¨r die Benutzer, die direkt
mit der Ausfu¨hrung des Fahrplans betraut sind (insbesondere Fahrdienstleiter und
Disponenten), bedeutet das, dass sie idealerweise schnell erkennen sollten, dass eine
A¨nderung stattgefunden hat, ob die A¨nderung ihren Verantwortungsbereich betrifft
und was genau sich gea¨ndert hat.
Ein Versionskontrollsystem hilft dabei bereits mit der eindeutigen Identifikation
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von Versionen und der Mo¨glichkeit, Metadaten wie Kommentare und weitere At-
tribute mit den Versionen zu verknu¨pfen, die von geeigneter Software ausgewertet
werden ko¨nnen. Mit der Hilfe der Unterschiedsfeststellung kann genau festgestellt
werden, welche Zugfahrten sich wie gea¨ndert haben.
Als Kommunikationsmodus kommen hier push-Operationen von einem Referenz-
workspace zum Benutzer hin in Frage, um die A¨nderungen zu den Fahrplanbenutzern
zu u¨bertragen, ohne dass der Benutzer dazu in regelma¨ßigen Absta¨nden die A¨nde-
rungen anfordern muss.
4.4.4 Disposition
Die Disposition der Zugfahrten stellt eine weitere A¨nderungsquelle fu¨r den Fahrplan
dar. Allerdings wird dabei nicht der Sollfahrplan, sondern der tagesaktuelle Fahrplan
gea¨ndert, der eine Kopie der Sollfahrplans darstellt2. Die Disponenten beobachten
das Betriebsgeschehen auf stark belasteten Strecken und Bahnho¨fen und passen ins-
besondere die Reihenfolge der Zugfahrten an, soweit es nach den Dispositionrichtlini-
en notwendig erscheint. Dies geschieht mit Hilfe eines Prozesssteuerungssystems (bei
der DB Netz: LeiDis, leitsystem Disposition), das den Disponenten eine Visualisie-
rung der Betriebssituation in Echtzeit und die Mo¨glichkeit zur schnellen und direkten
Manipulation des Fahrplans bietet. Die Arbeitspla¨tze mehrerer Disponenten mu¨ssen
dabei synchronisiert werden.
Der Einsatz eines Versionskontrollsystems in der Disposition kann folgendermaßen
aussehen: Jede Dispositionshandlung erstellt eine neue Version. Die so entstehen-
de Versionsgeschichte kann einerseits als Protokoll archiviert, in erster Linie aber
von Disponenten selbst als Entscheidungshilfe wa¨hrend ihrer Arbeit eingesehen und
analysiert werden. Da die Dispositionshandlungen zeitkritisch sein ko¨nnen, sollte die
Erstellung neuer Versionen aus der Benutzersicht vollsta¨ndig transparent sein, um
den Disponenten nicht weiter zu belasten.
Da sich die Abla¨ufe und Datenflu¨sse in der Disposition gegenu¨ber den anderen fahr-
planbezogenen Aufgaben – auch den der im letzten Abschnitt beschriebenen opera-
tiven Planung – grundlegend unterscheiden, ist es sinnvoll, einen eigenen unabha¨ngi-
gen Bereich mit jeweils notwendigen Workspaces fu¨r die Disposition vorzusehen. Dies
entspricht der u¨blichen Organisation, bei der die Disposition von restlichen Fahrplan-
bearbeitung fachlich gesehen nahezu vollsta¨ndig entkoppelt ist. Außerdem herrschen
in dem Bereich der Disposition besondere Sicherheitsanforderungen [Dic02, Bor02].
Die Workspaces der Disponenten ko¨nnen entweder direkt miteinander oder u¨ber
ein spezielles Referenzworkspace synchronisiert werden. Zusa¨tzlich ko¨nnen die von
außen eintreffenden A¨nderungen (Aktualisierungen des Sollfahrplans) in einem ge-
trennten Workspace eingepflegt, gepru¨ft und dann u¨ber eine push-Operation an die
Disponenten weitergegeben werden. Die Entkopplung zwischen der Versionserstel-
lung und der Synchronisation in dezentralen Systemen kann dabei helfen, die Daten-
flu¨sse zwischen den Arbeitspla¨tzen und u¨bergeordneten Ebene zu strukturieren.
2Streng genommen handelt es sich bei dem ta¨glichen Kopieren des Sollfahrplans in den Tagesfahr-
plan um eine Art
”
Workspace-Synchronisierung“, die jedoch immer in eine Richtung erfolgt.
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4.4.5 Nichtfunktionale Anforderungen
Die dezentralen Versionskontrollsysteme ko¨nnen bei geeeigneter Implementierung die
im Abschnitt 2.4 auf Seite 19 angesprochenen Anforderungen wie Robustheit, Feh-
leroffenbarung und -toleranz sowie Sicherheit nicht nur erfu¨llen, sondern auch die
Einhaltung dieser im Gesamtsystem erleichtern.
Die in dezentralen Systemen verwendete Art der Versionsidentifikation mit Hil-
fe eines Hashwerts u¨ber den gesamten Inhalt der Version (siehe Abschnitt 3.2.5 auf
Seite 42) ermo¨glicht eine schnelle Pru¨fung der Daten auf Verfa¨lschungen und Manipu-
lationen bei der U¨bertragung und steigert so neben der Fehleroffenbarungsfa¨higkeit
die Robustheit des Systems. Das dezentrale Modell ist außerdem prinzipbedingt nur
wenig gegen Kommunikationssto¨rungen anfa¨llig (Abschnitt 3.2.2 auf Seite 35). Im
Hinblick auf die Fehlertoleranz kann die jeweils lokal verfu¨gbare Versionsgeschichte
dazu verwendet werden, im Fehlerfall auf eine als hinreichend fehlerfrei bekannte
a¨ltere Version zuru¨ckzugreifen.
Die flexible Organisation der Kommunikation durch pull - und push-Operationen
kann zur Erhaltung eines hohen Sicherheitsniveaus beitragen, indem die Zahl der
schreibenden Zugriffe auf entfernte Systeme minimiert wird. Daneben kann der Auf-
wand fu¨r Verwaltung von Zugriffsautorisierungen auf die beteiligten zweckgerecht
verteilt werden. Die Nachverfolgbarkeit aller A¨nderungen, die in Bezug auf die Si-
cherheit ebenfalls eine Rolle spielt, stellt ohnehin den Hauptzweck aller Versionskon-
trollsysteme dar.
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5 Prototypische Realisierung eines
Versionskontrollsystems für Fahrpläne
5.1 Wahl des Basissystems
Ein Teil der Aufgabe war es, die technische Realisierbarkeit des gewa¨hlten Einsatzes
durch die Erstellung eines Prototyps zu pru¨fen, in dem der gewa¨hlten Ansatz auf
Basis eines frei verfu¨gbaren Versionskontrollsystems implementiert wird.
Da große Datenmengen und die große Anzahl der Teilnehmer ein wesentliches
Merkmal der Aufgabe sind, sollte das Basissystem dezentral und in Softwareprojekten
entsprechender Gro¨ße (Hunderte von Entwicklern) erfolgreich eingesetzt worden sein.
Nach diesen Minimalkriterien kommen mehrere freie Systeme in Frage:
• git ist ein Versionskontrollsystem, das seit 2005 fu¨r die Entwicklung des Linux-
Kernels und zahlreicher weiterer Open Source-Projekte verwendet wird [Git].
• Mercurial, auch bekannt als hg [Mer], ist von der Zielstellung her eng mit git
verwandt, unterscheidet sich jedoch stark in der Implementierung. Mercurial
wird ebenfalls von einer Reihe großer Open Source-Projekte wie OpenJDK,
NetBeans, Python und OpenOffice eingesetzt.
• Bazaar [Baz] ist la¨nger als die beiden oben genannten Systeme verfu¨gbar; es
wird jedoch nicht so breit eingesetzt. azaar wurde fu¨r die Versionsverwaltung
im Rahmen der Entwicklung von Ubuntu Linux entwickelt und wird nach wie
vor hauptsa¨chlich dort verwendet, da keine weiteren großen Projekte dieses
System u¨bernommen haben.
Andere Systeme wie monotone [Mon] und darcs [Dar] haben keine Anwendungbei-
spiele in großen Projekten. GNU arch [arc] wird seit etwa 2006 nicht weiterentwickelt
und konnte sich trotz Verfu¨gbarkeit auf dem GNU-eigenen Projekthostingsystem Sa-
vannah nicht bei großen Projekten wie Emacs und GCC durchsetzen. SVK [SVK]
und DCVS [DCV] stellen keine eigensta¨ndigen dezentralen Systeme dar, sondern
sind Aufsa¨tze auf die zentralisierten Systeme Subversion bzw. CVS und wurden da-
her nicht beru¨cksichtigt.
Das Basissystem sollte leicht erweiterbar sein, d. h. zum einen auf einer Platt-
form aufbauen, die eine schnelle Entwicklung eines Prototyps ermo¨glichen und zum
anderen eine Erweiterungsschnittstelle besitzen. Diese Kriterien disqualifizieren git :
dieses System ist eine Sammlung von Programmen (geschrieben in C und teilweise als
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Shell-Skript), die lediglich ein gemeinsames Datenformat besitzen. Dies erschien dem
Autor nicht als eine gute Plattform fu¨r eine schnelle Entwicklung eines Prototyps.
Sowohl Bazaar und Mercurial sind in Python [Pyt] implementiert und besitzen eine
Plugin-Schnittstelle, was die Entwicklung eines Prototyps erleichtert bzw. ermo¨glicht.
Letztlich fiel die Entscheidung fu¨r Mercurial auf Grund des breiteren Einsatzes, der
besseren Performance, die sich in verfu¨gbaren Benchmarks zeigt [CTV+09] und der
weiteren Verbreitung.
5.2 Anforderungen an den Prototyp
Der Prototyp soll unter anderem der Demonstration der Unterschiedsfeststellung und
Zusammenfu¨hrung bei Fahrplandaten mit einer geeigneten Granularita¨t dienen. Um
dies zu bewerkstelligen, sind mindestens folgende Funktionen notwendig:
• ein funktionsfa¨higes Fahrplandatenmodell, das in seiner Grundstruktur den
verwendeten Datenmodellen entspricht
• eine Implementierung eines Algorithmus zur Unterschiedsfeststellung auf die-
sem Datenmodell, und ein zugeho¨riges Datenmodell fu¨r Deltas
• eine Implementierung eines geeigneten Zusammenfu¨hrungsalgorithmus
• das Speichern und Laden von Fahrpla¨nen und Deltas zwischen Fahrpla¨nen im
Dateisystem
• eine textuelle und/oder graphische Visualisierung fu¨r die festgestellten Unter-
schiede zwischen zwei Fahrpla¨nen
Kompatibilita¨tsanforderungen zu anderen Anwendungen bestehen nicht. Der Pro-
totyp soll auf ga¨ngigen PC-Betriebssystemen (Windows und/oder Linux) lauffa¨hig
sein.
Da es sich lediglich um einen Demonstrationsprototyp handelt, bestehen keine be-
sonderen Wartbarkeitsanforderungen. Der Programmcode sollte jedoch strukturiert
und lesbar gestaltet sowie kommentiert sein, damit die implementierte Funktionalita¨t
mit entsprechenden Informatik-Fachkenntnissen nachvollzogen werden kann.
Der Prototyp soll nicht vorrangig zur Beurteilung der Geschwindigkeit der Unter-
schiedsfeststellung und Zusammenfu¨hrung dienen. Es ist jedoch eine hinreichend ef-
fiziente Implementierung erforderlich, die die Unterschiedsfeststellung zwischen zwei
gro¨ßeren Fahrpla¨nen (2000 bis 3000 Zugfahrten) auf einen aktuellen PC-System1 in
weniger als 5 Sekunden ermo¨glicht.
1Die Messungen in dieser Arbeit wurden auf einem System mit Intel Core Duo T7300 2.0 GHz als
CPU und 3 GB RAM durchgefu¨hrt. Als Betriebssystem wurde die 32-Bit-Version von Windows
Vista verwendet.
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Um den Prototyp testen und vorfu¨hren zu ko¨nnen, werden Testdaten beno¨tigt.
Da echte Fahrplandaten in maschinenlesbaren Form und im geeigneten Detaillie-
rungsgrad nicht o¨ffentlich verfu¨gbar sind2, wird zusa¨tzlich ein Testdatengenerator
implementiert, der fiktive Fahrpla¨ne im verwendeten Datenmodell mit einem zu rea-
len Fahrpla¨nen a¨hnlichen Mengengeru¨st erzeugt.
5.3 Entwurf und Implementierung
Dieser Abschnitt beschreibt die einzelnen Komponenten des Prototyps und deren
Implementierung. Die Abbildung 5.1 auf der na¨chsten Seite bietet einen U¨berblick
u¨ber die Architektur des Prototyps in einer Notation, die an UML angelehnt ist3.
5.3.1 Plattform
Als Programmiersprache bzw. Laufzeitsystem wurde Python 2.5 [Pyt] gewa¨hlt. Als
dynamisch typisierte und zur Laufzeit kompilierte Programmiersprache mit auto-
matischem Speichermanagement eignet sich Python gut zur Erstellung und dem
Test von Prototypen. Außerdem verfu¨gt das Python-Laufzeitsystem u¨ber eine große
Standardbibliothek, die alle notwendigen Basisdatenstrukturen entha¨lt. Zu weiteren
Gru¨nden bei dieser Entscheidung za¨hlten die Plattformunabha¨ngigkeit, die Verfu¨g-
barkeit von ausgereiften GUI-Bibliotheken und nicht zuletzt die Erfahrung des Au-
tors beim Einsatz von Python sowohl fu¨r Prototypen als auch fu¨r Produktivsoftware.
5.3.2 Fahrplandatenmodell und Serialisierung
Das Datenmodell entspricht vollsta¨ndig dem im Abschnitt 4.2 auf Seite 60 beschrie-
benen Modell (Komponente Timetable Model in der Abb. 5.1 auf der na¨chsten Seite).
Alle dort aufgefu¨hrten Attribute wurden implementiert und bei der Unterschiedsfest-
stellung beru¨cksichtigt.
Als Serialisierungsformat fu¨r die Fahrplandaten wurde JSON [JSO] gewa¨hlt, da
dieses Format gegenu¨ber XML einfacher gestaltet ist und weniger Aufwand fu¨r die
Implementierung der Serialisierung erfordert; als Basis fu¨r den Serialisierungsteil
wurde die simplejson-Bibliothek [sim] verwendet, sodass im Prototyp selbst nur die
modellspezifischen Eigenschaften definiert wurden.
5.3.3 Unterschiedsfeststellung und Zusammenführung
Der Prototyp verwendet den vorgestellten Unterschiedsfeststellungsalgorithmus von
Chawathe et al. [CRGMW96] und den Zusammenfu¨hrungsalgorithmus von Lind-
2Die Verwendung von realen Fahrplandaten gegen Unterzeichnung einer Nichtweitergabeerkla¨rung
wa¨re denkbar gewesen. Der Autor legt jedoch Wert darauf, dass die Ergebnisse dieser Arbeit
von jedermann vollsta¨ndig nachvollzogen werden ko¨nnen, sodass diese Mo¨glichkeit nicht weiter
verfolgt wurde.
3Die Verwendung einer reinen UML-Notation war nicht mo¨glich, da UML beispielsweise keine
Darstellungsmo¨glichkeiten fu¨r freie Funktionen bietet.
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Abbildung 5.1: Architektur des Prototyps
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holm [Lin04] (Komponenten Chawathe Diff und Lindholm Merge in der Abb. 5.1).
Diese Algorithmen sind im Abschnitt 3.3 auf Seite 44 ausfu¨hrlich beschrieben. Zu-
sa¨tzlich wurde der LCS-Algorithmus von Myers [Mye86] implementiert, der vom
Unterschiedsfeststellungsalgorithmus benutzt wird.
Alle Algorithmen wurden ohne wesentliche A¨nderungen in Python u¨bertragen. Da-
bei wurde von einem generischen geordneten Baum ausgegangen, d. h. die Algorith-
men greifen nicht direkt auf die fahrplanspezifische Attribute zu, sondern benutzen
die allgemeine Baumschnittstelle der Objekte.
Die einzige implementierungsbedingte A¨nderung betraf die Darstellung der Del-
tas. Chawathe et al. benutzen bei der Formulierung der Bearbeitungsoperationen
in ihrer Arbeit Knotenbezeichner, die teilweise nicht Bestandteil des Modells sind.
Diese Bezeichner sind in einem gespeicherten Datensatz im Allgemeinen nicht vor-
handen, sodass bei der Anwendung eines gespeicherten Deltas die Bezeichner fu¨r den
Baum neu berechnet werden mu¨ssten. Dies erschien nicht sinnvoll, da die Knoten-IDs
ein Bestandteil des Algorithmus sind, die keine Auswirkungen auf das Datenmodell
haben sollten. Deswegen wurde statt des Knotenbezeichners der Pfad zum Knoten
verwendet, der den Knoten in einem Baum eindeutig identifiziert. Der Pfad ist eine
Folge von Indizes, die die Position des na¨chsten Knotens im Pfad auf der jeweiligen
Ebene angibt. Ein Beispiel fu¨r eine Update-Operation, die einen Pfad verwendet, ist
update([0, 1, 3], newValue)
Die bedeutet dass der Wert des 4. Kindknotens des 2. Kindknotens des 1. Kind-
knotens4 der Wurzel auf newValue gesetzt wird. Die Wurzel selbst wird durch den
leeren Pfad [] angegeben. Bei anderen Operationen werden analog dazu die Knoten-
bezeichner durch die Pfade ersetzt.
Fu¨r jede Operation wurde eine eigene Klasse definiert, die die fu¨r die Operation
relevanten Daten speichert. Das Delta stellt eine einfache Liste von Instanzen dieser
Klassen dar. Zur Serialisierung der Deltas wurde ebenfalls JSON verwendet.
Fu¨r die Anwendung der Deltas auf einen Fahrplandatensatz wurden zwei Klassen
mit unterschiedlichen Ausfu¨hrungsansa¨tzen implementiert. DefaultExecutor fu¨hrt
einfach die Operationen auf dem gegebenen Baum aus und u¨berfu¨hrt ihn so in den
Zielbaum. Die andere Klasse PretendingExecutor dient zur Visualisierung von Un-
terschieden. Insert- und Update-Operationen werden analog zu DefaultExecutor
ausgefu¨hrt; bei Delete-Operationen werden die Knoten nicht gelo¨scht, sondern ledig-
lich als gelo¨scht markiert, sodass sie spa¨ter an ihrem urspru¨nglichen Ort angezeigt
werden ko¨nnen. A¨hnlich dazu werden die Knoten bei einer Move-Operation an ihrer
Position belassen und als verschoben markiert; an der Zielposition wird eine Kopie
des Knotens eingefu¨gt und ebenfalls markiert.
5.3.4 Visualisierungen
Es wurden jeweils eine textuelle und eine graphische Visualisierung implementiert.
Die textbasierte Visualisierung gibt die Zusammenfassung der A¨nderungen auf die
4Die Indizes sind 0-basiert.
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Standardausgabe oder in eine Textdatei aus. Eine Beispielausgabe ist in der Abbil-
dung 5.2 gezeigt.
----------------------------------------
Verschoben:
Fahrt 7718
von Gruppe S1/Hin zu Gruppe S1/Rueck an Position 1000
----------------------------------------
Fahrt 7700, Abschnitt 7700/1 , Station Hauptbahnhof:
Wert geaendert:
Alt: Element (Hauptbahnhof ,
Weg Stadtmitte -17-Bad Cannstatt ,
an 07:04:19 , ab 07:05:19)
Neu: Element (Hauptbahnhof ,
Weg Stadtmitte -17-Bad Cannstatt ,
an 07:04:19 , ab 07:05:29)
----------------------------------------
Hinzugefuegt: Fahrt 7700, Abschnitt 7700/1 , Station x
zu Abschnitt 7700/1 (Fahrt 7700) an Position 9
----------------------------------------
Geloescht: Fahrt 7712, Abschnitt 7712/1 , Station Altbach
----------------------------------------
Abbildung 5.2: Beispielausgabe der textbasierten Delta-Visualisierung
Zusa¨tzlich dazu wurde eine graphische Benutzerschnittstelle (GUI) implementiert
(Abb. 5.3 auf der na¨chsten Seite). Die Benutzerschnittstelle lehnt sich in ihrer Gestal-
tung an die bekannten Programme zur Visualisierung von Unterschieden in Textda-
teien wie WinMerge [Win] an. Die Ansicht ist zweigeteilt: links wird der urpspru¨ng-
liche Fahrplan angezeigt, rechts der vera¨nderte mit farblich bzw. durch Symbole
hervorgehobenen Unterschieden. Zur Erstellung der Benutzerschnittstelle wurde die
freie GUI-Bibliothek PyQt4 [Riv09] verwendet.
5.3.5 Einbindung in das Basissystem
Da Mercurial bereits die Funktionalita¨t eines dezentralen Versionskontrollsystems in
Bezug auf die Kommunikation und die Metadatenverwaltung besitzt, besteht der
Großteil der Arbeit zur Einbindung darin, die neu implementierten Algorithmen zur
Unterschiedsfeststellung und Zusammenfu¨hrung einzubinden.
In der Abbildung 5.4 auf der na¨chsten Seite ist die Architektur von Mercurial
und die Einbindung der neuen Komponenten schematisch in einer UML-a¨hnlichen
Notation dargestellt. Die neu hinzugefu¨gten Komponenten, die im Rahmen dieser
Arbeit entstanden sind, sind grau hinterlegt.
76
Abbildung 5.3: Graphische Visualisierung von Unterschieden
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Abbildung 5.4: Architektur von Mercurial und Einbindung der neuen Komponenten
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Die Unterschiedsfeststellung wird von Mercurial, wie auch bei den meisten an-
deren VCS, einerseits zur Ausgabe der Unterschiede zwischen Versionen gegenu¨ber
dem Benutzer und andererseits zur persistenten Speicherung der Versionen verwen-
det. Diese beiden Einsatzzwecke sind voneinander unabha¨ngig (siehe Abschnitt 3.1.5
auf Seite 31). Somit ko¨nnen auch jeweils unterschiedliche Unterschiedsfeststellungs-
algorithmen an diesen Stellen verwendet werden.
Da bei dieser Arbeit die Anzeige der Versionsgeschichte und der Unterschiede
zwischen Versionen eindeutig im Vordergrund stand, wurde aus Aufwandsgru¨nden
darauf verzichtet, das Speicherformat von Mercurial (Komponente Persistence in der
Abb. 5.4) zu a¨ndern.
Der prima¨re Mechanismus zur Erweiterung von Mercurial besteht in der Implemen-
tierung zusa¨tzlicher Kommandos fu¨r die Kommandozeilen-Benutzerschnittstelle. Die
neuen Kommandos, die als Python-Funktionen implementiert werden, erhalten u¨ber
eine Programmierschnittstelle Zugriff auf den Mercurial-Datenspeicher (Abb. 5.4,
Komponente Frontend).
Um die Unterschiede zwischen Fahrplanversionen anzuzeigen, wurden zwei weite-
re Kommandos zur Mercurial-Benutzerschnittstelle hinzugefu¨gt. Der Aufruf dieser
Kommandos hat folgende Syntax:
hg ttdiff [<file>] [-r <rev1>] [-r <rev2>]
hg qttdiff [<file>] [-r <rev1>] [-r <rev2>]
Der Dateiname (<file>) gibt die Fahrplandatei an, fu¨r die die Unterschiede an-
gezeigt werden sollen. Ist dieser nicht angegeben, wird angenommen, dass sich in
dem aktuellen Verzeichnis genau eine Fahrplandatei befindet. Die Versionsbezeich-
ner <rev1> und <rev2> geben die zu vergleichenden Versionen an. Der Standardwert
ist jeweils die aktuelle Arbeitskopie und die letzte verfu¨gbare eingecheckte Version
im Workspace. Das Kommando ttdiff startet die textbasierte Visualisierung und
gibt deren Ergebnisse auf die Standardausgabe aus. Das andere Kommando qtt-
diff o¨ffnet ein Fenster mit der graphischen Visualisierung (siehe Abschnitt 5.3.4).
Der Entwurf und die Implementierung dieser Kommandos basiert auf der Erweite-
rung extdiff, die beliebige Programme zur Anzeige von Unterschieden ausfu¨hren kann
und zum Lieferumfang von Mercurial geho¨rt.
Die Integration der Zusammenfu¨hrung gestaltete sich ebenfalls problemlos, da
Mercurial standardma¨ßig Unterstu¨tzung fu¨r verschiedene Merge-Werkzeuge mitbringt.
Um die Implemetierung des Lindholm-Algorithmus einzubinden, genu¨gte die Erstel-
lung eines Shell-Skripts bzw. einer Batch-Datei, die die Dateinamen der zusammen-
zufu¨hrenden Dateien als Parameter in der von Mercurial geforderten Reihenfolge
entgegennimmt. Der Pfad zu diesem Skript wird u¨ber einen entsprechenden Konfi-
gurationsparameter oder u¨ber eine Umgebungsvariable an Mercurial weitergeleitet.
Abgesehen von den beschriebenen neuen Kommandos zur Anzeige der Unterschie-
de ist die Bedienung fu¨r einen Benutzer des Mercurial-Basissystems unvera¨ndert.
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5.4 Anwendung des Prototyps
Der implementierte Prototyp wurde mit generierten Fahrpla¨nen verschiedener Gro¨-
ßen als Eingangsdaten ausgefu¨hrt. Dabei wurde speziell die Unterschiedsfeststellung
und die Zusammenfu¨hrung betrachtet, da die Kommunikationsfunktionalita¨t voll-
sta¨ndig der des Basissystems Mercurial entspricht.
Sowohl die Unterschiedsfeststellung als auch die Zusammenfu¨hrung liefern bei Bei-
spieldatensa¨tzen nachvollziehbare und sinnvolle Ergebnisse, die den Anforderungen
weitestgehend entsprachen. Operationen wie das Hinzufu¨gen und Lo¨schen von Fahrt-
gruppen, Fahrten, Fahrtabschnitten und Fahrtelementen sowie das Aktualisieren von
Attributen dieser Elemente werden von der Unterschiedsfeststellung korrekt erkannt
und als Deltas ausgegeben. Gleiches gilt fu¨r das Verschieben von Zu¨gen zwischen
Fahrtgruppen und A¨nderungen in der Fahrtgruppenhierarchie.
Die Zusammenfu¨hrung von drei Fahrplanversionen entsprach ebenfalls den Erwar-
tungen. Die A¨nderungen aus beiden abgeleiteten Versionen wurden in die zusammen-
gefu¨hrte Version u¨bernommen; gleichzeitig wurden keine zusa¨tzlichen Vera¨nderungen
(”Phantom-A¨nderungen“) an den Datensa¨tzen vorgenommen. In jedem Fall entste-
hen nach der Zusammenfu¨hrung syntaktisch korrekte Datensa¨tze.
Im Abschnitt 3.3 wurde die Rolle der Knotenzuordnung als ein wesentliches Ele-
ment der Unterschiedsfeststellungs- und Zusammenfu¨hrungsalgorithmen angespro-
chen. Die Bedeutung einer korrekten Zuordnung hat sich in der Anwendung des
Prototyps vollsta¨ndig besta¨tigt: hatten die Baumknoten in Eingangsdaten keine ein-
deutigen Bezeichner (auf welchen die im Prototypen verwendete Zuordnung basiert,
vgl. Abschnitt 4.3 auf Seite 63), waren die Ergebnisse nicht mehr verwertbar.
Eine weitere Besonderheit, die sich bei der Visualisierung der Unterschiede zwi-
schen Ba¨umen zeigt, tritt beim Hinzufu¨gen und Lo¨schen von Unterba¨umen auf, die
mehr als einen Knoten enthalten. Beim Lo¨schen einer Zugfahrt mit einem Fahrtab-
schnitt und zehn Fahrtelementen werden beispielsweise bei der verwendeten Text-
visualisierung zwo¨lf A¨nderungen ausgegeben. Dies ist zwar aus der Sicht der Da-
tenverwaltung korrekt; intuitiv impliziert jedoch das Lo¨schen der Fahrt auch das
Lo¨schen aller Unterelemente, sodass die weiteren angezeigten A¨nderungen (Lo¨schen
des Fahrtabschnitts und der einzelnen Fahrtelemente) vom Benutzer als redundant
wahrgenommen werden, was im Hinblick auf die Benutzbarkeit problematisch sein
kann.
Das Laufzeitverhalten des Prototyps kann als dem Zweck angemessen angese-
hen werden. Die beno¨tigte Zeit fu¨r den Vergleich von zwei Fahrpla¨nen mit jeweils
2544 Fahrten (43980 Knoten pro Baum) und 55 Einzela¨nderungen zwischen den
Fahrpla¨nen liegt auf dem Testsystem bei etwa 3 Sekunden. Die am Anfang dieses
Kapitels gestellte Anforderung ist somit erfu¨llt.
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6 Zusammenfassung und Ausblick
6.1 Bewertung der Ergebnisse
Als Ergebnis dieser Arbeit lassen sich die eingangs gestellten Fragen nach der An-
gemessenheit und der technischen Realisierbarkeit des Einsatzes der Versionskon-
trollsysteme fu¨r die Verwaltung von Eisnebahnfahrplandaten im Allgemeinen positiv
beantworten.
Eine Voraussetzung fu¨r den erfolgreichen Einsatz von Versionskontrollsystemen ist
die effektive und effiziente Unterschiedsfeststellung zwischen und Zusammenfu¨hrung
von unterschiedlichen Versionen Datensatzes. Da die Fahrpla¨ne in ihrer Grundstruk-
tur in der Regel als geordnete Ba¨ume modelliert werden (Abschnitt 2.5), lassen sich
die entsprechenden Algorithmen fu¨r Fahrplandaten einsetzen. Dies wurde mit Hilfe
eines Demonstrationsprototyps gezeigt. Sowohl die Unterschiedsfeststellung als auch
die Zusammenfu¨hrung haben sich ohne nennenswerte Einschra¨nkungen als funktions-
fa¨hig erwiesen. Auch die Einbindung der im Rahmen dieser Arbeit implementierten
Erweiterungen in ein bestehendes Basissystem konnte ohne Schwierigkeiten erfolgen.
Die prinzipielle technische Realisierbarkeit eines Versionskontrollsystems fu¨r Fahr-
pla¨ne ist damit nachgewiesen.
Die Antwort auf die Frage, inwieweit es sinnvoll ist, die Fahrplanprozesse durch ein
Versionskontrollsystem zu unterstu¨tzen, ist etwas komplexer. Wie die Betrachtungen
im Abschnitt 4.4 zeigen, la¨sst sich ausgehend von den o¨ffentlich verfu¨gbaren Infor-
mationen u¨ber Prozesse eine Reihe von Szenarien aufzeigen, in denen ein dezentrales
Versionskontrollsystem von Vorteil sein ko¨nnte.
Bei der Konstruktion einzelner Trassen (Datenverwaltung ”im Kleinen“) erleichtert
die konsequente Versionierung zusammen mit den Funktionen der Unterschiedsfest-
stellung und Zusammenfu¨hrung die Erstellung und Bearbeitung der Fahrplantras-
sen fu¨r die einzelnen Bearbeiter. Die Fahrplandatenverwaltung ”im Großen“ kann
ebenfalls von der Verfu¨gbarkeit der gesamten Versionsgeschichte des Fahrplans pro-
fitieren. Die Datenu¨bertragungsvorga¨nge zwischen den Beteiligten lassen sich mit
Hilfe eines Versionskontrollsystems so strukturieren, dass die jeweils notwendigen
Daten in konsistenter Form und in genau der Version vorliegen, wie es der jeweilige
Prozess erfordert. Es entsteht dabei auch keine unerwu¨nschte zusa¨tzliche Kopplung:
Durch die dezentrale Organisation der Versionierung bleiben fachlich unabha¨ngige
Einheiten auch in Bezug auf den Datenaustausch voneinander unabha¨ngig. Die even-
tuell bereits bestehende enge Kopplung zwischen zwei Einheiten kann sogar durch
ein Versionskontrollsystem gelockert werden, wenn der Grund dieser Kopplung die
Abha¨ngigkeit von dem bestimmten Zustand der Bearbeitung war: Ein Versionskon-
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trollsystem erlaubt den Abruf einer beliebigen Version, auch wenn diese Version nicht
mehr die neueste ist.
Die in der Arbeit beschriebene Funktionalita¨t kann – bei korrekter Implementie-
rung – eine ho¨here Qualita¨t des Fahrplans bereits bei der Erstellung ermo¨glichen.
Die Versionsverwaltung kann aber auch bei expliziten Qualita¨tssicherungsmaßnah-
men wie Pru¨fungen unterstu¨tztend eingesetzt werden. So werden die negativen Aus-
wirkungen der beiden Grundprobleme der Festlegung des Pru¨fzustandes und der
Nachvollziehbarkeit der Ergebnisse bei lange dauernden Pru¨fungen gemildert. Da-
durch erlaubt es der Einsatz von Versionskontrollsysteme, mehr und ausfu¨hrlichere
Pru¨fungen durchzufu¨hren bzw. die Kosten fu¨r bestehende Pru¨fungen zu senken.
Auch im Betrieb, d. h. bei der Ausfu¨hrung des Fahrplans verspricht der Einsatz
eines Versionskontrollsystems Vorteile. Da der Fahrplan auch nach der Erstellung
ha¨ufig aktualisiert wird, ermo¨glicht die lu¨ckenlose Versionierung eine schnellere und
genauere (und somit kostengu¨nstigere) Erkennung und Umsetzung der A¨nderungen.
Speziell in der Disposition kann der Datenaustausch flexibel und gleichzeitig fu¨r
die Disponenten – die verglichen mit anderen Teilnehmern am Eisenbahnbetrieb bei
ihrer Arbeit unter gro¨ßtem Zeitdruck stehen – nachvollziehbar gestaltet werden. Der
dezentrale Ansatz kann dabei die notwendige Abschottung des Dispositionsbereichs
unterstu¨tzen und sicherstellen, ohne die Funktionalita¨t einzuschra¨nken.
Die nichtfunktionalen Anforderungen wie Datensicherheit, Robustheit und Fehler-
toleranz werden durch den vorgestellten Ansatz nicht nur erfu¨llt, sondern ko¨nnen bei
geeigneter Implementierung die Erfu¨llung dieser durch andere Teilsysteme, die am
Datenaustausch beteiligt sind, unterstu¨tzen, ohne die Kosten dafu¨r zu steigern.
Die Verwendung eines dezentralen Versionskontrollsystems fu¨r in diesen Prozessen
erscheint also vielsprechend. Im Rahmen dieser Arbeit wurden jedoch ausschließlich
theoretische Betrachtungen dazu angestellt. Vor einer tatsa¨chlichen Implementierung
eines Versionskontrollsystems in einem Fahrplanbearbeitungsprozess bedarf es einer
tiefergehenden Evaluation mit genaueren Informationen u¨ber die Prozessumgebung,
etwa in einem Pilotprojekt.
Die angesprochenen Vorteile ko¨nnen, wie bereits in diesem mehrfach erwa¨hnt,
erst bei einer geeigneten Implementierung eines Versionskontrollsystems verwirklicht
werden. Die Einfu¨hrung eines Versionskontrollsystems bedeutet in jedem Fall eine
A¨nderung fu¨r die Beteiligten; fu¨r den vorgestellten Ansatz wurde gezeigt, dass diese
A¨nderungen bei vergleichsweise geringen Kosten einen betra¨chtlichen Nutzen bringen
ko¨nnen. Der Erfolg jeder Prozessa¨nderung oder die A¨nderung der Arbeitsweise ha¨ngt
aber von weit mehr Faktoren ab als nur von der technischen Machbarkeit oder dem
theoretisch nachgewiesenen Nutzen.
Erwa¨hnt seien an dieser Stelle auch die Freiheitsgrade in der Kommunikations-
gestaltung, die der vorgestellte Ansatz bietet. Einerseits ist diese hohe Flexibilita¨t
erwu¨nscht; andererseits bedeutet die Mo¨glichkeit, die Kommunikation zu gestalten,
auch die Pflicht, diese aktiv zu gestalten. Wird dies vernachla¨ssigt, kann in ungu¨ns-
tigen Fa¨llen das Ergebnis weit vom Optimum entfernt sein.
Das Ziel dieser Arbeit – die prinzipielle Machbarkeit eines Versionskontrollsystems
82
fu¨r strukturierte Daten, insbesondere fu¨r Fahrpla¨ne im Eisenbahnbetrieb, zu zeigen,
– darf trotz allen Kla¨rungsbedarfs in Detailfragen als erreicht bezeichnet werden.
6.2 Ausblick
Auch wenn diese Arbeit sich auf die Fahrplanerstellung und Betrieb in einem großen
Eisenbahninfrastrukturunternehmen konzentriert, bedeutet dies nicht, dass die vor-
gestellten Ansa¨tze und Ergebnisse sich nicht auf andere Einsatzgebiete u¨bertragen
ließen, die sich mit Bearbeitung und Verwaltung von Fahrplandaten befassen. Da-
zu geho¨ren beispielsweise kleinere Verkehrsunternehmen im Bereich der Eisenbahn
sowie im o¨ffentlichen Personennahverkehr, die keine große Anzahl von Fahrplanbe-
arbeitern haben. Auch wenige Bearbeiter profitieren von der Verfu¨gbarkeit der Ver-
sionsgeschichte und der Mo¨glichkeit des effizienten Vergleichs zweier Fahrplanversio-
nen, wie auch kleinere Softwareentwicklergruppen von einem Versionskontrollsystem
fu¨r Quellcode profitieren.
Ein weiteres Einsatzfeld ist die Eisenbahnbetriebswissenschaft, wie sie an Univer-
sita¨ten und auch in Forschungsabteilungen der Unternehmen praktiziert wird. Die
dort angewendeten Untersuchungsmethoden setzen ebenfalls die Verfu¨gbarkeit von
Fahrplandaten voraus. Dabei mu¨ssen die Fahrpla¨ne teilweise in mehreren Varianten,
bei bestimmten Verfahren sogar in Hunderten von automatisch generierten Varian-
ten vorliegen. Auch dort kann die Unterschiedsfeststellung und die Dokumentation
der A¨nderungen durch die Versionsgeschichte von Vorteil sein.
Eine fu¨r eine Produktivumgebung geeignete Realisierung eines Versionskontroll-
systems fu¨r Fahrplandaten bedarf ebenfalls weiterer Arbeiten, um die notwendige
Robustheit und Performanz sicherzustellen. Ein weiteres Thema, das vertieft werden
sollte, ist die ergonomisch optimale Visualisierung von festgestellten Unterschieden,
die Interaktion beim Zusammenfu¨hren und die Verbesserung der Lo¨sung von festge-
stellten Zusammenfu¨hrungskonflikten.
Die Ergebnisse dieser Arbeit sind aber auch außerhalb der ”Fahrplanwelt“ ver-
wendbar: die implementierten Algorithmen und die vorgestellte Vorgehensweise las-
sen sich auch auf weitere Datensa¨tze und Prozesse anwenden, wenn sie jeweils eine
a¨hnliche Struktur haben. Einige Einsatzfelder gibt es in an die Fahrplanverwaltung
angrenzenden Bereichen der Eisenbahnwesens: die Infrastruktur- und Fahrzeugdaten
ko¨nnen ebenfalls als geordnete Ba¨ume modelliert werden und unterliegen ebenfalls
A¨nderungen in der Zeit. Weitere Mo¨glichkeiten sind in der Softwaretechnik mit der
Verwaltung von Anforderungen, Quellcode (auf einer ho¨heren Ebene als der des rei-
nen Texts) und Softwaremodellen gegeben. Diese Aufza¨hlung ist mit Sicherheit nicht
vollsta¨ndig: hierarchisch-sequentiell strukturierte Daten sind in sehr vielen Einsatz-
gebieten zu finden.
83

Literaturverzeichnis
[Baz] Bazaar, URL http://bazaar-vcs.org/en/
[Dar] darcs: free, open source code management system, URL http://
darcs.net
[Del] DeltaXML: Change control for XML documents, URL http://
deltaxml.com
[DCV] Distributed CVS, URL http://www.elegosoft.com/en/solutions/
distributed-cvs.html
[Git] git: the fast version control system, URL http://git-scm.com
[arc] GNU arch, URL http://www.gnu.org/software/gnu-arch/
[JSO] JSON: JavaScript Object Notation, URL http://json.org
[Mer] Mercurial, URL http://selenic.com/mercurial
[Mon] monotone: fast, distributed version control, URL http://monotone.
ca/
[Pyt] Python Programming Language, URL http.//python.org/
[sim] SimpleJSON, URL http://undefined.org/python/#simplejson
[TDM] The 3DM XML 3-way merging and difference tool, URL http://tdm.
berlios.de
[SVK] The SVK version control system, URL http://svk.bestpractical.
com/
[Win] WinMerge: Open Source differencing and merging tool, URL http:
//winmerge.org/
[Ask94] Asklund, U.: Identifying conflicts during structural merge. Tech. Rep.
LU-CS-TR:94-130, Department of Computer Science, Lund Institute
of Technology, Lund University, (1994), URL http://www.cs.lth.
se/Research/ProgEnv/Papers/LU-CS-TR:94-130.pdf
[Bor02] Bormet, J.: Funktion der Fahrplanbasierten Zuglenkung der Betriebs-
zentralen. Eisenbahningenieur 53(6), 36–44 (2002)
85
[Bru¨95] Bru¨nger, O.: Konzeption einer Rechnerunterstu¨tzung fu¨r die Fein-
konstruktion von Eisenbahnfahrpla¨nen. Dissertation, RWTH Aachen
(1995)
[Bru¨00] Bru¨nger, O.: Fahrplanfeinkonstruktion mit Rechnerunterstu¨tzung –
Grundlagen, Meilensteine und Visionen. In: Informationstechnologie
bei den Bahnen, S. 148–155. Hestra-Verlag (2000)
[BG03] Bru¨nger, O.; Gro¨ger, T.: Fahrplantrassen managen und Fahr-
planerstellung simulieren. Mobilita¨t und Verkehrsmanagement
in einer vernetzten Welt. 19. Verkehrswissenschaftliche Tage
Dresden, Technische Universita¨t Dresden, Fakulta¨t fu¨r Ver-
kehrswissenschaften ”Friedrich List“, Dresden (2003), URL
http://www.trafficforum.ethz.ch/vwt_2003/beitraege/
VWT19proceedings_contribution_99.1-99.29.pdf
[CTV+09] Cannon, B.; Turnbull, S.J.; Vassalotti, A.; Warsaw, B.; Ocht-
man, D.: PEP-374: Chosing a distributed VCS for the Python
project (2009), URL http://www.python.org/dev/peps/pep-0374/
#tests-impressions
[CRGMW96] Chawathe, S.S.; Rajaraman, A.; Garcia-Molina, H.; Widom, J.:
Change detection in hierarchically structured information. Procee-
dings of the ACM SIGMOD International Conference on Management
of Data, S. 493–504. Montre´al, Que´bec (1996)
[Che04] Chen, B.: A serverless, wide-area version control system. Dissertati-
on, Massachusetts Institute of Technology. Dept. of Electrical Enginee-
ring and Computer Science. (2004), URL http://dspace.mit.edu/
bitstream/handle/1721.1/28536/57383922.pdf?sequence=1
[CCC05] Chen, H.; Chen, L.; Chen, G.C.: Effects of local-lag mechanism on
task performance in a desktop CVE system. J. Comput. Sci. Technol.
20(3), 396–401 (2005)
[CSFP09] Collins-Sussman, B.; Fitzpatrick, B.W.; Pilato, M.C.: Version Con-
trol with Subversion. O’Reilly Media (2009), URL http://svnbook.
red-bean.com/
[CW98] Conradi, R.; Westfechtel, B.: Version models for software configuration
management. ACM Comput. Surv. 30(2), 232–282 (1998)
[DB 08] DB Netz AG: Richtlinie 402: Trassenmanagement. Konzernrichtlinie
(2008)
[DB 09] DB Netz AG: Gescha¨ftsbericht 2008 (2009), URL http:
//www.deutschebahn.com/site/shared/de/dateianhaenge/
berichte/geschaeftsbericht__2008__dbnetz.pdf
86
[Dic02] Dickgießer, B.M.: Leitsysteme der Betriebszentralen der Deutschen
Bahn AG. Eisenbahningenieur 53(6), 45–48 (2002)
[Die09] Die railML-Initiative: railML-Entwicklung (2009), URL http://www.
railml.org/de/development/development.html
[Eis09] Eisenbahn-Bundesamt: Informationen u¨ber Eisenbahnunternehmen
(2009), URL http://www.eba.bund.de/cln_005/nn_204046/DE/
Infothek/Eisenbahnunternehmen/eisenbahnunternehmen__node.
html
[Fei91] Feiler, P.: Configuration management models in commercial environ-
ments. Tech. Rep. CMU/SEI-91-TR-7, Software Engineering Insti-
tute (1991), URL ftp://ftp.sei.cmu.edu/pub/case-env/config_
mgt/tech_rep/cm_models_TR07_91.pdf
[Hir77] Hirschberg, D.S.: Algorithms for the longest common subsequence pro-
blem. J. ACM 24(4), 664–675 (1977)
[HM76] Hunt, J.W.; McIllroy, M.: An algorithm for differential file comparison.
Tech. Rep. 41, AT&T Bell Laboratories Inc. (1976), URL http://
spivey.oriel.ox.ac.uk/mike/ip2008/oxford/diff.pdf
[Kan00] Kandels, C.: Erwartungen der DB Netz AG an die Werkzeuge fu¨r Pla-
nung und Fu¨hrung des Bahnbetriebs. Werkzeuge fu¨r Planung und
Fu¨hrung des Bahnbetriebs: Kurzfassungen. 3. Eisenbahnbetriebswis-
senschaftliches Kolloquium, Aachen (2000)
[Ko¨08] Ko¨gel, M.: Towards software configuration management for unified
models. CVSM ’08: Proceedings of the 2008 international workshop
on Comparison and versioning of software models, S. 19–24. ACM,
New York, NY, USA (2008)
[KKP07] Khanna, S.; Kunal, K.; Pierce, B.: A formal investigation of diff3.
Lecture Notes in Computer Science 4855, 485 (2007)
[KH07] Kronsbein, U.; Hinke, E.: Betriebszentralen der DB – Erfahrungen
und Anforderungen an die weitere Eintwicklung. Eisenbahntechnische
Rundschau 56(03), 87–93 (2007)
[Kuh96] Kuhn, C.: Rechnergestu¨tzte Vergabe von Fahrplantrassen bei Eisen-
bahnen. Dissertation, Universita¨t Hannover (1996)
[Lin04] Lindholm, T.: A three-way merge for XML documents. DocEng ’04:
Proceedings of the 2004 ACM symposium on Document engineering,
S. 1–10. ACM, New York, NY, USA (2004)
[Lu¨b96] Lu¨bke, D.: Der Elektronische Buchfahrplan der Deutschen Bahn AG.
Eisenbahntechnische Rundschau 45(12), 747–750 (1996)
87
[LL07] Ludewig, J.; Lichter, H.: Software Engineering : Grundlagen, Men-
schen, Prozesse, Techniken, 1. Auflage. dpunkt Verlag, Heidelberg
(2007)
[Med09] MediaWiki Project: MediaWiki Help: Tracking changes (2009), URL
http://www.mediawiki.org/wiki/Help:Tracking_changes
[Men02] Mens, T.: A state-of-the-art survey on software merging. IEEE Tran-
sactions on Software Engineering S. 449–462 (2002)
[MCPW08] Murta, L.; Correˆa, C.; Prudeˆncio Jo a.G.; Werner, C.: Towards
odyssey-VCS 2: improvements over a UML-based version control sys-
tem. CVSM ’08: Proceedings of the 2008 international workshop on
Comparison and versioning of software models, S. 25–30. ACM, New
York, NY, USA (2008)
[MH02] Myer, H.A.; Hildebrandt, M.: Towards time design: pacing of hyper-
text navigation by system response times. CHI ’02: CHI ’02 extended
abstracts on Human factors in computing systems, S. 824–825. ACM,
New York, NY, USA (2002)
[Mye86] Myers, E.: An O (ND) difference algorithm and its variations. Algo-
rithmica 1(1), 251–266 (1986)
[Net09] NetBSD Project: Commit Guidelines (2009), URL http://www.
netbsd.org/developers/commit-guidelines.html
[O’S09] O’Sullivan, B.: Mercurial: The Definitive Guide. O’Reilly Media
(2009), URL http://hg-book.red-bean.com/
[Pac08] Pachl, J.: Systemtechnik des Schienenverkehrs, 5. Auflage. View-
eg+Teubner (2008)
[Per09] Perforce Software: Perforce, the fast software configuration manage-
ment system (2009), URL http://www.perforce.com/
[Riv09] Riverbank Computing: PyQt4: Python binding for the Qt framework
(2009), URL http://www.riverbankcomputing.co.uk/software/
pyqt
[Roc75] Rochkind, M.J.: The source code control system. IEEE Transactions
on Software Engineering 1(4), 364–370 (1975)
[SG08] Schmidt, M.; Gloetzner, T.: Constructing difference tools for models
using the sidiff framework. ICSE Companion ’08: Companion of the
30th international conference on Software engineering, S. 947–948.
ACM, New York, NY, USA (2008)
88
[Shn84] Shneiderman, B.: Response time and display rate in human perfor-
mance with computers. ACM Comput. Surv. 16(3), 265–285 (1984)
[Smi88] Smith, R.: GNU diff3 Version 2.8.1. Teil von GNU Diffutils (1988)
[Sof] Software, R.: RailSys: Fahrplantrassen- und Infrastrukturmanage-
ment, URL http://www.rmcon.de/uber_railsys.html
[SSH03] Suzuki, N.; Sato, Y.; Hayase, M.: On merging structured documents
with move operation. ISICT ’03: Proceedings of the 1st international
symposium on Information and communication technologies, S. 249–
254. Trinity College Dublin (2003)
[Tai79] Tai, K.C.: The Tree-to-Tree Correction Problem. J. ACM 26(3), 422–
433 (1979)
[TvS08] Tanenbaum, A.S.; van Steen, M.: Verteilte Systeme, 2. Auflage. Pear-
son Studium (2008)
[Tri99] Tridgell, A.: Efficient algorithms for sorting and synchronization. Dis-
sertation, Australian National University (1999), URL http://samba.
org/~tridge/phd_thesis.pdf
[Vak06] Vakhtel, S.: RUT-K-Konstruktionsdatenschnittstelle XML-KSS
(2006), URL http://www.railml.org/documents/events/slides/
2006-09-22_db_vakhtel-xmlkss.pdf
[WDC03] Wang, Y.; DeWitt, D.; Cai, J.: X-Diff: An effective change detection
algorithm for XML documents. Proc. of 19th International Conference
on Data Engineering ICDE, S. 5–8 (2003)
[Web04] Weber, G.: Der Fahrplan – Kernelement des Eisenbahnbetriebes. Ei-
senbahntechnische Rundschau 56(06), 340–344 (2004)
[Wes91] Westfechtel, B.: Structure-oriented merging of revisions of software
documents. Proceedings of the 3rd international workshop on Softwa-
re configuration management, S. 68–79. ACM, New York, NY, USA
(1991)
[Wik09] Wikipedia Project: Wikipedia Quality control (2009), URL
http://en.wikipedia.org/wiki/Wikipedia:Quality_control#
Every_edit_is_recorded.21
[YKB93] Yahalom, R.; Klein, B.; Beth, T.: Trust relationships in secure
systems–a distributed authentication perspective. IEEE Computer
Society Symposium on Research in Security and Privacy, S. 150 (1993)
89

Erkla¨rung
Hiermit versichere ich, diese Arbeit selbsta¨ndig
verfasst und nur die angegebenen Quellen
benutzt zu haben.
(Igor Podolskiy)
91
