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a b s t r a c t
We investigate the integral multicommodity flow problem in symmetric directed graphs.
In order to complete this study on symmetry, we also investigate the symmetric
multicommodity flow problem, where requests are symmetric (a symmetric request is
actually a pair of requests with the same required capacity and reversed endpoints).
It is known that by using a specificity of symmetric digraphs, it is possible to find
2-commodity flows in polynomial time when one of the requests is of value 1. We show
that this specificity does not extend to greater flow values, and prove that the 2-commodity
flow problem is NP-complete.
When requests are symmetric, we propose a polynomial-time algorithm that finds
symmetric 2-commodity flows by using 5 simple flow computations, and prove that the
symmetric 3-commodity flow problem is NP-complete.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Motivation
Since the early development of optical networks, a wide range of optimization problems have been investigated. These
studies have striven to balance the relatively important cost of electro-optical equipment and of new communication lines
against the quality of provided service such as high bandwidth, small delay, and network reliability. The main specificities
of optical networks relative to the older electrical-signal networks reside in the extensive use of wavelength-division
multiplexing and on the nature of the links, which use directed optical amplifiers and converters and can be modeled by
symmetric directed graphs, where each arc represents a point-to-point unidirectional fiber-optic link, and where between
each pair of connected nodes there are two opposite arcs with identical capacities [1,2,28]. In the literature, the term
bidirected graph is also used (see for instance [6]). The renewed use of circuit-switching, the new wavelength-routing
problems and other technical deployments (such as virtual path layouts) have motivated the study of a number of path
coloring and routing problems with important restrictions on traffic splittability.
Interestingly, the fact that optical networks are modeled by symmetric digraphs allows for different routing solutions
compared to the more traditional undirected communication model that was primarily used in the modeling of electrical-
signal networks. Moreover, whereas optical networks are now deployed up to the end-user [21], other important network
classes are also modeled with symmetric digraphs, including wireless broadband networks [5]. In this paper, we investigate
the particularities of routing in symmetric digraphs, regardless of any other topological characteristic of the network,
by studying the fundamental integral multicommodity flow problem. In order to complete this study on symmetry,
we also investigate the symmetric multicommodity flow problem which concerns important applications such as video
conferencing and cloud computing.
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1.2. Related work
Given a directed graph G, a capacity κ and a set R ⊂ V (G) × V (G) × N of requests, the Multicommodity Flow Problem
consists in finding |R| flows corresponding to the request set and with respect to the capacity constraints on the graph.
The Multicommodity Flow Problem has been widely studied, as it arises naturally from many classical problems such as
routing problems [9]. The Fractional Problem (allowing fractional flows) can be solved in polynomial-time by using linear
programming [25]. However, the Integral Problem (not allowing fractional flows) is also of interest in a range of problems,
such as when routing non-splittable units of traffic, or finding non-splittable routes (e.g. for synchronous communications).
The Integral Multicommodity Flow Problem is NP-complete in the general case [8,12], andmany variants have been studied,
depending on the properties of G, R and G+ R (G+ R is the multigraph obtained from G by adding an arc for each request in
R). They divide themselves between NP-complete and tractable problems. One variant is the Disjoint Paths Problem which
consists in finding |R| disjoint paths corresponding to the request set. Disjoint path problems cover in fact four categories,
depending if the pathsmust be vertex-disjoint or edge-disjoint, and depending if the graph is directed or not. Vertex-disjoint
and edge-disjoint path problems are equivalent in many cases [15,22]. For instance, edge-disjoint path problems can be
polynomially reduced to vertex-disjoint path problems without changing the number of requests using line graphs [3]; in
directed graphs vertex-disjoint path problems can be reduced to edge-disjoint ones by simply splitting each vertex into
an input/output pair.1 For undirected graphs, the disjoint path problem is NP-complete in the general case [12], when G
is planar [17], when G is a grid [14], when (G + R) is planar [18] and when G is series–parallel [20]. On the other hand,
there is a polynomial-time algorithm for a fixed number of requests [22]. For directed graphs, the disjoint path problem is
NP-complete [7], even if the number of requested paths is two [8].
When studyingMulticommodity FlowProblems in Symmetric Digraphs, the interconnection graph is symmetric directed
and the capacity function is symmetric. Since symmetric digraphs are Eulerian, the problem we study would appear to be
a particular case of the directed Eulerian variant, except that usually G + R is assumed to be Eulerian (and not only G). On
this variant, Nash-Williams proved in 1965 (one can find a proof in [27]) that with |R| = 2 the problem was polynomial,
whereas with |R| ≥ 3 the problemwas NP-complete [26]. We refer the interested reader to Naves and Sebö’s survey [19] on
integral multicommodity flow problems for a more exhaustive take on the tractability consequences of having G or G + R
Eulerian.
In this work, wewill also study the case where requests are symmetric (so G+R is indeed Eulerian). One can observe that
a symmetric digraph with symmetric requests has the same knowledge structure as an undirected graph with undirected
requests, and that an undirected solution would perfectly fit for the symmetric problem. Also, a solution for the symmetric
problem yields a half-integral solution to the undirected problem. Half-integral multicommodity flows have been notably
studied by Rothschild and Whinston [23], Lomonosov [16] and Karzanov [13]: the problem is generally NP-complete, but
polynomial-time solutions exist in some settings, in particular when the request set forms a combination of 4 vertices,
a cycle of 5 vertices, or is a union of two stars. We prove (Theorem 2) that the cut criterion is a sufficient condition for
the symmetric 2-commodity flow problem: this result extends Hu’s theorem for fractional 2-commodity flows [10], and
Rothschild–Whinston’s theorem for half-integral 2-commodity flows [23].
In the case of symmetric digraphs, a polynomial-time algorithm exists for finding a bounded number of arc-disjoint
paths in a symmetric multigraph [11]. It has already been shown by Chanas [4] that the Multicommodity Flow Problem
is NP-complete with an arbitrary number of commodities, but that there was a polynomial-time algorithm for finding a
2-commodity flow when one of the flow uses one capacity unit along a single path.
1.3. Contents of the paper
In this work, we investigate integral multicommodity flow problems in symmetric directed graphs, and prove the
following theorems.
Theorem 1. The integral 2-commodity flow problem is NP-complete in symmetric directed graphs.
Theorem 2. There is a polynomial-time algorithm solving the integral symmetric 2-commodity flow problem. The cut criterion
is a necessary and sufficient condition for the existence of a solution.
Theorem 3. The integral symmetric 3-commodity flow problem is NP-complete.
The structure of the proofs of Theorems 1 and 3 follows broadly the same pattern as the proof of Even, Itai and Shamir [7],
with a commodity modeling the 3SAT clauses and a commodity modeling the Boolean variables. Unlike this previous work,
the Boolean columns are duplicated,2 the value of the flow for each column is 3 and not 1, there are subgraphs instead of
1 These simple reductions do not preserve other properties such as planarity, symmetry, etc.
2 The idea of duplicating flows on rows or columns is also used by Schwärzler [24] in another setting.
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Fig. 1. A flow from s to t of value 4.
vertices and numerous other controls are added to circumvent the flexibility provided by symmetric digraphs. Nevertheless,
a good understanding of their proof is recommended (but is not strictly necessary) to the reader.
In Chanas’ work concerning two-commodity flows [4], it is outlined that symmetric digraphs have the unique property
that when computing a maximum flow (with for instance the Edmonds–Karp algorithm), the arcs of the residual graph
exist in the original graph. Thus, an augmenting path in the residual graph is also a path in the original graph. This property
however does not hold when attaching to the path a capacity greater than 2, for instance through diamond-shaped tuples
(see Section 3.1) as asserted in Lemma 1. These tuples are one of the important components of the NP-hardness proof.
Whendealingwith symmetricmultiflows,we introduceX-shaped subgraphs (see Section 5.1),which can be all controlled
by a single commodity and do not prevent but strictly restrict their crossing by other commodities. Placed in the correct
structure, these subgraphs effectively act as single vertices with a constrained capacity.
We first introduce our notation in Section 2. We then prove that the integral 2-commodity flow problem is NP-complete
in Section 3. We propose a polynomial-time algorithm for the symmetric 2-commodity flow problem in Section 4 and then
prove that the integral symmetric 3-commodity flow problem is NP-complete in Section 5.
2. Notation
Let G be a directed graph. We call V (G) its vertex set and A(G) its arc set.
2.1. Functions on the arc set
In this work we shall consider functions from the arc set A(G) to the set Z of integers. Notably, we consider flows, and
also the capacity which restrains flows, to be functions from A(G) to Zwith the additional requirement that their values are
always positive. Here are the arithmetics we use on functions:
1. comparison: given two functions f and κ, f ≤ κ means that for all xy ∈ A(G), f (xy) ≤ κ(xy);
2. sum: given two functions f and g, f + g is the function defined for all xy ∈ A(G) by (f + g)(xy) = f (xy)+ g(xy);
3. subtraction: given two functions f and g, (f − g) is the function defined for all xy ∈ A by (f − g)(xy) = f (xy)− g(xy);
4. constants: 0 and 1 represent the constant functions with respective value 0 and 1 in the expressions f ≥ 0, f − 1, f + 1.
2.2. Flows and multicommodity flows
Given two vertices s, t and a natural number v, a flow from s to t of value v is a function f : A(G) → Z such that f ≥ 0
and
• ∀x ∉ {s, t},y:xy∈A(G) f (xy) =y:yx∈A(G) f (yx);
• y:sy∈A(G) f (sy) = v +y:ys∈A(G) f (ys);
• y:yt∈A(G) f (yt) = v +y:ty∈A(G) f (ty).
In this work, we further suppose that f has no loop, i.e. the graph obtained by removing all arcs xy such that f (xy) = 0 is
acyclic (see Fig. 1). In Sections 3 and 5 we either implicitly suppose the existence of a path decomposition or we explicitly
build flows from paths that carry 1 unit of flow each. In this context, we also view a flow f as a collection of paths, and say
that f contains a path if that path is part of the decomposition.
In usual flow problems, there is a capacity κ on G, so a flow f may have the additional constraint f ≤ κ . In that case
we say that f is κ-admissible. We say that f saturates an arc xy if f (xy) = κ(xy). We call Cflow(G) the number of operations
needed to compute a κ-admissible flow from s to t of value v. For instance, Cflow(G) = O(|V (G)| × |A(G)|2)when using the
Edmonds–Karp algorithm.
Given k requests (s1, t1, v1), . . . , (sk, tk, vk) ∈ V (G)×V (G)×N, a k-commodity flow (f1, . . . , fk) from (si) to (ti) of value
(vi) is a tuple of k functions such that fi is a flow from si to ti of value vi for all i ∈ {1, . . . , k} (see Fig. 2). Given a capacity κ ,
we may add the additional constraint

fi ≤ κ . In that case we say that (fi) is κ-admissible.
2.3. Symmetry
In this paper, we suppose that G is symmetric, whichmeans that for all pair (x, y) of vertices of G, xy ∈ A(G)⇔ yx ∈ A(G).
Given a function f on the arc set of a symmetric digraph, we define two additional operations:
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Fig. 2. A 2-commodity flow from (s1, s2) to (t1, t2) of value (3, 1).
Fig. 3. A symmetric function.
Fig. 4. A cut of value 4.
5. reverse: the function f r is defined for all xy ∈ A(G) by f r(xy) = f (yx);
6. simplification: the function |f | is defined for all xy ∈ A(G) by |f |(xy) = max{f (xy)− f (yx), 0}.
A function f is symmetric if f = f r (see Fig. 3).
Let (fi) be a k-commodity flow from (si) to (ti) of value (vi). If k is even and if s2i = t2i−1, t2i = s2i−1 and v2i = v2i−1
for all i ∈ {1, . . . , k2 }, then (fi) is also called a symmetric k2 -commodity flow from (s2i) to (t2i) of value (v2i). A symmetric
1-commodity flow is also called a symmetric flow.
2.4. Problems
The integral k-commodity flow problem in symmetric digraphs consists in answering the following question: given a
symmetric directed graphG, a symmetric capacity function κ , and k requests (s1, t1, v1), . . . , (sk, tk, vk), does a κ-admissible
k-commodity flow (fi) from (si) to (ti) of value (vi) exist?
The integral symmetric k-commodity flow problem consists in answering the following question: given a symmetric
directed graphG, a symmetric capacity function κ , and k requests (s1, t1, v1), . . . , (sk, tk, vk), does a κ-admissible symmetric
k-commodity flow (fi)1≤i≤2k from (si) to (ti) of value (vi) exist?
2.5. Cuts
A cut S, T of G is a bipartition of V (G). The cut set δ+(S) is the set of arcs xy such that x ∈ S and y ∈ T . Given a function f
on A(G), the value f (ST ) of the cut is the sum

xy∈δ+(S) f (xy) (see Fig. 4).
Given a directed graph G, a capacity function κ on G, k pairs of vertices ((si, ti))1≤i≤k and k positive integers (vi)1≤i≤k, the
cut criterion for (κ, (s1, t1, v1), . . . , (sk, tk, vk)) is: for all cut S, T
κ(ST ) ≥

1≤i≤k,si∈S,ti∈T
vi.
If G and κ are symmetric, if k is even and if s2i = t2i−1, t2i = s2i−1 and v2i = v2i−1 for all i ∈ {1, . . . , k2 }, then
the cut criterion for (κ, (s1, t1, v1), . . . , (sk, tk, vk)) is also called symmetric cut criterion for (κ, (s1, t1, v1), (s3, t3, v3), . . . ,
(sk−1, tk−1, vk−1)).
The cut criterion is a necessary and sufficient condition for the existence of a single commodity flow (Menger’s Theorem),
and it is also a necessary condition in multicommodity flow problems. In Section 4, we show that it is a sufficient condition
for the symmetric 2-commodity problem.
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3. Two-commodity flows
In this section we prove that the integral 2-commodity flow problem in symmetric digraphs is NP-hard.
3.1. Diamond-shaped tuple
We introduce diamond-shaped tuples which we will use in the reduction of 3SAT to the integral 2-commodity flow
problem in symmetric digraphs.
Let G be a symmetric directed graph, and let κ be a symmetric capacity function on G. We say that a tuple of vertices
(ℓ, u, r, d) is diamond-shaped if the four vertices ℓ, u, r, d are distinct, if the subgraph induced by the four vertices forms a
cycle, and if κ(ℓu) = 1, κ(ur) = 2, κ(rd) = 1 and κ(dℓ) = 1.
Lemma 1. Let G be a symmetric directed graph, and let κ be a symmetric capacity function on G. Let (ℓ, u, r, d) be a diamond-
shaped tuple and H be the subgraph induced by the tuple. If (f1, f2) is a κ-admissible 2-commodity flow in G such that f1 is a flow
from u to d of value i on H and if j = f2(ℓu)+ f2(ℓd), then i ≤ 2, j ≤ 2 and i+ j ≤ 3.
Proof. By considering the cut set {ℓd, rd}, we have i ≤ 2. By considering the cut set {ℓu, ℓd}, we have j ≤ 2. By considering
the arc set {ℓu, ℓd, rd} = {ℓd, rd}{ℓu, ℓd}, we have i+ j ≤ 3. 
3.2. Reduction
Consider a 3SAT formula with n variables and m clauses. We assume without loss of generality that for each Boolean
variable b, each literal b and¬b appears in at least one clause and at most once in each clause. We construct G and define κ
as follows.
• There are four distinct vertices s1, s2, t1, t2.
• For each clause c ,
– there are two vertices ℓc and rc such that ℓc is a neighbor of both t1, s2 and such that rc is a neighbor of both s1, t2, with
κ(ℓc t1) = κ(rcs1) = 3 and κ(ℓcs2) = κ(rc t2) = 1;
– for each Boolean literal β that appears in c ,
* there is a diamond-shaped tuple (ℓcβ , ucβ , rcβ , dcβ) such that ℓcβ is a neighbor of all s1, s2, ℓc and such that rcβ is
a neighbor of all t1, t2, rc , with κ(ℓcβs1) = κ(ℓcβs2) = κ(ℓcβℓc) = 1 and κ(rcβ t1) = κ(rcβ t2) = κ(rcβrc) = 1
(see Fig. 5).
• For each Boolean variable b,
– there are two vertices ub, db such that ub is a neighbor of s1 and such that db is a neighbor of t1, with κ(ubs1) = κ(dbt1)
= 3.
– For each literal β ∈ {b,¬b},
* the vertex ub is a neighbor of ucβ with κ(ubucβ) = 2, where c is the first clause in which β appears;
* for each clause c in which β appears, if c ′ is the next clause in which β appears, then dcβ is a neighbor of uc′β with
κ(dcβuc′β) = 2;
* the vertex dcβ is a neighbor of db with κ(dcβdc) = 2, where c is the last clause in which β appears (see Fig. 6(a)).
The capacity function κ is fully defined on A(G) by symmetry and by the properties of the diamond-shaped tuples. For
each arc xy, the value κ(xy) is in {1, 2, 3}.
We will prove in the following that the existence of a κ-admissible 2-commodity flow from (s1, s2) to (t1, t2) of value
(3n+ 6m, 4m) is equivalent to the satisfiability of the 3SAT formula. The first commodity represents the Boolean variables
and the second commodity represents the clauses.
3.3. Existence of an admissible 2-commodity flow
Suppose that there is a solution to the Boolean formula, where each Boolean variable has a value in {true, false}. In this
subsection, we will prove that there is an admissible 2-commodity flow from (s1, s2) to (t1, t2) of value (3n+ 6m, 4m).
Proof. Wedefine f1 as a flow saturating the arcs s1rc and ℓc t1 for each clause c , and saturating the arcs rcrcβ and ℓcβℓc for each
literal β in c; and as a flow containing 3 paths for each Boolean variable b: a first path goes through ub, through ucb, rcb, dcb
for each clause in which the literal b appears, and through db; a second path goes through u¬b, through uc¬b, rc¬b, dc¬b for
each clause c in which the literal ¬b appears, and through db; a third path goes through ub, through ucβ , ℓcβ , dcβ for each
clause in which the literal β appears, and through db; where β = ¬b if the value of b is true, and β = b otherwise (see
Figures 6(b) and 7).
We define f2 as a flow containing a path through ℓcβ , ucβ , rcβ for each diamond-shaped tuple (ℓcβ , ucβ , rcβ , dcβ); and
containing a path for each clause c: for each clause c , we select a literal β such that either β = b and b is true or β = ¬b
and b is false. The flow f2 contains a path through ℓc, ℓcβ , dcβ , rcβ , rc (see Fig. 7). 
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Fig. 5. Representation of the clause c = b ∨ b′ ∨ b′′ in the 2-commodity flow problem.
(a) A Boolean variable b. (b) A Boolean variable b to which a
value has been assigned.
Fig. 6. Representation of a Boolean variable in the 2-commodity flow problem. Thick lines indicate arcs of capacity 2 or 3. In figure (b), the plain arrows
indicate the flow f1 .
3.4. Satisfiability of 3SAT
Suppose the existence of an admissible 2-commodity flow (f1, f2) from (s1, s2) to (t1, t2) of value (3n+ 6m, 4m). In this
subsection, we will prove that there is a value in {true, false} for each Boolean variable such that the Boolean formula is
satisfied.
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Fig. 7. Representation of the clause c = b∨ b′ ∨ b′′ in the 2-commodity flow problem, where b is false, b′ and b′′ are true, and where b′′ has been selected
as a valid literal for clause c. The plain arrows indicate the flow f2 and the dashed arrows indicate the flow f1 .
Table 1
Arcs for which the flow values are forced.
s1ub ubs1 s1ℓcβ ℓcβ s1 s1rc rc s1 s2ℓc ℓc s2 s2ℓcβ ℓcβ s2 ℓcℓcβ ℓcβℓc
κ 3 3 1 1 3 3 1 1 1 1 1 1
f1 3 0 1 0 3 0 0 0 0 0 0 1
f2 0 0 0 0 3 0 1 0 1 0 ? 0
dbt1 t1db rcβ t1 t1rcβ ℓc t1 t1ℓc rc t2 t2rc rcβ t2 t2rcβ rcβ rc rc rcβ
κ 3 3 1 1 3 3 1 1 1 1 1 1
f1 3 0 1 0 3 0 0 0 0 0 0 1
f2 0 0 0 0 3 0 1 0 1 0 ? 0
Proof. Notice that

x κ(s1x) =

x κ(xt1) = 3n + 6m and that

x κ(s2x) =

x κ(xt2) = 4m. This forces the value of f1
and f2 and all the arcs incident to s1, s2, t1 or t2 (see Table 1). Then, for each clause c , consider vertex ℓc : since f1(s2ℓc) = 0
and f2(ℓc t1) = 3, it follows that f1(ℓcβℓc) = 1 for each literal β in c . Likewise, f1 saturates all the arcs in {rcrcβ}c,β . Finally, for
each diamond-shaped tuple (ℓcβ , ucβ , rcβ , dcβ) notice that if f1(xucβ) = 2, then f1(dcβy) = 2 where x (resp. y) is the vertex
adjacent to ucβ (resp. dcβ ) and distinct from ℓcβ and rcβ .
For each Boolean variable b, we say that the value of b is true if f1(ubucb) = 1 and f1(ubuc′¬b) = 2, where c (resp. c ′) is
the first clause in which the literal b (resp. ¬b) appears. Likewise, we say that the value of b is false if f1(ubucb) = 2 and
f1(ubuc′¬b) = 1.
Consider a Boolean variable b whose value is false. On each subgraph H induced by a diamond-shaped tuple
(ℓcb, ucb, rcb, dcb), f1 is a flow from ucb to dcb of value 2. Since f2(s2ℓcb) = 1, we deduce by using Lemma 1 that f2(ℓcℓcb) = 0.
Likewise, if the value of b is true, then f2(ℓcℓc¬b) = 0 for each clause c containing the literal ¬b.
The flow f2 contains m paths, one through each ℓc . From the paragraph above, we deduce that for each clause c , there
is a Boolean variable b such that either b is true and the literal b appears in c , or b is false and the literal ¬b appears in c.
Therefore the Boolean formula is satisfied. 
4. Symmetric two-commodity flows
In this section, we propose an algorithm that solves the symmetric 2-commodity flow problem in polynomial-time:
Algorithm 2. Before that, we need to prove that given a flow f of even value v we can compute a flow g of value v2 such that
(f − 1) ≤ 2g ≤ (f + 1). This is done in Algorithm 1, which is similar to the decomposition of an Eulerian graph into cycles.
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Algorithm 1 (Half flow).
Complexity: O(|A(G)|).
Input:
– a directed graph G;
– a flow f of even value on G.
Output:
– a flow g on G such that (f − 1) ≤ 2g ≤ (f + 1).
Instruction sequence:
1. for all xy ∈ A(G), f ′(xy)← f (xy);
2. while there is an arc xy such that f ′(xy) is odd do
• f ′(xy)← f ′(xy)+ 1,
•while y ≠ x do
– if there is an arc yz such that f ′(yz) is odd then
∗ f ′(yz)← f ′(yz)+ 1 and
∗ y ← z,
– else choose an arc zy such that f ′(zy) is odd,
∗ f ′(zy)← f ′(zy)− 1 and
∗ y ← z;
3. for all xy ∈ A(G), g(xy)← f ′(xy)/2.
We will first prove that Algorithm 1 completes (Claim 1), and then prove that its output is correct (Claim 2).
Claim 1. Algorithm 1 completes in O(|A(G)|) steps.
Proof. Each vertex x has an even number of neighbors y such that f (xy) or f (yx) is odd. This is true in particular for the
source and the sink because the value of f is even. Therefore, when the algorithm reaches a vertex y after changing the value
of an arc adjacent to it, it will find another arc adjacent to y to change, unless y = x. Moreover, at each step the number of
arcs xy such that f ′(xy) is odd decreases, so the number of steps is bounded by the cardinality of {xy ∈ A(G), f (xy) is odd}.
With a correct implementation that keeps track for each vertex of the previously examined neighbor, each arc is considered
at most twice. Thus the complexity is in O(|A(G)|). 
Claim 2. If f is a flow from s to t of even value 2v, then the output g of Algorithm 1 is a flow from s to t of value v such that
(f − 1) ≤ 2g ≤ (f + 1).
Proof. At the beginning of each loop (from x to x), the flow equations are broken in x and one of its neighbors. At each step
inside the loop, the flow equations are restored for each y encountered. At the end of each loop, the flow equations are
restored for x. Therefore at the end of the algorithm, f ′ is a flow from s to t of value 2v. Moreover, every arc is processed at
most once, so f and f ′ differ by at most 1 on each arc. Thus (f − 1) ≤ 2g ≤ (f + 1). 
Algorithm 2 (Symmetric 2-commodity flow).
Complexity: 5Cflow(G)+ O(|A(G)|).
Input:
– a symmetric digraph G;
– a symmetric capacity κ on G;
– two requests (s1, t1, v1), (s2, t2, v2) satisfying the cut criterion.
Output:
– a κ-admissible symmetric 2-commodity flow (f1, f−1, f2, f−2) of value (v1, v2).
Instruction sequence:
1. compute a flow h ≤ κ from s2 to t2 of value v2, and let hr be the reverse flow from t2 to s2 of value v2;
2. compute a flow g ≤ (κ + hr − h) from s1 to t1 of value v1;
3. compute a flow g ′ ≤ (κ + h− hr) from s1 to t1 of value v1;
4. using Algorithm 1 (half flow), compute a flow f1 from s1 to t1 of value v1 such that
(|g + g ′| − 1) ≤ 2f1 ≤ (|g + g ′| + 1);
5. let f−1 = (|g + g ′| − f1)r ;
6. compute a flow f2 ≤ κ − f1 − f−1 from s2 to t2 of value v2;
7. compute a flow f−2 ≤ κ − f1 − f−1 − f2 from t2 to s2 of value v2.
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We will first prove that the flows h, g and g ′ can be computed (Claim 3). Then we will give two lower bounds to the
function (κ − |g + g ′|) (Claim 4). Those bounds will enable us to control (κ − f1− f−1) over cuts (Claim 5). Finally, we prove
that Algorithm 2 completes with a correct output (Claim 6).
Claim 3. The flows g and g ′ can be computed in Algorithm 2.
Proof. Since we assumed that the symmetric cut criterion was true for (κ, (s1, t1, v1), (s2, t2, v2)), the flow h can be
computed without difficulty.
Consider a hypothetical source swith arcs ss1, ss2 of capacity v1, v2, and a hypothetical sink t with arcs t1t, t2t of capacity
v1, v2. There is a flow between s and t of value (v1+v2) in the extended graph. In Ford and Fulkerson’s method, the capacity
(κ + hr − h) is called the residual capacity once h has been computed. Since the value of h is v2, there is an augmenting flow
g of value v1 from s1 to t1. In the same manner, (κ + h− hr) is the residual capacity once we have removed the flow hr , so
g ′ can be found. 
Claim 4. The flows g and g ′ computed in Algorithm 2 are such that
(κ − |g + g ′|) ≥ (hr − h− g + g r), (1)
(κ − |g + g ′|) ≥ (h− hr − g ′ + g ′r). (2)
Proof. The flow g ′ is such that g ′ ≤ (κ + h− hr); thus we have
(κ − g ′) ≥ (hr − h), (3)
(κ − (g + g ′)) ≥ (hr − h− g). (4)
Now consider an arc xy such that g(xy) = 0.
• If g ′(xy) ≥ g(yx) then by definition |g + g ′|(xy) = g ′(xy) − g(yx), so (κ − |g + g ′|)(xy) = κ(xy) − g ′(xy) + g(yx). By
using Eq. (3), we have (κ − |g + g ′|)(xy) ≥ (hr − h)(xy)+ g(yx), which means that
(κ − |g + g ′|)(xy) ≥ (hr − h+ g r)(xy). (5)
• Otherwise, |g+ g ′|(xy) = 0, so (κ−|g+ g ′|)(xy) = κ(xy). Since g ≤ κ+hr −h, we have κ(yx) ≥ g(yx)+h(yx)−h(xy),
so κ(yx) ≥ (hr − h+ g r)(xy). Since (κ − |g + g ′|)(xy) = κ(xy) = κ(yx), we have
(κ − |g + g ′|)(xy) ≥ (hr − h+ g r)(xy). (5)
For all arc xy, either g(xy) = 0 and we apply Eq. (5), or g r(xy) = 0 and we apply Eq. (4) in order to obtain Eq. (1). We obtain
Eq. (2) by substituting g with g ′ and hwith hr . 
Claim 5. The symmetric flow (f1, f−1) computed in Algorithm 2 is κ-admissible and the cut criterion is true for ((κ − f1 −
f−1), (s2, t2, v2)).
Proof. First observe that f1 + f r−1 = |g + g ′| ≤ 2κ , so we have f1 ≤ κ and f−1 ≤ κ . Consider a cut S, T with s2 ∈ S and
t2 ∈ T . We will prove that (κ − f )(ST ) ≥ v2.
• If both s1, t1 are in S, or if both s1, t1 are in T , then
f−1(ST ) = f r−1(ST ),
(f1 + f−1)(ST ) = (f1 + f r−1)(ST ),
(f1 + f−1)(ST ) = |g + g ′|(ST ),
(κ − f1 − f−1)(ST ) = (κ − |g + g ′|)(ST ).
Using Eq. (2), we have
(κ − f1 − f−1)(ST ) ≥ (h− hr − g ′ + g ′r)(ST ).
Notice that h(ST ) = hr(ST )+ v2 and that g ′(ST ) = g ′r(ST ) so
(κ − f1 − f−1)(ST ) ≥ v2.
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• If s1 ∈ S and t1 ∈ T , then
f−1(ST ) = f r−1(ST )− v1,
(f1 + f−1)(ST ) = (f1 + f r−1)(ST )− v1,
(f1 + f−1)(ST ) = |g + g ′|(ST )− v1,
(κ − f1 − f−1)(ST ) = (κ − |g + g ′|)(ST )+ v1.
Using Eq. (2), we have
(κ − f1 − f−1)(ST ) ≥ (h− hr − g ′ + g ′r)(ST )+ v1.
Notice that h(ST ) = hr(ST )+ v2 and that g ′(ST ) = g ′r(ST )+ v1 so
(κ − f1 − f−1)(ST ) ≥ v2 − v1 + v1.
• If t1 ∈ S and s1 ∈ T , we use a symmetric argument.
Therefore, the cut criterion is true for ((κ − f1 − f−1), (s2, t2, v2)). 
Claim 6. Algorithm 2 computes a κ-admissible symmetric 2-commodity flow from (s1, s2) to (t1, t2) of value (v1, v2).
Proof. The flow f2 can be computed because the cut criterion is true for ((κ − f1 − f−1), (s2, t2, v2)). Now observe that the
function (κ − f1 − f−1 − f2) is actually a flow from t2 to s2 of value v2, though it probably has some loops. The last step of
Algorithm 2 computes a flow from t2 to s2 without any loop, so that (f1, f−1, f2, f−2) is κ-admissible. 
Corollary 1. The cut criterion is a sufficient condition for the existence of a solution to the symmetric 2-commodity flow problem.
5. Symmetric three-commodity flows
In this section, we prove that the integral symmetric 3-commodity flow problem is NP-hard.
5.1. X-shaped subgraphs
We introduce X-shaped subgraphs which we will extensively use in the reduction of 3SAT to the integral symmetric
3-commodity flow problem. With the help of a control flow, an X-shaped subgraph acts as a star that can be traversed by at
most two flow units.
Let G be a symmetric directed graph, and let κ be a symmetric capacity function on G. Let s1, s2, s3, t1, t2, t3 be six
distinct vertices of G. For all n ≥ 2, we say that a subgraph H of G is X-shaped or Xn-shaped if it is an induced subgraph
of G− {s1, s2, s3, t1, t2, t3} with the following properties: the subgraph H has n+ 2 vertices u, d, y1, . . . , yn, it is the union
of two stars induced by {u, y1, . . . , yn} and {d, y1, . . . , yn} (i.e. A(H) =ni=1{uyi, yiu, dyi, yid}), the value of κ is 1 on all the
arcs of H , the vertex s3 is the only vertex of G−H that is a neighbor of u and κ(s3u) = n− 1, the vertex t3 is the only vertex
of G−H that is a neighbor of d and κ(t3d) = n−1, there are n distinct vertices x1, . . . , xn such that xi is the unique neighbor
of yi that is not in H and κ(xiyi) = 1 for all i ∈ {1, . . . , n}.
In this section, we say that xi is a neighbor of H and denote by xiH the arc xiyi and by Hxi the arc yixi, for all i ∈ {1, . . . , n}.
We also denote by s3H,Hs3, t3H,Ht3 the arcs s3u, us3, t3d, dt3. If for some i, the vertex xi belongs to another X-shaped
subgraph H ′ disjoint from H , we say that H and H ′ are neighbors. Two different X-shaped subgraphs are illustrated in Fig. 8.
Lemma 2. Let G be a symmetric directed graph, κ a symmetric capacity function on G, and let (f1, f−1, f2, f−2, f3, f−3) be a
κ-admissible symmetric 3-commodity flow from (si) to (ti). Let H be an X-shaped subgraph of G. If the flows f3 and f−3 saturate
the arcs s3H,Hs3, t3H and Ht3, then at most two paths from f1, f−1, f2, f−2 can go through H.
Proof. The flows f3 and f−3 saturate all the arcs of H except four. A path going through H will saturate two of its arcs. 
5.2. Reduction
Consider a 3SAT formula with n variables and m clauses. We assume without loss of generality that for each Boolean
variable b, each literal β ∈ {b,¬b} appears in at least one clause and at most once in each clause. We construct G and define
κ as follows.
• There are six distinct vertices s1, s2, s3, t1, t2, t3.
• For each clause c ,
– there are two X4-shaped subgraphs Lc and Rc such that s2 is a neighbor of Lc and such that t2 is a neighbor of Rc ;
– for each Boolean literal β that appears in c ,
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(a) An X4-shaped subgraph where the
flows f3 and f−3 enter and leave only
through u and d.
(b) An X3-shaped subgraph where the
flows f3 and f−3 spill over through x2
and x3 .
Fig. 8. Two examples of X-shaped subgraphs. The plain arrows represent control flows f3 and f−3 . The dashed arrows represent two other flows.
(a) A clause c with a positive occurrence of variable b. (b) The literal b is selected in c when building a
solution.
Fig. 9. Representation of a clause in the symmetric 3-commodity flow problem. The plain arrows indicate the flows f2 and f−2 .
* there are two vertices ℓcβ and rcβ such that ℓcβ is a neighbor of Lc and such that rcβ is a neighbor of Rc .
* there are four X3-shaped subgraphs ULcβ ,URcβ ,DLcβ ,DRcβ such that ULcβ and URcβ are neighbors,DLcβ andDRcβ are
neighbors, ℓcβ is a neighbor of both ULcβ ,DLcβ and rcβ is neighbor of both URcβ ,DRcβ (see Fig. 9(a)).
• For each Boolean variable b,
– there are two X3-shaped subgraphs Ub,Db and four vertices ub, u¬b, db, d¬b such that s1, ub, u¬b are all neighbors of Ub
and such that t1, db, d¬b are all neighbors ofDb. Moreover, s1 is a neighbor of both ub, u¬b with κ(s1ub) = κ(s1u¬b) = 1.
Likewise, t1 is neighbor of both db, d¬b with κ(t1db) = κ(t1d¬b) = 1.
– For each literal β ∈ {b,¬b},
* the vertex uβ is neighbor of both ULcβ and URcβ , where c is the first clause of the formula in which β appears;
* for each clause c in which β appears, if c ′ is the next clause in which β appears, then DLcβ and ULc′β are neighbors,
DRcβ and URc′β are neighbors;
* the vertex dβ is neighbor of both DLcβ and DRcβ , where c is the last clause of the formula in which β appears (see
Fig. 10(a)).
The capacity function κ is fully defined on A(G) by symmetry and by the properties of the X-shaped subgraphs. All the
arcs have capacity 1, except those incident to s3 and t3.
We will prove in the following that the existence of a κ-admissible symmetric 3-commodity flow from (si) to (ti) of
value (3n,m, 4n+ 30m) is equivalent to the satisfiability of the 3SAT formula. The first commodity represents the Boolean
variables, the second commodity represents the clauses, and the third commodity is a control for the X-shaped subgraphs.
5.3. Existence of an admissible symmetric 3-commodity flow
Suppose that there is a solution to the Boolean formula, where each Boolean variable has a value in {true, false}. In this
subsection,wewill prove that there is an admissible symmetric 3-commodity flow from (si) to (ti)of value (3n,m, 4n+30m).
Proof. We define f1 as a flow containing 3 paths for each Boolean variable b: a first path goes through ub, through
ULcb, ℓcb,DLcb for each clause in which the literal b appears, and through db; a second path goes through u¬b, through
ULc¬b, ℓc¬b,DLc¬b for each clause c in which the literal ¬b appears, and through d¬b; a third path goes through Ub, uβ ,
through URcβ , rcβ ,DRcβ for each clause in which the literal β appears, and through dβ ,Db; where β = ¬b if the value of b
is true, and β = b otherwise (see Fig. 10(b)).
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(a) A Boolean variable b. (b) A Boolean variable b to which the
value true has been assigned.
Fig. 10. Representation of a Boolean variable in the symmetric 3-commodity flow problem. In figure (b), the plain arrows indicate the flows f1 and f−1 .
The dashed arrows indicate the spillovers of flow f3 from the X-shaped subgraphs.
Likewise, we define f−1 as a flow containing 3 paths for each Boolean variable b: a first path goes through db, through
DRcb, rcb,URcb for each clause in which the literal b appears, and through ub; a second path goes through d¬b, through
DRc¬b, rc¬b,URc¬b for each clause c in which the literal ¬b appears, and through u¬b; a third path goes through Db, dβ ,
through DLcβ , ℓcβ ,DLcβ for each clause in which the literal β appears, and through uβ ,Ub; where β = ¬b if the value of b is
true, and β = b otherwise.
We define f2 and f−2 as flows containing a path for each clause c. For each clause c , we select a literal β such that either
β = b and b is true or β = ¬b and b is false. The flow f2 contains a path through Lc, ℓcβ ,ULcβ ,URcβ , rcβ , Rc and the flow f−2
contains a path through Rc, rcβ ,DRcβ ,DLcβ , ℓcβ , Lc (see Fig. 9(b)).
We define the flow f−3 as a flow containing paths of length 4, each path going through an individual X-shaped subgraph.
We define the flow f3 as follows. For each Boolean variable b, let β = b if b is true and β = ¬b if b is false; the flow f3 contains
two paths of length 6 and 5 through ULcβ , uβ ,URcβ and URcβ ,ULcβ where c is the first clause in which β appears; for each
clause c in which β appears, if c ′ is the next clause in which β appears, then f3 contains four paths of length 5 through
DLcβ ,DRcβ , through DRcβ ,URc′β , through URc′β ,ULc′β , and through ULc′β ,DLcβ ; and f3 contains two paths of length 6 and 5
through DRcβ , dβ ,DLcβ and DLcβ ,DRcβ where c is the last clause in which β appears. Otherwise, f3 contains paths of length
4 through individual X-shaped subgraphs (see Fig. 10(b)). 
5.4. Satisfiability of 3SAT
Suppose the existence of an admissible symmetric 3-commodity flow (f1, f−1, f2, f−2, f3, f−3) from (si) to (ti) of value
(3n,m, 4n+ 30m). In this subsection, we will prove that there is a value in {true, false} for each Boolean variable such that
the Boolean formula is satisfied.
Proof. The flow fi saturates all the arcs six and all the arcs xti and the flow f−i saturates all the arcs tix and all the arcs xsi for
all i ∈ {1, 2, 3}. In particular, f2(s2Lc) = f−2(Lcs2) = 1 for each clause c. From Lemma 2, we deduce that f1(xLc) = 0 for each
arc xLc . Likewise, f1(xRc) = 0 for each arc xRc .
For each Boolean variable b, we say that the value of b is true if f1(Ubub) = 0 and f1(Ubu¬b) = 1; we say that the value of
b is false if f1(Ubub) = 1 and f1(Ubu¬b) = 0. Consider a Boolean bwhose value is false. The flow f1 contains two paths that go
through ub and db; together they traverse all the subgraphs ULcb,URcb,DLcb,DRcb such that c contains a positive occurrence
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of b. The flow f−1 contains at least one path that goes through db and ub. This latter path goes through a sequence of the
aforementioned X-shaped subgraphs. According to Lemma 2, no subgraph in this sequence can be traversed by a third path
contained by f2. In particular, a path from s2 to t2 going through ℓcb and rcb or through ℓcb and rc′b for two clauses c, c ′ would
traverse a subgraph of the sequence. Likewise, if the value of b is true, f2 cannot contain a path that would go through one
vertex in {ℓc¬b}c and then through one vertex in {rc¬b}c .
The flow f2 contains m paths, one through each Lc . From the paragraph above, we deduce that for each clause c , there
is a Boolean variable b such that either b is true and the literal b appears in c , or b is false and the literal ¬b appears in c.
Therefore the Boolean formula is satisfied. 
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