This work is concerned with manufacturing systems with two failure-prone tandem machines. The production is regulated by a continuous version of bu er control. Our goal is to obtain an optimal bu er-control policy to minimize a long run average cost function. Concentrating on threshold type of control policies, our e ort is devoted to parameter optimization problems for the continuous material produce-to-stock models. We estimate the gradients of the cost function with respect to the parameter using perturbation analysis techniques, and approximate the optimal value of the parameter via a constant step-size stochastic approximation algorithm. An analysis for error accumulation in perturbation propagation is undertaken, and a su cient condition for breaking the propagation chain is derived. In addition, we show that the event of breaking the perturbation propagation chain is recurrent if the system has su cient capacity, derive the consistency of the gradient estimators, and establish the convergence of the iterative algorithm. We also treat non-Markovian models with the machine repair time following an Erlang distribution, and provide numerical examples to illustrate the proposed algorithm.
Introduction
Many manufacturing systems are large systems characterized by the presence of random interferences such as machine failures, demand uctuations, stochastic setup times, and uncertain yields. These uncertain factors make it di cult for managers to plan production, regulate inventories, and meet customer demands. Therefore, developing optimal production policies that take these uncertainties into consideration is an important task.
In the early 80's, Kimemia and Gershwin (1983) formulated a no-wait owshop as a dynamic programming problem and proposed a ow-rate control approach. One of their main results is the hedging (threshold) point concept. They showed that for each feasible machine state, the optimal production control policy is to move the inventory levels toward a speci c target as quickly as possible, and keep them there as long as the machine state remains unchanged. For a two-machine owshop with an internal bu er, Lou, Sethi and Zhang (1994) proved that the optimal controls are turnpike sets (a generalization of the hedging points). Lou and Van Ryzin (1989) , and Van Ryzin, Lou and Gershwin (1993) studied tandem machine systems by solving dynamic programming equations numerically, and provided the optimal policies in terms of switching manifolds, which can be further approximated by xed threshold values at each machine state. In a recent article, Yan et al. (1996) applied a threshold type production control policy to a complex, stochastic manufacturing system. They reported that this policy outperformed other widely used production control policies. The threshold type production control policy is an attractive one because it only requires the determination of a few parameters, namely, the threshold values. For a complete review, see a recent survey by Dallery and Gershwin (1992) , in which various ow line models and important analytical results are provided.
Related research was also carried out for Just-In-Time production systems using kanban. Huang, Rees and Taylor (1983) conducted an extensive simulation study of kanban systems. Hall (1983) introduced some analytical methods in his comprehensive study of JIT. An important issue in the implementation of the kanban system, namely, determining both the location and the number of circulating kanbans, has not been addressed until recently. Bitran and Li (1987) presented a mathematical programming model to determine the number of circulating kanbans for deterministic systems. Using Markovian models, Deleersnyder et al. (1989) investigated the e ect of the number of kanbans, machine reliability, and demand variability on the performance of three-stage serial production lines. Mitrani (1990, 1991 ) proposed a stochastic model of an N-cell manufacturing facility and presented an analytical scheme for evaluating its performance together with a heuristic argument for obtaining the number of circulating kanbans. Note that the kanban control belongs to the category of threshold type production control policies although the original implementation of kanban was in discrete production systems. Recently, Sethi and Zhou (1996) showed that the kanban-control policy is asymptotically optimal with respect to the rates of machine breakdown and repair for two-machine owshops.
Along another line of research, simulation studies combined with stochastic approximation (e.g., Robbins and Monro 1951, and Kiefer and Wolfowitz 1952) have been widely used in optimization and control literature. To implement the KW (Kiefer{Wolfowitz) algorithms, one has to compute gradient estimates of the objective function with respect to the control parameters. Traditionally, two simulation runs are necessary to estimate the gradient for a single parameter system, and at least n + 1 simulation runs are required for a system with n parameters. To reduce the computational e ort, Ho and his co-workers (see Ho et al 1979 , Cao 1985 , Ho 1987 , Ho and Cao 1991 , Glasserman 1991 , and the references therein) developed a technique known as perturbation analysis which enables one to estimate the gradients based on a single simulation run. Caramanis and Liberopoulos (1992) applied the perturbation analysis method to calculate the gradients of a single machine, multiple product system. Caramanis (1994, 1995) demonstrated that for the same model, the sample paths are almost surely continuous and piecewise di erentiable with respect to the control parameters, leading to the conclusion that sample path derivatives of the cost function with respect to the control parameters are consistent estimators. Fu (1991, 1993) investigated the behavior of both discrete and continuous tandem production lines, and developed gradient estimates using perturbation analysis. Using a stochastic approximation algorithm combined with in nitesimal perturbation analysis, Haurie, L'Ecuyer and Van Delft (1994) studied the convergence of the parameter optimization problem of a manufacturing ow model with multiple part types, provided su cient conditions for convergence in the single machine system, and observed that it is di cult to extend the results to a two-machine problem. Further analysis on the convergence rates can be found in L'Ecuyer and Yin (1996) .
Treating failure-prone manufacturing systems with machines in tandem, Yan, Yin and Lou (1994) applied perturbation analysis techniques to obtain consistent gradient estimates. Furthermore, they estimated the optimal threshold values by making use of a stochastic optimization algorithm. When the perturbation generation and perturbation propagation do not overlap, such as systems governed by a surplus-control policy, they proved that the stochastic optimization algorithm converges to the optimal threshold values. This approach has drawn much attention. In a recent paper by Kushner and V azques-Abad (1996) , the aforementioned results are generalized by weakening the conditions needed in the analysis (see also the related discussions in Chapter 9 of Kushner and Yin (1997) ).
In contrast to systems regulated by surplus-control policies, perturbation generation and perturbation propagation are much more complex in bu er-control systems. Such a production control policy has been proved to be nearly optimal, and enjoys many applications, but nding the optimal parameter for the policy in a stochastic environment remains a di cult problem. Although a heuristic argument is mentioned in Yan, Yin and Lou (1994) , theoretical justi cation has not been given to ensure the perturbation propagation will stop and the accumulation error will be bounded. Thus in-depth study has both theoretical and practical importance. With respect to the latter, note that non-Markovian systems are common in practice. Machine breakdown times may follow exponential distributions, but the repair times are very likely to be non-exponential random variables.
In this paper, we address the questions raised above. The model under consideration belongs to the class of produce-to-stock models. The production is authorized when inventory levels are lower than the bu er size. Note that a conventional (discrete) bu er-control system is similar to a kanban system as follows. The bu er size determines the capacity, and the kanban limits the maximum WIP in a cell (see Buzacott and Shanthikumar, 1993, Samaratunga et al. (1995) ).
Our continuous model is an approximation of the discrete system. Similar to the argument of Suri and Fu (1991) , using a continuous model to approximate a discrete production system gives a considerable improvement in computation e ciency. Moreover, many techniques for systems with continuous parameters are available (e.g., gradient estimation techniques), and the results for the continuous parameter systems enable one to infer the properties of the discrete production systems. For using ow lines to evaluate the performance of discrete production lines, we refer to Fu (1991, 1993) , where extensive simulation studies were conducted.
To investigate the properties of the proposed model, we devise gradient estimators based on the observation in a single simulation run, and design an iterative algorithm with constant step-size stochastic approximation procedure for nding the optimal threshold values. We study the error accumulation of perturbation propagation, give a su cient condition for breaking the propagation chain, and prove that the event of breaking the perturbation propagation chain is recurrent if the system has a su cient capacity. We also show that the gradient estimator converges in probability and the iterative algorithm converges to the optimal value in an appropriate sense. Finally, we generalize these results to systems with non-Markovian machine repair times and present a number of numerical examples to demonstrate the performance of the proposed algorithms.
The remainder of the paper is organized as follows. Section 2 introduces a model for a tandem two-machine system as well as the bu er-control policy. Section 3 presents the sample gradient estimates. A su cient condition, which ensures that the length of a perturbation propagation chain is nite and the recurrence property exists, is derived in Section 4. We prove the consistency of the gradient estimators in Section 5, and examine non-Markovian systems in Section 6. To illustrate the performance of the proposed algorithm, a number of numerical examples are given in Section 7. Further discussions and remarks follow in Section 8 and an appendix.
A two{machine tandem system
Consider a manufacturing system consisting of two machines in tandem (Fig. ?? ), which produces a single product. Use u 1 (t) and u 2 (t) to denote the production rates of the rst and the second machine, respectively. The demand rate for the product is assumed to be a constant d. The machines are subject to breakdowns and repairs over an in nite time horizon. Each machine has two states, up and down. When a machine is down, its production capacity is zero; when it is up, its production rate can be adjusted to any value between zero and a maximum rate u i max , i = 1; 2: De ne the machine capacity process by i (t) = 1, if machine i is up, and (t) = 0, if machine i is down. The production rates (the control variables) must satisfy 0 u i (t) u i max i (t), i = 1; 2: Assume the maximum capacity of each of the machines is greater than the demand, i.e., minfu 1 max ; u 2 max g > d: Without loss of generality, assume that u 1 max > u 2 max . The analysis for the case with reverse inequality is similar.
Denote the inventory level in the bu er following the rst machine by x 1 (t) and the surplus (inventory/backlog) level of the single product by x 2 (t): Then the system dynamics and the state constraints can be described as _ x 1 (t) = u 1 (t) ? u 2 (t); _ x 2 (t) = u 2 (t) ? d; x 1 (t) 0:
Note that no constraint is imposed on x 2 (t): It can be either positive or negative, corresponding to an inventory or a backlog, respectively. A bu er control u = (u 1 ( ); u 2 ( )) is a function of the system state (x 1 ; x 2 ) and the machine capacity ( 1 ; 2 ) such that u 1 (x 1 ; x 2 ; 1 ; 2 ) = where B i 0, i = 1; 2; are parameters of a bu er-control scheme. Henceforth, these parameters are also referred to as \bu er sizes," \threshold values," and \threshold levels." These terms will be used interchangeably. The policy (2.1){(2.2) requires a machine to produce as much as possible when the corresponding inventory level is less than its threshold value; to produce as much as necessary to remain at the threshold level when the inventory level is equal to its threshold level; and to produce nothing when the inventory level is higher than the threshold level. It is clear that x 1 (t) and x 2 (t) will never exceed B 1 and B 2 , respectively, except in an initial period. De ne a joint random process (t) = (x(t); (t)). As in Bielecki and Kumar (1988) , and Yan, Yin and Lou (1994) , we assume that an invariant measure P B ( ) exists for the joint process (t). By using P B ( ), the cost function can be written as
In the following sections, we rst investigate how to calculate the gradient estimates of the cost functional J(B) with respect to B, and then nd the optimal value B by using a stochastic approximation algorithm.
Sample gradients
First, the representation of sample gradients is given, which is obtained by studying the di erence between the nominal paths and the perturbed paths. and e 1 = (1; 0); e 2 = (0; 1) are the unit vectors in IR 2 . Notice that both L T ( ) and h T ( ) depend on (s); for 0 < s T. For notation simplicity, we suppress the -dependence.
Although it is not really needed to determine the form of h T for simulation or computation purpose, it is necessary for studying the asymptotic property of the algorithms in the sequel.
In Fig. ? ?, nominal paths x 1 (t) and x 2 (t) (solid lines), and perturbed paths x B 1 1 (t) and x B 1 2 (t) (dashed lines) arising from a perturbation B 1 > 0 on the threshold value B 1 are depicted. To proceed, we rst recall the concepts of perturbation generation and perturbation propagation (Ho and Cao, 1991) . Perturbation generation is the phenomenon in which the sample path x i (t) shifts from its nominal path owing to perturbation on the system parameter B i . Perturbation propagation is the phenomenon in which the sample path x i (t) shifts from its nominal path owing to perturbation on another sample path x j (t), j 6 = i. Detailed discussion on the changes in the system behavior, when B i is perturbed by B i , can be found in Yan, Yin and Lou (1994) . Referring to Fig. 2 , let us mention two important features of the perturbation generation-propagation process:
1. If two or more propagation periods overlap, the e ect of perturbation propagation may accumulate. During a time interval in which k propagation periods overlap, the perturbed paths will be shifted by the amount k B 1 . One such example is the period between 3 and 2. The interactions between the sample paths x 1 (t) and x 2 (t) can accumulate as well. That is, an up (or down) shift of x 2 (t) can be propagated to x 1 (t) to cause the same amount of up (or down) shift of x 1 (t), which in turn can be propagated back to x 2 (t), and so on.
This \chain" may eventually be broken. For example, the chain breaks at 7 in Fig. ? ?.
Two processes, p 1 (t) and p 2 (t), are de ned to approximate x B 1 1 (t) ?x 1 (t) and x B 1 2 (t) ? x 2 (t) (see Fig. ? ?) as follows.
De nition: p 1 (t) and p 2 (t) are de ned to be piecewise constant functions that are right continuous, and have left limits such that Remark: Notice that p 1 (t) and p 2 (t) approximate the di erences between the nominal paths and the perturbed paths. The function p 1 (t) or p 2 (t) changes its value only when one of the boundaries (x 1 (t) = 0; x 1 (t) = B 1 , and x 2 (t) = B 2 ), which are completely de ned by the nominal paths, is reached. This is the reason why the gradient estimates can be calculated in a single simulation run. A graphical method is used to demonstrate how p 1 (t) and p 2 (t) are constructed. Let us consider the nominal paths x 1 (t) and x 2 (t), and plot the trajectory (x 1 (t); x 2 (t)) as shown in Fig. 2 . Set p 1 (0) = p 2 (0) = 0. Clearly, the trajectory x(t) = (x 1 (t); x 2 (t)) cannot go beyond the three boundaries de ned byÂ : x 1 = B 1 ,B : x 1 = 0, andĈ : x 2 = B 2 : It starts at (0; 0) and eventually reaches the boundaryÂ at a 1 at a stopping time t a 1 (see Fig. ? ?). At this instant, p 1 immediately jumps to p 1 (t a 1 ) = B 1 : It will then remain at B 1 until the trajectory x(t) reachesB at b 1 : At this time, p 1 drops to zero but passes its value to p 2 ; i.e., p 1 (t b 1 ) = 0; p 2 (t b 1 ) = p 2 (t ? b 1 ) + p 1 (t ? b 1 ) = B 1 : The values of p 1 (t) and p 2 (t) will not change until the next time the trajectory x(t) hits one of the two boundaries, sayÂ at a 2 . At this moment, just as at t a 1 ; p 1 (t) becomes B 1 , i.e., p 1 (t a 2 ) = B 1 , and p 2 (t) does not change. The next value change happens at t b 2 , with p 1 (t b 2 ) = 0; p 2 (t b 2 ) = p 2 (t ? b 2 ) + p 1 (t ? b 2 ) = 2 B 1 : The values of p 1 and p 2 remain constant until the trajectory hits the boundaryĈ at time t c 1 : At this boundary, in contrast toB, p 2 drops to zero but passes its value to p 1 , i.e., p 2 (t c 1 ) = 0; p 1 (t c 1 ) = p 1 (t ? c 1 ) + p 2 (t ? c 1 ) = 2 B 1 : When the boundaryÂ is hit again at time t a 3 , p 1 (t) becomes B 1 and p 2 (t) stays at the zero level. At this point, the perturbation propagation chain breaks. In general, p 1 (t) and p 2 (t) change their values only when one of the three boundaries (Â(x 1 = B 1 ),B(x 1 = 0) andĈ(x 2 = B 2 )) is hit.
We summarize the above observations in Table 1 as the perturbation generation and the perturbation propagation rules, and demonstrate the construction of the processes p 1 (t) and p 2 (t) in Fig. ? ?. The following lemma can be easily derived.
Lemma 3.1. A su cient condition for breaking the perturbation propagation chain at time is that the sample paths reach threshold levels at that time, i.e., x 1 ( ) = B 1 and x 2 ( ) = B 2 .
For k = 1; 2; ; de ne A k = ftjp 1 (t) = k B 1 g; B k = ftjp 2 (t) = k B 1 g; B k+ = ftjt 2 B k ; x 2 (t) 0g; B k? = ftjt 2 B k ; x 2 (t) < 0g:
In view of the discussion above, and assuming that the longest perturbation chain is nite, we may conclude the following result.
Lemma 3.2. Suppose that M < 1 is the length of the longest perturbation propagation chain. With probability one, for each xed T > 0, Remark: A su cient condition which guarantees the niteness of M will be provided in the next section. It will be seen that M < 1 is equivalent to a certain recurrence condition.
We will show that (3.3) and (3.4) are good approximations of the gradient when T is su ciently large. A stochastic optimization technique is used to develop iterative algorithms, which search for the optimal threshold value B . A sequence fB n g is generated and the recursive algorithm is given by:
where " > 0 is a small constant step size, T = T " ! 1 as " ! 0, B n = (B n 1 ; B n 2 ) and h T = ( h T;1 : h T;2 ) with h T;1 (B; (t)) = M X k=0 c 1 kI ft2A k g + c + 2 kI ft2B k+ g ? c ? 2 kI ft2B k? g ]; h T;2 (B; (t)) = c + 2 I fx 2 (t) 0g ? c ? 2 I fx 2 (t)<0g : Notice that the sequence fB n g should have been written as fB ";n g. However, for notational simplicity, we suppress the "-dependence. For a comprehensive study on stochastic approximation algorithms and their applications, see Kushner and Yin (1997) .
Recurrence
In this section, we rst investigate the condition for breaking the propagation chain. Then we derive a large deviation result in terms of the Cherno bound for the recurrence-time (the length of the perturbation propagation chain). We prove that the rth moment of the recurrence-time exists, and use this result in subsequent sections to prove the consistency of our estimators.
As indicated in Section 3, accumulation in the perturbation propagation is the most signi cant phenomenon in systems governed by a bu er-control policy. Although a su cient condition for breaking the perturbation propagation chain was provided in Lemma 3.1, accumulation in perturbation propagation has to be studied further because the processes p 1 (t) and p 2 (t) can be arbitrarily large as T approaches in nity. In such a situation, perturbation analysis is no longer valid.
First, let us divide inventory levels into the following states: Inventory-state 1, x 1 (t) = B 1 ; x 2 (t) = B 2 ; Inventory-state 2, x 1 (t) = B 1 ; x 2 (t) < B 2 ; Inventory-state 3, x 1 (t) < B 1 ; x 2 (t) = B 2 ; Inventory state 4, x 1 (t) < B 1 ; x 2 (t) < B 2 . Inventory-state 1 is said to be recurrent if P( t>0 (x 1 (t) = B 1 ; x 2 (t) = B 2 )) = 1 or P( \ t>0 (x 1 (t) = B 1 ; x 2 (t) = B 2 ) c ) = 0: (4.1)
The length of the perturbation propagation chain is nite with probability 1 if Inventorystate 1 is recurrent. Therefore, to show M < 1 it su ces to verify that Inventory-state 1 is recurrent. Intuitively, the inventory levels depend on both the machine capacity and the demand. The larger the machine capacity is, the longer time x 1 (t) and x 2 (t) spend in Inventory-state 1. For ease of exposition, we rst consider a manufacturing system with one failure prone machine and then extend the results to the two-machine case. Suppose that the inter-breakdown and repair times are independent and exponentially distributed with means 1= and 1= , respectively. The system dynamics satisfy _ x(t) = u(t) ? d: The production control policy is a bu er control. Let U = u max be the maximum production rate. Then u(t) = 8 > < > : and due to the assumption that the average system capacity is larger than the demand, i.e., 0 < E(W i ) = (U ? d)= ? d= , we conclude that 0 < m(0) < 1. Thus, the condition in the theorem (Ser ing, 1980 ) is satis ed. By virtue of that theorem, the following assertion is valid.
Lemma 4.1. For the sequence fS n g de ned above, the following upper bound holds P(S n 0) (m(0)) n : 2 Remark: The above lemma gives not only the convergence P(S n 0) ! 0 but also the convergence rate. We are now in a position to derive the following result.
Proposition 4.2. Let = inffn > 0; S n = 0g be the recurrence-time. For a nite integer k > 0, E k < 1.
Proof: From Lemma 4.1, we have P( n) = P(S n 0) (m(0)) n : Then
The expression on the last line above is a series with positive terms. Since m(0) < 1, by means of ratio test it is easily veri ed that lim n n + 1 n k m(0) < 1; and hence 1 X n=1 n k (m(0)) n < 1: 2
Next we extend the result to the two-machine system. In view of the condition (4.1), let us estimate 0 = P \ Therefore, the recurrence condition has the same form as in the single machine system given by (4.3). Because of the interaction between the two machines, machine 1 stops production when it is blocked, and machine 2 stops production when it is starved, where blocking and starving are de ned as x 1 (t) = B 1 ; 2 (t) = 0, and x 1 (t) = 0; 1 (t) = 0, respectively. Then it is clear that the conditions (u i max ? d)= i ? d= i > 0, for i = 1, 2 are not su cient for the recurrence. Determining the exact capacity satisfying (4.5) is di cult because of the non-negative constraint on x 1 (t). In what follows, we develop a stronger condition which ensures that the right hand side of (4.5) is zero.
The underlying manufacturing system, called S, has four machine states, i.e., Machinestate 1: both machines are up; Machine-state 2: machine 1 is up and machine 2 is down; Machine-state 3: machine 1 is down and machine 2 is up; Machine-state 4: both machines are down. It is easy to write the generator of the machine process as follows: ( u 1 (x 1 ; x 2 ) = 0; u 2 (x 1 ; x 2 ) = 0:
Consider another systemS; which is the same as system S except that the production of machine 2 at Machine-state 3 is set at zero. Therefore, the inventoryx 2 (t) inS increases at the rate of (u 2 ?d) when both machines are up and decreases at the rate of d otherwise. Thus, the following inequality always holds: x 2 (t) Such a generator can be considered as a single machine system with an exponentially distributed machine breakdown rate of ( 1 + 2 ) and a repair rate of ( 1 + 2 ). By Theorem 4.1, we know that the eventx 2 (t) = B 2 , and hence the event x 2 (t) = B 2 is recurrent if the following condition is satis ed: Remark: Very often, (4.9) and (4.10) are also necessary conditions. In most of the practical cases, the capacity is always larger than the demand. The trajectory will then return to x 1 (t) = B 1 and x 1 (t) = B 2 eventually. Thus either p 1 (t) or p 2 (t) will be nite.
Consistency of gradient estimators and convergence of the iterative algorithm
In this section, we prove the consistency of the gradient estimates by analyzing error items that are introduced when nominal paths are used to calculate the sample gradients. We demonstrate that the auxiliary processes p 1 (t) and p 2 (t), which are de ned by the nominal paths, can be used to represent the sample gradient estimators. We show that lim B 1 !0 lim Note that estimation errors occur at each transitional period when auxiliary processes p 1 (t) and p 2 (t) are used to approximate the di erences between the nominal path x(t) and the perturbed path x B 1 (t). The transitional periods are de ned as ft j x(t)? x(t+h) 6 = 0g, i.e., the period in which perturbation generation (or perturbation propagation) starts (or terminates). Estimation errors can be classi ed as: Type 1 { there is no machine state change in the transitional period; Type 2 { there is a machine state change in the transitional period. In addition to these errors which take place in the transitional period, estimation errors arise when the sample path x 2 (t) crosses the zero level.
First, we focus on Type 1 errors. Transitional periods are as follows: 1) the initialization of a perturbation generation period on x 1 (t); 2) the perturbation generation period ends on x 1 (t) and a perturbation propagation period begins on x 2 (t); 3) the perturbation propagation period ends on x 2 (t) and passes its values to x 1 (t) to start a perturbation propagation period on x 1 (t). Fig. ? ? shows these transitional periods. When a perturbation generation begins at 1 , the nominal path x 1 (t) saturates at its threshold level B 1 , while the perturbed path x B 1 on x 1 (t) may occur at the same time), an error of ( B 1 ) 2 =(u 2 (t) ? d) takes place on both x 1 (t) and x 2 (t). We conclude that an error with a triangular shape is associated with each transitional period if processes p 1 (t) and p 2 (t) are used to approximate the di erences between the nominal paths and the perturbed ones.
Next, consider the Type 2 errors. Fig. ? ? gives an example where a machine state change occurs in the transitional period of the perturbation generation. In Fig. ? ?, the nominal path x 1 (t) saturates at its threshold level B 1 at time 0 , and, as usual, the perturbed path continues to increase at the rate of (u 1 max ?u 2 (t)). According to the construction procedure for the auxiliary processes p 1 (t) and p 2 (t), a value of B 1 is assigned to p 1 (t). At time 1 , a machine 1 failure happens. Therefore, both the nominal and the perturbed paths are forced to decrease at the rate of u 2 (t). Note that the di erence between the nominal path x 1 (t) and the perturbed path x B 1 1 (t) is not B 1 but 0 B 1 , where 0 < 0 1. When this perturbation generation period ends at time 2 , the amount of perturbation which the perturbed path x B 1 2 (t) receives is 0 B 1 . Therefore, an estimation error is introduced into this perturbation propagation period as well. This estimation error remains e ective until the perturbation propagation period ends on x 1 (t) and there is no machine state change in the transitional period. In the worst case, therefore, a Type 2 error may last forever. We are now in a position to state the following proposition. Its proof, being rather technical, is given in the appendix. This proposition allows us to justify the use of p 1 (t) and p 2 (t) for the sample gradient estimates. With this proposition, we can further derive the following theorem.
Theorem 5.2. Let (B; ) denote a function which can be any one of the indicator functions in (3.3) and (3.4). Under the condition of Proposition 5.1, suppose the limit in probability of (1=T ) R T 0 (B; (t))dt exists. Then @L T (B)=@B T ! @J(B)=@B in probability.
Proof: The proof in fact is quite similar to that of Theorem 3.1 in Yan, Yin and Lou (1994) . However, the condition here is weaker than that theorem. It is not necessary to assume that the limit in probability exists for each bounded and measurable function. All we need is that it holds for the indicator functions in the gradient estimates. We outline the proof below. have a unique solution for each initial condition B(0). De ne fB " ( )g by B " (t) = B n for t 2 "n; "n + "). Suppose B ";0 ! B(0). Then fB " ( )g is tight in D 2 0; 1) and any weakly convergent subsequence has a limit B( ) which is a solution of (5.4).
Remark: In the above D 2 0; 1) denotes the space of functions that are right continuous, and have left limits, endowed with the Skorokhod topology (see Kushner (1984) , Kushner and Yin (1997) and the references therein). The proof of this theorem, which is an application of the weak convergence theory developed in Kushner (1984) , is essentially in the proof of Theorem 4.1 in Yan, Yin and Lou (1994) (see also Yin, Yan and Lou 1993 for a proof with slightly weaker conditions). Therefore, the details are omitted. It should be noted that the condition of the theorem, in particular the convergence in probability of (1=T ) R T 0 (B; (t))dt can be replaced by the following even weaker condition. Let E n denote the conditional expectation on the -algebra F n = fB 0 ; (s); 0 < s nTg: Suppose that for each T and each B, (1=T ) R nT+T nT E n (B; (s))ds converges in probability. Then the desired limit result still holds. The conditions of Theorem 4.1 in Yan, Yin and Lou (1994) can also be relaxed as mentioned above. The set fB n ; n < 1; " > 0g is tight.
Let t " ! 1 as " ! 0. Then B " (t " + ) is tight in D 2 0; 1) and any weak limit is equal to the optimal threshold value B .
Proof: Once the tightness is established, the convergence will follow exactly the same way as in the proof of Theorem 4.2 in Yan, Yin and Lou (1994) . We thus prove the tightness only.
In what follows, K will be used to denote a positive constant, whose value may change.
Step 1. First we establish a stability result by using the Liapunov function methods. It will be shown that EV (B n Taking expectation in the above inequality and using the hypotheses together with the boundedness of the indicator functions, EV (B n+1 ) ? EV (B n ) ?" EV (B n ) + K"(1 + EV (B n )) + K" 2 (1 + EV (B n )):
Notice that for su ciently small " > 0, K" 2 ? " ? "=4. As a result, EV (B n+1 ) (1 ? " Iterating on the above inequality yields that EV (B n+1 ) (1 ? " =4) n EV (B 0 
The well-known Gronwall inequality then yields that EV (B n ) = O(1).
Step 2. To prove the tightness of fB n g, we need only show that for any > 0, there exists a K > 0 such that P(jB n j 2 > K ) < for all n: By virtue of the result in Step 1, P(jB n j 2 > K ) P(KV (B n 
Thus, by choosing K = 1=(K ), the desired tightness follows. 2
Remark: Theorem 5.4 gives the desired asymptotic results. It indicates that after a transient period, B( ) will be arbitrarily close to B in the sense of weak convergence. Rather than assuming the tightness as in Yan, Yin and Lou (1994) , we prove it here. If a weaker condition with the insertion of conditioning E n is used in the proof of Step 1, (by using E n V (B n+1 ) ?
V (B n )), the same result will be obtained. In the proof, the Liapunov function played an essential role. From our computation data, it seems that it might be possible to show that the limiting ODE is asymptotically stable. However, at this point, we do not have a complete proof of the stability yet.
6 Non-exponential repair time
The assumption of an exponential distribution is convenient for our study. However, the actual repair-time distribution may deviate at times from this. Suppose, for example, that k tasks are required to repair a machine. If each task has an identical exponential distribution, then the total repair time follows an Erlang distribution that is a two-parameter family of distributions taking only nonnegative values, and is a generalization of the exponential distributions. In practice, certain repair times can be reasonably approximated by this distribution. In what follows, we generalize our results to this class of random variables. Suppose that the repair time follows an Erlang distribution of order k. That is, the repair consists of k independent phases, each having an exponentially (with parameter ) distributed duration. For ease of exposition, we rst discuss the one-machine model with Erlang repair time distribution (of order k) and exponential inter-breakdown time distribution. We then study the two-machine model in a similar manner to that in Section 4. Now the machine capacity process (t) is no longer a Markov process, and the analysis in Section 4 cannot be used. However, following an argument from queuing theory (see Kalashnikov 1994 and the references therein), we can \Markovianize" the system.
Let us introduce a two-dimensional process having (t) as its rst component, Z(t) = ( (t); (t)); where (t) is a supplementary process taking values from f1; 2; ; kg. The state space of Z(t) is equal to f(1; 0); (0; 1); (0; 2); ; (0; k)g; where the state (1; 0) corresponds to the machine working, and the state (0; j), 1 j k, to the machine being repaired at the j-th phase. Now, Z(t) is a Markov chain having generator: 2 6 6 6 6 6 6 6 4 
By virtue of a familiar inequality, (a 1 + a 2 + + a j )=j] j a 1 a 2 a j for a positive integer j, or equivalently (a 1 + a 2 + + a j ) j j j a 1 a 2 a j ; 8a i > 0; (the equality holds if and only if a 1 = a 2 = = a j ), we have
The last inequality becomes a strict one if we assume that U ? d= > kd= , i.e., the average system capacity is larger than the demand. In this case, 0 < m(0) < 1. Therefore, we can utilize the argument completely parallel to that of Section 4 to get the following results.
Proposition 6.1. Let = inffn > 0; S n = P n i?1 W i = 0g be the recurrence-time. Then for any nite integer q > 0, E q < 1.
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Taking the Markovianization approach, the two-machine system can be dealt with similarly. Suppose that the inter-breakdown and repair times for Machine i (i = 1; 2) are independent, and follow exponential (with parameter i ) and Erlang (with parameter i and order k i ) distributions, respectively. Then by aggregating the states we can derive the following result in a way similar to the proof of Proposition 4.3. 7 Numerical examples A numerical study was carried out to demonstrate our algorithm. The iterative algorithm stops either when the prescribed stopping criterion is satis ed or when N iterations have been completed. We use the summation of the last several gradient estimates as an indicator. If the absolute values of the summation is less than a small positive number, the iteration stops. In our numerical examples, iteration ends when the summation of the last ten gradient estimates is less than 0.05. After conducting several pilot simulation runs to investigate how T and " a ect the output of simulations, the simulation horizon is divided into N = 100 segments, each having length T = 10; 000, the step size " is set at 0.5 and the maximum length of perturbation chain is set at 20. Note that pilot simulation runs are required to determine the proper value of " and M. In all the simulation runs we conducted, the maximum perturbation chain we observed is 6. At the end of each segment, sample gradients are calculated, and threshold values are updated according to (3.3), (3.4) and (3.5). We summarize the iterative procedure in Table ? ?. The system parameters are shown in Table ? ?. Seven examples with di erent system parameters are studied. Example 1 is the base case. Compared with Example 1, machine one in Example 2 has a lower average machine up time. Machine two in Example 3 has a lower average machine down time. The inventory cost of bu er one and bu er two are higher in Example 4 and 5, respectively. The backlog cost in Example 6 is lower. Example 7 is the case with non-exponential distributed machine repair times; the parameters are the same as in the Example 1 except that the distribution of machine repair times are 2-Erlang. Table   ? ? shows the estimates of the optimal threshold values along with the optimal costs. 95%
con dence intervals (CI) are also provided. It can be seen that the optimal threshold values and the average costs change when the system parameters are changed. It is interesting to note that although the parameters in Examples 1 and 7 are the same except for the distribution of machine repair times, the results are quite di erent.
To demonstrate the convergence of the algorithm from di erent initial settings, learning curves are shown in Fig. ? ?. Since no analytical result is available, contour curves are generated by conducting simulations for each set of control parameters (threshold values), and the costs under the bu er-control policies are computed. Two initial values were chosen, B 1 (0) = (10; 5) and B 2 (0) = (25; 20). The algorithm seems to be converging quickly. After a few iterations, the average costs are already close to their optimal values.
Conclusion
In this work, we developed an algorithm to approximate the optimal threshold values under bu er-control policies for a continuous material produce-to-stock ow line with failure prone machines in tandem. We applied perturbation analysis to construct gradient estimators and used the stochastic approximation method to nd optimal threshold values for a tandem two-machine system. To ensure that the algorithm works, it is necessary that the error accumulation is bounded. We con rmed this by establishing certain recurrence properties.
In addition, we proved that our approach still works for non-Markovian systems with Erlang repair times. The numerical results indicate that our algorithm provides good approximation results and has good convergence properties. For the two-machine problem, analytical solutions are di cult or impossible to obtain. Our algorithm provides a viable alternative. The techniques developed in this paper can be extended to more complex manufacturing systems (multi-machine and/or multi-part type) regulated by threshold control policies. The study of failure-prone manufacturing systems with reentrant ows is currently undertaken. As was shown in Section 2, a perturbation generation or propagation period is associated with an event of either machine breakdowns or machine repairs. Therefore, the following inequalities hold N i ( k ; k+1 ) N k ( k ; k+1 ); w.p.1 for i = 1; 2; 3; ; where N k ( k ; k+1 ) is the number of machine breakdowns in the interval k ; k+1 ].
Therefore, 
