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ABSTRACT 
Adler and Beling considered the linear programming problem over the real 
algebraic numbers. They obtained the necessary bounds in terms of a notion of size 
and dimension eeded to justify its polynomial-time solvability, using the ellipsoid 
method and under some models of computation. Based on a better notion of size than 
that used by Adler and Beling, we first reduce the feasibility problem in linear 
programming to some canonical problems preserving its size and its constraint-matrix 
dimensions. For these canonical problems as well as for the matrix scaling problem, 
shown to be a more general problem than linear programming, we obtain the 
necessary bounds; demonstrate simple rounding schemes; justify the applicability of 
two polynomial-time interior-point algorithms under some models of computation; 
describe a method for solving a system of linear equations over the algebraic numbers 
which is a subroutine within these interior-point algorithms under an input model; 
* This research is supported inpart by IPM, Institute for Studies in Theoretical Physics and 
Mathematics, Tehran, and EPSCoR-NSF, University of Puerto Rico, Rio Piedras. 
* This research was initiated while the author was visiting University of Puerto Rico, Rio 
Piedras and is supported in part by the National Science Foundation under grant CCR-9208371. 
LINEAR ALGEBRA AND ITS APPLICATIONS 262:283-306 (1997) 
© Elsevier Science Inc., 1997 0024-3795//97/$17.00 
655 Avenue of the Americas, New York, NY 10010 PII S0024-3795(96)00519-8 
284 B. KALANTARI AND M. R. EMAMY-K 
and give an alternative method to the traditional duality-based approach for the 
conversion of a general inear programming problem into a feasibility problem. 
© Elsevier Science Inc., 1997 
1. INTRODUCTION 
In this paper we consider the complexity of linear programming and 
matrix scaling problems over the real algebraic numbers. A complex number 
0 is algebraic if it is a root of a polynomial with coefficients in Q, the field of 
rational numbers. The degree of 0, denoted by deg(0), is the degree of the 
minimal polynomial of 0. The field Q(0) is the smallest field containing 0 
and Q. Since each element in Q(0) can also be represented as Ed~ °)- x rio i, 
where the ri's are rational numbers, it is also a vector space over Q, and its 
dimension is equal to deg(0). Given an m × n matrix A = (a~j) with entries 
which are algebraic numbers, the degree of A, denoted by deg(A), is the 
vector-space dimension of Q(A), the smallest field containing Q and the 
entries of A. Finite algebraic extensions of Q are simple extensions, i.e., there 
exists an algebraic number 0 of degree equal to deg(A) such that Q(A) = 
Q(0). In considering the complexity of linear programming and matrix 
scaling with rational inputs, it suffices to restrict oneself to the case of integer 
inputs. Similarly, when considering the complexity of these problems over the 
real algebraic numbers, it is enough to consider the case where the input data 
are real algebraic integers. A complex number 0 is an algebraic integer if it is 
algebraic and its monic irreducible polynomial has integer coefficients. 
The above-mentioned results on field extensions and algebraic numbers 
may be found in [14]. 
For integer input the complexity of a linear program has been analyzed 
with respect o various definitions of the size of the linear program. For an 
integer m × n matrix A v~ 0 its size has been taken to be the length of the 
encoding of the matrix, i.e. 
L,( A) =ran+ ~ ~ log2(laijl + 1). 
i= l j= l  
Within polynomial-time linear programming algorithms one needs to find an 
upper bound for the following quantity: 
M(A)  = max{log2ldet BI: B is an invertible submatrix of a}. 
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It can be shown that LI(A) bounds M(A). But M(A) can also be bounded 
by the following smaller upper bound: 
L~(A) =log 2mn+ ~ ~log2(laql+ 1). 
~=1j=1 
Also, letting N = max{logz n, log 2 m} and ~ = max{lai,l: 1 ~< i ~< m, 1 ~< 
j ~< n}, M(A) can be shown to be bounded above by the following quantity 
as well: 
L3(A) --- N(log z N + log~ ~). 
Another definition used as the size of a matrix is the following: 
L4( A) = N + M( A).  
For the linear programming problem over the integers, min{cTx : Ax = b, 
x >t 0}, its size has been defined to be Li(A) + Li(b) + L~(c), where L i of a 
matrix may be taken to be any of the four definitions given above. To 
establish polynomial-time solvability of linear programming one needs to 
demonstrate an algorithm whose running time is polynomial in n, m, and the 
size of the linear program. This is achieved, using L~ in Khachiyan [8], L 1 in 
Papadimitriou and Steiglitz [11] and Schrijver [12], and L 4 in Vaidya [13]. 
However, the complexity of a polynomial-time algorithm for linear program- 
ming and the justification of its polynomiality can depend on which definition 
is used for the size of the problem. Despite the fact that L 4 in general is not 
a computable quantity, it is best to analyze the complexity of polynomial-time 
algorithms in terms of L 4, as opposed to other computable, but overestimat- 
ing quantities. 
For the case where the input data consist of real algebraic integers, the 
complexity of linear programming algorithms will depend on more general 
notions of size of a matrix, the quantity deg(A, b, c), and the vector-space 
dimension of Q(A, b, c) over Q. Adler and Beling [1] considered linear 
programming over the real algebraic numbers; they defined the size of the 
problem according to a more general definition of L 3, in terms of which they 
obtained the necessary bounds in order to justify its polynomial-time solvabil- 
ity using the ellipsoid method, assuming some models of computation and 
given representations of input data. 
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In this paper we consider both linear programming and matrix scaling 
over the real algebraic numbers. As for the case of rational inputs, it will be 
shown that over the real algebraic numbers as well the matrix scaling problem 
is a more general problem than linear programming. Using a more general 
definition of L 4, we first reduce the feasibility problem in linear program- 
ming to some canonical problems preserving its size and dimensions of its 
constraint matrix. For these canonical problems as well as for the matrix 
scaling problem we obtain the necessary bounds; demonstrate simple round- 
ing schemes; and justify the applicability of two polynomial-time interior-point 
algorithms, under some models of computation and given representations of 
the input data. The derivation of these bounds and the rounding schemes are 
based on a theorem for a special inear programming problem. We describe a
method for solving a system of linear equations over the algebraic numbers 
which is a subroutine within the interior-point algorithms under a given 
representation of the input data. We also give an alternative method to the 
traditional duality-based approach for conversion of a general inear program- 
ming problem to the feasibility problem. 
Before giving a detailed summary of the main results in Section 2, in the 
remaining of this section we give the necessary definitions and propositions 
that will be used throughout he rest of the paper. Definition 1 and the 
subsequent key proposition are from Adler and Beling [1]. 
DEFINITION 1. Let a be a given algebraic integer and al . . . . .  C~deg(~) 
the set of all the roots of the monic irreducible polynomial of a. Define 
S(or) = max{lall . . . . .  [ aaeg(a)[ },
where for a complex number a + ib, la + ibl = ~ + b 2 . 
PnOPOSITION 1. Let ~, [3 be algebraic integers. Then: 
(iii) For any nonzero algebraic integer ~ we have 
S(o~) a°~)- 
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In particular, from Proposition 1we immediately obtain the following two 
corollaries: 
COnOLLAaY 1. Given algebraic integers a i, ~ ,  i -- 1 . . . . .  n. We have 
COROLLARY 2. For any nonzero algebraic integer a we have 
S(a )  >1 1. 
DEFINITION 2. Let A ~ 0 be an m × n matrix with entries which are 
real algebraic integers. Let 
M(A)  = max{log 2 S(det B):  B is an invertible submatrix of A}. 
We define the size of A as 
L (A)  = max{log 2 n, log 2 m} + M(A) ,  
and its degree is deg(A). 
Since algebraic integers form a ring, it follows that det B is an algebraic 
integer; hence L(A)  is well defined. The following proposition will be 
invoked several times in the paper. 
PaOPOSlTION 2. Let A be an m x n matrix, u ~ R m, and v ~ R", all 
nonzero and with entries which are real algebraic integers. Then: 
(i) L([A, u]) ~< L(A)  + L(u) + 1. 
(ii) L([Ar, v] r) <~ L(A) + L(v) + 1. 
(iii) L(Av)  <~ L(A)  + L(v). 
Proof. We shall only prove (i). (ii) follows from (i), and (iii) is trivial. 
Suppose m ~< n. Then from Definition 2 we have 
L( [A ,u ] )  = log~(n + 1) + M([A ,u] ) .  
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If M([A,u]) is larger than both M(A) and M(u), then M([A,u]) corre- 
sponds to a submatrix of [A, u] with entries both from A and u. By 
expanding the determinant of this submatrix along the column corresponding 
to u and invoking Corollary 1, we obtain 
Thus, 
M([ A,u]) <~ log 2 m + M( A) + M(u). 
L([ A,u]) <~ L( A) + L(u) + log~(l + l ) ,  
proving (i) for ra ~< n. In case m > n, the above bound still applies. • 
DEFINITION 3. The feasibility problem in linear programming is the 
problem of determining if 
= {x:Ax =b,  x >/0} 
is nonempty, where A is as in Definition 2, and b ~ R m a vector with entries 
which are algebraic integers, and it is assumed that rank A = m. The size and 
degree of f~ are defined as 
L = L(lq) = L([ A, b]), p = deg(l~) = deg( A, b), 
respectively. 
Thus from Proposition 2, L(f~) = O(L(A) + L(b)). 
DEFINITION 4. Let ~ and L be as in Definition 3, and c ~ R n a 
nonzero vector of algebraic integers, assumed to be independent of the 
columns of A. I~t 
/~ = min{cTx: x ~ ~}. 
Linear programming is the problem of determining if /x > -oo and, if so, 
determining its value and a corresponding minimizer x. The size of the linear 
program L and its degree /3 are defined to be 
L = L + L(c), /3 = deg( A, b, c). 
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Throughout he rest of the paper we shall reserve the symbols ~,  L, p, 
f~, and t3 for the entities defined above. In Section 2, we give a detailed 
summary of the results of the paper. In Section 3, we prove a theorem on 
bounds and rounding for a special inear program. This theorem will be used 
for solving the feasibility problem as well as for the matrix scaling problem in 
subsequent sections. In Section 4, we consider the feasibility problem. In 
Section 5, we consider the matrix scaling problem. In Section 6, we consider 
the application of these bounds under various models of computation and 
given representations of the input data. In particular, we describe a method 
for the solution of linear systems over the algebraic numbers which is a 
subroutine within the interior-point algorithms under an input data model. 
Finally, in the Appendix, we consider an alternative method for reducing a 
general inear program to a sequence of feasibility problems which preserves 
the size and dimensions of its coefficient matrix. We conclude with remarks 
regarding complexity analysis. 
2. SUMMARY OF THE RESULTS 
As for the case of linear programming over the integers, using the duality 
theory it can be shown that over the real algebraic integers as well, the 
general feasibility problem can be reduced to a single feasibility problem with 
a constraint matrix of large dimensions (see e.g. [1]). However, it is also 
possible to reduce a linear program to a sequence of feasibility problems each 
of which preserves the size and dimensions of the constraint matrix of the 
given linear programming problem. This approach as its own advantages and 
will be considered in the Appendix. Thus, the most fundamental problem in 
linear programming is the feasibility problem as in Definition 3, i.e. that of 
testing if 
gI = {x:  Ax =b,  x ~> 0}, 
is nonempty, where ~ has size and degree equal to L and p, respectively. 
In what follows we give a detailed summary of the results of the paper. As 
for the ease of linear programming with integer inputs, we will first show that 
testing the feasibility of 1~ is equivalent o testing the feasibility of the 
following homogeneous system: 
U(H) = {x:Hx=0,  x >t0, x • O), 
where H is an O(m × n) matrix with entries which are real algebraic 
integers atisfying 
L(n)  = O(pL) ,  deg(H)  = p. 
290 B. KALANTARI AND M. R. EMAMY-K 
We shall refer to the decision problem of testing if U(H) is nonempty as the 
homogeneous feasibility problem or HFP. 
Next, we will show that U(H) is nonempty if and only i f /z  0 = 0, where 
Ix o = min{c~x:x ~ 1~o}, 
~o = {x : Aox = O, erx = 1, x >1 0}, 
with A 0 an O(m × n) matrix with entries which are real algebraic integers, 
c o is a vector of real algebraic integers, e the vector of ones satisfying 
Aoe = 0 (so that Aoe = 0), and /z 0 >1 0. We shall refer to the decision 
problem of testing i f /x 0 = 0 as KCLP, since it is in the form of Karmarkar's 
canonical inear programming problem [7]. The size of KCLP, which is 
L o = L (~ o) + L(co), will be shown to satisfy 
L o = O(pL) .  
The degree of KCLP will remain p. For KCLP we describe an O(npL)  
iteration algorithm which will find either a point u in 1~ 0 satisfying cru < 
2 -L°, or a positive d in W = {w : Aox --= 0}, satisfying PdDco > 0, where 
D = diag(d) = diag(d 1. . . . .  d,), and I'd = I -- VATo(aoO2Aro)-lao D (the 
orthogonal projection matrix with respect to W a = {x : AoDx = 0}). This 
algorithm is precisely the one described in [5], so that we will only describe 
its steps and properties. It can be viewed as an algorithmic proof of a stronger 
version of Gordan's duality theorem (e.g. see [2]) according to which either 
U(H) is nonempty, or Hry  > 0 for some y. Each iteration of the algorithm 
will require the solution of a linear system over the real algebraic numbers 
with O(n) variables. Given a model of representation f the input data, we 
will show how such a system is reducible to a system of linear equations over 
the rationals with O(n p) variables. 
To prove the existence of u implies go = 0, and to show that u may 
be rounded into a point v ~ ~0 such that Cro v = 0, we use a theorem for 
linear programs with nonnegative optimal value /z (Theorem 1). This theo- 
rem is also used for obtaining bounds and rounding results for the matrix 
scaling problem. This problem is shown to be more general than linear 
programming. 
Let Q be an n × n symmetric positive semidefinite matrix with coeffi- 
cients which are real algebraic integers. Then either 
v(9)  = {~: (~ = 0, x >/0,  x ÷ o} 
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is nonempty, or Q is scalable, i.e., there exists a diagonal matrix D with 
positive diagonal entries such that 
DQDe = e. 
Alternative proofs of the above duality, which is stronger than Gordan's 
duality theorem and generalizations are given in [10], [4], [9], and [6]. 
Applying the path-following algorithm in [9], we show that O(~-n 
deg(Q) L(Q)) iterations, where each iteration consists in solving a linear 
system over the real algebraic numbers with n variables [reducible to solving 
linear systems over the rationals with deg(Q)n variables under a model of 
input representation], we shall either obtain a nonnegative Point x 0 with 
)Ix011 = 1, satisfying 
iiQx011 ~< 2-g deg(Q) L(Q), K a fixed natural number, 
or conclude that Q is scalable, where I1" II is the Euclidean norm. In the latter 
case, in an additional s iterations, the algorithm computes a positive diagonal 
matrix /9 satisfying 
1119QDe - ell ~< (¼)~'. 
In the former case we will show how to convert x 0 to a point in U(Q) by 
constructing a linear program for which Theorem 1 on bounds and rounding 
will be applicable. 
Finally, given U(H) as in HFP, in O(~-  deg(n) L(H)) iterations of the 
path-following algorithm on the matrix Q --- H rH, we will either determine 
that U(H) is empty, or obtain an approximate solution of U(H). Given an 
approximate solution, we will describe a simple rounding scheme (based on 
Theorem 1) for its conversion into an exact solution. In particular, the 
generality of the matrix scaling problem over linear programming with the 
real algebraic numbers will be concluded. Under some models of computa- 
tion and given representations of the input data, the derived bounds will be 
used to justify the algorithms. 
3. A THEOREM ON BOUNDS AND ROUNDING FOR 
A LINEAR PROGRAM 
THEOREM 1. Consider the linear programming problem of Definition 4 
with the added assumption that ~ is nonempty and that I~ ~ O. 
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(i) Let v be any vertex of  12. Then either cT v = 0 or cT v, >1 2-P£. 
(ii) Given a feasible point u ~ 12 such that eTu < 2 -~L, in O(m2n)  
arithmetic operations we can compute a vertex v ~ 12 such that cry = O. 
(iii) Either I~ = 0 or Ix >1 2 -~L. 
Proof. (i): Let v = (v 1 . . . . .  v,) be a basic feasible solution of l]. From 
the definition of basic feasible solution, Cramer's rule, the definition of L, 
and part (iii) of Proposition 1, we have v i = p Jq ,  where Pi and q are real 
algebraic integers atisfying 
Ip,1 < S(p~) < 2 L, Iql < S(q)  <~ 2 L. (3.1) 
We may also assume that q > 0. We have 
CTV = -- Ca Pi" (3.2) 
q i= l  
Let a = qcTv. Note that a is a real algebraic integer which lies in Q(A, b, c). 
Thus, 
deg(a)  ~< t3. (3.3) 
Let S(c) = (S(c 1) . . . . .  S(c,))  r. From (3.1), (3.2), and Corollary 1, we have 
S(a)  = S c,p, ~ S(c , )S (p , )  
i i= l  
<lls(c)lL ~ S(p,) <lls(c)ll~n 2L ~ 2 L 
i=1 
(3.4) 
Suppose that crv > 0. Then, from part (iii) of Proposition 1, (3.1), (3.3), and 
the fact that S(a)  >t 1 (Corollary 2), we get 
1 1 1 
a = qcrv = I~1 >i S(a)~_ ~ >/ S(o~)deg(a)_ 1 ~ 2f~(t~_l---'---" ~ • (3.5) 
From (3.5) and since q ~< 2 L ~< 2 i:, we get 
1 1 1 
q 2 £(~- ~) h--~" 
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(ii): Suppose that we are given a feasible solution u of l~ satisfying 
0 < cru < 2-~£. We wish to obtain from u a basic feasible solution v ~ l~ 
satisfying cry = O. Let 
~'~1 = { X : cTx  = cTu ,  AX ~- b, x >1 0}. 
First we obtain a basic feasible solution w of 1~ 1. A procedure which does 
this in O(m2n) arithmetic operations is described in [5]. If w is a basic 
feasible solution of ~,  we are done. Otherwise, since the rank of the 
constraint matrix of 1~ 1 is m + 1, w has m + 1 positive components. By 
pivoting on each of its positive components, we obtain m + 1 basic feasible 
solutions v 1 . . . . .  vm+ 1 of fl. Since w must necessarily ie in the convex hull 
of these vertices, there exists v ~ {v 1 . . . . .  v m+l} satisfying cTv <~ cTu < 
2 -~£. From (i) we must have cTv = 0. It is not difficult to see that the 
complexity of obtaining the vi's, and hence v, is at most O(mZn). 
(iii): Since /z >t 0, the minimum of the corresponding linear program is 
attained at a vertex (e.g. follows from the simplex method). In particular, 
from (i) the claimed bounds on/x hold. • 
4. THE FEASIBILITY PROBLEM OVER THE REAL 
ALGEBRAIC INTEGERS 
In this section we will first consider the conversion of the feasibility 
problem as given in Definition 3 to an HFP (homogeneous feasibility 
problem) and then to a KCLP (Karmarkar canonical problem). We then 
briefly describe the interior-point algorithm described in [5]. 
4.1. Conversion of the Feasibility Problem to HFP and KCLP 
LEMMA 1. Let lq, L, and p be as defined in Definition 3. Then ~ is 
nonempty if and only if U( H ) = { x : nx  = O, X 4~ O, x >1 0} is nonempty, 
where H is an O(m × n) matrix with entries which are real algebraic 
integers atisfying deg(n)  = p and L (H)  = O(pL) .  
Proof. If the recessive cone of ~,  namely, U(A) = { x: Ax = 0, x ~ 0, 
x >1 0}, is empty, it is easy to prove that 1~ 4= O if and only if U(H) 4: O, 
where H = [A, -b ] .  Suppose U(A) is empty. In this case L(H)  = O(L) 
and obviously the lemma is true. Now suppose U(A) is nonempty. If l~ 
is nonempty, then it has a basic feasible solution x. As in the proof of 
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Theorem 1, from the definition of basic feasible solution, Cramer's rule, the 
definition of L, and part (iii) of Proposition 1, we have x~ = p Jq ,  where p~ 
and q are real algebraic integers atisfying 
I p,[ ~< S(p,) ~< 2 L (4.1) 
and 
1 
2L(p_l~ < Iql < S(q)  < 2 ~. (4.2) 
Thus, we have 
Ip, I 
Ix,I = ~ < 2 pL, (4.3) 
from which we obtain 
~x~ ~< n2PL ~< 2zpL. (4.4) 
i=1  
Hence we conclude that ~ is feasible if and only if 
12' -- {x '  = ( x , s )  : Ax  = b ,  e rx  + s = 22P ' ,  x ' 1>0} ÷0,  
where e = (1 . . . . .  1) r, s ~ R a slack variable. The recessive cone of f l '  is 
empty. Thus, if we also denote 1~' = {x' : A'x' = b', x ' /> 0}, then f l '  is 
nonempty if and only if U(H)  is nonempty, where H = [A', -b ' ] .  Since 
Q(A', b') = Q(A, b), it follows that deg(n)  = deg(A, b) = p. By examining 
the submatrices of H and applying Proposition 2, we can conclude that 
L(H)  = O(pL) .  • 
Now given the above matrix H, define A 0 = [H, -He0], where e 0 is the 
vector of ones with appropriate dimension, and let c o = (0 . . . . .  0, 1) r. If 
e r -~ (ero, 1), then Aoe -- O, cre > O. Let 
n 0= {x :A0x=0,  e rx= 1, x>lO},  
and define 
I.L o = min{croX: X ~ a0}. 
The following lemma trivially holds. 
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LEMMA 2. U(H) = f~i f  and only if  Izo > O. 
Now suppose that we define L 0 to be the size of the linear programming 
problem that defines /x 0. From Lemma 1 and Proposition 2, 
L(Ao)  <~ L (H)  + L(Heo) + 1 
L (H)  + L (H)  + L(eo) + 1 = O(L (H) )  = O(pL) .  
Again from Proposition 2, L(O 0) = O(L(Ao))  = O(pL) .  Note that L(c o) = 
O(log n). From this, Theorem 1, and Lemmas 1 and 2, we conclude 
THEOREM 2. Let I I ,  L, and p be as defined in Definition 3. Then l] is 
empty i f  and only i f  l~ o >~ 2-PL°, and L o = O(pL) .  • 
4.2. An Algorithm for KCLP 
In this subsection we describe the algorithm given in [5] for testing i f /x  0 
is zero. In the following procedure, for k = 0, we let d k -- e. 
Let d k > 0 be the given current iterate in W = {x : Aox = 0}. I f  c~d k = 
0, stop. Otherwise, compute h k= PakDkco, where D k = diag(dk), Pdk = 
I -- D kAo(AoDkAo)T ~ T -1AoD k. I f  h k > 0, stop with the conclusion that 
/z 0 > 0. Otherwise, replace d k with d k+l= Dk(e + 0.5uk), where u k= 
- ( Pd k D k c o - e)/ll Pax Dk Co -- ell, and repeat. 
As was shown in [5], if k iterations of the above algorithm have been 
executed and c~d k > 0, then we have 
cS x k <~ ~r exp -- ~ , x k ~g l  o= {x :Aox  =0, erx= 1, xi>0}, 
(4.5) 
where tr = exp( -1  + cre /n )  and x k = dk /erd  k. From (4.5) and Theorem 
2 it follows that in the worst case we obtain a point u in ~0 in O(nL o) = 
O(npL)  iterations atisfying 0 < c~u < 2 -pL°. From this and Theorems 1, 
we can round u into a solution v in I~ 0 satisfying crv = O. 
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5. MATRIX SCALING OVER THE REAL ALGEBRAIC INTEGERS 
In this section we first obtain the necessary bounds for the matrix scaling 
problem. We then briefly describe the steps and properties of the path-fol- 
lowing algorithm in [9]. Next, we consider the application of the rounding 
scheme of Theorem 1 for matrix scaling, and justify the applicability of the 
path-following algorithm. Finally, we consider the application of matrix 
scaling to HFP and hence to the feasibility problem. 
5.1. Bounds for Matrix Scaling over the Real Algebraic Integers 
THEOREM 3. Let Q be an n × n symmetric positive semidefinite matrix 
with coefficients which are real algebraic integers. Define 
/x = min{xTQx : Ilxll = 1, x >t 0}. 
Either/~ = 0, or/x >i 2 -~ deg(Q)L(Q), where K is a fixed natural number. 
Proof. Assume that /x > 0. Without loss of generality we may assume 
that /z is attained at a strictly positive point. Otherwise, the matrix Q in the 
following arguments will be replaced with a symmetric submatrix of Q 
(necessarily positive semidefinite). From the assumption that the minimizer is 
strictly positive we conclude that /x is the lest eigenvalue of Q. Thus, /x 2 is 
the least eigenvalue of Q2, from which we get 
/z = min(~x-~2x : ]]xl[ = 1, x/> 0} = min{llQxll: ]]x[I = 1, x >~ 0}. 
By scaling the unit ball we also have 
( 1 / 
/x = min ~nl lQxl l :  Ilxll = ~--n' x ~ 0 . 
Since for any u ~ ~n we have Ilulh ~ ~-n Ilull, we get 
IIQ 1 ) /~ >I a = min xl l l :  Ilxll = V~n ' x >t 0 . 
Note that we have 
lip 1 ) a>l 8=min  xJ]l:]]x[]l = V~-' x t>0 . 
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On the other hand 8 can be expressed as 
{ 1 } 
15 = min erz : --z <~ Qx ~ z, erx = Vr ~ , x >1 0, z >~ 0 , 
where z ~ R". Relaxing the feasible set of the above problem by the removal 
of the constraints - z  ~< Qx, we get 
{ 1 } 
- - ,  ° 8>~T=min  erz :Qx+y=z,  erx --- ~ x>~O,z>~O,y>~O 
We claim that ~ > 0 implies ~ > O. Otherwise, we get 
&+y;0  
for some x ~> O, y /> O, x • O. Multiplying Qx = -y  by x r, we get 
xrQx < o. 
Since Q is positive semidefinite, we must have xVQx = 0, contradicting 
> 0; hence the proof that ~, > 0. Now consider the linear programming 
problem that defines ~,. Note that its degree is the same as deg(Q). Also, the 
size of this linear program, from Proposition 2, is bounded above by 
K deg(Q) L(Q) for some Fixed natural number K. Thus, from Theorem 1 we 
conclude that -/1> 2-~ deg(p) L(Q) • 
5.2. A Path-Following Algorithm for Matrix Scaling 
We first briefly describe the path-following algorithm of [9] and its 
properties. 
Let b = e - Qe. For k --- 0, let x k = e, t~ = 1. Given x k, define 
7¢ k+l  = Xk(e + zk),  (5.1) 
where X k = diag(xk), and z k is the solution to the system 
( I  + XkQXk )z k = e -- XkQXke -- Xkb. (5.2) 
Set 
~k = yr~-kxk+l, tk+ I =t  k 1 4¢n- + 1 " 
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If II~kQ~ k - ell ~ ~, then solve for x k+l with b = 0 and repeat his step s 
times. In this case, denoting the final iterate by d, then E) = diag(d ~) gives an 
approximate scaling satisfying 
IIbQDe - ell <~ (3) 2s. (5.3) 
Otherwise, replace k with k + 1 and repeat he above procedure with the 
old b. If  this process is repeated k times and does not result in a point 
satisfying (5.3), then ~k = ~/l l~kl l  will satisfy 
(k )  
~krQ~k ~< 10n 2 exp 4v~ + 1 " (5.4) 
We note that each iteration requires the solution of an n × n linear system 
over the real algebraic numbers. 
5.3. Rounding for Matrix Scaling 
From (5.4), if Ix = 0, we can obtain x with xVQx as small as we please. 
Intuitively speaking, if xTQx is small, then so is IIQxll. In this section we first 
give a formal relationship between these two quantities and justify how we 
can obtain a nonnegative point x 0 of unit length in O(~n deg(p) L(Q)) 
iterations o that IIQx011 ~< 2 -~ aeg(Q)L(Q). Next, by applying Theorem 1 we 
show how such a point can be rounded into a nonnegative nontrivial solution 
o fQx  = 0. 
LEMMA 3. For any x we have Ilpxll ~< max(l, trace Q} xVt~-Qx. 
Proof. Since Q is positive semidefinite, we have Q = UAU T, with 
A = diag()t 1. . . . .  An), where )ti's are the nonnegative eiff~_nvalues of Q, and 
U is a unitary matrix of eigenvectors. Let V~- = diag(~/hl . . . . .  V~-~-, ). Then 
IIv/-AUTxII = xv/~---Qx. We have 
If IIv~ll ~< x, then we are done. Otherwise, the proof follows from 
IliA-I[ < IIA[I = max{h I . . . . .  An} ~< trace Q. • 
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Since trace Q is an algebraic integer, S(trace Q) >t 1 (Corollary 2). On 
the other hand, it is easy to argue that S(trace Q) ~< 2 L~Q). From these and 
I.emma 3 we have 
COROLLAa¢ 3. For any x we have IIQxll <~ 2L(Q) x~-T-Qx. 
From (5.4) and Corollary 3, it follows that in O(vrn - deg(Q) L(Q)) itera- 
tions of the path-following algorithm we can obtain a nonnegative point x o 
with Ilxoll -- 1. The point x 0 gives rise to a feasible point (x o, Y0, z0) Of 
IT = {(x, y, x) : Qx + y =z ,  erx >1 1, x >i 0, z >/ 0, y >i 0} 
[with size and degree O(L(Q)) and deg(Q), respectively], for which erzo < 
2-deg(a') L(fV). Hence, from Theorem 1, 
min{eTz: (x ,y ,z )  ~1~'} =0,  
and (x0, Y0, Zo) can be rounded into a point (2, ~, 0) ~ l~'. Since we have 
~rQ~ = _~T~ ~< 0, it follows that Q~ = 0. 
5.4. Application of Matrix Scaling and Theorem i to HFP 
Suppose we wish to see if U(H)  is empty, where H is an m × n matrix 
with entries which are real algebraic integers. Then U(H) is nonempty if and 
only if U(Q) is nonempty, where Q = HTH. We claim that in order to solve 
HFP through the path-following matrix scaling algorithm, it suffices to 
execute O(~/n deg(H)L(H)) i terat ions of the path-following algorithm. To 
prove this assume U(H) is nonempty. Let 
IT' = {(x ,y ,x ) :Hx  +y=z,  eTx >t 1, x >~O,z>~O, y~>O}. 
Note that deg(IT') = deg(H), and from Proposition 2 we have L(O") = 
O(L(H)). From (5.4) in O(~-  deg(H) L(H)) iterations we obtain normega- 
tive x0 with IIx0[I-- 1 satisfying ~ = Ilnxoll < 2 -L(a')deg(a'), which 
gives rise to a feasible point (x 0, Y0, z0) of l~". From Theorem 1, it follows 
that 
min{er(y +Z) : (x ,y ,z )  ~ f~"} =0,  
and (Xo, Y0, z0) can be rounded into a point (2, 0, 0) ~ 1~". Hence ~ 
U(H). 
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REMAaK. In particular, given the relationships between the feasibility 
problem in linear programming, the HFP, and the matrix scaling problem, 
one can deduce the fact that over the real algebraic numbers matrix scaling is 
a more general problem than linear programming. 
6. COMPLEXITY UNDER SOME MODELS OF COMPUTATION 
AND INPUT REPRESENTATION 
The bounds obtained in the previous sections are independent of the 
models of computation and input representation. Given these bounds to- 
gether with assumptions on the model of computations and representation f 
the input data, one can conclude polynomial-time solvability of the two 
interior-point algorithms considered in the previous ections. 
The easiest model of computation, also used in [1], is the real-number 
model of computation under which it is assumed that the operations of 
addition, subtraction, multiplication, division, and comparison can all be 
performed in constant time. Given this model of computation, each iteration 
of the above interior-point algorithms takes O(n s) arithmetic operations. 
From the bounds derived in the previous ections, the number of necessary 
iterations of these algorithms can be obtained, assuming that we are given 
either the size and degree of these problems, or an upper bound for them. In 
particular, under the real-number model of computation the polynomial-time 
solvability of linear programming and matrix scaling can be concluded. 
Under the more realistic rational-number model of computation we need 
to also be concerned with the complexity of the arithmetic operations of these 
algorithms in terms of the binary representation f the input data. This in 
turn requires assumptions on the given representation f the input data. For 
instance, one may assume that for each input coefficient we are given the 
coefficients of its monic irreducible polynomial. With this assumption one can 
easily obtain upper bounds on the size and degree of a given problem. 
Furthermore, one can obtain a necessary representation f the input with 
respect to which the complexity of the arithmetic operations can be analyzed. 
The existence of such a representation a d its application within this model of 
the input data are described in Adler and Beling [1]. 
Within the rational-number model of computation, the easiest model of 
input representation forthe analysis of the complexity of the above interior- 
point algorithms i the assumption that all the inputs are from Q(0), where 0 
is a given real algebraic integer whose monic irreducible polynomial isknown, 
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and that for each input we are given the coefficients of its representation as a 
polynomial in 0. With the above assumption i  Section 6.1 we will analyze 
the complexity of each iteration of the interior-point algorithms, namely that 
of solving a linear system. It is easy to show that S(0) ~< 2 h, where h is the 
maximum of the absolute value of the coefficients of the monic irreducible 
polynomial of 0 (see e.g. [1] for a reference). Thus, given this model of 
representation f the input data, we can immediately obtain an upper bound 
on the size of the problem. With an analysis analogous to the existing ones for 
polynomial-time linear programming algorithms over the rationals, it can be 
proved that the linear systems arising in the above algorithms can be solved 
with a bit-size precision proportional to the original input representation. We 
shall not present such an analysis. However, in the next subsection we show 
how to convert an n × n system of linear equations over the algebraic 
integers into a linear system with pn variables, but over the integers, and 
with a bit-size precision proportional to the original input representation. 
6.1. Solving a Linear System of Equations over the Algebraic Numbers 
We wish to solve Ax = b where A is an n × n invertible matrix, b an 
n-vector with coefficients which are algebraic over Q. In particular there 
exists an algebraic number 0 such that Q(A, b) -- Q(0). Let p = deg(0). 
We assume that the coefficients of the monic irreducible polynomial of 0 are 
available. Given the representations of the entries of the matrix [ A, b] as 
elements of Q(0), we first show that solving Ax = b amounts to solving a 
system of linear equations over the reals with pn variables. From this analysis 
it follows that if the coefficients are real algebraic integers, via Gaussian 
elimination the solution of the new system will require O(pana) arithmetic 
operations with a bit-size precision proportional to the original input repre- 
sentation. 
We first show how to compute 0 m for any m i> p. Since 0 m E Q(0), we 
have 
p-1 
O m = Ea~ m)O', 
i~O 
where a~ '~ E Q for all i. Let a ~'~) -- (a(0 m), . . . ,  ~p-l-"(m) ~r,and K be the p × p 
companion matrix detained as K = IN, a~P)], with N ~- [0, l] T, where I is the 
( p - 1) × ( p - l) identity matrix and 0 = (0 . . . . .  O) r E R p- 1. 
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LEMMA 3. a(m+l) = K~(m). 
Proof. We have 
p--1 
_(m + 1) 0 i Ora+ l ___. 2 at 
i=0 
p -1  
0~0 = ~] ai(m}0i+l = 
i=O 
p-2  
E (ra) i+1 a (m) tlp a~ 0 + p_ l  v 
i=0 
p -2  p -1  
E ai(m)oi+l 4" a(m)o-1 E a} °)Oi 
i=0 i=0 
p -1  p -1  
E a}m-)l Oi + a('~) E a} °)0' = a('~) a(°) p-1  p -1  0 
i=1 i=0 
p -1  
a(m) .(p)]Di + g (a~m)l + o-1 ~, I v "  
i=1 
Using the algebraic independence of  1, 0 . . . . .  0 o- 1, we have 
a(o m + 1) = a(m) ~(p) 
p-  1~0 , 
and fo r i=  1 . . . . .  p -  1, 
a~m+ 1) = a~m) 1 + a(m) a (o) 
p-1 i • 
But in matrix form the above implies the lemma. 
The lemma implies 
COROLLARY 4. For any m >t 1, a "(p+m) = Km~ (°). 
From Cramer's rule we can conclude that if x = A- lb ,  then Q(x)= 
Q(0) .  Thus, for each i, j = 1 . . . . .  n we have 
p-1 p-1 p-1 
aij E (Oar = = a,j~ , b, = ~], b}°O r, xj E xJ°Or, (6.1) 
r=0 r=0 r=0 
LINEAR PROGRAMMING OVER ALGEBRAIC NUMBERS 303 
where -ij a('~), b~ r), and xj are rational numbers. Substituting the above repre- 
sentations for a~j, b i, and x~ into the system Ax = b, we get 
2p-2 p--1 
~'. T~( i , j )O  ~ = Y'. b}r)o r V i  = 1 . . . . .  n, (6.2) 
j= l  r=0 r=0 
with 
Tr ( i , j )=  ~.a(.r)x(. ~-k )_ , )  ..j , where for r ~> p, a]ff)=0, x J r )=0.  
k=0 
I f  we let ~J to be the row vector (1, 0 . . . . .  0P-l),  then for any r we have 
0 r= /Ju (r), where u (r) is the vector of zeros except for the (p  + 1)th 
component, which is a one. Also, from Corollary 4, for r >~ p we have 
0 r = ~(r ) ,  where U ( r )  = Kr -Pa  (p). Thus, (6.2) can be written as 
~., T r ( i , j )Ou  (r~ = 0 ~_, T r ( i , j )  u (r~ 
r=0 j= l  r=0 
p-1  
= ~,  b}r)o r V i  = 1 . . . . .  n. (6.3) 
r=0 
Using the linear independence of 1, 0 . . . . .  0 p- l, each i = 1 . . . . .  n in 
(6.3) gives rise to p equations. Thus, given the representations of a~j and b i 
as in (6.1), as well as the coefficients of the minimal polynomial of 0, solving 
Ax = b is equivalent to  solving a system of linear equations over the reals 
with pn variables, say A~ = b. Suppose that the inputs a~ ), b~ r) are integers 
bounded in absolute value by h . . . .  a natural number that also bounds the 
components of the vector ~P). Thus [2~,/~] is an integer matrix. From 
Corollary 4 and the shape of the matrix K it is not difficult to conclude that 
for each m I> 1, the components of the vectors a tp+") are O((2hmax)m). 
From this it follows that the maximum entry of [A,/~] is O((2hmax)P). 
APPENDIX. CONVERSION OF LINEAR PROGRAMMING INTO 
FEASIBILITY PROBLEMS 
In this section we shall consider the problem of solving linear programs as 
stated in Definition 4, i.e. the problem of determining the quantity /z = 
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min{crx : x ~ 1~}, in case it is well defined. Let m, n, L, p, L, and 13 be as 
in Definition 4. 
As in the case of integer inputs, one can invoke the duality theory of 
linear programming to convert he above linear program into a feasibility 
problem with a coefficient matrix of real algebraic integers and of dimension 
O(n x n) (e.g. see Adler and Beling [1]). However, it is also possible to solve 
it and demonstrate its polynomial-time solvability by the reduction of the 
linear program to a sequence of at most O(pL)  feasibility problems. Each of 
these problems has coefficient matrix of dimension (m + 1) × n, and its size 
and degree are O(L) and O(13), respectively. In what follows we shall 
demonstrate his by reproducing an argument analogous to that of the integer 
case stated in [5]. 
First we determine if f~ is nonempty. Suppose 12 is nonempty. It is easy 
to prove that /~ = - oo if and only if 
n'  = {(x, =)  n÷l :c x +.  = -1 ,  = 0, (x,  0} 
is nonempty.From Proposition 2, it is easy to see that the size of f~' satisfies 
L(l't') = O(L).  Also, its degree is 13. 
Suppose l-l' is empty; then there exists a vertex x = (x l . . . . .  x,) r of f~ 
such that/x = crx. Furthermore, as in the proof of Lemma 1, each x i = Pi /q,  
where p~ and q are real algebraic integers atisfying I p~l ~< 2 L, Iql ~< 2 L, and 
r,'~= l x~ <~ n2 rE. Thus, 
I ~1 = IcTxl <~ IlclL ~ x, ~< max{S(ci):i = 1 . . . . .  n} n 2 pL <~ 2 pf~ 
i=1  
Thus, /x is an algebraic number of the form p/~q, where p and q are real 
algebraic integers in the interval I = [ -2  pL, 2 pL]. This implies that/x is the 
least value of Po/qo such that P0, q0 are real algebraic integers in I for 
which the following set is feasible: 
f~( Po/qo) = {x: qocrx = Po, Ax = b, x >~ 0}. 
We note that the coefficients of the matrix of f~(p0/q0) are real algebraic 
integers, so that from Proposition 2 we can conclude that L(I~(p0/q0)) = 
O(L). Also the degree of l~(po/q  o) is 13. Thus, we conclude that tx can be 
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obtained by bisection of the interval I at most O(pL) times. Each bisection 
gives rise to a feasibility problem over the real algebraic integers whose 
coefficient matrix is (m + 1) × n with size O(L) and degree /3. 
FINAL REMARKS 
Suppose we are given a polynomial-time algorithm for linear program- 
ming over the real algebraic integers. Obviously, that algorithm is also 
capable of solving the feasibility problem in polynomial time. Hence, one can 
also solve the linear program in polynomial time through the scheme of the 
Appendix (a scheme that does not even invoke linear programming duality 
theory). The only~ possible advantage ofthe former approach over the latter is 
a factor of O(pL). On the other hand, given a feasibility algorithm, it can be 
used to solve a linear program in two different ways: either by converting the 
linear program into a single feasibility problem (using duality theory), or by 
the scheme of the Appendix. Depending upon the relationship between m 
and n, it is possible that the scheme of the Appendix exhibits a much better 
complexity than the other approach (e.g. if m is much smaller than n). 
Indeed, except for special or structured linear programs, over the rationals or 
more generally the real algebraic integers, the feasibility problem is a more 
interesting and fundamental problem than linear programming itself. 
Consider a feasibility problem over the real algebraic integers (Definition 
3) with n variables, size L, and degree p. The time complexity of each of the 
two interior-point methods considered in this paper is the product of the 
number of iterations and the time complexity of each iteration. Regardless of 
the representation f the input data, the numbers of iterations were shown to 
be O(npL), and O(~fnpL)i Each iteration consists of the computation of the 
solution of a linear system of n variables over the real algebraic numbers. We 
showed that under a model of representation f the inputs, this system can be 
converted into a linear system with pn variables, but over the reals. For the 
case of p = 1, the corresponding complexities reduce to complexities for 
solving the feasibility problem over the rationals. Also, the corresponding L 
reduces to an improved version of some of the other notions of size used in 
the literature. For instance, with respect o the complexity of the matrix 
scaling problem over the rationals, the present L improves the corresponding 
factor of [9]. 
Finally, with respect o linear programming over the algebraic integers, 
the results of this paper can be used in the analysis of the complexity of any 
other Newton-based interior-point algorithm originally designed for linear 
programming over the rationals. For example, suppose that, as in the case of 
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rational inputs, for algebraic integer inputs the linear systems arising in the 
two algorithms considered in this paper can be performed with a bit-size 
precision proportional to the original input representation. Under this as- 
sumption and a model of input representation, we showed that each iteration 
is equivalent o solving a linear system of pn variables with a bit-size 
precision proportional to the original input representation. 
We wish to thank an anonymous referee for a list of suggestions that 
improved the readability of the paper. 
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