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We suggest to subject anharmonically trapped Bose-Einstein condensates to sinusoidal forcing
with a smooth, slowly changing envelope, and to measure the coherence of the system after such
pulses. In a series of measurements with successively increased maximum forcing strength one
then expects an adiabatic return of the condensate to its initial state as long as the pulses remain
sufficiently weak. In contrast, once the maximum driving amplitude exceeds a certain critical value
there should be a drastic loss of coherence, reflecting significant heating induced by the pulse. This
predicted experimental signature is traced to the loss of an effective adiabatic invariant, and to the
ensuing breakdown of adiabatic motion of the system’s Floquet state when the many-body dynamics
become chaotic. Our scenario is illustrated with the help of a two-site model of a forced bosonic
Josephson junction, but should also hold for other, experimentally accessible configurations.
PACS numbers: 03.75.Lm, 03.75.Gg, 05.45.Mt, 67.85.-d
Keywords: Periodically driven ultracold quantum gases, Floquet states, adiabatic principle, bosonic Joseph-
son junction, coherence, quantum chaos
I. INTRODUCTION
In 1974 an influential series of experiments on the
microwave-induced multiphoton ionization of highly ex-
cited Hydrogen atoms was initiated by J. E. Bayfield and
P. M. Koch [1]. Sending a beam of fast Hydrogen atoms
with principal quantum numbers ranging from n = 63 to
n = 69 through an X-band microwave cavity and mea-
suring the resulting ionization probabilities as a function
of the peak amplitude of the applied oscillating electric
field for a frequency of 9.9 GHz, these authors observed
the onset and saturation of ionization with increasing
field strength, although, formally, the energy of about 76
microwave photons was required to reach the continuum
states from the initial state n = 66. Remarkably, con-
siderable ionization was observed even when the peak
microwave amplitude was small by comparison with the
static electric field needed to ionize the atom.
It was soon realized that the outcome of these early ex-
periments is well described by a classical approach, based
on the evolution of a representative set of classical tra-
jectories in phase space [2]. Since a classical anharmonic
oscillator subjected to strong periodic driving naturally
gives rise to chaotic dynamics, this inevitably led to the
question how the chaotic behavior exhibited by the cor-
responding classical model is reflected in the ionization
process of the real, quantum mechanical Hydrogen atom.
Subsequent theoretical work on this question has led to
remarkable insights. On the one hand, Casati et al. have
predicted the existence of a certain critical microwave
field strength, dubbed quantum delocalization border,
above which the quantum wave packet should delocalize,
and strong excitation and ionization should take place [3].
On the other, Blu¨mel and Smilansky have drawn atten-
tion to a qualitative change of the system’s Floquet states
at the ionization border [4]. Significant further interest in
the experiments was spurred by the hypothesis, derived
from an analysis of the quantum kicked rotator [5, 6],
that the classical-quantum correspondence might be bro-
ken in the high-frequency regime: Whereas the energy of
chaotic classical trajectories grows diffusively, such diffu-
sive energy growth, and hence ionization, should be sup-
pressed in the quantum system by means of a mechanism
closely related to the Anderson localization of particles
moving on a one-dimensional disordered lattice. Indeed,
signatures of this high-frequency stabilization have been
reported in later works [7, 8]. Moreover, a detailed in-
vestigation has been made concerning the influence of
classical resonances, and their quantum mechanical coun-
terparts, on the observed ionization signal [9].
An additional twist to the interpretation of these
microwave ionization experiments is provided by the fact
that they are not performed with strictly time-periodic
driving: When the fast atoms enter a microwave re-
sonator, they experience a fringe field which, in their
rest frame, corresponds to a driving amplitude which in-
creases slowly on the time scale set by one microwave
cycle [7]. This means that the state experimented
with within the cavity is actually prepared when enter-
ing it: The initial Rydberg state can either be shifted
adiabatically into the connected Floquet state, or un-
dergo multiphoton transitions at avoided crossings of its
quasienergy [10]. In the latter case the precise form of
the fringe fields, which translates into the slowly varying
envelope of the pulse actually “seen” by the atoms, can
strongly influence the experimental results. Therefore,
the question whether or not the actual wave function of
the microwave-driven Hydrogen atom is able to adiabat-
ically follow the instantaneous Floquet states under the
action of a pulse provides a key for understanding the
ionization data.
In the present paper we suggest to transfer these previ-
ous single-particle experiments, which have shaped much
of our current understanding of periodically driven quan-
tum systems, to the many-body level, utilizing Bose-
Einstein condensates subjected to sinusoidal driving with
2a smooth, slowly changing envelope. Again, the key ques-
tion then is whether or not the condensate wave function
responds to such pulses in an adiabatic manner. As we
will argue, there may be far-reaching conceptual analo-
gies between these older microwave experiments and the
ones proposed here, with the classical-quantum corre-
spondence being replaced by the correspondence between
the mean-field description of a driven condensate and its
full many-body dynamics. We proceed as follows: In
Sec. II we review a convenient N -particle model system,
and discuss the results of selected numerical calculations
which illustrate its interaction with forcing pulses. In
Sec. III we then compare the N -particle dynamics to
the predictions of a mean-field approach, emphasizing
that the latter remains trustworthy only in the regular
regime, which allows for adiabatic following of the many-
body wave function to the driving amplitude. In the final
Sec. IV we formulate our conclusions.
II. MODEL CALCULATIONS
Our numerical studies are based on the familiar model
of a bosonic Josephson junction [11] which supposes that
the system consists of two sites connected by a tunneling
contact, such that Bose particles sitting on the same site
repel each other, while interaction between particles on
different sites is neglected. Thus, the basic part of the
model Hamiltonian reads [12–15]
H0 = −~Ω
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The bosonic operators aj and a
†
j , obeying the usual com-
mutation relations[
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]
= 0 ,
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[
aj , a
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]
= δjk , (2)
describe, respectively, the annihilation and creation of a
particle at the jth site (j, k = 1, 2). The tunneling matrix
element is written as ~Ω/2, so that Ω denotes the single-
particle tunneling frequency, while 2~κ is the repulsion
energy contributed by one pair of particles occupying a
common site. Although the N -particle ground state of
this system (1) is exactly equal to a coherent state, that
is, to an N -fold occupied single particle state, for vanish-
ing interparticle interaction only, it still remains a highly
coherent condensate state even for finite values of the
scaled interaction strength α = Nκ/Ω [16, 17]. This is
verified here by computing the one-particle reduced den-
sity matrix
̺n =
( 〈a†
1
a
1
〉n 〈a†1a2〉n
〈a†
2
a
1
〉n 〈a†2a2〉n
)
, (3)
where the expectation values 〈· · · 〉n are taken with re-
spect to the nth energy eigenstate, from which one ob-
tains the invariant
ηn = 2N
−2 tr ̺2n − 1 (4)
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FIG. 1. Degree of coherence, as defined by Eq. (4), for the
lowest five eigenstates n = 0, 1, 2, 3, 4 (top to bottom) of the
model (1) with N = 10 000 particles, vs. the scaled interaction
strength α = Nκ/Ω. Observe that the ground state n = 0
maintains η0 ≈ 1 to good approximation even up to α = 2.0.
as a measure for the degree of coherence of that eigen-
state: A pure condensate state gives tr ̺2n = N
2, so that
ηn = 1, whereas a maximally fractionalized state yields
tr ̺2n = N
2/2, amounting to ηn = 0 [15]. In Fig. 1 we
depict this degree of coherence for the lowest five eigen-
states of a junction (1) occupied with N = 10 000 Bose
particles. Evidently, the ground state n = 0 remains
highly coherent even up to α = 2.0, and thus serves as a
good condensate state.
Many authors have previously studied the dynamics of
a bosonic Josephson junction (1) under the action of an
external time-periodic force with constant amplitude [18–
23]. In contrast, in order to monitor the system’s adia-
batic or non-adiabatic responses to forcing pulses , and
thus to draw the parallels to the microwave ionization
experiments reviewed in the Introduction, here we intro-
duce a pulse-like, site-diagonal interaction of the form
H1(t) = ~µ(t) sin(ωt)
(
a†
1
a
1
− a†
2
a
2
)
, (5)
where ω is the carrier frequency of the pulse, and ~µ(t)
models its envelope, assumed to be slowly varying on the
scale of T = 2π/ω. In particular, we consider Gaussian
envelopes
µ(t) = µmax exp
(
− t
2
2σ2
)
(6)
with width parameter σ; their maximum strength µmax
thus carries the dimension of a frequency. The full model
given by the total Hamiltonian
H(t) = H0 +H1(t) (7)
has also been employed in further recent investigations
of pulsed many-Boson dynamics [17, 24, 25]. Since the
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FIG. 2. Population imbalance (8) of a driven system (7) con-
sisting of N = 100 particles with scaled interaction strength
Nκ/Ω = 0.95, responding to a pulse (6) with carrier fre-
quency ω/Ω = 1.0, maximum strength µmax/Ω = 0.60, and
width σ/T = 5.0, where T = 2pi/ω denotes the carrier cycle
time. The initial condensate state was the ground state of
the undriven junction (1). This is an example of an almost
adiabatic process, after which the system has returned almost
completely to its initial state.
dimension of its Hilbert space figures merely as N + 1
when the driven junction hosts N Bose particles, it al-
lows one to treat fairly large particle numbers with only
moderate numerical effort.
We now stipulate that initially, at time t/T = −∞,
the state of the system is given by the numerically de-
termined condensate ground state of the undriven junc-
tion (1) for given, fixed particle number N , and inte-
grate the time-dependent Schro¨dinger equation with the
Hamiltonian (7) to determine the evolving N -particle
state |ψ(t)〉. Here and in the following the reference time
scale T is given by the carrier cycle time T = 2π/ω;
in practice, our numerical integrations cover the interval
from ti = −10 σ to tf = +10 σ.
Figure 2 shows the time-resolved population imbalance
〈Jz〉/N = 1
2N
〈ψ(t)|a†
1
a
1
− a†
2
a
2
|ψ(t)〉 (8)
of a system comprising N = 100 particles with scaled
interaction strength Nκ/Ω = 0.95 while interacting with
a pulse (6) equipped with a carrier frequency ω/Ω = 1.0,
moderate maximum strength µmax/Ω = 0.6, and width
σ/T = 5.0. Although such a pulse actually is compara-
tively short, so that the variation of the envelope during
one single cycle T might not appear to be negligible, the
system still is responding in an almost perfectly adiabatic
manner: Adjusting itself to the “slowly” changing enve-
lope, here the initial state is transformed almost perfectly
into the connected instantaneous Floquet state belonging
to the current driving amplitude, so that the system is
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FIG. 3. As Fig. 2, but with higher maximum driving ampli-
tude µmax/Ω = 0.90. Here the system does not return to its
initial state, indicating significant entropy production.
able to return almost completely to its initial state with
zero imbalance at the end of the pulse [10, 25].
If the strength of the pulse is increased, the picture
changes: In Fig. 3 we plot the imbalance for µmax/Ω =
0.9; all other parameters are the same as before. Now
the system’s response is no longer adiabatic: At the end
of the pulse several eigenstates of the junction (1) are
appreciably excited, leading to small, seemingly erratic
fluctuations of the imbalance after the pulse is over.
In order to quantify this loss of adiabaticity with in-
creasing pulse strength in a more systematic manner, we
determine the final occupation probabilities
pn =
∣∣〈n|ψ(tf )〉∣∣2 , (9)
where {|n〉} denotes the eigenstates of the unperturbed
system (1), and compute the (dimensionless) von Neu-
mann entropy generated by the pulse according to [26]
S = −
∑
n
pn ln pn . (10)
Since there are N + 1 different states, the maximum en-
tropy Smax = ln(N + 1) ≈ lnN would result if all eigen-
states of the junction were populated equally after the
pulse, pn = 1/(N + 1) for all n = 0, . . . , N . The normal-
ized entropy S/ lnN therefore varies between zero and
unity, with values close to unity indicating almost equal
distribution of the final state over the unperturbed en-
ergy eigenstates.
In Fig. 4 we depict the logarithm of this normalized
final entropy vs. the scaled maximum driving ampli-
tude µmax/Ω, again for N = 100, Nκ/Ω = 0.95, and
ω/Ω = 1.0. Here we also consider several different pulse
widths, σ/T = 5, 10, 20, 30, and 40, thereby allowing for
a varying degree of adiabaticity. Except for the shortest
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FIG. 4. Final entropy (10) produced in a system with N =
100 particles and scaled interaction strength Nκ/Ω = 0.95
after pulses (6) with frequency ω/Ω = 1.0 and widths σ/T =
5.0 (red), 10.0 (green), 20.0 (blue), 30.0 (orange), and 40.0
(black). Except for the shortest pulses with σ/T = 5.0, the
curves almost fall on top of each other.
pulses with σ/T = 5 all curves almost coalesce, giving
a quite consistent picture: Pulses with maximum scaled
amplitude lower than µmax/Ω ≈ 0.65 enable adiabatic
following, and thus result in negligible entropy produc-
tion. Then there is a transition regime, extending from
µmax/Ω ≈ 0.65 to about µmax/Ω ≈ 0.85, in which a
slight increase of the maximum amplitude triggers a steep
rise of the entropy. For still stronger pulses one observes
close-to-maximum entropy generation, corresponding to
a significant heating of the initial condensate.
In Figs. 5 and 6 we repeat these investigations for
N = 1000 and N = 10 000 particles, respectively, keep-
ing the scaled interaction strength Nκ/Ω = 0.95 fixed,
so that an increase of the particle number N is accompa-
nied by a reduction of the bare interparticle interaction
strength ~κ [17]. Again one observes an adiabatic regime
and a regime of close-to-maximum entropy production,
separated by a transition regime, but there is an addi-
tional feature: With these larger particle numbers the
system is able to discern the different pulse widths, mean-
ing that the onset of entropy production shifts to higher
maximum amplitudes when the pulse is made longer. On
the other hand, the onset of the regime of maximum heat-
ing appears to be more or less independent of the pulses’
length.
These numerical findings bear a striking similarity to
the microwave ionization experiments [1] referred to in
the Introduction: There one finds a “delocalization bor-
der” [3] above which a microwave pulse leads to sig-
nificant ionization of a highly excited Hydrogen atom;
here one observes a “heating border” above which a
driving pulse leads to significant entropy generation in
the model defined by the Hamiltonian (7). This model
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FIG. 5. As Fig. 3, but with N = 1000 Bose particles.
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FIG. 6. As Fig. 3, but with N = 10 000 Bose particles.
may be somewhat simple, and not capture all aspects of
the exact many-body dynamics of experimentally feasi-
ble driven bosonic Josephson junctions. Nonetheless, we
surmise that its main constitutive element, the existence
of a heating border, is a generic feature of pulsed Bose-
Einstein condensates also in typical experimental config-
urations which do not lend themselves to exact numerical
many-body calculations.
III. THE MEAN-FIELD TO N-PARTICLE
CORRESPONDENCE
Within a mean field-type approach the dynamics of
Bose-Einstein condensates are described by the time-
dependent nonlinear Gross-Pitaevskii equation for the
condensate’s macroscopic wave function [27–30]. In the
5case of the driven two-site system governed by the Hamil-
tonian (7) this equation is cast into the form [17]
i
d
dτ
c1(τ) = −1
2
c2(τ) + 2α|c1(τ)|2c1(τ)
+
µ(τ)
Ω
sin
(ω
Ω
τ
)
c1(τ) ,
i
d
dτ
c2(τ) = −1
2
c1(τ) + 2α|c2(τ)|2c2(τ)
−µ(τ)
Ω
sin
(ω
Ω
τ
)
c2(τ) , (11)
where τ = Ωt is a dimensionless time variable, and
α =
Nκ
Ω
(12)
denotes the scaled interparticle interaction strength al-
ready employed in the previous section. The squared
amplitudes
∣∣cj(τ)∣∣2 are to be interpreted as the expected
fraction of particles occupying the jth site at time τ
(j = 1, 2). A detailed derivation [17] of these cou-
pled nonlinear equations (11) which is not based on a
coherent-states approach, but rather compares the evo-
lution of an N -particle system to that of subsidiary sys-
tems obtained by the removal of one particle, reveals that
they indeed do provide a faithful image of the exact N -
particle dynamics generated by the Hamiltonian (7) in
the limit of large N , provided their solutions remain reg-
ular . In this case the dynamics in Fock space are stiff, in
the sense that the subsidiary (N − 1)-particle states re-
main closely related to the actual N -particle state while
evolving in time. If, however, the solutions to Eqs. (11)
become chaotic, their direct link to the N -particle level
is lost: In that latter case the exact N -particle state,
when responding to the external drive, acquires a level of
complexity which amounts to a destruction of the macro-
scopic wave function, so that its description in terms of
a Gross-Pitaevskii approach becomes pointless [17, 24].
We now consider the initial condition(
c1(τi)
c2(τi)
)
=
1√
2
(
1
1
)
, (13)
as corresponding to the condensate ground state |0〉 of the
undriven junction (1), and utilize the Gross-Pitaevskii
equation (11) for computing the mean-field return prob-
abilities
Pmfret =
∣∣c∗1(τi)c1(τf ) + c∗2(τi)c2(τf )∣∣2 (14)
for the same pulses as studied before. In Fig. 7 we dis-
play such mean-field return probabilities for short and
long pulses, σ/T = 5 (upper panel) and σ/T = 40 (lower
panel), in comparison with the corresponding full N -
particle quantum return probabilities
PNret =
∣∣〈0|ψ(τf )〉∣∣2 (15)
obtained for N = 10 000. For the shorter pulses
the Gross-Pitaevskii treatment slightly overestimates the
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FIG. 7. Mean-field return probabilities (14) (red) for systems
with scaled interaction strength α = 0.95 responding to pulses
with frequency ω/Ω = 1.0 and width σ/T = 5.0 (upper panel)
or σ/T = 40.0 (lower panel). These mean-field data are com-
pared to the corresponding quantum return probabilities (15)
(blue), as computed for N = 10 000 particles.
“critical” maximum amplitude µmax/Ω at which the sud-
den drop of the N -particle return probability indicates
the loss of adiabaticity, in line with a substantial en-
tropy production. For the longer pulses, which should
favor adiabatic motion, the onset of a chaotic mean-field
return pattern agrees very well with the quantum heat-
ing border. We conclude that the comparatively simple
Gross-Pitaevskii equation, although it is lacking theoret-
ical justification in the entropy-generation regime where
no macroscopic wave function exists, is quite capable of
determining the heating border itself.
6IV. DISCUSSION
The field of “quantum chaos”, which by now has led
to a deepened understanding not only of the classical-
quantum correspondence, but also of generic quantum
dynamics itself, has previously concentrated on single-
particle systems, chosen to be sufficiently simple to allow
for full-fledged numerical analysis on both the classical
and the quantum level [31–33]. Externally driven Bose-
Einstein condensates now offer attractive prospects for
extending these developments to an even more challeng-
ing many-body context. As long as such condensates
respond to the drive in a “regular” manner, their macro-
scopic wave function remains preserved, possibly corre-
sponding to a macroscopically occupied single-particle
Floquet state. If, however, one encounters the realm of
“chaotic” dynamics, the many-body state no longer re-
mains entropyless, but necessarily has to carry a lot of
information, and therefore to acquire a high level of com-
plexity which is not accessible to a mean-field ansatz.
The mean-field dynamics associated with a periodi-
cally driven bosonic two-mode Josephson junction (1) are
exactly equivalent to those of a driven nonlinear classical
pendulum [17]. Therefore, in this exceptional case one
may approach chaotic many-body dynamics by mapping
out the corresponding classical phase space, as done in
a recent experiment reported by Tomkovicˇ et al . [34].
However, in more general cases a reduction to two-mode
dynamics will not be feasible, and more versatile tools
of investigation will be required. Then the concept of
adiabatic following of driven many-body states to the
respective instantaneous Floquet states, as explored in
the context of “avoided-level-crossing spectroscopy” for
driven Bose-Hubbard-like systems [35], suggests itself:
Adiabatic following of a Bose-Einstein condensate to a
smooth forcing pulse amounts to the preservation of an
entropyless condensate state which can exist in the reg-
ular regime only, whereas the entropy production asso-
ciated with the loss of adiabaticity signals the onset of
chaos.
Thus, it should be a worthwhile enterprise to set
up an experiment for investigating the transition from
regular, mean field-like condensate dynamics to chaotic
many-body dynamics in systematic detail along the lines
suggested in the present proposal: Start from a Bose-
Einstein condensate in a trapping configuration which
allows for the application of well-defined forcing pulses.
Then subject the condensate to a pulse with a slowly
varying, smooth envelope, and measure the coherence of
the final state after the pulse by recording, e.g., the con-
densate fraction through time-of-flight absorption imag-
ing. As long as the maximum pulse strength does not
reach the chaotic regime, the system’s response should
be adiabatic. Thus, the condensate will return almost
fully to its initial state after the pulse, with negligible
production of entropy. If, however, the driving ampli-
tude crosses the border to chaos, adiabatic following is
disabled, and the system undergoes manifold excitations
during the pulse, corresponding to a high entropy pro-
duction. Such dynamical heating of the condensate leads
to its destruction, detectable after the pulse through the
loss of coherence. Therefore, in configurations possessing
a sharp chaos border, which may be achievable with an-
harmonic trapping potentials, one should observe a sharp
drop of the final coherence when the maximum driving
amplitude is gradually increased.
From a theoretician’s perspective, the difference be-
tween “regular” and “chaotic” dynamics of periodically
driven quantum systems is reflected in the properties
of their quasienergy spectra when these are consid-
ered for all instantaneous driving amplitudes encoun-
tered during the pulses, with smooth coarse-grained
quasienergy eigenvalues in the regular regime enabling
effectively adiabatic following of the corresponding Flo-
quet states, whereas multiple avoided quasienergy cross-
ings in the chaotic regime give rise to multiphoton-like
Landau-Zener transitions effectuating the observed en-
tropy growth [36]. While the numerical computation of
such quasienergy spectra, and the verification of adia-
batic following of many-body Floquet states, is still fea-
sible for simplified models such as the driven Josephson
junction considered here [25], this goal will remain un-
achievable for realistic mesoscopic condensates consist-
ing of 106 particles, say. Hence, the experiments sug-
gested in this work might break new ground in an area
where numerical guidance is feasible on the mean-field
level only: The question whether the educated guesses
derived from the present model study actually hold wa-
ter for very large N has to be decided in the laboratory.
Such condensate experiments would constitute a nat-
ural extension of previous microwave ionization experi-
ments with highly excited Hydrogen atoms [1], in which
a classical chaos border manifests itself through the onset
of strong ionization. While that ionization border would
find its match in the heating border discussed here, the
question whether driven condensates may also give rise
to an analog of the Anderson-like suppression of classical
phase-space diffusion reported for the quantum kicked
rotator [5, 6] appears to be open.
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