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Actualmente la inteligencia artifcial (IA) y el Deep Learning son unos de los campos
con más proyección.
Las redes neuronales convolucionales (CNN) han abierto un abanico de posibilida-
des muy amplio en el ámbito de la visión computacional ya que han demostrado un
gran rendimiento en tareas de clasifcación detección y categorización de imágenes, me-
jorando exponencialmente el rendimiento y tiempos computacionales de los algoritmos
ya existentes. Además, esta tecnología está cada vez más incluida en nuestro día a día,
facilitando y realizando de forma autónoma tareas de nuestra vida cotidiana. Unos ejem-
plos donde esta tecnología está totalmente instaurada serían tareas como la conducción
autónoma de coches, la detección de personas en videovigilancia o incluso en procesos
de predicción de patrones.
Durante el desarrollo de este trabajo se ha realizado un estudio sobre cómo mejorar
el rendimiento de un sistema de detección de personas en cámaras omnidireccionales.
El sistema de detección propuesto utiliza un modelo preentrenado de CNN, durante
la etapa de extracción de características y utiliza un Grid de clasifcadores repartidos
sobre toda la superfcie de la imagen durante la etapa de detección. Este Grid es capaz
de adaptarse a la distorsión introducida por este tipo de cámaras.
Para mejorar el rendimiento del sistema se han aplicado técnicas de aumento de da-
tos en las secuencias de entrenamiento. Por otra parte, también se amplió el número de
clasifcadores empleados en la etapa de detección.
Finalmente se realizó una comparación entre los distintos casos estudiados para eva-
luar el impacto de los cambios introducidos.
Palabras clave: Aprendizaje automático, redes neuronales convolucionales, aprendi-




Currently, artifcial intelligence (IA) and Deep Learning are one of the felds with the
most future projection.
Convolutional neural networks (CNN) have opened a very wide range of possibili-
ties in the feld of computational vision since they showed great performance in classif-
cation, detection and categorization of images, exponentially improving the performance
and computational times of algorithms that already exist. In addition, this technology is
increasingly included in our day-to-day lifes, facilitating and autonomously performing
our daily chores. Some examples in which this technology is fully established could be
autonomous car driving, detection of people in video surveillance or pattern prediction
processes.
During the development of this project, a study was carried out of how to improve
the performance of a people detection system in omnidirectional cameras.
The proposed detection system uses a pre-trained model of CNN during the feature
extraction stage and a Grid of classifers spread over the entire image surface during the
detection stage. This Grid is able to adapt to the distortion introduced by this type of
camera.
To improve the performance of the system, data augmentation techniques have been
applied in the training sequences. On the other hand, the number of classifers used in
the detection stage was also extended.
Finally, a comparison was made between the different studied situations to evaluate
the impact of the introduced changes.
Key words: Machine Learning, convolutional neural networks, Deep Learning, Grid of
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En el ámbito de la visión computacional la detección de objetos en imágenes es uno
de los métodos más estudiados y desarrollados. Con la llegada de las CNN se ha con-
seguido mejorar el rendimiento de los algoritmos ya existentes donde uno de los princi-
pales inconveniente era su coste computacional, esto limitaba su uso en aplicaciones en
tiempo real. Esta mejora ha despertado un gran interés en el campo de la vídeo vigilancia
[1].
Normalmente cuando hablamos de cámaras la primera idea que nos viene a la cabe-
za es el uso de una cámara convencional, este tipo de cámaras tienen un campo de visión
muy limitado y las distorsiones introducías son prácticamente inapreciables. Existe otro
tipo de cámaras, llamadas cámaras omnidireccionales que aumentan el campo de visión
lo que supone una gran ventaja en tareas de videovigilancia ya que permite por ejem-
plo vigilar una sola instancia con una sola cámara reduciendo así la cantidad de datos
generados por un sistema multicámara. A costa de aumentar el campo de visión como
consecuencia aumentan también las distorsiones introducidas. Estas distorsiones son to-
talmente irregulares, siendo mucho más apreciables en el borde de la imagen.
Existen multitud de algoritmos basados en CNN que ofrecen gran rendimiento en
imágenes convencionales, pero no logran adaptarse a las deformaciones de introducidas
por las cámaras omnidireccionales. En [2] se realizó un sistema detector de personas en
cámaras omnidireccionales que empleaba algoritmos clásicos de ventanas de deslizantes
para extraer las características, más adelante en [3] se adapto para extraer las característi-
cas mediante algoritmos basados CNN manteniendo el Grid de clasifcadores espaciales.
La idea principal de este trabajo es estudiar como se puede mejorar el rendimiento
del sistema desarrollado en [3] con el fn de aplicarlos a otros sistemas de detección.
2 Capítulo 1. Introducción
1.2. Objetivos
El objetivo de este trabajo es llevar a cabo un estudio sobre cómo podemos mejorar el
rendimiento de un sistema de detección de personas que utiliza técnicas de aprendizaje
profundo en imágenes captadas con cámaras omnidireccionales. Para desarrollar este
trabajo nos hemos centrado en los siguientes puntos:
Añadir nuevas secuencias de test y entrenamiento desde otras bases de datos.
Aplicado técnicas de aumento de datos para el entrenamiento.
Aumentar el número de clasifcadores en la etapa de detección.
Nuestro punto de partida es el trabajo de fn de máster [3] de un estudiante de esta
universidad, que adapto un sistema de detección que empleaba métodos de ventanas
deslizantes a métodos basados en redes neuronales convolucionales (CNN)[4]. En tra-
bajos anteriores se obtuvieron buenos resultados para las distintas secuencias de vídeo
que se pueden encontrar dentro de la base de datos conocida como PIROPO [5] (People
in Indoor Rooms with Perspective and Omnidirectional cameras).
1.3. Organización de la memoria
Este documento está dividido en cinco capítulos. El primero está compuesto por un
resumen global del trabajo y una explicación motivacional sobre las razones por la cuales
se ha decidido llevarlo a cabo.
El segundo capítulo es el estado del arte. En este capítulo se ofrece una explicación
detallada sobre el momento actual en el que se encuentran las tecnologías implicadas en
el trabajo.
Durante el tercer capítulo se habla más profundamente sobre cómo se ha llevado a
cabo la investigación, profundizando en detalles más técnicos de todos los conceptos y
métodos aplicados.
En el cuarto capítulo se analizan los resultados obtenidos en cada uno de los casos
estudiados.
En el quinto y último capítulo se realiza una pequeña refexión de las soluciones
aplicadas y, además, se proponen vías de estudio en el caso de que otro estudiante de




Este proyecto consiste en el desarrollo de un estudio del rendimiento de un sistema
de detección de personas sobre imágenes capturadas por cámaras omnidireccionales.
La detección de personas es uno de los campos más estudiados en el ámbito de la
visión computacional. En estos últimos años se han desarrollado algoritmos buscando
aumentar la precisión y fabilidad de los ya existentes. En este capítulo se expondrán
los algoritmos más utilizados, sus ventajas e inconvenientes. Además, se expondrán las
principales diferencias entre imágenes captadas por cámaras convencionales e imágenes
captadas por cámaras omnidireccionales. Conocer las principales características de las
imágenes omnidireccionales nos será útil para comprender por que estos métodos no se
adaptan bien a este tipo de imágenes. Para fnalizar, se detalla como se han adaptado los
citados algoritmos para solucionar los problemas encontrados.
2.1. Algoritmos de detección de personas
Los algoritmos de detección ofrecen un gran rendimiento en la actualidad [6]. No
obstante, se sigue buscando la manera de mejorar y crear nuevos algoritmos con los que
se obtengan mejores resultados que los que ofrecen los ya existentes.
Como ya se ha comentado en la introducción de este trabajo, es un campo que en la
actualidad está totalmente implantado en actividades de nuestro día a día, como pue-
den ser en tareas de videovigilancia o situaciones tan importantes como la conducción
autónoma.
La gran difcultad de la detección de personas no es su coste computacional, sino que
debe ser capaz de adaptarse a diversos escenarios y a las distintas características que
existen entre las personas.
4 Capítulo 2. Estado del arte
Para que un sistema de detección de personas funcione correctamente, debemos do-
tar al sistema de la capacidad de adaptarse a las siguientes situaciones:
Diferencias físicas entre personas: no existen dos personas iguales.
Cambios posturales: las personas no son objetos de formas rígidas, sino que tienen
su propia fsiología que les permite adoptar diferentes posturas.
Diferencias en las condiciones del entorno: son importantes la iluminación o la
perspectiva.
2.1.1. Algoritmos clásicos
El algoritmo más utilizado para afrontar este tipo de tareas es el algoritmo de ven-
tanas deslizantes[7]. Este algoritmo consta de dos pasos: en el primero, se realiza una
extracción de las características más relevantes de la imagen y en el segundo, se realiza
una clasifcación de las características extraídas.
FIGURA 2.1: Esquema típico de las distintas etapas de un detector de ob-
jetos. Extraído [7].
Algoritmos de ventanas deslizantes
La base de este algoritmo de ventanas deslizantes [8], como bien indica su nombre,
consiste en deslizar una ventana de tamaño de N x M píxeles sobre la imagen original.
El recorrido que realiza la ventana normalmente es de izquierda a derecha de la imagen
y de arriba a abajo. Es necesario que durante el desplazamiento se produzca un solapa-
miento grande entre ventanas.
52.1. Algoritmos de detección de personas
FIGURA 2.2: Ejemplo de desplazamiento de la ventana sobre la imagen, al
aplicar ventanas deslizantes. Extraída de [7].
Por cada posición de la ventana se calcula un vector descriptor que contiene toda la
información extraída de esa región de la imagen. Relacionando la fnalidad del proyecto
a este concepto, lo que buscamos en cada descriptor sería detectar la presencia o no de
una persona.
Debido a la forma en la que capturamos el mundo, la posición de la persona respecto
a la cámara infuye enormemente en su apariencia en la imagen. Dos personas a distintas
distancias respecto de la cámara, pueden tener la misma apariencia pero el tamaño de
la persona más que se encuentra más lejos será mucho menor que la que se encuentra
más cerca de la cámara. Para solucionar estos problemas de escala, se aplica el concepto
de pirámide multiescalar [9]. Este concepto nos permite utilizar el método de ventanas
deslizantes sobre las distintas versiones escaladas de la imagen original. Si se mantiene
el tamaño de la ventana constante y se realiza el barrido sobre las distintas versiones
escaladas, podremos detectar personas que durante el primer barrido habían pasado
desapercibidas debido a su tamaño.
Los descriptores obtenidos, pasarán a ser los datos de entrada de un sistema de cla-
sifcación entrenado para determinar la presencia o ausencia de una persona. Una vez
clasifcados, debemos eliminar las detecciones redundantes y quedarnos únicamente con
las de mayor valor. Este proceso es conocido como supresión de no máximos (NMS por
sus siglas en inglés).
La principal desventaja de este algoritmo es su coste computacional, debido a que la
resolución de la imagen y el propio tamaño de la ventana hacen que su coste aumente,
limitando su uso para aplicaciones en tiempo real.
Extracción de características
Al contrario que las personas, los ordenadores no pueden identifcar rápidamente la
presencia de una persona en una imagen. Al procesar una determinada imagen, lo que
el ordenador percibe es una matriz con un valor numérico para cada píxel. Mediante
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los algoritmos de detección los ordenadores son capaces de extraer un vector de valores
que represente la información de una manera interpretable por ellos. Para extraer estos
vectores, existen diversos métodos:
Descriptores de gradientes orientados
Este método de extracción de características es también conocido en el ámbito de la
detección de objetos como HOG [10] (por sus siglas en ingles histogram of oriented gra-
dients). Este algoritmo se implementó en torno al año 2006. Tras años de investigación,
se han conseguido tan buenos resultados que en la actualidad existen aplicaciones en
tiempo real que hacen uso de estos descriptores.
Los descriptores HOG son uno de los posibles métodos empleados por el algoritmo
de ventanas deslizantes para extraer las características. Para cada posición de la ventana
se calcula un descriptor que se corresponde con un histograma que representa la direc-
ción del gradiente en función de cómo varía el valor de cada píxel respecto a sus píxeles
vecinos. Los valores altos del histograma corresponden con los principales gradientes de
cada dirección.
El vector de características calculado será una concatenación de todos los histogra-
mas de la imagen, que contienen todas las características que la componen. Este vector
será la entrada de un clasifcador que determinará si existe la presencia de personas.
Uno de los benefcios de utilizar este método de extracción de características es que
dota al sistema con la capacidad de ser independiente a cambios de iluminación de la
escena, ya que lo que se calcula es la dirección en que varía la intensidad de cada píxel
respecto a sus píxeles vecinos, logrando que la representación de una persona sea igual
en distintas condiciones de iluminación.
FIGURA 2.3: Ejemplo de extracción de características mediante descripto-
res HOG.
72.1. Algoritmos de detección de personas
Características HAAR
Al igual que HOG, los descriptores HAAR [11] son un método de extracción de ca-
racterísticas de una imagen, para cada posición de la ventana se realiza un fltrado de la
región, utilizando unos fltros llamados fltros de HAAR básicos, como los representados
en la Figura 2.4. El resultado de este fltrado nos permite percibir los cambios de intensi-
dad en cualquier posición de la imagen. Por ejemplo, si aplicamos este método sobre la
imagen de una persona, acabaríamos obteniendo como resultado su contorno.
FIGURA 2.4: Filtros básicos HAAR.
El descriptor fnal será la concatenación de todos los resultados obtenidos tras el fl-
trado. Como se puede imaginar, el coste de este algoritmo es alto y depende directamente
del tamaño de la ventana y la resolución de la propia imagen. Si utilizamos una ventana
grande, la precisión de los descriptores obtenidos será insufciente. Si, por el contrario,
utilizamos una ventana demasiado pequeña, el coste computacional se elevará demasia-
do.
Clasifcadores basados en aprendizaje automático
Los clasifcadores se encargan de analizar los descriptores obtenidos en la etapa de
extracción de características de una imagen. Su función es determinar si existe o no la
presencia de un determinado objeto, en el caso de este proyecto una persona.
Los clasifcadores basados en aprendizaje automático necesitan un entrenamiento
previo, donde el clasifcador aprende a diferenciar la presencia o no de una persona.
Uno de los clasifcadores con más importancia en los últimos años y más utilizado
es la máquina de soporte vectorial (SVM) [12] actualmente está siendo desplazado por
algoritmos basados en redes neuronales.
Máquina de soporte vectorial
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Es un algoritmo que emplea el aprendizaje automático, pensado para resolver proble-
mas de clasifcación y regresión. Originalmente fue diseñado para casos de clasifcación
binaria, pero tras años de investigación, se ha conseguido un gran rendimiento para un
abanico de situaciones muy diversas, siendo un referente en el Machine Learning.
El concepto principal de la máquina de SVM [13] es el hiperplano, representado en la
Figura 2.5. Lo que se busca con el uso de este algoritmo es calcular un plano que divida
los datos de entrada entre las diferentes clases minimizando la función de costes.
FIGURA 2.5: Ejemplo de SVM de dos clases en dos dimensiones.
El hiperplano debe de calcularse de forma que separe los datos de entrada entre las
posibles clases, en la detección de personas solo existen dos clases: Una clase que indica
la presencia de una persona y otra que indica el caso contrario, es decir, no se detecta
persona.
Estas máquinas permiten al usuario controlar el rendimiento del clasifcador varian-
do dos parámetros:
Parámetro de regulación o parámetro C. Este parámetro permite fexibilizar la ri-
gurosidad del clasifcador ante los fallos permitiendo así controlar el sobreentrena-
miento del clasifcador.
Margen de separación o parámetro D. Este parámetro permite controlar la priori-
dad de una clase frente a otra permitiendo ajustar así la cantidad de falsos positivos
o falsos negativos.
2.1.2. Detectores basados en CNN
Con la llegada de las redes neuronales [4], se han desarrollado algoritmos más avan-
zados que obtienen mayor rendimiento que los algoritmos clásicos.
92.1. Algoritmos de detección de personas
Para la detección de objetos se utilizan redes neuronales convolucionales [14], tam-
bién conocidas como CNN. Este tipo de redes son una modifcación de las redes neuro-
nales convencionales.
Para comprender modelos de redes neuronales complejos es importante conocer la
unidad básica llamada neurona o también conocida como perceptrón [neu].
y~La neurona recibe una serie de datos de entrada ( ) y genera una salida ( 
puede expresar mediante una combinación lineal entre la entrada y el peso de la neurona
x~ ) que se
(w~ ). Normalmente a la salida se le aplica una función no lineal, llamada función de
activación [15].
En la Figura 2.6 podemos observar un esquema gráfco en el que se puede ver la
similitud de los perceptrones a las neuronas biológicas de las personas.
FIGURA 2.6: Esquema de la arquitectura de un perceptrón de una red neu-
ronal.
Redes neuronales convolucionales
Este tipo de redes están diseñadas específcamente para el tratamiento de imágenes.
En esta sección vamos a ver sus principales características.
Estas redes están formadas por varias capas y cada una de ellas tiene una función
determinada. Esto nos permite que las redes extraigan las características de cada imagen
y realicen tareas de detección, categorización de objetos o clasifcación de escenas.
Diseñar redes neuronales convolucionales no es algo trivial, por lo que normalmente
se utilizan modelos ya preentrenados que han demostrado tener una gran capacidad de
aprendizaje y rendimiento en reconocimiento de imagen.
En este tipo de redes, podemos destacar distintos tipos de capas:
Capas convolucionales
Estas capas se caracterizan por aplicar una operación de convolución [16] sobre la
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imagen, utilizando K fltros distintos. Como consecuencia, para cada imagen se obten-
drán K salidas.
La fnalidad de estas capas es extraer características propias de la imagen. A la salida
de estas capas se suele utilizar la función de activación tipo ReLU, eliminando los valores
negativos y conservando los positivos se consigue que las CNN implementen funciones
no lineales.
Como los datos de salida de esta capa son muy elevados, normalmente lo que se
encuentra inmediatamente después es una capa de pooling.
Capas pooling
La fnalidad de esta capa es reducir las dimensiones de salida de las capas convolu-
cionales. Aunque existen diversos métodos, el más empleado es el de Max-pooling [17].
En este método para cada una de las salidas obtenidas en la capa anterior, primero se rea-
liza una división en bloques de N x M píxeles, para posteriormente seleccionar el valor
más alto y representativo de cada bloque.
Esto nos permite reducir considerablemente el volumen de datos y, como consecuen-
cia, el número de neuronas de nuestra red.
Capas fully connected
Esta es la última capa de las redes convolucionales, la capa clasifcadora. Tendrá tan-
tas salidas como clases a identifcar [18].
Algoritmos basados en CNN
Dentro de los detectores que utilizan redes convolucionales [19] podemos clasifcar-
los en dos grupos:
Detectores con segmentación
Estos detectores se caracterizan por dividir el proceso de detección en dos etapas
diferentes. Primero llevan a cabo una división de cada una de las imágenes de en-
trada en regiones, conocidas como RoI, en las cuales existe una mayor probabilidad
de producirse una detección. Cada región es enviada por separado a una CNN la
cual realiza la clasifcación.
• R-CNN [20]: Es un ejemplo de redes que emplean esta metodología. El prin-
cipal inconveniente es su alto coste computacional, dado que el tiempo medio
por imagen es de 47 segundos. Este modelo, mediante la búsqueda selecti-
va, genera 2000 RoI por imagen, estas regiones son tratadas por una CNN que
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extrae sus características. La salida generada por la red es un vector caracterís-
ticas, que es la entrada de un SVM que devuelve la probabilidad de pertenecer
a una clase.
• Fast RCNN [21]: Se trata de una modifcación del esquema propuesto para
las R-CNN, con el objetivo de mejorar el tiempo de procesamiento. En estas
redes se suprime el uso del algoritmo de búsqueda selectiva para determinar
las RoI. Como consecuencia la entrada de la CNN serán las imágenes y co-
mo salida se obtendrá un mapa de características convolucional. Mediante un
algoritmo de búsqueda aplicado sobre los mapas de características obtenidos
anteriormente, se localizarán las regiones de interés que serán redimensiona-
das para ser tratadas como entrada de una última capa fully connected, que
genera como salida los vectores característicos de las RoI propuestas. Final-
mente, estos vectores se clasifcarán en una capa de softmax para extraer la
probabilidad de pertenecer a una clase. Debido a las modifcaciones realiza-
das, se obtiene una mejora en el tiempo de computación aproximadamente
140 veces menor que en los modelos anteriores.
• Faster RCNN [21]:Este nuevo esquema busca mejorar el rendimiento de los
modelos anteriores, la idea es la misma, pero se elimina el algoritmo de bús-
queda selectiva y se añade una red neuronal adicional para extraer las RoI. El
tiempo medio de este tipo de redes es de 0,2 segundos por imagen.
Detectores de un solo paso: Estos detectores realizan la extracción de caracterís-
ticas y la clasifcación al mismo tiempo, priorizando la velocidad de computación
para posibilitar su uso en aplicaciones en tiempo real.
• YOLO (You Only LOOK Once) [22]: Esta arquitectura utiliza solamente una
CNN para todo el proceso. Comienza dividiendo la imagen de entrada en
regiones de SxS píxeles y para cada región se defne M Bounding Box. Cada
una de las Bounding Box propuestas son tratadas por la CNN que determina
la probabilidad de pertenecer a una clase. Si esa probabilidad supera el umbral
la CNN detecta y localiza el objeto.
• Single Shot MultiBox Detector (SSD) [23]: Esta arquitectura, usa una CNN
para extraer las características de la imagen, pero sustituye la capa fully con-
nected por capas convolucionales extras. Esto mejora la detección de objetos
pequeños dentro de la imagen. La arquitectura SSD utiliza capas profundas
de la red para la detección y clasifcación de los objetos.
2.2. Cámaras omnidireccionales
En tareas como la videovigilancia, utilizar cámaras omnidireccionales frente a cáma-
ras convencionales supone una gran ventaja, dado que estas tienen un mayor campo
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de visión y permiten capturar una estancia completa solamente utilizando una sola cá-
mara. Esto nos permite eliminar la dependencia de sistemas multicámara reduciendo el
presupuesto y la cantidad de datos generados del sistema a implementar.
Las cámaras omnidireccionales [24] ofrecen un campo de visión mucho mayor que las
convencionales, existen modelos de cámaras omnidireccionales con un rango de visión
de 360º. Las más comunes y empleadas son las cámaras de ojo de pez.
2.2.1. Imágenes omnidireccionales
Existe una gran diferencia entre una imagen tomada por una cámara convencional
frente a otra capturada con una cámara omnidireccional y es importante comprender los
problemas a los que nos vamos a enfrentar.
Aunque en las imágenes de cámaras convencionales se introducen pequeñas defor-
maciones, en la Figura 2.7 se puede apreciar que estas deformaciones se acentúan en el
caso de las imágenes omnidireccionales.
FIGURA 2.7: En esta imagen se pueden apreciar las deformaciones intro-
ducidas por las cámaras omnidireccionales.
Dentro de las propias imágenes omnidireccionales, dependiendo de donde se situé
la persona respecto a la cámara, sufrirá más o menos distorsión.
Estratégicamente este tipo de cámaras se colocan en lugares elevados, como techos y
paredes, para aprovechar en totalidad su campo de visión. Esto implica que las distorsio-
nes introducidas por este tipo de cámaras afecten de la siguiente manera. Si la persona se
sitúa por el centro de la imagen, no sufrirá gran deformación geométrica, pero su tamaño
aumentará considerablemente respecto al resto de la escena. Sin embargo, si una persona
se sitúa al borde de la escena, sufrirá grandes deformaciones geométricas, reduciendo su
tamaño respecto a los objetos en la zona central.
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Las deformaciones introducidas por este tipo de cámaras difcultan las tareas de de-
tección de objetos en las imágenes capturadas. Por ejemplo, si los descriptores y clasif-
cadores están adaptados a imágenes convencionales que no introducen grandes defor-
maciones, al aplicarlos sobre imágenes omnidireccionales no se adaptarán de manera
correcta.
2.2.2. Solución a deformaciones introducidas por las cámaras omnidireccio-
nales
Los métodos de detección de imágenes comentados anteriormente asumen que las
personas mantienen grandes parecidos con su apariencia original. En las imágenes om-
nidireccionales, esto no es cierto, puesto que sufren grandes deformaciones dependiendo
de su posición.
Existen diferentes métodos para adaptarse a estos problemas; uno de los más utili-
zados consiste en transformar las imágenes omnidireccionales en imágenes convencio-
nales. Aun así, el problema no queda resuelto dado que durante esta transformación se
pierde gran cantidad de información o incluso hay casos en los que las deformaciones se
ven incrementadas, como se puede apreciar en la Figura 2.8
FIGURA 2.8: Imagen del resultado de transformar una imagen omnidirec-
cional a imagen tradicional, extraída de [3]
Para llevar a cabo esta transformación, se realiza un muestreo de la imagen proyec-
tada sobre un cilindro o una esfera, proyectando los puntos sobre una imagen plana. De
esta manera, se consigue adaptar la imagen a los algoritmos convencionales.
Otra solución es la que se propone en [25] y [26], que es adaptar los fltros empleados
en las capas convolucionales de la red para suplir las deformaciones de estas imágenes.
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2.3. Posibles arquitecturas
En esta sección detallaremos brevemente las arquitecturas empleadas tradicional-
mente en los detectores de personas en imágenes omnidireccionales, incidiendo en sus
distintas etapas.
2.3.1. Grid of Spatial-Aware Classifers
Este clasifcador Grid of Spatial-Aware Classifers (GSAC) [2], se caracteriza por emplear
un Grid de clasifcadores SVM repartidos por toda la imagen y un método de extracción
de características como los comentados en la Sección 2.1.1 para obtener el vector caracte-
rísticas. Este clasifcador al utilizar un único vector como descriptor global de la imagen
es capaz de utilizarse en aplicaciones en tiempo real.
Este vector características que será la entrada del Grid de clasifcadores previamente
entrenados para detectar la presencia de una persona en su área de detección conocida
como Fóvea. Como hemos visto en la Sección 2.2.1 las distorsiones introducidas por las
cámaras omnidireccionales varían con la ubicación de la persona, utilizando este tipo de
clasifcador solucionamos este problema. Cada clasifcador aprende la apariencia de una
persona sobre su área de detección de manera individual , esa apariencia será distinta en
función de su posición sobre la escena.
FIGURA 2.9: Diagrama de bloques de GSCA, extraída de [2]. Donde pode-
mos observar que mediante un proceso de extracción de características se
obtiene el vector descriptor será la entrada del Grid de clasifcadores
En la Figura 2.9, observamos como este detector consta de dos etapas: En la prime-
ra etapa, la etapa de entrenamiento, los clasifcadores aprenden la apariencia de una
persona sobre su región a detectar. En la segunda, la etapa de clasifcación, emplea los
descriptores ya entrenados para detectar la presencia de personas en la imagen.
2.3.2. Deep Learning GSAC
Los detectores Deep Learning GSAC [3] siguen el mismo diagrama de bloques que
el detector descrito en la Sección 2.3.1 , pero utiliza una CNN para extraer y clasifcar las
características de la imagen.
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En el la Sección 3.1 del capitulo 3 se ofrece una descripción completa de este detector,





La idea de este trabajo de fn de grado es mejorar el rendimiento de un sistema de
detección de personas para cámaras omnidireccionales. En este capítulo se van a exponer
las características del sistema empleado y los principales problemas a los que nos hemos
enfrentado junto con soluciones aplicadas.
3.1. Sistema propuesto
Partimos de un sistema de detección de personas en cámaras omnidireccionales de-
sarrollado por Lorena García en [2], el sistema original empleaba un método de ven-
tanas deslizantes para extraer las características y en la etapa de clasifcación utilizaba
una SVM. Más adelante, en [3], este mismo sistema se modifcó para realizar la etapa de
extracción y clasifcación mediante una CNN.
FIGURA 3.1: Diagrama de bloques del detector basado en CNN. Extraído
de [3]. Este diagrama representa las dos etapas del sistema de detección,
el diagrama superior corresponde con la etapa de entrenamiento, el dia-
grama inferior representa la etapa de detección.
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EL sistema propuesto, como se puede ver en la Figura 3.1, consta de dos etapas. Una
primera etapa de entrenamiento que utiliza el diagrama de bloques superior y posterior-
mente una segunda etapa de detección representado en el diagrama inferior.
El objetivo es entrenar una red neuronal que extraiga las características y realice la
clasifcación. Concretamente la red neuronal utilizada es una CNN preentrenada, Res-
net18 [27], la razón para utilizar modelos preentrenados es que al especializar el modelo
a nuestro dataset el coste computacional del entrenamiento se reduce y además ofrece
mejores resultados a la hora de generalizar.
Durante la etapa de detección, la CNN se encarga de extraer las características de
las imágenes de entrada y genera como salida un vector de predicciones que será la
entrada del Grid de clasifcadores. El vector de predicciones contiene la probabilidad
de que se haya producido la detección de una persona en una determinada zona de la
imagen. Para calcular esta probabilidad, aplicamos a la salida de la capa fully conected
una función de activación tipo sigmoide, que limita los valores del vector entre 0 y 1. El
vector de predicciones cuenta con N valores, siendo N el número de clasifcadores del
Grid del sistema. Finalmente, este vector será la entrada de un Grid de clasifcadores que
determinará la posición fnal de la persona. Esto se puede apreciar en el diagrama de
bloques inferior de la Figura 3.1, correspondiente con la etapa de detección.
Estos clasifcadores se reparten estratégicamente formando un Grid por la superfcie
de toda la imagen, pudiendo adoptar diversas formas. En [2] se demostró que la con-
fguración que mejor se adaptó a este sistema se basaba en una malla de clasifcadores,
repartidos de forma hexagonal.
Para realizar la detección de personas, se utiliza esta malla de clasifcadores repar-
tidos a lo largo y ancho de toda la imagen. Cada descriptor se encarga de realizar la
detección de una determinada zona de la imagen. Durante el entrenamiento estos cla-
sifcadores aprenderán las cualidades que tiene una persona cuando se encuentra en su
área de detección.
Para entrenar estos clasifcadores se utilizan anotaciones puntuales sobre la cabeza
de las personas, que activarán los clasifcadores correspondientes a esa posición.
Una vez tenemos todos los clasifcadores entrenados, estos calcularán la probabili-
dad de que la detección sea correcta ante la presencia de una persona. Hay un parámetro
llamado threshold que indica el umbral mínimo a partir del cual se considera una detec-
ción. Al igual que en los métodos de ventanas deslizantes hay que seleccionar los valores
máximos para evitar que se produzcan varias detecciones para una sola persona.
El código está programado para que sea necesaria la activación de siete clasifcadores
de manera simultánea para considerar que se ha producido una detección.
193.2. Bases de datos.
La posición fnal se calcula mediante la media de las sumas de las probabilidades de
los clasifcadores implicados en la detección, donde los clasifcadores con más peso serán
los más cercanos.
  









Siendo Nn el número de clasifcadores activos necesarios para considerar que se ha
realizado una detección, xi e yi las coordenadas del clasifcador y αi la probabilidad que
ha recibido el clasifcador.
3.1.1. Adaptación Deep Learning
La limitación de la primera versión del código [2] estaba en que no soportaba gene-
ralizar ante diversos escenarios, obligando a realizar un entrenamiento individual para
cada uno de ellos. Al introducir la adaptación propuesta en [3] este inconveniente queda
resulto, permitiendo reducir a un solo entrenamiento común para en todos los escena-
rios.
3.2. Bases de datos.
Para llevar a cabo este trabajo hemos usado dos bases de datos de secuencias de vídeo
tomadas con cámaras omnidireccionales.
3.2.1. BOMNI
Esta base de datos ha sido desarrollada por [28] Bogaziçi Üniversitesi de Turquía.
Cuenta con dos posibles bancos de imágenes: uno formado por vídeos tomados desde
un plano lateral y otro formado por secuencias desde un plano superior. En este trabajo
hemos usado las secuencias del segundo grupo.
Todas las secuencias de esta base de datos vienen acompañadas de un fchero ground
truth (GT), donde se refejan las anotaciones cuadro a cuadro de su secuencia correspon-
diente. En este fchero se refeja el número de cuadro, y además las coordenadas de la
esquina superior izquierda y su opuesta de la bounding box cuando existe la presencia
de una persona.
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Este dataset está formado por un total de veintitrés secuencias, dividas en dos grupos.
Pese a que todas ellas se desarrollan en la misma habitación, existen pequeñas diferencias
que nos permiten separarlas en dos subgrupos.
Scenario 1: Este sería el primer grupo de secuencias, con un total de cinco. Estas se-
cuencias se caracterizan porque solo se desplaza una persona por el escenario. En cada
una de ellas varía tanto el recorrido del actor como el número y la posición de las perso-








TABLA 3.1: Frames por secuencia scenario 1 de BOMNI.
Scenario 2: En el segundo escenario, sin embargo, contamos con un total de dieciocho
secuencias. En este grupo, aparecen tres personas en cada secuencia llevando a cabo dife-
rentes acciones por todo el escenario. Al igual que en el escenario uno, varía el recorrido





















TABLA 3.2: Frames por secuencia scenario 2 de BOMNI.
En las secuencias de BOMNI podemos encontrar personas realizando distintas ac-
ciones. Por ejemplo, existen secuencias donde el actor se lava las manos, bebe de un
213.2. Bases de datos.
recipiente o conversa con el resto de los actores. Pero la principal característica de las
secuencias de esta base de datos es que todas acaban con el actor fngiendo un desmayo
en el centro de la habitación. Esto nos supone un pequeño reto a la hora de señalar la
posición de la persona, pero lo detallaremos más adelante.
3.2.2. PIROPO
La segunda base de datos empleada en este trabajo es la de PIROPO, cuyo acrónimo
signifca, People in Indoor Rooms with Perspective and Omnidirectional cameras[5].
Esta base de datos cuenta con secuencias de vídeo tomadas con cámaras omnidirec-
cionales en dos habitaciones distintas. Podemos encontrar a los actores realizando tres
tipos de acciones: manteniéndose estáticos durante toda la secuencia, desplazándose a
lo largo de toda la habitación o sentados.
Al igual que en la base de datos de BOMNI, todas las secuencias tienen asociadas
un fchero con las anotaciones GT correspondientes a cada cuadro. En esta ocasión las
anotaciones proporcionadas vienen en formato puntual.
Hemos utilizado un total de diecinueve secuencias de la base de datos de PIROPO,
de las cuales cuatro secuencias han sido destinadas al proceso de entrenamiento y las
quince restantes han sido destinadas para test.
Secuencias de entrenamiento.
Como ya se ha comentado, existen cuatro secuencias de entrenamiento. En la Tabla
3.3 analizamos cada una de las secuencias de este grupo.
Estas secuencias se caracterizan porque siempre hay una persona desplazándose por







TABLA 3.3: Frames por cada secuencia de entrenamiento de PIROPO.
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Secuencias de test
En estas secuencias es donde encontramos mayor variabilidad, lo que supone una
gran ventaja para evaluar el rendimiento de nuestro sistema, dado que nos permite ver
si es capaz de generalizar ante distintos casos y condiciones.
Contamos con cuatro secuencias de test para cada secuencia de entrenamiento, ex-
ceptuando el caso de la secuencia 1B que solo tenemos tres.
Nombre Características
Test-1 Una persona presente durante la etapa de entrenamiento cami-
nando por la habitación.
Test-2 Tres personas caminando simultáneamente por la habitación.
Test-3 Tres personas caminado por la habitación, estando dos de ellas
presentes durante el proceso de entrenamiento.
Test-4 Una persona caminando por la habitación y permaneciendo está-
tica durante un periodo de tiempo.
TABLA 3.4: Características secuencias de test PIROPO.
Como hemos hecho anteriormente en la Figura, 3.5 hemos refejado la cantidad de
cuadros que tenemos para evaluar la calidad del entrenamiento en el próximo capítulo.
Nombre Nº frames
Test 1 1A 2.270
Test 2 1A 1.325
Test 3 1A 1.782
Test 4 1A 895
Test 1 1B 518
Test 2 1B 267
Test 3 1B 378
Test 1 2A 2.201
Test 2 2A 1.401
Test 3 2A 1.646
Test 4 2A 831
Test 1 3A 2.260
Test 2 3A 1.389
Test 3 3A 1.579
Test 4 3A 301
Total 29.066
TABLA 3.5: Frames por secuencia test de PIROPO.
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3.2.3. Adaptaciones para nuestro sistema.
Para poder trabajar con ambas bases de datos de manera conjunta hemos tenido que
introducir pequeños cambios en el formato de nuestras bases de datos. Bien es cierto que
estos pequeños cambios solo fueron aplicados a BOMNI, dado que PIROPO ya había
sido adaptado anteriormente en [3].
Adaptaciones en secuencias de vídeo
El sistema que hemos empleado para realizar este trabajo recibe como parámetros
de entrada imágenes en formato JPEG, con un ratio 1:1. En BOMNI nuestro punto de
partida eran secuencias de vídeo en formato MP4. Por tanto, lo primero que tuvimos
que hacer fue extraer cada uno de los cuadros de cada secuencia de manera totalmente
independiente, para ello se utilizó la herramienta de software libre ffmpeg.
Los cuadros originales tenían una resolución de 640x480 píxeles. Con esta resolución
todavía no tenían el formato deseado, por lo que, mediante un scrypt de MATLAB, re-
cortamos las imágenes para lograr la resolución de 480x480.
FIGURA 3.2: Imagen A, frame original extraído de BOMNI. Imagen B, fra-
me adaptado al sistema.
Adaptaciones en anotaciones
Las anotaciones aportadas por el dataset de BOMNI mantenían el formato Bounding
Box. No obstante el formato empleado por nuestro sistema se corresponde con formato
puntual, el cual resalta la presencia de una persona remarcando su cabeza mediante un
punto. El formato original de BOMNI sigue la siguiente estructura: un identifcador para
cada frame, las coordenadas del vértice superior izquierda (xi,yi) y las del vértice opuesto
(xd,yd).
Para poder emplear el dataset de BOMNI en nuestro sistema tuvimos que transfor-
mar las anotaciones dadas en anotaciones puntuales.
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Como vimos en la Sección 2.2.1 del capítulo 2 de este trabajo las imágenes omnidi-
reccionales son de carácter esférico e introducen mayor distorsión en los bordes de la
imagen. Esta distorsión se traduce en que la cabeza de una persona se alejara más del
centro del bounding box cuanto más al borde de la imagen se encuentre. Conociendo
estas limitaciones realizamos la siguiente suposición: la cabeza de la persona siempre
recae sobre una linea imaginaria que une el centro de su bounding box y el centro de la
imagen.
La distancia entre el centro de la imagen y el centro de la bounding box determina el
factor de corrección que hay que aplicar para conocer la posición fnal de la cabeza.
Esta aproximación ofreció buenos resultados en la mayoría de situaciones, excepto
cuando la persona variaba su postura corporal, en la Figura 3.3 se puede ver un ejemplo
de los resultados obtenidos.
FIGURA 3.3: Ejemplo de las difcultades para calcular la posición de la
cabeza cuando la persona adopta posiciones corporales fuera de lo común.
Procedimiento
El primer paso para llevar a cabo esta transformación seria dividir la imagen como si
de un sistema de coordenadas se tratase, haciendo coincidir el centro geométrico con el
origen de coordenadas. Esto nos permite calcular una linea imaginaria que una el centro
de la imagen y la posición fnal de la cabeza, asumiendo que esta pasa por el centro de
la bounding box.
Mediante las coordenadas proporcionadas por BOMNI, calculamos el centro de la
bounding box, para posteriormente determinar la distancia existente entre este punto y
el centro de la imagen.
253.3. Técnica de aumento de datos
Por otra parte, para calcular el factor de corrección se tenían en cuanta la distancia de
la persona respecto al origen, el tamaño de la bounding box y el radio total de la esfera.
Finalmente, la posición de la cabeza se determina al calcular la distancia mediante la
suma de las dos distancia anteriores. Obteniendo así las anotaciones en formato puntual.
La fnalidad del trabajo, desde el primer momento ha sido dotar al sistema de la ca-
pacidad de detectar todas las personas presentes en la imagen. En las anotaciones de
BOMNI no estaban incluidas las personas que permanecían estáticas en las secuencias,
por lo que una vez ya tuvimos las anotaciones en formato puntual añadimos las anota-
ciones correspondientes a esas personas.
3.3. Técnica de aumento de datos
Tras el primer entrenamiento realizado con BOMNI, observamos que la red no era
capaz de generalizar ante nuevas secuencias, en la Sección 4.3 del capítulo cuatro se pue-
den encontrar más detalles. Para solucionar este inconveniente aplicamos técnicas de
aumento de datos, con el objetivo de aumentar la variabilidad y la cantidad de imágenes
para las secuencias de entrenamiento. La idea principal consiste en generar nuevas imá-
genes de entrenamiento añadiendo personas extraídas de otros frames. En la Figura 3.4
podemos ver un ejemplo de los resultados obtenidos tras aplicar estas técnicas.
FIGURA 3.4: La imagen de la izquierda se corresponde con una imagen
original de una secuencia de BOMNI. La imagen de la derecha ha sido
creada con técnicas de aumento de datos a partir de cuatro imágenes de la
secuencia original.
Para llevar a cabo este proceso, se asume que los 10 primeros frames de las secuen-
cias, están libres de la presencia de personas y por lo tanto estas imágenes son usadas
como fondo para las nuevas. De forma aleatoria en el resto de imágenes de las secuencia
se aplica un modelo gaussiano de background substraction [29], que nos permitía extraer
la silueta de una persona y combinarla con las imágenes base. En la Figura 3.5, se refejan
los pasos a seguir al aplicar este algoritmo.
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FIGURA 3.5: Extraída de [3]. Las imágenes (a), (b) corresponden con fra-
mes originales de PIROPO, tras la aplicación del algoritmo background
substraction obtenemos un fltro de la persona deseada (c), (d) con el fltro
obtenido extraemos a la persona de la imagen original y posteriormente
aplicamos el fltro inverso sobre la imagen de destino (d) para evitar pro-
blemas a la hora de añadir la persona extraida. En (f) podemos observar
la imagen generada tras los pasos anteriores.
Durante la elaboración del trabajo aplicamos esta técnica a todas las secuencias de
entrenamiento de BOMNI variando el número de frames de los cuales se realizará la
extracción de personas y la longitud fnal de las nuevas secuencias, en la Sección 4.4
próximo captulo se ofrece un estudio detallado para cada uno de los casos realizados.
3.4. Aumento del número de clasifcadores
El Grid de 825 clasifcadores propuesto inicialmente, no ofrecía la sufciente resolu-
ción para diferenciar la detección de dos personas próximas espacialmente. El área de
detección para cada clasifcador es muy grande para diferenciar en estas situaciones. Ca-
da clasifcador solo puede asociarse a una detección, en el caso de que un clasifcador se
active por la presencia de varias personas este solo va a poder detectar una, eliminando
durante la etapa de NMS las de menor valor.
En la esquina superior izquierdad de la Figura 3.6 podemos apreciar un ejemplo cla-
ro del problema de resolución del Grid original. Con esta resolución los clasifcadores
solapan la detección de las dos personas.
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FIGURA 3.6: Problema de la resolución en el Grid de clasifcadores al de-
tectar personas próximas espacialmente.
Para solucionar este problema, se propone aumentar el número de clasifcadores has-
ta 3300, lo que conlleva un aumento en un factor 4 respecto al Grid inicial. En la Figura
3.7, se realiza una comparación entre los dos modelos propuestos.
FIGURA 3.7: La imagen de la izquierda se corresponde con el grid de 825
clasifcadores inicial, la imagen de la derecha es el grid de 3300 clasifca-
dores propuesto.
El aumento del número de clasifcadores aporta un aumento en la precisión de de-
tección de nuestro sistema. Al contar con un mayor número de clasifcadores el área
de detección para cada uno de ellos se ve reducida, esto conlleva que los clasifcadores
aprendan características muy específcas, pudiendo ser un problema a la hora de gene-
ralizar a nuevos escenarios. Es importante encontrar un equilibrio entre la precisión de
nuestro sistema y el número de clasifcadores.
Al realizar esta modifcación, tuvimos que adaptar parte de nuestro sistema de de-
tección. Al tener más clasifcadores, la última capa de nuestra red neuronal, la capa fully
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conected aumenta también el número de neuronas de salida hasta 3300. En los data-
set empleados para el trabajo no tuvimos que añadir modifcaciones, pero si generar de
nuevo las activaciones de las secuencias de entrenamiento para llevarlo a cabo.
En la Sección 4.5.2 del Capítulo 4 de este trabajo, se refejan los resultados de detec-
ción de este sistema con el Grid de 3300 clasifcadores y se puede comprobar el aumento




En este capítulo del trabajo, vamos a exponer y razonar los resultados obtenidos du-
rante todo el proceso de investigación.
4.1. Métricas de rendimiento
Este detector se enfrenta a un problema de localización y clasifcación binaria. Es de-
cir, tenemos que diferenciar entre dos clases que vamos a defnir de la siguiente manera.
Clase negativa: No se detecta presencia de personas, por lo que el clasifcador per-
manece inactivo.
Clase positiva: Se detecta la presencia de personas, por tanto, el clasifcador se
activa.
Teniendo esta diferenciación entre las distintas clases claras, vemos que durante la
clasifcación se pueden dar cuatro posibles combinaciones. Que dan lugar a los siguientes
parámetros.
Verdadero positivo (TP): El clasifcador etiqueta como positivo un elemento de la
clase positiva.
Falso positivo (FP): El clasifcador etiqueta como positivo un elemento de la clase
negativa.
Verdadero negativo (TN): El clasifcador etiqueta como negativo un elemento de
la clase negativa.
Falso negativo (FN): El clasifcador etiqueta como negativo un elemento de la clase
positiva.
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En el caso de este trabajo, se considerara un como un verdadero positivo si la distan-
cia entre la detección y el punto real calculado a partir de GT es mayor que un umbral
defnido como d. Para el desarrollo de este trabajo hemos fjado la distancia d en 45 pí-
xeles.
Utilizando estos parámetros [30] de base, existen unas fórmulas que nos permiten
evaluar el rendimiento del sistema total:
Precisión: Este parámetro permite medir la precisión de nuestro sistema, es decir,
que porcentaje de acierto hay ante todos los datos que tenemos detectados como
positivos y los que realmente lo son.
TPPrecisión = TP+FP
Recall: Este parámetro permite medir la exhaustividad de nuestro sistema, es decir,
que porcentaje de acierto hay ante todos los datos que tenemos detectado como
positivos.
TPRecall= TP+FN
Fscore: Este parámetro es una combinación de los dos anteriores, permitiendo eva-
luar de forma única los dos parámetros.
Precision·RecallFscore= 2 · Precision+Recall
4.2. Separación dataset
En la sección anterior, vimos que la base de datos de PIROPO contaba con una sepa-
ración previa entre secuencias de entrenamiento y secuencias de Test. Durante el desarro-
llo de este trabajo decidimos mantener esta separación para que los resultados obtenidos
fuesen una continuación de los trabajos anteriores y así medir como afectan los cambios
introducidos.
En el caso de BOMNI, no había esa separación previa, además, la diferencia entre las
secuencias dentro de cada escenario era el actor que realizaba cada acción, pero todas
siguen un patrón casi idéntico.
Teniendo en cuenta la longitud de las secuencias de ambos escenarios de esta segun-
da base de datos, se decidió destinar diecisiete secuencias a la etapa de entrenamiento y





















TABLA 4.1: División de secuencias entrenamiento y test para la base de
datos BOMNI.
4.3. Primeras Aproximaciones
En esta primera fase del trabajo entrenamos tres modelos independientes con las se-
cuencias originales de cada dataset.
Para el primer modelo, se utilizaron solamente las secuencias destinadas a la fase de
entrenamiento de PIROPO, obteniendo los resultados refejados de la Tabla 4.2 para las
secuencias de Test.
El segundo modelo, fue entrenado con las secuencias de entrenamiento descritas en el
anterior apartado de la base de datos de BOMNI. En la Tabla 4.3 vemos que lo resultados
obtenidos no son tan buenos como en el caso del modelo anterior.
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Rendimiento global 84,84 61,97 65,87
TABLA 4.2: Rendimiento del sistema de detección utilizando solamente el
dataset de entrenamiento de PIROPO.
Secuencia Precisión ( %) Recall ( %) Fscore( %)






















Rendimiento global 35,72 30,99 32,83
TABLA 4.3: Rendimiento del sistema de detección utilizando solamente el
dataset de entrenamiento de BOMNI.
Como la fnalidad de este trabajo era medir el rendimiento total del sistema cuan-
do se utilizaban ambas bases de datos de manera conjunta, el tercer modelo neuronal
se entrenó con las secuencias de entrenamiento de PIROPO y BOMNI, obteniendo los
resultados de la Tabla 4.4
334.3. Primeras Aproximaciones


























































































Rendimiento BOMNI 42,04 21,48 27,68
Rendimiento global 70,86 33,43 40,42
TABLA 4.4: Rendimiento del sistema de detección utilizando los dataset
de BOMNI y PIROPO de manera simultánea.
Estas primeras aproximaciones permitieron darnos cuenta de que para el caso de
PIROPO los resultados eran generalmente buenos y de que el sistema obtenido era capaz
de generalizar ante nuevas secuencias.
Sin embargo, para el caso de BOMNI, como podemos observar en la Figura 4.1 , el
modelo neuronal se entrenaba bien, pero este no era capaz de generalizar ante los nuevos
escenarios.
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FIGURA 4.1: Fscore obtenido durante el entrenamiento de la red neuronal
con las secuencias originales.
4.4. Mejora de rendimiento en BOMNI
Tras los resultados obtenidos durante la primera fase del trabajo, observamos que no
eran válidos en el caso de BOMNI, por lo que debíamos mejorar este modelo de manera
independiente para obtener unos resultados concluyentes en el trabajo fnal.
Para ello, en esta segunda fase de la investigación se aplicó la técnica de aumento de
datos en las secuencias de entrenamiento comentada en la Sección 3.3, con la fnalidad de
aumentar la variabilidad en las secuencias de entrenamiento, intentando dotar al sistema
de detección de la capacidad de generalizar ante nuevas situaciones.
Este tipo de métodos normalmente es realizado por la propia CNN al recibir las se-
cuencias de entrenamiento, sin embargo en este trabajo se ha realizado de manera local
dando lugar a una mayor diversidad en el dataset de entrenamiento.
Como había muchas combinaciones posibles, primero nos centramos en encontrar el
número de mezcla de imágenes que ofrecía mejor rendimiento para obtener las nuevas
secuencias.
Para crear estos escenarios, en la longitud inicial se mantuvo un constante aumento
de cuatro veces la longitud de las secuencias originales, variando en dos, cuatro y seis el
número de frames, utilizados para crear las nuevas imágenes.
Tras los entrenamientos correspondientes se obtuvieron los resultados representados
en la Tabla 4.5
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Frames x4 , 2 Frames de mezcla Frames x4 , 4 Frames de mezcla Frames x4 , 6 Frames de mezcla
Nombre Precisión( %) Recall( %) Fscore( %) Precisión( %) Recall( %) Fscore( %) Precisión( %) Recall( %) Fscore( %)
Scenario 1 Top-4 97,06 91,18 94,03 97,03 90,48 93,64 98,32 92,94 95,55
Scenario 2
Top-4 69,36 60,85 64,83 69,47 61,35 65,16 69,21 60,6 64,62
Top-5 69,26 61,03 64,88 69,01 60,34 65,16 70,52 63,97 67,08
Top-6 62,16 58,62 60,34 60,28 58,42 64,38 61,67 57,72 59,63
Top-7 62,23 55,41 58,62 62,23 55,41 59,34 62,63 55,66 58,94
Top-8 65,07 59,47 62,43 65,82 59,23 62,35 66,07 59,32 62,52
Media global 70,96 64,43 67,52 70,64 64,20 67,24 71,40 65,03 68,06
TABLA 4.5: Comparación de resultados obtenidos variando el número de
frames implicados en la creación de las nuevas imágenes en las secuencias
de entrenamiento de BOMNI.
Analizando los resultados de cada entrenamiento observamos que los mejores resul-
tados para este lote se obtienen cuando empleamos seis frames de mezcla para crear las
nuevas secuencias. Por esta razón, durante esta segunda etapa decidimos mantener los
seis frames de mezcla en los nuevos casos, variando solamente la longitud de las secuen-
cias respecto a las originales.
Una vez fjados seis frames utilizados en la mezcla probamos a entrenar la red neuro-
nal con estas nuevas condiciones, aumentando en un factor, dos, cuatro y seis la longitud
de las nuevas secuencias respecto a las originales. En la Tabla 4.6 vemos los resultados
obtenidos.
Frames x2 , 6 Frames de mezcla Frames x4 , 6 Frames de mezcla Frames x6 , 6 Frames de mezcla
Nombre Precisión( %) Recall( %) Fscore( %) Precisión( %) Recall( %) Fscore( %) Precisión( %) Recall( %) Fscore( %)
Scenario 1 Top-4 97,13 92,83 94,93 98,32 92,94 95,55 97,03 90,50 93,66
Scenario 2
Top-4 69,13 60,02 64,25 69,21 60,60 64,62 69,40 61,52 65,22
Top-5 70,13 62,15 65,90 70,52 63,97 67,08 69,57 61,31 65,18
Top-6 62,07 57,98 59,95 61,67 57,72 59,63 61,72 58,55 60,09
Top-7 62,38 55,47 58,73 62,63 55,66 58,94 63,04 56,75 59,73
Top-8 66,16 59,56 62,69 66,07 59,32 62,52 66,17 59,76 62,80
Media global 71,16 64,66 67,74 71,40 65,03 68,06 71,15 64,73 67,78
TABLA 4.6: Comparación de resultados variando las de la longitud de las
nuevas secuencias de entrenamiento de BOMNI.
Observando gráfca y estadísticamente los resultados fnales de este conjunto de en-
trenamientos, determinamos que los mejores resultados se obtienen cuando empleamos
la siguiente confguración: aumentando en un factor cuatro la longitud de la nueva se-
cuencia respecto a la original y utilizando seis frames de ésta para crear cada una de las
nuevas imágenes.
En esta fase de la investigación observando los resultados gráfcos obtenidos identi-
fcamos que la principal fuente de errores viene determinada por la resolución del Grid
de clasifcadores empleado.
En BOMNI disponemos de dos escenarios. En el primero, solamente una persona se
desplaza por la habitación y esto no supone ningún problema ni en la etapa de detección
ni en la de clasifcación. En el segundo escenario, son varias personas las que se mueven
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a través de la habitación donde el sistema propuesto es capaz de detectarlas a todas sin
difcultad alguna, pero en la etapa de clasifcación vimos que el Grid de clasifcadores
propuesto no tenía la sufciente resolución como para separar la detección de dos per-
sonas próximas. En la Figura 3.6, podemos ver un ejemplo claro de este problema en la
esquina superior izquierda de la imagen.
4.5. Resultados fnales
Al evaluar los resultados en la Sección anterior se nos abrió una segunda vía de inves-
tigación. La primera nos permitía continuar con el objetivo original del trabajo, evaluar
el rendimiento total del sistema cuando empleábamos los dataset de BOMNI y PIROPO
de manera conjunta.
La segunda consistía en comprobar qué pasaba al aumentar la resolución del Grid de
clasifcadores empleado.
4.5.1. Resultados PIROPO y BOMNI
Una vez se logró obtener resultados satisfactorios para cada dataset de forma inde-
pendiente, se entrenó un modelo neuronal que emplease las secuencias de entrenamiento
de ambas bases de datos de manera conjunta. En la Tabla 4.7 se refejan los resultados
obtenidos.
Para analizar el rendimiento del sistema conjunto, hemos decidido usar como refe-
rencia el valor de Fscore, como hemos comentado anteriormente, este valor unifca los
resultados de Recall y precisión del sistema.
Para las secuencias de test de la base de datos de PIROPO vemos que el promedio de
Fscore aumenta en un 0,8 % su efectividad respecto al valor obtenido inicialmente.
Esta diferencia se hace mucho más evidente en las secuencias de test de BOMNI,
donde el valor de Fscore aumenta en un 39,95 % respecto al valor obtenido en el entre-
namiento con las secuencias originales.
El rendimiento de manera conjunta mejora el valor de Fscore en un 23,8 %. Analizan-
do de forma paralela los resultados gráfcos que se obtienen, se puede apreciar el buen
funcionamiento del sistema para las secuencias de test.
Analizando los resultados, podemos afrmar que dotando al sistema de más secuen-
cias de entrenamiento y con más variabilidad en ellas, aumentan los resultados en la
detección fnal.
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Rendimiento PIROPO 97,70 57,03 62,85
BOMNI






















Rendimiento BOMNI 71,19 64,44 67,63
Rendimiento global 90,13 59,15 64,22
TABLA 4.7: Resultados obtenidos empleando PIROPO y las secuencias
ampliadas de BOMNI.
Es importante recalcar que todavía no se cuenta con la resolución sufciente para po-
der detectar dos personas espacialmente próximas entre sí, en las secuencias de BOMNI.
4.5.2. Aumento de resolución del Grid de clasifcadores.
El objetivo de introducir este cambio es dotar al sistema de la capacidad de dife-
renciar la detección de dos personas próximas entre sí, logrando así una detección más
precisa para las secuencias de BOMNI.
Para medir el rendimiento del sistema anterior, con este nuevo de Grid clasifcadores,
se realizó un primer entrenamiento utilizando solamente las secuencias de entrenamien-
to de BOMNI, anteriormente descritas. En la Tabla 4.8 podemos observar los resultados
obtenidos con este modelo.
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Secuencia Precisión ( %) Recall ( %) Fscore( %)






















Rendimiento global 63,95 64,55 71,68
TABLA 4.8: Rendimiento del sistema de detección utilizando solamente el
dataset de entrenamiento de BOMNI y un grid con 3300 clasifcadores.
Como se puede apreciar, con el nuevo Grid de clasifcadores existe una leve mejo-
ría en las estadísticas de detección para las secuencias de BOMNI. El Fscore obtenido
con este modelo neuronal aumenta un 3,62 %. En la Figura vemos gráfcamente como se
soluciona el problema de la resolución expuesto anteriormente.
FIGURA 4.2: Utilizando un Grid con mayor resolución, se puede apreciar
que los problemas generados por las detecciones espacialmente próximas
quedan resueltos.
Para concluir con la investigación decidimos ampliar el estudio realizando un último
entrenamiento que implicase ambas bases de datos utilizando el nuevo Grid planteado
en la etapa de detección. En la Tabla 4.9 se refejan los resultados obtenidos para este
caso.
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Rendimiento PIROPO 71,72 39,25 44,34
BOMNI






















Rendimiento BOMNI 72,11 69,50 70,78
Rendimiento global 75,25 49,76 54
TABLA 4.9: Resultados obtenidos empleando PIROPO y las secuencias
ampliadas de BOMNI utilizando un Grid de 3300 clasifcadores.
Cuando analizamos el sistema empleando ambos dataset, observamos que el rendi-
miento individual de BOMNI aumenta un 3,25 % su fscore. Sin embargo, el rendimiento
de PIROPO decae un 18,51 % y el rendimiento global como consecuencia también se re-
duce en un 10,22 %.
Esta bajada tan brusca en el rendimiento del sistema es posible que este relacionada




Conclusiones y trabajos futuros
5.1. Conclusiones
Al comienzo de este trabajo se sabía que el sistema desarrollado en [3] obtenía buenos
resultados al ser entrenado con el dataset de PIROPO. Nuestro objetivo durante el de-
sarrollo fue mejorar los resultados de trabajos anteriores y evaluar que efecto generaban
los cambios introducidos.
Una de las medidas adoptadas fue, ampliar el número de escenarios durante el en-
trenamiento, para ello añadimos el dataset de BOMNI. Tras analizar los resultados ob-
tenidos a partir de un modelo neuronal entrenado con las secuencias originales de este
dataset vimos que no se obtenían buenos resultados durante la detección. Para solucio-
nar estos problemas aplicamos técnicas de aumento de datos en las secuencias de entre-
namiento, buscando cual era la combinación que ofrecía mejores resultados. Otro de los
cambios que evaluamos consistía en cuadriplicar el número de clasifcadores implicados
en la etapa de la detección con el fn de aumentar la precisión en la localización de las
personas sobre la imagen.
Una vez que conseguimos buenos resultados en la detección de manera individual
para cada dataset evaluamos que impacto tenia ampliar el número de escenarios y en-
trenar un modelo neuronal con ambos dataset de manera conjunta.
Tras estudiar cada uno de los caso anteriormente propuestos, llegamos a las siguien-
tes conclusiones:
Al aumentar el número de imágenes de entrenamiento, como es lógico, aumenta tam-
bién el coste computacional de este proceso. Es en este punto donde debemos plantear-
nos si los benefcios que obtenemos son lo sufcientemente relevantes como para asumir
estos costes.
Al aumentar el Grid de clasifcadores, conseguimos mayor precisión al localizar per-
sonas espacialmente próximas. Como en el caso anterior esto supone un aumento en el
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coste computacional del entrenamiento.
Cuantas más secuencias de entrenamiento aportemos a nuestro detector, mejores re-
sultados se obtendrán cuando el sistema se enfrente a nuevos escenarios.
Si comparamos los distintos resultados obtenidos durante el entrenamiento observa-
mos que sino aplicamos técnicas de aumento de datos a las secuencias de BOMNI no
habría sido posible que el sistema generalizase ante las secuencias de test.
Analizando las estadísticas de los distintos modelos neuronales se puede ver que en-
trenar con ambos dataset de manera conjunta no implica un aumento en el rendimiento
frente a los modelos individuales, pero es cierto que este sistema resultante es capaz de
generalizar ante escenarios de ambos dataset. Esto permite tener un solo modelo que
obtenga buenos resultados ante distintos escenarios, en el sistema propuesto en [2] esto
no era posible, ya que había que tener un clasifcador entrenado para cada escenario.
5.2. Trabajos futuros
Una posible vía de investigación sería investigar cual es el número de clasifcado-
res óptimos para que el Grid de clasifcación pueda realizar las detecciones de manera
precisa.
También se propone analizar que resultados se obtienen al cambiar el modelo de
CNN utilizando por ejemplo Vgg, Resnet50 o cualquier modelo destinado al tratamiento
de imágenes.
Unifcar el sistema de detección en un único entorno de programación es una opción
muy interesante, actualmente se utilizan C++ y Phyton.
Para terminar, también se propone ampliar el número de dataset para añadir mayor
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