Abstract. This paper considers the problem of nding n n matrices A k and B k that minimize jjT ? P A k B k jj F , where denotes Kronecker product, and T is a banded n n block Toeplitz matrix with banded n n Toeplitz blocks. It is shown that the optimal A k and B k are banded Toeplitz matrices, and an e cient algorithm for computing the approximation is provided. An image restoration problem from the Hubble Space Telescope is used to illustrate the e ectiveness of an approximate svd preconditioner constructed from the Kronecker product decomposition.
entries are constant on each diagonal. Toeplitz and block Toeplitz matrices arise naturally in many signal and image processing applications; see, for example, Bunch 4] and Jain 17] and the references therein. In image restoration 21], for instance, one needs to solve large, possibly ill-conditioned linear systems in which the coe cient matrix is a banded block Toeplitz matrix with banded Toeplitz blocks (bttb).
Iterative algorithms, such as conjugate gradients (cg), are typically recommended for large bttb systems. Matrix-vector multiplications can be done e ciently using fast Fourier transforms 14]. In addition, convergence can be accelerated by preconditioning with block circulant matrices with circulant blocks (bccb). A circulant matrix is a Toeplitz matrix in which each column (row) can be obtained by a circular shift of the previous column (row), and a bccb matrix is a natural extension of this structure to two dimensions; c.f. Davis 10] .
Circulant and bccb approximations are used extensively in signal and image processing applications, both in direct methods which solve problems in the \Fourier domain" 1, 17, 21] , and as preconditioners 7] . The optimal circulant preconditioner introduced by Chan 8] nds the closest circulant matrix in the Frobenius norm. Chan and Olkin 9] extend this to the block case; that is, a bccb matrix C is computed to minimize jjT ? Cjj F : bccb approximations work well for certain kinds of bttb matrices 7] , especially if the unknown solution is almost periodic. If this is not the case, however, the performance of bccb preconditioners can degrade 20] . Moreover, Serra-Capizzano and Tyrtyshnikov 6] have shown recently that it may not be possible to construct a bccb preconditioner that results in superlinear convergence of cg.
Here we consider an alternative approach: optimal Kronecker product approxi- where T is an n 2 n 2 banded bttb matrix, and A k , B k are n n banded Toeplitz matrices. A general approach for constructing such an optimal approximation was proposed by Van Loan and Pitsianis 25 ] (see also Pitsianis 23] ). Their approach, which we describe in more detail in Section 2, requires computing principal singular values and vectors of an n 2 n 2 matrix related to T. An alternative approach for computing a Kronecker product approximation T A B for certain deconvolution problems was proposed by Thirumalai 24] . A similar approach for banded bttb matrices was considered by Nagy 22] . As opposed to the method of Van Loan and Pitsianis, the schemes described in 22, 24] require computing principal singular values and vectors of an array having dimension at most n n, and thus can be substantially less expensive. Moreover, Kamm and Nagy 20] show how these approximations can be used to e ciently construct approximate svd preconditioners.
Numerical examples in 20, 22, 24] indicate that this more e cient approach can lead to preconditioners that perform better than bccb approximations. However, theoretical results establishing optimality of the approximations, such as in equation (1.1), were not given. In this paper, we provide these results. In particular, we show that some modi cations to the method proposed in 22, 24] are needed to obtain an approximation of the form (1.1). Our theoretical results lead to an e cient algorithm for computing Kronecker product approximations of banded bttb matrices. This paper is organized as follows. Some notation is de ned, and a brief review of the method proposed by Van Loan and Pitsianis is provided in Section 2. In Section 3 we show how to exploit the banded bttb structure to obtain an e cient scheme for computing terms in the Kronecker product decomposition. A numerical example from image restoration is given in Section 4.
2. Preliminaries and Notation. In this section we establish some notation to be used throughout the paper, and describe some previous work on Kronecker product approximations. To simplify notation, we assume T is an n n block matrix with n n blocks.
2.1. Banded bttb Matrices. We assume that the matrix T is a block banded Toeplitz matrix with banded Toeplitz blocks (bttb), so it can be uniquely determined by a single column t which contains all of the non-zero values in T; that is, some central column. It will be useful to de ne an n n array P as t = vec(P T ), where the vec operator transforms matrices into vectors by stacking columns as follows: A = a 1 a 2 a n , vec(A) = k=1 (A k B k ) which minimizes jjT ?Tjj F . This general technique requires computing the largest s singular triplets of an n 2 n 2 matrix, which may be expensive for large n. Thirumalai 24] and Nagy 22] show that a Kronecker product approximation of a banded bttb matrix T can be found by computing the largest s singular triplets of the n n array P. However, this method does not nd the Kronecker product which minimizes the Frobenius norm approximation problem in equation (1.1). In the next section we show that if T is a banded bttb matrix, then this optimal approximation can be computed from an svd of a weighted version of the n n array P. 
This is a rank-s approximation problem, involving a matrix of relatively small dimension, which can be constructed using the svd of P w . Noting that W a and W b are diagonal matrices which do not need to be formed explicitly, the construction ofT = for k = 1; : : : ; s, s r, where \./" denotes point-wise division. The proof of Theorem 3.1 is based on observing thatT has at most n unique rows and n unique columns, which consist precisely of the rows and columns of P. This observation will become clear in the following subsection.
3.1. Proof of Theorem 3.1. To prove Theorem 3.1, we rst observe that if a matrix has one row which is a scalar multiple of another row, then a rotator can be constructed to zero out one of these rows, i.e.,
If this is extended to the case where more than two rows are repeated, then a simple induction proof can be used to establish the following lemma. ; thereby zeroing out all the duplicate rows. It is easily seen that this result can be applied to the columns of a matrix as well, using the transpose of the plane rotators de ned in Lemma 3.2. The above results illustrate the case where the rst occurrence of a row (column) is modi ed to zero out the remaining occurrences. However, this is for notational convenience only. By appropriately constructing the plane rotators, any one of the duplicate rows (columns) may be selected for modi cation, and the remaining rows (columns) zeroed out. These rotators can now be applied to the matrixT. Lemma 3.4 . Let T be the n 2 n 2 banded bttb matrix constructed from P, where p ij is the diagonal entry of T. In other words, T = toep2 vec(P T ); i; j]. Further :
where eachT ij is an n n submatrix, it can be seen thatT i contains only n unique columns, which are the columns of P, p 1 ; : : : ; p n , and that the j th submatrixT ij contains all the unique columns, i.e., If T is a banded bttb matrix, then the rows and columns ofT have a particular structure. To represent this structure, using an approach similar to Van Loan and
Pitsianis 25], we de ne the constraint matrix S n;! . Given an n n banded Toeplitz matrix T, with upper and lower bandwidths ! = ! u ; ! l , S n;! is an n 2 (n 2 ? (! u + ! l + 1)) f?1; 0; 1g matrix such that S T n;! vec(T ) = 0. For example, let T be a 4 4 banded Toeplitz matrix with bandwidths ! u = 2 and ! l = 1. Then T = 2 6 6 4 t 2 t 1 t 0 0 t 3 t 2 t 1 t 0 0 t 3 t 2 t 1 0 0 t 3 t 2 where S T n;!ũi = S T n; ṽ i = 0. Therefore, A i is an n n banded Toeplitz matrix with upper and lower bandwidths given by !, and B i is an n n banded Toeplitz matrix with upper and lower bandwidths given by . in an optimal Frobenius norm Kronecker product approximation to a banded bttb matrix. The approximation is obtained from the principal singular components of an array P w = W a PW b . It might be interesting to consider whether it is possible to compute approximations which are optimal in another norm. In particular, the method considered in 20, 22, 24] uses a Kronecker product approximation computed from the principal singular components of P. Unfortunately we are unable to show that this leads to an optimal norm approximation. However, there is a very close relationship between the approaches. Since W a and W b are full rank, well-conditioned diagonal matrices, P and P w have the same rank. Although it is possible to establish bounds on the singular values of products of matrices (see, for example, Horn and Johnson 15]), we have not been able to determine a precise relationship between the Kronecker product approximations obtained from the two methods. However we have found through extensive numerical results that both methods give similarly good approximations. Since numerical comparisons do not provide any additional insight into the quality of the approximation, we omit such results. Instead, in the next section we provide an example from an application that motivated this work, and illustrate how a Kronecker product approximation might be used in practice. We note that further comparisons with bccb approximations can be found in 20, 24].
4. An Image Restoration Example. In this section we consider an image restoration example, and show how the Kronecker product approximations can be used to construct an approximate svd preconditioner. Image restoration is often modeled as a linear system: b = Tx + n ; where b is an observed blurred, noisy image, T is a large, often ill-conditioned matrix representing the blurring phenomena, n is noise, and x is the desired true image. If the blur is assumed to be spatially invariant, then T is a banded bttb matrix 1, 21] . In this case, the array P corresponding to a central column of T is called a point spread function (psf) .
The test data we use consists of a partial image of Jupiter taken from the Hubble Space Telescope (hst) in 1992, before the mirrors in the Wide Field Planetary Camera were xed. The data was obtained via anonymous ftp from ftp.stsci.edu, in the directory pub/stsdas/testdata/restore/data/jupiter. We mention that if T is ill-conditioned, which is often the case in image restoration, then regularization is needed to suppress noise ampli cation in the computed solution 21]. Although T is essentially too large to compute its condition number, certain properties of the data indicate that T is fairly well conditioned. For instance, we observe that the psf is not very smooth (smoother psfs typically indicate more ill-conditioned T). Another indication comes from the fact that the optimal circulant approximation of T, as well as our approximate svd of T (to be described below) are well conditioned; speci cally these approximations have condition numbers that are approximately 20.
We also mention that if the psf can be expressed as P = uv T (i.e., it has rank 1), then the matrix T is separable. Using Theorem 3.1, T = A B, where A = toep( p u) and B = toep( p v). E cient numerical methods that exploit the Kronecker product structure of T (e.g., 2, 5, 11]) can then be used. However, as can be seen from the plot of the singular values of P in Figure 4 .2, for this data, P is not rank one, and so T is not separable. We therefore suggest con- over all diagonal matrices and therefore produces an optimal svd approximation, given a xed U = U A U B and V = V A V B . This is analogous to the circulant and bccb approximations discussed earlier, which provide an optimal eigendecomposition given a xed set of eigenvectors (i.e., the Fourier vectors).
In our tests, we use cgls to solve the ls problem Tx b using no preconditioner, our approximate svd preconditioner (with s = 3 terms in equation (4.1)) and the optimal circulant preconditioner. Although we observed that T is fairly well conditioned, we should still be cautious about noise corrupting the computed restorations. Therefore, we use the conservative stopping tolerance jjT T b ? T T Txjj 2 =jjT T bjj 2 < 10 ?4 . Table 4 .1 shows the number of iterations needed for convergence in each case, and in Figure 4 .3 we plot the corresponding residuals at each iteration. The computed solutions are shown in Figure 4 .4, along with the hst observed, blurred image for comparison. 5. Concluding Remarks. Because the image and psf used in the previous section come from actual hst data, we cannot get an analytical measure on the accuracy of the computed solutions. However, we observe from Figure 4 .4 that all solutions appear to be equally good restorations of the image, and from Figure 4 .3 we see that the approximate svd preconditioner is e ective at reducing the number of iterations needed to obtain the solutions. Additional numerical examples comparing the accuracy of computed solutions, as well as computational cost of bccb and the approximation svd preconditioner, can be found in 19, 20] computational complexity between bccb preconditioners and the approximate svd preconditioner depends on many factors. For example:
What is the dimension of P (i.e., the bandwidths of T)? Is a Lanczos scheme used to compute svds of P, A 1 and B 1 ?
Do we take advantage of band and Toeplitz structure when forming matrixmatrix products involving U A , U B , V A , V B and A k , B k , k = 2; ; s?
How many terms, s, do we take in the Kronecker product approximation? For bccb preconditioners: is n a power of 2? If we assume T is n 2 n 2 , and s = O(1), then set up and application of the approximate svd preconditioner is at most O(n 3 ). If we further assume that n is a power of 2, then the corresponding cost for bccb preconditioners is at least O(n 2 log 2 n). It should be noted that the approximate svd preconditioner does not require complex arithmetic, does not require n to be a power of 2, or any zero padding. Moreover, decomposing T into a sum of Kronecker products, whose terms are banded Toeplitz matrices, might lead to other fast algorithms (as has occurred over many years of studying displacement structure 18]). In this case, the work presented in this paper provides an algorithm for e ciently computing an optimal Kronecker product approximation.
