Atmospheric Emissions from the UK Oil and Gas Industry by Wilde, Shona
Atmospheric Emissions







Since 2014, oil and gas (O&G) production in the UK has experienced a resurgence, in-
creasing by 20%. However, increased development has sparked environmental concerns
surrounding the industry. At all stages of the O&G life-cycle harmful air pollutants are
released, negatively impacting air quality and climate at the local, regional and global
scale. However, the full range of emissions remains relatively unknown due to the vast
number of potential sources and lack of observational data. The current inventories are
generally limited by self-reporting and inaccurate emission factors, which subsequently
hinders the assessment of human health and climate risks. This thesis addresses these
issues by providing valuable measurement data relating to both onshore and offshore
O&G production in the UK. First, an extensive analysis of airborne trace gas measure-
ments over four regions of the North Sea, where few observations currently exist, is
presented. Volatile organic compound (VOC) enhancement ratios were utilised to indi-
cate the prevalence of O&G production as the key source of VOCs in these regions and to
investigate the VOC composition related to the type of fossil-fuel product. Second, amass
balance analysis was applied to airborne measurements of plumes downwind of O&G
platforms to quantify emissions from single facilities. A general underestimation in rela-
tion to the reported emissions of both methane (CH4) and total VOCs was found. Distinct
enhancements of VOCs, not reflected in the bottom-up reporting were concurrent with
oil loading operations, identifying a key area for review in the current methodology. Fi-
nally, ground-basedmonitoring at a UK shale gas site, combinedwith amachine learning
technique, revealed well-pad preparation as a significant, understudied source of nitro-
gen oxides (NOx). This demonstrated a need to consider all stages in the well life-cycle
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1.1 Global air quality
The air we breathe is an essential element on which life on Earth depends. Acute and
long-term exposure to poor ambient air quality has exclusively negative effects on both
the environment and human health. In recent years, air pollution has risen to the top
of environmental concerns worldwide, such that 3.4 million premature deaths were at-
tributed to outdoor air pollution in 2017.[1] This figure continues to grow and so, as of
2019, air pollution became the 4th leading risk factor for premature death globally, be-
hind only dietary risks, tobacco and high blood pressure.[2] However, the impacts of poor
air quality are not felt equally across the globe. Developing and low-income countries
such as India, typically face the highest burden, resulting in the largest number of deaths
attributable to air pollution (Figure 1.1).
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Figure 1.1: The number of deaths attributed to outdoor ozone and particulate matter
pollution per 100,000 in 2017.[1]
Over the past several decades, air quality has improved in many high-income coun-
tries due to investment in alternative, cleaner fuels and the implementation of strict air
quality intervention policies.[3] Figure 1.2 shows the number of deaths attributable to
air pollution in 1990 compared to 2017 in each country. The data is plotted as a ratio
of deaths in 1990 to deaths in 2017, against deaths in 2017. The majority of European
countries sit above the 1:1 line, showing a decline in air pollution-related deaths. How-
ever, developing countries, along with many Asian and African countries show the op-
posite trend and typically suffer the worst air quality. Population explosions coupled
with rapid urbanisation has led to the growth of dense urban centres, where the pop-
ulation is exposed to high concentrations of air pollutants.[4] Moreover, such countries
lack the capital for advanced air pollution control and clean energy production.[5] Solid
fuels such as coal and wood are often used as an energy resource, leading to dangerous
levels of indoor air pollution in housing that is generally poorly ventilated. The dispar-
ity between socio-economic development and air pollution exposure also extends to the
developed world, where a recent UK study concluded "in respect of traffic emissions the
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poor pollute the least and are polluted the most".[6] This issue was recently exposed in the
UK due to the death of Ella Adoo-Kissi-Debrah, a 9 year old girl from south-east London,
who became the first person in the UK to have air pollution listed as a cause of death.[7]
Despite extensive scientific research into the causes and complex interactions between
air pollutants, the environment and human health, the quality of the air we breathe still
remains an issue at the forefront of global health.
Figure 1.2: Ratio of deaths attributed to outdoor air pollution in 1990 and 2017 against
attributable deaths in 2017. The dashed line represents parity, where the number of




Air pollution is defined as an "atmospheric condition in which substances are present at
concentrations higher than their normal ambient levels to produce measurable adverse
effects on humans, animals, vegetation, or materials".[8] This definition acknowledges
the fact that air pollutants have both natural and anthropogenic sources. For example,
methane (CH4) is introduced to the atmosphere by natural processes such as the break-
down of organic material and the decay of plant matter in wetlands, but is also emitted
fromhuman sources such as oil and gas (O&G) extraction and landfills. Therefore, the at-
mospheric abundance of a species is influenced by the accumulation of both natural and
man-made emissions. Despite this, the primary issues due to air pollution are typically
associated with anthropogenic emissions from traffic, industrial and domestic sources.
Within primary and secondary pollutants, there are thousands of unique compounds,
which exist in both the gas and particle phases. However, there are certain "criteria" pol-
lutants which are regularly monitored and for which legislation regarding the quantity
of emissions exists. These are the species with the strongest evidence of health effects
and are therefore targetted in mitigation policies. These species include: particulate
matter (PM), of various size fractions, the most common of which are PM2.5 and PM10
(PM with a diameter of less than 2.5 and 10 microns respectively), ozone (O3), nitrogen
dioxide (NO2), sulphur dioxide (SO2) and carbonmonoxide (CO). All the aforementioned
species are primary pollutants with the exception of O3, which is a secondary pollutant
formed photochemically from the emissions of nitrogen oxides (NOx) and volatile or-
ganic compounds (VOCs) (Section 1.5.1). Additional, less widely monitored species also
include benzene, 1,3-butadiene, polycyclic aromatic hydrocarbons (PAHs) and heavy
metals such as lead and arsenic. Exposure to these species has been widely linked to
increases in mortality and hospital admissions due to respiratory and cardiovascular
disease.[9] Whilst those effects usually emerge from prolonged exposure to significantly
enhanced levels of air pollutants, milder effects, such as headaches, shortness of breath
and eye irritation have also been noted at very low levels of exposure.[10] Furthermore,
air pollution is thought to threaten brain health, with long term exposure linked to de-
mentia[11] and more nuanced symptoms such as behaviour change and lack of concen-
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tration associated with lower levels of exposure.[12]
Elevated levels of air pollutants have also been found to impact ecosystems. Specif-
ically, tropospheric O3 damages plants, causing reduced survival and hence has been
linked to reduced crop yields around the world.[13] One study estimated that O3 may
reduce yields by up to 227 million tonnes a year.[14] Similarly, emissions of nitrogen-
containing species (ammonia (NH3) and NOx) and SO2 are deposited in water, soil and
on vegetation as "acid rain", which can affect the soil acidity. Acidification effects a plants
ability to grow and can therefore lead to changes in species composition and reduce bio-
diversity.[15]
Consequently, the World Health organisation (WHO) recommends concentrations of
these pollutants must be maintained under thresholds to reduce harm to both human
and environmental health. The guideline values are displayed in Table 1.1. Since both
long and short-term exposure to air contaminants can have negative impacts, multiple
guideline values over different aggregation periods exist for some pollutants. However,
it is unclear whether true threshold concentrations below which there are no effects on
health exist.
Table 1.1: World Health Organisation (WHO) guideline values for air quality.[16]
Pollutant Limit value Limit type
PM2.5 10 µg m-3 Annual mean
25 µg m-3 24-hour mean
PM10 20 µg m-3 Annual mean
50 µg m-3 24 hour mean
O3 100 µg m-3 8-hour mean
NO2 40 µg m-3 Annual mean
200 µg m-3 1-hour mean
SO2 20 µg m-3 24-hour mean
500 µg m-3 10-minute mean
1.2.1 Volatile organic compounds
Air pollutants of interest are not limited to those in Table 1.1. The term VOC refers to
the myriad of carbon-containing compounds present in mixing ratios at the parts per
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trillion (ppt)–parts per billion (ppb) level.[17] By definition, this excludes the three most
abundant, but generally less reactive, carbon-containing compounds: carbon dioxide
(CO2), CH4 and carbon monoxide (CO), which are present in much larger mixing ratios
and behave differently in the atmosphere. Whilst there is no definitive list of every VOC,
they are typically compounds with less than 15 carbon-atoms, which have a high vapour
pressure and lowboiling point. Examples of VOCs include ethane, propane, benzene, and
isoprene.
VOCs have a huge number of sources, which are both biogenic and anthropogenic in
origin.[18] By mass, the majority of global VOC emissions are emitted naturally from veg-
etation. The global annual flux of biogenic VOC is estimated at approximately 1000 Tg,
with isoprene accounting for half of this emission.[19] However, in urban environments
anthropogenic sources of VOCs are the most prevalent, emitting approximately 142 Tg
of carbon per year in the form of VOCs.[20] The anthropogenic contribution to VOC emis-
sions is dominated by combustion processes (vehicle exhausts and biomass burning) and
the extraction of fossil fuels (oil, gas, coal).[21] Other sources include organic solvents and
landfills.[22] VOC emissions from vehicles are primarily composed of species containing
multiple bonds (double or triple) such as ethene, acetylene, butene and toluene.[23,24]
Emissions fromO&G extraction are compositionally different to those from combustion.
O&G production platforms are strong point sources of both CH4 and VOCs, where trace-
gas emissions are typically dominated by alkanes (ethane, propane, butanes, pentanes,
hexanes), along with some aromatic species such as benzene and toluene.[25]
Interest in VOC emissions is primarily due to their role as precursors to tropospheric
O3[26] and SOA formation (Section 1.5). However, some species, such as 1,3-butadiene
are directly hazardous to human and plant health.[27] Similarly, benzene is a recognised
human carcinogenic compound,[28] predominantly emitted from industrial and domes-
tic combustion processes in addition to evaporative emissions from road transport.[29]
Therefore, the European Commission sets standards for these two species. It is written
that benzene should not exceed an annual mean of 5 µg m-3 and the maximum annual
running mean of 1,3-butadiene should not exceed 2.25 µg m-3.[30]
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1.3 Air pollution and climate
Atmospheric emissions also play a key role in global climate change. Since the pre-
industrial period (between 1850–1900), the Earth’s temperature has been rising at an un-
precedented rate. The year 2019 was declared the second warmest year in the 140-year
record and nine of the warmest ten years have occurred since 2005.[31] The increases in
global temperature are strongly linked to the accumulation of greenhouse gases (GHG)
such as carbon dioxide (CO2) and CH4 in the atmosphere. Anthropogenic emissions of
greenhouse gases have also increased since the pre-industrial era, driven mainly by the
combustion of fossil fuels resulting from economic and population growth. This has led
to strong enhancements of the atmospheric concentrations of these pollutants. Figure 1.3
shows global CO2 emissions superimposed onto global "climate stripes". Climate stripes
are a visual representation of long-term temperature trends. Each "stripe" represents a
year, coloured by the global temperature anomaly for each year, compared to the av-
erage throughout a 30-year reference period (1971–2000).[32] The average temperature
in the reference period is set as the boundary between blue (cooler) and red (warmer)
colours. Figure 1.3 exposes the correlation between rising global temperatures and emis-
sions of CO2, particularly in the past two decades. Furthermore, global atmospheric
CO2 reached a record high of 409.8±0.1 ppm in 2019.[33] This figure continued to rise
in 2020, totalling 412.5 ppm, despite the economic slowdown caused by the coronavirus
pandemic.
Greenhouse gases work to warm the planet by absorbing and radiating heat from the
Earth’s land and ocean surfaces. Whilst this effect is necessary to prevent the planets av-
erage temperature dropping below zero, high concentrations of greenhouse gases have
tipped the Earth’s energy budget out of balance by trapping additional heat and thus
raising the average temperature. Perturbations in the Earth’s radiative energy budget
are described by the term "radiative forcing" (RF). RF is defined as the change in net ir-
radiance (W m-2) at the tropopause imposed by external factors, where positive forcing
results in warming and negative forcing leads to cooling.[34] CO2 and CH4 are the most
radiatively important gases with an RF of +1.83 W m-2 and +0.61 W m-2, respectively.[35]
The effect of CO2 is particularly potent due to its high atmospheric concentrations
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Figure 1.3: "Climate stripes" showing the global average temperature compared to a
1971-2000 reference period.[32] Superimposed is the annual global CO2 emissions (black
line).[33]
(408 ppm compared to 1850 ppb of CH4 in 2017)[36] and long lifetime within the atmo-
sphere (100s of years), meaning it’s warming effect acts over large temporal scales. How-
ever, rising CO2 is tempered by oceanic uptake, which accounts for a third of anthro-
pogenic carbon emitted into the atmosphere.[37] It is estimated that between 1750–2011,
the cumulative anthropogenic CO2 emissions were 2040±310 Gt. Of these emissions,
around 40% have remained in the atmosphere with the remainder removed from the
atmosphere by vegetation and the ocean.[38] Without this sink, global CO2 would be now
approximately 450 ppm and therefore the current rate of climate change would be ex-
acerbated.[37] However, oceanic CO2 uptake can also have detrimental effects on the en-
vironment. It causes reductions in pH and alters the fundamental balance of oceanic
chemicals, leading to ocean acidification.[39]
In terms of RF, CH4 is not as powerful as CO2, primarily due to it’s much shorter at-
mospheric lifetime, which is approximately 12–15 years.[40] However, a tonne of CH4 is
8
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moremuch efficient at absorbing heat compared to the equivalent weight of CO2. There-
fore over shorter time-scales, CH4 is a much more effective greenhouse gas. The global
warming potential (GWP) was developed to facilitate the comparison of different trace
gases with respect to their influence on the climate system. It is defined as "the heat ab-
sorbed by any greenhouse gas in the atmosphere, as a multiple of the heat that would be
absorbed by the same mass of CO2".[41] GWP is often assessed over short time scales of
either 20, 50 or 100 years. In terms of CH4, GWP[100] = 28, meaning it is 28 times more
potent than the equivalent mass of CO2 over a 100-year period.[41]
There are also indirect effects of atmospheric CH4, such as the fact that CH4 is a pre-
cursor to O3, which is itself a GHG with an RF of +0.35 W m-2.[41] Chemical oxidation of
CH4 via reaction with the hydroxyl radical (OH) is the major removal pathway for CH4
and leads to the production of other climate active gases (CO2 and O3). Tropospheric
concentrations of OH are governed by the CH4 abundance such that, the net effect is that
emissions of CH4 suppress the concentrations of OH. This reduces the primary CH4 sink
and prolongs the CH4 lifetime, which amplifies the response of CH4 concentrations to
changes in emissions. This is known as the CH4 feedback.[42] This feedback increases the
RF, GWP, and environmental impact of CH4 emissions. Therefore, it is recognised that
reducing CH4 emissions is crucial to slow the rate of warming.
The oxidizing capacity of the troposphere and hence the atmospheric lifetime of CH4
is also controlled by emissions of NOx, CO and VOCs. These species indirectly act as GHGs
through their influence on atmospheric chemistry. Warming effects are predominantly
induced by changes in the burden of tropospheric O3. This burden has increased, partic-
ularly in the Northern Hemisphere, since 1850 due to the growth in emissions of NOx.[43]
Moreover, VOCs react with OH in the presence of NOx and sunlight to produce O3 and
are therefore indirectly associated with positive RF and hence warming. On the other
hand, NOx can also lead to negative RF and have cooling impacts. Excess burdens of OH
can build up in regions with high NOx emissions, which therefore increases the strength
of the sink for CH4 removal with OH and decreases the CH4 burden.[44]
Overall, reducing CH4 is an attractive option for jointly addressing both climate and
air quality goals. Concentrations of CH4 havebeen rising steadily again since 2007 follow-
ing a reasonably steady period throughout the 1990s and early 2000’s.[45] Evidence shows
9
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that this growth has accelerated in the last 4 years, for which the causes are not yet fully
understood.[46] In 2019, atmospheric CH4 concentrations reached a record high, peaking
at 1877 ppb, which was 260% of pre-industrial levels.[47] This could have disastrous im-
plications for the climate goals agreed under the Paris Agreement, which aims to limit
global warming to "well below 2 ◦C", preferably 1.5 ◦C, compared to pre-industrial lev-
els.[48] According to the Emissions Gap Report 2019 by the UN Environment Programme,
countries must increase their mitigation commitments in 2020 by a factor of three to
achieve the well below 2 ◦C goal, and by more than a factor of five to achieve the 1.5 ◦C
goal.[49]
CH4 has six major sources; natural wetlands, paddy rice fields, livestock, biomass
burning, aerobic decomposition of organic waste and the exploitation and transport of
fossil fuels.[50] Of these sources, anthropogenic emissions are estimated to contribute at
least 60% to total CH4 emissions.[51] Furthermore, the global fossil fuel industry (pro-
duction and usage of natural gas, oil and coal) is thought to contribute 15–22% of global
CH4 emissions.[52,53] Since natural sources are typically much harder to control and an-
thropogenic emissions are relatively large by comparison, reducing CH4 emissions from
the fossil fuel industry is an appealing option if the Paris Agreement aims are to be at-
tained.[46] Furthermore, modelling studies show that neither the climate or air quality
benefits of CH4 mitigation depend strongly upon the location of the CH4 emission reduc-
tions. This implies that the lowest cost emission controls can be targeted, which means
targetting CH4 as a mitigation strategy for global warming is also accessible to the devel-
oping world.[54]
1.4 The influence of meteorology
The fate of atmospheric pollutants is not only influenced by emissions, but also by chem-
ical transformation, transport and deposition. Different meteorological conditions can
significantly reduce or aggravate pollutant concentrations, which can directly influence
human exposure. Figure 1.4 shows an example of a variable importance plot, which is
commonly used to identify which variables are most influential when predicting pollu-
tant concentrations.[55] Clearly, meteorological variables such as wind speed, air temper-
ature and air mass origin (back trajectory cluster) are crucial for explaining air quality
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observations. Often it is difficult to establish whether a decrease in pollutant concentra-
tions is due to a reduction in emissions or changes in the weather conditions. In some
cases, the horizontal and vertical transport of pollutants can have a greater effect on
air quality than a change in emission source strength.[56] A selection of the variables in
Figure 1.4 are discussed in more detail in the following paragraphs.
Figure 1.4: Variable importance for predicting PM10 concentrations in Switzerland. Dots
represent the mean increase in mean square error (MSE) and the lines represent the
interquartile range for each variable. Adapted from Grange et al. [55].
Pollutants emitted from sources at the surface accumulate in troposphere. This is the
lowest layer of the atmosphere and typically extends up to an average altitude of 12 km.
Approximately 75–80% of the mass in the atmosphere exists within the troposphere and
almost all weather patterns occur within this layer.[57] The troposphere is bounded from
the stratosphere (10–50 km) above by the tropopause, which is marked by a temperature
inversion. This minimises mixing between the layers, which means most surface emis-
sions are trapped in the troposphere. The troposphere is characterized by rapid vertical
transport and mixing caused by surface heating. Therefore, the lowest part of the tropo-
sphere is the warmest and temperature typically declines with increasing altitude.[58]
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The lowest layer of the troposphere is termed the planetary boundary layer (PBL). It
is the region of the troposphere that is directly influenced by processes at the surface,
such as pollutant emissions and heat transfer.[59] Surface heating drives the evolution
of the PBL. The non-uniform nature of energy transfer between the surface and atmo-
sphere means the PBL structure is highly variable on both temporal and spatial scales.
The boundary layer height (BLH) varies from 100–3000 m and is typically much shal-
lower and less variable over the ocean, since water can absorb large amounts of heat
with relatively little temperature change.[59] On land, the lower heat capacity results in
a greater diurnal variation and deeper mixing layers. The BLH governs the extent to
which atmospheric emissions can disperse andmix in the vertical and is usuallymarked
with a temperature inversion, which separates the PBL from the free troposphere. Pol-
lutant concentrations are often influenced by the structure and diurnal variability of
the boundary layer. As the PBL grows throughout the day, pollutants are diluted as they
mix with cleaner air from the free troposphere. Similarly, as the PBL shrinks at night-
time in the absence of surface heating, emissions becomemore concentrated as they are
confined to a smaller volume of the atmosphere.
Whilst the BLH dictates how pollutants can disperse in the vertical, wind speed and
direction play an important role in the horizontal transport of emissions from the source.
Highwind speeds result in the rapid dispersion of pollutants, leading to lower concentra-
tions in the vicinity of the source. However, this can lead to enhanced levels of pollution
in areas downwind. Low wind speeds have the opposite effect, particularly in cold tem-
peratures when the BLH is low, which results in the build-up of pollutants close to the
source of emission. Similarly, the wind direction has a strong influence on pollutant con-
centrations since it directs the travel of emissions from their source. Concentrations are
likely to be enhanced if the wind comes from a direction where industrial emissions are
present in comparison to a directionwhich is lacking in point sources. A nice illustration
of this is presented in Grange and Carslaw [56], where the Dover Landon Cliff monitor-
ing site exclusively experienced high SO2 concentrations under southerly winds, which
favoured the transport of emissions from the Port of Dover to the monitoring site.
An additional factor to consider is the topography, which can prevent pollutants from
being dispersed away from their source. The Uinta Basin of Utah functions as a topolog-
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ical barrier, where the Wasatch Mountains to the west and the Uinta Mountains to the
north provide a huge bowl, which can contain a stagnating air mass. Pollution episodes
occur during a meteorological phenomenon known as “cold-air pools”, where surface
cooling leads to stable vertical stratification of the PBL, trapping air laterally within
the basin topography.[60] Furthermore, there are approximately 9,000 active O&G wells
alongside extensive production and transport infrastructure in the Uinta Basin, which
give rise to high levels of atmospheric pollution.[61] Emissions of O3 precursors (NOx and
VOCs) from O&G production combined with cold air pools and enhanced photolysis, ow-
ing to the higher albedo of snow, drive wintertime pollution episodes in the basin and
have resulted in numerous documented exceedances of the National Ambient Air Qual-
ity Standard (NAAQS) for O3.[62,63]
Although most emissions of ambient air pollution originate from local or regional
sources, larger scale meteorological process can also drive air quality. Pollutants which
have significant atmospheric lifetimes and hence survive in the atmosphere for more
than a few hours, can travel long distances away from their source. For example, in the
UK, air pollution episodes of elevated surface PM concentrations can occur as a result
of intercontinental transport. During Spring 2014, significantly enhanced PM10 concen-
trations were observed across the majority of monitoring sites in the UK, attributed to
the transport of a Saharan dust plume. In addition, further study into the composition
of the particles, found that the elevated PM was mainly composed of ammonium ni-
trate, driven by agricultural ammonia emissions in continental Europe. An area of high
pressure located over Europe in combination with relatively low surface temperatures
(8–14 ◦C) limited the evaporation of ammonium nitrate, enhancing the particle lifetime
and the potential influence of its long-range transport.[64] It follows that reducing emis-
sions in Europe would have similar benefits in reducing episodic PM concentrations in
the UK. Therefore, in addition to local and regional efforts to mitigate air pollution, in-




1.5 Tropospheric chemistry of key pollutants
The quantity of a certain pollutant in the atmosphere at any one time depends on the
balance that exists between its chemical sources and sinks. Species are continuously
created and destroyed due to the complex web of chemical and physical processes that
occur within the atmosphere. Whilst 99% of the mass within the atmosphere is com-
posed of N2 and O2, much of the chemistry is driven by trace gases present in much
lower abundances. One of themost important species is the hydroxyl radical (OH). Often
referred to as the "atmosphere’s detergent", OH governs a high proportion of oxidation
reactionswithin the atmosphere, despite being present in low concentrations. Themean
northern and southern hemispheric OH concentrations are 0.91×106 molecules cm-3 and
1.03× 106 molecules cm-3, respectively.[65] The reaction of trace gases with oxidants such
as OH is typically the rate determining step in their removal from the atmosphere. The
most important OH formationmechanism globally is via the photolysis of O3 (R1.1). This
produces excited O(1D) atoms which either react with water vapour to form OH radicals
(R1.2), or are quenched by air molecules (R1.3).
O3 + hv −→ O(1D) +O2 (λ < 310 nm) (R1.1)
O(1D) +H2O −→ 2OH (R1.2)
O(1D) +M −→ O(3P ) +M M = N2 or O2 (R1.3)
Additionally, the photolysis of nitrous acid (HONO) has been well documented as
an important source of OH in the polluted urban atmosphere.[66,67] Potential formation
pathways of HONO include direct emissions (vehicles, soil and biomass burning), reac-
tion of NOwith OH, and NO2 conversion on ground or aerosol surfaces.[68] Production of
OH occurs through HONO decomposition in the presence of sunlight, shown in R1.4.
HONO + hv −→ OH +NO (300 nm < λ < 405 nm) (R1.4)
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Since OH is predominantly formed photochemically, OH concentrations are highest
during the day before approaching zero at night. Therefore, removal by OH oxidation is
predominantly a day time process. Ozonolysis is also a significant source of OH and is
discussed in Section 1.5.2. At night, other processes take over and the night-time oxidant,
the nitrate radical (NO3), becomes dominant. The nitrate radical is generated by reaction
of NO2 with O3 as in R1.5. The NO3 radical reacts with NO2 to form an equilibrium with
N2O5 (R1.6), which is an important night-time source of nitric acid.[69] Both reactions R1.5
and R1.6 occur throughout the day, however NO3 is readily photolysed by sunlight and
so is heavily suppressed during daytime hours (R1.7).
NO2 +O3 −→ NO3 +O2 (R1.5)
NO3 +NO2 ⇀↽ N2O5 (R1.6)
NO3 + hv −→ NO2 +O(3P ) (λ < 590 nm) (R1.7)
1.5.1 Tropospheric O3 formation
The OH radical is part of a chemically coupled system involving HO2, NOx (NO and NO2)
and O3. Changes in tropospheric O3 are of concern for a variety of reasons, such that
in many environments around the world, air pollution is characterised by the forma-
tion of secondary oxidants such as O3. Whilst, it is not emitted directly, O3 formation oc-
curs through a series of photochemical reactions between primary emissions of NOx and
VOCs. Fundamentally, the production of O3 in the troposphere relies on the photolysis of
NO2, which is the only significant anthropogenic source of O3.[70] The photo-dissociation
of NO2 in sunlight yields NO along with O(3P) (the ground electronic state oxygen atom),
as in R1.8. The subsequent association of O(3P) with O2 via a termolecular reaction with
a co-reactant (M) yields O3 (R1.9). O3 is destroyed through rapid reactionwith NO to form
NO2 (R1.10). In clean atmospheres with low VOC concentrations this creates a system of
net zero O3 formation, called the photostationary steady state (PSS).
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NO2 + hv −→ NO +O(3P ) (λ < 410 nm) (R1.8)
O(3P ) +O2 +M −→ O3 +M (R1.9)
O3 +NO −→ NO2 +O2 (R1.10)
Reactive species which catalyse the oxidation of NO to NO2 perturb the PSS and can
therefore facilitate net O3 production. The presence of VOCs (including CO and CH4)
propagates the formation of O3 through reaction with OH. This process is illustrated us-
ing a general formula (RH) to represent VOCs in the following reaction scheme. In the
first step, OH reacts with RH in the presence of O2 to form peroxy radicals (RO2) through
the abstraction of a single hydrogen atom (R1.11). The simplest peroxy radical (HO2) is
formed from the oxidation of CO to CO2 by OH (R1.12).
RH +OH
O2−−→ RO2 +H2O (R1.11)
CO +OH
O2−−→ HO2 + CO2 (R1.12)
Peroxy radicals can then oxidise NO to NO2, as in R1.13. In high VOC, lowNOx regimes
cross reactions between peroxy radicals dominate over R1.13, leading to the chain ter-
mination of radical cycling (R1.14).[71] Alkyl nitrates are also formed in a minor branch
of the reaction of NO with organic peroxy radicals (R1.15).[72] The yield of alkyl nitrates
varies with the structure of the R substituent and becomes increasingly important as the
alkane gets larger. For example the yield of small alkyl groups (R = CH3) is typically less
than 1% but yields of up to 20% have been observed for biogenic VOCs.[73]
RO2 +NO −→ RO +NO2 (R1.13)
RO2 +RO2 −→ products (R1.14)
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RO2 +NO +M −→ RONO2 +M (R1.15)
R1.13 creates NO2 without the destruction of an O3 molecule as in R1.10, which leads
to net production of O3 via R1.8 and R1.9. The resulting alkoxy radical (RO) from R1.13
reacts rapidly with O2 to form a carbonyl (RCHO) and HO2 (R1.16).
RO +O2 −→ RCHO +HO2 (R1.16)
In polluted conditions where there is an abundance of NOx, R1.16 generally leads to
additional peroxy-radical catalysed oxidation of NO to NO2 and the regeneration of OH
(R1.17).
HO2 +NO −→ OH +NO2 (R1.17)
However, in low NOx conditions, HO2 reacts with O3 leading to the catalytic destruc-
tion of O3 (R1.18).
HO2 +O3 −→ OH + 2O2 (R1.18)
The scheme above demonstrates how OH oxidation of VOCs in the presence of NOx
can lead to the net production of O3. However, depending on the concentration of NOx,
OHmay have a another fate, where it reacts with NO2 to form nitric acid (R1.19).[74] This
represents a sink for both OH and NOx.
OH +NO2 +M −→ HNO3 +M (R1.19)
Clearly, there is a balance between net photochemical O3 production and net photo-
chemical O3 destruction, which is highly dependent on the abundance of NOx and VOCs.
This dependence is best demonstrated using "O3 isopleth diagrams", as shown in Fig-
ure 1.5. Isopleth diagrams show the initial conditions which give rise to equivalent O3
concentrations and these are connected by the relevant isopleth. Importantly, Figure 1.5
highlights the non-linearity of O3 production with respect to NOx and VOCs.
Figure 1.5 can be interpreted in term of two different chemical regimes, separated
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Figure 1.5: Example O3 isopleth diagram, showing the net rate of O3 production in ppb as
a function of VOC and NOx mixing ratios. Figure taken from Monks [74].
by the characteristic ridge line. To the left of the ridge line is the VOC-limited regime.
Ratios of VOC/NOx in this region are typical of highly polluted urban environments. Here,
reducing the VOC concentrations at constant NOx leads to lower peak O3 concentrations.
However, lowering NOx concentrations at constant VOC would actually lead to higher
peak O3 until the ridge line is reached. In this relatively high-NOx regime, NO2 effectively
competes with the VOCs for the OH radical (R1.19), slowing the production of peroxy
radicals through VOC oxidation. As NOx is decreased, more OH is available to react with
VOCs (R1.1), leading to a greater production of O3.[75]
To the right of the ridge line is the NOx-limited regime, where VOC/NOx ratios are
characteristic of those in rural and suburban areas downwind of cities. In this region
of relatively high VOC concentrations, there is a high abundance of available peroxy
radicals to convert NO to NO2, therefore reducing VOCs at constant NOx has no effect on
peak O3 concentrations. However, the photolysis of NO2 is an important source of O3,
therefore reducing NOx directly leads to a decrease in O3.[75]
Isopleth diagrams are often used to develop air quality policy and mitigation strate-
gies. Due to the dominance of vehicular emissions in urban areas, NOx is often a target
for control policies. However, isopleths show that NOx reductions can have significantly
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different impacts depending on the VOC/NOx ratio and the reactive mix of VOCs. Simi-
larly, reducing VOCs is only effective under VOC-sensitive regimes, where NOx is high.
When the system is NOx-limited, O3 concentrations are not sensitive to the concentration
or composition of VOCs.
1.5.2 VOC chemistry
In the atmosphere, VOCs primarily react with oxidants such as OH radicals, NO3 radi-
cals and O3. The chemical structure of different VOCs determines how readily oxidation
reactions take place and hence can dictate which species are most influential in O3 pro-
duction. The longevity of VOCswithin the atmosphere is dependant on their atmospheric
lifetimes with respect to these oxidants. The lifetime (τ) of a chemical (X) depends in-






Table 1.2 shows the approximate lifetimes of selected VOCs (including CH4) due to
the reaction with OH, NO3 and O3. It is clear that the lifetime of CH4 is much greater
than the other VOCs, which is due to the high C-H bond dissociation energy. Therefore,
CH4 is sufficiently long-lived to play a significant role in terms of the global troposphere,
as well as on a local and regional scale. Ethane is the longest lived non-methane hy-
drocarbon (NMHC) and together with propane is often poorly reproduced in chemical
models in comparison to measurements.[76] This is attributed to underestimations in an-
thropogenic fossil fuel emissions.[76]
1.5.2.1 Alkanes
Alkanes react with OH radicals, slowly with NO3 radicals, but not at measurable rates
with O3. The dominant loss process is through reaction with OH by H-atom abstraction
from C-H bonds to form peroxy radicals, as described previously. Generally, the lifetime
decreases with increasing chain length due to the number of abstractable H-atoms. Sim-
ilarly, the lifetime also decreases with increasing complexity of the alkane. The C-H bond
strength is largest for primary alkanes and smallest for tertiary alkanes, due to the rela-
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tive stability of the radical that is formed. Therefore, abstraction of a tertiary H-atom is
more favourable than a primary H-atom.[77]
Table 1.2: Tropospheric lifetime of selected VOCs with respect to reaction with OH and
NO3 radicals and O3.[78]
VOC OH NO3 O3
Methane ~12 years > 120 years > 4,500 years
Ethane 60 days > 12 years > 4,500 years
Propane 13 days > 2.5 years > 4,500 years
n-Butane 6.1 days > 2.5 years > 4,500 years
n-Octane 1.8 days 260 days > 4,500 years
Ethene 1.8 days 225 days 9.7 days
Propene 7.0 hours 4.9 days 1.5 days
Acetylene 19 days > 2.5 years 5.8 years
Ethanol 4.7 days > 51 days -
Benzene 12.5 days > 6 years > 4.5 years
Toluene 2.6 days 1.9 years > 4.5 years
1.5.2.2 Alkenes
Alkenes are reactive towards all three of OH, NO3 and O3. The reactions mainly pro-
ceed via addition to the C=C double bond(s). The high electron density in the double
bond means it is susceptible to attack and therefore the lifetime of an alkene is shorter
than its equivalent alkane. The major reaction pathway of alkenes with the OH radical
involves OH addition to form β-hydroxyalkyl radicals, as shown in R1.21 for but-1-ene.
Theminor reaction pathway involvesH-atomabstraction from the C-H bonds of the alkyl
substituents and accounts for < 10% of the overall reaction for but-1-ene at room tem-
perature,[79] but is not discussed here.
CH3CH2CH CH2 + OH
M
CH3CH2CH(OH)CH2 (R1.21)
The β-hydroxyalkyl radicals react solely and quickly with O2 to form β-hydroxyalkyl
peroxy radicals (R1.22).[80] Analogous to the reactions of alkyl peroxy radicals, the β-
20
Chapter 1. Introduction
hydroxyalkyl peroxy radicals react with NO to form a hydroxyalkoxy radical and NO2
(R1.23).[80] Similarly, the reactions of the NO3 radical with alkenes proceed via addition
to form a β-nitrooxyalkyl radical (R1.24). Subsequent reactions of β-nitrooxyalkyl rad-







CH3CH2CH(OH)CH2O + NO2 (R1.23)
CH3CH2CH CH2 + NO3
M
CH3CH2CHCH2ONO2 (R1.24)
Alkenes react with O3 via two distinct steps, displayed by the scheme in Figure 1.6.
The first is addition of O3 across the double bond to form a primary ozonide, followed
by decomposition to a carbonyl and a carbonyl oxide, known as a Criegee intermediate
(CI).[81] CIs are of interest as their decomposition can lead to significant, non-photolytic
production of OH, HO2 and RO2 radicals, which can have impacts on the oxidising ca-
pacity of the atmosphere.[82] Measurements from field campaigns have shown that up
to 30% of total OH radical production can be attributed to alkene ozonolysis.[83] CIs can
also be collisionally stabilised through interactions with other molecules to form a sta-
bilised CI (SCI). SCIs can be sufficiently long-lived to undergo bimolecular reactions and
can affect climate through the formation of inorganic and organic aerosol. They have
also been identified as an important additional oxidant species[84] and can contribute
significantly to the sulphuric acid budget.[85] At high VOC to NOx ratios and low relative
humidity, the oxidation of SO2[86] by SCIs is important for the production of organic acids
and sulfate (SO2−4 ). The impact of this mechanism was quantified through simulations
by Sarwar et al. [87], who suggested a maximum enhancement of up to 4 µg m3 in SO2−4
over a 24-hour period due to SCI chemistry. Given that SO2−4 is a key component of at-




Figure 1.6: Reaction scheme for O3 addition to an alkene, forming a primary ozonide,
followed by decomposition to a carbonyl and Criegee intermediate (CI). Adapted from
Khan et al. [81]
1.5.2.3 Aromatics
In terms of mono-aromatic compounds, benzene and alkyl-substituted benzenes such
as toluene react with both OH and NO3 radicals, where reaction with OH is the domi-
nant removal process.[26] The OH reactions proceed in twoways, displayed by Figure 1.7.
Firstly by H-atom abstraction, typically from the C-H bonds of alkyl substituent groups.
The second pathway involves reversible OH addition to the aromatic ring to form an
OH-aromatic adduct.[80] The H-atom abstraction is the minor pathway and accounts for
< 10% of the total reactions between OH and alkyl-substituted benzenes.[80] The alkyl-
substituted benzyl radicals formed are analogous to the alkyl radicals discussed earlier
and following the formation of a peroxy radical, react in the presence of NO to produce






Figure 1.7: Scheme showing reaction of OH with toluene by (a) H-abstraction from the




C6H5CH2O + NO2 (R1.26)
C6H5CH2O + O2
M
C6H5CHO + HO2 (R1.27)
The major reaction pathway is the formation of OH-aromatic adducts (Figure 1.7,
pathway b), which react rapidly with O2 and NO2. In polluted urban air masses, the
dominant reaction of the OH adducts is with O2 by either H-abstraction to give phenolic
compounds or by addition to form peroxy radicals,[80] displayed in Figure 1.8. The phe-
nolic route has been shown to be relativelyminor and decreases for themore substituted
aromatics.[88] For example, in the case of toluene this route accounts for only 16% of the
total products.[89] In the peroxide-bicyclic pathway, the OH adduct reacts with O2, losing
aromaticity and forming a non-aromatic ring-retaining peroxy bicyclic peroxy radical
(BPR). Under high-NO conditions, relevant to urban environments, BPRs also react with
NO to form bicyclic oxy radicals, which decompose to ring-scission carbonyl products
such as methyl-glyoxal and biacetyl.[90] This pathway is of importance since both ring-
retaining and ring-scission compounds are expected to be low in volatility and contribute
significantly to secondary organic aerosol (SOA) (Section 1.5.3).[91]
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Figure 1.8: Scheme showing two possible reaction pathways of the OH-aromatic adduct
formed from the reaction of OH with toluene. Adapted from Atkinson [80].
1.5.3 Secondary organic aerosol formation
Gas-phase reactions of VOCs are not only important for O3 formation but also regarding
that of SOA. SOA accounts for the major fraction of atmospheric aerosol and causes con-
cern for a number of reasons. As a major contributor to fine particulate matter, SOAs
have potentially negative respiratory health effects, particularly at the high concentra-
tions found in urban environments. At the regional scale, SOAs can contribute to the
formation of photochemical smog since they limit visibility by scattering and absorbing
visible radiation.[92] At a global level, SOAs affect the Earth’s radiative balance both di-
rectly and indirectly. The direct affect arises from the scattering of solar radiation, which
results in the cooling of the Earth’s surface.[93] Indirect effects occur through the change
in cloud properties[94], where SOA act as nuclei for cloud formation by providing sites
for surface and condensed-phase chemistry to take place in the atmosphere.
SOA is formed from the successive oxidation of VOCs, which occurs predominantly
through reaction with OH, NO3 or O3 (Section 1.5.2). The oxidation process adds func-
tional groups to the organic gas molecules, which lowers the vapour pressure, forming
products of lower volatility that subsequently partition into the condensed phase.[95] The
rate constants for oxidation reactions have been measured for a large number of VOCs,
however those leading to significant SOA formation are typically the larger and more
complex compounds, for which the rate constants are relatively unknown.
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SOA formation can involve biogenic or anthropogenic VOCs. Specifically, chamber
experiments indicate that biogenic VOCs such as monoterpenes have high aerosol for-
mation yields.[96] Despite being among the most abundant biogenic VOCs, isoprene has
generally been discarded as an important precursor of SOA due to the high volatility of
it’s known reaction products. However, there is an increasing volume of work show-
ing that despite the low SOA yield, emissions are sufficiently large to make a significant
contribution to particulate production.[97,98] The majority of anthropogenic SOA is pro-
duced from aromatic compounds from vehicle emissions.[99] In addition, the production
of viscous crude oil and bitumen has also been noted as a potentially large source of SOA
due to the evaporation of low-volatility organic vapours from mined material.[100] This
could be particularly important in production and refining regions across the globe and
should be considered when assessing the impacts of the O&G industry.[100]
1.6 Emissions from the oil and gas industry
Figure 1.9: Oil & gas share of global emissions in 2015.[101]
Atmospheric emissions of GHGs from the O&G industry account for 42% of all global
anthropogenic GHG emissions (Figure 1.9).[101] Included in this figure are direct and indi-
rect emissions, in addition to those from the O&G value chain (product sale and use). Di-
rect emissions are the most obvious to identify and are defined as those that result from
the activity of interest. In the case of O&G extraction, this incorporates emissions from
the well-head, but also vehicular emissions from company cars, vans or heavy goods ve-
hicles (HGVs) used to transport equipment. Indirect emissions lie outside a company’s
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immediate control and are those resulting from the production of energy which is sub-
sequently consumed by the company. Finally, there are emissions from the O&G value
chain, sometimes described as Scope 3 emissions. Scope 3 refers to emissions associated
with the intended end-use of O&G products, namely the combustion of fossil fuels. O&G
companies rarely acknowledge responsibility for these emissions, however downstream
emissions from burning fossil fuels account for 60–90% of life-cycle emissions fromO&G
products.[102] Whilst this thesis focuses on themeasurement of direct and in-direct emis-
sions, it is worth noting that there are amyriad of downstream sources which contribute
to the environmental impact of this industry.
1.6.1 Emission sources
The exploitation of fossil fuels takes place both on and offshore. Onshore emissions typ-
ically attract the most attention due to the potential impacts on air quality and human
health in the immediate surroundings. As of 2019, the United States (US) was the biggest
producer of natural gas in the world.[103] Production has grown at unprecedented rates
in the US since 2010, stimulated by the emergence of new technologies such as hydraulic
fracturing, which enabled the extraction of previously inaccessible shale deposits.[104]
Concurrent with the increase in production has come an increase in associated emis-
sions to the atmosphere.
There are numerous potential sources of air pollutants throughout all stages of the
O&G extraction process, which vary in terms of both absolute amounts and composi-
tion.[105] Figure 1.10 shows a schematic of the potential species emitted at each stage of
the extraction process. As the primary chemical constituent of natural gas (70–90%),[106]
emissions of CH4 occur during all stages as a result of intended or accidental releases. As
a result, many studies focus on CH4 and the associated climate impacts.[107,108] Quanti-
fying CH4 emissions is of particular interest since a key statistic put forward by Alvarez
et al. [109] concluded that leakage of 3.2% or less would provide immediate net climate
benefits for electricity production from natural gas compared to coal. However, in ad-
dition to CH4, O&G activities are responsible for emissions of other compounds that can
also perturb local and regional air quality. National emission inventories indicate that
VOC and NOx emissions from O&G supply chains in the US have significantly increased
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over the past decade.[110] Elevated concentrations of VOCs and NOx from O&G activities
has been linked to both summer and winter photochemical O3 formation,[62,111,112] the
exposure to which is estimated to cause 1100–2700 premature deaths per year across
the US by 2025.[113]
Figure 1.10: Potential species emitted to the atmosphere during specific stages of the
O&G life cycle (VOC = volatile organic compounds, BTEX = benzene, toluene, ethylbenzene
and xylenes). Adapted from Moore et al. [114].
Within Figure 1.10 there are five stages of the O&G life cycle all of which give rise
to atmospheric emissions. The pre-production stage encompasses site exploration, road
construction, rig assembly and drilling until the well is complete. In the case of a sin-
gle well, pre-production may only take a few weeks, however these operations are of-
ten carried out for multiple wells on the same pad and therefore typically last months.
Diesel-powered equipment, such as turbines and pumps are heavily used during site
preparation. In addition, hydraulic fracturing requires large volumes of water, sand
and chemicals to be continually transported to and from the well pads, leading to emis-
sions from on and off-road diesel use.[115] Emissions from diesel combustion include fine
particulatematter (PM2.5) aswell as NOx andVOCs. Coarse particulatematter (PM10) gen-
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erated from tire wear, brake wear and resuspended road dust is also emitted but this is
estimated to be a relatively small source compared to other O&G activities.[116] Stricter
emissions standards for PM has led to the development of new control technologies such
as diesel oxidation catalysts (DOCs) and catalysed diesel particulate filters (DPFs). The
implementation of such devices has had positive impacts on diesel-related PMemissions.
However, enhanced NO2/NOx ratios from catalyst-equipped diesel engines have been
widely reported in both the US and Europe, which may have impacts on both ambient
NO2 concentrations and subsequent O3 formation.[117]
During the pre-production phase, emissions continue throughout the drilling proce-
dure. Along with CH4, volumes of ethane (C2H6) and propane (C3H8) can be vented into
the atmosphere as the drill exposes pockets of gas.[118] Meanwhile, exhaust emissions of
PM and NOx from diesel and natural gas powered engines for drilling rigs and pumps
are also present. Upon completion of drilling, thewell is then prepared to produce gas or
oil. During well-completion, initial gas is flared and vented which produces emissions of
CH4, H2S, VOCs, inclusive of BTEX (benzene, toluene, ethylbenzene and xylenes),[119] and
formaldehyde if incomplete combustion of natural gas occurs.[111] Flowback operations
used to clear the well and stimulate the flow of natural gas from the target shale also
release emissions. Shaw et al. [120] estimated that 4 tonnes of CH4 was emitted during
a week long period at an exploratory shale gas site in Lancashire, UK during a nitrogen
lift (a type of flowback operation). This equates to 143 tonnes CO2 equivalents under the
default 100-year time horizon, which is the approximate mass of CO2 emitted from 142
London–New York flights.[120]
Similarly, the production phase generates emissions of atmospheric pollutants (Fig-
ure 1.10). Emission sources during this phase includewell-head compressors andpumps,
flare emissions, fugitive emissions from equipment, leaks during maintenance, and in-
complete emissions capture.[114] These sources may be continuous or intermittent and
predominantly result in the emissions of both CH4 and VOCs. Flaring emissions are of
particular concern since they essentially arise from the combustion of gas without util-
isation of the energy that is released. For example, in the UK, the volume of flared and
vented gas in offshore upstream O&G production was equivalent to 3% of the total natu-
ral gas produced in 2019.[121] The predominant reasons for flaring gas are either during
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oil extraction, where it is produced as a by-product and cannot be processed or trans-
ported, or as a safety measure to relieve excess pressure.[122] Flare systems are installed
on both onshore well-pads and offshore production platforms. Ideal conditions would
result in more than 99% conversion of CH4 to CO2 and water vapour. However, real-
world operating conditions are less efficient, which results in substantial emissions of
CH4, VOCs and NOx, the composition of which is determined by the make-up of the input
gas within the flare system.[122] Environmental and economical concerns have provoked
the use of flare gas recovery systems (FGRS) in efforts to minimize the amount of gas be-
ing flared. Furthermore, theWorld Bank and the United Nations launched the Zero Rou-
tine Flaring by 2030 initiative in 2015, which is now endorsed by over 30 governments
and close to 40 oil companies around the world.[123]
Non-CH4 emissions surrounding the remaining three phases in Figure 1.10 are less
well documented than those from the pre-production and production phases. However,
crude oil and liquid condensate storage tanks are estimated to be a significant source of
VOCs. Onshore, once hydrocarbon liquids have been extracted from the well, they are
stored in fixed-roof, atmospheric pressure tanks prior to pipeline or truck transporta-
tion. Offshore, the liquid is held in storage tanks on production platforms or floating
production, storage and offloading (FPSO) vessels before transport. It is estimated that
66% of total non-CH4 VOCs emitted by O&G operations in the Denver-Julesburg Basin in
the north-east Colorado Front Range are attributable to storage tank emissions.[124] The
most significant type of emissions from storage vessels are flash losses. They occurwhen
pressurized hydrocarbon liquid containing dissolved gases is transferred to a fixed-roof
tank at ambient pressure. This drop in pressure causes the light hydrocarbons dissolved
in the crude oil or condensate to vaporize (flash) from the liquid stored in the tank and
accumulate in the vapour space of the tank, where they are vented to the atmosphere.[125]
Tank flashing occurs both on and offshore and the resulting emissions typically contain
a heavier VOC mix compared to emissions from pneumatic drills and pumps, which are
predominately raw natural gas (CH4).[126]
In the offshore environment, crude oil is extracted and transferred ashore by either
pipeline or shuttle tanker. The latter has potential to cause flashing emissions frommul-
tiple storage and loading procedures. Emissions of VOCs can occur first during loading
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offshore when the tank is filled, and secondly when the oil is unloaded at an onshore
terminal. Emissions during loading operations are non-uniform due to the stratifica-
tion of vapour within the tank. Figure 1.11 shows an example of a typical saturation
profile of vent gas throughout the loading operation. Typically, the gas vented from the
tank once loading begins is relatively light in composition, whereas it becomes increas-
ingly hydrocarbon-rich at the end when the heavier vapours residing lower down in
the tank are expelled.[127] This makes the characterisation and mitigation of these emis-
sions challenging. In the North Sea, approximately 30% of the UK’s crude oil production
and 70% of Norway’s is loaded offshore.[127] In the case of Norway, it is estimated that
more than 50% of its total VOC emissions occur during the storage and loading of crude
oil.[128] Consequently, eco-friendly shuttle tankers, named "E-Shuttle", are being devel-
opedwhich implement VOC recovery technology to reduce emissions. The on-board VOC
recovery plant uses compression and cooling phases to liquefy the hydrocarbons within
the vapour to form liquid VOC (LVOC). The LVOC is stored on the vessel and subsequently
re-used as fuel for the tanker, reducing both waste product and cutting VOC emissions
by an estimated 42% on an annual basis.[128]
Figure 1.11: Saturation profile of the vent gas as a function of the amount of liquid
loaded into the tank. Adapted from Hill and Rudd [127].
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In summary, there are a vast array of emission sources from within the O&G sector,
which extend throughout the entirety of the O&G life cycle. Natural gas is often seen as a
cleaner alternative for electricity generation than burning coal, particularly with regard
to climate impacts from GHG emissions. Shale gas life cycle emissions of GHGs are an
estimated 33% lower than those for coal.[129] However, any potential benefits could be
nuanced by emissions of NOx and VOCs, important O3 precursors, for which life cycle
emissions are similar for natural gas and coal, but are generally less well studied.[130]
A proactive approach in reducing emissions requires extensive monitoring before, dur-
ing and after O&G development in order to determine the key emission sources for the
myriad of air pollutants and the parameters that govern them. Furthermore, the clas-
sification of emissions during all stages of the life cycle is essential to understand all
potential air quality and health impacts.
1.6.2 Oil and gas in the UK
Globally, the UK was the 19th biggest oil producer in 2020, producing 0.9 million barrels
per day and accounting for 2.6% of global production (Figure 1.12).[131] As such, the O&G
industry plays a central role in the UK economy. The UK is heavily reliant on the O&G
industry for it’s energy supply, such that O&G account for more than 75% of the UK’s to-
tal primary energy needs.[132] Figure 1.13 shows the location of all known UK O&G fields.
The UK’s O&G sector is dominated by production from offshore reservoirs within the UK
Continental Shelf (UKCS), which account for 98% of production.[133] Gas production pre-
dominately occurs in the southern North Sea off the coast of East Anglia, whereas oil is
mainly extracted from platforms in the central North Sea, to the east of Aberdeen. Oil
production also occurs much further north from fields located to the east and west of
the Shetland Isles. On land, there are significant shale gas and oil reserves located in the
Weald in south-east England, in addition to the Bowland Shale under Yorkshire and Lan-
cashire. However, in November 2019 a moratorium was placed on hydraulic fracturing
in England so little exploration has occurred to date. In terms of production, up until
2019, approximately 45 million barrels of oil equivalent (boe) had been recovered from
the UKCS, with an estimated 10–20 billion boe still recoverable.[134] Since 2014, offshore
production from the UKCS has increased by 20%, shown in Figure 1.14. This increase
31
Chapter 1. Introduction
was driven by major development projects in existing fields and production from up-
wards of 40 new fields.[134] Oil production from the UKCS is forecast to continue rising in
the coming years. In particular, theWest Shetland region has been the location of major
investments to develop giant fields such as Clair Ridge. As such, oil fields in the West
Shetland region are expected to account for 30% of UKCS output by 2025, compared to
just 2% in 2014.[135]
Figure 1.12: (a) Oil production in 2020 from the ten biggest oil-producing countries and
the UK (19th). (b) Contribution of each country in (a) to global oil production in 2020.
Data was sourced from the U.S. Energy Information Administration.[131]
Increased production is accompanied by increased concern about atmospheric emis-
sions from the UK O&G industry. Since 1990, UK GHG emissions have followed a down-
ward trend with a 43% reduction since 1990, as shown by Figure 1.15. The decline has
been driven by changes in the methods of power generation. Specifically, the replace-
ment of coal by gas, coupled with an increased renewable capacity. Despite the overall
reduction in GHG emissions, in recent years GHG emissions from upstream O&G oper-
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Figure 1.13: Location of all UK O&G fields coloured by the corresponding field type. Cond




Figure 1.14: Total UK offshore production of fossil fuels. Data was obtained from the UK
Oil & Gas Authority.[137]
ations have stabilised. Offshore O&G production contributed 3% of total UK GHG emis-
sions in 2018 and the increase in production since 2014 coincided with a 5% increase in
offshore CO2 emissions throughout the same period. However, offshore CO2 emissions
decreased from 14.2 million tonnes in 2017, to 13.2 million tonnes in 2018 as a conse-
quence of measures to reduce the quantity of gas flared, such as the World Bank’s Zero
Routine Flaring initiative, mentioned earlier.[137]
In contrast, there was a rise in offshore CH4 emissions from 42,700 tonnes in 2017 to
43,500 tonnes in 2018.[137] Offshore CH4 is predominantly emitted from a combination of
vented sources and due to incomplete combustion of the flare, totalling 88% of offshore
CH4 emissions. A 53% increase in the mass of vented gas was observed in 2018 com-
pared to 2017, rising to 95,100 tonnes. The composition of vented gas is approximately
51% CO2, 25% VOCs and 24% CH4. The increase in venting was dominated by abnor-
mally high emissions from a single oil-producing installation with no infrastructure for
exporting gas. Additionally, the gas from the reservoir had a CO2 content sufficiently
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high enough to prevent ignition of the flare, resulting in emissions of the un-burnt gas to
the atmosphere.[137] This demonstrates how the occurrence of abnormal process condi-
tions from a single installation can contribute a significant proportion of total offshore
emissions. Consequently, venting has been identified as a key area for review where
potential reductions in GHG emissions could be made.[137]
Figure 1.15: Total UK greenhouse gas emissions. Data was obtained from the UK Oil &
Gas Authority.[137]
Offshore emissions of other air pollutants do not appear to follow the same falling
trend as the GHGs. Figure 1.16 shows the CO2 equivalent (CO2e) emission intensity, es-
sentially emission load per production unit, for total VOC, NOx, SO2, N2O and CO. The
emission intensity of NOx and CO has been increasing since 2000, before peaking in
2015, where they been in decline up to 2018. These species are predominantly emitted
from flaring and combustion processes and the trend is generally influenced by emis-
sions reported from larger operators with greater production levels. These are typically
oil platforms located in the Central North Sea and West Sheltand regions.[137] The emis-
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sion intensity of total VOC also followed a positive trend since 2000, specifically from
2010 where a sharp increase was observed. Whist, there was a dip in 2016, emissions
of offshore VOCs increased by 31% to 50,100 tonnes in 2018. Similarly, whilst total UK
emissions of VOCs have been in decline since 1970, there was an increase of 1.6% be-
tween 2017–2018, attributed to a "recent increase in operator-reported emissions related
to venting and flaring at O&G installations".[138] Additionally, increased volumes of vented
gas due to oil-loading operations has also contributed to the increase in VOC emissions
offshore.[137]
Figure 1.16: Offshore CO2e emission intensity for selected pollutants. Data was obtained
from the UK Oil & Gas Authority.[137]
Decreasing GHG emissions demonstrate a positive step towards cutting emissions
from the offshore sector. However, it is vital that these reduction efforts are not com-
promised by increased emissions of other species. Therefore, studies surrounding the
emissions of other air pollutants, particularly VOCs, will be valuable to understand the
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current environmental impact of this industry and subsequently aid the focus of mitiga-
tion efforts. This is the main focus of this thesis, to assess VOC emissions from offshore
O&G production in the North Sea to identify the key emission sources and evaluate how
well these emissions are represented in the current reporting.
1.6.2.1 UK regulations
Emissions from the O&G industry are tightly controlled at the national, European and
international level. Relevant legislation include the European Commission (EC) Direc-
tive on Integrated Pollution Prevention and Control (IPPC), which states that no offshore
combustion installation can be operated except in accordance with a permit issued un-
der the IPPC regulations. Similarly, venting and flaring are both subject to consent under
the PetroleumAct 1998, the objective of which is to conserve gas since it is a finite energy
resource. Therefore, operators require a "Consent to Vent", which includes the venting of
gases from crude oil storage tanks as well as gas released from FPSOs or shuttle tankers
during oil loading operations. Additionally, emissions of NOx, SO2 and VOCs from ships
are regulated by the InternationalMaritimeOrganisation through the International Con-
vention for the Prevention of Pollution from Ships (MAPRPOL). This legislation applies
to the offshore sector as offshore installations and drilling rigs are defined as ships by
MARPOL.
In the UK, offshore emissions are internally regulated by the Offshore PetroleumReg-
ulator for Environment and Decommissioning (OPRED), part of the Department for Busi-
ness, Energy and Industrial Strategy (BEIS). O&G operators must apply for a permit to
emit species into the air or sea. Emissions are self-reported by the operator through the
Environmental Emissions Monitoring System (EEMS), which is the primary data source
used to represent the offshore sector in the National Atmospheric Emissions Inventory
(NAEI). EEMS is regarded as the central element to confirm compliance with regulations
surrounding atmospheric emissions from the UK O&G industry. It is also used as a tool
to inform policy development and implementation in efforts to improve human and en-
vironmental health. Emissions of CO2, CH4, NOx, N2O, SO2, CO and VOCs for each of three
emission types (consumption, drilling & direct emission) are collated within EEMS. The
resulting data is aggregated across all emission sources to calculate a total annual mass
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emission per pollutant for each installation and terminal.[139]
The methodology within EEMS calculates emissions through the use of emission fac-
tors (EF) since direct monitoring is rarely available offshore. An EF is a representative
value that relates the quantity of pollutant released with an associated activity.[140] An
example EF describes themass of NOx emitted per gramof fuel consumed. R1.28 displays
the equation for calculating the mass (M) of pollutant (g) emitted for a given source (s),
where (A) is the activity factor for the source and (E) is the emission factor for the gas
relative to the emission source.[139]
Mgs = Egs ×As (R1.28)
EF can either be calculated, or in the absence of suitable data, default values are
substituted. Calculated EF are derived from local data, such as the composition of the
flare and fuel gases, which is generally unique to the installation. Compositional analysis
is typically conducted using Gas Chromatography (GC) and gives a breakdown of the
gas in terms of component weight percentages (Cwt). The Cwt are then combined with
known combustion factors to calculate the EF.[139] The alternative are default EF, which
exist for every emission source and gas. They are taken from within the literature and
are assumed to be suitably representative of their associated source.
EF are a key element within EEMS, which underpin the accuracy of the emissions
reported from each installation and therefore the entirety of the offshore sector. To en-
able scientifically defensible policy development, it is critical that emissions are reported
in a consistent and reliable manner. Out of date activity and emission factors can lead
to the misrepresentation of emissions within inventories[141] and has the potential to
misleadingly influence mitigation strategies. Similarly, this data is used as inputs to air
quality models and could result in inaccurate forecasting. In this regard, very little work
has been done to challenge the quality of the data inputted into EEMS. In the current
methodology there is no independent way to confirm the reported emissions of atmo-
spheric pollutants within EEMS are correct. An array of studies show there are often
discrepancies between measured and reported emissions, commonly attributed to in-
correct EF or the presence of "super-emitters" which are often unaccounted for.[141–144]
To this end, verification of the EEMS database through comprehensive measurements
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would be advantageous to determine if current techniques need to be reviewed or re-




This thesis presents an evaluation of atmospheric emissions from both the onshore and
offshore UKO&G industry. Extensive data sets were collected through ground-based and
airborne measurements, which were combined with refined data processing and analy-
sis techniques. This work concentrates on the magnitude and composition of emissions
from the UK O&G sector, where there are currently very few observational constraints.
Chapter 2 presents an overview of the key instrumentation used in this work. The prin-
ciples of operation are discussed along with calibration procedures and uncertainty cal-
culations.
Chapter 3 presents a spatial analysis of airbornemeasurements of VOCs and other trace
gases over four different regions of O&G production in the North Sea. VOC enhancement
ratios are utilised to (i) differentiate O&G sources from urban fossil fuel sources and (ii)
investigate the VOC composition as a function of the fossil fuel product produced (oil,
gas, condensate). The important contributors to tropospheric O3 are identified through
calculation of the OH reactivity. The measurements are also compared to relevant VOC
speciation profiles for offshore O&G production within the NAEI.
Chapter 4 presents airborne data collected downwind of North Sea O&G platforms. A
mass balance approach is applied to quantify emissions of CH4 and speciated VOCs from
individual installations. The results are compared to those reported in EEMS to assess
discrepancies or gaps in the current methodology for calculating offshore emissions.
Specifically, the influence of oil loading operations onto shuttle tankers is investigated,
potentially exposing a significantly underestimated source of VOCs.
Chapter 5 presents measurements made at a UK exploratory shale gas site in Kirby
Misperton, North Yorkshire, at which permission for hydraulic fracturing was initially
granted. A baseline characterisation of air quality is performed, allowing identification
of the pre-existing emission sources and their influence on ambient concentrations. A
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robust machine learning technique based on the random forest algorithm is applied to
quantify the changes in atmospheric concentrations of NOx and O3 resulting from hy-
draulic fracturing operations, whilst accounting for changes in meteorology. Finally, the
impact of the associated emissions is considered.
Chapter 6 gives a summary of themost important findings in this work and an overview
of how the analyses could be extended in the future.
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1.8 Degree of involvement
Chapter 3 and Chapter 4
Involved in all FAAM research flights from 2018 onwards. Participated in flight plan-
ning, experimental design and in-flight measurements of VOCs using the on-board WAS
system. Processed all WAS data including the analysis of VOCs in the lab and work-up
into mixing ratios. Also performed all data analysis.
Chapter 5
Involved in all aspects of ground-based data collection fromOctober 2017 onwards. This
included operating all instruments at the air quality monitoring site (O3, NOx, CH4, CO2,





This chapter describes the key measurements which underpin the work in the rest of
this thesis. Data was collected using both airborne and ground-based instrumentation.
Table 2.1 summarises the instruments used, the species measured and on what plat-
form. Further detail is described throughout this chapter including the measurement
techniques and principles, calibration procedures and the calculation of uncertainties.
43
Chapter 2. Experimental




Los Gatos Research Inc. Off-AxisIntegrated Cavity Output Fast GreenhouseGas Analyser (FGGA, model RMT-200) CH4, CO2, H2O FAAM BAe-146
Los Gatos Research UltraportableGreenhouse Gas Analyzer CH4, CO2, H2O Ground-basedmonitoring site
Tunable Infrared Laser Direct AbsorptionSpectrometer (TILDAS, AerodyneResearch, Inc) C2H6 FAAM BAe-146
Whole air sampling system (WAS) Collection ofdiscrete airsamples FAAM aircraft
Son of whole air sampling system (SWAS) Collection ofdiscrete airsamples BAS Twin Otter
SilcoCan 3L air sampling canister Collection ofdiscrete airsamples
Ground-basedmonitoring site
Teledyne T200UP NO, NO2, NOx Ground-basedmonitoring site
ThermoFisher Model 49i Ozone Analyser O3 Ground-basedmonitoring site
Fidas 200 PM10, PM4, PM2.5,PM1, PMTotal
Ground-basedmonitoring site
ThermoFisher Model 250 H2S, SO2 Ground-basedmonitoring site




2.1.1 Atmospheric research aircraft
Chapter 3 and Chapter 4 are based on measurements made onboard the UK’s atmo-
spheric research aircraft. Operated by the Facility for Airborne Atmospheric Measure-
ments (FAAM), the aircraft is a BAe-146-301, which has been in operation since 2003
(Figure 2.1). The aircraft can carry a payload of up to 4 tonnes of instrumentation, along
with a maximum of 18 scientists and 3 crew members. Typical science sorties last 4–5
hours, flying at an altitude range of 15–10600m, allowingmeasurements within both the
boundary layer and the free troposphere. The FAAMaircraft is fittedwith awide range of
scientific instrumentation. Fundamental meteorological variables such as wind speed,
winddirection, air temperature, air pressure andhumidity aremeasured on everyflight.
Similarly, a core set of atmospheric chemistry measurements are available on all flights
for trace gas species such as nitrogen oxides (NOx), ozone (O3) and sulphur dioxide (SO2),
along with greenhouse gases (GHGs) such as carbon dioxide (CO2) and methane (CH4).
Mission-specific instrumentation can also be added to the aircraft, increasing the range
of species measured. Of relevance to this work was an instrument capable of measuring
ethane (C2H6).
Figure 2.1: The FAAM atmospheric research aircraft.
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Additional data for Chapter 3 was also collected on-board an instrumented DHC6
Twin Otter, operated by the British Antarctic Survey (Figure 2.2). Similar to the FAAM
aircraft, the Twin Otter was equipped with instrumentation to measure atmospheric
boundary layer parameters, including the boundary layer structure and stability, as well
as a number of targeted chemical parameters. These included CH4, CO2, H2O and C2H6
as well as whole-air sampling for subsequent analysis of a suite of VOCs. Further detail
regarding the aircraft fit can be found in France et al. [145].
Figure 2.2: The BAS Twin Otter.
2.1.2 In-situ measurements
Airborne measurements of CH4 and CO2 at 1 Hz resolution were made using a mod-
ified Los Gatos Research Inc. Off-Axis Integrated Cavity Output Fast Greenhouse Gas
Analyser (FGGA, model RMT-200), operated by FAAM. The instrument was calibrated
in-flight against certified gas standards traceable to the World Meteorological Organisa-
tion (WMO) greenhouse gases scale. Calibration was performed using 3 gas standards;
HIGH (CH4∼2690 ppb, CO2∼440 ppm), LOW (CH4∼1690 ppb, CO2∼370 ppm) and TARGET
(CH4∼1940 ppb, CO2∼402 ppm). The slope and intercept values of the instrument were
determined through a linear interpolation of sequential in-flight calibrations of theHIGH
and LOW concentration standards. The precision of the CH4 and CO2 measurements was
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determined from the regular in-flight TARGET calibrations and gave 1σ standard devia-
tions of 1.77 ppb and 0.424 ppm, respectively. The total measurement uncertainty was
calculated by combining the respective uncertainties for CH4 and CO2 associated with
the target measurement (1.77 ppb and 0.424 ppm), the correction for the influence of
water vapour based on quadratic fit coefficients from O’Shea et al. [146] (1.03 ppb and
0.150 ppm) and the uncertainty in the target gas concentration (2.00 ppb and 0.11 ppm).
This gave overall uncertainties of 2.86 ppb for CH4 and 0.463 ppm for CO2 at 1 Hz. Fur-
ther technical details of the instrument set-up and calibration procedures can be found
elsewhere.[146–148]
Atmospheric C2H6 was monitored by a Tunable Infrared Laser Direct Absorption
Spectrometer (TILDAS, Aerodyne Research, Inc).[149] This instrument applies a continu-
ous wave laser operating in themid-infrared region (at λ = 3.3 µm). Rapid tuning sweeps
of the laser frequency result in the collection of thousands of spectra per second which
are co-averaged. The resulting averaged spectrum is processed at a rate of 1 Hz using
a non-linear least-squares fitting algorithm to determine mixing ratios. A path length
of 76 m is achieved using a Herriott multipass cell in order to provide the sensitivity
required for a trace gas measurement.
Calibration of the instrument was performed in-flight against two gas standards cer-
tified by the Swiss Federal Laboratories for Materials Science and Technology (EMPA);
HIGH (C2H6 = 39.79 ± 0.14 ppb) and TARGET (C2H6 = 2.08 ± 0.02 ppb). Water vapour
corrections were applied within the instrument software to account for changes in hu-
midity during the flight as in Pitt et al. [150]. Uncertainties were calculated based on
the standard deviation from the mean values during calibrations. The largest value was
observed for the high standard, where 1σ = 0.086 ppb. The instrument has a quoted pre-
cision of 50 ppt for an averaging time of 10 s, therefore this is likely to be a conservative
estimate of the uncertainty.
2.1.3 Whole air sampling
Discrete air sampling is available on the FAAM aircraft through use of the Whole Air
Sample (WAS) system. Once collected, samples are later analysed by sensitive equipment
not suited to in-flight operation. The WAS system consists of a set of 64 silica-passivated
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stainless steel canisters of 3 L internal volume (Thames Restek) fitted in cases of 8, 9,
and 15 canisters to the rear lower cargo hold of the aircraft (Figure 2.3).[147] Each case
was connected to a stainless steel sample line (3/8 inch outside diameter), which was
connected to an all stainless-steel assembly double-headed, three-phase, 400 Hz metal
bellows pump (Senior Aerospace, USA). Air was drawn from the port-side main air sam-
pling pipe into individual canisters, taking around 10 s to travel from the inlet at the front
of the aircraft to the hold at the back.[147] Air was continuously flushed through the inter-
nalmanifold of the cases prior to filling. Individual canisterswere filled at user-specified
times to a maximum pressure of 3.25 bar, giving an approximate sample volume of 9 L.
Figure 2.3: Cases for the WAS system in the rear hold of the FAAM aircraft.
A similar system, the Son of Whole Air Sampler (SWAS) was installed on the Twin Ot-
ter. This is an updated system housed in the aircraft cabin, rather than in the rear cargo
hold to aid accessibility. Cases of Silonite coated (Entech) canisters are grouped together
modularly within the aircraft rack. The SWAS has additional functionality, where cases
comprise either 16 × 1.4 L canisters or 8 × 2 L canisters. The 1.4 L version has a single
valve and was filled from vacuum to 3 atm gauge pressure. The 2 L version has valves
at each end and could be filled either from vacuum or by flowing through at a variably
set back-pressure before filling. The latter allowed greater control for the capture of
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rapidly changing atmospheric events such as narrow pollutant plumes. Canisters from
both systems took approximately 10–20 seconds to fill, corresponding to roughly 1–2 km
of horizontal flight based on a typical aircraft speed of 100 m s-1. Therefore, a single
sample represents the average mixing ratio on a spatial scale of approximately 2 km.
2.2 Gas chromatographywith flame ionisation detection
The whole air samples collected in-flight were analysed post-flight using gas chromatog-
raphywith flame ionisation detection (GC-FID). Gas chromatography (GC) is a separation
technique commonly used for the analysis of volatile organic compounds (VOCs) in the
atmosphere.[151,152] Simply, an inert carrier gas (H2 or He), known as the mobile phase,
transports the sample through theGC system. The sample is injected into the GC inlet and
onto an analytical column, the stationary phase, which is then heated. Heating causes
compounds to elute at a time which is dependant on their interactions with the station-
ary phase and hence separation is achieved. Compounds are detected and quantified
through the use of a flame ionization detector (FID). The FID combusts organic species to
form ions, which create a current at the detectors electrode. The FID response is propor-
tional to the amount of analyte present and dependant on the number of carbon atoms
or molecular weight of the compound. GC coupled with FID is often used for long-term
monitoring of VOCs, including the UK’s Automatic Urban and Rural monitoring network
(AURN), since it offers a high sensitivity to VOCs and a linear response over a wide range
of concentrations.[153]
2.2.1 Instrumental set-up
Figure 2.4 shows the schematic of the lab-based GC system used in this work. Each case
of whole air samples was connected to a single sampling port on a MARKES Interna-
tional CIA Advantage autosampler. Each canister in the case was sampled in turn using
an automated trigger system developed at the University of York at a target flow rate
of 50 mL min-1 for 10 minutes, giving a sample volume of 500 mL. Due to the low con-
centrations of VOCs in the air samples, pre-concentrationwas required before chromato-
graphic analysis. To ensure the sampleswere driedbefore entering the pre-concentrator,
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awater removal unit was added. This is an important step aswater vapour can effect the
efficiency of trapping in the pre-concentration stage and reduce the quality of the chro-
matography. Furthermore, water vapour can potentially cause damage to the columns
in the GC oven. The water removal system consisted of an aluminium block cooled to
-30 ◦C using a Stirling cooler. Inside the block was a glass condensation finger with two
inlets on top to allow the flow of air in and out. Additionally, the top of the unit was
heated to approximately 40 ◦C to prevent water condensing or freezing within the gas
lines and blocking the flow of gas. Once dried, each gas or air sample was introduced di-
rectly into the pre-concentration unit, a MARKES International UNITY-2. Samples were
injected onto a multi-bed sorbent-packed focusing trap (carbon based adsorbents with
differing trapping efficiencies), whichwas electrically cooled to -20 ◦C. The trapwas then
heated rapidly from -20–300 ◦C in a stream of carrier gas to transfer the retained com-
pounds into the GC. Between samples, the flow path was heated and lines purged to pre-
vent carry-over from one sample to another. Separation of the compoundswas achieved
using an Agilent 7890B GC-FID system. An aluminium oxide (Al2O3, NaSO4 deactivated)
porous layer open tubular (PLOT) column (50 m length, 0.53 µm inside diameter, 10 µm
film) was fitted inside the GC oven. The GC oven was heated from an initial temperature
of 40 ◦C at a rate of 10 ◦C min-1 up to 110 ◦C, and then at a rate of 8 ◦C min-1 up to 200 ◦C,
where the temperature was then held constant for 40 mins. This programme allowed
for baseline-separation of the full range of VOCs of interest.
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Figure 2.4: Schematic of the lab-based GC system used for the analysis of whole air
samples.
2.2.2 Peak identification and calibration
Peak identification and calibration of the instrument was performed through reference
to a National Physical Laboratory (NPL) certified 30-component, ppb-level, ozone pre-
cursor gas standard (NPL30, serial number: D386629). This calibration standard and
method is within theWorldMeteorological Organisation Global AtmosphericWatch pro-
gramme (WMO-GAW). A standard chromatogram for the NPL standard is shown in Fig-
ure 2.5. Heavier compounds such as the Trimethylbenzenes were also present in the
standard, however the peaks were not well resolved and so were not quantified in this
work. Peak integration was carried out using the GCWerks software, which performs
automatic integration of peaks following identification based on the standard.
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Figure 2.5: Chromatogram for a typical NPL30 calibration.
A typical sampling sequence for the analysis of whole air samples was comprised of
five blank runs, followed by five calibrations, followed by the samples. Blanks of either
purified compressed air or no-flow were performed to check for any possible contam-
inants within the GC system, which may affect the measured VOC mixing ratios. Fig-
ure 2.6a shows a typical series of five consecutive blank runs on the GC. For reference,
the bottom panel (Figure 2.6b) shows the blank signals compared to an enhanced FID
signal observed in ambient air. Blanks were generally clean, however in the case where
peaks could be quantified, the mean peak area was subtracted from both the samples
and calibrations to prevent overestimation of mixing ratios. Following blank correction,
peak areas were converted to mixing ratios using an FID response factor ( peak areaconc (ppb) ) for
each compound, where the peak area was the mean from each set of five calibrations.
Additionally, a working standard composed of ambient air was run periodically on the
lab GC system to check the instrument sensitivity over time. Drifts in sensitivity are not
expected to influence the measurements here since calibrations were run prior to each
set of samples and measurements were not performed over long periods of time. How-
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ever, the precision of the working standard was used as an element in the uncertainty
analysis (Section 2.2.3).
Figure 2.6: (a) Chromatograms for a series of five consecutive blank runs. (b) Blanks
overlayed onto a typical chromatogram for ambient air.
ThemeasuredVOCmixing ratios in samples varied significantly. Figure 2.7 shows two
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example chromatograms from whole air samples captured in regions of North Sea oil
and gas (O&G) production. VOCs from O&G producing regions are typically dominated
by light alkanes (C2–C5), as discussed in Chapter 3. However, the peak concentrations
are highly spatially dependent on the location of plumes. Samples of high concentration
were typically obtained within O&G plumes, whereas low concentration samples were
captured outside plumes or in background air. In Figure 2.7, the largest peaks of ethane
and propane corresponded tomixing ratios of 48 ppb and 98 ppb, respectively, compared
to 2 ppb and 0.7 ppb in the out-of-plume sample.
Figure 2.7: Chromatograms showing high and low concentration samples obtained in




The uncertainties for each VOC measurement were calculated following the Aerosol,
Clouds and Trace Gases Research Infrastructure (ACTRIS) measurement guidelines.[154]
The sources of uncertainty for the GC-FID were identified and combined in quadrature
to yield an overall estimate of the uncertainty. The relative uncertainty in each concen-
tration measurement (σ(C)C ) was calculated from the relative systematic uncertainties in
the calibrations and blanks (σ(Ccal)Ccal , σ(Cblank)Cblank ), combined with the instrument precision
(σ(Cwork std)Cwork std +
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The relative calibration uncertainty (σ(Ccal)Ccal ) was calculated from the quoted uncer-
tainty for each compound within the NPL30 standard (σ(Ccal)) and the quoted concen-
tration of each compound in the cylinder (Ccal). The quoted uncertainties ranged from
0.05–0.08 ppb.
The relative blank uncertainty (σ(Cblank)Cblank ) was calculated from the blank ratio, which
was the ratio of the concentration in the sample to the mean concentration of each com-
pound in the blanks. Each blank ratio corresponded to a relative error based on ACTRIS
guidelines. For example, a blank ratio of 2 was assigned a relative error of 0.1.
The instrument precision was based on the stability of the working standard and the
limit of detection (LOD) of the instrument. The working standard relative uncertainty
for each compound (σ(Cwork std)Cwork std ) was calculated from the standard deviation of the con-
centration in the working standard (σ(Cwork std)) and the mean concentration of each
compound in the working standard (Cwork std). Suitable standard runs during the peri-
ods before and after the analysis of the samples were manually selected for each sam-
pling set. The LOD was calculated from the mean concentration and standard deviation
of the blanks, before beingmultiplied by three, to give a 3σ value representing the 99.7%
confidence interval. Therefore, when calculating the precision, the LOD was divided by
three to obtain the standard deviation. Finally, the overall relative uncertainties were
multiplied by a coverage factor (k = 2) to give an expanded uncertainty at the 95% con-
fidence level. Concentration measurements below the LOD, were reported as half of the
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LOD with a 100% uncertainty. VOC extended uncertainties during the analysis ranged
from 0.72% to 8.37%, with the highest values typically obtained for n-octane, acetylene,
and toluene. A full list of calculated uncertainties is given in Table 2.2.
Table 2.2: Extended uncertainties for each quantified compound in the NPL30 calibration





























Ground-based measurements of nitrogen oxides (NOx = NO + NO2), which underpin the
analysis in Chapter 5, weremade using a Teledyne T200UP Photolytic analyser. The anal-
yser measures the amount of NO present in a gas by detecting the chemiluminescence
which occurs when nitrogen oxide (NO) is exposed to ozone (O3). The measurement of
NOx by chemiluminescence is widely employed, such that is themethod of choice within
the UK’s AURN.[155] Chemiluminescence occurs in a two-step process, shown by R2.2 and
R2.3. In the first step, NO reacts with excess O3 to form an exited state NO2 molecule
(NO2*) and O2. In the second step, the excited NO2* rapidly relaxes to the lowest stable
energy state (ground state) and releases the excess energy in the form of a photon. The
amount of light emitted exists in a linear relationship with the amount of NO present
in the reaction cell. Therefore, by measuring the amount of light emitted, the quantity
of NO in the sample can be determined. Light is measured using a photomultiplier tube
(PMT), where the output voltage is proportional to the NO concentration.
NO +O3 −→ NO2∗ +O2 (R2.2)
NO2
∗ −→ NO2 + hv (R2.3)
2.3.1.1 NO2 conversion
In order to quantify the amount of NO2 by chemiluminescence, it must first be converted
to NO. A common method of conversion is through a thermal conversion technique, in-
volving the use of a heated molybdenum catalyst. This method offers a high conversion
efficiency, however other atmospheric species such as nitric acid (HNO3), HONO, perox-
yacetyl nitrate (PAN) and alkyl nitrates (formation discussed in Section 1.5.1) can also
be thermally broken down to NO, leading to the potential overestimation of NO2 con-
centrations.[156] These interferences are typically more significant in remote and rural
locations, where substantially aged masses are measured and NOx makes a smaller con-
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tribution to total odd nitrogen (NOy).[157] Molybdenum converters are used in the UK’s
AURN and therefore the data may be subject to such overestimations. However, only
PAN and HONO are believed to contribute significant interference at the ambient con-
centrations observed in the UK. It is estimated that PAN and HONO are likely to account
for ≤ 2% and ≤ 5% of the NO2 signal, respectively, under typical urban background con-
ditions.[158] An alternative method, and the one used here, is to photochemically convert
NO2 to NO at a wavelength specific to NO2 using a blue light converter (BLC), shown in
R2.4. The sample gas is exposed to blue light from two high powered ultraviolet light-
emitting diodes (LEDs) at narrow wavelengths, centred at 395 nm. This form of conver-
sion is highly specific and minimises interference from other nitrogen compounds.[159]
NO2 + hv −→ NO +O(3P ) (λ < 410 nm) (R2.4)
2.3.1.2 Calibration
The calibration of the NOx analyser was composed of three elements: a zero, an NO span
and calculation of the NO2 conversion efficiency (CE). The zero and span calibrations
were conducted on a monthly basis at the field site. Figure 2.8 shows an example of the
in-field calibration procedure. To obtain a zero measurement, a Sofnofil/charcoal trap
was fitted to the inlet. The sample first passes through the Sofnofil beads, which oxidises
the NO to NO2 by using an oxidising agent of potassium permanganate. The NO2 is then
"scrubbed" by the activated charcoal. The trap was left in place until a stable zero read-
ing could be obtained. The zero calibration was followed by a span calibration, which
consisted of a known amount of NObeing introduced to the analyser. NO standardswere
supplied by NPL and typically contained approximately 100 ppb of NO in N2. As done
for the zero, the span gas was flowed through the analyser until a stable reading was
reached (Figure 2.8). Provided the calibrations were successful, both the zero and span
calibrations were applied directly to the instrument.
The NO2 to NO CE was calculated on an annual basis in the laboratory. Zero and span
calibrations were performed prior to the CE calculation. A Gas Phase Titration (GPT) at
both a high and a low NO2 concentration was used to calculate the CE. The CE on the
instrument was manually set to 100% prior to the calibration. First, a known amount
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Figure 2.8: Example in-field zero and span calibration of the NOx analyser, shown by the
grey shaded areas. The dashed line indicates the approximate NO concentration in the
calibration cylinder.
of NOx ([NOx]ORIG) in form of NO was delivered to the analyser. This was titrated with
O3 at a concentration approximately 80–90% of the NO concentration to produce NO2.
The amount of NO2 supplied ([NO2]SUPP ) was calculated as the difference between the
supplied NO and the NO remaining as part of the titration. Assuming a CE of 100%, the
measured NOx should remain constant during this process since all the NO2 produced in
the GPT should be converted back to NO. However, this is rarely the case and so a drop
in total NOx to a lower value ([NOx]REM ) is observed. The CE was then calculated using
R2.5.






Ground-based O3 measurements, also used in Chapter 5, were made using a Thermo
ScientificModel 49i UVPhotometric O3 Analyser. TheModel 49i operates on the principle
that O3 molecules absorb UV light at a wavelength of 254 nm. The degree to which the
UV light is absorbed is directly related to the O3 concentration as described by the Beer-
Lambert Law (R2.6), whereK is themolecular absorption coefficient (308 cm-1 at 0◦C and
1 atm), L is the length of the cell (38 cm), C is the O3 concentration in parts per million
(ppm), I is the UV light intensity of the sample gas, and I0 is the UV light intensity of the




Within the analyser, the sample is split into two gas streams. One flows though an O3
scrubber to become the reference gas (I0), whilst the other is the sample gas (I). Both
streams flow to a solenoid valve, which alternates the reference and sample gas streams
between two separate cells every 10 s. Light at 254 nm is shone into each cell, where
detectors measure the UV light intensities. The O3 concentration of each cell is subse-
quently calculated according to R2.6. The final O3 measurement is output as an average
concentration across the two cells. This is regarded as a robust method of measuring O3
since there are very few other atmospheric compoundswhich absorb at thiswavelength,
resulting in little interference and an accurate measurement.
2.3.2.1 Calibration
Zero calibrations of the O3 analyser were carried out on a monthly basis in the field. A
zero measurement was obtained by connecting an activated charcoal trap to the inlet of
the instrument. O3 is adsorbed onto the surface of the charcoal and thus scrubbed from
the air. The trapwas left in place until a stable readingwas achieved. Figure 2.9 shows an
example of a typical zero calibration, showing a consistent zero reading. The calibration
was subsequently applied directly to the instrument. In addition, the instrument was
calibrated annually against a Model 49i-PS Primary Standard over the calibration range
0–500 ppb at the University of York. The performance of the instrument was then vali-
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Figure 2.9: Example in-field zero calibration of the O3 analyser, highlighted by the grey
shaded area.




Speciation of VOC Emissions
Related to North Sea Oil and Gas
Production
This work was originally published in Atmospheric Chemistry and Physics on March 12,
2021.†
3.1 Introduction
Emissions from offshore oil and gas (O&G) production have been little studied in com-
parison to those from onshore production. Globally, offshore oil production accounted
†https://doi.org/10.5194/acp-21-3741-2021
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for around 30% of the overall production in 2015.[160] The North Sea is home to the
largest number of offshore rigs worldwide with 184 operational installations as of Jan-
uary 2018.[161] These are located across a number of different regions in the territorial
waters of the United Kingdom (UK), Norway and the Netherlands. UK O&G production
reached a seven year high in 2018 with an increase of more than 4% from 2017,[162]
meaning production from the UK Continental Shelf (UKCS) met 59% of the O&G demand
of the UK as of 2018.[137] The Norwegian sector is an evolving region of the North Sea
with around 20 projects in various stages of development on the Norwegian Continen-
tal Shelf. Oil output is expected to grow by 43% from 2019 to 2024 as production from
new fields begins and older facilities are upgraded.[163] The Netherlands was the second
largest producer of natural gas in the EU in 2018.[164] The onshore Groningen field is
by far the largest, however production is set to cease by 2022 due to induced seismic-
ity above the field, meaning offshore, small field production may become increasingly
important for the Dutch sector.
The release of air pollutants from O&G production has led to growing environmen-
tal and public scrutiny. Emissions of greenhouse gases such as methane (CH4) are often
the focus due to it’s high global warming potential (Section 1.3).[165] Interest in emissions
of volatile organic compounds (VOCs) from regions of O&G production arises because
of their role as precursors to tropospheric ozone[62,112] and secondary organic aerosols
(Sections 1.5.1 and 1.5.3). Both of these secondary pollutants have associated health and
ecosystem effects.[119] Detailed measurements and quantification of VOCs and their sub-
sequent reaction products is therefore needed in order to mitigate these air quality con-
cerns.[166]
Emissions of VOCs can arise at all stages of the production process, such that crude
oil processing was considered to be capable of emitting around 16% of the total global
VOC emissions into the atmosphere in the late 20th century.[167] Sources include power
generation sets, compressors, pumps, flaring off excess gas, cold venting during tank
loading for transport on shuttle vessels and general fugitive emissions. Previous studies
conducted in the United States have reported high VOC emissions for onshore wells and
pads.[25,126,166,168–170] These studies have shown that comprehensiveVOC characterization
is crucial for source identification and to aid the estimation of effects of those emissions
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on air quality in the surrounding regions.
The VOC composition of O&G emissions can be influenced by several variables, in-
cluding the product being extracted (e.g. oil, gas or condensate), the geological compo-
sition of the reservoir, extraction techniques, age of the rig and infrastructure compo-
nents. Offshore O&G emissions are naturally more difficult to measure due to lack of
access to the installations and the large number of potential sources due to the com-
plexity of offshore extraction. Offshore platforms are different to onshore well pads and
their purpose and function are extremely varied, therefore it should not be assumed that
studies quantifying onshore emissions will adequately represent emissions from the off-
shore sector. Few studies have examined VOC emissions from offshore facilities, whilst
many of those that have follow "disaster" events, such as the Deepwater Horizon oil spill
in the Gulf of Mexico in 2010[171,172] and the Elgin platform gas uncontrolled release in
theNorth Sea in 2012.[147] Events such as these are uncommon and are therefore unlikely
to be representative of VOC emissions from the offshore sector as a whole.
Offshore emissions are explicitly identified and reported in the UK National Atmo-
spheric Emissions Inventory (NAEI). O&Goperators are responsible for the self-reporting
of these emissions for each offshore production platform. Whilst emissions of CH4 are al-
located to individual sources, only a totalmass of VOC emission is reported for each point
source platform, with no information relating to emissions of individual compounds.
Some estimation of the relative speciation of VOCs is made in the inventory using his-
torical speciation profiles, however these are generalised across source sectors and the
overall uncertainties in these source profiles are not quantified. To date, VOCs in the
North Sea have not been extensively studied. In this context, an improvement in the
knowledge of VOC emissions from offshore O&G facilities is needed, in order to assess
the potential impacts that these emissions can undergo in the atmosphere as well as im-
prove the accuracy of emissions inventories.
3.1.1 Objectives
As key precursors to tropospheric O3 formation, elevated levels of VOCs from regions
of O&G production are known to negatively impact human and environmental health.
However, few measurements exist regarding atmospheric emissions from North Sea
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O&G facilities, even less so with respect to VOCs. The widespread O&G activity in the
North Sea varies from gas-production in the south to predominantly oil-production in
the north, with some gas-condensate production in-between. The chemical composition
of each fossil-fuel product is unique to each basin but it is currently unclear whether
this produces distinct emissions of VOCs or if such emissions remain uniform across the
whole O&G sector. This work aims to (i) confirm O&G production as the key source of
VOCs over the North Sea, (ii) quantify the source signatures of each primary extraction
product though the use of emission ratios to expose spatial differences in emissions and
(iii) compare the observed VOC speciation to source profiles within the UK emissions
inventory to evaluate commonalities and discrepancies.
3.2 Methods
3.2.1 Measurement location and context
Measurements fromaBAe-146 aircraft operatedby the Facility forAirborneAtmospheric
Measurements (FAAM) and a DHC6 Twin-Otter operated by the British Antarctic Survey
(BAS) weremade over a four-year period, beginning in 2015 and ending in summer 2019
(Section 2.1.1). The data used here were associated with a range of different projects:
Baseline, Methane Observation and Yearly Assessment (MOYA), Climate and Clean Air
Coalition (CCAC) and Assessing Atmospheric Emissions from the Oil and Gas Industry
(AEOG). The flights surveyed a large number of O&G installations distributed across the
whole of the North Sea. Data from a total of 28 flights (approximately 128 flying hours)
across multiple airborne experiments were unified to generate a single data set for this
analysis and are summarised in Table 3.1.
The spatial distribution of emissions attributed to O&G operations was evaluated by
dividing the North Sea into four distinct regions, shown by the coloured boxes in Fig-
ure 3.1a. The regions were chosen for extended sampling because they contain high
densities of offshore platforms and geologically distinct fossil-fuel producing reservoirs
(Figure 3.1b), allowing for comparison of source signatures. The North UK region com-
prises oil, gas and condensate producing platforms serviced from Aberdeen and Hartle-
pool. The Britannia gas field, located 130 miles north east of Aberdeen is one of the
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Table 3.1: Summary of flight data used in this study. MOYA = Methane Observation and
YearlyAssessment, CCAC=Climate andCleanAir Coalition, AEOG=AssessingAtmospheric
Emissions from the Oil and Gas Industry. Baseline refers to a set of initial flights conducted
in 2015 to serve as a comparison in future work. Regions are those defined in Figure 3.1a.
Flight number Date Campaign Region Aircraft
B907 2015-05-13 Baseline South UK BAS Twin Otter
B908 2015-05-20 Baseline South UK BAS Twin Otter
B910 2015-05-26 Baseline South UK BAS Twin Otter
B912 2015-06-09 Baseline South UK BAS Twin Otter
B913 2015-06-23 Baseline North UK BAS Twin Otter
B918 2015-07-23 Baseline North UK BAS Twin Otter
C095 2018-04-19 CCAC South UK FAAM BAe-146
C096 2018-04-20 CCAC South UK FAAM BAe-146
C099 2018-04-25 AEOG North UK FAAM BAe-146
C100 2018-04-26 AEOG West Shetland FAAM BAe-146
C102 2018-04-27 AEOG North UK FAAM BAe-146
C112 2018-07-26 AEOG North UK FAAM BAe-146
C118 2018-09-11 AEOG West Shetland FAAM BAe-146
C119 2018-09-11 AEOG North UK FAAM BAe-146
C120 2018-09-12 AEOG West Shetland FAAM BAe-146
C121 2018-09-14 AEOG North UK FAAM BAe-146
C147 2019-03-04 AEOG North UK FAAM BAe-146
C148 2019-03-05 AEOG West Shetland FAAM BAe-146
C149 2019-03-06 AEOG West Shetland FAAM BAe-146
C150 2019-03-07 AEOG West Shetland FAAM BAe-146
B325 2019-04-30 CCAC South UK BAS Twin Otter
B327 2019-05-02 CCAC South UK BAS Twin Otter
B328 2019-05-03 CCAC South UK BAS Twin Otter
B329 2019-05-06 CCAC South UK BAS Twin Otter
C191 2019-07-29 MOYA Norwegian Sector FAAM BAe-146
C193 2019-07-30 MOYA Norwegian Sector FAAM BAe-146
C197 2019-08-02 MOYA Norwegian Sector FAAM BAe-146
C198 2019-08-02 MOYA Norwegian Sector FAAM BAe-146
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largest fields in the North Sea.[173] The Norwegian Sector encompasses platforms in both
the North and Norwegian Seas. Fields include Oseberg, and Asgard, which are Norway’s
seventh and eight biggest fields respectively. The South UK region includes a combina-
tion of fields located in the UK and Dutch sections of the North Sea. This region has the
highest number of platforms. The largest field in this region is Leman, which has a cur-
rent estimated production of 5.7 x 106 m3 of gas per day.[174] Finally, the West Shetland
region is a term that incorporates platforms located in the Schiehallion, Foinaven, Clair,
Alligin, Lancaster and Solan oil fields. The surveyed area lies approximately 190 kmwest
of the Shetland Isles. Recoverable reserves are estimated to be in the region of 250–600
million barrels of oil.[175]
Offshore field outlines and corresponding field types were obtained from the respec-
tiveO&Gauthorities; TheOil andGasAuthority forUKfields,[136] theNorwegianPetroleum
Directorate for Norwegian fields[176] and from the Geological Survey of The Netherlands
for fields in the Dutch sector.[177] Each listed offshore field is assigned a field type of ei-
ther oil, gas, condensate or a mixture. Often the dominant product of a field can change
over time as reservoirs are depleted, therefore it is assumed that the field type listed is
that of the most recent extraction product. Each region has distinct fossil-fuel produc-
ing reservoirs, shown in Figure 3.1c. West Shetland is entirely an oil producing region,
whereas the South UK is dominated by gas production. The North UK is approximately
a 50:50 mix of oil and condensate fields with a minor percentage of gas fields. The Nor-
wegian sector contains an array of all offshore field types, which are assigned as mixed,
where multiple products are extracted from the same well.
3.2.2 Instrumentation
Both aircraft were equipped with a suite of chemical and meteorological instrumenta-
tion. Basic atmospheric measurements including thermodynamic properties, wind and
turbulence were included on both aircraft, from which information about the height,
stability and structure of the atmosphere can be derived. 1 Hz measurements of carbon
dioxide (CO2), CH4 and ethane (C2H6) were available on both aircraft and are described
in Section 2.1.2. Additionally, whole air sample (WAS) systems were used for the col-
lection of VOCs (Section 2.1.3). Further measurements of nitrogen oxides (NOx), carbon
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(c)
(a) (b)
Figure 3.1: (a) Regions of the North Sea defined for analysis. The black lines represent
the flight tracks of the research aircraft. (b) Location of all offshore fields in the North
Sea. Each polygon is coloured by the extraction product from each field. (c) Percentage
contribution of each offshore field type to the total area of all fields in each region. Country
polygons were obtained using the rnaturalearth R package.[178]
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monoxide (CO) and ozone (O3) were available on some but not all of the flights and are
not discussed here.
3.2.2.1 Aircraft whole air samples
Discrete ambient air samples were collected in evacuated canisters via an external in-
let using unique sampling systems on board each aircraft. Both systems are based on
the same principles and contain comparable components. In each system, evacuated
stainless steel canisters, sealed with pneumatically actuated bellows valves (Swagelok,
SS-BNVS4-C) were filled and pressurised in-flight by drawing air from the main sam-
pling manifold. Air was continuously flushed through the internal manifold of the cases
prior to filling. The WAS systems used on both the FAAM aircraft and Twin Otter are
described in Section 2.1.3. The whole air samples were analysed post-flight using a dual-
channel gas chromatograph with flame ionisation detection (GC-FID)[179], as detailed in
Section 2.2.
3.2.3 Data selection
All flights took place in the daytime (08:00–17:00 local time). Flight data was filtered
such that only observations contained within the boundaries of the defined regions (Fig-
ure 3.1a) and within the planetary boundary layer (PBL) were used in further analysis.
Aircraft profiles at the beginning and end of each flight were used to determine the PBL
depth. PBLprofileswere generally conductedupwindof the area of interest and typically
spanned an altitude range of 15–1500 m. Sharp decreases in the mole fractions of H2O
and CH4 at a given altitudewere used to indicate the PBL height, as amarker of transition
to the free troposphere (typically < 500 m above sea level). Background mixing ratios of
CH4, CO2 and C2H6 were determined using 1 Hz data during straight and level aircraft
runs upwind of emission sources. Mixing ratios of pollutants were averaged over the
whole run to give a value for each species per flight (Figure 3.2). Canister samples were
captured solely within the PBL on each flight. A minimum of one sample was taken up-
wind of the area of the area of interest in order to assess background VOCmixing ratios.
Therewere two types of flightmodes implemented across this dataset; survey flights and
plume-targeted flights. Since some data is likely to be biased high due to the oversam-
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pling of plumes, a comparison of the absolute VOC mixing ratios is not performed here,
instead the analysis is focused on hydrocarbon ratios since these should be unaffected
by repeated sampling of high values. The number of samples obtained in each sampling
region are shown in Table 3.2.

























Figure 3.2: Mean backgroundmixing ratios of CH4, CO2 and ethane from all flights in each
sampling region. Error bars represent one standard error.
Table 3.2: Number of whole air samples obtained in each defined region.
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3.3 Results and discussion
3.3.1 VOC source attribution
3.3.1.1 Isomeric pentane ratio
Anthropogenic emission sources have distinctive VOC signatures and therefore their
mixing ratios with respect to each other can be used for source identification and char-
acterisation. Emissions from O&G operations can specifically be identified by examin-
ing the iso-pentane to n-pentane (iC5/nC5) enhancement ratio. This ratio is defined as
the slope term obtained by the linear fit of their scatter plot.[25] These species are posi-
tional isomers meaning they have similar reactivity with respect to the hydroxyl radical
(OH), which is the dominant sink of atmospheric alkanes[180] and consequently similar
atmospheric lifetimes of around 65 hours at [OH]avg = 1.13× 106 molecules cm-3 and T
= 260 K.[181] Branched alkanes are also preferentially oxidised by nitrate radicals (NO3),
however the nitrate is readily photolysed by sunlight meaning concentrations are heav-
ily suppressed during the day. Since all flights in this work took place in the daytime and
transport times were of the order of a few hours, oxidation due to nitrate is assumed to
have a negligible affect on the observed pentane ratios. As a result the ratio is largely
independent of photochemical processing. Both species are also similarly affected by
air mass mixing and dilution, therefore the ratio remains relatively unchanged during
atmospheric transport and can be approximated to represent the ratio at the source of
emission.[25]
The iC5/nC5 ratios for each region were calculated from the slope of a linear fit using
reducedmajor axis regression.[182] This method is applied when the distinction between
the dependent and independent variables is uncertain anddeviations betweenfitted and
observed data occur in both the x and y directions. Figure 3.3 shows the observed iC5/nC5
ratios for each sampling region in the North Sea. Results of the Pearson’s correlation
(r) indicated that there was a significant positive association for all regions (Norwegian
sector: r(38) = 0.83, p<.001,West Shetland: r(91) = 1.00, p< .001, NorthUK: r(147) = 0.95, p
< .001, SouthUK: r(338) = 0.98, p< .001). The numbers in parenthesis refer to the number
of observations. The iC5/nC5 ratios observedwere 1.12 for the Norwegian Sector, 1.08 for
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West Shetland, 0.89 for the North UK and 1.24 for the South UK.
Numerous studies havebeen conducted characterising the iC5/nC5 emission ratio from
both urban and O&G sources. A study by the United States Geological Survey (USGS) re-
ported enhancement ratios for 14 different wells, finding that the isomers were present
in approximately equal amounts with ratios ranging from 1–1.28.[183] Similarly Simpson
et al. [169] observed a ratio of 1.10 in Alberta over oil sands mining operations. Gilman
et al. [25] reported a ratio of 0.89 at the Boulder Atmospheric Observatory (BAO), con-
cluding that measurements at BAO are strongly influenced by O&G emissions from the
Denver-Julesburg Basin.[25] These studies show that the iC5/nC5 emission ratio is a robust
indicator of O&G emissions for onshore environments. Of more relevance to this work
are studies characterising emissions ratios from basins outside the US and in particular
those offshore. Ryerson et al. [172] reported a ratio of 0.82 for the fluid released from
the Deepwater Horizon explosion in the Gulf of Mexico. Few studies exist studying O&G
emissions in the North Sea, however a study into the composition of natural gas conden-
sate from a basin in the North Sea, reported an iC5/nC5 ratio of 0.84.[184]
The enhancement ratios calculated here are consistent with ratios reported in the
literature for O&G emissions and significantly lower than those reported for urban and
vehicular emissions.[185] Additional sources of emissions such as biomass burning are
not expected to influence VOC mixing ratios in this region, therefore the iC5/nC5 ratio is
a suitable tool for the differentiation of urban and O&G emissions. The iC5/nC5 ratio for
urban and vehicular emissions is distinctly different to the ratio from O&G emissions.
Amounts of branched alkanes, such as iso-pentane are increased during the refining
process, therefore in processed products such as gasoline, iso-pentane is enhanced rel-
ative to n-pentane, resulting in a higher iC5/nC5 ratio.[186] The highest iC5/nC5 ratio was
observed for the southern gas-producing region of the North Sea, suggesting a larger rel-
ative contribution of urban emissions to VOC mixing ratios. Anthropogenic emissions
from the UK or continental Europe are likely to influence VOCmixing ratios here, result-
ing in a higher ratio. Literature values for urban centres in the UK have been reported
as 2.97 by Schneidemesser et al. [187] at Marylebone Road, a roadside monitoring site
located in the centre of London, UK. This agrees well with the vehicular emissions ratio
of 2.95 reported in Dublin, Ireland.[188] The lowest ratio of 0.89, observed for the North
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UK is in the lower range of ratios observed for O&G emissions but is similar to the value
reported for North Sea condensate, consistent with the fact that more than 50% of reser-
voirs in this region produce condensate (Figure 3.1c). In summary, these results strongly




























Norwegian Sector, ER = 1.12
West Shetland, ER = 1.08
North UK, ER = 0.89
South UK, ER = 1.24
Vehicle Emissions, ER = 2.97
Raw Natural Gas, ER = 1.1
O&G Operations BAO, ER = 0.89
Figure 3.3: Scatter plot of iso-pentane and n-pentane observations in each sampling re-
gion. Dashed lines indicate the linear fit for each region obtained by reduced major axis
regression. The solid black line indicates the ratio from vehicular emissions[187], the solid
pink line shows the ratio of raw natural gas in the North Sea obtained from the Depart-
ment for Business, Energy and Industrial Strategy (BEIS) and the solid blue line indicates
a typical ratio from O&G emission sources.[25] Inset shows the full range of observations.
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3.3.1.2 Correlations with tracer compounds
In order to identify the specific sources of VOCs in the each region of the North Sea, emis-
sion ratios of VOCs with tracer compounds of particular sources were examined. Mixing
ratios of propane are often elevated in regions of O&G production. Light alkanes are
often co-emitted in such regions and since propane is a well known tracer for O&G op-
erations, a strong correlation with propane indicates a common source.[168] Acetylene
is a common tracer for combustion emissions[189] and is therefore used in this work to
identify emissions from anthropogenic urban activity. Emission ratios were calculated
from the slope of a linear fit using reduced major axis regression for each region (Ta-
ble 3.3). Species that were recorded below the limit of detection (LOD) of the GC-FID
were classed as missing and hence those that were detected in less than half the sam-
ples from each region were excluded from the analysis. This only applied to samples
obtained in the Norwegian sector, where in general mixing ratios of VOCs were signifi-
cantly lower than other areas of the North Sea and thus similar to the LOD. Compounds
affected from this sector included pent-1-ene, trans-2-pentene, 2,3-methylpentanes, iso-
prene, 2,2,4-trimethylpentane and n-octane.
Figure 3.4 shows the correlation of light alkanes with propane and acetylene and
the emission ratios for other species are shown in Table 3.3. Pearson correlation coeffi-
cients (r) and corresponding p-values were also calculated for each compound. All C2-C5
alkanes (ethane, n-butane, iso-butane, n-pentane, iso-pentane) showed statistically sig-
nificant correlations (p<.001) with propane across all regions of the North Sea. These
species were tightly correlated with propane (0.94 < r < 0.99) in the North UK and West
Shetland regions, suggesting they shared a common emission source. Furthermore, par-
ticularly weak correlations between C2–C5 alkanes and acetylene were observed in both
the North UK andWest Shetland (r< 0.53), supporting the conclusion that O&G activities
were the dominant source of VOC emissions in these regions with little influence from
other sources. Moderate correlations of light alkanes with propane (0.67 < r < 0.93)
were observed in the Norwegian sector. However by comparison, poor relationships
with acetylene were observed, suggesting vehicular emissions did not play a major role.
Ethanewas the only compound emitted in greater quantities than propane and hence
emission ratios >1 were observed. Emission ratios with propane ranged from 1.18 in
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the North UK to 3.31 in the Norwegian sector. Previous work reported enhancement
ratios of 1.09[25] and 1.00[190] at BAO downwind of onshore natural gas sources. Whilst a
comparable ratio was observed in the North UK, all other regions were found to exhibit
ratios 2–3 times higher. Derwent et al. [191] reported an ethane to propane ratio of 2.4
from natural gas leakage at Marylebone Road, London, suggesting that the high ratios
observed in this work could be as a result of fugitive emissions of raw natural gas.
Theweakest correlations between the light alkanes andpropanewere observed in the
South UK (0.53< r< 0.87). However, these species showed comparatively weaker corre-
lationswith acetylene (0.10< r< 0.52), indicatingO&Gactivitieswere also a key driver of
VOCmixing ratios in this region. This was the only regionwhich had strong propane cor-
relations with combustion tracers such as alkenes (ethene and 1,3-butadiene), C6+ alka-
nes (hexane and heptane) and aromatic species (toluene) (0.72 < r < 0.85), suggesting a
more complexmix of emission sources. These compoundswere alsowell correlatedwith
acetylene (r > 0.78), indicating an urban emission source. Marine traffic is also a likely
source of some emissions in this region due to its proximity to the UK shipping lanes, in
particular the Strait of Dover, one of the busiest shipping routes in the world.[192] A study
of marine shipping emissions in China showed that alkanes and aromatics dominated
the total identified VOCs from ship auxiliary engine exhausts, particularly alkanes with
a carbon number greater than seven.[193] Therefore, the stronger correlations of hexane
and heptane with propane in the South UK compared to other areas of the North Sea
likely arise due to the influence of shipping on VOC measurements.
Despite evidence of additional emission sources in the South UK, the relative abun-
dance of non-methane hydrocarbons (NMHCs) revealed source profiles characteristic of
those expected from regions of O&G production (Figure 3.5). On a fractional basis, C2–C5
alkanes accounted for more than 83% of the total measured VOC concentration (µg m-3)
in all regions. This is comparable to measurements made in an onshore region of O&G
production in North-eastern Colorado by Thompson et al. [194], where saturated alka-
nes contributed 90% at the gas field itself, 84% on the periphery of a drilling area and
significantly less in an urban area of Denver (64%). Unsaturated and aromatic species
typically account for a greater fraction of total VOC concentrations in urban areas. For
example, Dominutti et al. [195] show that aromatic species contributed close to 50% of
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the total concentration at an urban site in São Paulo, which is also consistent with mea-
surements made in Shanghai by Liu et al. [196]. In contrast, aromatic and unsaturated
species accounted for less than 25% of the total measured VOC in all regions of the North
Sea, providing further evidence that emissions were driven by O&G activities.
Table 3.3: Emission ratios from the slope of the linear fit using reduced major axis regres-
sion, r2 values and Pearson correlation coefficients (r) for tracer compounds with listed
VOCs in each sampling region. Values are only shown for compounds which had correla-
tions with tracer compounds with an r2 > 0.4.
Acetylene (ppb ppb-1) Propane (ppb ppb-1)
Compound ERC2H2 r2 r ERC3H8 r2 r
North UK
Ethane — — — 1.181 0.943 0.971
iso-Butane — — — 0.117 0.962 0.981
n-Butane — — — 0.294 0.977 0.989
iso-Pentane — — — 0.055 0.887 0.942
n-Pentane — — — 0.061 0.976 0.988
trans-2-Pentene 0.008 0.653 0.808 0.000 0.484 0.696
Pent-1-ene — — — 0.004 0.611 0.781
2,3-Methylpentanes — — — 0.012 0.510 0.714
Hexane — — — 0.013 0.749 0.866
Norwegian Sector
Ethane — — — 3.308 0.705 0.840
Propane 5.624 0.640 0.800 — — —
iso-Butane 1.788 0.581 0.763 0.318 0.856 0.925
n-Butane — — — 0.421 0.717 0.847
Acetylene — — — 0.178 0.640 0.800
But-1-ene -0.071 0.662 -0.814 -0.013 0.462 -0.680
iso-Pentane 0.770 0.503 0.709 0.139 0.563 0.751
n-Pentane — — — 0.243 0.452 0.672
Heptane — — — 0.072 0.578 0.760
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Benzene — — — 0.098 0.411 0.641
West Shetland
Ethane — — — 2.481 0.990 0.995
iso-Butane — — — 0.432 0.987 0.993
n-Butane — — — 0.650 0.986 0.993
iso-Pentane — — — 0.278 0.963 0.981
n-Pentane — — — 0.258 0.957 0.978
trans-2-Pentene — — — 0.006 0.497 0.705
2,3-Methylpentanes — — — 0.099 0.843 0.918
Hexane — — — 0.094 0.479 0.692
Isoprene — — — 0.067 0.758 0.871
Benzene — — — 0.031 0.425 0.652
Toluene — — — 0.021 0.680 0.824
South UK
Ethene 1.857 0.651 0.807 0.465 0.556 0.746
Propane 3.997 0.515 0.718 — — —
iso-Butane 1.585 0.455 0.674 0.397 0.632 0.795
n-Butane — — — 0.584 0.758 0.870
Acetylene — — — 0.250 0.515 0.718
iso-Pentane 1.112 0.433 0.658 0.279 0.654 0.808
1,3-Butadiene 0.167 0.823 0.907 0.037 0.519 0.721
2,3-Methylpentanes 0.235 0.651 0.807 0.059 0.524 0.724
Hexane 0.246 0.603 0.776 0.062 0.714 0.845
Heptane 0.209 0.603 0.776 0.052 0.529 0.727
2,2,4-trimethylpentane 0.148 0.493 0.702 — — —
Toluene 0.669 0.731 0.855 0.167 0.602 0.776
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Figure 3.4: Correlation of light alkaneswith (a) propane and (b) acetylene in each sampling
region. The solid lines represent the linear fit using reduced major axis regression. Note
the log scale used on both axis.
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Figure 3.5: Percentage contribution of each VOC group to total VOC concentrations in
each region of the North Sea.
3.3.1.3 Benzene-toluene ratio
The influence of urban emissions was further studied by utilising the benzene/toluene
(B/T) emission ratio. Toluene is often co-emitted with benzene and the ratio of the two
compounds is dependent on the source of emissions. Both are present in primary vehicle
exhaust emissions[197] and fromO&G sources as well as solvents, industry emissions and
some natural emissions.[194,198] Toluene has a shorter atmospheric lifetime with respect
to OH, therefore the B/T ratio can be used to estimate the photochemical age of an air
mass.[199] The B/T ratio can also be used to evaluate the emission sources of measured
VOCs. In particular, to distinguish traffic emissions from O&G emissions as in Halliday
et al. [198], where ratios in the range of 0.41–0.83 indicate emissions originating from
vehicles.[200]
Figure 3.6a shows the relationship between benzene and toluene for each region.
As before, emission ratios were calculated using reduced major axis regression. Signif-
icant positive correlations (p<.001) were observed for all regions. Strong correlations
79
Chapter 3. Speciation of VOC Emissions Related to North Sea Oil and Gas Production
were observed in the North UK, Norwegian sector and West Shetland with Pearson cor-
relation coefficients of r(163) = 0.95, r(37) = 0.94 and r(92) = 0.94 respectively, implying
these compounds have a common source. The observed B/T emission ratio was 1.29
for the North UK, 1.24 for the Norwegian sector and 1.20 for West Shetland (Table 3.4),
suggesting vehicle emissions were not the dominant source of these compounds since
these values are higher than the typical observed range.[200] These values are consistent
with findings from other O&G studies, which reported B/T ratios of around 1 from re-
gions of O&G production.[190,201] A much weaker, albeit significant correlation between
benzene and toluene was observed in the South UK (r(357) = 0.56, p<.001). It is evident
from Figure 3.6a that there are two distinct segments of data with unique correlations
between the two species; the first with considerably lower B/T ratios than observed in
other regions of the North Sea, the second being characterised by enhancements in ben-
zene mixing ratios and very small amounts of toluene.
Figure 3.6b shows the regression plot of benzene versus toluene for the South UK
coloured by wind direction sector. Data with a B/T ratio between 0.41–0.83 (traffic emis-
sions) is plottedwith a diamond, accounting for 3.5% of the observations in the Southern
region. A strong positive correlation was found to exist (r(14) = 0.92, p<.001) for the traf-
fic source and the slope obtained from the linear fit was 0.60, in the centre of the range
expected for vehicle emissions.[200] The traffic source was primarily observed when the
wind direction was from the south or south-west, suggestive of air transported from
the UK or from continental Europe polluted by urban vehicular emissions. A similar
traffic source is also visible in the North UK data, similarly exclusively observed under
southerly wind conditions. Air transported from the UKmainland or Europe is expected
to reach the location of the aircraft flight tracks in less than a day. The estimated lifetimes
for benzene and toluene are 2 weeks and 2 days respectively,[202] meaning emissions of
benzene and toluene from urban areas are expected to remain well correlated on this
relatively short spatial scale since they are also similarly affected by dilution andmixing.
There is a section of highly correlated data (r(214) = 0.81, p<.001) characterised by B/T
ratios > 4 (squares, Figure 3.6b). High B/T ratios can be indicative of aged emissions due
to the high proportion of benzene relative to toluene. However, given that the benzene
mixing ratios observed were among the largest for all the regions studied, this is more
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suggestive of an additional benzene source from the offshore platforms. Other com-
pounds related to fossil fuel combustion and evaporation such as ethene and pent-1-ene
were also enhanced in these samples, providing evidence of an additional combustion
source enriched in benzene. There are a host of potential sources on drilling rigs includ-
ing gas turbines, which are widely used for power generation, and compressors, both
of which have previously been linked to elevated benzene mixing ratios.[203,204] The re-
maining fraction of data (33%) was attributed to O&G emissions and is plotted with a
triangle in Figure 3.6b. This data was tightly correlated (r(125) = 0.86, p<.001) with an
emission ratio of 1.12, in agreement with the range quoted by Swarthout et al. [190] from
a wind direction dominated by natural gas emissions.
Table 3.4: Benzene to toluene emission ratios (ER) for each sampling region along with
corresponding r2 values and Pearson correlation coefficients (r).
B/T (ppb ppb-1)
Area ER r2 r
North UK 1.29 0.91 0.95
Norwegian Sector 1.24 0.88 0.94
South UK 1.07 0.31 0.56
West Shetland 1.20 0.89 0.94
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Figure 3.6: (a) Scatter plot of benzene versus toluene for all sampling regions. Inset shows
the full scale of observations. (b) The South UK only, where the colour represents the aver-
age wind sector during the time the sample was taken and the shape represents identified
emission sources. In both figures the dashed lines indicate the linear fit obtained by reduced
major axis regression.
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3.3.2 Emission profiles of VOCs from offshore fields
There are over 1000 individual offshore fields beneath the North Sea, each listed as a
specific field type (Figure 3.1b). To further investigate the spatial differences in emissions
and to derive the VOC emission profiles from each classification of offshore field, each
1 Hz observation and each VOC measurement was spatially joined to a specific offshore
field and hence field type. For each flight, the regional background of CH4, CO2 and C2H6
was calculated as an average of mixing ratios on straight and level aircraft runs upwind
of any emission sources. Additionally, background VOC mixing ratios were calculated
as the average of the lowest 1st percentile of measurement data for each flight. Whole
air samples identified as being dominated by traffic emissions using the B/T ratio (0.41
< B/T< 0.83) were removed prior to this analysis in order to more robustly compare the
emissions from one field type to another.
3.3.2.1 CH4 source identification
The molar enhancement ratio of C2H6 to CH4 is commonly used for CH4 source identifi-
cation since C2H6 is emitted almost exclusively from fossil carbon sources, whereas CH4
has a mix of sources. 1 Hz measurements of CH4 and C2H6 were used to characterize the
CH4 sources in the North Sea. In this environment, a positive correlation implies that the
CH4 originates primarily from O&G sources, whereas a weak to no correlation suggests
biogenic or industrial sources of CH4.[168] These other sources include landfills, water
treatment and cattle and are only associated with very low levels of C2H6, typically <
0.2%.[149] CH4 from O&G sources is often co-emitted with tracers such as C2H6, resulting
in considerably higher ratios ranging from 0.01–0.30.[149]
The enhancement ratio (∆C2H6 (ppb)/∆CH4 (ppb)) for each field type was obtained
by first subtracting the average background estimates for each species during each flight
from the observed enhancements over theNorth Sea. Any enhancement of CH4 due to an
anthropogenic combustion sourcewas removed by utilising the ∆CH4/∆CO2 ratio, which
is the slope of the linear regression fit of enhanced mixing ratios of CH4 and CO2.[205]
The predominant wind direction in the UK is from the south-west, meaning the mea-
surements likely represent emissions from both offshore platforms and onshore coastal
sources. Observations at remote offshore sites show that air masses dominated by an-
83
Chapter 3. Speciation of VOC Emissions Related to North Sea Oil and Gas Production
thropogenic combustion related emissions typically have ∆CH4/∆CO2 ratios of less than
20 ppb ppm-1.[206] Consequently this filter was applied to the data to remove the influ-
ence of anthropogenic emissions. Data with enhancement ratios above 20 ppb ppm-1
was assumed to be a mix of flaring and fugitive emissions and was therefore used in













Figure 3.7: Scatter plot of ∆CH4 versus ∆CO2. The dashed line shows an emission ratio of
20 ppb ppm-1 which was used for filtering data to remove the influence of anthropogenic
emissions.
The ∆C2H6/∆CH4 enhancement ratios were calculated using reduced major axis re-
gression and the correlations were evaluated through the calculation of the Pearson’s
correlation coefficient. Figure 3.8 shows the scatter plot of C2H6 and CH4 enhancements.
Strong, positive correlations for field types of condensate, gas and oil were observed
(r(878) = 0.98, r(1433) = 0.93 and r(3385) = 0.81) respectivelywith p<.001 in all cases), sug-
gesting O&G emissions were the dominant source of CH4. Mixed fields showed a weak
but statistically significant correlation (r(1256) = 0.28, p<.001) alongwith notably smaller
CH4 enhancements compared to the other field types. CH4 enhancements were observed
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with a wide range of C2H6 enhancements, with ratios ranging from 0.03–0.18. Gas fields
had the lowest enhancement ratio of 0.03, indicating dry-gas emissions dominated by
CH4.[149] The highest emission ratio of 0.18 was observed for oil fields. Emission ratios >
0.06 have previously been observed fromwet gas wells and are associated with gas con-
taining a larger fraction of NMHCs.[149] Significant variability (smallest r) in the scatter
of the data from oil fields was noted compared to other field types. Noticeably, oil fields
in the West Shetland region had a higher C2H6 content (31%) than those in the North UK
region (13%). This could be related to the difference in the transportationmethods of the
extracted oil in these two regions. In the North UK, pipelines are typically used to carry
oil to shore, whereas West Shetland largely relies on shuttle tankers for oil export. VOC
emissions associatedwith tanker loading can occur when oil is transferred fromfloating
production storage and offloading (FPSO) vessels into shuttle tankers. During loading,
light hydrocarbons dissolved in the crude oil vaporise from the liquid and accumulate in
the vapour space of the tank. This increases the pressure inside the tank and therefore
vapours are vented to the atmosphere.[125] Additionally, high enhancement ratios > 0.85
have previously been attributed to condensate tank flash emissions,[207] therefore the
increased enhancements of C2H6 observed here possibly arise due to venting of light hy-
drocarbons during loading. The range of emission ratios observed across the North Sea
suggests that there is a significant spatial variability in the composition of natural gas
and highlights the heterogeneity of emissions across the O&G sector.
3.3.2.2 VOC composition
Thewhole air samples obtained showed significant variations inVOC concentrations. To-
tal hydrocarbon concentrations in a single sample ranged from 1.73 µgm-3 to 155 µgm-3,
reflecting the difference between a sample in clean background air, compared to a sam-
ple capturedwithin a plume. To broadly compare the different offshore field types, VOCs
were grouped into categories: light alkanes (C2–C5), heavy alkanes (C6+), unsaturated and
aromatic. Mixing ratios were first converted to concentrations (µgm-3) in order to inves-
tigate which species contributed most to the total mass measured. Figure 3.9a shows
the contribution of the VOC categories to total VOC concentrations for each field type.
Among all the species quantified, C2-C5 alkanes (ethane, propane, n-butane, iso-butane,
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Figure 3.8: Scatter plot of ∆C2H6 vs ∆CH4 for each offshore field type. Observations were
filtered to those with a ∆CH4/∆CO2 ratio greater than 20 ppb ppm-1 as these were consid-
ered to be uninfluenced by anthropogenic urban emission sources. Dashed lines indicate
the linear fit obtained from reduced major-axis regression.
n-pentane and iso-pentane) were the most abundant group for all field types, account-
ing for, on average, 70.2% of the total measured mass. The largest contribution was
for oil fields and the contributions of light alkanes in individual samples ranged from
14.0% to 98.4%, where ethane and propane were the dominant species. This is some-
what expected since elevated concentrations of short chained alkanes are characteristic
of emissions from the O&G sector.[25] The contributions of heavy alkanes (hexane, hep-
tane, octane, 2,3-methyl-pentanes, 2,2,4-trimethylpentane) was small for all field types
(< 8%), suggesting O&G production was not a key source of these compounds. Aromatic
(benzene and toluene) and unsaturated (ethene, acetylene, propene, but-1-ene, trans-
2-butene, cis-2-butene, 1,3-butadiene, trans-2-pentene, pent-1-ene and isoprene) species
made similar average contributions to total VOC concentrations of 12.4% and 12.2% re-
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spectively. The aromatic contribution for condensate fields was twice as high as any
other field type (20.7%). Closer inspection revealed that this was driven by particularly
high aromatic contributions observed from the Erskine field, located in the North UK
region. The variation in individual samples from this field were small compared to the
field-to-field variability, suggesting the difference in emissions is largely due to different
practices and equipment on individual platforms, a point also raised by Warneke et al.
[126] for onshore well pads. Contributions from unsaturated species ranged from 7.3%
to 15.1%. Ethene and acetylene (ethyne) were the dominant species within this group,
which is suggestive of more general industrial point sources, possibly combustion gen-
erators.[208]
3.3.2.3 OH reactivity
Oxidation of VOCs by the hydroxyl radical (OH) to form peroxy radicals is the rate de-
termining step in the formation of tropospheric ozone. The potential of a VOC to form
ozone depends on the concentration of the species, the reactivity towards OH and struc-
ture (number of C-C and C-H bonds). The OH reactivity can be used as a simple metric
to identify the key species that most readily form peroxy radicals and subsequently pro-
duce ozone.[209] The OH reactivity (ROH–X) for VOCsmeasured in the North Sea was calcu-
lated as the product of the rate constant for the reaction of VOC "X" with OH (kOH+X) and
the VOC mixing ratio (X, molecule cm-3) using R3.1 and a method outlined in Abeleira
et al. [210]. Rate constants at 298 K were obtained from Atkinson and Aschmann [211]
and Atkinson and Arey [212].
ROH−X = kOH+X [X] (R3.1)
Figure 3.9b shows the contribution of each VOC class, along with CH4, to total OH
reactivity for each offshore field type. Unsaturated compounds made the highest contri-
bution to OH reactivity for all field types, contributing on average 55.5%, despite a low
contribution of 12.2% to total VOC concentrations. Of all the compounds in this group,
1,3-butadiene made the largest contribution to OH reactivity since it is highly reactive
towards OH,making it important for ozone production despite being present in low con-
centrations. Light alkanes were the second most important contributor to OH reactivity
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for all field types. Despite being themost abundant groupof compounds, contributions to
OH reactivity were approximately half that of unsaturated species, with an average con-
tribution of 31.8%. Contributions of light alkanes became increasingly important in the
order: gas, oil, condensate. Previous studies conducted onshore have identified alkanes
to be the largest contributors to OH reactivity in regions of O&G production, with alkenes
and biogenics as minor contributors due to their relatively low abundance.[25] However,
Figure 3.9b indicates that in the more remote offshore environment, where there are
significantly less emission sources and VOC concentrations are generally lower, OH reac-
tivity is dominated by fast reacting species with OH. These are likely emitted as a result
of the more general combustion sources that exist on O&G platforms. By comparison,
the contribution of CH4 to total OH reactivity was minor for all field types, despite being
the primary component of natural gas, exposing the importance of NMHCs in regard to
O3 formation. The greatest CH4 contribution was observed for gas fields (2.87%), owing
to the characteristics of dry-gas emissions, which are predominantly CH4. Due to their
slower reaction rates, alkanes such as ethane are likely to contribute to O3 formation
on larger spatial scales, rather than in the local environment. This is potentially more
significant in regions of oil or condensate production where alkanes made a heavier
contribution to total OH reactivity.
3.3.2.4 Excess mole fraction
In order to compare the emission profile of VOCs measured for each field type and to
provide some general quantification of emissions, the relative abundance of VOCs to CH4
was calculated. The "excess mole fraction" (EMF) is defined as the relative abundance
of NMHCs to the sum of CH4 and non-CH4 mixing ratios.[213] The background NMHC
mixing ratios (NMHCBG) were defined as the lowest 1% of samples during each flight
within each sampling region in the PBL and were subtracted from the total mixing ra-
tios. Only compounds that were quantified on all flights were included in this analysis
in order to keep the number of compounds making up the total NMHCmixing ratio con-
sistent. This resulted in the exclusion of isoprene, pent-1-ene, trans-2-pentene and 2,2,4-
trimethylpentane. The excessmole fractionwas calculated for each field type using R3.2:
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Figure 3.9: Percentage contribution of different VOC categories to (a) total VOC concen-
trations by mass and (b) total VOC-OH reactivity measured for each field type. The contri-
bution of CH4 is shown only for OH reactivity to demonstrate the relative importance of
the other VOCs in terms of O3 formation.
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Figure 3.10a shows the mean EMF calculated for each field type. Oil fields had the
highest EMF of 28.3%. This indicates that the VOC mixture emitted by oil fields consists
of heavier compounds compared to gas or condensate fields. Gas fields had the smallest
amount of VOCs relative to CH4, with an average EMF of 12.6%, representing the fact
that natural gas is 70–90% CH4. This is consistent with a study in the Uintah Basin by
Warneke et al. [126] who found that oil wells had a higher VOC to CH4 ratio to gas wells
due to the heavier composition of hydrocarbons extracted by oil pads compared to gas.
This is also consistent with Figure 3.9, where oil fields had the highest percentage contri-
bution (82%) of C2–C5 alkanes to total VOC concentrations. Similarly Bourtsoukidis et al.
[213] assigned high EMFs in the Arabian Peninsula to air originating from the oil fields
and refineries of Iran and low EMFs to the gas fields of Turkmenistan. The EMF for con-
densate fields sits in themiddle of those for O&G fields, with amean value of 16.4%. This
is somewhat expected since gas condensate is a mixture of low-boiling hydrocarbon liq-
uids and is predominantly made up of pentane isomers with relatively small amounts
of CH4 or ethane.[214] Mixed fields had the lowest mean EMF of 12.3% but with the high-
est standard error of 2.55%. Fields listed as mixed are solely located in the Norwegian
sector, where the term defines reservoirs where more than one fossil fuel product is ex-
tracted over the fields lifetime. The EMFs for individual fields in this region ranged from
2.5% to 33% (Figure 3.11) reflecting the individual characteristics of each reservoir and
the differences in the types of production across this region.
The EMF can be related to water depth as displayed by Figure 3.10b, which shows
the relative density distributions (smoothed histogram) of water depths for platforms in
the North Sea. Generally the EMF increases with increasing water depth. Gas extraction
principally occurs in water depths less than 100 m, which results in low EMFs and emis-
sions dominated by CH4. North Sea condensate is typically extracted in water depths
between 50 m and 200 m, resulting in an increase in emissions of light alkanes relative
to CH4. Oil production is more greatly associated with deep water extraction. The great-
est water depths were in theWest Shetland region, with extraction taking place in water
deeper than 400 m. Subsequently, when broken down by study region as well as field
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Figure 3.10: (a) Mean excess mole fraction for each offshore field type. Error bars rep-
resent one standard error. (b) Smoothed density distribution of water depth obtained for
each offshore field in the North Sea, coloured by field type. A depth of 305m (1000 ft) defines
deep water.
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type, the highest EMF of 38.1% was also observed for West Shetland, showing that deep
water extraction results in emissions richer in higher molecular weight hydrocarbons
relative to CH4. Deep water extraction is increasing worldwide[215] and whilst one study
found that deepwater facilities hadmoderate emission rates compared to shallowwater
sites,[216] the difference in the composition of emissions could be significant in terms of
O3 production, since longer chained alkanes have shorter lifetimes with respect to OH
andmore C-C and C-H bonds than CH4. This work shows that the EMF can be a useful tool
in separating emissions from oil, gas or condensate exploitation and supports the con-
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Figure 3.11: Mean excess mole fraction for individual offshore fields in the Norwegian
sector of the North Sea coloured by water depth. Error bars represent one standard error.
3.3.3 Comparison of VOC speciation to emission inventories
The UK NAEI is the primary source of inventory information for the UK.[217] The inven-
tory provides pollutant specific gridded emissions at a 1 km x 1 km resolution. Emis-
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sions are split into source sectors such as road transport, waste, agriculture and offshore.
Point source emissions are also included, such as individual offshore platforms or power
plants. VOCs are generally represented in the form of total NMHC, with the exception of
carcinogenic compounds benzene and 1,3-butadiene, which are quantified in the point
source inventory. In order to extract specific VOC emissions estimates, the total NMHC
estimate can be combined with source profiles from Passant [218]. This includes a series
of NMHC species profiles which describe the VOC composition from each source, given
as a percentage contribution to total NMHC emissions. The speciation profiles include
over 600 different compounds from around 250 different sources. For each year in the
NAEI the profiles are held constant and are applied to a new total VOC inventory. For
well known sectors, constant profiles are assumed to be a reasonable approximation.
However, for less well known sources, this could introduce uncertainty into emissions
estimations, specifically in the context of modelling tropospheric ozone as the results
are sensitive to the VOC speciation, which is used as model inputs. Incorrect speciation
means it is difficult to accurately assess the impact of emissions.
In terms of offshore VOC speciation, four relevant profiles from Passant [218] were
identified. These are listed as crude oil production, crude oil distribution, industrial com-
bustion of gas and natural gas flares. Multiple sources are represented by a single pro-
file meaning these profiles are used to represent the entire offshore sector, including
emissions from flaring, venting, loading and storage. Figure 3.12 compares the emission
ratios of VOCs to propane for these profiles to the North Sea measurements from this
work. (Note the flaring profile was not included here due to the lack of common species
between measurements and inventory.) All offshore field types show a consistent trend
in Figure 3.12with the VOC to propane ratio generally decreasingwith increasingmolec-
ular weight, highlighting how O&G emissions are dominated by light alkanes. However
the absolute values vary significantly, again exposing the non-uniform nature of emis-
sions from the O&G sector.
The measurements closest resemble the oil production VOC profile from the NAEI,
shown in Figure 3.12, particularly for emission ratios of some light alkanes (n-butane,
n-pentane, iso-butane), which are both qualitatively and quantitatively consistent. Obvi-
ous differences are observed for species with a carbon number greater than 5. The ratio
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for hexane is enhanced in the oil production profile compared to the observations, with
the largest discrepancy seen for condensate fields. The opposite is true for the mono-
aromatic species (benzene and toluene), where the enhancement ratio in the inventory
profile is significantly lower than the measurement data for benzene and emissions of
toluene are not included at all, suggesting the inventory may be lacking in some infor-
mation. The gas combustion profile appears to capture similar trends to the measure-
ments and also includes aromatic compounds benzene and toluene. However, this pro-
file shows a higher contribution of VOCs relative to propane compared to observations
for all species, potentially leading to the overestimation of some species should these
profiles be used in the estimation of individual VOC emissions. The oil distribution pro-
file is sparse in terms of the number of species reported, only including alkanes up to
C5 and no mono-aromatics. In addition, the quantitative values of emission ratios are
dissimilar to the both the observations and the other inventory profiles, suggesting this
profile does not well represent offshore O&G emissions.
This work shows that VOC emissions are unique to their source and therefore using
a single profile to represent multiple emission sources will likely mean emissions are
poorly described in the inventory. However, the measurements made here represent
an accumulation of emissions from all potential sources located on offshore platforms,
therefore it is unlikely that any one source-specific profile will agree entirely. Despite
this, it is clear that the profiles are not inclusive of all species and that considerable
variability exists in emissions from the O&G sector, which is not currently reflected in
the inventory. In order to assess the accuracy of the NAEI source profiles, more detailed
study into specific sources and activities is needed.
3.4 Conclusions
This study presents an overview of VOCs emitted from O&G operations in the North
Sea, which is a rarely investigated but rapidly changing region. Data from 28 research
flights were aggregated to provide a representative picture of the spatial distribution
of VOCs across all regions of the North Sea. Enhancement ratios between pentane iso-
mers identify O&G activities to be the dominant source. Characteristic enhancements of
iso-pentane over n-pentane of 0.89, 1.08, and 1.12 in the North UK, West Shetland and
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Figure 3.12: Emission ratios of VOC with propane calculated by reduced major axis re-
gression for each offshore field type (note the log scale). Error bars represent the 95%
confidence intervals. The dashed lines show the ratio obtained from the NAEI speciation
profiles in Passant [218] for oil production, oil distribution and gas combustion.
Norwegian sector respectively, are consistent with literature values identifying emis-
sions from O&G activities. A ratio of 1.24 ppb observed in the South UK provides evi-
dence of an urban influence on emissions since branched isomers are more prevalent
in refined products such as petrol. Enhancement ratios of individual VOCs with specific
tracer compounds were utilised to determine the contribution from unique emission
sources. Propane was used as an O&G tracer while acetylene was used to identify ve-
hicular emissions. Strong correlations of light alkanes with propane and generally weak
correlations with acetylene confirmed that hydrocarbon mixing ratios in the North Sea
are primarily influenced by O&G production. Emissions originating from urban traffic
sources were identified in the South UK through use of the benzene to toluene enhance-
ment ratio, where approximately 4% of data from this region was characterised by a B/T
ratio of 0.6, typical of traffic emissions.[200]
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The source profiles of offshore field types were investigated in terms of the primary
product; oil, gas, condensate or a mix of them. The C2H6 to CH4 enhancement ratio high-
lighted the significant spatial variability in the composition of emissions from offshore
O&G production. Ratios ranging from 0.03 to 0.18 indicated "wet" emission sources con-
taining high ethane content as well as "dry" emissions primarily composed of CH4. The
distribution of individual VOCs was similar for all field types, with C2–C5 alkanes be-
ing the dominant species, however the relative contribution of VOCs to CH4 was unique
to each extraction product. The importance of studying VOCs in addition to CH4 was
exposed through calculations of VOC-OH reactivity, which showed unsaturated species,
followed by light alkanes were the most important in terms of local O3 formation. CH4
contributed less than 3% despite its dominance in terms of emissions from this sector.
Through calculation of the excess mole fraction, the diversity in emissions from O&G ac-
tivitieswas emphasized. Deepwater oil extraction resulted in emissions of hydrocarbon-
rich, associated gas, whereas gas extraction in shallow waters yields emissions of CH4-
rich, non-associated gas. EMFs typically increased with water depth, suggesting that
emissions of VOCs from O&G activities may become increasingly important relative to
CH4 in terms of their impact on air quality as current reservoirs are depleted and explo-
ration shifts to more challenging, deeper waters.
A comparison of the measurement data to the source profiles found in the UK NAEI
revealed several discrepancies in terms of relative speciation. The VOC to propane ratio
for common species was compared to profiles relating to gas combustion, oil production
and oil distribution. Whilst the profile for oil production agrees fairly well with mea-
sured molar ratios of light alkanes, deviations occurred for the higher carbon number
hydrocarbons, particularly hexane, which was higher relative to propane in the inven-
tory compared to measurements. Considerable differences were also seen for benzene
and the absence of other aromatic species and alkenes in the inventory profiles suggest
these sources are not completely characterised in the current inventory, although the
overall mass of emissions may still be correct.
Overall, this work uses novel and unique data to provide a better understanding of a
relatively understudied source of emissions from North Sea O&G production, which has
the potential to impact local and regional air quality. The VOC speciation profiles estab-
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lishedhere could beused toupdate the current inventory, providing a set of observational-
based profiles specific to each fossil fuel product.
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Emissions Estimates from North
Sea Oil and Gas Facilities
4.1 Introduction
Accurate reporting of atmospheric emissions is at the core of assessing and mitigating
environmental concerns resulting from industrial activities. Such reports are a cru-
cial source of data which underpin the construction of emissions inventories. The in-
ventories serve a wide range of purposes including facilitating the development of air
quality relevant policies and mitigation efforts as well as to assess compliance against
legally set thresholds.[142] Emission inventories for oil and gas (O&G) production are typ-
ically developed using "bottom-up" (BU) methods, which are based on component-level
emissions. In these methods, emissions from individual components are measured and
98
Chapter 4. Emissions Estimates from North Sea Oil and Gas Facilities
subsequently scaled up by the total number of sources to produce an overall estimate
for a facility. In the absence of such measurements, they are derived through a com-
bination of source-specific emission factors and activity data prior to scaling.[143,219] Al-
ternatively, "top-down" (TD) methods can be used, which typically involve measuring
enhancements downwind of a point-source or region using aircraft, satellite or tower
measurements to produce estimateswhich are representative of total atmospheric emis-
sions.[124,141,205,216,220]
TD studies in regions of O&G production are commonly used to validate the BU es-
timates used in emission inventories. However, there are often discrepancies between
results obtainedwith the twomethods.[109] Possible uncertainties fromTDmethods arise
due to the temporal variability in emissions. Intermittent sources such as flaring have
the potential to be under- or over-estimated when emissions estimates are scaled up to
daily or annual resolution. On the other hand, BU estimates are generally lower than
those from TD studies.[221] However, BU methods potentially fail to include significant
emission sources or severely underestimate those that are reported due to unsuitable
emission factors or inaccurate activity data.[142] Moreover, component-level emission
factors do not account for the effect of ageing equipment over time. New machinery
is expected to perform efficiently, however over time degrades and becomes less effi-
cient. This could potentially lead to inaccuracies in the BU estimates, which may be
better captured by TD methods. Furthermore, there are additional uncertainties sur-
rounding fugitive emissions, with a recent study in the North Sea exposing a potentially
significant missing methane (CH4) source within the inventory due to leakage from off-
shore platforms.[222] Therefore, a greater understanding of the inconsistencies between
TD and BUmethods is required to improve confidence in the overall emissions estimates
from the O&G industry.
4.1.1 UK context
In the UK, emissions fromupstreamO&G sources are entirely operator-reported. Annual
emissions estimates for atmospheric pollutants from all fixed and mobile installations
are compiled within the Environmental Emissions Monitoring System (EEMS). The pri-
mary function of EEMS is to provide data regarding offshore O&G industry emissions,
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which can be incorporated into the annual UK National Atmospheric Emissions Inven-
tory (NAEI). Data relating to emissions of pollutants with environmental significance
including CH4, carbon monoxide (CO), nitrogen oxides (NOx = NO + NO2) and volatile
organic compounds (VOCs) are uploaded to the database by the facility operators. Oper-
ators are required to report 100% of emissions from emitting installations and terminals
from sources including flaring, venting, offshore tanker loading and emissions from ex-
ploration and development drilling rigs. Emissions relating to support vessels, tankers
on-route, helicopters and seismic vessels are not included as these are reported else-
where in the NAEI.[139]
4.1.2 Bottom-up calculations
Emissions of each pollutant from installations and terminals must be submitted to EEMS
for each of three emission types and the associated sources within, displayed in Ta-
ble 4.1. The direct monitoring of emissions is uncommon offshore since many operators
do not have verified monitoring systems, largely due to the associated expense. Conse-
quently, emissions for most sources are calculated from activity and emission factors
(Section 1.6.2.1). Within EEMS, emission factors are split into two categories: calculated
and default. Calculated emission factors are preferential since these are derived from
local measurements made on a range of equipment and are therefore specific to the re-
porting installation. Alternatively, default emission factors exist for every source within
EEMS. These are taken from references within the literature and are assumed to repre-
sent acceptable values for the associated emission source.[139] There are default emission
factors for every plant component, which are different depending on the location (on-
or off-shore) and the hydrocarbon type (gas, light crude oil or heavy crude oil.) Addi-
tionally, the default factors are adjusted based on the age of the installation or terminal.
An age adjustment factor is applied, which relates to the commissioning date of the in-
stallation as in Table 4.2. Therefore, older platforms are expected to have higher emis-
sions due to the degradation of equipment. However, these factors do not account for
the reduced efficiency of equipment over time on platforms commissioned from 1988
onwards. Moreover, the use of default emission factors for multiple platforms assumes
emissions are somewhat uniform between facilities, however the temporal and spatial
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variability in emissions from the O&G industry is well documented.[126,223]
Table 4.1: Emission types and sources within EEMS.
Type Source Installations Terminals
Consumption Gas consumption – Plant operations Ë Ë
Diesel consumption – Plant operations Ë Ë
Fuel oil consumption – Plant operations Ë Ë
Gas flaring Ë Ë
Direct emission Gas venting Ë Ë
Direct process emissions Ë Ë
Oil loading Ë Ë
Storage tanks é Ë
Fugitive emissions Ë Ë
Drilling Well testing Ë é
Diesel consumption Ë é
Chapter 3 exposed the differences in emissions of VOCs related to unique offshore
field types. The hydrocarbon composition of emissions was significantly different in re-
gions of oil production compared to gas. However, the lack of compositional data and
direct monitoring regarding VOCs means there are large uncertainties surrounding the
quantity of emissions from O&G production. Given that VOCs are tightly coupled with
both ozone (O3) and secondary organic aerosol formation, as well as some direct human
health impacts, inaccurate information regarding the breakdownbymolecular composi-
tion hinders the complete assessment of environmental impacts from the O&G industry.
As such, this work presents valuable aircraft-based measurement data from North Sea
O&G facilities. This data is used to provide crucial quantitative emissions estimates of
individual VOCs and subsequently evaluate the current BU methodology.
Table 4.2: Installation age adjustment factors within EEMS.
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4.1.3 Objectives
The reporting of offshore emissions in the UK is exclusively based on BU estimations
provided by facility operators. The validation of such estimates is rarely attempted and
the few studies that do are primarily concentrated around CH4 with little focus on VOCs.
This chapter details measurement data regarding emissions from O&G facilities in the
North Sea, which may help to address some of the uncertainties surrounding offshore
emissions. First, TD emission estimates of CH4 and speciated VOCs are derived for four
facilities. A mass balance approach was employed using in-situ, online CH4 and ethane
(C2H6) measurements coupled with the relative abundance of hydrocarbons in discrete
air samples. Second, the aircraft-based estimates are used to assess the robustness of the
current BU methodology by identifying the key areas and sources within the reporting
which require further evaluation. Improved knowledge of these emissions will facilitate
more accurate assessments of the impact of emissions from the offshore sector.
4.2 Methods
4.2.1 Instrumentation
Airbornemeasurementswere conducted on-board the Facility forAirborneAtmospheric
Measurements’ (FAAM) BAe-146 research aircraft. In-situ measurements of CH4 and
C2H6 at a resolution of 1 Hz were made using a Los Gatos Research Fast Greenhouse Gas
Analyser (FGGA, model RMT-200) and Tunable Infrared Laser Direct Absorption Spec-
trometer (TILDAS, Aerodyne Research, Inc), respectively. Discrete VOC measurements
weremade using the whole air sample (WAS) system on-board the aircraft, coupledwith
post-flight analysis by gas chromatographywithflame ionizationdetection (GC-FID). Fur-
ther technical details regarding the aircraft and instrumentation, including calibration
procedures and uncertainty calculations are described in Chapter 2.
4.2.2 Campaign design
As part of The Demonstration Of A Comprehensive Approach To Monitoring Emissions
From Oil and Gas Installations (AEOG) project, three five-day airborne campaigns took
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place over the North Sea in April 2018, September 2018 and March 2019. Figure 4.1a
shows the aircraft path during each flight used in this study. Airborne sampling was
focused on two regions of the North Sea, displayed by the clusters of installations in Fig-
ure 4.1b. The first was the Central North Sea region located off the coast of Aberdeen.
In particular, installations serving the Elgin-Franklin and Forties fields were targeted
due to their comparatively high levels of atmospheric emissions identified during pre-
vious field studies. The second was the West Shetland area, which is predominantly an
oil producing region. New installations such as the Clair Ridge development were com-
missioned at the start of this work with subsequent production beginning in November
2018.[224] This study will provide a baseline for current regional pollutant levels against
which emissions from the new installations can be assessed, whilst providing data relat-
ing to the atmospheric levels of pollutants emitted from specific existing installations.
The preferred sampling strategy during each flight was to perform a series of stacked
straight and level flight legs downwindof the chosen installations, intercepting the plume
at various altitudes ranging from the near-surface to the top of the planetary boundary
layer (PBL). Sampling in this way allows the full characterisation of the plume in both
the horizontal and vertical directions. The flight paths were positioned approximately
3–8 km downwind of the source in a direction perpendicular to the wind. In all cases, an
upwind pass of the study region was performed to detect any emission sources directly
upwind and to rule out interference from upwind sites or vessels. Figure 4.2a shows an
example of the downwind flight legs performed by the aircraft, whilst the observed CH4
enhancements for each installation are displayed in Figure 4.2b. The close proximity
of platforms to each other allows multiple installations to be sampled on a single flight.
However, on some occasions this congestion can lead to the overlapping of individual
plumes making source attribution difficult. Plumes were assigned to a given platform
based on wind direction. Subsequent analysis was only performed on enhancements
that could be definitively assigned to a single platform and were absent of interference
from other point sources. A summary of the installations sampled during each flight is
given in Table 4.3.
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Figure 4.1: (a) North Sea flight tracks. (b) Locations of individual offshore platforms
which were targetted for airborne sampling.
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Table 4.3: Flight details and locations of sampled facilities.
Flight no. Date Platform name Latitude Longitude
C100 2018-04-26 Foinaven 60.32 -4.27
C100 2018-04-26 Glen Lyon 60.36 -4.07
C118 2018-09-11 Foinaven 60.32 -4.27
C121 2018-09-14 Elgin 57.01 1.84
C147 2019-03-04 Elgin 57.01 1.84
C147 2019-03-04 Shearwater 57.03 1.95
C148 2019-03-05 Glen Lyon 60.36 -4.07
C150 2019-03-07 Glen Lyon 60.36 -4.07
4.2.3 Emission flux calculation
Pollutant fluxes of CH4 and C2H6 were calculated using a mass balance approach, which
can be used to estimate emissions from area[108,220,225,226] or point sources.[141,205,227] The
net flux (Q) through a vertical plane downwind of a source is calculated using R4.1,
where the difference between the downwind and background mole fractions of a com-
pound ([C] − [C]b) is integrated laterally across the width of a plume (2x) and vertically
from the surface (zsurface) to the top of the PBL (zPBL) and multiplied by the perpen-
dicular component of the wind speed (Ucos(α)), where α is the angle between the wind
direction and the line perpendicular to the aircraft heading. The ideal gas law is then
applied to convert a volume mixing ratio into a mass per unit volume, allowing the de-
termination of an emission flux through the plane in kg s-1.





([C]− [C]b) dx dz (R4.1)
Emission rates of individual VOCs (QV OC) were subsequently calculated by scaling
the C2H6 emission rate (QC2H6) by the enhancement ratio in each plume
(ER[V OC]/[C2H6]), and the ratio of the molecular weights ( MWV OCMWC2H6 ), as in R4.2. Enhance-
ment ratios of each VOC were determined from mixing ratios in whole air samples cap-
tured in plumes.
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Figure 4.2: (a) Example of straight and level flight runs performed downwind of specific
installations in the North Sea. (b) CH4 enhancements observed downwind of installations
at different altitudes.





In order for themass balance to correctly represent emissions, thewind speed and direc-
tion must be consistent between the time of emission and the time of measurement. If
wind speed decreases between these two times, emissions estimates will be biased low.
Conversely, if the wind speed increases as the plume is transported, emissions will be
biased high as the amount of dilution the plume has undergone will be overestimated.
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This is less of a concern when measuring emissions from point sources such as oil plat-
forms since transport times between source and measurement are typically short com-
pared to measuring bulk emissions from an entire region. Figure 4.3 shows the average
perpendicular component of the wind speed (U cosα) measured throughout each flight
for which a mass balance calculation was performed. A threshold mean wind speed of
3 m s-1 was set prior to any calculation to ensure suitable dispersion of the plume. Mean
wind speeds ranged from 6–16 m s-1 with a mean standard deviation of 1.6 m s-1.
Figure 4.3: Mean perpendicular wind speed across all straight and level transects during
each flight. Error bars represent ± 1σ.
4.2.3.2 Vertical mixing within the PBL
The maximum mixing height of each measured plume was established by estimating
the height of the PBL using vertical profiles performed at the beginning and end of each
flight. Profiles were typically conducted from 15–800 m close to the area of interest.
Increases in the vertical variation of potential temperature was determined to be the
PBL height, shown in Figure 4.4. Typical mixing heights were estimated to be roughly
250–850 m above sea level (ASL). The extent to which the enhancements from individ-
ual point sources were mixed to the top of the PBL varied depending on boundary layer
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conditions and the source of emission. For some sources, the full vertical extent of the
plume was captured between the surface and a height lower than the PBL height, show-
ing incomplete mixing of surface emissions to the top of the PBL. However, if the mixing
height of the plume could not be identified from aircraft transects, the PBL height was
used to constrain themixing height of the plume by assuming awell-mixed plumewithin
the PBL with no leakage above.
Figure 4.4: Vertical profiles of potential temperature (θ) conducted during each flight.
The horizontal dashed lines indicate the estimated BLH at the time and location of each
profile.
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4.2.3.3 Background mixing ratios
Background mixing ratios were estimated using the lateral edges of the plume on either
side. The first and last fifth of data for each plume transect were considered to be back-
ground air. For each flight, the background value for each gas (CH4 and C2H6) was cal-
culated as the arithmetic mean of the mixing ratios in background air. The uncertainty
in this value was calculated as the standard deviation about the mean value. Figure 4.5
shows the calculated background values from individual plumes on each flight. Across
all flights, there was significant variability in both the CH4 and C2H6 background val-
ues. Generally the highest values were observed during the March 2019 flights (C147,
C148 & C150), where CH4 mixing ratios were upwards of 1945 ppb and background C2H6
exceeded 2 ppb. These flights were accompanied by easterly winds, suggesting a possi-
ble mainland emission source in Scandinavia responsible for elevating the background.
In comparison, the lowest background values were observed on flight C118 in the West
Shetland region, where winds originated from the west, transporting clean air from the
Atlantic to the study area.
This method of estimating the background was chosen over estimating background
mixing ratios from a flight leg conducted upwind of the emission source because the
lack of interfering emission sources resulted in well-defined plumes, making identifica-
tion of out-of-plume data straightforward. Using upwind mixing ratios as a background
introduces added uncertainty related to the fact that sampling the same air mass at both
locations is unlikely and therefore the upwindmeasurementmaynot represent the back-
ground of air that was sampled downwind. However, upwind passes are useful in the
first instant to check for additional emission sources which may affect the calculation.
4.2.3.4 Plume alignment
For each individual plume sampled, the maxima at each transect were aligned in terms
of both latitude and longitude to account for slight deviations in the position and heading
of transects. Figure 4.6 shows an example of the alignment procedure resulting in the
plumemaxima being observed at the same two dimensional position across all transects.
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Figure 4.5: Mean background mixing ratios of CH4 and C2H6 for each flight obtained
from the lateral edges of each plume. Error bars represent ± 1σ.
4.2.3.5 Position mapping
In order to integrate a vertical plane downwind of the emission source, the 1 s flight data
must be mapped onto a uniform two dimensional screen. A single horizontal path was
constructed from the individual flight legs using a linear least-squares fitting as a func-
tion of latitude and longitude. The variable (latitude or longitude) with the greatest span
was determined and subsequently used as the x-axis for regression. Each 1 s aircraft
observation was then mapped to the nearest point on the linear least squares fit path.
This translates each data point from a three dimensional position described by latitude
(y), longitude (x) and altitude (z) into a position on a two dimensional screen described
by horizontal track length and altitude (z).[227]
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Figure 4.6: CH4 enhancement above background observed during during flight C100
downwind of Foinaven and Glen Lyon at each transect altitude. The raw data (a) and data
after alignment of the plume maxima (b) are shown.
4.2.3.6 Interpolation
Interpolation of the screen from an irregular set of data points to a regular two dimen-
sional gridded planewas performed using Barnes surface interpolation.[228,229] This tech-
nique is commonly used in weather forecasting for the construction of contour plots
frommeasurements at irregularly distributedmonitoring stations.[230] TheBarnesmethod
uses a multi-pass scheme for the interpolation of two dimensional data. The initial pass
estimates a value at each grid point by using an average of the surrounding observations,
which are weighted according to the distance from the grid point being estimated. The






where the weighting function is given by:
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in whichwi is the weight for the i’th observation point, di is the distance from the grid
point being estimated to the i’th observation point, and c1 is a smoothing parameter.
The estimation is optimised using subsequent refinement passes, which compute an
error surface using the delta between the previous estimated value and the observations.
The error surface is used to correct the initial pass by reducing the delta between the
estimate and the observations. During the refinement passes the value at each grid cell
is re-estimated as:
g2(xi, yj) = g1(xi, yj) +
∑










For each unique plume, interpolation in both the horizontal and vertical was per-
formed on the sampled 1 Hz CH4 and C2H6 data, where the number of Barnes iterations
was set to 3. In the vertical dimension the data was interpolated from the ground to the
estimated height of the PBL, whilst in the horizontal, interpolation was performed from
end to end of the flight transects. Flight transects were cropped prior to this to include
only the plume of interest and a suitable amount of background observations on either
side (at least 10 data points).
4.2.4 Sensitivity to plume mixing height
Themixing height of the plume is a vital constraint in themass flux calculation. An ideal
flight would contain a bottom transect as close to the surface as possible (50 ft ASL), a
top transect at the height of the PBL andmultiple transects in between to capture the full
distribution of the plume in the vertical. Often, flight paths are not ideal and therefore
assumptions about plumemixing have to bemade. To test the effect of these assumptions
on the calculated emission rate, a series of sensitivity tests were performed on simulated
data. A Gaussian dispersion equation was used to simulate aircraft measurements of
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CH4 through a plume with a known emission rate (Q), mixing height (z) and average
wind speed (U). Random variability in latitude, longitude, altitude, mixing ratio and
wind speed was added to the data for each transect to reflect more realistic sampling
conditions. The parameterswere set as follows:Q = 0.2 kg s−1, z = 600m andU = 8ms−1.
A mass flux calculation was then performed using the simulated data. Two sampling
scenarios were tested:
• A - The full vertical extent of the plume was sampled.
• B - Sampling did not reveal the mixing height of the plume and therefore complete
mixing to the top of the PBL was assumed.
A total of 330 iterations were performed for each estimate by varying the Barnes
smoothingparameter between100–200 and thebackgroundCH4 between themeanvalue
± 1σ. The final flux estimate was taken to be the mean value of the iterations and un-
certainties were represented as ± 1σ. For each scenario, the estimated PBL height was
varied in each case to evaluate the effects of incorrectly defining the PBL height on the
estimated flux. Figure 4.7a shows the simulated flight data used in each scenario and
Figure 4.7b shows the effect of the estimated mixing height on the calculated emission
rate for each sampling scenario. It is evident that, in scenario A, where the entirety of
the plume is sampled such that a flight transect exists above the top of the plume, z is
well constrained within the calculation. Varying the estimated PBL height between 600–
1000mhas little effect on the calculated flux since the added area overwhich to integrate
consists of background mixing ratios outside of the plume and therefore make minimal
contributions to the total flux. As expected, varying the PBL height below the height to
which the plume was sampled (< 550 m) results in an underestimation of the flux. This
shows that the calculation of the emission rate does not depend on the PBL height pro-
vided the vertical extent of the plume is within the altitude range of the plume transects.
However, in scenario B, where no transect was flown above the plumemixing height,
the plume is poorly constrained in the vertical and therefore the estimation of the PBL
height has a large effect on the calculated flux. Since in this scenario, the only constraint
on z is the height of the PBL, estimations in the PBL height result in the integration of the
plume up to a height where it may not actually exist, resulting in an over-estimation of
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the flux. Similarly, as in scenario A, underestimating the PBL height results in an under-
estimation of the flux. Figure 4.7b (right) shows a near-linear relationship between the
estimated height and resulting flux, where an approximate 20% error in the estimation
of the PBL height away from the true value (600 m) results in an incorrect estimation of
the emission rate.
4.2.5 Uncertainty estimations
The average emission rates of CH4 and C2H6 for each installation were calculated using
R4.1. Uncertainties in the estimations arise from a range of variables including the esti-
mated height of the PBL, the choice of background value, deviations in the perpendicu-
lar wind speed and the choice of smoothing parameter used in the Barnes interpolation.
Therefore, multiple estimations of the flux were calculated assuming different possible
conditions. For each installation:
• The Barnes smoothing parameter was varied between 100–200.
• The background was varied within the uncertainty (± 1σ) as in Figure 4.5.
• The perpendicular wind speed was varied within the uncertainty (± 1σ) as in Fig-
ure 4.3.
A total of 330 emissions estimates were calculated per site for each pollutant. The
average of the iterations was used to determine the final emission rate for each instal-
lation. The uncertainties in the estimates were calculated from the components of each
individual source of uncertainty as outlined below:
• Variability in horizontal winds contributes to the flux uncertainty since constant
mean horizontal wind speed and direction is assumed in this method. The contri-
bution of wind variability to the flux uncertainty (σ(U cos(α)) was calculated as the
standard error of themean perpendicular component of thewind to the flight track
across all transects used in the flux calculation.
• Uncertainty in the PBL depth (σ(z)) is generally estimated using the difference be-
tween multiple methods of estimating the PBL height, such as aircraft profiles and
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Figure 4.7: (a) Simulated transects through a CH4 plume for two flight scenarios. (b)
Calculated mass emission rates of CH4 and uncertainties for each scenario resulting from
varying the estimated PBL height. The solid red lines show the trend-line resulting from a
linear regression. Simulated data was created using an emission rate of 0.20 kg s-1
(dashed line in (b)) and a mixing height of 600 m.
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aircraft soundings.[108] Since no such data was available in this case, an average un-
certainty from Cambaliza et al. [231], who reported an average standard deviation
in the PBL height of 13% was used instead. Uncertainty in the assumption that the
PBL was well mixed with no leakage above was accounted for in the uncertainty in
the PBL depth.
• The uncertainty in the enhancement above background (σ([C] − [C]b)) was com-
posed of the CH4 or C2H6 measurement uncertainty and the background uncer-
tainty. The measurement or instrument uncertainties were 2.86 ppb and 0.086 ppb
for CH4 and C2H6 respectively (described in Section 2.1.2). The background uncer-
tainty was calculated as the variability in background mixing ratios obtained from
the first and last fifth of data from each plume transect. A mean value was cal-
culated using data from all transects and the uncertainty was defined as the stan-
dard deviation about this mean. The final relative enhancement uncertainty was
calculated by summing the two absolute uncertainty components in quadrature,
where the average enhancement was calculated as a mean of the maximum en-
hancements observed during each transect.
• The overall relative uncertainty for each flux estimate (σ(Q)) was then calculated
by summing all the component relative uncertainties in quadrature as in R4.7. In
the cases where the plume did not extend to the top of the PBL, this is likely to pro-
duce a conservative estimate of the uncertainty since the height of the PBL does not
influence the calculation (Figure 4.7). However, for consistency identical calcula-



















Emissions data for UK offshore O&G exploration and production installations is collated
through the EEMS database (Section 1.6.2.1), maintained by the Offshore Petroleum Reg-
ulator for Environment and Decommissioning (OPRED). For use in this work, detailed
estimates of daily emissions for each surveyed installation were provided for the day of
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each flight through application of the currently accepted EEMS methodology. Included
in the data was a breakdown of emissions by pollutant (CH4, CO2, NOx, total VOC) and
source (combustion, fugitive, venting, flaring, loading). The emission factors used in the
calculations and an estimation of the composition of both the fuel and flare gas from
each installation were also provided. Data at a daily resolution facilitates a more ro-
bust comparison of measured and reported emissions at the platform-level, since any
emissions relating to abnormal operating conditions should be accounted for in the BU
estimations. Additionally, data regarding individual platform production data for 2018–
2019 were accessed from the Petroleum Production Reporting System published by the
UK Oil and Gas Authority.[232]
4.3 Results and discussion
4.3.1 Point source emissions of CH4 and C2H6
Data from six flights, measuring four installations were selected as being suitable for a
mass balance calculation. The criteria for selection included a steady, consistent wind
speed, a distinct plume which could be attributed to a single platform and a minimum
of three plume transects at a range of altitudes. Figures 4.8–4.9 show the interpolation
results for each sampled plume of CH4 and C2H6, respectively. These plots illustrate the
variation in plume size and shape and show the observed differences in plume mixing
heights. Since there were no measurements below the lowest level transect (typically
around 50 ft (∼15 m)) to constrain the interpolated estimates, emissions were assumed
to be uniform between the surface and the lowest set of measurements.
There is evidence of multiple emission sources from the same installation, where
the interpolated plane reveals two areas of elevated concentration separated by an area
of lower concentration. This is clear for the C2H6 plume from Foinaven on flight C100
(Figure 4.9a) and both plumes from Glen Lyon sampled on flight C148 (Figure 4.8g and
Figure 4.9g). One possible hypothesis for this is that venting and flaring emissions were
sampled on different transects. By nature, flaring emissions are intermittent and are
expected to be present at higher altitudes since they are usually emitted from a higher
point on a platform, such as a flare stack. In addition, gas flares typically burn between
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1500–2000 K,[233] therefore emissions are buoyant and rise within the atmosphere. Vent-
ing emissions generally consist of cold natural gas and therefore are expected to be of
an increased density compared to flaring emissions, hence would predominantly be ob-
served lower down in the atmosphere.
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Figure 4.8: Interpolated plots of CH4 enhancement above background as a function of
altitude above sea level against horizontal distance from a chosen starting point for each
sampled installation.
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Figure 4.9: Interpolated plots of C2H6 enhancement above background as a function of
altitude above sea level against horizontal distance from a chosen starting point for each
sampled plume.
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The results of the mass balance calculations are displayed in Figure 4.10. Large vari-
ability in the calculated flux of each pollutant is evident. The largest fluxes were cal-
culated for CH4, which ranged from 0.02±0.01–0.36±0.05 kg s-1, with a median flux of
0.12 kg s-1. Uncertainties varied between 13–47% for CH4 and 13–24% for C2H6. Emis-
sions estimates from the same installations showed significant temporal variability, par-
ticularly for Elgin and Glen Lyon, suggesting emissions from these platforms are highly
variable. Similar variability was observed in the C2H6 fluxes, which spanned a slightly
smaller range; from 0.002±0.0004–0.22±0.003 kg s-1 andmedian 0.05 kg s-1. Emissions of
C2H6 were typically lower than CH4 emissions. On both measurement occasions, emis-
sions of C2H6 from Foinaven were very small compared to CH4, with enhancements
rarely exceeding 1 ppb. The highest C2H6 fluxes were observed for Glen Lyon, with es-
timations for two out of the three sampling days reaching ∼0.2 kg s-1, corresponding to
enhancements of up to ∼150 ppb. Interestingly, fluxes of both pollutants at Glen Lyon
were much lower during flight C150 compared to flight C148, particularly C2H6, which
was 4-times lower. This is discussed further in Section 4.3.6.
Few additional studies investigating North Sea platform emissions exist. Riddick et
al. [222] used boat-based observations to quantify CH4 leaks through use of a Gaussian
plumemodel. They reported emission rates from individual North Sea gas facilities rang-
ing from 4.1–54.1 kg h-1. These estimates are significantly lower than those calculated
here, which range from 94–1311 kg h-1. However, the Authors note that the results repre-
sent fugitive emissions only. Emissions due to venting, flaring or oil-loading activities did
not occur during the boat-based measurements but were present on occasion through-
out the measurements made in this work. Therefore, emissions estimates are likely to
bemuch higher here, since they represent the cumulative sum of emission sources from
offshore platforms. Yacovitch et al. [216] made similar boat-based observations in the
Gulf of Mexico, quantifying CH4 emissions from 103 sites using a modified Gaussian dis-
persion methodology. They report a median and maximum emission rate of 5.3 kg h-1
and 185 kg h-1 respectively, of which the latter is towards the lower end of the emis-
sion magnitudes reported here. However, factor-of-10 error bars were associated with
the Gaussian dispersion results largely due to uncertainties in input parameters such as
height and location, meaning the true emission rates could lie closer to those measured
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Figure 4.10: Calculated emission rates of CH4 and C2H6 from individual installations
using the mass balance technique. Error bars represent the calculated uncertainties using
the method outlined in Section 4.2.5.
here. The results from this study are typically higher than similar work reported in the
literature for regions of offshore O&G production. This may be as a result of capturing
emissions from intermittent sources such as oil loading and venting, meaning measure-
ments are biased high when scaled up. Equally, the diversity in platform size, water
depth and equipment is likely to lead to obvious discrepancies in emissions estimates
from unique regions of O&G production.
In order to provide some context regarding the magnitude of estimated emissions,
production data from each platform was obtained from the UK Oil & Gas Authority.[232]
Both Foinaven and Glen Lyon are oil-producing platforms, meaning any associated gas
is produced as a by-product. This gas is generally regarded as waste, where it is ei-
ther vented, flared or reinjected. Elgin and Shearwater predominantly produce a mix-
ture of condensate and raw associated gas, both of which are exported for downstream
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processing. Figure 4.11 shows the total monthly production of both oil and associated
gas for each platform during months in which measurements were made. Glen Lyon
overwhelmingly produced the largest amount of oil, producing around 4-times as many
tonnes compared to the other installations. Similarly, Elgin produced themost associated
gas with over 100,000 tonnes each month. As expected, the West Shetland installations
(Glen Lyon and Foinaven) produced the smallest amount of gas since this product is not
exported.
When comparing the mean of all emissions estimates for each platform, CH4 emis-
sions generally scaledwith production, with the highest producing platforms (Glen Lyon
and Elgin for oil and associated gas respectively) resulting in the largest emission mag-
nitudes. This suggests that platforms with a greater throughput will likely emit the most
CH4. In the case of Glen Lyon, the gas is not used in the supply chain, however in the case
of Elgin, any fugitive emissions of CH4 represent lost product and hence profit, which is
undesirable. Therefore, there is further motivation to prevent leaks beyond the climate
impacts of such emissions.
4.3.2 Plume characteristics
The characteristics of each plume were evaluated by studying the ∆C2H6/∆CH4 ratio. As
demonstrated in Chapter 3, this ratio can serve as a useful tool in CH4 source attribu-
tion and can be utilised to distinguish between unique emission sources within the O&G
sector. The ratios were calculated from the slope of an XY-plot between the two species
using reduced major axis regression.[182] For each plume transect, background mixing
ratios were defined as the lowest 10% of values. The average of these values were then
subtracted from the observed mixing ratios on each transect to obtain the enhancement
above background.
Figure 4.12 shows the ∆C2H6/∆CH4 ratio (ppb ppb-1) calculated for each platform
from individual flights. Equivalent ratios of 0.1 were observed for Elgin and Shearwa-
ter, suggesting these platforms have a similar emission signature relating to condensate
extraction (Figure 3.8). Unusually low ratios of 0.03–0.04 were observed from Foinaven.
Given that the dominant extraction product from theWest Sheltand region is oil, a higher
ratio would be expected since wet gas resulting from oil extraction contains a larger
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Figure 4.11: Total production of oil and associated gas for each sampled platform
throughout each month flight campaigns took place.
proportion of VOCs relative to CH4. The observed values are much closer to the typi-
cal range expected from transmission-grade natural gas, which are usually of the order
of 0.015–0.02.[234] A possible explanation is that the gas accessed from this platform is
from a different geological source and therefore has an unusual composition compared
to the neighbouring fields.[216] This is supported by information regarding the compo-
sition of each gas collected by each platform. Whilst the fuel gas from both Glen Lyon
and Foinaven was similar, containing approximately 96% CH4 and 2% C2H6, the flare
gas from Foinaven had a much lower C2H6 content (2% compared to 11% in in the Glen
Lyon flare). Therefore emissions from Foinaven are expected to be dominated by CH4 to
a higher degree than Glen Lyon, as conveyed by Figure 4.12.
There was a large degree of variation in the enhancement ratios observed from Glen
Lyon. Ratios ranged from 0.19–0.83, suggesting a temporal variability in the measured
emission sources. Ratios > 20% are atypically high compared to those in previously
studied regions of O&G production[226] and are more commonly associated with emis-
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sions from processed natural gas liquids produced further down the supply chain.[235]
Moreover, the ∆C2H6/∆CH4 ratio in areas of North Sea oil production was previously
characterised as 0.18 (Figure 3.8), suggesting the high emission ratios measured were in-
fluenced by sources other than raw natural gas. This is further evidence of an additional
emission source enriched in C2H6 measured during flights C100 and C148.
Figure 4.12: ∆C2H6 vs ∆CH4 for each installation for which a mass balance calculation
was performed. The solid lines represent the molar enhancement ratio calculated from a
linear fit using reduced major axis regression. Significant correlations were observed in
all cases and r2 values ranged from 0.50–0.99.
4.3.3 VOC emission rates
Emission rates of individual VOCs were calculated using R4.2. Firstly, each uniquewhole
air sample was attributed to a plume from a specific installation. Figure 4.13 shows the
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1 Hz time series of ethane during each flight along with the time each whole air sample
was filled (squares). The canister samples are positioned on the y-axis according to the
quantified mixing ratio of ethane in each sample by GC-FID (Section 2.2). Ethane mixing
ratios in the canisters ranged from 0.74–41.2 ppb, highlighting the difference between
a sample in background air and a sample captured in the plume. Generally, there was
good agreement between the two methods for ethane (Section 2.1.2 and Section 2.2). A
regression plot between the canister ethane mixing ratio and the 1 Hz ethane data av-
eraged over the fill time of each canister yields a slope of 0.8 [0.702, 0.913], where the
numbers in square brackets give the 95% confidence interval in the slope, with coeffi-
cient of determination r2 = 0.80 (n = 58).
Secondly, the enhancement ratios of each VOC to ethane were determined using ro-
bust linear regression, implemented using the MASS R package.[236] The robust regres-
sion techniquewas chosen as it dampens the influence of outliers, which given the small
sample sizes (n < 20) would potentially have a large effect on the least squares fit. For
each plume, the quantification of emission rates was restricted to species which showed
a significant, positive correlationwith ethane (p> 0.05). Figure 4.14 shows the regression
plot of selected VOCs against ethane from the canister samples obtained in each plume.
Alkanes, along with aromatic species, benzene and toluene, were consistently well cor-
related with ethane in all plumes with Pearson correlation coefficients r > 0.7. Gener-
ally unsaturated compounds such as butenes and pentenes were poorly correlated with
ethane and therefore their emission rates were rarely quantified in downwind plumes.
The resulting VOC emission fluxes are shown in Figure 4.15. The total relative uncer-
tainty in the VOC estimates was calculated by summing the relative uncertainty in the
C2H6 estimates and the standard error of the regression slope in quadrature. In all but
one case, VOC estimates were lower than CH4 estimates. The maximum VOC emission
rate was 0.64 kg s-1, determined for propane in the Glen Lyon plume measured during
flight C100. The most abundant species across all calculations were ethane, propane, i-
butane, n-butane, i-pentane, n-pentane , ethene, benzene and toluene, highlighting the
dominance of light alkanes in emissions from O&G platforms.
As seen with the CH4 estimates, significant variability in the magnitude of VOC emis-
sion estimates was observed. The smallest estimates were measured for Foinaven with
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Figure 4.13: Ethane time series during individual aircraft runs for selected flights. The
coloured boxes show the mid-sampling time of captured whole air samples and are
placed on the y-axis according to the quantified ethane mixing ratio in the canister. The
colours represent the plume that each sample was assigned to.
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Figure 4.14: Scatter plot of selected VOCs against ethane from whole air samples
obtained in each plume. The solid lines represent the linear fit obtained from robust linear
regression.
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Figure 4.15: Calculated VOC emission fluxes and uncertainties for individual
installations, shown only for compounds with a significant (p < 0.05), positive correlation
with ethane in the whole air samples.
values typically less than 0.003 kg s-1, suggesting emissions from this platform are pre-
dominantly composed of CH4. Conversely, VOC emissions rates approximately an order
of magnitude higher than those measured from the other platforms, were consistently
measured downwind of Glen Lyon, implying a different emission source responsible for
enhanced emissions of light alkanes. The large variation in VOC emissions from distinct
platforms suggests the composition and magnitude of emissions is unique to each site,
which is somewhat expected since the purpose and function of offshore platforms is
highly variable.
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4.3.4 Comparison to bottom-up estimates
The TD CH4 and VOC emission rates for each installation were compared to the BU es-
timated emissions from the facility-level data obtained from OPRED. The BU data was
provided in units of tonnes per day, therefore the measurement data was scaled up
to daily emission rates to allow a direct comparison. Individual VOC emissions were
summed to give a total VOC emission and their uncertainties were combined in quadra-
ture. Figure 4.16 shows the comparison of reported versus measured emissions. Clearly,
there are discrepancies and a general lack of linearity between the TD and BU estima-
tions. Generally, the CH4 emission rate estimates based on the EEMS methodology were
lower than the measurements, by a factor of 4.4 on average. The exception to this was
Foinaven, where the BU estimations were on average, 5.6 times higher than the mea-
surements. A near-perfect agreement was achieved for emissions from Elgin on flight
C121, with a measured value of 8.93±1.9 tonnes day-1 compared to a reported value of
8.81 tonnes day-1. However, in the case of the second estimation for Elgin during flight
C147, the measured emissions were higher by a factor of 3.7, whilst the reported esti-
mates were almost identical to those for the day of flight C121, 6-months earlier. This
is possible evidence of a missing, intermittent source of CH4 in the BU estimates. The
largest discrepancy between the measured and reported emissions was observed for
Glen Lyon, where the measurements were a factor of 8.5 higher on average. However,
this average was skewed by the high measured CH4 emission estimate on flight C148,
which was 14 times higher than the bottom up estimate. The large deltas observed for
Glen Lyon suggest that there was a significant source of CH4 not accounted for in the
EEMS data.
A similar patternwas also observed in the total VOC estimates, wheremeasured emis-
sions were, on average, a factor of 6.5 lower than the BU estimates for Foinaven and only
a factor of 1.5 lower for Elgin. Unfortunately, only a single whole air sample was cap-
tured downwind of Elgin during flight C147, meaning emissions of VOCs could not be
compared between the two flights. There was an extensive difference between the es-
timations of total VOCs for Glen Lyon, where the measurements were a factor of 38.5
higher than the BU estimates on average. Again, this was skewed by particularly high
measurement estimates during flights C100 and C148, which differed from the BU esti-
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mates by more than an order of magnitude.
Figure 4.16: Comparison of reported versus measured emissions of both CH4 and total
VOC for each installation. Note the log scale on both axes. The dashed lines represent the
1:1 line.
4.3.5 Elgin case study
To investigate the differences in the measured CH4 emissions from Elgin, the enhance-
ment ratios of ∆CH4/∆CO2 (ppb ppm-1) and ∆C2H6/∆CH4 (ppb ppb-1) were further ex-
amined. The ratios were calculated as described in Section 4.3.2. Figure 4.17 shows the
calculated enhancement ratios for each plume transect. The mean ∆CH4/∆CO2 ratio for
each flight was 12.2 and 35.4 for C121 and C147 respectively, exposing a clear difference
in the composition of emissions on the two flight days. Despite this, the magnitude and
relative proportions of reported emissions was almost identical for both flight days. A
more detailed breakdown of the total daily reported CH4 emissions for each flight day is
shown in Figure 4.18. The most obvious difference is the reduced amount of combusted
and flared CH4 reported for the day of flight C147, whilst the magnitude of reported
venting and fugitive emissions was virtually unchanged. Noticeably, the BU estimates
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propose that CH4 from Elgin is principally emitted from venting, accounting for 96% of
the total reported CH4 on each day.
The lower ∆CH4/∆CO2 ratio observed on flight C121 signifies that CO2 was enhanced
relative to CH4, suggesting a larger component of the total CH4 emissions originated from
flaring. The approximate flaring efficiency for each transect was examined by looking
at the ∆CO2 vs (∆CO2 + ∆CH4) regression slope. The maximum slope observed for flight
C121 was 22.2% compared to 4.02% during flight C147. It is expected that typical flaring
efficiencies for industrial gas flares are greater than 90%.[205] The measured values are
much lower than this, since they represent a combination of all emission sources and are
therefore biased low by non-combusted CH4 sources. The higher efficiency for C121 is
consistent with a larger component of emissions from flaring as detailed by the reported
values. However, this does not account for the difference in the magnitude of emissions
between the two flights. The alternative explanation is that the higher ∆CH4/∆CO2 ra-
tio on flight C147 is due to a significant amount of CH4 emitted from either venting or
fugitive sources, which is not represented in the BU estimates.
No significant difference was observed in terms of the ∆C2H6/∆CH4 enhancement ra-
tio, with the average across both flights calculated as 0.07 and 0.09, for C121 and C147
respectively. This suggests the same emission sources were measured on each flight,
despite a change in the quantity of CH4 emitted from each source. Additionally, the
observed enhancement ratios agree with the characteristic ratio of 0.09, which was re-
ported in Chapter 3 for condensate fields, suggesting emissions of the raw associated gas
were measured here. It is expected that both CH4 and C2H6 are decomposed within gas
flares, therefore the ratio of the two species will remain relatively unchanged by a varia-
tion in the amount of flaring. Overall, thesemeasurements show that there is potentially
a significant source of CH4 resulting from either venting or fugitive emissions which is
not currently fully captured in the BU estimations. Therefore, the current calculation
methods may need to be updated to account for this apparent underestimated source
and to better represent the day-to-day variability in emissions.
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Figure 4.17: (a) ∆CH4/∆CO2 and (b) ∆C2H6/∆CH4 enhancement ratios measured during
each transect of the plume from the Elgin platform for two different flights. Enhancement
ratios were calculated through reduced major axis regression and the error bars
represent the upper and lower 95% confidence intervals in the slope.
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Figure 4.18: Bottom-up daily CH4 emission loads from Elgin, split by category. Data was
obtained from OPRED as described in Section 4.2.6.
4.3.6 Glen Lyon case study
Unusually high fluxes of VOCs were observed from Glen Lyon on two out of the three
flight occasions (Figure 4.10). One possible hypothesis for this is that significant amounts
of hydrocarbons were emitted during oil loading onto shuttle tankers (Section 1.6.1).
Glen Lyon is a floating production, storage and offtake vessel (FPSO), which is a ship
that also functions as a drilling platform. Oil from all FPSOs is transferred ashore by
shuttle tankers as opposed to by pipeline. In the North Sea, approximately 30% of the
UK’s crude oil production is loaded offshore.[127] Emissions arise due to the displacement
of the vapour present in the empty tank. As new cargo is loaded, the vapour is forced
out of the tank and vented into the atmosphere. Additional emissions also occur from
evaporation of the cargo being loaded.[237]
Of the three emission estimates obtained from Glen Lyon, two coincided with known
shuttle tanker operations. During flight C100 on 26th April 2018, export operations to the
Stenna Natalitawere in process throughout the entire duration of the flight. Similarly on
flight C148 on 5th March 2019, the Teekay Amunsden Spirit visited the installation for oil
loading. In contrast, no shuttle tanker operations were active during flight C150 on 7th
March 2019. This therefore provides an opportunity to study the impact of oil loading
on atmospheric emissions at a facility level.
Figure 4.19 shows the emissions estimates of the 5 most abundant VOCs from Glen
Lyon from each flight. The enhancement of VOCs during active shuttle tanker opera-
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tions is evident, resulting in total VOC emissions being a factor of 8.4 higher on average.
A much smaller difference was seen in the case of CH4 emissions, where estimates dur-
ing shuttle tanker loading were only a factor of 1.6 higher on average. This suggests that
oil loading results in substantial emissions of VOCs but may not be a significant source
of greenhouse gas emissions. The reason for the difference in the magnitude of emis-
sions between flight C100 and C148 is largely unknown. The most likely hypothesis is
that a greater quantity of oil was loaded during flight C100, leading to a greater vol-
ume of vapour being released as the tank was filled. An estimated 595,000 barrels of
oil was loaded on 5th March, however equivalent information was unavailable for 26th
April 2018. Alternatively, the stage of the loading process at the time of the measure-
ments could influence the observed emissions. The concentration of the vent gas from
loading varies as a function of the amount of liquid loaded into the tank (Figure 1.11).
Hydrocarbon-rich gas is emitted towards the end of the process,[127] which may account
for the high VOC content measured during flight C100.
Figure 4.19 shows that VOC emissions from Glen Lyon were dominated by light (C2–
C5) alkanes, which contributed over 90% to the total VOC mass flux in all cases. Emis-
sions of C6+ alkanes were also enhanced during tanker operations, contributing 8% to
the total VOC fluxmeasured on flight C148, compared to< 1% in the absence of a shuttle
tanker. Emissions of heavier species from oil loading are expected as the tank fills due
to the non-uniform distribution of vapour inside the tank. The denser vapour remains
at the bottom of the tank, whereas the light vapour sits at the top and is therefore vented
first during loading. This is followed by the heavier weight species as the tank reaches
capacity (Figure 1.11).
The BU estimates of both CH4 and total VOC emissions from Glen Lyon were signif-
icantly lower than the measurements (Figure 4.16). The largest discrepancies occurred
in the case of VOC emissions during days with known shuttle tanker operations, where
the maximum reported value was 2.19 tonnes day-1, compared to a measured value of
138±9 tonnes day-1. This disconnect potentially exposes a significant underestimation
of VOC emissions with regard to oil loading in the current BU inventory. Figure 4.20 dis-
plays the reported emissions loads from each source category from Glen Lyon. It should
be noted that the venting category is also inclusive of both fugitive emissions and those
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Figure 4.19: Comparison of emission fluxes for the 5 most abundant VOCs at Glen Lyon
on each flight during and in the absence of shuttle tanker operations. The error bars
represent the associated uncertainties, described in Section 4.3.3. Note the error bars for
flight C150 are present but not visible due to the small uncertainties.
associatedwith loading. Typically, the quantity of gas released during cargo tank loading
is estimated to be equal to the volume of crude loaded on a daily basis. Figure 4.20 sug-
gests that total VOC emissions on the day of flight C100 (26th April 2018)were the highest,
which is consistent with the observations. Elevated emissions of both CH4 and VOCs rel-
ative to the other two flight days were driven by increased flaring emissions such that
reported emissions fromflaring were a factor of 8 higher for flight C100 compared to the
others. Somewhat unexpectedly, reported emissions for the days of C148 and C150 were
almost entirely identical, despite the additional occurrence of oil loading during C148,
suggesting this source is not currently fully accounted for in the BU reporting.
It is expected that, if the primary change in emissions during flight C100 compared
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to the other estimates was exclusively due to a larger component of flaring emissions,
the ∆C2H6/∆CH4 would remain relatively constant, since both CH4 and VOCs are bro-
ken down in the flare to form CO2. Similarly, since the quantity of emissions from each
source are essentially constant between flights C148 and C150, equivalent characteris-
tic enhancement ratios would also be expected. However, Figure 4.12 shows that the
enhancement ratios varied considerably between the three flight days, with C2H6 sig-
nificantly enhanced relative to CH4 during known shuttle tanker loading events. This
observed difference in ratios reinforces the likelihood that oil loading is a significant
source of VOCs within the offshore sector, which is currently under-represented in BU
estimates.
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Figure 4.20: Bottom-up daily CH4 and total VOC emission loads from Glen Lyon for the
day of each mass balance flight, split by category.
4.3.7 Aggregate emissions
To make an overall assessment of the representativeness of the BU estimates with re-
spect to the measured emission rates, aggregate CH4 and VOC emission rates were cal-
culated as the arithmetic mean of the individual measured and reported estimates re-
spectively (Figure 4.21). The average measured CH4 and total VOC flux estimates were
13.1±0.8 tonnes day-1 and 32.4±1.4 tonnes day-1, compared to corresponding average
reported values of 8.0±3 tonnes day-1 and 4.0±1 tonnes day-1. This comparison clearly
shows a considerable underestimation in emissions of both species resulting from the BU
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calculations. However, the difference is particularly striking in case of VOCs, where the
measured and reported values differ by almost an order of magnitude. These underesti-
mations are likely as a result of a combination of inaccurate emission factors and activity
data. Figure 4.21 also shows the average estimates when flights coinciding with shuttle
tanker operations (C100 and C148) were not included in the aggregations. Interestingly,
the reported and measured emissions were found to agree within the associated uncer-
tainties for both CH4 and total VOC. This suggests that underestimations of both CH4 and
VOCs from oil loading is an important factor for explaining the difference between the
TD and BU emission rates. Figure 4.21 indicates that whilst there are some discrepan-
cies between the measured and reported emission rates at a facility-level, on a larger
spatial scale, the overall mass of reported emissions may be suitably representative of
emissions from North Sea O&G production in the absence of shuttle tanker loading.
Figure 4.21: Mean measured and reported emission rates of CH4 and total VOC
aggregated across (i) all flights and (ii) flights that did not coincide with active shuttle
tanker operations. The error bars on the measurement data were evaluated by
propagating the individual flux errors through the mean calculation. For the reported
values, the error bars represent one standard error above and below the mean.
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4.4 Conclusions
This work demonstrates the application of a TD methodology through which aircraft
measurements can be used to obtain emission rates of CH4 and speciated VOCs from
O&G platforms in the North Sea. Facility-level estimates of CH4 and total VOC ranged
from 2.26±1.1–31.5±4.2 tonnes day-1 and 0.40±0.05–138.4±9.0 tonnes day-1, respectively,
highlighting a widespread variability in the emission rates from individual platforms.
Enhancement ratios of C2H6 to CH4 also displayed both spatial and temporal variabil-
ity, facilitating the identification of unique emission sources within the offshore sector.
Atypically high ∆C2H6/∆CH4 ratios indicated the presence of an emission source rich in
hydrocarbons relative to CH4, which was subsequently attributed to the venting of tank
vapour during oil loading onto shuttle tankers.
Comparison of the measurement-based emissions to the daily facility-reported esti-
mates revealed a general underestimation in the BU reporting, albeit with the exception
of one platformwhich showed the opposite trend. Themost significant disparity was ob-
served formeasurement estimates concurrent with shuttle tanker operations, where the
measured and reported values of total VOC differed bymore than an order ofmagnitude.
The data showed that the overall mass of emissions during oil loading was dominated
by light alkanes (C2-C5), with a larger contribution from heavy alkanes (C6+) compared
to in the absence of such activities. Whilst the measured emissions of total VOC were a
factor of 8 higher during loading, no corresponding increase was accounted for in the
BU estimates, suggesting this source is not currently fully accounted for. Through the ag-
gregation of all emissions estimates, the results indicate that the mis-representation of
emissions from shuttle tanker loading could be a significant source of underestimation
regarding total emissions from North Sea O&G production, displayed in Table 4.4. Fur-
thermore, when omitting measurement estimates obtained during tanker loading from
the mean calculation, both emissions of CH4 and total VOC were in line with the BU es-
timates. Therefore, this work identifies a key, under-represented source of emissions
within the offshore sector.
The findings from this work demonstrate the usefulness of airborne emission esti-
mates in the evaluation and validation of emissions from O&G platforms. To this end
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Table 4.4: Mean measured and mean reported fluxes of CH4 and total VOC for all flights
and for all flights excluding those that coincided with known shuttle tanker operations.
The numbers in brackets represent the upper and lower bounds of the uncertainty for the
aggregations.
Variable Data Measured flux(tonnes day-1)
Reported flux
(tonnes day-1)
CH4 All flights 13.1 [12.4, 13.9] 8.02 [5.22, 10.8]
CH4
Excluding flightscoinciding with tankerloading 11.6 [10.7, 12.4] 10.0 [6.61, 13.4]
Total VOC All flights 32.4 [31.0, 33.8] 3.98 [2.83, 5.12]
Total VOC Excluding flightscoinciding with tankerloading 5.07 [4.81, 5.32] 4.84 [3.4, 6.29]
there is a continued need to assess and improve the accuracy of established BU calcula-
tionmethods. Future research should focus on the apparent gap between TD andBUVOC
emissions estimates, with a particular emphasis on emissions originating from oil load-









Hydraulic fracturing or "fracking" is a term used to describe the industrial process of
hydrocarbon extraction from shale rock formations by injecting large quantities of fluid
at high pressure down a well, causing the rock to fracture and thus enabling the flow
142
Chapter 5. Air Quality Impacts of Pre-operational Hydraulic Fracturing Activities
of trapped gas.[238] The combination of technological breakthroughs, such as horizontal
drilling, with fracking has led to a wide-scale uptake of this technique, since it facilitates
the extraction of oil and natural gas (O&G) trapped within shale that cannot be exploited
through conventional methods.[239] Shale gas has become a key source of natural gas in
the United States (US) since 2000, accounting for 75% of total US dry natural gas produc-
tion in 2019.[240] Subsequently interest has spread to other countries, including Australia,
Germany and the UK, as this technique has the potential to transform the energy land-
scape of a country by providing additional energy security.
Environmental concerns about the impact of fracking have accompanied the increase
in popularity. Such concerns are generally centred around sub-surface issues, such as
the potential to cause earthquakes[241,242] and the possible contamination of water sup-
plies.[115] Also of particular interest is the impact of fracking on air quality. The predom-
inant component of natural gas is methane (CH4), a greenhouse gas with a high global
warming potential (Section 1.3), meaning it is often the focus for climate mitigation poli-
cies surrounding the O&G industry.[243] However, there are also significant emissions of
nitrogen oxides (NOx = NO + NO2) and non-methane volatile organic compounds (VOCs),
resulting frompoint source, mobile and fugitive emissions.[105] Emissions of NOx are pre-
dominantly linked to the numerous emission sources associated with combustion.[244]
These include engines from drilling rigs, compressors, and generators, in addition to
heaters and pumps. Acute exposure to NO2 has been widely linked to adverse health
effects such as reduced lung function and increased risk of stroke (Section 1.2).[245] Fur-
thermore, bothNOx andVOCs are recognised as key pollutants in the production of ozone
(O3), a secondary pollutant with adverse health effects (Section 1.5.1). Consequently, el-
evated levels of O3 in the atmospheric surface layer have been linked to emissions from
regions of O&G production.[62,246]
Often, the focus surrounding emissions relates to sources associated with the drilling
of a well and the subsequent extraction of gas, such that previous work conducted in
the US identified drilling and flaring to be the most dominant sources of NOx.[247] How-
ever, prior to drilling there is a significant period of preparation, during which the well
pad must be built, the rig transported and constructed and material required for frack-
ing must be transferred onto site. This results in a considerable increase in Heavy Duty
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vehicle (HDV) traffic, yet the environmental impact of road traffic emissions associated
with fracking operations are often noted but rarely studied.[248] Previousmodellingwork
has shown that traffic related to hydraulic fracturing could lead to 18–30% increases in
total daily NOx emissions.[249] Moreover, it is apparent that the enhancement above base-
line concentrations is most significant for rural or village locations, in a regime where
ozone production efficiency is increased and pollutant concentrations are typically low,
but which are likely to be where any future shale gas development occurs within the UK.
5.1.2 UK context
Shale gas extraction in the UK is still currently in the exploratory stages. However, as
of November 2019, the UK government announced a moratorium on fracking in Eng-
land.[250] Prior to this announcement, exploration has taken place at a number of sites in
the UK. These include a site in Kirby Misperton (KM), North Yorkshire owned by Third
Energy Ltd. and a site in Little Plumpton (LP), Lancashire owned by Cuadrilla Resources
Ltd. At KM, there has been extraction from a conventional gas field, named the KM1
well-site, in operation for more than decade. In 2013, an extension to the KM1 well-site
was constructed and a new well was drilled, referred to as KM8. In May 2016, approval
was initially granted for fracking to be carried out on the pre-existing KM8 well. How-
ever, final governmental consent was never received and all fracking-related operations
subsequently ceased.[251] Hydraulic fracturing did take place at LP throughout 2018 and
2019, however a number of seismic events led to the suspension of drilling and even-
tual removal of equipment from the site in September 2019. The impacts of shale gas
exploitation in the UK are uncertain, however one modelling study demonstrated that
increases of NOx and VOC emissions associated with hydrocarbon extraction could lead
to increases of up to 30 ppb in the monthly mean of daily 1-hour maximum NO2, result-
ing in approximately 110 extra premature deaths a year across the UK.[239] It is therefore
evident that understanding emissions at the first UK shale gas sites is vital to help inform
decision making and future policies should the sector expand.[252]
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5.1.3 Baseline measurements
A recurring theme in the uncertainty around emissions associated with fracking is the
lack of baseline measurements undertaken prior to shale gas activity.[253–255] Baseline
monitoring provides a robust evidence base allowing changes in environmental con-
ditions (deviations from the baseline) resulting from industrial activity to be detected
and investigated. On the contrary, it can also be used as a tool to verify the absence of
changes related to potential new sources of emissions. Baseline measurements require
specific tailoring to the variable(s) of interest. From an air quality perspective, baseline
data must be statistically representative of the local atmospheric composition, such that
it incorporates the influences of pre-existing local, regional and global pollution sources.
The baseline dataset should capture the typical variability in air pollutant concentrations
arising from fluctuations in local meteorological variables, such as wind direction, wind
speed and air temperature, alongwith the temporal variation resulting fromdiurnal and
seasonal effects. Due to the strong seasonal dependence of air pollutant concentrations,
a baseline data set should extend for a minimum of one full calendar year, however in
order to assess long-term trends and annual variability, continued periods ofmonitoring
would be required.
The UK has extensive infrastructure for themonitoring of air quality. The largest net-
work is the Automatic Urban and Rural Network (AURN), which is fundamental for com-
pliance reporting across theUK. TheAURN currently has 150 operational sitesmeasuring
a range of species, most commonly NOx, particulate matter (PM) and O3. Monitoring net-
works such as this are generally biased towards large urban areas where emissions are
dominated by traffic. These locations typically have the poorest air quality and hence
are most likely to exceed air quality standards. Rural monitoring is rarely considered a
priority for measurements, therefore rural background sites only account for approxi-
mately 10% of the total number of sites in the network. Figure 5.1 shows the locations
of all current AURN sites in addition to the two exploratory shale gas sites. The North
of England is sparsely populated in relation to monitoring, such that both locations se-
lected for hydraulic fracturing are poorly characterised in terms of air quality. A report
from the Defra Air Quality Expert Group reinforced this point, stating: “given none of the
ambient monitoring stations in the current national network are well placed for baseline
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monitoring of shale gas activities, additional monitoring will be required”.[256]
Figure 5.1: The locations of all AURN sites in the UK and their respective classifications.
The white circles show the position of the two exploratory shale gas sites. The cut-out
shows all London sites.
5.1.4 The Environmental Baseline Project
Following the submission of planning applications to conduct hydraulic fracturing for
shale gas at KM and LP, an environmental monitoring program was established at both
locations in 2016. The project was independent of the O&G industry and UK regulators
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in order to ensure evidence-based and objective scientific outputs. Monitoring was ini-
tiated for a range of scientific disciplines. These included: assessing ground and surface
water, groundmotion, studying surface and borehole seismicity, measurement of indoor
and outdoor radon, evaluation of soil gas composition and, the focus of this work, green-
house gas and air quality measurements. As part of the project, two fully functioning air
quality monitoring sites were established in January 2016 at KM and LP at the locations
displayed by Figure 5.1.
5.1.5 Operational monitoring
Baseline air quality monitoring commenced at KM in January 2016. Following approval
of planningpermission, hydraulic fracturingwas expected to take place during late 2017–
early 2018. Throughout September 2017, significant changes in the on-site infrastruc-
ture occurred at KM. Machinery required for hydraulic fracturing was brought onto the
well pad in preparation for the start of operational activities. Drilling rigs, pumps, com-
pressors, diesel generators and containers holding water, sand and fracking fluid were
among the equipment transported onto the site. In addition to the increase in equipment
and activity on the site itself, traffic volume due to delivery trucks increased along with
additional idling vehicles in close vicinity to the site from protest activities as well as a
high volume of policing and media interest. Figure 5.2 shows the extent to which the
well pad was filled with new equipment during well pad preparation. As a result the
baseline phase of monitoring was terminated since new sources of pollution were intro-
duced directly as a result of shale gas operations. This phase of preparation is defined
as the "pre-operational" period from here onwards.
Figure 5.3 shows the timeline of monitoring periods defined at KM. Despite prepa-
rations for fracking taking place, the site never moved into the operational stage of ex-
traction and subsequently all equipment was removed from the site by February 2018.
Since all activity related to fracking had ceased, monitoring at KM transitioned into a
second baseline phase. The isolated nature of the pre-operational period at KM presents
a unique opportunity to assess a relatively understudied stage of the well pad life-cycle.
The lifetime of a typical fracking well after the completion of drilling is around 3–5 days
before all the gas is extracted. This is short in comparison to the length of the prepara-
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Figure 5.2: Aerial images of the Third Energy well site in April 2018 once fracking
activities were halted (left) and December 2017, showing the extra equipment brought
onto the site during the pre-operational period (right).
tion period, which takes place over a number of weeks. Therefore, well pad preparation
would be a key aspect of O&Gdevelopment in the UK should the shale gas sector grow. As
a result, pre-operational emissions would be expected to occur for a significant propor-
tion of the entire fracking process. Any incremental changes in air pollutant emissions
during this period will contribute to the cumulative effect of emissions throughout the
entirety of the fracking process and are therefore important to consider.
5.1.6 Objectives
It is widely recognised that there is a need for robust environmental baseline monitor-
ing procedures ahead of any O&G developments. This work aims to demonstrate the
implementation and application of baseline monitoring from an air quality perspective.
More specifically, this work will (i) outline the key requirements in baseline monitoring
design, (ii) present an overview of the air quality climatology at a rural site in the UK, (iii)
utilise baseline data to characterise the typical variability in pollutant mixing ratios, and
(iv) apply statistical predictive models to baseline observations to provide a quantitative
reference for the impact of pre-operational hydraulic fracturing activities on local air
quality.
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Figure 5.3: Timeline of monitoring periods at KM.
5.2 Methods
5.2.1 Site location
The purpose of a baselinemonitoring station is to facilitate the characterisation of the air
quality within the local environment. Therefore, the monitoring station should be sited
to enable sampling of local and regional sources of emissions over awide range ofmeteo-
rological conditions. With this in mind, themonitoring station at KMwas installed along
the east wall of the Third Energy well site, approximately 45 m from the KM8 well head,
shown in Figure 5.4. The enclosure was positioned as to be predominantly downwind of
any future shale gas extraction infrastructure, whilst being open and unobstructed in all
wind directions. The close proximity of themonitoring station to the well head provided
a high sensitivity of observations to operational activity. Instrumentation was housed in
a mains-powered, air-conditioned, weather-proof enclosure. Ambient air was sampled
from gas phase inlets which were fixed to the top of the monitoring station at a height of
3 m. Following the installation of a noise reduction barrier around the whole perimeter
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of the site, which prevented the free movement of air from westerly wind directions,
these were later extended to a height of 9 m.
Figure 5.4: Locations of the baseline monitoring station (circle) and the KM8 well
(triangle). Lines identify major and minor roads in the area. Grey shading shows
residential areas and the pink shading shows well pads operated by Third Energy.
5.2.2 Instrumentation
The monitoring station was equipped with a full suite of air quality instrumentation,
allowing the measurement of numerous air pollutants along with meteorological vari-
ables. A summary of the instrumentation is shown in Table 5.1. Data for NOx and O3 are
predominantly discussed in this chapter, however all the available measurements are
displayed in Table 5.1 for completeness. The PM inlet was fixed at 3 m throughout the
entire measurement period since this was a calibrated and heated inlet line unable to
be extended. Consequently, between September 2017–April 2018, PM observations were
affected and invalidated as a result of some wind recirculation and pooling at very low
wind speeds.
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Table 5.1: Instrumentation details for the air quality monitoring station at KM.
Species Instrument Measurementtechnique Frequency Precision
Air temperature,air pressure,relative humidity(RH)
Luft WS500-UMBcompact weatherstation
Temp: PT100measuring element,Pressure: resonantpressuretransducer, RH:heated capacitivesensor element
1 min
Temp = ±0.1 ◦C,Pressure =
± 0.1 hPa, RH =
± 2%
Wind speed, winddirection Gill 2D WindSonic Anemometer 1 sec
Speed = ± 2% at 12m s-1 , Direction =
± 2◦ at 12 m s-1
NO, NO2 Teledyne T200UP
Chemilumines-cence withphotolyticconverter
1 min NO = 0.65 ppb, NO2= 0.75 ppb
O3
ThermoFisherModel 49i OzoneAnalyser UV absorption 1 min 0.74 ppb
Particulate matter(PM) Fidas 200 Optical lightscattering 1 min PM2.5 = 0.44 µg m
-3,PM10 = 0.64 µg m-3
H2S, SO2 ThermoFisherModel 250 UV fluorescence 1 min H2S = 1.0 ppb, SO2 =1.4 ppb
CH4, CO2
Los Gatos ResearchUltraportableGreenhouse GasAnalyzer
Off-Axis IntegratedCavity OutputSpectroscopy 1 sec
CH4 < 2 ppb, CO2 <300 ppb
NMHCs (C2–C8)
SilcoCan airsampling canister(3 L) followed byGC-FID analysis forC2–C8 NMHC
Offline GC-FID Weekly <10% uncertaintyfor all NMHC
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5.2.2.1 Calibration and quality assurance
Quality assurance (QA) and quality control (QC) procedures were routinely performed
for all aspects of data acquisition, including; equipment evaluation, site operation and
maintenance and data review. Calibrations of air quality instrumentation were con-
ducted on a monthly basis throughout the entirety of the measurement period. All gas-
phase instrument calibrationswere traceable through a chain to international reference
standards tomaintain a high accuracy and provide known uncertainties in the recorded
data. This also ensures comparability with similarly calibrated instrumentation, such
as those as part of the AURN. Calibration details of key instrumentation are briefly de-
scribed below and in more detail within Chapter 2.
On-site span and zero point calibrations were performed monthly for the NOx anal-
yser. The span calibration was conducted using a 100 ppb NO standard in N2, linked
to a National Physical Laboratory (NPL) binary standard and is also referenced to the
Global Atmospheric Watch (GAW) scale. Zero calibrations were performed using an air
scrubber filled with Sofnofil followed by activated charcoal. The NO2 conversion effi-
ciency was calculated on an annual basis by returning the instrument to the laboratory
to carry out a gas phase titration with known quantities of O3.
The O3 instrument provides an absolute measurement but was verified annually off-
site using a Model 49i-PS Primary Standard over the calibration range 0–500 ppb. The
primary standard was itself checked annually against a certified source by NPL. Zero
calibration took place monthly using air filtered through an activated charcoal trap.
Calibration of the greenhouse gas instrument was performed using gas standards
containing knownmixing ratios traceable to the World Meteorological Organisation gas
scales for CO2 (X2007) and CH4 (X2004A). These calibrations involved sequentially sam-
pling two concentration standards: first a lowconcentration (∼400ppmCO2,∼2ppmCH4)
followed by a high concentration (∼600 ppm CO2, ∼5 ppm CH4), enabling the determi-
nation of the slope and offset of the instrument response. Further detail is described
elsewhere.[120]
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5.2.3 Data
Long-term, continuous monitoring was conducted at KM throughout 2016–2019. Data
was hourly aggregated for use in this analysis. Data capture rates throughout the entire
monitoring period are displayed in Table 5.2. Data capture rates above 90% are desirable
to obtain meaningful long-term measurements, which was achieved for the majority of
variables. In all but one case, data capture rateswere above 75%, which is often a thresh-
old below which data should be treated with caution.[257] The exception to this was H2S,
which can be explained by the deferred installation of the instrument in February 2018.
Additionally, the O3 instrument was removed for maintenance during summer 2017, re-
sulting in a slightly lower data capture rate across the entire measurement period.
Table 5.2: Data capture rates for measured variables at KM.
















The calendar year of 2016 commenced prior to the start of monitoring, therefore in
order to fairly compare seasonal and annual trends from one year to the next, three
year-long monitoring periods were defined running from February–February, shown in
Table 5.3.
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Table 5.3: Year-long monitoring periods defined at KM.
Monitoring year Start End
Year 1 2016-02-01 2017-01-31
Year 2 2017-02-01 2018-01-31
Year 3 2018-02-01 2019-01-31
5.2.4 Modelling
5.2.4.1 The random forest algorithm
When considering changes in ambient air pollution, it is often difficult to disaggregate
changes in mixing ratios due to meteorology or a change in emission source strength.
Baseline data can be exploited to identify events that deviate from the "normal",[120]
however the influence of meteorology often adds complications, making the quantifi-
cation of such events challenging. Controlling for meteorological variability allows devi-
ation events to bemore robustly assessed. This is achieved by training a statistical model
where a range of explanatory variables can be used to account for some of the variability
in pollutant mixing ratios.
The technique used here applies random forest (RF), an ensemble decision tree ma-
chine learningmethod, as themodelling algorithm. Classical decision treemodels have a
tendency to overfit, meaning themodel represents the training setwell but fails to gener-
alise, resulting in high variance and consequently poor predictions on unseen data.[258]
To reduce the risk of overfitting, RF uses bootstrap aggregation, or "bagging".[259] The
concept of bagging is to reduce the variance of the predictions of one model, by fitting
severalmodels and averaging over their predictions to produce anoverall prediction.[258]
In brief, each tree in the forest is grown by sampling random observations along with
the independent variables with replacement, known as bootstrapping. For each tree in
the forest there are a set of observations that do not participate in the trees growth, re-
ferred to as “out-of-bag” (OOB) data. RF models typically contain numerous trees and
therefore the forest contains many decorrelated trees which have been trained on dif-
ferent subsets of the training set.[55] Each tree is used to make a prediction, which are
then aggregated (in regression applications themean is used) to form a single prediction.
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The OOB data is then used to validate the RFmodel by predicting each observation, x, us-
ing only the trees that did not have x in their bootstrap sample. This allows an unbiased
estimate of the error to be computed internally, since for each tree there is essentially a
"testing" set of data not used in the construction of that particular tree.
RFmodels have beenwidely used elsewhere to control for the effects ofweather in air
quality datasets, predominantly in the application of a "meteorological normalisation"
technique.[55,260–262] In this method, predictions are made by repeatedly sampling and
predicting using RF models. For every prediction, the explanatory variables are sam-
pled without replacement and randomly allocated to a dependent variable observation.
The predictions are then aggregated using the mean to give a value representative of
“average” meteorological conditions.[55]
The method here is somewhat different since the models are used to predict mixing
ratios during the pre-operational period, assuming a business as usual (BAU) scenario.
This is essentially an intervention study, similar to other work quantifying the effect
of an airport closure[263] and more recently the effect of the COVID-19 lockdown on air
quality.[264–266] The BAU scenario assumes pre-operational activities did not occur at the
site and therefore baseline conditions were uninterrupted and continuous. The BAU
scenario is then comparedwith observations to quantify the effect of the pre-operational
period on air quality at KM.
5.2.4.2 Model construction
RFmodelswere developed forNO,NO2, NOx andO3 using the rmweatherRpackage.[55,267]
Modelswere trainedusing baseline data as shown in Figure 5.3, since the pre-operational
periodwas an isolated period of activity on site. Of this training set, 80% of the input data
was used for model training whilst the remaining 20% was used for model validation.
The performance of suchmodelswas assessed before theywere used to predict pollutant
mixing ratios using local meteorological variables as themodel input. Themodel param-
eters were set as follows: the number of trees was fixed at 300, the minimum node size
was set to 5 and the number of independent variables randomly sampled at each split
was 3 (the square route of the number of independent variables). The explanatory vari-
ables used for prediction were: Unix date (number of seconds since 1970-01-01) as the
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trend term, Julian day as the seasonal term, weekday, hour of day, air temperature, at-
mospheric pressure, wind direction and wind speed. For the input meteorological vari-
ables, missing data was replaced with themedian. An additional variable, "section", was
introduced which acted as an identifier for data "before", "during" and "after" the pre-
operational period. This variable essentially helps account for the fact that the baseline
characteristics after the pre-operational period may not be identical to those before. For
example, additional security remained on site after pre-operational activities ceased.
Therefore this variable provides the models with a way of distinguishing between the
two sections of data.
5.3 Results and discussion
5.3.1 Meteorological baseline
Meteorological conditions play a key role in the day-to-day variations in pollutant mix-
ing ratios. In particular, local wind speed and direction are the most important metro-
logical variables in terms of baseline characterisation and pollution source attribution.
They indicate the local air mass history and can provide insight into what sources of pol-
lution the sampled airmass has passed over upwind of the monitoring site. Localised,
nearby emission sources can be identified using the correlation between instantaneous
wind speed and direction with pollutant enhancements above background, whereas
long-range sources can be identified by studying the origin and trajectory of the sam-
pled air mass in the days prior to sampling. Figure 5.5 shows conventional wind roses
for each year long monitoring period at KM. Years 1 and 2 showed similar patterns in
wind direction with the dominant directions being from the south west quadrant, re-
flecting the prevailing wind direction in the UK, where winds arrive after crossing the
Atlantic. South westerly winds occurred 28.6% and 33.3% of the time in years 1 and 2
respectively. This direction is also associated with the strongest winds which generally
occur in the winter months with wind speeds reaching up to 12 m s-1 in stormy condi-
tions. Meanwind speedswere between 1.7–1.8m s-1 in years 1 and 2 and slightly lower in
year 3 (1.3 m s-1). Year 3 showed a different wind climatology to the previous two years,
with a much stronger north-westerly component, particularly prevalent in the winter
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months. These winds dominated 18.6% of the time, whereas south westerly winds were
much less frequent in comparisonwith the other years, occurring only 18.9% of the time.
This effect is likely due to a change in the on-site infrastructure at KM resulting in the
"blocking" of other wind directions rather than a real change in local meteorology. This
is supported by the fact that this effect is not seen at the nearest AURN site, HighMuffles,
where south westerly winds are consistently dominant throughout 2016–2019. Influ-
ences of surrounding infrastructure onwind direction cannot be corrected for, however
this impact will be considered when interpreting air composition data during year 3.
Figure 5.5: Windrose for KM, showing hourly averaged wind speed and direction
statistics for each year of monitoring. The radial axis defines the percentage of time in
each 30 ◦ wind direction bin (increasing at 5% intervals from an inner ring of 5%) and the
colour defines the wind speed.
5.3.2 Overview of air pollutants
Figure 5.6 shows the hourly averaged time series of greenhouse gases and air pollutants
measured at KM. Baseline mixing ratios of greenhouse gases, CO2 and CH4, can be seen
to fluctuate around 400–420 ppm and 1.9–2 ppm respectively, which are typically rep-
resentative of the Northern hemispheric average for these pollutants.[268,269] There is a
strong annual fluctuation in background CO2 mixing ratios primarily due to the seasonal
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uptake by plants and the ocean, which is largest in the northern hemisphere where the
majority of vegetation exists. In addition, the boundary layer depth is typically deeper
in the summer months leading to the dilution of pollutant mixing ratios. The combina-
tion of these two processes results in high backgroundmixing ratios of CO2 in the winter
months and a lower, depleted background in the summer months. The variation in CH4
mixing ratios is also dominated by regional fluctuations in background mixing ratios
throughout the year. The background is lowest in the summer due to destruction by
the OH radical as well as increases in the boundary layer depth. Within the seasonal
fluctuations are significant enhancements above the average backgroundmixing ratios.
The largest spikes in both CO2 and CH4 typically correspond with light winds from the
north, east or south-east and are likely as a result of localised farming, agricultural or
road emissions which are more prevalent in the summer months.
Mixing ratios of NOx, PM and O3 are more readily driven by regional or local mete-
orology and emissions rather than seasonal hemispheric cycles as for the greenhouse
gases. Specifically, NO2 mixing ratios are mostly affected by local emissions, since it is
readily photolysed in the day-time, meaning it has a short atmospheric lifetime of only a
few hours, preventing long range transport. On the other hand, O3 is much more likely
to be affected by regional contributions since it is formed from chemical reactions as a
plume is transported downwind of its source. Similarly, PM has a longer lifetime, which
is typically determined by precipitation. Pollutantmixing ratios are dependent on a com-
bination of emissions, transport, chemical transformations and vertical mixing within
the boundary layer.
Figure 5.7 shows the diurnal, hebdomadal and seasonal variation of NO, NO2, O3,
PM2.5 and PM10 at KM for each year long monitoring period. NO, NO2 and O3 showed
clear hour-of-day variability. Emissions of NOx in the UK are primarily from road trans-
port, contributing 31% to total emissions in 2018.[138] Mixing ratios of NO began to in-
crease from 06:00 onwards, before peaking at 10:00 in years 1 and 3 and slightly earlier
at 08:00 in year 2. Mixing ratios remained enhanced throughout the day but began to
decrease from 12:00 onwards before reaching a minimum at around 18:00. In contrast,
NO2 mixing ratios peaked at 20:00 during all years, a few hours after typical rush hour
traffic peaks. This is suggestive of an aged air mass reaching the monitoring site, where
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Figure 5.6: Hourly averaged time series of key pollutants measured at KM. The grey
shaded area highlights the pre-operational period.
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fresh NO emissions are photochemically processed during transport from the source to
form NO2 (Section 1.5). This source is likely to be the A196, which is a major road that
lies approximately 3 km to the east of site. A more distinctive diurnal cycle for NO was
observed in year 2, compared to years 1 and 3. Mixing ratios of NO during year 2 were
approximately 3-times higher than years 1 and 3, with clear peaks at 08:00 and 15:00.
This is suggestive of an emission source of NO in close proximity to the monitoring site
where processing to NO2 via reaction with O3 has yet to occur.
O3 is a secondary pollutant formed throughphotochemical reactions of primary emis-
sions (Section 1.5.1). The diurnal cycle is strongly linked to solar irradiance and hence
mixing ratios began to increase around 06:00 as the sun rises, facilitating photolysis.
Mixing ratios peaked at 12:00 when solar irradiance is the strongest before decreasing
throughout the afternoon. All three monitoring years showed a consistent cycle. In con-
trast, the diurnal cycle for PM2.5 and PM10 is limited in scale, with concentrations varying
by less than 2 µg m-3 within each year. The lowest concentrations occurred during the
afternoon between 12:00 and 14:00 and peaks in both PM2.5 and PM10 occurred in the
morning at approximately 08:00 and in the evening around 20:00. Variation on an inter-
annual basis was also small with largely overlapping confidence intervals for years 1
and 3. The diurnal cycle for year 2 had the lowest concentrations compared to the pre-
vious and subsequent years, however this could be a misleading observation as a result
of the obstructed inlet previously discussed.
The hebdomadal variation of NO and NO2 followed what is expected from traffic-
related emissions. Mixing ratios were consistent throughout the week, with small peaks
on Tuesday and Friday, before declining throughout the weekend when traffic flow is
typically reduced. O3 showed the opposite trend to NOx, with mixing ratios increasing
throughout Saturday and peaking on Sunday. The mirror-image of NOx and O3 can be
explained due to their chemical coupling within the atmosphere. The reduction of NOx
emissions and mixing ratios during the weekend drove decreased O3 destruction via
the NO titration cycle, hence leading to enhanced O3 (Section 1.5). PM showed consis-
tent trends throughout years 1 and 3, with some mid-week variation and a decline over
the weekend, perhaps as industrial sources are reduced. During year 2, PM increased
throughout Monday to Wednesday before reaching a minimum on Thursdays and in-
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creasing again through the weekend. PM levels are significantly affected by wood stoves
and garden fires, which are typically more prevalent in rural environments and are
therefore likely to have a notable source contribution at KM. Additionally, changes in
the hebdomadal trend for PM are likely to be strongly influenced by local driving pat-
terns. However, data regarding traffic flow is not available so no further speculation is
made.
The seasonal cycle of NO and NO2 in Figure 5.7 shows mixing ratios peaking in win-
ter when temperatures are the lowest and vertical mixing is the weakest. The NO and
NO2 lifetimes are also prolonged in the winter due to reduced solar irradiance and less
available OH. In addition, on-road NOx emissions are subject to a strong temperature de-
pendence whereby emissions increase as ambient temperature decreases, thereby exag-
gerating thewinter enhancements.[260] O3 mixing ratios followed a similar seasonal cycle
during years 1 and 2, with mixing ratios increasing during spring before peaking dur-
ing the summer and declining into the winter. Year 3 shows the opposite with mixing
ratios decreasing during the summer, however data during July, August and Septem-
ber of 2018 is missing due to instrument maintenance which is likely the cause for this
differing trend. Seasonal patterns in PM2.5 and PM10 were similar for all years where
concentrations followed a steadily declining trend from January through to a minimum
in June/July, before rising again into November/December. This is typical of PM trends at
urban background sites in the UK.[270] The patterns observed can be explained by greater
emissions of both primary PM and secondary PM precursors during the winter as a re-
sult of increasing domestic heating demand as well as the reduced dispersion of local
sources during winter.
161
Chapter 5. Air Quality Impacts of Pre-operational Hydraulic Fracturing Activities
Figure 5.7: Diurnal, hebdomadal and seasonal variation of NO, NO2, O3, PM2.5 and PM10
at KM throughout each full year of monitoring. Shaded areas represent the upper and
lower 95% confidence intervals.
5.3.2.1 Annual variation in pollutants
Figure 5.8 shows the annual means for selected pollutants at KM along with the limit
values outlined in the Ambient Air Quality Directive. Note that the data was converted
into a concentration in µg m-3 for comparison. Due to the removal of the O3 instrument
in the summer of year 3, O3 data from July, August and September was omitted for all
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years to facilitate a more robust comparison. The standards require that the annual
mean concentration of NO2 must not exceed 40 µg m-3 and that there should be no more
than 18 exceedances of the hourly mean limit value (200 µg m-3) in a single year. For
O3, there is no annual limit, instead exceedances are assessed against an 8-hour mean,
where concentrations must not exceed 100 µg m-3 more than 10 times in a single year.
In the case of PM, the annual mean limit values are stated as 25 µg m-3 and 40 µg m-3 for
PM2.5 and PM10, respectively. Figure 5.8 shows that therewere nomeasured exceedances
of the annual mean limit values, nor did concentrations come close to approaching the
75% thresholds, which is perhaps to be expected in a rural location such as KM. How-
ever, in 2016, O3 exceeded the 8-hourly limit on three occasions: 8th May, 19th July and
13th September. These dates were all associated with UK-wide air pollution episodes
induced by a combination of prolonged sunshine, high ambient temperatures and the
transportation of continental emissions.[270]
Despite the uncommonness of exceedances, there were some significant differences
in the observed annual means. The most obvious was the rise in NO during year 2. The
annual mean increased 4-fold from 1.77 µg m-3 in year 1 to 6.63 µg m-3 in year 2, before
decreasing to 1.31 µg m-3 in year 3. Annual NO2 also increased by 19% from year 1 to
year 2 from 9.40 µg m-3 to 11.2 µg m-3. Annual NO2 was lowest in year 3 (5.45 µg m-3),
which possibly arises partly due to the decreasing trend of rural NO2 across the UK by
approximately 3.41% yr-1.[271] Annual mean O3 showed a consistent decrease from years
1 to 3. During year 2 this could be as a result of direct titration due to the enhanced NO
(Section 1.5). The reason for the decline in year 3 is less clear, but is likely as a result of the
lowmixing ratiosmeasured during February, March and April in year 3 compared to the
previous two years (Figure 5.7). Annual mean PM2.5 and PM10 concentrations were 18%
and 14% lower respectively in year 2 than year 1, before rebounding in year 3. Trends
in PM are not discussed further in this context due to the obstruction of the gas phase
inlet leading to the poor circulation of air.
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Figure 5.8: Mean annual concentrations of key pollutants at KM compared with the EU
Directive limit values. The dotted line shows the 75% thresholds for air quality limits,
which is typically used as a marker for where air quality issues would need to be taken
into account from a policy perspective.
5.3.2.2 Emission source identification
A common method for source characterisation is the use of bivariate polar plots.[272,273]
In their simplest form these plots show the dependence of pollutant mixing ratios on lo-
cal wind speed and direction in polar coordinates.[274] Generally these plots can provide
insight into local scale emission sources rather than long range transport. Wind speed
in these plots can be considered as a proxy for distance since higher wind speeds result
in the transport of pollutants from further afield. Figure 5.9 shows polar plots for NO,
NO2 and O3 at KM. First considering NO, the highest mixing ratios occurred under very
low wind speed conditions from the west, indicating a local source. This corresponds to
the direction where the KM8 well lies so is likely from vehicle exhausts and generators
located on the well pad itself. There are also areas of enhanced concentration under
moderate wind speeds (around 4 m s-1) to the west and south-west, corresponding to
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the pre-existing conventional gas well located on the lower well pad. Observations of
NO2 had amuch broader footprint compared to NO. The largest enhancements were ob-
served from the south across the full range ofwind speed values. To the south liesHabton
Road, where multiple farms are located. Vehicular emissions from both cars and farm-
ing machinery in the form of NO are likely oxidised by O3 during transport, where they
are subsequently measured as NO2 at the monitoring station. Finally, in the case of O3,
the highest mixing ratios occurred under strong wind speeds (8–10 m s-1) from the west,
indicating that O3 was formed as it was transported to the site from primary emissions
further afield. O3 mixing ratios were lowest close to the site (lowest wind speeds) and to
the south, essentially the inverse of the NO2 observations, indicating O3 titration from
local traffic emissions (Section 1.5).
Figure 5.9: Polar plots of (a) NO, (b) NO2 and (c) O3 throughout the entire measurement
period at KM.
5.3.3 The effect of pre-operational activities
The benefit of a baseline data set is that it can be used to investigate changes in air qual-
ity as a result of specific events or interventions by comparing measurements to what
is considered "normal" for that particular location. The increases in NOx, particularly
NO, during year 2 were further explored using seasonal polar plots. Figure 5.10 shows
a seasonal polar plot of NO at KM between 2016–2019. The most obvious feature is en-
hanced mixing ratios of NO during the autumn of 2017, present throughout winter 2017
and through into the beginning of 2018. More specifically, this plot indicates a source
of NO present under light wind speeds (2–5 m s-1) to the west. NO is a short lived pollu-
tant since it is rapidly oxidised during the day by O3 to form NO2, therefore any primary
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sources are expected to lie in close proximity to the monitoring station and hence are
most observable in stable atmospheric conditions that exist during slack winds. This
elevated autumn NO coincides with the "pre-operational period" where equipment for
hydraulic fracturingwasmoved onto site. Other than thewell pad itself, there is no other
infrastructure that lies to thewest of themonitoring stationwithin the expected NO foot-
print (typically a few 100m, based on a short lifetime of 2 minutes[275] and average wind
speeds of 2–4 m s-1). Therefore, this is highly suggestive that the additional source of NO
is a consequence of fracking-related activities.
The impact of the pre-operational period on NOx mixing ratios was further investi-
gated by studying the variation in pollutant mixing ratios by each hour of the day. Fig-
ure 5.11 shows the average diurnal mixing ratios of NO, NO2 and NOx throughout the
baseline and pre-operational periods. The baseline data for each year was filtered to
the equivalent of the pre-operational period (19th September–1st February) in order to
prevent bias due to the seasonal variation of NOx mixing ratios. Additionally, the ob-
servations were filtered to wind directions which favoured transport from the well-pad
(contained a westerly component). During the pre-operational period, the range over
the day was 3-times greater for both NO and NOx compared to the baseline phase. This
is primarily due to high daytime mixing ratios of NO, leading to an amplified diurnal cy-
cle throughout the pre-operational period. The largest change was observed for early
evening NO, where the average NO concentration at 17:00 increased by 3797% from
0.418 ppb in the baseline period to 16.3 ppb during the pre-operational period. This
is comparable to the morning rush hour peak in NO (approximately 15 ppb) observed
in North Kensington, an urban background site, during the ClearFlo campaign in Lon-
don.[276] During the pre-operational phase, peak mixing ratios of NOx occurred at 08:00
and 15:00 with an obvious dip at 12:00. This is suggestive of anthropogenic activities,
where mixing ratios increase in the morning as the working day begins, decline during
a break over lunchtime before increasing again in the afternoon as work resumes.
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Figure 5.10: Polar plots of seasonal mixing ratios of NO at KM throughout 2016 to 2018.
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Figure 5.11: Average diurnal mixing ratios of NO, NO2 and NOx during westerly winds
throughout the baseline and pre-operational periods at KM. Baseline data was filtered
between 19th September–1st February for each year. The shaded areas represent the 95%
confidence intervals.
Also of note is the change in the relative contributions of NO and NO2 to total NOx,
shown in Figure 5.12. During the baseline period NO2 dominated NOx mixing ratios, con-
tributing 83%. However, during the pre-operational period this trend was reversed and
NO became the major component of NOx, contributing 59%. This suggests a change in
the most prevalent source of NOx at KM, specifically an additional source of primary NO
close to the monitoring site such that oxidation to NO2 was yet to occur. The enhanced
structure in the diurnal cycle and change in the predominant component of NOx is fur-
ther evidence that the pre-operational period had a measurable effect on ambient NOx
mixing ratios at KM.
168
Chapter 5. Air Quality Impacts of Pre-operational Hydraulic Fracturing Activities
Figure 5.12: Mean contributions to of NO and NO2 to NOx during the baseline and
pre-operational periods at KM.
5.3.4 Quantifying the change in pollutant mixing ratios
RF models for NO, NO2, NOx and O3 were employed to quantify the change in pollutant
mixing ratios throughout the pre-operational period relative to a BAU scenario, which
assumes no operational activities took place. Simply, these models were used to predict
expected pollutant mixing ratios based on the observed meteorological and temporal
variables. The resulting time-series was then investigated and compared to observa-
tions.
5.3.4.1 Random forest model performance
Generally the RF models performed well, with r2 values ranging from 60% to 90% (Ta-
ble 5.4). This suggests that the variation in mixing ratios of these pollutants can be rea-
sonably well explained by a combination of meteorological conditions, along with time
169
Chapter 5. Air Quality Impacts of Pre-operational Hydraulic Fracturing Activities
variables, which essentially act as proxies for emission source strength.[277]
Table 5.4: RFmodel performance statistics for NO, NO2, NOx and O3 at KM estimated from
OOB data.





The RF models were further evaluated by looking at the relative importance or pre-
dictive power of each independent variable. This metric is calculated by first assess-
ing the model performance by passing a validation set of OOB data through the trained
model. The model accuracy is then computed by comparing the predicted values to the
observed values in the validation data set. Next, the values contained within the column
of a single variable are permuted or randomly shuffled, essentially giving them no pre-
dictive power. The validation data is then passed through the RF model again and the
performance evaluated. The feature importance is essentially the decrease in predic-
tion accuracy caused by permuting the column.[259] The importance of each variable is
averaged across all trees to obtain the permutation importance for the entire forest.[278]
Figure 5.13 shows the permutation importance of each predictive variable for each pol-
lutant. The trend term (unix time) and seasonal term (Julian day) were the most impor-
tant explanatory variables for both components of NOx, suggesting NOx mixing ratios at
KM are largely driven by annual cycles in regional emissions and meteorology. Inter-
estingly, hour-of-day and day-of-week were found to have little influence on the models
ability to predict NOx, suggesting time variables are relatively weak proxies for local
emission source strengths, such as traffic, in a rural location such as KM. Similarly, wind
direction was a relatively unimportant variable, again reflecting the characteristics of a
rural background site where mixing ratios are not influenced by specific point sources
of emissions but rather by the integrated contribution from all upwind sources. In terms
of O3, wind speed was the second most important variable, which is confirmed by Fig-
ure 5.9c, where high O3 is consistent with relatively strongwind speeds (8–10m s-1) from
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the west.
Figure 5.13: Variable importance plot for 300 RF models for NO, NO2, NOx and O3 at KM.
The performance of the RF models was validated using a set of baseline data which
was held back from the training process. Before initialising themodels, the baseline data
was randomly split into "training" and "testing" sets of data, accounting for 80% and 20%
of observations respectively. Since the testing set of datawas not used to build themodels
it can be used to provide insight into how well the models generalise to an independent
data set. RFmodels are deemed less prone to over-fitting compared to other decision tree
techniques since they employ a technique called "bagging" (Section 5.2.4).[259] Figure 5.14
shows the predicted and observed mixing ratios obtained from the testing baseline data
set for pollutants at KM. The models performed well with r2 values ranging from 64%
to 90%, suggesting the models are suitably capable of predicting unseen data. The best
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performing RF model was that for O3, which had an r2 matching that of the training set
(0.9) and for which data is closely scattered around the 1:1 line. The models performed
less well for NOx, in particular NO. Data below an observed value of 25 ppb is well corre-
lated around the 1:1 line but themodel fails to predict short-lived spikes inmixing ratios.
This is perhaps to be expected since NO is a fast-reacting primary pollutant, where en-
hancements are strongly linked to events in the local environment in the vicinity of the
monitoring site, such as a passing vehicle. Proxies in the model such as hour or day at-
tempt to control for this but are unlikely to be good predictors for sporadic events, hence
model performance is expected to be weaker. A much better performance was seen for
NO2 since this is predominantly a secondary pollutant. Mixing ratios are driven by air
originating from more widespread sources on larger spatial scales, such as local traffic
flow (Figure 5.9b), for which the proxies in the model capture much better.
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Figure 5.14: Predicted against measured mixing ratios for the testing data set of baseline
data for NO, NO2, NOx and O3 at KM. The dashed line shows the 1:1 line. The r2 values are
those resulting from a linear fit of the two variables.
5.3.4.2 Predicting pollutant mixing ratios
The RF models for each pollutant were used to predict the BAU mixing ratios during
the pre-operational period. Whilst only the baseline data was used for model training,
the entire data set was predicted using all available meteorological data as inputs to
the RF models. Figure 5.15 shows the mean predictions for the pre-operational period
along with the 95% confidence intervals. Standard errors for model predictions were
computed using the infinitesimal jackknife for bagging error method based on OOB pre-
dictions before being converted into a confidence interval.[279,280]
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Figure 5.15: Mean daily averaged predictions from 300 RF models throughout the
pre-operational period. The shaded areas represent the upper and lower 95% confidence
intervals.
Figure 5.16 shows the daily time series for observed and predicted mixing ratios be-
tween 2016–2019 at KM. As expected, the measured and predicted values strongly agree
during the baseline phase ofmonitoring since this datawas used to growand train the RF
models. Discrepancies during this period arise when "spikes" occur in pollutant mixing
ratios. In part, this is because the models here are regression models and every predic-
tion is an average (mean) of 300 predictions from 300 trees. As a result, the models gen-
eralise and therefore have a limited ability to capture minima and maxima in pollutant
mixing ratios. Deviations between the predicted and observed values begin to appear
at the beginning of the pre-operational period. This is clearly illustrated by Figure 5.17,
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which shows the delta between the observed and predicted values. Measured NO, NO2
and NOx was significantly enhanced compared to the predictions, whereas measured O3
was much lower.
Figure 5.16: Measured and predicted daily averaged mixing ratios of pollutants at KM.
The shaded area shows when pre-operational activities were active.
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Figure 5.17: Delta between weekly averaged observed and predicted mixing ratios at KM.
The shaded area highlights the pre-operational period.
In order to evaluate the change in pollutant mixing ratios and to understand the
predictions made by the RF models, the general meteorological conditions during the
pre-operational period must be considered. Figure 5.18 shows the average meteorolog-
ical variables during the equivalent of the pre-operational period (19th September–1st
February) for each year of monitoring at KM. Crucially, the prevailing wind direction
was consistently from the west or south west across all years, meaning the monitoring
stationwas ideally located to detect the effect of the activity on site. The air pressure was
lowest during 2017–2018 with amean value of 1008mbar compared to 1017mbar in the
previous year. Low air pressure systems generally lead to wet and windy weather con-
ditions. Consequently, this was concurrent with the greatest mean wind speed, which
was 40% higher than the previous year and 60% higher than the following year. This is
expected to lead to lower mixing ratios of pollutants, such as NOx, due to an increase in
atmospheric dispersion. Indeed, this is reflected in themodel predictions, where the pre-
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dicted mean NOx during the pre-operational period was 35% lower than the equivalent
period for the previous year. Conversely, the opposite is seen in the measurement data,
where total NOx was enhanced 2-fold during the pre-operational period compared to the
same period in the previous year. These results are therefore consistentwith the hypoth-
esis that the pre-operational period caused increased mixing ratios of NOx. In terms of
O3, the meteorological conditions outlined in Figure 5.18 have the opposite effect. Since
wind speed is an important variable in the RF model for predicting O3 (Figure 5.13) and
elevated westerly winds generally lead to enhanced O3 (Figure 5.9c) at KM, predicted O3
during the pre-operational period was 19% higher than the previous year. As for NOx,
the observations show the contrary, where O3 was 14% lower than the previous year
during the pre-operational period.
Figure 5.18: Means of meteorological variables at KM between 19th September – 1st
February during each year of monitoring. Error bars show the 95% confidence intervals.
The changes in pollutant mixing ratios can be further resolved using a sequential
analysis, such as the cumulative sum (cumsum) approach, which aggregates the differ-
ences over time. A cumsum plot is constructed by plotting the accumulated delta between
the measured and predicted mixing ratios.[281] By accumulating the differences, any di-
vergence from the counterfactual is amplified along with the timing of the associated
change. Figure 5.19 shows the cumsum plot for pollutants at KM between 2016–2019. The
trend line is consistently around zero throughout 2016 and the first half of 2017. Di-
vergences from zero begin to occur towards the end of September, which agrees well
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with the start of the pre-operational period. A positive deviation is seen for NO, NO2 and
NOx, suggesting that actual mixing ratios were enhanced over what would be expected
in the BAU scenario. In contrast, a negative deviation was seen for O3. The gradient then
tends back to zero as pre-operational activities ceased, meaning mixing ratios returned
to what was expected in a BAU scenario. This highlights a distinct, isolated period at KM,
associated with a clear change in the intensity of emissions.
Figure 5.19: Cumulative summary of the difference between measured and predicted
values at KM. The shaded area highlights the pre-operational period.
To link the divergence from the BAU scenario to the increase in activity due to well
preparation, a plot of the NOx increment, defined as observed minus predicted, versus
wind direction is shown in Figure 5.20. The plot shows that the maximum NOx incre-
ment is observed for westerly winds (NOx = 6.48 ppb), but subsides to zero for northerly
and easterly winds. Some of the increment shown in Figure 5.20 for southerly winds
could likely be from idling vehicles associated with the campaigning, policing and me-
dia presence located outside the site access point on Habton Road. Equivalent plots of
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NO and NO2 show the same pattern (not shown), whilst for O3 the trend is reversed such
that the largest, negative increments are observed under westerly winds (not shown).
Figure 5.20 is strong evidence, supporting Figure 5.10, that the increment in NOx mix-
ing ratios and concurrent decline in O3 is consistent with a change in emission source
strength to the west, where the well pad lies.
Figure 5.20: NOx increment (observed - predicted) by wind direction at KM. Data have
been binned into wind direction intervals of 10 ◦ and averaged. The error bars represent
the upper and lower 95% confidence intervals.
The observed and BAU mixing ratios were used to quantify the air quality impact of
the pre-operational period. Figure 5.21 shows the estimated percentage change in the
mean mixing ratios of pollutants and a summary is given in Table 5.5. The uncertain-
ties in the measured values represent the 95% confidence intervals around the mean.
Those for the predicted values were calculated by propagating the standard error for
the model predictions through the mean calculation, before multiplying by a coverage
factor of k = 2 to give an uncertainty at the 95% confidence level. Uncertainties in the
delta values were found by summing the standard uncertainties for themean-measured
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and mean-predicted values in quadrature and subsequently multiplying the result by
a coverage factor of k = 2. The relative uncertainties in the percentage change values
were calculated by propagating the relative errors of the delta and predicted values in
quadrature. The absolute error was then multiplied by a coverage factor of k = 2 to give
an uncertainty at the 95% confidence level.
Table 5.5 shows the greatest change was observed for NO, which increased approxi-
mately 6-fold, by 532%. The associated increase in NO2 was much less (128%), which is
to be expected since primary emissions of NOx are predominantly in the form of NO.[158]
The increase in NOx was to some extent offset by a corresponding decrease in O3 of 28%.
Since O3 and NOx are closely linked through a chemical cycle within the atmosphere,
incremental increases in NO lead to the destruction of O3 via titration of the two species.
Locations with very high NOx emissions generally do not show as large an increase in
O3 mixing ratios because the source is in very close proximity and NO mixing ratios re-
main high relative to oxidant mixing ratios.[282] This behaviour is typical of a roadside
monitoring site, which in this case is a good parallel for KM since the monitoring sta-
tion is located on the well pad itself. Multiple modelling studies for the UK estimate that
shale gas emissions can enhance O3 and drive exceedances at a considerable percentage
of regulatory measurement stations both locally and regionally.[239,283] Whilst this work
would seem to contradict those findings, it is expected that there would be a positive gra-
dient of O3 enhancements with increasing downwind distance from the site as a result
of photochemical processing.
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Figure 5.21: Percentage change between predicted and measured mixing ratios at KM
during the pre-operational period.
Table 5.5: Measured and predicted means, deltas, and percentage change, along with ex-
panded uncertainties for the pre-operational period at KM.
Variable Measured (ppb) Predicted (ppb) Delta (ppb) % change (%)
NO 12.5 ± 0.5 2.00 ± 0.1 10.5 ± 0.5 532 ± 43
NO2 10.5 ± 0.3 4.60 ± 0.2 5.90 ± 0.3 128 ± 8
NOx 21.5 ± 0.7 6.30 ± 0.2 15.2 ± 0.7 241 ± 14
O3 12.8 ± 0.2 17.8 ± 0.1 -5.00 ± 0.3 -27.9 ± 1.5
5.3.5 Change in total oxidant
The suppression of O3 close to sources of NOx is often accompanied by enhanced levels
of O3 further downwind. This is due to the oxidation of NO to NO2 with peroxy radicals
and subsequent photolysis of NO2 to form O3. Therefore, to account for this photochem-
istry, the total oxidant (OX = NO2+O3) is considered, since it’s production and loss are
independent of the chemical coupling that results in the interconversion of NO2 and O3.
Changes in OX reflect the abundance of oxidants and are therefore more representative
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of the production of oxidant than O3 alone.[284] OX can be described in terms of a local,
NOx-dependent contribution and a regional, NOx-independent contribution.[285] The re-
gional contribution essentially equates to the regional background level of O3, whereas
the local contribution correlates with the level of primary pollution and essentially rep-
resents the fraction of directly emitted NO2. The individual contributions to OX can be
quantified from an [OX] vs. [NOx] plot, where the slope obtained from a linear regres-
sion represents the local OX contribution, whilst the intercept represents the regional
contribution.[285]
An additional RF model was constructed for OX (r2 = 0.89, MSE = 8.44 ppb) to assess
the change in total oxidant as a result of pre-operational activities at KM. Performing an
identical analysis to that for NO, NO2, NOx and O3 yielded a 9% increase in OX relative to
the BAU scenario. Figure 5.22 shows the local and regional contributions to OX obtained
from the weekly regression plot of [OX] vs. [NOx]. Figure 5.22a shows that the regional
component (intercept) of OX is consistent with the seasonal trend in O3 shown in Fig-
ure 5.7, where O3 generally reaches a minimum during the winter months. Throughout
the pre-operational period, the local contribution to OX followed a declining trend as it
approached aminimum and does therefore not account for the observed increase in OX.
Figure 5.22b shows the local contribution to OX between August 2017–February 2018.
Throughout the baseline period, the fraction of NOx directly emitted as NO2 (f-NO2) was
negligible, since only secondary NO2 resulting from the oxidation of primary NO from
upwind sources was observed. However, increases in f-NO2 leading to positive contribu-
tions were entirely consistent with the start of pre-operational period. Throughout the
whole of this period, f-NO2 ranged from 6–37%, suggesting the increase in OXwas driven
by changes in primary NO2 emissions on or near the site. This is likely as a result of the
presence of diesel vehicles and generators, which tend to emit a higher f-NO2 compared
to petrol due to diesel emission control technologies such as Diesel Oxidation Catalysts
(DOC).[286] Since access to active O&G sites is exclusively permitted for diesel vehicles, the
associated increase in OX is likely to have significant implications on the photochemical
production of ozone in regions of hydraulic fracturing.
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Figure 5.22: (a) Weekly total oxidant (OX; NO2+O3)/NOx slope at KM calculated using
linear regression. Error bars represent the 95% confidence intervals. (b) Weekly total
oxidant (OX; NO2+O3)/NOx intercept at KM. The solid line represents a loess smooth fit to
the data, and the shaded region represents the 95% confidence interval around the
smooth.
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5.3.6 Site classification
Despite the 3-fold increase in total NOx during the pre-operational period (Table 5.5),
concentrations were still well below the air quality standards regulations (Figure 5.8).
In order to put the observed changes in pollutant mixing ratios into context, data was
compared to that from all the AURN sites in the UK. Since KM is located in a rural area
and not influenced by any single point source, should it be part of the AURN it would
likely be classified as a rural background site.
Figure 5.23 shows the probability density distribution of NO and NO2 during both the
baseline and pre-operational periods at KM. Note that the data was converted into a con-
centration in µg m-3 for comparison with the AURN data. Baseline observations at KM
were filtered to between 19th September–1st February in order to minimise differences
due to seasonal factors. Additionally, data from all AURN sites in Figure 5.1 was aggre-
gated to each site classification throughout the same time periods in order to make a
robust comparison. Frequency density plots show how the concentrations of pollutants
are distributed and give a more detailed indication of where the bulk of measurements
lie. This is more useful than using a mean concentration, which can often be skewed
by spikes in data. From Figure 5.23 it is clear that, as expected, throughout the baseline
phase ofmonitoring, the distributions of NO andNO2 weremost representative of a rural
background site. For NO, 93.4% of the measurements were in the interval 0–5 µg m-3, al-
most equivalent to 93.2% for rural background sites. Similarly for NO2, 82.8% of data lay
in the range 0–10 µg m-3, compared to 65% for rural background sites. For comparison,
only 21% of data lay within the same range for urban background sites.
Conversely, looking at the pre-operational period there is a clear shift in the distri-
bution of both NO and NO2. The NO measurements display a bimodal distribution, in
which 31.4% of observations fall into the range 0–5 µg m-3 and the bulk of observations
lie in the range 5–20 µg m-3, accounting for 49.8% of observations. This suggests the ini-
tial source of NO (likely to be Habton Road) still exists, but that there is also an additional
source responsible for distinctively higher levels of NO. During this phase, KM is approx-
imately comparable to urban traffic sites, where only 25.1% of data fell into the range
0–5 µg m-3 and the majority of observations (52.4%) were between 10-100 µg m-3. There
was an evident, albeit smaller change in the distribution of NO2. A much broader spread
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was observed in the data (note the log scale in Figure 5.23) with 73.3% of data distributed
between 5–40 µg m-3, compared to 74.3% for urban industrial sites and 55.4% for urban
traffic sites.
Figure 5.23 indicates that the site characteristics of KM significantly changed follow-
ing the initiation of fracking-related activities. Based on NOx concentrations, the site
transitioned from an air quality climatology representative of a rural background site,
with relatively clean air typical of the UK regional background, to that more analogous
to an urban setting. This could have serious implications for residents living in the sur-
rounding area of the well site, particularly if the industry were scaled up to facilitate
hundreds of wells across the UK countryside. Should hydraulic fracturing have subse-
quently taken place, it is expected that emissions would be elevated even further above
baseline levels. However, it is important to note that emissionswerenot exclusively from
the operator and that the observed change is resultant of a combination of vehicular and
combustion-related sources introduced on or near the well site.
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Figure 5.23: Normalised probability density functions of hourly averaged NO and NO2
during the baseline and pre-operational periods at KM (site type = Baseline Monitoring),
compared to all UK AURN sites. Baseline data is filtered to observations between 19th
September–1st February for each year.
5.4 Conclusions
Well pad preparation is a key phase within the shale gas extraction process. Construct-
ing and operating a shale gas well requires a large amount of above-ground infrastruc-
ture and equipment, which must be transported to the well pad. The resultant traffic
load and subsequent on-site activity introduces an additional source of air pollutants
to the local environment prior to any hydraulic fracturing. In this work, the impact of
the pre-operational phase is investigated through the application of random forest ma-
chine learning models to air quality data in the rural village of Kirby Misperton in North
Yorkshire.
Extensive baseline monitoring of air pollutants two years prior to the start of shale-
gas operations enabled the characterisation of the local air quality climatology. The base-
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line observations were used to predict mixing ratios in the construction of a "business as
usual" scenario, which assumed no change in the activity on site. The counterfactual was
then compared to the observations, revealing a 240% increase inNOx and concurrent de-
crease in O3 of 28%. Changes in NOx were dominated by increases in NO as expected for
a traffic-related emission source. However, evaluation of the total oxidant (OX) revealed
enhancements of the primary NO2 fraction (f-NO2), which could have significant impacts
on public health due to an increase in the abundance of oxidants. Whilst emissions were
found to be enhanced far above baseline levels, mixing ratios remained well within UK
regulatory limits. However, comparison of the data to that from all UK AURNmonitoring
sites demonstrated a shift in the chemical environment at KM to that more similar to a
suburban city environment in terms of NOx.
Since no hydraulic fracturing actually took place on the site, this work identifies a
systematic change inNOx due to site preparation. Often considerations of emissions from
hydraulic fracturing only emerge once infrastructure is in place and drilling begins. This
work therefore exposes a relatively understudied source of emissions from the shale gas
industry. The identification of these emissions highlights that baseline monitoring prior




The global oil and gas (O&G) industry has experienced rapid growth in the past few
decades, predominantly due to an increase in shale gas production through the devel-
opment of modern extraction techniques such as hydraulic fracturing. This growth is
expected to continue throughout the next few decades. Forecasts published by British
Petroleum (BP) showed that the production of natural gas is expected to increase until at
least 2030, with oil production now beginning to level off and decrease (Figure 6.1).[287]
In the UK, the demand for natural gas is actually expected to decline by 11.4 millionmet-
ric tons of oil equivalent from 2020–2040,[288] largely resulting from commitments to net
zero through the implementation of policies such as no new gas boilers by 2025. The
global increase in development has heightened environmental concerns regarding air
quality. In particular, increased emissions of air pollutants such as methane (CH4), ni-
trogen oxides (NOx = NO + NO2) and volatile organic compounds (VOCs) are negatively
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linked to poor human and environmental health, along with climate effects. This the-
sis explores atmospheric emissions of these species from both the onshore and offshore
O&G industry in the context of the UK.
Figure 6.1: Global production of natural gas and oil with future projections from
2018–2050 based on three possible scenarios. Business as usual assumes growth will
follow the current trend with no significant changes to policy, technology or social
preferences, Rapid is based on a series of sector-specific policies designed to cut carbon
emissions, and Net-zero assumes that the policy measures outlined in Rapid are added
to and reinforced by significant shifts in social behaviour.[287]
This thesis presents three analyses based on data collected in regions of UK O&G pro-
duction. Both ground-based and airborne observations were utilised to assess the com-
position and magnitude of UK O&G emissions. There is a strong focus on emissions of
VOCs since they are rarely studied in comparison to greenhouse gases such as CH4, but
play a key role in the degradation of both local and regional air quality.
Chapters 3 and 4 present measurements made from research aircraft over O&G pro-
ducing regions of the North Sea. The analyses were underpinned by in-situ measure-
ments of CH4 and ethane (C2H6), along with discrete canister samples for the quantifi-
cation of VOCs. The data set in Chapter 3 was compiled from 28 research flights across
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four defined areas of the North Sea. A total of 668 whole air samples were captured and
used to characterise the collective VOC emissions associated with O&G operations in the
North Sea. This was primarily achieved through the evaluation of pollutant enhance-
ment ratios, which were shown to be a valuable tool in source identification. Such ratios
were leveraged to distinguish between unique emission sources in a number of ways.
First, through calculation of the iso-pentane to n-pentane (iC5/nC5) enhancement ratio,
which yielded characteristic signatures between 0.89–1.24, identifying O&G production
as the key driver of VOC emissions in the North Sea. Second, this was reinforced through
the evaluation of statistical correlations between VOCs and source-specific tracer com-
pounds, where strong correlations with propane confirmed O&G production as the pri-
mary emission source. Hints of an additional urban influence were explored through
the benzene to toluene (B/T) ratio, which was subsequently applied as a filter to isolate
samples primarily influenced by O&G emissions for further analysis.
The isolation of such samples allowed the comparison of the VOC composition related
to each field type (oil, gas or condensate). Unprocessed natural gas is approximately 60–
90% CH4, however the remaining fraction differs by reservoir. Therefore, it follows that
VOC emissions may also be unique to each basin. This idea motivated the rest of the
analysis in Chapter 3. Indeed, a spatial dependence on emissions was identified and
exposed through the enhancement ratio of C2H6 to CH4. Gas production was charac-
terised by a low ratio of 0.03, whereas oil production yielded amuch higher ratio of 0.18.
This difference was further illuminated through calculation of the excess mole fraction,
which showed that emissions from oil production were richer in VOCs relative to CH4,
in comparison to those from gas production. This implies that emissions from oil fields
are likely to greater facilitate O3 production since they contain a larger proportion of
alkanes, which are more reactive towards the OH radical compared to CH4.
The potential impact of North Sea O&G emissions was further explored in Chapter 3
through calculation of the OH reactivity, which showed that, despite their dominance
regarding total VOC concentrations, C2–C5 alkanes were second to highly reactive, un-
saturated species, likely from general combustion sources. The final analysis component
in Chapter 3 was a comparison to the VOC speciation profiles within the National Atmo-
spheric Emissions Inventory (NAEI) and revealed several discrepancies. Most noticeable
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was the lack of species reported in some of the source-specific profiles, suggesting a need
for improvement. Themeasurements reported here could be used to replace the profiles
that currently exist in favour of observationally-derived profiles relating to each fossil
fuel product, with the aim of better representing emissions from the offshore O&G sec-
tor. Overall, this work highlights key differences in emissions between on and offshore
extraction and makes an important contribution to the literature regarding VOCs from
offshore O&G operations, which are sparsely studied compared to those onshore.
In addition to understanding the composition of emissions surrounding O&G pro-
duction, of equal importance is assessing the magnitude of such emissions. Offshore
emissions in the UK are exclusively reported though bottom-up (BU) estimates within
the Environmental Emissions Monitoring System (EEMS), but there is very little existing
work challenging the validity of such estimates. Chapter 4 addresses this by implement-
ing a top-down (TD) methodology to quantify emissions of CH4 and VOCs from North
Sea O&G facilities. A mass balance approach was applied to airborne measurements of
well-defined plumes downwind of single platforms. High resolution measurements are
typically required to perform a mass balance calculation, however, by coupling in-situ
measurements of C2H6 with VOC enhancement ratios in discrete canister samples, emis-
sion rates of individual VOCs were successfully calculated.
The calculated emissions from individual platforms varied both spatially and tempo-
rally, exposing the wealth of potential emission sources, the strength of which fluctuate
throughout the day. The TD measurements were compared to those from the BU report-
ing and showed a general underestimation of both CH4 and VOCs from most platforms.
This suggests a reassessment of the current methodology may be required and demon-
strates the need for further observational-based studies to understand the discrepancy
between TD and BU approaches. Of most interest, was the atypically high VOC emis-
sion rates observed during oil loading operations onto shuttle tankers. Further insight
was gained from the ∆C2H6/∆CH4 ratio within plumes, which offered evidence of an
intermittent VOC-rich emission source, characterised by uncommonly high ratios. Com-
parison of estimates concurrent with oil loading to the BU estimates yielded differences
of more than an order of magnitude, implying a significant gap in reported emissions
from this source. This was reinforced through the aggregation of emissions estimates
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across all platforms, where the mean TD and BU values showed an overall agreement in
the absence of estimates coinciding with shuttle tanker operations. It is hoped that this
work will stimulate future studies focused on VOC emissions from oil loading, which
can subsequently be used to better inform the BU reporting. In addition to this, abate-
ment strategies involving VOC recovery and absorption processes are currently being
developed to limit VOCs from loading. This work could therefore serve as a comparison
against future studies to assess the success and impact of such intervention strategies.
Whilst 98% of the UK’s O&G production originates from offshore reservoirs within
the UK Continental Shelf (UKCS),[133] onshore extraction has been taking place since the
1980s and there are currently around 250 operating wells. Interest in hydraulic fractur-
ing (fracking) following the "shale gas boom" in the US has extended to other countries,
including the UK. However, there are a myriad of environmental concerns surrounding
the fracking process, including exposure to air contaminants and their negative impact
on air quality. The assessment of such impacts requires extensive monitoring before,
during and after any shale gas development takes place in order to identify incremen-
tal changes caused by new emission sources. Chapter 5 demonstrates a methodology by
which baseline measurements in the vicinity of shale gas extraction can be combined
with a machine learning technique to robustly detect and quantify changes in air pollu-
tant concentrations as a consequence of fracking operations.
Chapter 5 is underpinned by baseline measurements of air quality at a well site in
Kirby Misperton (KM), North Yorkshire, which were conducted two years prior to any
shale gas activity. Whilst no hydraulic fracturing actually took place at the site, a sig-
nificant period of preparation occurred over a number of months. Termed the "pre-
operational" period, this stage is rarely investigated as air quality concerns typically
arise once extraction has commenced. The measurements were used to predict pol-
lutant concentrations in a business-as-usual (BAU) scenario through the application of
random forest (RF)machine learningmodels, whichwere subsequently compared to ob-
servations. The models identified a distinct period of deviation from the BAU scenario,
entirely consistent with the timing of pre-operational activities. This period was char-
acterised by significant enhancements in NOx and a concurrent decrease in O3, driven
by extensive vehicular activity and the presence of numerous combustion sources, such
192
Chapter 6. Summary and Conclusions
as generators, on the well pad. To provide context regarding the observed changes, the
observations were compared to those from the UK’s Automatic Urban and Rural (AURN)
monitoring network. This revealed a transition in the chemical environment at KM, from
a typical rural climatology to that more analogous to a suburban city environment in
terms of NOx concentrations. An additional feature identified through the evaluation of
total oxidant (OX) was an increase in primary emissions of NO2, which may have impli-
cations regarding the attainment of ambient air quality standards as well as negatively
impacting health in the local surroundings.
Chapter 5 demonstrates a methodology applicable to any standard long-term moni-
toring data to assess changes resulting from new emissions sources, management strate-
gies or intervention policies. Should future shale gas operations occur in the UK, this
work outlines a routine measurement and analysis strategy which can be implemented
to detect and evaluate baseline deviation events. Future work will extend the analysis
to include VOCs, particular matter (PM) and greenhouse gases, such as CH4 and carbon
dioxide (CO2), to gain a wider perspective of the air quality impact of the shale gas indus-
try. This will require some revision of the RF models to include additional variables for
prediction. Due to the longer lifetimes of species such as CH4 and their influence over
larger spatial scales, variables such as back-trajectory cluster and boundary layer height,
capable of capturing the long-term variability and effect of atmospheric transport may
be required to accurately predict concentrations. Furthermore, this analysis framework
could be expanded into other research areas such as water quality and soil gas, allowing
a consistent method to be applied across multiple environmental domains.
6.1 Final remarks
Oil and gas will be a key source of energy for years to come. This work contributes to the
growing knowledge base surrounding emissions from the O&G industry and provides
insight through the collection of novel data sets into O&G emissions from a UK perspec-
tive. As the pressure to act on climate change builds, schemes to cut carbon emissions
are becoming evermore prevalent. Therefore, work such as this will be vital to (i) under-
stand the current state of emissions and, (ii) determine whether the transitions towards
cleaner energy production within the industry are successful.
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