There are many issues in the fields of physics, chemistry, biology, and astronomy which can be solved through differential equation formulations. In general, the completion of differential equations can be done analytically or by numerical methods. If the completion is done analytically, usually it is done through calculus theories, and may require a longer time to solve. Anticipating the difficulties posed by differential equations analysis, numerical method is being used instead. This numerical completion provides solution in the form of approach and being carried out by visiting the initial value which then needs to be advanced gradually, step by step. Utilizing computers in solving differential equations would also help develop the application of numerical methods. Therefore, this study is expected to be able to improve the existing methods. This research will compare the accuracy of different methods, the Runge-Kutta Fehlberg and Adams-Moulton methods, in completing differential equations, which is limited to ordinary differential equations of first order and second order. It is found that there is general difference between the two method with Runge-Kutta Fehlberg method being the one-step method with an uncertain step size, while the Adams-Moulton method being the double steps method. Comparison of accuracy is obtained
Introduction
Differential equation is one of the significant topics in the field of mathematics especially in dealing with science (engineering) issues. A number of problems that human encountered, especially in the field of science (engineering) [2] can be formulated in mathematical models using differential equations. Considering the vast usefulness of differential equations, methods are being proposed to find the solution of differential equations, with the availability of various solutions. Ordinary differential equations can be solved by analytical and numerical methods. The solutions generated by the analytical method are generally exact values, whereas with the numerical method an approximation is given as a solution approaching the real value.
Analytical settlement requires an understanding of the theories of calculus and understanding in-depth analysis. Naturally, this will need more complicated calculations, especially when the equations contain complex functions, such as differential equations consisting of a combination of polynomial functions, exponents, and trigonometry. To anticipate the difficulty posed by the analytical resolution, numerical method is used. Differential equations solved with numerical method produces mere approximation as solution because approximation does not need the application of calculus theories. However, numerical resolution involves many considerations which demands accuracy in applying one. With the development of science and technology especially in the field of computers, the resolution of numerical differential equations began to take place.
Comparing accuracy of differential equation results
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There are several numerical methods to solve differential equations related to the initial value problem (Initial Value Problem/IVP) [4] , that is the one-step method (single-step method) and the double step method (multiple-step method)¬. This method is said to be a one-step method if the method only uses information from the previous single point to meet and run the formula. The method comprises of the method with constant step size measurement and the one-step method with adaptive step size measurement. The one-step method with constant step size measurement applies a consistent measurement for each of the iteration it takes. Included in this method are Euler method, Heun method, Taylor Series method, and Runge-Kutta methods. The one-step method with an adaptive step size uses a changing step size in each of its iteration. Some examples of this method include Runge-Kutta Verner method and Runge-Kutta Fehlberg method. The multiple step method is a method that uses information from more than one of the previous points to start and run the formula. Some examples of this method include the Adams-Bashford method, the Adams-Moulton method and Milne method. The numerical solution for differential equations gives result to an approach of the real value (exact value). Therefore, errors could be found in the numerical solution. There are known to be two types of errors in numerical methods, the truncation errors and round off errors. Truncation error is the mismatch due to the fact that the method applies a numerical approximation to declare the operation and to declare certain mathematical quantities. While round of errors are errors due to the limitation from the computer, which can only state a finite digits of number [3] . This study will compare the accuracy of approximation between the one step size method that is non-definite, which is the Runge-Kutta Fehlberg method, and the double step method that is the Adams-Moulton method in solving an ordinary differential equation of first order and second order. The approximation accuracy defined in this study is based on the relative error in the completion of first and second order ordinary differential equations by using the Runge-Kutta Fehlberg and the Adams-Moulton methods.
The most popular one-step method with a constant step size is the fourth order Runge-Kutta method. This is because the Runge-Kutta method can achieve the accuracy of a Taylor Series approximation without the need for higher derivative calculations. This Runge-Kutta method can be regarded as the basic form of other one-step methods. However, in terms of error estimation, the one-step method with an adaptive step size like the Runge-Kutta Fehlberg method gives better error estimation than the one-step method with a constant step size like the Runge-Kutta method. The Fehlberg Runge-Kutta method is a method based on the calculation of two Runge-Kutta methods of different order, by subtracting the results to get an estimate of the error. The one-step Algorithm method with an adaptive step size automatically adjusts the step size as a reaction to the calculation truncation errors.
The double step method requires smaller step-by-step evaluation than the one-step method and that almost all of similar method is called as the prediction-corrector method. One of the double step methods that acquire more stability properties than the other method is the double step Adam-Moulton method. This method is more stable than the Millne method. Therefore, it is natural that Adams-Moulton method is usually more preferable. Based on the above description, the researchers wants to examine which among the two methods, the Runge-Kutta Fehlberg or Adams-Moulton, would give more accurate approximation in solving linear ordinary differential equation of first and second order. This research would be limited on the settlement of first and second order linear ordinary differential problems, with the general form of the linear ordinary differential equations of first order as follows: M(x,y)dx + N(x,y)dy = 0 The general form above would then be converted into more specialized forms, which include homogeneous differential equation, exact differential equations, linear differential equations, and Bernoulli differential equations. The linear ordinary differential equations of second order are also used in this study, including the Euler-Cauchy linear differential equations and the Legendre linear differential equations. The linear differential equation of Euler-Cauchy has the following general form:
where P 0 , P 1 , P 2 as the researched constants, which are: This research is expected to provide useful results and information for all parties, including students, faculty, and other researchers, regarding which method among the two methods, Runge-Kutta Fehlberg and Adams-Moulton, is better in solving ordinary linear differential equations of first and second order. This study will use several concepts, such as First Order Linear Ordinary Differential Equation, Second Order Linear Ordinary Differential Equation, Approximation Accuracy, Runge-Kutta Fehlberg method, and the Adams-Moulton method. To avoid perception errors, some terminologies are used, which are:
Accuracy Approximation: This study uses numerical differential equations solutions; therefore the generated value appears only in the form of approximation (estimation). To find which numerical method gives a more accurate approximation this study will compare the relative errors between two different numerical methods. There are several issues to discuss, especially those related to the approximation accuracy.
Numerical Error: which is resulted from the use of approximation to declare certain operation and mathematical scale4. These errors include truncation error, which is generated when approximation is applied to declare an exact mathematical procedure, and round-off error, which is resulted when the approximants are used to express the definite figures. The relationship between the actual or exact results and the approximation can be formulated as: Actual Value= Approach+ Error. Relative error ( ) is the error made inexact value, which is formulated as:
This study will analyze the approximation error by taking the approximate value of the calculation error using the numerical results of several numerical methods for the settlement of ordinary differential equations and compared with the approximated results of MatLab version 5.3 as the reference. In this study the significance of the number of digits that will be used are 6 digits. This is because the number of significant figures affect the size of the hose (h), using the following formula: h =  E = 0.5* ; m = number of significant figures.
Concept and Analysis
Runge-Kutta Fehlberg Method. One of the popular methods in one-step adaptive step size method is Runge-Kutta Fehlberg. Fehlberg Runge-Kutta 5  1  4104  2197  2565  1408  216  25  '  '  5  1  4104  2197  2565  1408  216  25 Fifth order formula: 6  5  4  3  1  1  6  5  4  3  1  1   55  2  50  9  56430  28561  12825  6656  135  16  '  '  '  55  2  50  9  56430  28561  12825  6656  135  16 This research will use the initial step size of (h) amounting: h =  1/4 where  = (0.5*10 2-m ); m = amount significant figures. The next step size would be defined based on error-control theory wherein to get the new step size would need approximation on error with the formula:
Adams-Moulton Method. The double-step method is an additional method and it is used to improve the one-step method that has deficiency in terms of error estimation. This additional method is known as Corrector Predictor, and this method can not "launch" itself. Therefore, this method requires the values of the previous method to "launch" the prediction. This study will discuss one of the most used double-step method, the Adams-Moulton, and this method is included in the Adams method which is used to gain predictor-corrector algorithm where the mistakes are controlled by a variety of step size (h) and the order of the method. The resulted solution from the Adams-Moulton method does not have stability problem as of the other multiple step methods, such as Milne method. In addition, Adams-Moulton method is more efficient than the one-step method, such as Runge-Kutta method because it only performs repetitive calculations of f (x, y) in accordance to the inserted earlier points, while the Runge-Kutta method requires some evaluation of the f (x, y) function, which consequently becomes more time consuming.
To produce the formula, such integration formula is used: This study involves a linear ordinary differential equations of first and second order and to calculate y'I+1 for second order linear ordinary differential equations using Adams-Moulton methods the predictor-corrector formulas as above are also used on f'i, f'i-1 , f' 1-2 , f' i+1 . ; and because Adams-Moulton method is not able to launch automatically then the four initial values will be drawn from the results of calculations using the Runge-Kutta method of fourth order. The most popular Runge-Kutta method is the fourth order, and it is often called the classical Runge-Kutta method and is included as the one one-step method with a constant step size. Inb general, the fourth order Runge-Kutta method has four auxiliary values (k 1 , k 2 , k 3 , k 4 ) for each step.
For the completion of linear ordinary differential equations using the second order Adams-Moulton method, second order differential equation function should first be converted into a first order differential equation. For example the second order linear ordinary differential equation is: y" = f(x, y, z), and can be written as: z' = f(x, y, z) where y' = z;
Based on the concepts and analysis of Runge-Kutta Fehlberg and Adams-Moulton methods, there are several conclusions: (1) The double step method is an improved method of the previously developed one-step method. This method uses a predictor-corrector formula to predict the value of y i+1 and using a different formula would fix or correct the prediction values obtained. Therefore it can be said that the double step method known as predictor-corrector method can provide more accuracy compared with the one-step method. (2) Approximation accuracy comparison between Felhberg Runge-Kutta and Adams-Moulton methods for first and second order linear ordinary differential equations order are done by finding the relative error. As a reference for approximant value calculations using MatLab program version 5.3 would be considered as reference closer to the exact value. The relative errors produced by Runge-Kutta Fehlberg and Adams-Moulton methods can then be analyzed to determine which one provides more accurate results. (3) General error analysis is conducted also the classification of the types of linear ordinary differential equations of first and second order is carried in specific.
From the views displayed above, hypothesis derived from this study are as follows: (1) Adams-Moulton method gives more approximation accuracy compared to the Runge-Kutta Fehlberg method in solving first order linear ordinary differential equations, (2) Adams Moulton method gives more accurate approximation compared to the Runge-Kutta Fehlberg in settling the linier homogenous and non-homogenous second order ordinary differential equations (Euler-Cauchy differential equations and Legendre differential equation).
Method
Research Design. This study was conducted to compare two different methods, which are different in the steps taken, for solving first and second order linear ordinary differential equations. Both algorithms should be made in the same condition, which are using the same type of processor, having the same memory size, the same operating system, and using the same function. The processor used is Pentium 133 Research Instrument. The research instrument includes two major programs to solve first order linear ordinary differential equations and the order using Runge-Kutta Fehlberg and Adams-Moulton methods. To obtain ordinary differential equations of first order and ordinary differential equations of second order a program random number generator will be used. Each type of differential equation that has been raised by the program the random number generator will be stored in a file which will then be solved by using the Runge-Kutta Fehlberg and the Adams-Moulton methods. Completion results using both methods will be compared with the results obtained by the software 
Result and Discussion
In accordance with the designed methodology of the research, the data collection is conducted in the form of relative errors as measured outcomes from first and second order linear ordinary differential equations using the Runge-Kutta Fehlberg and Adams-Moulton methods. Data collection was conducted after 60 experiments on the programs created for each of the first and second linear ordinary differential equations. Table 3 shows that in Jackknife hypothesis examination for first and second order ordinary linear differential equation, t hitung is in the crisis area, resulting in the H 0 being rejected and H 1 hypothesis accepted. Based on the results of Jackknife hypothesis testing that has been done, it can be concluded that for the completion of first and second order linear ordinary differential equations, the relative error of RK-Fehlberg method is greater than the Adams-Moulton method. It can be said that the Adams-Moulton method is more rigorous than RK-Fehlberg method in solving linear ordinary differential equations of first order and second order. Irregularities in final value x (upper limit) is generated by using the Runge-Kutta Fehlberg method, resulting from the Runge-Kutta Fehlberg method's nature to change iteration for each path as the method uses adaptive step size. In anticipating the irregularities, this research uses the tolerance limit of 11% from the upper limit set determined at the beginning of the study.
Conclusion
The conclusion drawn from the results of this research are as follows: (1) The results prove that the Adams-Moulton method is more rigorous than the Runge-Kutta Fehlberg method in solving first and second order linear ordinary differential equations. (2) Results of this research support the results of relevant research that the Adams-Moulton method gives better accuracy than Runge-Kutta Fehlberg method. (3) Double-step method has better accuracy than the one-step adaptive step size method to solve first and second linear ordinary differential equations because the average relative error in Rungge-Kutta Fehlberg method is greater than the average relative error of the Adams-Moulton method.
There are some suggestions for further study, which are: (1) Future experiments can be done by increasing the ordinary differential equation to higher-order and by using more complex functions, such as trigonometric and logarithmic functions. (2) Evaluation on the process of iteration and time of each method still need to be taken into account. It is also needed to experiment with using the different algorithm method of Runge-Kutta Fehlberg in determining the step size. (3) Convergence values of the differential equations need to be taken into account before the study is conducted.
