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A symmetrization result for a class of
anisotropic elliptic problems
A. Alberico∗– G. di Blasio†– F. Feo‡
Abstract
We prove estimates for weak solutions to a class of Dirichlet problems associated to anisotropic
elliptic equations with a zero order term..
1 Introduction
We consider the class of Dirichlet problems for anisotropic elliptic equations, whose prototype has the
form
(1.1)

−
N∑
i=1
(
|uxi |
pi−2 uxi
)
xi
+ b (u) = f(x) in Ω
u = 0 on ∂Ω,
where Ω is a bounded open subset of RN with Lipschitz continuous boundary, N ≥ 2, pi ≥ 1 for
i = 1, . . . , N such that their harmonic mean p is greater than 1, the subscript xi denotes partial
derivative with respect to xi, b is a continuous, non-decreasing function such that b(0) = 0 and f is a
nonnegative function with a suitable summability.
The anisotropy of problem (1.1) depends on differential operator whose growth with respect to the
partial derivatives of u is governed by different powers. In the last years anisotropic problems have
been extensively studied by many authors (see e.g. [AdBF2, AdBF3, ACh, BMS, DFG, DF, FGK,
FGL, FS, G, Mar]).
The growing interest has led to an extensive investigation also for problems governed by fully
anisotropic growth conditions (see [AC, A, AdBF1, C1, C3]) and problems related to different type of
anisotropy (see e.g. [AFTL, BFK, DdB, DG]).
Our goal is to obtain an estimate of concentration of a weak solution to problem (1.1) via sym-
metrization methods. The use of the standard isoperimetric inequality in the study of isotropic elliptic
Dirichlet problems was introduced in [Maz1, Maz2] and independently in [Ta1, Ta2]. Variants and
extensions from these papers have been developed in a rich literature. We refer to Vazquez [V2] and
Trombetti [T] for a quite comprehensive bibliography on this and related topics.
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It is well known that when isotropic elliptic Dirichlet problems with a zero order term are con-
sidered, the situation is quite different if we assume or not a sign condition (see, e.g., [D1, D2, Mad,
V1, V2]). In the anisotropic setting there are two different cases as well. Indeed, when b(u)u ≥ 0, it
is showed (see, e.g., [C3]) that the symmetric rearrangement of a solution u to anisotropic problem
(1.1) is pointwise dominated by the radial solution to an isotropic problem, defined in a ball, with a
radially symmetric decreasing data and with no zero order term. Otherwise, with no sign condition
on b(u)u, we prove an integral comparison result between a solution u to anisotropic problem (1.1)
and the radial solution to a suitable isotropic problem defined in a ball, with a radially symmetric
decreasing data again but, this time, which preserves a zero order term.
Just to give an idea of our results, let us consider problem (1.1) when the domain Ω is BR(0), the
ball centered at the origin and with radius R > 0. We take into account two smooth strictly increasing
functions b and b˜ having the same domain such that b(0) = b˜(0) = 0, and two positive decreasing
radial symmetric functions f and f˜ defined in BR(0). Denote by b
−1 and ( b˜ )−1 the inverse function
of b and b˜, respectively. Suppose that
(( b˜ )−1)′(s) ≤
(
b−1
)′
(s) for every s ∈ R
and that the datum f is less concentrated than the datum f˜ , i.e.∫
Br(0)
f(x) dx ≤
∫
Br(0)
f˜(x) dx for every 0 ≤ r ≤ R.
Then, we are going to prove that∫
Br(0)
b(u⋆(x)) dx ≤
∫
Br(0)
b˜ (u˜(x)) dx for every 0 ≤ r ≤ R,
where u⋆ is the symmetric decreasing rearrangement of the solution u to problem (1.1) and u˜ is the
solution to the following problem
− div
(
|∇u˜|p−2∇u˜
)
+ b˜(u˜) = f˜(x) in BR(0)
u˜ = 0 on ∂BR(0).
The paper is organized as follows. In Section 2 we recall some backgrounds on the anisotropic spaces
and on the properties of symmetrization. In Section 3 we state our main results, proved in Section 4.
2 Preliminaries
Let Ω be a bounded open subset of RN , N ≥ 2, and let 1 ≤ p1, . . . , pN <∞ be N real numbers. The
anisotropic Sobolev space (see e.g. [Tr])
W 1,
−→p (Ω) =
{
u ∈W 1,1(Ω) : uxi ∈ L
pi(Ω), i = 1, . . . , N
}
is a Banach space with respect to the norm
(2.1) ‖u‖W 1,−→p (Ω) =
N∑
i=1
‖uxi‖Lpi (Ω) .
The space W 1,
−→p
0 (Ω) is the closure of C
∞
0 (Ω) with respect to the norm (2.1) and we will denote by(
W 1,
−→p
0 (Ω)
)′
its dual.
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A precise statement of our results requires the use of classical notions of rearrangement and of
suitable symmetrization of a Young function, introduced by Klimov in [K].
Let u be a measurable function (continued by 0 outside its domain) fulfilling
(2.2)
∣∣{x ∈ RN : |u(x)| > t}∣∣ < +∞ for every t > 0.
The symmetric decreasing rearrangement of u is the function u⋆ : RN → [0,+∞[ satisfying
(2.3) {x ∈ RN : u⋆(x) > t} = {x ∈ RN : |u(x)| > t}⋆ for t > 0.
The decreasing rearrangement u∗ of u is defined by
u∗(s) = sup{t > 0 : µu(t) > s} for s ≥ 0,
where
µu(t) = |{x ∈ Ω : |u(x)| > t}| for t ≥ 0
denotes the distribution function of u.
Moreover,
u⋆(x) = u∗(ωN |x|
N ) for a.e. x ∈ RN .
Similarly, we define the symmetric increasing rearrangement u⋆ on replacing “>” by “<” in the
definitions of the sets in (2.2) and (2.3). We refer to [BS] for details on these topics.
In this paper we will consider an N−dimensional Young function Φ : Rn → R (namely, an even
convex function such that Φ (0) = 0 and lim
|ξ|→+∞
Φ (ξ) = +∞) of the following type:
(2.4) Φ (ξ) =
N∑
i=1
αi |ξi|
pi for ξ ∈ RN with αi > 0 for i = 1, ..., N.
We denote by Φ : R→ [0,+∞[ the symmetrization of Φ introduced in [K]. It is the one-
dimensional Young function fulfilling
(2.5) Φ(|ξ|) = Φ•⋆• (ξ) for ξ ∈ R
N ,
where Φ• is the Young conjugate function of Φ given by
Φ•
(
ξ′
)
= sup
{
ξ · ξ′ − Φ (ξ) : ξ ∈ RN
}
for ξ′ ∈ RN .
So Φ is the composition of Young conjugation, symmetric increasing rearrangement and Young
conjugate again.
We denote by p the harmonic average of the exponents pi, i.e.
(2.6)
1
p
=
1
N
N∑
i=1
1
pi
.
The harmonic average p plays a basic role in discussing anisotropic equations of the form (1.1). Let
us assume that p > 1 and set
(2.7) Λ =
2p (p− 1)p−1
pp

N∏
i=1
p
1
pi
i
(
p′i
) 1
p′
i Γ(1 + 1/p′i)
ωNΓ(1 +N/p′)

p
N (
N∏
i=1
α
1
pi
i
) p
N
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with ωN the measure of the N−dimensional unit ball, Γ the Gamma function and p
′
i =
pi
pi−1
, the
Ho¨lder conjugate of pi with the usual conventions if pi = 1. We are now in position to evaluate
Φ(|ξ|). Easy calculations show (see e.g. [C3]) that
(2.8) Φ(|ξ|) = Λ |ξ|
p .
In the anisotropic setting, we stress that p plays a role also in a Polya-Szego¨ principle which reads as
follows (see [C3]). Let u be a weakly differentiable function in RN satisfying (2.2) and such that
N∑
i=1
αi
∫
RN
|uxi |
pi dx < +∞ .
Then u⋆ is weakly differentiable in RN and
(2.9) Λ
∫
RN
∣∣∣∇u⋆∣∣∣p dx ≤ N∑
i=1
αi
∫
RN
|uxi |
pi dx .
3 Main results
In the present section, we focus our attention on the following class of anisotropic elliptic problems
(3.1)

− div(a(x, u,∇u)) + g(x, u) = f(x) in Ω
u = 0 on ∂Ω,
where Ω is a bounded open subset of RN with Lipschitz continuous boundary, N ≥ 2, a : Ω×R×RN →
R
N is a Carathe´odory function such that for a.e. x ∈ Ω, for all s ∈ R and for all ξ, ξ′ ∈ RN
(A1) a(x, s, ξ) · ξ ≥
N∑
i=1
αi |ξi|
pi with αi > 0 ,
(A2) |aj(x, s, ξ)| ≤ β
[
|s|
p
p′
j + |ξj|
pj−1
]
with β > 0 ∀j = 1, . . . , N ,
(A3) (a(x, s, ξ) − a(x, s, ξ′)) · (ξ − ξ′) > 0 for ξ 6= ξ′,
where 1 ≤ p1, . . . , pN <∞ are real numbers and p > 1.
Moreover, we assume that g : Ω×R→ R is a measurable, continuous and non-decreasing function in
s for fixed x, and bounded in x uniformly for bounded u such that
(A4) g (x, s) s ≥ b (s) s for a.e. x ∈ Ω, ∀s ∈ R , where b is a continuous and strictly increasing
function such that b(0) = 0.
Finally, we assume that
(A5) f : Ω→ R is a nonnegative function such that f ∈
(
W 1,
−→p
0 (Ω)
)′
.
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In order to give a precise statement of our results, we need to precise what means to be less
diffusive. Let b1, b2 be two continuous strictly increasing functions. We say that b1 is weaker than b2
and we write
(3.2) b1 ≺ b2,
if they have the same domains and there exists a contraction1 ρ : R→ R such that b1 = ρ ◦ b2.
We are interested in proving an integral estimate of a weak solution u ∈W 1,
−→p
0 (Ω) to problem (3.1)
in terms of the weak solution w ∈W 1,p0 (Ω
⋆) to the following problem
(3.3)
 − div(Λ|∇w|
p−2∇w) + b˜(w) = f˜(x) in Ω⋆
w = 0 on ∂Ω⋆,
where Ω⋆ is the ball centered at the origin and having the same measure as Ω,
(A6) b˜ is a continuous and strictly increasing function such that b˜(0) = 0 ,
(A7) ( b˜ )−1 ≺ b−1,
(A8) f˜ : Ω⋆ → R is a nonnegative radially symmetric function and decreasing along the radii such
that f˜ ∈
(
W 1,p0 (Ω
⋆)
)′
.
We stress that, by standard arguments and thanks to the results contained in [BB] (see also [BCE]
for the anisotropic setting), there exists a unique weak solution w ∈W 1,p0 (Ω
⋆) to (3.3) such that
(i) b˜(w) ∈ L1
(
Ω⋆
)
(ii) b˜(w)w ∈ L1
(
Ω⋆
)
(iii) Λ
∫
Ω |∇w|
p−2∇w · ∇φ dx+
∫
Ω b˜(w)φ dx = 〈f˜ , φ〉(W 1,p0 (Ω⋆))
′
for every φ ∈W 1,
−→p
0 (Ω
⋆) ∩ L∞(Ω⋆) and ϕ = w.
Theorem 3.1 Assume that (A1)–(A8) hold. Let u be a weak solution to the problem (3.1) and w the
weak solution to the problem (3.3). Then,
(3.4) ‖(B − B˜)+‖L∞(0,|Ω|) ≤ ‖(F − F˜)+‖L∞(0,|Ω|),
where
B(s) =
∫ s
0
b(u∗(t)) dt B˜(s) =
∫ s
0
b˜(w∗(t)) dt(3.5)
F(s) =
∫ s
0
f∗(t) dt F˜(s) =
∫ s
0
f˜∗(t) dt(3.6)
for s ∈ (0, |Ω|].
If we assume that the datum of problem (3.1) dominates the datum of problem (3.3), then the
following comparison result between concentrations holds as an easy consequence of Theorem 3.1.
1By contraction we mean |ρ(a)− ρ(b)| ≤ |a− b| for a, b ∈ R.
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Corollary 3.2 Under the same assumption of Theorem 3.1, if we suppose that
(3.7) F(s) ≤ F˜(s) for any s ∈ [0, |Ω|],
then
(3.8) B(s) ≤ B˜(s) for any s ∈ [0, |Ω|].
In particular, we have
(3.9)
∫
Ω
Ψ(b(u(x))) dx ≤
∫
Ω⋆
Ψ(˜b(w(x))) dx
for all convex and non-decreasing function Ψ : R→ R .
An immediate consequence of Corollary 3.2 are norm estimates of b(u) in terms of norm of b˜(w).
An example of applications of (3.9) is the following one:
‖b(u)‖Lp(Ω) ≤
∥∥∥b˜(w)∥∥∥
Lp(Ω⋆)
for 1 ≤ p ≤ ∞ .
We emphasize that in the spirit of [V2], Theorem 3.1 and Corollary 3.2 still hold if we do not
require the strictly monotony of b and b˜, but assume that b and b˜ are non-decreasing functions or,
more generally, maximal monotone graphs in R2 such that b(0) ∋ 0 and b˜ (0) ∋ 0. Indeed, a maximal
monotone graph is a natural generalization of the concept of monotone non-decreasing real function;
moreover, the inverse of a maximal monotone graph is again a maximal monotone graph (see [V2] for
more details).
4 Proof of Theorem 3.1
Let us consider the functions uκ,t : Ω→ R defined by
uκ,t (x) =

0 if |u (x)| ≤ t,
(|u (x)| − t) sign (u (x)) if t < |u (x)| ≤ t+ κ
κ sign (u (x)) if t+ κ < |u (x)| ,
for any fixed t and κ > 0. This function can be chosen as a test function in (3.1). By (A1) and (A4),
(4.1) −
d
dt
∫
{|u|>t}
N∑
i=1
αi |uxi |
pi dx ≤
∫
{|u|>t}
|f(x)| dx−
∫
{|u|>t}
b(u(x)) sign u dx for a.e. t > 0.
Taking into account (2.4), (2.8) and (2.9), analogous arguments as in [C3] yield
(4.2) −
d
dt
∫
{u⋆>t}
Λ|∇u⋆|pdx ≤ −
d
dt
∫
{|u|>t}
N∑
i=1
αi |uxi |
pi dx for a.e. t > 0.
By the Coarea formula and the Ho¨lder inequality,
(4.3)
(
−
d
dt
∫
{u⋆>t}
|∇u⋆|p dx
) 1
p
≥ Nω
1
N
N µu(t)
1
N′
(
−µ′u(t)
)− 1
p′ for a.e. t > 0.
6
Since f is nonnegative, the maximum principle assures that u ≥ 0. Since b is monotone, we obtain
(4.4)
∫
{|u|>t}
b(u(x)) sign u dx =
∫ µu(t)
0
b (u∗(s)) ds for a.e. t > 0.
Thus, as a consequence of (4.1), (4.2),(4.3) and (4.4), it follows that
(4.5) Λ
(
Nω
1
N
N µu(t)
1
N′
(
−µ′u(t)
)− 1
p′
)p
≤
∫ µu(t)
0
f∗(s) ds−
∫ µu(t)
0
b (u∗(s)) ds for a.e. t > 0.
The relation (4.5) implies that
(4.6) 1 ≤
−µ′u(t)Λ
− 1
p−1(
Nω
1
N
N
) p
p−1
(µu(t))
p′
N′
[F(µu(t))− B(µu(t))]
1
p−1 for a.e. t > 0,
where F and B are defined as in (3.5) and (3.6), respectively.
By standard arguments (see, e.g., [Ta1]), it follows that
(4.7) (−u∗(s))′ ≤
(
Nω
1
N
N
)−p′
Λ−
1
p−1 s−
p¯′
N′ [F(s)−B(s)]
1
p−1 for a.e. s ∈ (0, |Ω|).
By (3.5),
(4.8) B′(s) = b(u∗(s)) for a.e. s ∈ (0, |Ω|).
Relations (3.5), (4.7) and (4.8) imply that
(4.9)

Λ
(
Nω
1
N
N
)p
s
p
N′
[
−
d
ds
(
γ
(
B′(s)
))]p−1
+ B(s) ≤ F(s) for a.e. s ∈ (0, |Ω|])
B(0) = 0, B′(|Ω|) = 0 ,
where γ is the inverse function of b, i.e. γ = b−1.
Let us consider problem (3.3). A weak solution w to problem (3.3) is unique and the symmetry
of data assures that w(x) = w(|x|), i.e. w is positive and radially symmetric. Moreover, setting
s = ωN |x|
N and
∼
w (s) = w((s/ωN )
1/N ), we get that for all s ∈ [0, |Ω|]
−Λ|
∼
w
′
(s) |p−2
∼
w
′
(s) =
s−p/N
′
(NωN 1/N )p
∫ s
0
(
f∗ (σ)− b˜(w˜(σ))
)
dσ for a.e. s ∈ (0, |Ω|).
Since it is possible to show (see [D1, Lemma 1.31]) that the above integral is positive, we deduce that
w(x) = w⋆(x). By the properties of w we can repeat arguments used to prove (4.7) replacing all the
inequalities by equalities and obtaining
(4.10) (−w∗(s))′ =
(
Nω
1
N
N
)−p′
Λ
− 1
p−1 s−
p¯′
N′
[
F˜(s)− B˜(s)
] 1
p−1
for a.e. s ∈ (0, |Ω|) .
Moreover, we have
(4.11)

Λ
(
Nω
1
N
N
)p
s
p
N′
[
−
d
ds
(
γ˜
(
B˜′(s)
))]p−1
+ B˜(s) = F˜(s) for a.e. s ∈ (0, |Ω|])
B˜(0) = 0, B˜′(|Ω|) = 0,
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where γ˜ is the inverse function of b˜, i.e. γ˜ = ( b˜ )−1.
Since B, B˜ ∈ C([0, |Ω|]), there exists s0 ∈ (0, |Ω|) such that
(4.12) ‖(B − B˜)+‖L∞(0,|Ω|) = (B − B˜)(s0).
In order to prove (4.7), we argue by contradiction. Assume that
(4.13) (B − B˜)(s0) > ‖(F − F˜)+‖L∞(0,|Ω|) .
We distinguish two cases: s0 < |Ω| and s0 = |Ω|.
Case s0 < |Ω|. Combining (4.9) and (4.11) yields
Λ
(
Nω
1
N
N
)p
s
p¯
N′
[(
−
d
ds
(
γ
(
B′(s)
)))p−1
−
(
−
d
ds
(
γ˜
(
B˜′(s)
)))p−1]
(4.14)
≤ F(s)− F˜(s) + B˜(s)− B(s) for a.e. s ∈ (0, |Ω|)
By (4.13),
(4.15) F(s)− F˜(s) + B˜(s)− B(s) ≤ ‖(F − F˜)+‖L∞(0,|Ω|) − (B − B˜)(s) < 0
for s ∈ (s0 − ε, s0 + ε). As a consequence of (4.14) and (4.15) we obtain
Λ
(
Nω
1
N
N
)p
s
p¯
N′
[(
−
d
ds
(
γ
(
B′(s)
)))p−1
−
(
−
d
ds
(
γ˜
(
B˜′(s)
)))p−1]
(4.16)
= Λ
(
Nω
1
N
N
)p
s
p
N′ ω(s)
[
−
d
ds
(
γ
(
B′(s)
)
− γ˜
(
B˜′(s)
))]
< 0,
where
ω(s) = (p− 1)
∫ 1
0
{[
τ
(
−
d
ds
(
γ(B′(s)
))
+ (1− τ)
(
−
d
ds
(
γ˜
(
B˜′(s)
)))]p−2}
dτ > 0.
Setting
(4.17) Z = B − B˜ ∈W 2,∞(s0 − ε, s0 + ε),
we get
(4.18) −
d
ds
(
γ˜
(
B′(s)
)
− γ˜
(
B˜′(s)
))
= −
d
ds
(
Z ′(s) η(s)
)
,
where
(4.19) η(s) =
∫ 1
0
γ˜′
(
τB′(s) + (1− τ)B˜′(s)
)
dτ > 0.
By (A7), we can conclude that
(4.20) −
d
ds
(
γ
(
B′(s)
)
− γ˜
(
B′(s)
))
≥ 0 for a.e. s ∈ (0, |Ω|).
Then, by (4.18) and (4.20),
(4.21) −
d
ds
(
Z ′(s) η(s)
)
≤ −
d
ds
(
γ
(
B′(s)
)
− γ˜
(
B˜′(s)
))
for a.e. s ∈ (0, |Ω|).
8
Finally, thanks to (4.16) and (4.21), we have
Λ
(
Nω
1
N
N
)p
s
p¯
N′ ω(s)
(
−
d
ds
(
η(s)Z ′(s)
))
≤(4.22)
≤ Λ
(
Nω
1
N
N
)p
s
p
N′ ω(s)
[
−
d
ds
(
γ
(
B′(s)
)
− γ˜
(
B˜′(s)
))]
< 0 for a.e. s ∈ (0, |Ω|).
We can conclude that
(4.23) −
d
ds
(
η(s)Z ′(s)
)
< 0 for s ∈ (s0 − ε, s0 + ε),
which is in contradiction with the assumption (4.12), i.e. Z has a maximum in s0.
Case s0 = |Ω|. In this case, the inequality (4.23) holds for s ∈ (|Ω| − ε, |Ω|). So Z
′(|Ω|) > 0, but
this is not true since Z ′(|Ω|) = 0.
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