We propose a new test for the parametric form of the volatility function in continuous time diffusion models of the type dX t = a(t, X t )dt + σ(t, X t )dW t . Our approach involves a range-based estimation of the integrated volatility and the integrated quarticity, which are used to construct the test statistic. Under rather weak assumptions on the drift and volatility we prove weak convergence of the test statistic to a centered mixed Gaussian distribution. As a consequence we obtain a test, which is consistent for any fixed alternative. Moreover, we present a parametric bootstrap procedure which provides a better approximation of the distribution of the test statistic. Finally, it is demonstrated by means of Monte Carlo study that the range-based test is more powerful than the return-based test when comparing at the same sampling frequency.
Introduction
Continuous time stochastic processes are essential tools for theoretical asset and option pricing.
Ito diffusions, which are solutions of the stochastic differential equation
where the interval [0, 1] typically represents a trading day, constitute a commonly used class of processes for modelling the dynamics of asset prices or interest rates. Here W denotes the Brownian motion, a is the drift function and σ is the volatility function, and the process X = (X t ) t∈ [0, 1] is assumed to be observed at time points t i = i/N , i = 0, . . . , N .
In the last decades various parametric models have been proposed for different types of options (see, for instance, Black & Scholes (1973) , Vasicek (1977) , Cox, Ingersoll & Ross (1985) , Karatzas (1988) or Constantinides (1992) 
based on the high frequency observations X i/N . The key issue of our approach is the quantity
which measures the L 2 -distance between σ 2 and U. We construct a range-based estimator M 2 N of M 2 and derive a central limit theorem for a standardised version of M 2 N . We reject the null hypothesis for large values of M 2 N . This method is similar in spirit to the procedure proposed by Dette, Podolskij & Vetter (2006) , who estimated M 2 by means of return-based statistics (see also Dette & Podolskij (2006) for an empirical process approach). However, practitioners usually use return-based statistics based on moderate frequencies, say 5-or 10-minutes frequency, due to microstructure noise which contaminates the true price process (indeed, Hansen & Lunde (2006) demonstrate empirically that the microstructure noise can be ignored at moderate frequencies). Instead of using 5-or 10-minutes returns we propose to use 5-or 10-minutes ranges which turn out to be much more efficient. For this reason we expect to obtain a more powerful test than the one proposed by Dette, Podolskij & Vetter (2006) . This paper is organised as follows. In Section 2 we state the main assumptions and define the range-based estimator M 2 N of the distance measure M 2 . Furthermore, we prove a stable central limit theorem for a standardised version of M 2 N . As a result we obtain a consistent test of the hypothesis that σ 2 ∈ U. In Section 3 we study the finite sample performance of our test by means of Monte Carlo simulations. Moreover, we introduce a parametric bootstrap procedure which improves the power of the test. Finally, we demonstrate the proofs of the asymptotic results in the Appendix.
Set-up and test procedure
We start with a filtered probability space (Ω, F, (F t ) t∈ [0, 1] , P ). Here and throughout this paper we assume that the stochastic differential equation (1) admits a unique strong solution X = (X t ) t∈ [0, 1] with starting value X 0 (X 0 is assumed to be deterministic), which is adapted to the filtration (F t ) t∈ [0, 1] (see e.g. Karatzas & Shreve (1991) p. 289 for sufficient conditions for existence and uniqueness of a strong solution). In this case the process X has a representation
In this article we construct a new test for the hypothesis that the true volatility function σ 2
can be represented as a linear combination of the functions σ 2 1 , . . . , σ 2 d given by (2), i.e. 
if the observed path of X is not constant).
Note that the representation (5) holds if and only if M 2 = 0 along the observed path (X t (ω)) t∈ [0, 1] .
Consequently, we define the null hypothesis and the alternative by
respectively.
Before we proceed with the discussion of the testing procedure we state some assumptions which are required to prove the asymptotic results of this paper.
(A2) The assumption (A1) holds and σ ∈ C 1,2 ([0, 1] × IR) (i.e. the function σ is once continuously differentiable in t and twice continuously differentiable in x). Furthermore, the process σ t does not vanish.
Next, we demonstrate an equivalent representation of the quantity M 2 given in (3). For this purpose we define an inner product for (square integrable) functions f, g : 
where the quantities C 0 , C 1 , . . . , C d and D = (D ij ) 1≤i,j≤d are given by
Note that assumption (A3) implies the invertibility of the random matrix D as long as the process X is not constant with positive probability.
In the following we use the range-based method discussed in Christensen & Podolskij (2006a,b) to construct the empirical analogues of the terms defined in (7). Let us briefly recall the basic ideas of this concept.
Range-based estimation
Assume that N = nm with n and m being two natural numbers. The observed range of the process X on the interval [ 
Theorem 1 Assume that (A1) holds. As n → ∞ we obtain
where the constant λ r,m is defined by
Proof: See Christensen & Podolskij (2006b 
where φ denotes the density function of a standard normal distribution. Using this formula we can deduce that λ r < ∞ for all r ∈ IR (!) and for r ≥ 1 we have
We refer to Podolskij (2006) for a detailed proof.
Theorem 1 already gives a hint how to construct the estimates of the terms defined in (7).
However, we need the asymptotic distribution theory to derive a test for the parametric form of the volatility.
In the following discussion we will intensively use the concept of stable convergence. 
holds. This is obviously a slightly stronger mode of convergence than convergence in law (see Renyi (1963) or Aldous & Eagleson (1978) for more details on stable convergence).
Theorem 2 Assume that (A2) holds. As n → ∞ (and m is fixed) we have
where W denotes another Brownian motion defined on an extension of the filtered probability ] , P ) and independent of the σ-field F.
Even though we have formulated Theorem 2 for a fixed m it also holds for the case "m = ∞".
Notice that assumption (A2) and the Ito's formula imply that the volatility process (σ t ) is an Ito diffusion, which is in turn a standard condition for stable central limit theorems in high 
which is often referred to as the realised volatility, is also a consistent estimator of the integrated volatility. In fact, it is a very natural estimator because RV n converges in probability to 
Here M N (0, η 2 ) denotes the mixed normal distribution with conditional variance η 2 (in fact, the above stable convergence is an equivalent way of determining the stable limit). In Christensen 
Testing procedure
We are now in a position to construct consistent estimates of the quantities C 0 , C 1 , . . . , C d and D defined by (7) . We consider the statistics
and D n converge in probability to C 0 , C 1 , . . . , C d
and D, respectively, and we obtain
as a consistent estimator of the distance measure M 2 . The next theorem demonstrates the stable convergence of the vector
Theorem 3 Assume that conditions (A2) and (A3) holds. As n → ∞ (and m is fixed) we have
where
and W is a (d + 1)-dimensional Brownian motion defined on an extension of the filtered probability space (Ω, F, (F t ) t∈ [0, 1] , P ) and independent of the σ-field F.
Proof: see Appendix.
As we have already mentioned we can alternatively identify the stable limit in Theorem 3 as being mixed normal with conditional variance 1 0 Σ s ds. By a ∆-method for stable convergence (see Podolskij (2006) for more details on the ∆-method) we deduce the following result.
Corollary 1 Assume that conditions (A2) and (A3) hold. As n → ∞ (and m is fixed) we
where 
Using again a version of Theorem 1 we obtain
where Σ N is given by
as a consistent estimator of ρ 2 . The properties of stable convergence immediately imply the
With this result in hand we are able to test for the parametric form of the volatility function.
The null hypothesis H
where c 1−α denotes the (1 − α)-quantile of a standard normal distribution. Indeed, the independence between W and F implies the convergence
On the other hand it holds that
and consequently the resulting test is consistent against any fixed alternative. 
Hypotheses of this type have been discussed by Hodges & Lehmann (1954) in a classical setting.
By Theorem 3 and the ∆-method for stable convergence we obtain
The conditional varianceρ 2 can be consistently estimated bỹ
Consequently, the null hypothesis H
0 : ω ∈ Ω 0 ( ) is rejected at level α when √ n M 2 N C n,m 0 − ρ N > c 1−α .
Note that the independence between W and F implies
and
As a consequence of the latter convergence the test is consistent against any alternative.
3 Parametric bootstrap and finite sample properties
Parametric bootstrap
In order to improve the finite sample properties we introduce a parametric bootstrap procedure. 
Applying Hilbert space arguments we obtain the representation
where the quantities D and C are defined by (7), and consequently a consistent estimator of α min is given by
In a second step we generate the data X * j 
(recall that the drift function a does not influence the distribution theory) and compute the bootstrap analogues
, . . . , 
Recall that the quantityM 2 n is based on a moderate frequency 1/n (rather than 1/N ), because return-based statistics computed at ultra-high frequencies are not adequate estimators in practice (due to microstructure noise). Dette, Podolskij & Vetter (2006) 
is asymptotically mixed normal with conditional variancẽ
By defining a return-based estimatorρ 2 n ofρ 2 Dette, Podolskij & Vetter (2006) have obtained a standard central limit theorem
which is used to construct the test for null hypothesis. Furthermore, Dette, Podolskij & Vetter (2006) have also proposed to use a parametric bootstrap, similar to the described above, to improve the finite sample properties.
Monte-Carlo simulations
We investigate the performance of the bootstrap procedure for the problem of testing various linear hypotheses.
First, we demonstrate the simulated level of the range-based test obtained by applying the parametric bootstrap. In Tables 1-3 we present the results for the null hypothesis
runs and B = 500 replications to simulate the rejection probabilities. We observe a rather accurate approximation for all drift functions even for small sample sizes. Quite surprisingly, the results do not depend much on m. In Table 7 we present the level approximation for the return-based test proposed by Dette, Podolskij & Vetter (2006) (which corresponds to the case m = 1). We observe similar approximation accuracy as demonstrated in Tables 1-3 . Next, we present the corresponding results for the null hypothesis
where the process X is generated from the stochastic differential equation (1) with σ 2 (t, x) = 1 + x 2 . In Tables 4-6 we state the simulated level of the range-based test while in Table 8 we present the simulated level of the return-based test. Again we conclude that the approximation accuracy does not significantly depend on m.
Next, we demonstrate the simulated power of the bootstrap method. In Tables 9-11 we present the simulated rejection probabilities for the null hypothesis of constant volatility and various alternatives. The drift function is a(t, x) = (2 − x)/10 and the simulation design is chosen as above. We observe a very high power of the range-based test even for n = 100.
Furthermore, the power is increasing in m. For the sake of comparison we present in Table 15 the corresponding results for the return-based test. The power of the return-based test is high; however, it is lower than the power of the range-based test at all sampling frequencies. This fact is not surprising since the return-based test corresponds to the case m = 1.
The results look different for the simulated power for the null hypothesis
In Tables 12-14 we observe that the power of the range-based test crucially depends on the alternative. While we obtain rather good results for the alternative σ 2 (t, x) = 1, the power of the test for the alternative σ 2 (t, x) = 5|x| 3/2 is rather low and similar conclusions are true for the return-based test presented in Table 16 . However, the low power for the alternative σ 2 (t, x) = 5|x| 3/2 is not very surprising. Clearly, for rather small values of the process X (recall that X 0 = 1) the test can hardly detect the difference between the volatility functions of the form |x| 3/2 and x 2 . Moreover, it is worthwhile to mention that the power increases in m, which implies that the range-based test is more powerful than the return-based test.
Finally, we demonstrate the simulated level and power of the test (22) . First, note that we are not able to apply a bootstrap procedure, because we can not generate the data under H 0 : ω ∈ Ω 0 ( ). So we use the central limit theorem presented in Remark 3 as an approximation of the distribution of
. In Tables 17 and 18 we present the results for the null hypothesis 2 , a(t, x) = 0 and σ 2 1 (t, x) = x 2 . We use 5000 simulation runs to simulate the rejection probabilities. In each run we have to calculate in a first step if the null hypothesis holds (level simulation) or not (power simulation). Our choice of = 0.1 ensures that there are approximately the same number of level and power simulations. The number of ranges and their size are chosen as above. As expected from the inequality (23) we observe a quite conservative behaviour of the test (22) for all sample sizes. Moreover, the simulated level is decreasing in m and n. On the other hand we obtain a reasonable power, which is increasing in m and n. Note, however, that the corresponding bootstrap results for the hypothesis H 0 : M 2 = 0 (Tables 12-14) are slightly better than those presented in Table 18 , which can be explained by a better performance of the bootstrap method compared to a normal approximation.
Appendix
Proof of Theorem 3: First, let us note that we can assume (by stopping techniques and assumption (A1)) without loss of generality that the processes a t = a(t, X t ) and 
since the processes σ t , σ 1t , . . . , σ dt are bounded. Next, notice that the identity 
which has been already shown in Christensen & Podolskij (2006a) . Now, the assertion of Theorem 3 follows from (25)- (29) Table 11 a(t, x) = (2 − x)/10 n = 100, m = 50 n = 200, m = 50 n = 500, m = 50 Table 13 a(t, x) = (2 − x)/10 n = 100, m = 20 n = 200, m = 20 n = 500, m = 20 σ 2 (t, x) 20% 10% 5% 20% 10% 5% 20% 10% 5% Table 14 a(t, x) = (2 − x)/10 n = 100, m = 50 n = 200, m = 50 n = 500, m = 50 σ 2 (t, x) 20% 10% 5% 20% 10% 5% 20% 10% 5% ≤ 0.1 with σ 2 1 (t, x) = x 2 , n = 100, 200, 500 and m = 10, 20, 50. ≤ 0.1 with σ 2 1 (t, x) = x 2 , n = 100, 200, 500 and m = 10, 20, 50.
