Abstract. We apply the Krylov and Bogolyubov asymptotic integration procedure to asymptotically autonomous systems. First, we consider linear systems with quasi-periodic coefficient matrix multiplied by a scalar factor vanishing at infinity. Next, we study the asymptotically autonomous Van-der-Pol oscillator.
Introduction
In this paper, we study the behavior of some classes of asymptotically autonomous differential equations of the form x = f (t, x, h(t)), x ∈ R n , applying the Krylov and Bogolyubov (KB) asymptotic integration procedure [3, 16] to the respective quasi-periodic system x = f (t, x, ε). We suppose here that lim t→+∞ h(t) = 0 and that ε is a "small" parameter. We indicate several cases when the procedure of asymptotic integration in ε of x = f (t, x, ε) can be used successfully to study solutions of x = f (t, x, h(t)) as t → ∞. For the first time this idea was proposed in [2] (see also the Appendix) for the periodic linear systems. Independently, Skriganov [15] used an analogous approach to describe the eigenfunctions of some self-adjoint Schrödinger operator in L 2 (R + ), induced by the differential expression hy = −y + [v(t) cos ωt]y, where v (j) (t) = O(t −α−j ) at t = +∞, and α > 0, j = 0, 1, 2. Next, Harris and Sibuya [9] followed a similar approach, again considering linear periodic systems. See also [6, Chapter 4 , § §4. 6-4.8 , and references on pp. 227-228], where very close ideas were proposed by Cassell, Eastham and McLeod. We notice that Cassell pointed out the possibility of an extension of the methods in [6, 5] to linear systems with almost periodic coefficients. In this respect, it is important to mention the method of asymptotic integration of the linear systems x = (A 0 + k j=1 A j (t)t −jα )x, where αk ∈ (0, 1] and the A j (t) are finite trigonometric polynomials, proposed by Samokhin and Fomin [14] for k = α = 1 and by Burd and Karakulin [4] in the general case. In fact, they used some appropriate expansions in powers of the small parameter ε. Our results develop further these lines of investigation, extending them to quasi-periodic and nonlinear systems.
In the latter case, our approach complements convergence results obtained within the frame of a Poincaré-Bendixson trichotomy theory (see [11] and the references therein) providing us with exact asymptotic formulae.
Integration of quasi-periodic linear systems
Here we apply the KB method developed for the linear systems x = (P +εQ(t))x with continuous quasi-periodic matrix Q(t) to integrate asymptotically autonomous systems x = (P + h(t)Q(t))x. We suppose that all solutions of the nonperturbed systems x = P x are bounded on R so that the Lyapunov transformation x = exp(P t)y reduces the above systems to their respective Bogolyubov's standard forms y = εA(t)y and y = h(t)A(t)y, where A(t) = exp(−P t)Q(t) exp(P t) is also quasi-periodic. Here we call x = S(t)y the Lyapunov transformation if S is a bounded differentiable invertible matrix function such that S −1 is also bounded. The quasi-periodicity of A means that it can be represented in the form
.., n k ), and
In this section, where some fixed m ∈ N will denote the order of approximations, we suppose that (H1) A ∈ H l for some l > m(k+1)+k/2+1. If the Fourier sum for A is not finite, then the frequency basis w is strongly incommensurable: |nw| ≥ c|n|
for every n ∈ Z k \ 0 and some c > 0.
Having assumed this, we can exploit the formalism of the BM method, which was developed for x = εA(t)x in [16] , this time with the purpose of asymptotic integration of x = h(t)A(t)x: 
Remark 2.2. Without restricting the generality, we can assume that TrA(t) = a ii (t) = 0 in Theorem 2.1; in this case also TrA j = 0. To prove the latter, take the fundamental matrix X(t, ε) of x = εA(t)x and observe that
where
Proof. We should find quasi-periodic functions Y j (t) and constant matrices A j , j ≤ m, such that the Lyapunov transformation (2.1)
where A m+1 (t) is to be described. To this end Y i (t), A i should satisfy the identity
By comparing the coefficients at like powers of h, we obtain the following recurrent relations to determine Y j and A j : 
a n exp(inwt). Now, using the incommensurability condition from (H2), we can find that
(see also [13, Theorem 2, p. 24] for more details). Moreover, since A ∈ H l , we have that AY 1 ∈ H l−(k+1) (by the Moser inequality, see [13, pp. 5-8] ). Proceeding analogously, we can take A 2 as
where α, β are continuous and bounded. Thus
Obviously, if we replace h(t) with ε in the above considerations, we end the proof of Theorem 2.1. Notice that all A j , Y j (t) are real since A(t) is a real matrix-valued function.
To progress in the analysis of system (2.2) and to develop further the analogy between asymptotic integrations of x = εA(t)x and x = h(t)A(t)x, we should eliminate the trivial case h ∈ L 1 (R + ) (which is the analogue of ε = 0) and to find an analogue to the fact of constancy of ε : ε = 0. To this end, we will assume (H2) To be definite, let j ≤ m be such that A j = 0 while
Taking into account (H2), we rewrite (2.2) as
The change of the time variable
In this situation, the possibility of asymptotic integration of (2.6) depends essentially on the spectral properties of the leading term A j . The most important (and simple) situation occurs when all eigenvalues λ i = λ i ± λ i of the real matrix A j have different real parts λ i , that is, (H3) All eigenvalues λ i of A j are distinct, and every vertical line l(α) = {α + it :
t ∈ R} ⊂ C contains at most one pair of eigenvalues λ i .
In this case there exists a Lyapunov change of variables
Moreover, due to (H3), we can apply the Levinson theorem (see [10] and [2, 8, 9, 12] ) to obtain the following result:
Theorem 2.3 (Bogolyubov averaging principle). Assume that A(t) is a real matrix function and that (H1), (H2), (H3) are satisfied. Then there exists a fundamental matrix X(t) of the system x = h(t)A(t)x, x ∈ R
n that has the following asymptotic representation:
Remark 2.4. The above restriction on the eigenvalues of A j is not necessary: in fact, supposing that all eigenvalues of
A m are different and that they satisfy some additional dichotomy conditions (e.g., see [12, Theorem 2.5]), we can generalize somewhat the result of Theorem 2.3.
Example 2.5 (Adiabatic oscillator). Let a(t)
= a n exp(inw)t be real (so that a n = a −n ) and analytic (|a n | ≤ c 1 exp(−c 2 |n|) for some c 1 , c 2 > 0 and all n). Simplifying, suppose that a 0 = 0. In the case when the above sum is not finite, we will need also the following incommensurability inequality: |nw| ≥ c 3 |n| −k−1 , where c 3 > 0, n ∈ Z k \ 0. Now take λ > 0 and consider
which can be written as z = (P + a(λt)h(t)Q)z, where z = (y, y ) T and
Applying the Lyapunov transformation z = exp(P t)x, we find that
Now, let λ satisfy |λnw ± 2| ≥ c 4 |n| −l with some integer l and c 4 > 0. Since a(t) is analytic, we can use Theorem 2.1 for every m ∈ N. We find easily that all A j = 0 in (2.6) since λ ∈ R = {±2/(nw), n ∈ Z k \0}. Therefore, in the case when |λnw±2| ≥ c 4 |n| −l for all n ∈ Z k \ 0}, and h s ∈ L 1 (R + ) for some integer s, the fundamental matrix solution for (2.7) can be represented as X(t) = exp(P t)(E + o(1)).
Next, assume that λ ∈ R: in this case, there exists a unique index d = d(λ) such that λdw + 2 = 0. We will use Theorems 2.1, 2.3 with m = 2 reducing Eq.
,
Assume now that det
Then, by Theorem 2.3, the final asymptotic formula is
Since TrA 1 (λ) = 0 and det A 1 (λ) < 0, there are two linearly independent solutions of (2.7), one of which is unbounded while the other converges to zero (we have the so-called resonant state of (2.7)). Next, if det A 1 (λ) = 0, then A 1 (λ) = O, so that A 2 should be considered. First, by the Levinson result [10] 
, Z(t) = exp(P t)(E
. Since the eigenvalues λ 1,2 = ± −det A 2 (λ) of A 2 (λ) are different when det A 2 (λ) = 0, we can apply again Theorem 2.3 in this case to obtain
Finally, suppose that a(t) is either a periodic function or a quasi-periodic polynomial. In both cases, it can be easily proved that lim λ→0,λ∈R det A 2 (λ) = ||a|| 4 2 /64, so that we obtain a resonant state for sufficiently small λ if and only if λwd = 2 and a d = 0. (This interesting observation is due to Eastham [7] , who proved that det A 2 (λ) > 0 for λ 1 and sufficiently smooth periodic a(t).) In particular, for every quasi-periodic polynomial a(t) the number of resonant values of λ is finite.
Asymptotic integration of the van der Pol oscillator
In this section, we consider the asymptotically autonomous equation
where h(t) is a nonnegative scalar function vanishing at infinity. We have (3.2)
x + x = 0 as the limit equation to (3.1). Using the Marcus theorem [11] , we conclude that the ω-limit set of every bounded trajectory to Eq. (3.1) is a connected compact annulus in R 2 consisting of solutions to (3.2). Moreover, Eq. (3.1) is an integrable asymptotically autonomous one [11] when h ∈ L 1 (R + ). Since the limit equation (3.2) has smooth Lyapunov function V (x, x ) = x 2 + (x ) 2 , we can conclude, by [11, Theorem 2.7] , that the ω-limit set of every bounded solution of (3.1) is a single periodic orbit of (3.2). It can be proved that for integrable h, the inverse statement also holds: every periodic orbit of (3.2) attracts some trajectory of the nonautonomous system (3.1). Now, if h is not integrable, the asymptotic behavior of the solutions to Eq. (3.1) can change drastically. For example, we believe that all nontrivial solutions of the nonautonomous van der Pol equation with h ∈ L 1 (R + ) and h ∈ L 1 (R + ) converge to the single periodic orbit x = 2 sin t, x = 2 cos t. Here we prove a local version of this statement, investigating solutions with initial values near the indicated circle. Again our studies are based on the KB method, this time on its nonlinear version. 
h(s)ds)).
To prove this theorem, we will need the following. 
Lemma 3.2. Let a ∈ C(R
+ , R + ) \ L 1 (R + ) and b ∈ L 1 (R + , R + ). Then
a(s)ds)b(s)ds
+ t σ(t) exp(− t s a(s)ds)b(s)ds ≤ exp(− t σ(t) a(s)ds) ∞ µ b(s)ds + ∞ σ(t) b(s)ds.
Corollary 3.3. Let the conditions of Lemma 3.2 be satisfied and a ∈
Moreover, lim µ→+∞ I(t, µ) = 0 uniformly for t ≥ µ.
Proof. Integrating I(t, µ) by parts, we obtain that
Now, Corollary 3.3 follows from Lemma 3.2.
Proof of Theorem 3.1. The change of variables x = ρ cos φ, y = −ρ sin φ, where
After elementary trigonometric transformations, this system takes the form
Now, following the KB procedure [3] , we realize the change of variables
to obtain
where all R i are analytical, 2π-periodic in φ, and bounded in some domain φ ∈
where, for sufficiently small d 3 > 0 and sufficiently large T > 0, all |R i | are uniformly bounded (say, by some
In the next stage of the proof, we show that for every ε ∈ (0, (4∆) −1 ), there exists δ ∈ (0, ε) and T > 0 such that |z(T )| < δ implies |z(t)| < ε for all t > T . Indeed, using the integral representation
we find out that, while |z(t)| < ε (which is true at least for small values of t−T > 0),
Now, by Lemma 3.2 and Corollary 3.3, we can choose µ = T > 0 sufficiently large and δ > 0 small enough to have |z(t)| < ε for all t > T . In particular, all solutions such that |z(T )| < δ, are defined over all R + . Finally, considering again (3.3), we find easily that z(t) = o(1) at infinity.
Appendix: Nonresonant periodic case
The similarity existing between asymptotic integration of the linear systems x = (P + εQ(t))x and x = (P + h(t)Q(t))x becomes more evident if we restrict our considerations to the case when Q(t) is periodic: Q(t + 2π) = Q(t). Indeed, in this case, the small denominators problem [13] does not arise; moreover, it is possible to make use of the Floquet theory (the analogue of which is not valid for systems with quasi-periodic Q(t)). For the first time, this idea was developed in [2, 9] . Here, we show how some results of "nonresonant" theory (e.g., see [6] As an immediate consequence of Proposition 4.1 and the standard facts of the theory of parametric resonance (see [1] for definitions), we obtain Here X(t), with X(0) = I, denotes the fundamental matrix solution of x = JH 0 x and H * is the adjoint to H. It should be noted also that the following simple nonresonance conditions λk = ω j ±ω i , k ∈ Z are sufficient (however, not necessary) for the strong stability of M . In particular, the adiabatic oscillator
has all solutions bounded when λ = 2/k, k ∈ Z \ {0}. The characteristic property of the linear real Hamiltonian system which allows us to prove Corollary 4.2 is that X(t)JX * (t) = J. We can generalize it by requiring the relation
with some invertible matrix D. [6] ). Take the real constant diagonal matrices Q and Λ 0 = diag(a 1 , ..., a n ), and consider the system x = (iΛ 0 + εQP (λt))x, P (t + 2π) = P (t), P * (t) = −P (t).
Example 4.6 (by Eastham and McLeod
If Q is invertible, then this system has one of the forms given in Corollary 4.5 with exp(2πλ −1 a 1 ) , ..., exp(2πiλ −1 a n )) = diag(µ 1 , ..., µ n ). Therefore, if λk = (a j − a i ) for k ∈ Z, i, j = 1, n, then all multipliers µ j (ε) ∈ S 1 are different. To get the same result for the degenerate Q, it suffices to see that there exists a sequence of the invertible diagonal matrices Q n converging to Q and then to use the theorem about continuous dependence on parameters. Thus all solutions of x = (iΛ 0 + h(t)QP (λt))x are bounded for every h(t) that is absolutely continuous, and of bounded variation with lim t→+∞ h(t) = 0.
In this way, we get a somewhat improved version of Theorem 4.6.2 from [6] .
