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INTRODUCTION
Except where expressly stated otherwise, the graphs we shall consider will be simple; that is, they will have no loops or multiple edges. An edgecolouring of a graph G is a map 4: E(G) -+ $9, where 59 is a set of colours and E(G) is the set of edges of G, such that no two incident edges receive the same colour. The chromatic index x'(G) of G is the least value of IV1 for which an edge-colouring exists. A well-known theorem of Vizing [9] states that where d(G) is the maximum degree of G. Graphs for which d(G) = x'(G) are said to be Class 1, and otherwise they are Class 2. For information on edge-colourings of graphs, see the book by Fiorini and Wilson [S] .
The problem of determining the chromatic index of a graph is NPcomplete [7] , but for many special kinds of graphs the problem may be tractable and, if so, is of great interest.
One case in which the chromatic index Define where the maximum is taken over all subgraphs H of G of odd order. Then, since x'(G) 2 x'(H) whenever H is a subgraph of G, Lemma 1 The Petersen graph is an example of a graph for which 4(G) < x'(G). The results of this paper provide quite strong evidence for Conjecture 1.
implies that x'(G) > t(G). Let #(G) = max(d( G), t(G)
Let G, denote the subgraph of, G induced by the vertices of maximum degree. Another case in which the chromatic index may easily be determined is: LEMMA 2. If GA is a forest then G is Class 1.
This was proved by Fournier [6] ; one may note that it is a consequence of Vizing's Adjacency Lemma (see Lemma 5) . Let signify that the graph G has ai vertices of degree xi for 1 < i < s. For the case where there are three vertices of maximum degree, we proved in [2] :
LEMMA 3. Let G be a connected graph with three vertices of maximum degree. Then G is Class 2 if and only if G ZJ (2n -1)(2n-2)(2n)3 -for some positive integer n.
In [3] we laid the groundwork for a similar there are four vertices of maximum degree:
result for the case THEOREM 1. Let G be a connected graph with four vertices of maximum degree. Then G is Class 2 if and only if, for some n, either
(ii) G z (2n -2)(2n -1)2"-4(2n)4, (iii) for some m < n, G has a bridge e; G \e is the union of two disjoint graphs G, and G,, where G, has maximum degree at most 2m -1 and, in G, e is incident with a vertex of degree in G at most 2m -1; and G2 satisfies G2 z (2m -2)(2m -1)2"-4(2m)4 G2 s (2m -1)2m-2(2m)3.
The analogous theorem for the case where there are five vertices of maximum degree is probably true (although we do not feel entirely confident that we could devise a proof), but the graph obtained from Petersen's graph by deleting one vertex is an example of a Class 2 graph with 6 vertices of maximum degree which is not an analogue of the graphs described in Theorem 1.
The main result of this paper is an analogue of Theorem 1 in which the graphs have r vertices of maximum degree; however, in order to construct 582b/48/1-4 our the proof, we have to require that d (the maximum degree), r, and n satisfy inequality (i) rf G is (r -2)-edge-connected, then II?(G)1 > nA(G).
(ii) If G is not (r-2)-edge-connected, then there exists an edge-cut S with IS/ <r-2 which separates G into two subgraphs G, and G,, where IWI)l > WG)I and IWVI >Wd-L#WdlJ.
Note that, by Lemma 1, the condition that /E(G)1 >nA(G) is sufficient for G to be Class 2; note also that this inequality can only be satisfied if [ V(G)] is odd. One could easily re-express Theorem 2 so that the formulation was rather more similar to our formulation of Theorem 1, but it would be rather cumbersome.
If, instead of an inequality involving A(G), the maximum degree of G, we look for similar theorems containing inequalities which involve 6(G), the minimum degree, then we obtain the following two results. These two results are somewhat easier to derive than Theorem 2 itself. We are indebted to F. C. Holroyd for drawing our attention to them.
One noteworthy consequence of these results involving 6(G) is that Theorem 4 has, as a simple corollary, a theorem of ours [2] that a regular graph of even order and of sufficiently high degree is l-factorizable. A graph G is critical if it is Class 2 and x'(H) < x'(G) for each proper subgraph H of G. Our proofs of Theorems 3, 4, and 5 do not depend on critical graphs. By contrast, our proof of Theorem 2 depends heavily on them. In particular, it depends on the following two theorems, which are of considerable interest in their own right. Before stating Theorem 7, we define the deficiency, def(G), of a graph G by
Let G have r vertices of maximum degree A, and let 1 V(G)1 = 2n + 1. Let A an + $r -3. Then conditions (i)-(iv) below are equivalent :
e e-connected and Class 2, and 1 E(G)1 < nA + 1, (iv) def(G) = A -2.
Each of the above conditions implies the following:
(v) the edge-connectivity n(G) satisfies n(G) 2 2n -r + 2.
KNOWN RESULTS AND FURTHER NOTATION
We give here a list of known results which we shall make use of. Let d,*(u) denote the number of vertices of maximum degree of a graph G to which a vertex u of G is adjacent. The following lemma is Vizing's adjacency lemma. For an accessible proof of this, see [S] . As an immediate corollary we have: LEMMA 5 . Let G be a critical graph. Then each vertex is adjacent to at least two vertices of maximum degree (i.e., d*(v) > 2 Yv E V(G)).
The next lemma is proved in [2] .
LEMMA 6. For a graph G, let e E E(G) and w E V(G), and let e and w be incident. Let d*(w)< 1. Then
Recall that 6(G) denotes the minimum degree of G. The next lemma is proved in [2] . The next lemma is a well-known theorem of Dirac [4] . The following lemma is easily proved; a proof may be found in [2] . 
PROOF OF THEOREMS 3 AND 6
We first prove Theorem 3.
Proof of Theorem 3. Suppose that G has r vertices of maximum degree, has 1 V( G)I = 2n, and satisfies (T(G) > n + %r -2.
Let G, be the induced subgraph of G on the r vertices of maximum degree. Partition E(G,.) into r matchings, M, , . . . . M,, such that, for 1 < i f r, Mi is a maximal (by inclusion) matching in the graph G,\(M, U ... U Mi_ I ). This can be done by Vizing's theorem and Lemma 12.
Next let F, , . . . . F,-1 be r -1 edge-disjoint l-factors of G such that Mi G Fi (1 < i < r -1). We now show that such l-factors do exist. 
=6--$r+2-n 2 0, since 6 2 n + :r -2. Therefore Hi\ I has a Hamilton cycle (which is necessarily of even length). Let Fj consist of Mj together with alternate edges of the Hamiltonian cycle. Since A4j was a maximal matching in G,.\(M, u . . . u M,-1), it follows that Fj contains no edge of Mj+lU '*' u M,. This shows that a suitable I;; does exist. The graph G\( u;:: Fi) has exactly r vertices of maximum degree, and each of these r vertices is joined to at most one other vertex of maximum degree. Therefore by Lemma 2, G\( u I:; Fi) is Class 1. Working back, it follows that G is also Class 1.
This proves Theorem 3.
Proof of Theorem 6. Suppose G is critical but satisfies the inequality. Then, by Lemma 7, a(G)ar+2, from which it follows that the inequality of Theorem 3 holds. Then G is Class 1, a contradiction. This proves Theorem 6.
PROOF OF THEOREM 4
It is convenient to prove Theorem 4 here, as it is used in the proof of Theorem 2 and in the proof of Theorem 5.
LEMMA 13. Let G be a graph with 1 V(G)1 = 2n + 1, (E(G)1 6nA(G), and let G have r vertices of maximum degree. If A = A(G) > 2n -r + 2, let t = A -2n + r -1. Let v be a vertex of degree A. Let
then (Y,( =d*(v)-t and
There are r vertices of degree A, so there are 2n + 1 -r vertices of degree 6 A -1. Let the excess deficiency a(G) be defined by
Let Proo$ Suppose that we do not have p = q, (xl, . . . . x,> = {x, x'>, and XX' E E(B). We may suppose that q > 1 (otherwise the lemma follows from tp theorem of Konig [8] that, for a bipartite graph B, x'(B) = A(B)). We introduce two new vertices a and b, joining b to each of wl, . . . . W, by a single edge, joining a to xi by a distinct edge ej for each i = 1, 2, . . . . q, and finally joining a to b by p -q edges. Denote the multigraph thus formed by J (J may or may not be bipartite).
The multigraph J has two vertices, a, b, of maximum degree p, and the remaining vertices satisfy dJ(v) < m + A(B) < p -1. All multiple edges are incident with the one vertex a, and, since q > 1, there is a vertex w 1 joined to b but not to a. Since (x1, . . . . xI/) n (wi, . . . . wq} = 0 and we do not have p = 4, (Xl, *-*7 x4} = (x, x'), a n d XX' E E(B), J does not contain a subgraph on 3 vertices with p + 1 edges. Thus J satisfies Lemma 11 and so J is Class 1. Therefore we can colour J with p colours, say cl, . . . . c,.
Denote the colours used on the edges joining a to b by cy+ i, . . . . c,. Let ci be the colour of the edge ej for i= 1, 2, . . . . q. Let z(i) be such that the edge bw,(j, is coloured ci (1 < i < q). For 1 < i < p, let Mi be the set of edges of B coloured c,. Then M, , . . . . A4,, are the required matchings (clearly Mj contains no edge incident with Xi or w,(j)).
If we do have p = q, {x1, . . . . xu} = (x, x' ), and XX' E E(B), and if E(B) is partitioned into matchings M,, . . . . MP, then the matching containing xx' is incident with each Xi (1 < i < q), so the general conclusion does not hold in this case.
This proves Lemma 14.
We are now in a position to prove Theorem 4.
Proof of Theorem 4. The sufficiency follows from Lemma 1. To prove the necessity assume that 6(G) 3 n + G/2 -1 and that IE(G)( <n A(G). We shall show that G is Class 1.
The essential idea of the proof is to remove a set of l-factors and near l-factors from G in such a way that, in the resulting graph, each vertex of maximum degree has at most one other vertex of maximum degree adjacent to it. Then the necessity follows from a repeated application of Lemma 6. We may apply Lemma 14 with l=p; note that the exceptional case in Lemma 14 cannot occur since p > q. It follows from Lemma 12 that (Miii) can be satisfied also.
In our next step we remove all edges of M,, . . . . M,, create vertices x E (XI, . . . . x4> of maximum degree, and leave u joined to only one vertex of maximum degree. We describe next how we carry this step out.
Let F, , F2, . . . . Fq be q edge-disjoint near l-factors of G such that, for 1~ i < q, Fi contains Mi and Wiv but does not contain any edge incident with Xi, nor any edge of (M,u e-m uM~-~)u(M~+~u -a. uA4,).
TO see that such near l-factors exist, suppose that F,, . . . . Fi-1 have been chosen for some i, 1~ i < q. We show that Fi can be chosen. Consider the graph
First observe that our assumptions imply that
It follows from Lemma 9 that Ji has a Hamiltonian cycle, and therefore that (G\(F, u earn u Fi-1)) has a near l-factor Fi containing WiV, containing Mi, but not containing any edge incident with Xi, nor any edge of MO; it follows from (Miii) and the fact that Mj c Fj (1 < j < i -1) that Fi also contains no edge of (Mi u ---u Mi_ 1) u (Mi+ 1 u ---u AI,).
The graph G\(F, u . . e uF,) has at most r+ 1x1 =r+q+ 1 -a vertices of maximum degree, but u is adjacent to only one of them. Therefore by Lemma 6, (G\tl)\(F, u ... u F,) and G\(F, u ema u F,) have the same class. Let S = (G\u)\,(F, u . . . u Fq). We need to show that S is Class 1. Note that 1 V(S)1 = 2n, so is even, and that 6(S) > 6(G) -1 -q.
We now remove all the remaining edges in B(L, R) except for those in the maximal matching MO, * we describe now how we carry this out.
Let Fc, + 1, . . . . F, be 1 -q edge disjoint l-factors of S such that, for q + 1~ i < Z, Fi contains Mi but does not contain any edge of MO. From (Miii) and the fact that Mj c Fj (1 < j < i -1 ), it follows that Fi will also not contain any edge of (M, u . e . u Mi_ 1) u (Mi+ 1 u . . . u M,) either. TO see that such l-factors exist, suppose that Fq+ 1, . . . . Fi-I have been chosen for some i, q + 1 f i < 1. We show that Fi can be chosen.
Consider the graph ) has a l-factor Fi containing Mi, but not containing any edge of (M,u .a* uMi_1)u(Mi+1u .** uM,). Our next step removes all edges of L; it follows that each vertex of L is then joined to at most one other vertex of B(L, R). We describe now how we carry this step out. It follows from Lemma 9 that JT has a Hamiltonian cycle and therefore that S*\(F;k u .a. u&Y, ) has a l-factor F* containing M*, but not containing any edge of M, nor of (M,*u ---uMi*_,)u(M,*,,u -a-uM$).
The graph H* = S* \(Ff u .a. u Fs*) has the same subset of L u R of vertices of maximum degree as had S. In H* the vertices of L are joined to at most one vertex of maximum degree. The vertices of R which are not incident with an edge of MO are pairwise non-adjacent in H*, since M, was chosen to be a maximal matching of H. Therefore by Lemma 2, the graph S*\(Fp u ... u FS*) is Class 1. Working back it follows that G is Class 1, as required. This proves Theorem 4.
PROOF OF THEOREM 7
Theorem 4 is in itself the most significant step in the proof of Theorem 7; the following lemma follows easily from Theorem 4. is at most E(G*)+(r-r*)<(r*-3)+(r-r*)=r-3, for otherwise G would have more than r vertices of maximum degree. This proves Lemma 17.
We now prove the converse of Lemma 15. Assume that n #n *. Since Aan+$r-3 and 2n*>A we have 2n*> n+zr-3, so
By Lemma 16, the deficiency of G* is A -2, so the number of edges that can be added to G* in forming G is at most
However, (E(G)1 -IE(G*)I = A(n -n*), so it follows that A(n-n*)<(n-n*)(2n-2n*-l)+A-2.
Therefore A(n-n*-l),<(n-n*)(2n-2n*-2)+n-n*-2, so, if n # n* + 1, it follows that n-n*-2 7 A<2(n-n*)+n-n~-l<2n-n-~rf3+l<n so A<n,contradictingA>,n+$r-3>n.Ifn=n*+l thenn-n*=l and it follows from (1) that a contradiction. Therefore n = n*, so G = G*, and so G is critical.
This proves Lemma 18.
The next two lemmas show that (i) and (iii) in Theorem 7 are equivalent. Proof: Suppose G satisfies (iii). Let G* be a critical subgraph of G with the same maximum degree A(G). Then by Lemma 17, I V( G* ) I = 2n* + 1 for some n*. If n* <n, then, by Lemma 17, there are at most r -3 edges joining V(G*) to V(G)\V(G*), so G is not (r -2)-edge-connected, a contradiction. Therefore n* = n, so I E(G*)I = n A + 1. Since G* is a subgraph of G, and since /E(G)1 <n A + 1 = (E(G*)I, it follows that G = G*, and so G is critical, as required. This proves Lemma 20. This proves Theorem 7.
PROOF OF THEOREM 2
We consider two cases. This proves Theorem 2 in Case 2.
PROOF OF THEOREM 1
Sufficiency.
In Cases (i) and (ii), the sufficiency follows from Lemma 1 applied to G and, in Case (iii), the suffkiency follows from Lemma 1 applied to GZ.
Necessity.
Assume G is Class 2. Then G contains a critical subgraph G* with the same maximum degree and three or four vertices of maximum degree. If G* has three vertices of maximum degree then G*z(2m-1) 2m-2(2m)3 for some m, by Lemma 3, so G\G* is joined to G* by exactly one edge. If G* has four vertices of maximum degree then, by Theorem 1 of [3] , if I V(G*)I 28, or by Lemma 17 of [3] if (V'(G*)( < 8, G* has odd order, and, by Theorem 2 of [3] if I V(G*)J >/ 9 or by Lemma 17 of [3] if IV(G*)I d7, (E(G*)I =L$IV(G*)I_I d(G)+ 1. Let I V(G*)l = 2m + 1. By Lemma 16, def(G*) = d(G) -2, and, since G* has four vertices of maximum degree, def(G*) > 2m -3. Therefore 2m -3 3 d(G)-2, so 2m-1 ad(G). Bearing in mind that def(G*)=d(G)-2, it follows that, if d(G) = 2m -1, then G* z (2m -2)2"-3(2m -1)4, and that, if d(G)=2m, then G* E (2m-2)(2m-1)2"-4(2m)4. The case G* E (2m -2)2"-3(2m -1)4 with m <n is excluded since G is connected. If m < n and G* z (2m -2)(2m -1)2"-4(2m)4 there can only be one further edge of G incident with G*, namely an edge incident with the vertex of degree 2m -2 in G*. 8 . PROOF OF THEOREM 5
