Three-dimensional simulations of oscillatory convection in binary mixtures driven by the Marangoni effect have been performed. The upper surface of the fluid is heated by a constant heat flux while the bottom is maintained at a constant temperature. Surface deflection is ignored. Oscillations are the result of concentration-induced changes in the surface tension due to the presence of an anomalous Soret effect. In domains with a square horizontal cross section and aspect ratio ⌫ϭ1.5 these take the form of either a standing wave with left-right reflection symmetry or a discrete rotating wave, depending on the separation ratio and the Schmidt number. Standing oscillations with reflection symmetry in a diagonal are unstable. When the cross section is slightly rectangular only the former bifurcate from the conduction state, and the transition to stable rotating waves with increasing Marangoni number proceeds via a sequence of secondary local and global bifurcations. The results are interpreted in terms of predictions from equivariant bifurcation theory.
I. INTRODUCTION
There has been much interest recently in the nonlinear oscillations that are frequently present in binary mixtures heated from below. In the case most frequently studied, the mixture has a negative separation ratio so that the heavier component migrates towards the hotter ͑lower͒ boundary creating a stabilizing effect that competes with destabilizing thermal buoyancy. If the separation ratio is sufficiently negative and the Rayleigh number is increased, convection sets in the form of growing oscillations. These may equilibrate in a variety of nonlinear states that have been investigated extensively in carefully controlled experiments. [1] [2] [3] In parallel, numerical simulations in two dimensions, with periodic boundary conditions 4, 5 or with no-slip lateral walls 6, 7 have shed much light on the states observed in the experiments and on the origin of their dynamics.
In the present paper we take a first step towards understanding the types of oscillation that are possible in three dimensions. To this end we focus on domains of relatively small aspect ratio and consider a related system, a mixture with a free but undeformable surface, in which convection is driven by temperature and concentration-dependent surface tension. As a result gravity can be ignored, and the bifurcation parameter becomes the Marangoni number instead of the Rayleigh number. We suppose that the system is heated from above by a constant heat flux and that the mixture is characterized by a negative Marangoni-Soret parameter ͑de-fined below͒. Under these conditions the temperatureinduced concentration distribution opposes the destabilizing effect of the temperature distribution, and since the former diffuses more slowly than the latter growing oscillations set in once the Marangoni number exceeds a critical value. The bottom of the container is assumed to be maintained at a constant temperature and the sides are taken to be thermally insulating. No-slip and no-mass-flux boundary conditions are imposed on all solid boundaries. A closely related set-up, albeit in large domains, was considered by Bestehorn and Colinet. 8 The above system is characterized by a conduction state that shares the symmetry of the domain. In this paper we are interested in situations in which this state loses stability with increasing Marangoni number to a mode with less symmetry. We refer to instabilities of this type as symmetry-breaking. When the domain has a square horizontal cross section and the instability is oscillatory, bifurcation theory 9, 10 predicts the presence of three basic types of oscillation distinguished by their spatio-temporal symmetries.
The symmetry of a square is described by an eightelement group called D 4 . This group is generated by two operations, a reflection S x in the x-axis through the center of the square, and a reflection in the diagonal yϭx called ⌸ xy . Note that RϭS x ‫ؠ‬⌸ xy represents a rotation through 90°. The theory predicts the simultaneous bifurcation from the conduction state to oscillations that are ͑i͒ invariant under the operation S x , ͑ii͒ invariant under the operation ⌸ xy , and ͑iii͒ invariant under the operation R followed by evolution by a quarter period. In the following we shall refer to these states as SW, DW, and RW, respectively. These acronyms stand for standing ͑S͒, diagonal ͑D͒, and rotating ͑R͒ waves ͑W͒. Of course, if a particular state is found in a numerical simulation then all other states related to it by the symmetries in D 4 can also be found, and will have identical properties. The theory also predicts that in certain regions of parameter space a primary branch of periodic standing oscillations with no symmetry may be present, and that a branch of quasiperiodic oscillations may likewise bifurcate together with the other branches. The former solutions are necessarily unstable, but the latter may be stable. In the calculations reported below we have found no indication that either of these solutions is present.
Solutions in the form of RW have been observed in other systems, although always in large domains or with periodic boundary conditions in two orthogonal directions in the plane. In such systems the RW have an additional reflection symmetry and are called alternating rolls. We mention here the work of Matthews et al. 11 on non-Boussinesq convection in an imposed vertical magnetic field, and the recent work of Boeck et al. 12 on convection in a two-layer system with an anomalous thermocapillary effect, i.e., surface tension increasing with temperature. Related oscillations were also found in optics experiments. 13 It is also of interest to mention here the work of Thual 14 on Rayleigh-Bénard convection between free-slip boundaries, and the bifurcation to alternating rolls from a pattern of steady squares in binary mixtures at positive separation ratios. 15, 16 In the former case the bifurcation is in fact a steady state one, producing a growing roll pattern which becomes unstable as it grows to a pattern of orthogonal rolls; by symmetry these are unstable to the same instability, resulting in a large amplitude alternating roll state at onset. In the latter case the square pattern has D 4 symmetry ͑in addition to discrete translations͒ and so is ͑almost͒ analogous to the conduction state in our system. The observed Hopf bifurcation breaks this symmetry and equilibrates in a state of alternating rolls superposed on the background square pattern. In contrast the oscillations in Marangoni convection reported by Ondarçuhu et al. 17 were observed in containers of square cross section but small aspect ratio. However, these do not arise from a D 4 symmetrybreaking Hopf bifurcation, and so bear no immediate relation to the oscillations studied below.
Although the discovery of RW in Marangoni convection in binary mixtures is of interest in its own right, we believe that the question of what happens when the container is a nearly square rectangle is more fundamental. The reason is simple. Theory predicts that in a rectangle the only primary bifurcations are to SW with the symmetries S x and S y . It is natural therefore to ask what happens to the stable RW branch when the square cross section is perturbed into a rectangle. We show that this branch can become disconnected from the SW branches and that, as the Marangoni number is increased, the first SW branch loses stability in a secondary Hopf bifurcation producing quasiperiodic oscillations which then terminate in a global bifurcation leading to a hysteretic transition to stable RW. In this region chaotic dynamics may be found, although this apparently does not occur for the parameter values used in this paper.
The present paper is in the spirit of our earlier paper 18 on steady state bifurcations in the Marangoni-Bénard problem in square and nearly square containers. However, the multiplicity of states is much greater, and so is the wealth of dynamical behavior created by breaking of the D 4 symmetry to D 2 , the symmetry of a rectangle.
In the following section we summarize the basic equations we study and their symmetry properties. In Sec. III we present our results. These are discussed and compared with the predictions from bifurcation theory in Sec. IV. The paper concludes with a brief discussion in Sec. V.
II. BASIC EQUATIONS
We consider a binary fluid mixture with a nonzero Soret effect confined in a rectangular cavity with base of length L x by L y and height H ͑see Fig. 1͒ . A constant and uniform downward heat flux ϪqϾ0 is applied to the upper free surface. Surface tension is assumed to be sufficiently strong that the free surface remains flat and buoyancy effects are negligible. The lower rigid boundary is maintained at a constant temperature T 0 and all walls are no-slip and impermeable. The lateral walls are thermally insulating.
The Soret effect is present in almost all liquid mixtures, and is known to have important and sometimes unexpected consequences, cf. Refs. 15 and 16. The effect is responsible for the production of concentration inhomogeneities in response to temperature inhomogeneities. Since these affect buoyancy, the Soret effect often has significant dynamical consequences. However, in the present paper buoyancy effects are assumed to be unimportant and the Soret effect exerts its influence instead through the concentrationdependence of the surface tension of the mixture. In general depends on both temperature and concentration. In the following we suppose that
where ␥ T and ␥ C are constants. For a pure liquid a steady state instability sets in as Ϫq increases provided ␥ T Ͼ0. When ␥ T Ͻ0 ͑the ''usual'' case͒ we must reverse the sign of q in order to generate instability. In the following we measure the strength of the imposed heat flux by the flux Marangoni number 19 MaϵϪqH 2 0 ␥ T /. ͑2͒
As defined this number is positive and the instability sets in as Ma increases. Here ϵC V is the thermal conductivity, is the fluid density, is the thermal diffusivity, and is the kinematic viscosity; C V is the specific heat at constant volume. All are taken to be constant, i.e., independent of temperature, concentration and depth. We also introduce the Marangoni-Soret parameter S M , which we define by analogy to the separation ratio for buoyancy-driven convection:
Here D and D S are the concentration and Soret diffusion coefficients and will also be taken to be constants. In terms of these the mass flux is given by J C ϭϪD"CϪD S "T, i.e., D S quantifies the contribution to the mass flux due to temperature inhomogeneities. Thus D S Ͼ0 implies that the heavier component in the mixture will migrate towards cooler regions and vice versa. As defined, the parameter S M represents the ratio of the solutal and thermal contributions to the surface tension. Note that this parameter depends on a combination of three quantities each of which may be positive or negative. When S M Ͼ0 the only instability possible is a steady state instability. However, when S M is sufficiently negative an oscillatory instability sets in prior to a steady state instability. The physical mechanism of the instability is essentially doubly diffusive in character. Suppose, for example, that ␥ T Ͻ0 and that the system is heated from below ͑i.e., cooled from above͒. In this case surface tension draws fluid to regions where the surface temperature is lower than average. When D S Ͼ0 the concentration of the heavier component is larger near the minima and if ␥ C Ͼ0 ͑the ''usual'' case͒ this effect increases the surface tension even more. Thus if D S ␥ C Ͼ0 the Soret effect enhances the instability already present. This effect corresponds to S M Ͼ0. Suppose now that instead D S Ͻ0 ͑the anomalous Soret effect͒ but that ␥ C Ͼ0. It follows that larger concentrations are now found at temperature maxima and that these increase the surface tension at the temperature maxima and reduce it at the minima. Thus in the case D S ␥ C Ͻ0 the Soret effect opposes the instability. When the Soret-induced stabilizing effect is strong enough to overcome viscosity standard doubly diffusive arguments show that instability takes the form of growing oscillations once the Marangoni number exceeds a critical value. These arguments rely on the fact that the destabilizing temperature perturbations diffuse more rapidly than the stabilizing Soret-induced concentration perturbations. More details can be found in Refs. 20-22. Related physical arguments can be supplied for the remaining combinations of signs that yield the case of interest: S M Ͻ0. A particularly relevant case is that of an organic solute in aqueous solution for which the surface tension usually decreases with increasing concentration (␥ C Ͻ0); in this case it is the normal effect (D S Ͼ0) that is of interest.
In the following we nondimensionalize lengths, time, and velocity using H, H 2 /, and Ma /H, respectively. This nondimensionalization puts the Marangoni number in the field equations instead of the boundary conditions, a situation preferable for numerical simulations. We denote the resulting dimensionless velocity field in Cartesian coordinates by u ϵ(u,v,w). The dimensionless temperature and concentration are taken to be (TϪT 0 )/⌬T and (CϪC 0 )/⌬C, hereafter denoted by T and C. Here ⌬TϭϪqH, and ⌬CϭϪD S ⌬T/D are the temperature and concentration differences across the layer resulting from the imposed heat flux at the surface.
In terms of these quantities the basic equations read
""uϭ0. ͑7͒
Here Prϭ/ and Scϭ/D are the Prandtl and the Schmidt numbers, and p denotes the dimensionless pressure. It remains to specify the shape of the container and the boundary conditions on the fluid. We define the two aspect ratios of the container to be A x ϭL x /H and A y ϭL y /H, and impose no-slip boundary conditions along the rigid bottom and lateral walls. The latter are insulating, with a constant temperature maintained along the bottom. The normal mass flux vanishes across all rigid boundaries. Thus, along the lateral walls xϭϮA x /2,
with identical boundary conditions applied at yϭϮA y /2. Along the rigid bottom zϭ0,
Finally, along the free surface, the normal velocity w vanishes, while stress balance yields the boundary condition for the horizontal velocity (u,v). Moreover, the normal heat flux is constant and the normal mass flux is zero. The resulting boundary conditions at zϭ1 are therefore
and are responsible for the presence of the Marangoni instability, as already discussed. This instability is oscillatory pro-
, where MaϭMa TB , S M ϭS M TB denotes the codimension-two Takens-Bogdanov point at which the onset frequency vanishes.
In two dimensions the nonlinear oscillations that result are discussed in Refs. 22 and 23. In the present paper we extend these to three dimensions, and focus on containers with a square or almost square horizontal cross section (A x ϷA y ) and relatively small aspect ratio (A x Ϸ1.5) when Prϭ1 and S M is sufficiently negative for oscillations to be present. The steady solutions present in three dimensions when S M ϭ0 and the transitions among them as ͉A x ϪA y ͉ increases from zero are investigated in Ref. 18 .
It is a simple matter now to check that the above equations and boundary conditions are invariant under the following two operations:
and
In addition, when A x ϭA y the equations and boundary conditions are also invariant under the operation:
The two operations S x , S y generate the symmetry group D 2 of a rectangle. When A x ϭA y the operation S y is the same as ⌸ xy ‫ؠ‬S x ‫ؠ‬⌸ xy ; the two operations S x and ⌸ xy then generate the symmetry group D 4 of a square. In either case the conduction solution uϭ0, TϭCϭz is an equilibrium for all values of Ma and this equilibrium possesses the symmetry
The presence of these symmetries manifests itself whenever the unstable eigenfunction of this state breaks the corresponding symmetry. See Ref. 18 for more details on these symmetries. In the following we compute by direct numerical simulation several nonlinear periodic states as a function of the Marangoni number for the square cross section case (A x ϭA y ), and compare the results with the corresponding ones for 0Ͻ͉A x ϪA y ͉Ӷ1. The simulations employ a projection method based on a spectral spatial discretization of the equations written in conservation form, 25 with second order time-stepping. 26 The linear terms are integrated implicitly, with the nonlinear terms computed explicitly via second order extrapolation. The pressure is determined from a Poisson problem with the boundary conditions proposed in Ref. 26 . A final implicit step incorporates the viscous terms and leads to Helmholtz problems for each velocity component. These problems are solved using a variational formulation, and the corresponding algebraic systems are inverted by means of successive diagonalization. 27 With this method the cost of one Helmholtz problem is 2(N x 4 ϩN y 4 ϩN z 4 ), where N x Ϫ1, N y Ϫ1, and N z Ϫ1 are the degrees of the polynomial approxi- 
Hϳ͓(Ma
H, an estimate that is valid for steady overturning convection near onset. Here U is a characteristic velocity. In oscillatory flows the boundary layers are wider, due to finite Strouhal number effects. The boundary layer width is thus approximately 10% of the container width, a number that translates into the one given above once proper account is taken of the nonuniform distribution of the collocation points. Thus our resolution is not only adequate, but would remain so for substantially larger values of the Marangoni number Ma.
III. SQUARE CONTAINER: A X ÄA Y Ä1.5
As already mentioned the square container is particularly interesting because bifurcation theory predicts the presence of at least three branches of non-trivial states that bifurcate together from the conduction state uϭ0. We impose the symmetry (x,y,z)ϭ(x,Ϫy,z) for ϭu, w, T, C together with v(x,y,z)ϭϪv(x,Ϫy,z) to compute the S y -symmetric states and similarly for the S x -symmetric states. The imposition of these symmetries stabilizes these branches against perturbations that break them and permits us to compute such branches using a time-integration code provided only that they bifurcate supercritically. Likewise to compute the ⌸ xy -symmetric states we impose the symmetry u(x,y,z) ϭv(y,x,z), v(x,y,z)ϭu(y,x,z) together with (x,y,z) ϭ(y,x,z) for ϭw, T, C. There is no correspondingly simple prescription that allows us to compute the discrete rotating waves when these are unstable.
In Fig. 2 we show examples of all three types of oscillation shown at eight equally spaced times during one oscillation period. The figure shows contours of the vertical velocity at midheight in the cell. Since new contour levels are chosen at each instant the spacing of the contours does not provide information about the vigor of the motion; it does, however, reveal clearly the structure of the flow and in particular its symmetries. For example, the discrete rotating wave RW shown in Fig. 2͑c͒ has only Z 4 symmetry, the symmetry of a square under proper rotations through 90°. This handedness demonstrates that this state really is a rotating wave, with a preferred sense of rotation. In this respect it differs from the ''alternating rolls'' which are found in problems posed on a square lattice: these have instantaneous S x and S y symmetries at certain instants during an oscillation period, 28 and no overall handedness. Note also that each solution in Fig. 2 has a distinct period. As shown in Sec. IV, this is a consequence of nonlinear effects which detune the oscillation frequency from the Hopf frequency at onset by different amounts.
The handedness present in the solutions shown in Fig.  2͑c͒ is present already in the linear theory eigenfunction. Suppose that the linear problem has an eigenvalue i 0 with two independent ͑nonseparable͒ eigenfunctions f (x,y,z) and f (y,x,z), invariant under S x and S y , respectively. These eigenfunctions are related by the operation ⌸ xy , and are in general complex. Although within linear theory any linear superposition of these eigenfunctions solves the linear problem, we can easily construct from them the states that are guaranteed to persist as solutions in the presence of ͑small͒ nonlinear terms. To construct a linear RW state we plot Re͓f(x,y,z)Ϯif(y,x,z)͔exp i 0 t at midheight at eight equally spaced times during the oscillation period 2/ 0 . Figure 3 shows that the resulting eigenfunction possesses only Z 4 symmetry; at no instant is the eigenfunction S x or S y -symmetric. This is because Re͓f(x,y,z)exp i 0 t͔ ϭ͉f(x,y,z)͉cos ( 0 tϩ⌽(x,y,z) ), while ϮRe͓if(y,x,z)exp i 0 t͔   FIG. 3 . The two symmetry-related complex eigenmodes at Maϭ127.635 and a particular instant in time in terms of the contours of the vertical velocity w(x,y,z,t) at zϭ1/2 ͑top panel͒, and the corresponding rotating wave ͑RW͒ eigenfunction ͑bottom panel͒, shown at eight equally spaced times during an oscillation period. The wave rotates counterclockwise. The remaining parameters are A x ϭA y ϭ1.5, Prϭ1, Scϭ100, S M ϭϪ0.01. The resolution is N x ϫN y ϫN z ϭ23ϫ23ϫ15. ϭϯ͉f(y,x,z)͉sin ( 0 tϩ⌽(y,x,z) ). For the non-Neumann boundary conditions employed here the phases ⌽ are never constant, and hence both eigenfunctions contribute to the RW eigenfunction at all times, cf. Ref. 29 . As a result the RW eigenfunction cannot be S x or S y -symmetric at any time and must possess a handedness whose sign is determined by the Ϯ. Figure 4 shows the corresponding bifurcation diagrams when ͑a͒ S M ϭϪ0.01, Scϭ100, ͑b͒ S M ϭϪ0.01, Scϭ50, and ͑c͒ S M ϭϪ1, Scϭ50. The figure displays the evolution with the Marangoni number of W M ϵmax͉w(x,y,z)͉ of the w component of the velocity u measured at the Gauss-LobattoLegendre nodes. 30 The oscillatory instability sets in at Ma Ϸ127.635, MaϷ130.457, and MaϷ160.1, respectively. In the former case all three branches bifurcate supercritically, with the RW stable and the SW and DW unstable. In the second case the RW are ͑presumably͒ initially subcritical but turn around at finite amplitude at a saddle-node bifurcation where they acquire stability. The SW and DW states remain supercritical and unstable. Finally, in the third case the SW apparently bifurcate subcritically and are therefore unstable until a saddle-node bifurcation at which they acquire stability. The DW are still supercritical and unstable. However, since we cannot compute the RW solutions when they are unstable we do not know the direction of branching of the RW.
It is possible to identify the most dangerous eigenfunctions by examining the symmetries of the most rapidly growing perturbations of the unstable states. In case ͑a͒ these indicate that the DW have only one unstable eigenvalue, corresponding to a perturbation in the form of RW; however, they appear to be stable with respect to SW perturbations. In contrast, the SW are unstable with respect to both DW and RW perturbations.
When the cross section of the domain is perturbed the above picture changes dramatically ͑Fig. 5͒. In case ͑a͒ changing A x from 1.5 to 1.51 selects S y -symmetric standing waves as the first state to bifurcate from the conduction state, followed by S x -symmetric standing waves. The former are initially stable while the latter unstable. Thus, as in the case of steady onset (S M ϭ0), the selected SW are oriented parallel to the shorter side, although exceptions to this rule can occur. 18 standing waves must transfer stability to large amplitude states ͑hereafter RWЈ͒ resembling the RW ͑stable in the perfect case͒, and do so via a secondary torus bifurcation followed by a global bifurcation at which a hysteretic transition to larger amplitude RWЈ takes place. Our simulations indicate that this torus bifurcation is supercritical and produces a secondary branch of quasiperiodic states. As Ma increases further the new frequency decreases dramatically ͑Fig. 6͒, suggestive of an approach to a global bifurcation near Ma ϭ127.37. We surmise that this global bifurcation involves two unstable symmetry-related single frequency oscillations related to either DW or RW, but since neither of these states possesses any symmetry once the domain becomes rectangular we have no way of computing them. However, strong support for this conjecture is provided in Sec. IV. The S y -symmetric SW are also initially stable in case ͑b͒ but once again must lose stability before their amplitude becomes too large. Our simulations indicate that this again occurs via a supercritical secondary torus bifurcation. Specifically, we find stable two-frequency oscillations at Ma ϭ130.245 and again at Maϭ130.265 ͑Fig. 7͒; if the final conditions in the latter run are used as initial conditions for a run with Maϭ130.275 the system makes a hysteretic transition to a stable large amplitude RWЈ. Note that all of this behavior coexists with the trivial state which remains stable until MaϷ130.457. We surmise that in this case, too, the two-frequency oscillations disappear in a global bifurcation.
Note that in both cases the breaking of the D 4 symmetry ''unmasks'' the supercritical SW which are unstable in the problem with full symmetry, but become stable near onset when the symmetry is broken. This is a typical feature of problems with broken symmetry, as noted already in Ref. 31 .
IV. THEORETICAL INTERPRETATION
The theory of the Hopf bifurcation with broken D 4 symmetry 32, 33 can be used to arrive at a theoretical understanding of the results described in the previous section. The theory shows that near onset our system is necessarily described by the ͑truncated͒ equations
Here the parameter ϰ(MaϪMa c )/Ma c represents the bifurcation parameter, and c is the onset Hopf frequency. The equations describe the interaction of two nearly degenerate oscillatory modes, an S x -symmetric mode with complex amplitude z ϩ and an S y -symmetric mode with complex amplitude z Ϫ , and can be derived from the fluid equations using center manifold reduction followed by unfolding. The degeneracy between these modes is broken by the ͑unfolding͒ parameters ⌬ and ⌬ computed from linear theory: ⌬ measures the difference in the linear growth rates of the two modes and ⌬ the difference between their frequencies at onset. The remaining coefficients are in general all complex. Under appropriate nondegeneracy conditions ͑which we assume here͒ we may neglect all symmetry-breaking contributions to the nonlinear terms, and compute these terms for a container of square cross section as implied by the equations. Equations ͑14͒ and ͑15͒ were obtained and partially studied in Ref. 34 but are written here using notation that allows us to make contact with earlier work of Swift. 9 They remain valid provided the mode amplitudes remain sufficiently small that fifth and higher order terms can be neglected; the equations are therefore unable to describe the large amplitude states that exist in the presence of subcritical branches, but capture all small amplitude states of the system whether stable or unstable. In the following we focus primarily on the case in which the primary branches are all supercritical and Eqs. ͑14͒ and ͑15͒ capture all the stable states of the system near MaϷMa c . Here Ma c is the critical Marangoni number for the square container.
When ⌬ϭ⌬ϭ0, Eqs. ͑14͒ and ͑15͒ have the symmetry D 4 ϫS 1 , generated by the three operations
The operations S x , ⌸ xy generate the group D 4 ; the remaining operation represents the action of the normal form symmetry S 1 introduced by successive near-identity equivariant coordinate changes that are performed to simplify the amplitude equations order by order. When either ⌬ or ⌬ are nonzero the symmetry is reduced to D 2 ϫS 1 . Consequently the only primary bifurcations are to modes with the symmetries S x and S y . 36 In addition if (z ϩ ,z Ϫ ) is a nontrivial solution so are the symmetry-related solutions (Ϫz ϩ ,Ϫz Ϫ ) and (Ϯiz ϩ ,Ϯiz Ϫ ).
Using these equations it is a simple matter to construct the three different solutions guaranteed to be present when the domain is square. To do this we set ⌬ϭ⌬ϭ0. The SW are then given by (z ϩ ,z Ϫ )ϭ(z ϩ ,0), where
Writing z ϩ ϭ SW exp i⍀ SW t and looking for stationary SW we obtain
where the subscripts R, I denote real and imaginary parts. Similarly the DW are given by (z ϩ ,z Ϫ )ϭ(z ϩ ,z ϩ ), where
͑19͒
Moreover, the RW are given by (z ϩ ,z Ϫ )ϭ(z ϩ ,iz ϩ ), where
͑21͒
Observe that the amplitudes of the three types of oscillation depend on in different ways, and that their frequencies ⍀ in the nonlinear regime likewise differ. This fact permits us to deduce the values of the three complex coefficients A, B, C from fits to both the oscillation amplitude and oscillation frequency as functions of MaϪMa c for each of the three types of oscillation. We can compute all three oscillations only in case ͑a͒ of Sec. III. This is because we require the RW to bifurcate supercritically and be stable. If we write the vertical velocity at a point (x,y,z) in the form
and compute w at (x,y,z)ϭ(x ,x ,z) then f (x,y,z) ϭ f (y,x,z)ϵ f, say, and it is simple to check that the amplitude of oscillation in w is SW ͉ f͉, 2 DW ͉ f͉, and ͱ2 RW ͉ f͉ when the oscillation is in the form of SW, DW, and RW, respectively.
In the rectangular container we can likewise calculate SW with S x and S y symmetries. The S x -symmetric standing waves (z ϩ ,z Ϫ )ϭ(z ϩ ,0) set in when ϩ⌬ϭ0, while the S y -symmetric standing waves (z ϩ ,z Ϫ )ϭ(0,z Ϫ ) set in when Ϫ⌬ϭ0. Thus to leading order
where Ma x and Ma y are the thresholds for the onset for S xand S y -symmetric oscillations. The Hopf frequencies x and y of these two states at onset are, by definition, c ϩ⌬ and c Ϫ⌬. Thus
There are no other states that bifurcate from the conduction state when ⌬ 0, ⌬ 0. In the following we use these results to learn more about the dynamics in case ͑a͒ than can be established by direct numerical simulation, particularly in the case ⌬ 0, ⌬ 0, and draw general conclusions about cases ͑b͒ and ͑c͒ as well.
A. Determination of the normal form coefficients
As already mentioned we determine the coefficients in the normal form ͑14͒ and ͑15͒ from direct numerical simulations performed close to onset. There are six coefficients of the nonlinear terms ͑the complex numbers A, B, and C͒ that need to be determined. Direct numerical simulations give us the amplitude W RW ϵ(vol) Ϫ1 ͉͐w͉ RW dxdydz and the frequency ⍀ RW of the discrete rotating wave ͑RW͒ as a function of the Marangoni number Ma near MaϳMa c . Fits to the predictions ͑21͒ determine two relations among the complex numbers A, B, and C. We can determine two more such relations by imposing symmetry in a diagonal of the square.
This procedure stabilizes diagonal waves ͑DW͒ against perturbations in the form of RW, and if the DW bifurcate supercritically they can now be computed via direct numerical simulation. This simple procedure permits us to calculate the amplitude and frequency along the DW branch near threshold, even though the DW are in fact unstable. Likewise, if we impose a reflection symmetry in, for example, yϭ0 we may compute solutions in the form of SW y , i.e., standing oscillations with roll axes oriented in the y direction. The imposed symmetry suppresses any instabilities of the SW state with respect to perturbations in the form of RW and DW, and permits us to compute the amplitude and frequency along the SW branch even when the SW solutions are unstable, provided again that they bifurcate supercritically ͑and so are stable with respect to SW perturbations͒. Fits to W DW , ⍀ DW and to W SW , ⍀ SW yield four further relations among the three coefficients A, B, and C and thus lead to a unique determination of these coefficients ͑up to an overall real multiplicative constant͒. Note that this procedure works whenever all three primary branches ͑RW, DW, SW͒ bifurcate supercritically. For A x ϭA y ϭ1.5 this is so in case ͑a͒, i.e., when S M ϭϪ0.01, Scϭ100 ͓see Note that the simulations also give us Ma c and c but these quantities characterize the linear stability properties of the conduction state and so are more accurately determined from solution of the linear stability problem using a separate eigenvalue code. We find that Ma c Ϸ127.635 and c Ϸ0.6154, compared with Ma c Ϸ127.6335Ϯ0.003 and c Ϸ0.6165Ϯ0.0005 obtained from the fits. It should be noted that the three fits performed above do not in general yield identical thresholds for the bifurcation to RW, DW, and SW. The fits performed are therefore constrained to give the same threshold and onset frequency in all three cases, a task accomplished by appropriate weighting of the data points. The data points closest to Ma c are weighted more since they are less likely to be affected by higher order terms, provided the time series is long enough ͑200-2000 oscillation periods͒ to determine the amplitude W and frequency ⍀ with adequate accuracy ͑Շ0.1%͒. It should be emphasized that neither Ma c nor c are required for understanding of the nonlinear behavior of the system ͑14͒ and ͑15͒.
There is one other critical set of coefficients that need to be calculated, and these are the coefficients ⌬ and ⌬ that split the multiple bifurcation at Ma c into two successive Hopf bifurcations to SW x and SW y whenever A x A y . We compute these quantities using the eigenvalue code for the linear stability problem and find that, for S M ϭϪ0.01, Sc ϭ100 ͓case ͑a͔͒ with A x ϭ1.51, A y ϭ1.5, These results will be used in the remainder of this section.
B. Normal form predictions for the perfect system "⌬Ä⌬Ä0…
The normal form Eqs. ͑14͒ and ͑15͒ with D 4 symmetry ͑⌬ϭ⌬ϭ0͒ are discussed in detail in Ref. 33 in the case C R ϭϪ1. In view of the coefficient C obtained above we write (z ϩ ,z Ϫ )ϭ(z ϩ ,z Ϫ )/ͱϪC R , and after dropping the tildes recover Eqs. ͑14͒ and ͑15͒ but with AϭϪ0.013 538Ϫ3.2542i, BϭϪ1.1401ϩ0.019 52i, CϭϪ1.0000Ϫ0.116 98i. ͑27͒
These coefficient values fall in the regime Ϫ3ϽB R ϽϪ1, C R ϭϪ1 studied in detail in Ref. 33 , and specifically into region IV u of Fig. 1 of this reference. In this region there are only three primary branches, corresponding to RW, DW, and SW, all of which bifurcate supercritically; in particular, the primary branches of nonsymmetric standing oscillations and of quasiperiodic oscillations present in other regions of the coefficient space are both absent in region IV u . Moreover, of the three primary branches that are present, the RW branch is stable, while the DW branch is once unstable and the SW branch is twice unstable. These conclusions are consistent in all respects with the results of our numerical solutions of the partial differential equations ͑pdes͒, summarized in Sec. III. Figures 4͑a͒ and 4͑b͒ show that as the Schmidt number Sc decreases the RW branch becomes subcritical. As a result the RW branch must develop a saddle-node bifurcation at which the initially unstable RW acquire stability with increasing amplitude ͓see Fig. 4͑b͔͒ . However, for these parameter values the remaining two branches remain supercritical and so can be found by direct numerical simulation with appropriate symmetries imposed. Note that the fact that the RW state remains attracting in all but the amplitude direction prevents the appearance for this set of parameter values of the type of complex dynamics studied in Refs. 32 and 33.
In contrast when S M ϭϪ1, Scϭ50 the simulations show that the SW branch is now subcritical, while the DW branch remains supercritical; unfortunately for this set of parameter values no information about the RW is obtained since solutions of this type are ͑apparently always͒ unstable ͓see Fig.  4͑c͔͒ . However, we know at least that the RW are now unstable with respect to SW perturbations, as are the DW.
C. The perturbed system "⌬Å0, ⌬Å0…
The perturbed system ͑14͒ and ͑15͒ with ⌬ 0, ⌬ 0 is four-dimensional; for the purposes of numerical integration it is convenient to write it as a three-dimensional system with a decoupled phase. This can be done in one of two ways. The Swift variables ͪ .
͑36͒
Here rϭ͉z ϩ ͉ 2 ϩ͉z Ϫ ͉ 2 ϭͱu 2 ϩv 2 ϩw 2 , and the variable decouples in both cases. This is a consequence of the S 1 symmetry of the normal form Eqs. ͑14͒ and ͑15͒. Thus both transformations eliminate the fast oscillation frequency (⍀ Ϸ c on the time scale t͒ from the problem. In the following we refer to the equivalent sets of Eqs. ͑29͒-͑31͒ and ͑33͒-͑35͒ as the three-dimensional system. Within these systems the three types of primary oscillations present in the perfect system correspond to equilibria with SW: ϭ0, , or (u,v,w)ϭ(0,0,Ϯw), DW: ϭ/2, ϭ0 or (u,v,w) ϭ(u,0,0), and RW: ϭ/2, ϭ/2 or (u,v,w)ϭ(0,v,0). Both of these representations of the oscillations will be useful in what follows.
For the equations with broken D 4 symmetry ͑⌬ 0 and/or ⌬ 0͒ only the S x -and S y -symmetric fixed points (0,0,Ϯw) remain as primary branches; these are now given by 34 ͑i͒ w x solution (S x -symmetric͒ uϭvϭ0, rϭwϭ ϪϪ⌬
These solutions only exist for rϾ0. The analogs of the remaining primary branches may bifurcate in secondary bifurcations from these or they may form disconnected branches.
In the following we refer to these as u/v since these represent a mixed state with no symmetry. These states are single frequency solutions of Eqs. ͑14͒ and ͑15͒, and come in symmetry-related pairs (u,v,w) and (Ϫu,Ϫv,w). When the u/v branch is disconnected the S y -symmetric oscillations necessarily lose stability in a secondary Hopf ͑actually torus͒ bifurcation that introduces a second ͑and much lower͒ frequency into the dynamics. Since this bifurcation breaks the S y symmetry of the SW it produces an oscillation with no instantaneous symmetry. However, looked at in terms of the amplitudes of the fast frequency component the oscillation is invariant under reflection S y followed by evolution in time for half the long period. As Ma increases these oscillations terminate on the u/v branch in either a global ͑heteroclinic͒ bifurcation where the new frequency vanishes or in a tertiary Hopf bifurcation that restores a single frequency state. Depending on parameters one can also find situations in which the Hopf bifurcation on the S y -symmetric branch precedes a ͑symmetry-breaking͒ pitchfork bifurcation to a u/v state. Such cases are near a Takens-Bogdanov bifurcation on the S y -symmetric branch in whose unfolding one can locate both the global bifurcations and the tertiary Hopf bifurcations just mentioned ͑cf. Refs. 35 and 36͒. Moreover, as the secondary Hopf and pitchfork bifurcations are pulled apart the saddlepoints corresponding to the u/v states at the location of the global bifurcation may become saddle foci 37 permitting under appropriate conditions dynamics of Shil'nikov-type, i.e., the appearance of chaotic low frequency oscillations about the fast S y -symmetric oscillations, just prior to the ͑hyster-etic͒ transition to the single frequency u/v state.
To see which of these possibilities occurs in our physical system we have integrated both the normal form Eqs. ͑14͒ and ͑15͒ and the three-dimensional system ͑33͒-͑35͒ in time with the coefficient values ͑27͒ corresponding to case ͑a͒, assuming that ⌬/Ma c ϭϪ0.000 348 and ⌬/ ϭ0.003 972, i.e., that A x ϭ1.51 and A y ϭ1.5. In addition we have used the system ͑33͒-͑35͒ to follow the unstable u/v branches and the branch of two-frequency states that bifurcates from the SW y branch. The results are shown in Fig. 8 . Figure 8͑a͒ shows the location of the secondary Hopf bifurcation H 2 on the primary SW y branch, and the termination of the resulting branch of two-frequency oscillations in a global bifurcation involving the u/v branch. As seen from the figure this global bifurcation results in a hysteretic transition to a stable large amplitude u/v state that resembles the RW, i.e., the state RWЈ. For our coefficient values the u/v branch does not connect to either the S x -or the S y -symmetric SW. Thus the u/v branch is a branch of disconnected periodic states, and no Takens-Bogdanov bifurcation is present on either SW branch. The existence of the global bifurcation is confirmed in Fig. 8͑b͒ which shows that the oscillation frequency along the secondary branch decreases to zero at ϭ1.960 95ϫ10 Ϫ3 . Figure 8͑c͒ shows the corresponding limit cycle projected onto the (u,v) plane, and reveals that the global bifurcation marks the formation of a heteroclinic connection ͑solid line͒ between two symmetry-related but unstable RWЈ states ͑open circles͒. The superposed trajectories ͑dashed͒ show the transitions to the large amplitude stable RWЈ states ͑solid circles͒ once the critical value of is exceeded.
These calculations reveal no trace of complex dynamics; apparently all the solutions remain periodic in the neighborhood of the global bifurcation. ), respectively. Since the eigenvalues are real, and the heteroclinic cycle connects two symmetry-related fixed points, no chaotic dynamics are associated with this global bifurcation, and the oscillation period diverges monotonically to infinity as the bifurcation is approached.
The above picture changes dramatically for values of the coefficients for which the stable eigenvalues are complex, 37 viz., Ϫ␣Ϯi␤, or for those for which the unperturbed problem admits nonsymmetric standing waves or quasiperiodic states as primary branches in addition to the SW, DW, and RW states discussed above. 33 In the former situation the case ␦ϵ␣/␥Ͻ1, where ␥ is the unstable eigenvalue, is of particular interest since it gives rise to Shil'nikov dynamics. Thus it may be of interest to explore other physical regimes as well.
V. CONCLUSIONS
In this paper we have described the various types of oscillations present in convection in binary mixtures in containers with square and nearly square horizontal cross section. We have restricted attention to containers of relatively small aspect ratio in order to have good contact with the predictions of bifurcation theory, and for simplicity considered surface-tension driven convection, assuming that the surface tension is strong enough that the free surface may be taken to be undeformable. These assumptions are appropriate for thin liquid layers. We have seen that under appropriate conditions on the Soret-Marangoni number S M ͑viz., S M ϽS M TB Ͻ0, see below͒ the Soret-induced concentration perturbations compete with the destabilizing effect of temperature perturbations, and the usual doubly diffusive mechanism is then responsible for the onset of an oscillatory instability as the Marangoni number is increased. This mechanism does not depend on the precise choice of the Prandtl number provided only that PrϽSc. To compute the form of the nonlinear oscillations that result we employed physically realistic boundary conditions. We found that in a square cross section container of moderate aspect ratio the oscillatory instability breaks the D 4 symmetry of the system. For this case bifurcation theory predicts the presence of at least three distinct types of oscillation, with spatial symmetries S x , ⌸ xy , and Z 4 . We have called these states SW, DW, and RW, respectively. In parameter regimes in which all three of these bifurcate supercritically we were able to follow the corresponding solution branches by imposing appropriate symmetries, and used the results to determine the coefficients of the normal form that describes the bifurcation. From these we confirmed that the two other primary branches that may also bifurcate from the conduction state are in fact absent, a fact consistent with our simulations.
In the paper we focused on parameter regimes for which the discrete rotating waves RW were either supercritical and stable or subcritical and unstable, and perturbed the square cross section to a rectangular shape, thereby changing the symmetry of the system from D 4 to D 2 . Since the only primary branches in the D 2 -symmetric case take the form of SW it follows that the perturbation stabilizes one of the SW ͑either S x -symmetric or S y -symmetric͒ near onset, provided of course that it bifurcates supercritically. We have referred to this phenomenon as unmasking. Since the perturbation cannot change the stability of the rotating waves at large amplitude it follows that certain bifurcations must occur in order that stability be transferred from the SW to the RWЈ as FIG. 8 . ͑a͒ Bifurcation diagram r() for the three-dimensional system ͑33͒-͑35͒ with the coefficient values ͑26͒-͑27͒ for case ͑a͒. Continuous ͑dashed͒ lines refer to stable ͑unstable͒ steady solutions and dotted-dashed lines to stable periodic solutions. The secondary Hopf bifurcation is denoted by H 2 and corresponds to T 2 in Fig. 5 . For the periodic solutions r is the maximum of r(t) over one period. ͑b͒ Oscillation frequency ⍀ of the periodic solutions along the branch emerging from H 2 . ͑c͒ Phase portrait in the (u,v) plane showing a nearly heteroclinic cycle ͑continuous line͒ at ϭ1.960 90ϫ10 Ϫ3 connecting two unstable u/v states ͑open dots͒. Dashed lines show the transition to either one or other of the two stable u/v states ͑solid dots͒ just beyond the global bifurcation at which the oscillations cease to exist.
the Marangoni number increases. We have explored this transition using direct numerical simulation to the extent possible, and compared the results with a theory based on existing studies of the Hopf bifurcation with broken D 4 symmetry. To a very large extent the normal form results confirm not only qualitatively but also quantitatively the conclusions arrived at on the basis of our pde simulations, and in particular the presence of a global bifurcation prior to the ͑hysteretic͒ transition to the RWЈ.
Although we have not calculated the normal form coefficients from first principles ͑this being a very substantial task͒ the approach we have used, namely ''measuring'' the coefficient values from appropriately formulated additional simulations, appears to be a promising and generally applicable technique for studying near-onset dynamics in systems of this complexity. Unfortunately this technique does not appear to be applicable when one or more of the primary branches are subcritical; consequently it cannot be used to identify the presence of the type of bursting behavior studied in Refs. 32 and 33. However, despite this shortcoming, we have seen that the technique suffices to locate other types of nontrivial dynamics, including in principle chaotic dynamics, associated with the transfer of stability from the S y -symmetric oscillations to the RWЈ state as Ma increases.
It remains to say a few words about the ultimate fate of the rotating waves. As the Marangoni number increases further a transition to steady rolls takes place. These bifurcate subcritically from the conduction state at MaӷMa c and have S x or S y symmetry. The details of this transition appear to be complex, but an analysis of the appropriate unfolding of the Takens-Bogdanov bifurcation with D 4 symmetry 38 that occurs at MaϭMa TB , S M ϭS M TB offers several clues. Near this point the onset frequency is small and the RW terminate on one of the two subcritical branches of steady states (S x -or ⌸ xy -symmetric͒ in global bifurcations involving the formation of different types of heteroclinic connections. The details, including a comparison with additional simulations, will be the subject of a future publication.
In addition to the parameter regime explored in the present paper we have also carried out preliminary computations in other regimes. For example, in a square domain of side A x ϭA y ϭ3 the primary instability when S M ϭϪ0.05 is an oscillatory state that does not break the D 4 symmetry of the container. In this case the constraints imposed by the symmetry are absent and one does not expect to find interesting transitions near onset.
