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a b s t r a c t
We introduce a numerical method for approximating positive and bounded solutions
of a time-delayed partial differential equation which generalizes Fisher’s equation from
population dynamics. The derivations of the properties of preservation of the positivity and
the boundedness of approximations hinge on the fact that, under suitable constraints on
themodel coefficients and the computational parameters, the methodmay be represented
in vector form using a multiplicativeM-matrix. Our simulations establish that the method
proposed in this work conditionally preserves the positivity and the boundedness of
the solutions when the lag constant is relatively small. A good agreement between
known, exact solutions and the corresponding numerical simulations is recorded in the
computational results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The starting point in our investigation is Fisher’s equation from population dynamics [1,2], which is one of the simplest
diffusive models with nonlinear reaction. This equation has been employed in many applications [3–5], and it has been
generalized to several scenarios [6–9]. In particular, the hyperbolic scene is monopolized by two generic, damped models:
the linearly damped and the nonlinearly damped cases. In this work, we consider the second of these scenarios, in view of
it stemming from a more natural generalization of Fisher’s equation [9].
Let R+ represent the set of non-negative, real numbers. Let α and τ be real numbers with τ > 0, let p be a positive,
integer number, and let u : R × R+ → R be a function which is twice differentiable in the interior of its domain. In this
work, we consider the partial differential equation
τ
∂2u
∂t2
+ (1− τF ′(u)) ∂u
∂t
− ∂
2u
∂x2
− αup ∂u
∂x
− F(u) = 0, (1)
where the reaction term takes the form F(u) = uf (u), with f (u) = 1− up.
Some studies have established the existence of traveling-wave solutions of (1) in explicit form, even for models in which
the convection coefficient is non-zero [7,8]. For instance, if α is equal to−1 and p is equal to 1, then
u±(x, t) = 12 ±
1
2
tanh

1+ τ
τ − 4

x− 5
2(1+ τ) t

, (x, t) ∈ R× R+, (2)
represents a traveling-wave solution which is bounded from below and from above by 0 and 1, respectively [8].
LetL(u) be the left-hand side of (1). The following result establishes a symmetry property of the equation under study.
Its proof is based on the fact thatL(−u) = −L(u), whenever p is an even number.
Proposition 1. Let p be an even number. A function u satisfies (1) if and only if −u satisfies it, too. 
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Table 1
Expressions for the coefficients of the (n + 1)th row of the matrices A, Bk4 and Bk5 as given by
(6), in the implicit presentation (5) of the finite-difference method (4), with R = 1t/(1x)2 .
k1 k2 k3 k4 k5
α1t
21x (u
k
n)
p−R τ
1t + 1−τF
′(ukn)
2 +2R−1tf (ukn) − α1t21x (ukn)p−R 2τ1t − τ1t + 1−τF
′(ukn)
2
2. Numerical method
Computationally, we restrict our attention to some bounded, spatial domain I = [a, b], where a and b are real numbers
such that a < b, and we approximate solutions of (1) over some temporal interval [0, T ], for a positive, real number T . We
take regular partitions a = x0 < x1 < · · · < xN = b and 0 = t0 < t1 < · · · < tM = T , with norms 1x = (b − a)/N
and 1t = T/M , respectively. Let ukn represent an approximation of the exact value of u at the point (xn, tk), for every
n ∈ {0, 1, . . . ,N} and every k ∈ {0, 1, . . . ,M}, and define the vector uk = (uk0, uk1, . . . , ukN). Define the following linear
operators, for every n ∈ {1, . . . ,N − 1} and every k ∈ {1, . . . ,M − 1}:
δ(1)x u
k
n =
ukn+1 − ukn−1
21x
, δ(2)x u
k
n =
ukn+1 − 2ukn + ukn−1
(1x)2
,
δ
(1)
t u
k
n =
uk+1n − uk−1n
21t
, δ
(2)
t u
k
n =
uk+1n − 2ukn + uk−1n
(1t)2
.
(3)
With these conventions, the finite-difference scheme used in this work to approximate the solutions of (1) is given by
the set of equations
τδ
(2)
t u
k
n + (1− τF ′(ukn))δ(1)t ukn − δ(2)x uk+1n − α(ukn)pδ(1)x uk+1n − uk+1n f (ukn) = 0, (4)
for n ∈ {1, . . . ,N − 1} and k ∈ {1, . . . ,M − 1}. Additionally, we impose Dirichlet conditions on the endpoints of I , of the
form uk0 = u(a, tk) and ukN = u(b, tk), where u is a known, exact solution of (1). Under these conditions, our computational
technique may be rewritten in vector form as
Auk+1 − Bk4uk − Bk5uk−1 − bk+1 = 0, (5)
where k ∈ {1, . . . ,M − 1}. Here, for every real number c , the (N + 1)-dimensional vector bk+1, and the matrices A and Bc
of sizes equal to (N + 1)× (N + 1), are given by
bk+1 =

u(a, tk+1)
0
0
...
0
u(b, tk+1)
 , A =

1 0 0 0 · · · 0 0 0
k1 k2 k3 0 · · · 0 0 0
0 k1 k2 k3 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . k1 k2 k3
0 0 0 0 . . . 0 0 1
 ,
Bc =

0 0 0 · · · 0 0 0
0 c 0 · · · 0 0 0
0 0 c · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · c 0 0
0 0 0 · · · 0 c 0
0 0 0 · · · 0 0 0

,
(6)
respectively. Here, for every n ∈ {1, . . . ,N − 1}, the coefficients k1, k2, k3, k4 and k5 in the (n + 1)th row of the matrices
A, Bk4 and Bk5 are, in general, the functions of u
k
n provided in Table 1, and the constant R is equal to1t/(1x)
2.
Let k ∈ {1, . . . ,M − 1}, let Uk = (uk+1,uk,uk−1), and define −Uk = (−uk+1,−uk,−uk−1). Let L(Uk) be the left-hand
side of (5). The following result summarizes the symmetry properties of the numerical method (4). Its proof hinges on the
fact that, for every even number p, the functions kj (j = 1, . . . , 5) of Table 1 are even, and so are the matrices A, Bk4 and Bk5
as functions of uk, whence the identity L(−Uk) = −L(Uk) follows.
Proposition 2. Let p be an even number. The vector Uk satisfies (5) if and only if −Uk satisfies it, too. 
Evidently, this result is the discrete analogue of Proposition 1. We say that our method preserves the skew symmetry of
the solutions of our model.
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3. Boundedness preservation
Wesay that a square, realmatrix is a Z-matrix if all of its off-diagonal elements are non-positive. AnM-matrix is a Z-matrix
A for which the following conditions are satisfied:
(i) all the diagonal entries of A are positive, and
(ii) there exists a positive diagonal matrix D such that AD is strictly diagonally dominant.
EachM-matrix is non-singular, and its inverse is a positive matrix: all the entries of its inverse are positive [10]. The fact that
a matrix (or vector) A is positive is denoted by A > 0. We say that A is bounded from above by a real number s if all the
entries of A are less than s, a fact that is represented by A < s. We will say that A is bounded in (0, 1) if all its entries belong
to such an interval; this is denoted by 0 < A < 1.
Lemma 3. Let k ∈ {1, . . . ,M − 1} be such that uk is bounded in (0, 1). The following are sufficient conditions for the matrix A
of (5) to be an M-matrix:
(a) |α|1x < 2.
(b) 1t < τ
1t + 1−τ2 .
Proof. We use condition (a) and the fact that uk is bounded in (0, 1), to obtain that
|α|1t
21x
(ukn)
p − R < |α|1x1t
2(1x)2
− R < 0, (7)
whence it follows that both coefficients k1 and k3 of the (n + 1)th row of A are negative, for every n ∈ {1, . . . ,N − 1}. On
the other hand, for every such n, the inequality (b) and the boundedness of uk give
1tf (ukn) < 1t <
τ
1t
+ 1− τF
′(ukn)
2
= k2 − 2R+1tf (ukn). (8)
As a consequence, we obtain that the (n + 1)th row of A satisfies 2R = |k1| + |k3| < k2, for every n ∈ {1, . . . ,N − 1}. We
conclude that A is anM-matrix. 
Proposition 4 (Positivity). Let k ∈ {1, . . . ,M − 1}. Let uk be bounded in (0, 1), and let uk−1 and the boundary conditions on I
at the time tk+1 be positive. Suppose that conditions (a) and (b) of Lemma 3 are satisfied. Then uk+1 is positive if
(c) τ
1t <
1−τ
2 .
Proof. The inequality (c) clearly assures that k5 is positive. The positivity of the vectors uk and uk−1, and that of the
coefficients k4 and k5, guarantee that Bk4u
k + Bk5uk−1 + bk is likewise positive. On the other hand, Lemma 3 states that
A is anM-matrix, whence the conclusion readily follows. 
Proposition 5 (Boundedness). Let k ∈ {1, . . . ,M − 1} be such that both uk and uk−1, as well as the boundary conditions on I
at the time tk+1, are all bounded in (0, 1). Assume that the conditions (a), (b) and (c) of Lemma 3 and Proposition 4 are satisfied.
The vector uk+1 is bounded in (0, 1) if
(d) τ(p+1)p2 + p1t < 2τ1t .
Proof. The positivity of uk+1 is a consequence of Proposition 4. Let e be the (N + 1)-dimensional, real vector, all of
whose components are equal to 1. In terms of the vector wk+1 = e − uk+1, Eq. (5) becomes Awk+1 = dk+1, where
dk+1 = Ae−Bk4uk−Bk5uk−1−bk+1. The first and the last components of dk+1 are equal to 1−u(a, tk+1) and 1−u(b, tk+1),
respectively, which are positive numbers. On the other hand, for every n ∈ {1, . . . ,N−1}, the (n+1)th component of dk+1
is given by G(ukn, u
k−1
n ), where the function G : [0, 1] × [0, 1] → R is given by
G(x, y) = τ
1t
+ 1− τF
′(x)
2
−1tf (x)− 2τ
1t
x+

τ
1t
− 1− τF
′(x)
2

y, (x, y) ∈ [0, 1] × [0, 1]. (9)
Computing explicitly the first-order partial derivatives of Gwith respect to x and y, and using the inequalities (d) and (c) in
each case, respectively, we obtain that, for every x, y ∈ (0, 1),
∂G
∂x
(x, y) =

τ(p+ 1)p(1− y)
2
+ p1t

xp−1 − 2τ
1t
<
τ(p+ 1)p
2
+ p1t − 2τ
1t
< 0, (10)
∂G
∂y
(x, y) = τ
1t
− 1− τ + τ(p+ 1)x
p
2
<
τ
1t
− 1− τ
2
< 0. (11)
These inequalities, togetherwith the facts thatG(1, 1) = 0, and thatuk anduk−1 are bounded in (0, 1), imply thatG(ukn, uk−1n )
is a positive, real number, for every n ∈ {1, . . . ,N − 1}. As A is anM-matrix, we conclude that wk+1 is a positive vector or,
equivalently, that uk+1 is bounded from above by 1. 
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Fig. 1. Graphs of the functions h1, h2 and h3 given in (13) versus τ . The shaded region represents the set of points (τ ,1t) satisfying (12).
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c d
Fig. 2. Graphs of the exact solution (2) of (1) and the corresponding numerical approximation obtained through (4), at the times (a) t = 7.5, (b) t = 15,
(c) t = 30 and (d) t = 60, over the spatial domain [−50, 200]. Here, τ = 0.0024, α = −1, p = 1,1x = 1.5,1t = 0.05.
Let us assume that τ < 1. It is interesting to see that the condition (a) is related only to the parameter1x, while (b), (c)
and (d) refer exclusively to1t . These last three conditions simultaneously lead us to the inequalities
h1 < 1t < min {h2, h3} , (12)
where h1, h2 and h3 are the functions of τ given by
h1(τ ) = 2τ1− τ , h2(τ ) =
1− τ +(1− τ)2 + 16τ
4
, h3(τ ) = −τ(p+ 1)p+

τ 2(p+ 1)2p2 + 32pτ
4p
. (13)
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Fig. 3. Graphs of the exact solution (2) of (1) and the corresponding numerical approximation obtained through (4), at the times (a) t = 7.5, (b) t = 15,
(c) t = 30 and (d) t = 60, over the spatial domain [−50, 200]. Here, τ = 0.0024, α = −1, p = 1,1x = 0.5,1t = 0.005.
For illustration purposes, Fig. 1 depicts the graphs of the functions h1, h2 and h3 versus τ , for a value of p equal to 1. The
shaded region represents the set of points of the form (τ ,1t) satisfying the inequalities (12).
4. Computational results
In order to check the performance of the finite-difference scheme (4), we approximate the solutions of (1) with τ =
0.0024, α = −1 and p = 1. More precisely, we approximate the exact solution (2) in the spatial interval [−50, 200], over a
period of time of length 60. In this case, the boundedness constraints on the computational parameters, as provided by the
condition (a) of Lemma 3 and Eq. (12), are given by1x < 2 and 0.0048 < 1t < 0.0681.
In a first stage, we choose1x and1t equal to 1.5 and 0.05, respectively. Fig. 2 shows the exact solution of our problem
and the corresponding approximation obtained by our method, at the times 7.5, 15, 30 and 60. The results evidence a good
agreement between the analytical findings and the solutions at small times; however, the difference turns out to be greater
at larger values of t . Reducing the values of1x and1t to 0.5 and 0.005, respectively, we obtain the results of Fig. 2. In this
case, we find a good agreement between the exact and the computational solutions. Fig. 3 shows that a better agreement
results when the computational parameters are refined.
5. Conclusions
In this letter, we introduced a finite-difference scheme for approximating positive and bounded solutions of a hyperbolic
generalization of Fisher’s equation which includes nonlinear convection and damping. The method preserves the skew
symmetry of the solutions of the model and, under suitable parameter conditions, positive and/or bounded initial profiles
evolve into positive and/or bounded new approximations, respectively. Computational simulations show that our technique
performs well in practice, when the lag coefficient is relatively small.
It is important tomention that the design of a finite-difference scheme for approximating positive solutions of the partial
differential equation (1) with α equal to zero was proposed by Mickens and Jordan in [11]. In that sense, the present letter
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is an affirmative step toward the resolution of a more general problem which not only considers additionally the effects of
convection, but also considers the condition of boundedness of solutions.
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