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Summary. Discovering communities in complex networks helps to understand the behaviour
of the network. Some works in this promising research area exist, but communities uncov-
ering in time-dependent and/or multiplex networks has not deeply investigated yet. In this
paper, we propose a communities detection approach for multislice networks based on mod-
ularity optimization. We first present a method to reduce the network size that still preserves
modularity. Then we introduce an algorithm that approximates modularity optimization (as
usually adopted) for multislice networks, thus finding communities. The network size reduc-
tion allows us to maintain acceptable performances without affecting the effectiveness of the
proposed approach.
1 Introduction
Communities structure detection in complex networks is a research field that gained a consid-
erable attention in the last few years. Such interest is due to the possibility to discover hidden
behaviours by simply studying the network partitioning into communities. Several methods to
address the problem of community uncovering (see [7] for an overview) can be found in litera-
ture. However, few of them consider the more general case of communities in time-dependent
networks ([5][9][16][2][6]) and/or multiplex networks. On the other hand, networks whose
topology evolves over time are quite common ([10][13]). In this case, studying the community
structure by simply considering the network obtained by adding together all of its snapshots
over time can be too simplistic, and it would not permit to investigate about the temporal evo-
lution of communities. To address this problem, recently Mucha et al. [14] presented a general
framework to study the community structure of arbitrary multislice networks, i.e. a set of indi-
vidual networks linked together by the use of inter-slice links. Multislice networks are general
enough to be used to model time-varying, multiplex and multiscale networks. To assess the
quality of a given partition into communities, Mucha et al. [14] extended the modularity func-
tion, originally introduced in [15](QNG), to be applied to the more general case of multislice
networks (Qmultislice).
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A natural way to explore communities structure in multislice networks is by direct opti-
mization of the Qmultislice function. Unfortunately, the exact optimization of the QNG modu-
larity function is an NP-complete problem [4], and the optimization of the Qmultislice function
presents a similar problem. To deal with this problem, several approximation methods have
been developed (see [7] for an overview). Among them, the Louvain method devised by Blon-
del et al. [3] is one of the fastest yet sufficiently accurate algorithm.
In this work we present an algorithm inspired by [3] to discover communities in large
multislice networks. The paper is organized as follows. In section 2 we introduce multislice
networks discussing about previous works in this topic. Section 3 presents a method to re-
duce the size of a multislice network while preserving modularity. Section 4 illustrates our
algorithm to discover community structure in multislice networks. Finally, in section 5 con-
clusions and future works are discussed.
2 Communities in multislice networks
Real networks often are inherently dynamic, i.e. they change over time. Community structure
in such networks cannot be effectively analyzed neither only considering a single time snap-
shot nor studying a new network obtained by a sort of “sum” of all the variations across time.
On the other hand, traditional approaches to community discovering are not generally well
suitable to manage multiplex (or multi–layer) networks, where multiple edges between couple
of nodes are allowed. Multiplex networks model different kind of relations between nodes and
can be, alternatively, represented as a superimposition of distinct layers, each of which being
the network obtained by considering a single relation.
To address these issues, in [14] the authors proposed a framework to study community
structure in multislice networks. A multislice is a network composed by a set of network slices
linked together by inter–slices links. As an example of such a network, in figure 1 it is reported
a network composed by three slices coupled each other by a set of links depicted using dotted
lines. Multislice networks can be used in many contexts. For instance, a multiplex network
can be simply represented by a multislice network by mapping each layer of the network to
a slice. Moreover, a time varying network can be mapped to a multislice network where each
slice is a single instant snapshot network.
In [14] the authors also propose a multislice extension of the Newman’s modularity func-
tion, thus providing a metric to assess the quality of a given partition into communities of a
multislice network.
In particular, given a multislice network, the multislice generalization of modularity for
unipartite, undirected network slices and couplings is:
Qmultislice =
1
2µ ∑i jsr
{(
Ai js− γs
kisk js
2ms
)
δsr+δi jC jsr
}
δ
(
gis,g jr
)
(1)
Where i and j range over all nodes, s and r range over all slices, Ai js is the element of the
adjacency matrix of the slice s (intra–slice),C jsr is the link between node j in slice s and node
j in slice r (inter–slice coupling), kis (k js) is the degree of node i ( j) in slice s, ms is the number
of links in slice s, γs is a resolution parameter and µ is a normalization factor.
Equation 1 can be considered as composed by two terms, the first one takes into account
the contribution to the modularity given by each slice (it looks like Newman’s modularity),
whereas the second term is the contribution given by the inter-slices coupling.
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Fig. 1. An example of a three slices network
The modularity function in equation 1 plays a double role: 1) it is used to assess the qual-
ity of a given partition and 2) it can be exploited to discover community structure by direct
optimization. Unfortunately, as discussed in section 1, the exact modularity optimization is
presumably an NP-complete problem (similarly to what has already been observed for New-
man’s modularity in [4]). To overcome this computability matter, in this paper we propose a
greedy method to optimize Qmultislice inspired by the Louvain algorithm [3]. In particular, our
algorithm makes extensively use of a network size reduction method that we have specifically
devised for multislice network, explained in the next section.
3 Size reduction in multislice networks
Reducing the size of multislice networks is useful to implement greedy optimization for
Qmultislice. To achieve this, let Gm a multislice network with undirected network slices and
coupling (this does not affect generality).
Note that, by definition, each node in slice s is connected only with the same node in slice
r, that isCi jsr = 0 ∀i 6= j, thenC jsr ≡Ci jsr ∀i, j. This equivalence implies that the term δi jC jsr
in equation1 can be substituted by the equivalent Ci jsr, so resulting equation is as follows:
Q∗multislice =
1
2µ ∑i jsr
{(
Ai js− γs
kisk js
2ms
)
δsr+Ci jsr
}
δ
(
gis,g jr
)
(2)
Where δi j has been included into the coupling term.
By definition, for every partition into communities of Gm⇒ Q∗multislice ≡ Qmultislice.
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Now let Coms : {1, ...,N} → {1, ..Ms} be a partition of slice s of the network into Ms
communities. The function Coms assigns a community index Coms(i) to node i in slice s of
the network Gm. Let us consider the reduced network G′m obtained as in the following:
• In every slice s we replaced each community with a single node.
• The intra-slice weight w′mns between the nodes m and n of slice s of the reduced network
G′m is defined as in the following:
w′mns =∑
i
∑
j
Ai jsδ (Coms(i),m)δ (Coms( j),n) m,n ∈ 1, ...,Ms (3)
i.e. w′mns is the sum of all the links connecting vertices in the corresponding communities.
• The inter-slice weightC′mnsr between node m in slice s and node n in slice r of the reduced
network G′m is defined as in the following:
C′mnsr =∑
i
∑
j
Ci jsrδ (Coms(i),m)δ (Comr( j),n) m ∈ 1, ...,Ms, n ∈ 1, ...,Mr (4)
i.e. C′mnsr is the sum of all the links connecting vertices in community m in slice s with
vertices in community n in slice r.
In other words, the reduced multislice network is obtained by collapsing each community in
one node and by properly setting the weights of both inter–slice and intra–slice links.
Figure 3 presents an example of the application of the proposed size reduction method .
Figure 2(a) shows the original multislice network Gm composed by three slices where nodes
belonging to a community are depicted using the same colour. Figure 2(b) shows the reduced
multislice network G
′
m composed (as the original one) of three slices, where each community
has been replaced by one node and link weights are recomputed by using equations 3 and 4.
1
2
3
(a) Original multislice network - Gm
1
2
3
(b) Reduced multislice network - G
′
m
Now we want to prove that the Q∗multislice of Gm is equal to Q
∗′
multislice of G
′
m, i.e. the
proposed network size reduction method preserves multislice modularity.
The proof that Q∗′multislice = Q
∗
multislice is as follow:
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Q∗
′
multislice =
1
2µ ′ ∑mnsr
{(
w′mns− γs
w′msw′ns
2w′s
)
δsr+C′mnsr
}
δ (gms,gnr)
=
1
2µ ′∑s ∑mn
(
w′mns− γs
w′msw′ns
2w′s
)
δ (gms,gns)
1st term
+ (5)
+
1
2µ ′∑sr ∑mn
C′mnsrδ (gms,gnr)
2nd term
By applying the same approach followed in [1], it is straightforward to prove that the first
term in equation 5 can be rewritten as:
1st term=
1
2µ ∑s ∑i j
(
wi js− γs
wisw js
2ws
)
δ
(
gis,g js
)
(6)
By using equation 4, it is also easy to show that the second term can be rewritten as:
2nd term=
1
2µ ′∑sr ∑mn
C′mnsrδ (gms,gnr)
=
1
2µ ∑sr ∑mn
(
∑
i j
Ci jsrδ (Coms(i),m)δ (Comr( j),n)
)
δ (gms,gnr)
=
1
2µ ∑sr ∑i j
Ci jsr∑
mn
δ (Coms(i),m)δ (Comr( j),n)δ (gms,gnr) (7)
=
1
2µ ∑sr ∑i j
Ci jsrδ
(
gComs(i)s,gComr( j)r
)
=
1
2µ ∑sr ∑i j
Ci jsrδ
(
gis,g jr
)
Putting together the first and second terms, we obtain the following:
Q∗
′
multislice =
1
2µ ∑s ∑i j
(
wi js− γs
wisw js
2ws
)
δ
(
gis,g js
)
1st term
+
1
2µ ∑sr ∑i j
Ci jsrδ
(
gis,g jr
)
2nd term
=
1
2µ ∑i jsr
{(
wi js− γs
wisw js
2ws
)
δsr+Ci jsr
}
δ
(
gis,g jr
)
(8)
=Q∗multislice
In conclusion we proved that nodes belonging to a community in a multislice network can
be all replaced by a unique node in the reduced multislice network ( this is a generalization of
the work by Arenas et al. in [1]).
4 An algorithm to discover communities in multislice networks
To discover communities in multislice networks we propose a greedy algorithm based on a
local optimization of the modularity function in equation 2.
Given a multislice network Gm , our algorithm consists of two steps repeated iteratively:
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Step 1
• Initially, we place each node of the network in a different community, so there are as many
communities as the nodes in the multislice network (i.e. ∑sNs where Ns is the number of
nodes in slice s).
• For each node i in the slice s the gain of Q∗multislice obtained by moving node i in the same
community of it’s neighbours j is computed. Note that the neighbourhood of a node i is
composed by all nodes i is linked to. It also includes those nodes i is linked to through
inter-slices coupling.
• Then, node i is placed in the community for which the gain is maximum (and positive).
• Step 1 is performed iteratively until a local maximum of Q∗multislice is reached.
Step 2
After step 1, we build a new multislice network by applying the size reduction method de-
scribed in section 3.
• Each slice of the new network consists of as many nodes as the number of communities
found during the step 1.
• The weight of the intra-slice link between two new nodes i and j is given by the sum of
the weights of the links between communities corresponding to nodes i and j respectively
(eq. 3). Note that intra-slice links between nodes in the same community are represented
by a weighted self–loop link in the corresponding new node.
• The weight Ci jsr of the inter-slice links between node i in slice s and node j in slice r is
given by the sum of the weights of the links between communities corresponding to nodes
i and j placed in slices s and r respectively (eq. 4).
After the second step the number of nodes can diminish drastically, thus speeding up the
computation time. To get an idea of how much network size decreases thanks to the proposed
reduction method, readers can refer to the work by Arenas et al. [1]. In figure 4 the two steps
of our algorithm are graphically illustrated for a network composed by three slices.
In addition, the way the algorithm works permits an implicit discovering of the hierarchi-
cal structure of a multislice network. In fact, the network produced at the end of the second
step in each pass of the algorithm can be considered as a more higher hierarchical level net-
work. In other words, the hierarchical organization of the network is naturally explored as the
algorithm proceeds. In conclusion, our algorithm inherits all the advantages of the Louvain
method proposed by V. Blondel et al.[3]:
• It is easy to implement.
• It is very fast (Blondel et al.[3] claim that their implementation is able to find communities
in a network of 118 million nodes and 1 billion links in 152 minutes only!)
• It is multi-resolution and naturally gives a hierarchical decomposition of the network.
Additionally, our proposal also allows us to discover communities in multislice networks.
To test our algorithm, we have implemented a prototype written in Python programming
language. Since no universally accepted benchmarks for multislice networks currently exist
we performed our tests on the examples provided in [14] and specifically we discovered com-
munities in the Zachary Karate network across multiple resolutions. Running our algorithm
on this network we obtained the same results reported in [14], thus endorsing the effectiveness
of the proposed method.
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3Step 1
Fig. 2.
5 Conclusions
In this paper we presented a greedy algorithm to find communities in multislice networks. Our
proposal started from reducing the size of the network without affecting the modularity, so the
reduced network partitioning into communities is equivalent to the initial network.
Some issues still have to be addressed, in particular:
• to replace the prototype in Python with an optimized C++ implementation of the greedy
algorithm described previously
• to test the proposed approach to real and large networks, in order to assess its effectiveness
as well as its performances. This goal is strictly related to the previous one, indeed an
optimized algorithm implementation is essential when working on large networks
• to investigate about the definition of (new) benchmarks for multislice networks in addition
to currently available benchmarks as [11][12][8].
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