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APPROXIMATE AND MEAN APPROXIMATE CONTROLLABILITY PROPERTIES
FOR HILFER TIME-FRACTIONAL DIFFERENTIAL EQUATIONS
ERNEST ARAGONES, VALENTIN KEYANTUO, AND MAHAMADI WARMA
Abstract. We study the approximate and mean approximate controllability properties of fractional partial
differential equations associated with the so-called Hilfer type time-fractional derivative and a non-negative
selfadjoint operator AB with a compact resolvent on L
2(Ω), where Ω ⊂ RN (N ≥ 1) is a bounded open set.
More precisely, we show that if 0 ≤ ν ≤ 1, 0 < µ ≤ 1 and Ω ⊂ RN is a bounded open set, then the system
D
µ,ν
t u+ ABu = f |ω in Ω× (0, T ), (I
(1−ν)(1−µ)
t u)(·, 0) = u0 in Ω,
is approximately controllable for any T > 0, u0 ∈ L2(Ω) and any non-empty open set ω ⊂ Ω. In addition,
if the operator AB has the unique continuation property, then the system is also mean approximately
controllable. The operator AB can be the realization in L
2(Ω) of a symmetric, non-negative uniformly
elliptic second order operator with Dirichlet or Robin boundary conditions, or the realization in L2(Ω) of
the fractional Laplace operator (−∆)s (0 < s < 1) with the Dirichlet exterior condition, u = 0 in RN \ Ω,
or the nonlocal Robin exterior condition, N su+ βu = 0 in RN \Ω.
1. Introduction
Let Ω ⊂ RN (N ≥ 1) be a bounded open set with boundary ∂Ω. The main concern of the present paper
is to study the controllability properties of a class of fractional (possible space-time) differential equations
involving the so-called Hilfer time-fractional derivative. More precisely, we consider the following initial
value problem: {
D
µ,ν
t u+ABu = f |ω in Ω× (0, T ),
(I
(1−ν)(1−µ)
t u)(·, 0) = u0 in Ω,
(1.1)
where T > 0 and 0 ≤ ν ≤ 1, 0 < µ ≤ 1 are real numbers, Dµ,νt u denotes the Hilfer time-fractional derivative
of order (µ, ν) of the function u formally defined by
D
µ,ν
t u(t) := I
ν(1−µ)
t
d
dt
(
I
(1−ν)(1−µ)
t u
)
(t), t > 0. (1.2)
In (1.2), for a real number α ≥ 0, Iαt denotes the Riemann-Liouville fractional integral of order α (see (3.3)
below for more details).
In (1.1), the operator AB is a non-negative selfadjoint operator on L
2(Ω) with compact resolvent, u =
u(x, t) is the state of the system to be controlled and f = f(x, t) is the control function which is localized in
a non-empty open set ω ⊂ Ω.
Let f ∈ L2(ω× (0, T )) and u0 ∈ C((0, T ];L2(Ω)) a solution of the system (1.1). Then the set of reachable
states is given by
R(u0, T ) :=
{
u(·, T ) : f ∈ L2(ω × (0, T ))
}
.
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We shall say the system (1.1) is null controllable if 0 ∈ R(u0, T ); exactly controllable if R(u0, T ) = L2(Ω);
and approximately controllable ifR(u0, T ) is dense in L2(Ω). It is easy to see that exactly controllable implies
null controllable which in turn implies approximately controllable. But the reserve implications are not true
in general.
We will say that our system is mean approximately controllable if the set{
I
(1−ν)(1−µ)
t u(·, T ) : f ∈ L
2(ω × (0, T ))
}
is dense in L2(Ω). This is a totally new notion of controllability and is different from the classical approximate
controllability in the case (1− ν)(1−µ) 6= 0; otherwise the two notions coincide as we shall specify below. It
is also easy to see that exactly controllable implies null controllable which also implies mean approximately
controllable. But we do not know if there is any implication between mean approximately and approximately
controllable, except for the already observed fact that for (1− µ)(1 − ν) = 0 the two notions coincide.
In our framework, the operator AB can be a realization in L
2(Ω) of a symmetric and uniformly elliptic
second order operator with bounded measurable coefficients subject to the Dirichlet or Robin type boundary
conditions. Another example for the operator AB is a realization in L
2(Ω) of the fractional Laplace operator
(−∆)s (0 < s < 1) with the Dirichlet exterior condition u = 0 in RN \ Ω, or the nonlocal Robin exterior
condition, N su+βu = 0 in RN \Ω, where β ∈ L1(RN \Ω) is a non-negative given function and N su denotes
the nonlocal normal derivative of the function u (see (2.15) for the precise definition). We emphasize that
with a small modification of our proofs the Neumann boundary condition (for second order elliptic operators)
or the nonlocal Neumann exterior condition N su = 0 in RN \Ω (for the fractional Laplace operator) can be
also included in our framework.
When µ = 1, the system (1.1) is the well-known evolution equation of the first order which has been
intensively studied. The heat and the Schro¨dinger equations are included in this framework. The null or/and
the approximate controllability of such a system is well-known and has been investigated by several authors
when AB is a realization in L
2(Ω) of a uniformly elliptic second order operator with various boundary
conditions (Dirichlet, Neumann and Robin). We refer for instance to the monographs [2, 46] and their
references for a complete overview. Instead, if AB is a realization in L
2(Ω) of the fractional Laplace operator
(−∆)s (0 < s < 1) with Dirichlet, nonlocal Neumann or nonlocal Robin exterior conditions, little is known
regarding the fractional heat equation. In one space dimension (N = 1), using some properties of the
eigenfunctions, eigenvalues and the associated Ingham conditions, it has been shown that the fractional heat
equation with the Dirichlet exterior condition is null controllable in any time T > 0 if and only if 12 < s < 1.
See e.g. [9, 10] for the interior control and [4, 45] for the exterior control, that is, when the control region ω
is localized in RN \ Ω. The case of the nonlocal Neumann and Robin exterior conditions remains open due
to the lack of information on the associated eigenvalues and eigenfunctions. In space dimension N ≥ 2, the
best possible controllability result available for the fractional heat and wave equations is the approximate
controllability recently proved in [26, 28, 43, 44]. The case of the fractional Schro¨dinger equation in space
dimension N ≥ 1 has been studied in [8] where the author has shown that the system is null controllable for
large enough time T if and only if 12 ≤ s < 1. The main tool used is the fractional version of the Pohozaev
identity established in [35]. This is the only model that we can deal in the multi-dimensional setting.
If ν = 1 and 0 < µ < 1, then Dµt := D
µ,0
t is the Caputo time fractional derivative of order µ. In this
context, when AB = (−∆)s (0 < s < 1) with the Dirichlet exterior condition, the exterior approximate
controllability properties have been investigated in [44]. Following the same ideas one can also derive some
interior approximate controllability results.
The interior approximate controllability in the case Dµt := D
µ,0
t has been investigated in [18] where the
authors have shown that for a symmetric non-negative uniformly elliptic second order operator with the
Dirichlet boundary condition, the corresponding fractional diffusion system is approximately controllable in
any T > 0, ω ⊂ Ω an arbitrary non-empty open set and any f ∈ C∞0 (ω × (0, T )).
Most recently, it has been shown in [29] that for any µ > 0, (µ 6∈ N) the Caputo type system of order µ is
not null controllable in any time T > 0, that is, for example if 0 < µ < 1, then there is no control function
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f such that the solution u of the associated system can rest at some time T > 0. This also shows that
such a system cannot be exactly controllable. We would like to emphasize that the proof of the non-null
controllability given in [29] also works for the system (1.1) when µ 6= 1.
In the case ν = 0 and 0 < µ < 1, the above system becomes the fractional evolution equation with the
Riemann-Liouville time-fractional derivative of order µ. Such equations have been intensively studied. The
approximate controllability for equations in this class has been studied in [27]. In the case of the Riemann-
Liouville time-fractional derivatives, the initial condition is nonlocal as in (1.1) when (1− ν)(1 − µ) 6= 0.
Motivated by these results, we propose in this paper to investigate the case of the general fractional
evolution equation as stated in (1.1) which includes all the above mentioned works.
We summarize the novelties and the main results obtained in the present paper.
• As we have already mentioned, the system considered in the present paper is very general and it
includes almost all possible fractional order PDEs. In addition our framework includes not only the
classical second order elliptic operators, but it also allows elliptic operators of fractional order like
the fractional Laplace operator or the regional fractional Laplace operator (see e.g. [41, 42] for the
definition of the regional fractional Laplacian).
• The first main result (Theorem 2.6) states that if 0 ≤ ν < 1, 0 < µ < 1 and ω ⊂ Ω is an arbitrary
non-empty open set, then the system (1.1) is approximately controllable in any time T > 0. Given
that such a system cannot be null controllable if µ 6= 1 (by [29]), the approximate controllability is
the best possible result that can be expected in the study of the classical controllability properties
of the system (1.1).
• Under the above hypothesis on ω and 0 ≤ ν ≤ 1, 0 < µ ≤ 1, our second main result (Theorem 2.7)
shows that if in addition the operator AB has the unique continuation property (see (2.5)), then the
system (1.1) is also mean approximately controllable in any time T > 0.
• Finally, we show that the mean approximate controllability of (1.1) is equivalent to the unique-
continuation principle for solutions of the associated adjoint system (3.23), that is,
(v solution of (3.23), v
∣∣
ω×(0,T )
= 0) =⇒ v = 0 in Ω× (0, T ).
In addition this seems not to be the case for the approximate controllability, unless (1−ν)(1−µ) = 0,
in which case mean approximate and approximate controllabilities are the same notions.
As we can observe in the system (1.1), if (1 − µ)(1 − ν) 6= 0, then the initial condition is given in terms
of the Riemann-Liouville fractional integral. On the contrary, initial conditions for the Caputo derivatives
(that is, when ν = 1 and 0 < µ < 1) are expressed in terms of initial values of integer order derivatives.
This allows for a numerical treatment of initial value problems for differential equations of non integer order
independently of the chosen definition of the fractional derivative. For this reason, many authors either
resort to Caputo derivatives, or use the Riemann-Liouville derivatives but avoid the problem of initial values
of fractional derivatives by treating only the case of zero initial conditions.
The interesting paper [25] has provided a series of examples from the field of viscoelasticity which demon-
strate that it is possible to attribute physical meaning to initial conditions expressed in terms of Riemann-
Liouville fractional derivatives (as in (1.1)), and that it is possible to obtain initial values for such initial
conditions by appropriate measurements or observations. The mentioned examples include: The Spring-pot
model, which is a linear viscoelastic element whose behavior is intermediate between that of an elastic el-
ement and a viscous element; a stress relaxation or a general deformation; and an impulse response. For
more details we refer to [25] and the references therein.
Fractional order operators have recently emerged as a modeling alternative in various branches of science
and technology. In fact, in many situations, the fractional models reflect better the behavior of the system
both in the deterministic and stochastic contexts. A number of stochastic models for explaining anomalous
diffusion have been introduced in the literature; among them we mention the fractional Brownian motion;
the continuous time random walk; the Le´vy flights; the Schneider grey Brownian motion; and more generally,
random walk models based on evolution equations of single and distributed fractional order in space (see e.g.
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[15, 22, 32, 36]). In general, a fractional diffusion operator corresponds to a diverging jump length variance
in the random walk. We refer to [13, 17, 19, 20, 25] and the references therein for a complete analysis, the
derivation and the applications of fractional order operators.
The rest of the paper is organized as follows. In Section 2 we state the main results of the article and give
some examples of operators that apply to our situation. Section 3 contains some intermediate results that
are needed in the proofs of our main results. More precisely, we prove the existence and uniqueness of weak
solutions to the system (1.1) and its associated adjoint system, and give the representation of solutions in
terms of series involving the Mittag-Leffler functions. The proofs of the main results are given in Section 4.
2. Main results and examples
In this section we state the main results of the paper and give some examples. Let Ω ⊂ RN (N ≥ 1) be
a bounded open set. First, we introduce our assumption on the operator AB .
Assumption 2.1. We assume that AB is a non-negative, selfadjoint operator on L
2(Ω) with domain D(AB),
and that the embedding D(AB) →֒ L2(Ω) is compact, where D(AB) is endowed with the graph norm.
It follows from Assumption 2.1 that AB is given by a bilinear, symmetric, continuous, elliptic and closed
form EB with domain D(EB) := V 1
2
and EB(u, u) ≥ 0 for every u ∈ V 1
2
. Moreover, we have that AB
has a compact resolvent, hence, its eigenvalues form a non-decreasing sequence of real numbers 0 ≤ λ1 <
λ2 < · · · < λn · · · such that limn→∞ λn = ∞. We assume that the first eigenvalue λ1 > 0. We denote by
(ϕn)n∈N the orthonormal basis of normalized eigenfunctions associated with the eigenvalues (λn)n∈N. Then
ϕn ∈ D(AB) for every n ∈ N and (ϕn)n∈N is total in V 1
2
and in L2(Ω).
Throughout the remainder of the article, without any mention we shall denote by V− 12 the dual of V
1
2
with
respect to the pivot space L2(Ω), so that we have the following continuous embeddings: V 1
2
→֒ L2(Ω) →֒ V− 12 .
Moreover, (·, ·)L2(Ω) will designate the scalar product in L
2(Ω) and 〈·, ·〉V
−
1
2
,V 1
2
will denote the duality pairing
between V− 12 and V
1
2
.
2.1. Main results. We first introduce the notion of weak solutions to the system (1.1).
Definition 2.2. Let u0 ∈ L2(Ω) and f a given function. A function u is said to be a weak solution of the
system (1.1), if for every T > 0, the following properties hold:
• Regularity and initial condition:
u ∈ C((0, T ];V 1
2
),
I
(1−ν)(1−µ)
t u ∈ C([0, T ];L
2(Ω)),
D
µ,ν
t u ∈ C((0, T ];V− 12 ),
(2.1)
and I
(1−ν)(1−µ)
t u(·, 0) = u0.
• Variational identity: For every ϕ ∈ V 1
2
and a.e. t ∈ (0, T ), we have
〈Dµ,νt u(·, t), ϕ〉V
−
1
2
,V 1
2
+ EB(u(·, t), ϕ)− (f(·, t), ϕ)L2(Ω) = 0. (2.2)
Now, we introduce our two notions of approximately controllable.
Definition 2.3. The system (1.1) is said to be approximately controllable in time T > 0, if for every u0,
u1 ∈ L2(Ω) and ε > 0, there exists a control function f ∈ L2((0, T );L2(ω)) = L2(ω × (0, T )) such that the
weak solution u of (1.1) satisfies
‖u(·, T )− u1‖L2(Ω) ≤ ε. (2.3)
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Definition 2.4. The system (1.1) will be said to be mean approximately controllable in time T > 0, If for
any u0, u1 ∈ L2(Ω) and ε > 0, there exists a control function f ∈ L2(ω× (0, T )) such that the weak solution
u of (1.1) satisfies ∥∥∥I(1−ν)(1−µ)t u(·, T )− u1∥∥∥ ≤ ε. (2.4)
Remark 2.5. We observe that if (1−ν)(1−µ) = 0, then I
(1−ν)(1−µ)
t u(·, T ) = u(·, T ), and hence, approximate
and mean approximate controllability coincide.
Our main results are the following theorems.
Theorem 2.6. Let 0 ≤ ν < 1, 0 < µ < 1 and ω ⊂ Ω an arbitrary non-empty open set. Then, the system
(1.1) is approximately controllable at any time T > 0.
Theorem 2.7. Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1 and ω ⊂ Ω an arbitrary non-empty open set. Assume that the
operator AB has the unique continuation property in the sense that,
if λ > 0, ϕ ∈ D(AB), ABϕ = λϕ and ϕ = 0 in ω, then ϕ = 0 in Ω. (2.5)
Then, the system (1.1) is mean approximately controllable.
2.2. Some examples of operators. We conclude this section by giving some examples of operators that
satisfy our assumptions.
Example 2.8 (Second orders elliptic operators). We consider the operator A given formally by
Au(x) := −
N∑
i,j=1
∂
∂xj
(
ai,j(x)
∂u
∂xi
(x)
)
+ b(x)u(x), x ∈ Ω,
where the real-valued coefficients satisfy the following conditions:
aij(x) = aji(x), aij ∈W
1,∞(Ω), 1 ≤ i, j ≤ N, b ∈ L∞(Ω), b(x) ≥ 0, x ∈ Ω,
and there is a constant ρ > 0 such that the following ellipticity condition holds: For a.e. x ∈ Ω and all
ξ ∈ RN we have
N∑
i,j=1
ai,j(x)ξiξj ≥ ρ|ξ|
2.
(a) The Dirichlet boundary condition. Let Ω ⊂ RN be an arbitrary bounded open set. Let AD
be the selfadjoint operator on L2(Ω) associated with the closed, bilinear and symmetric form ED :
W
1,2
0 (Ω)×W
1,2
0 (Ω)→ R given by
ED(u, v) :=
N∑
i,j=1
∫
Ω
aij
∂u
∂xi
∂v
∂xj
dx +
∫
Ω
buv dx, u, v ∈W 1,20 (Ω).
More precisely,{
D(AD) :=
{
u ∈W 1,20 (Ω) : ∃ w ∈ L
2(Ω) : ED(u, v) = (w, v)L2(Ω) ∀ v ∈W
1,2
0 (Ω)
}
,
ADu = w.
Then, AD is the realization of A in L
2(Ω) with the Dirichlet boundary condition Bu := u|∂Ω = 0 on
∂Ω, and it satisfies all our assumptions. In particular AD has the unique continuation property in
the sense of (2.5).
6 ERNEST ARAGONES, VALENTIN KEYANTUO, AND MAHAMADI WARMA
(b) The Robin boundary condition. Assume that Ω ⊂ RN is a bounded open set with a Lipschitz-
continuous boundary. Let β ∈ L∞(∂Ω) satisfy β(x) ≥ β0 > 0 a.e. on ∂Ω for some constant β0. Let
AR be the selfadjoint operator on L
2(Ω) associated with the closed, bilinear and symmetric form
ER :W 1,2(Ω)×W 1,2(Ω)→ R given by:
ER(u, v) :=
N∑
i,j=1
∫
Ω
aij
∂u
∂xi
∂v
∂xj
dx+
∫
Ω
buv dx+
∫
∂Ω
βuv dσ.
As for the Dirichlet boundary condition, we have that{
D(AR) :=
{
u ∈W 1,2(Ω) : ∃ w ∈ L2(Ω) : ER(u, v) = (w, v)L2(Ω) ∀ v ∈ W
1,2(Ω)
}
,
ARu = w.
Then, AR is the realization of A in L
2(Ω) with the Robin boundary condition Bu := ∂νAu+ βu = 0
on ∂Ω. Here,
∂νAu(x) :=
N∑
i,j=1
aij(x)
∂u(x)
∂xi
νj(x).
The operator AR satisfies all our assumptions and it also enjoys the unique continuation property. For more
details we refer to [5, 6, 12, 40] and the references therein.
Before giving some examples involving the fractional Laplace operator, we need to introduce the fractional
order Sobolev spaces needed for a rigorous definition of the fractional Laplace operator. Let Ω ⊂ RN (N ≥ 1)
be an arbitrary bounded open set. For 0 < s < 1 we let
W s,2(Ω) :=
{
u ∈ L2(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s
dxdy <∞
}
(2.6)
and we endow it with the norm
‖u‖W s,2(Ω) :=
(∫
Ω
|u|2 dx+
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s
dxdy
) 1
2
.
We let
W
s,2
0 (Ω) :=
{
u ∈ W s,2(RN ) : u = 0 in Rn \ Ω
}
=
{
u ∈ W s,2(RN ) : supp(u) ⊂ Ω
}
.
We set
W˜
s,2
0 (Ω) :=
{
u|Ω : u ∈ W
s,2
0 (Ω)
}
.
Next, let β ∈ L1(RN \ Ω) be fixed and define the fractional order Sobolev type space
W
s,2
β,Ω :=
{
u : RN → R measurable : ‖u‖W s,2
β,Ω
<∞
}
,
where
‖u‖W s,2
β,Ω
:=
(∫
Ω
|u|2 dx +
∫
RN\Ω
|u|2|β| dx+
∫ ∫
R2N\(RN\Ω)2
|u(x) − u(y)|2
|x− y|N+2s
dxdy
) 1
2
, (2.7)
and
R
2N \ (RN \ Ω)2 = (Ω× Ω) ∪ (Ω× (RN \ Ω)) ∪ ((RN \ Ω)× Ω).
The space W s,2β,Ω has been introduced in [14] to study the nonlocal Neumann problem for (−∆)
s. If β = 0,
then we shall denote W s,20,Ω =W
s,2
Ω . Then W
s,2
β,Ω →֒ W
s,2
Ω as this is obvious from the above definitions. It has
been shown in [14, Proposition 3.1] that W s,2β,Ω endowed with the norm (2.7) is a Hilbert space.
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For more information on fractional order Sobolev spaces we refer to [13, 14, 17, 23, 41] and the corre-
sponding references.
To introduce the fractional Laplace operator we set
L1s(R
N ) :=
{
u : RN → R measurable :
∫
RN
|u(x)|
(1 + |x|)N+2s
dx <∞
}
.
For u ∈ L1s(R
N ) and ε > 0 we let
(−∆)sεu(x) := CN,s
∫
{y∈RN :|y−x|>ε}
u(x)− u(y)
|x− y|N+2s
dy, x ∈ RN ,
where the normalization constant CN,s is given by
CN,s :=
s22sΓ
(
2s+N
2
)
π
N
2 Γ(1− s)
, (2.8)
and Γ is the usual Euler Gamma function. The fractional Laplace operator (−∆)s is defined for u ∈
L1s(R
N ) by the formula:
(−∆)su(x) := CN,sP.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy = lim
ε↓0
(−∆)sεu(x), x ∈ R
N , (2.9)
provided that the limit exists for a.e. x ∈ RN . We have that L1s(R
N ) is the right space for which v := (−∆)sεu
exists for every ε > 0 and v being also continuous at the continuity points of u.
For more information on the fractional Laplace operator we refer to [37, 38, 41, 42] and their references.
Example 2.9 (The fractional Laplacian with Dirichlet exterior condition). Firstly, we consider the
Dirichlet problem for (−∆)s, that is, the elliptic equation
(−∆)su = f in Ω, u = 0 in RN \ Ω. (2.10)
Let f ∈ L2(Ω). A function u ∈W s,20 (Ω) is said to be a weak solution of (2.10), if
E(u, v) :=
CN,s
2
∫
RN
∫
RN
(u(x) − u(y))(v(x) − v(y))
|x− y|N+2s
dy dx =
∫
Ω
fv dx, (2.11)
for every v ∈ W s,20 (Ω). Using the classical Lax-Milgram lemma, it is straightforward to show the existence
and uniqueness of weak solutions to the Dirichlet problem (2.10).
Secondly, for a function u ∈ L2(Ω) we define its extension uD as follows:
uD(x) :=
{
u(x) if x ∈ Ω,
0 if x ∈ RN \ Ω.
(2.12)
Let
D(ED) :=
{
u ∈ L2(Ω) : uD ∈ W
s,2
0 (Ω)
}
= W˜ s,20 (Ω), (2.13)
and ED : D(ED)×D(ED)→ R the form given by
ED(u, v) := E(uD, vD),
where E is given in (2.11). Then, ED is a densely defined, symmetric and closed bilinear form in L2(Ω). The
selfadjoint operator (−∆)sD on L
2(Ω) associated with ED is given by
D((−∆)sD) :=
{
u ∈ W˜ s,20 (Ω) : ∃ f ∈ L
2(Ω) such that uD is a weak solution of (2.10)
with right hand side f
}
,
(−∆)sDu := f.
(2.14)
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By [38] (see also [11, 37, 41]) the operator (−∆)sD has a compact resolvent and its eigenvalues form a non-
decreasing sequence of real numbers 0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · satisfying limn→∞ λn = ∞. All the
eigenvalues have finite geometric multiplicity. It also follows from [16, Theorem 1.4] that (−∆)sD satisfies
the unique continuation property in the sense of (2.5).
Example 2.10 (The fractional Laplacian with nonlocal Robin exterior condition). Let Ω ⊂ RN
be a bounded open set with a Lipschitz continuous boundary. For u ∈ W s,2Ω we define the nonlocal normal
derivative N su of u as follows:
N su(x) := CN,s
∫
Ω
u(x)− u(y)
|x− y|N+2s
dy, x ∈ RN \ Ω, (2.15)
where CN,s is the constant given in (2.8). Clearly, N s is a nonlocal operator and is well defined on W
s,2
Ω .
Let f ∈ L2(Ω), β ∈ L1(RN \ Ω) a non-negative function and consider the following Robin problem:
(−∆)su = f in Ω, N su+ βu = 0 in RN \ Ω. (2.16)
By a weak solution to (2.16) we mean a function u ∈W s,2β,Ω such that
CN,s
2
∫ ∫
R2N\(RN\Ω)2
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dxdy +
∫
RN\Ω
βuv dx =
∫
Ω
fv dx
for every v ∈ W s,2β,Ω. Here also the existence and uniqueness of weak solutions is easy to prove.
For a function u ∈ L2(Ω) we define its extension uR as follows:
uR(x) :=
u(x) if x ∈ Ω,CN,s
CN,sρ(x) + β(x)
∫
Ω
u(y)
|x− y|N+2s
dy if x ∈ RN \Ω,
where
ρ(x) :=
∫
Ω
1
|x− y|N+2s
dy, x ∈ RN \Ω.
Since ∂Ω is a null set (with respect to the N -dimensional Lebesgue measure), we have that uR is well defined
for every u ∈ L2(Ω). In addition, uR satisfies the following Robin exterior condition (see e.g. [11]):
N suR + βuR = 0 in R
N \ Ω. (2.17)
Let
D(ER) :=
{
u ∈ L2(Ω) : uR ∈W
s,2
β,Ω
}
,
and the bilinear form ER : D(ER)×D(ER)→ R be given by
ER(u, v) :=
CN,s
2
∫ ∫
R2N\(RN\Ω)2
(uR(x) − uR(y))(vR(x) − vR(y))
|x− y|N+2s
dxdy +
∫
RN\Ω
βuRvR dx.
Then ER is a closed, symmetric and densely defined bilinear form on L2(Ω). The selfadjoint operator (−∆)sR
on L2(Ω) associated with ER is given by
D((−∆)sR) :=
{
u ∈ L2(Ω) : uR ∈ W
s,2
β,Ω ∃ f ∈ L
2(Ω) such that uR is a weak solution of (2.16)
with right hand side f
}
,
(−∆)sRu := f.
Then (−∆)sR is the realization in L
2(Ω) of (−∆)s with the nonlocal Robin exterior condition (2.17). By
[11], the operator (−∆)sR has compact resolvent and its eigenvalues form a non-decreasing sequence of real
numbers 0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · such that limn→∞ λn =∞. By [28], the operator (−∆)sR enjoys the
unique continuation property in the sense of (2.5).
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3. Preliminary results
In this section we fix some notations and give some preliminary results that will be used in the proofs of
our main results. In particular we introduce the Hilfer time-fractional derivative which is a generalization
of the Caputo and Riemann-Liouville time-fractional derivatives. We shall also prove the well-posedness of
the system (1.1) and the associated adjoint system.
3.1. Time-fractional derivatives and the Mittag-Leffler functions. Throughout the following, for a
real number α > 0, we let
gα(t) :=
{
tα−1
Γ(α) if t > 0,
0 if t ≤ 0.
The (left) Riemann-Liouville fractional integral of order α > 0 of a locally integrable function f : (0,∞)→
R is defined by
I
α
t f(t) :=
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ) dτ = (gα ∗ f)(t), t > 0.
We let (I0t f)(t) := f(t) for all t > 0. We also note the important semigroup property, I
α
t I
β
t = I
α+β
t .
We have the following property for power functions.
Lemma 3.1. Let α ≥ 0 and β > −1. Then,
I
α
t (t
β) =
Γ(β + 1)
Γ(α+ β + 1)
tα+β , t > 0.
Let X be a Banach space and let f, g : [0,∞) → X be locally integrable. Using Laplace transform, we
get that for every t > 0 and α ≥ 0,
((Iαt f) ∗ g)(t) = (f ∗ (I
α
t g))(t). (3.1)
The right Riemann-Liouville fractional integral of order α > 0 of a locally integrable function u : (0, T )→
X is defined by
I
α
t,Tu(t) :=
1
Γ(α)
∫ T
t
(τ − t)α−1u(τ) dτ, t ∈ (0, T ). (3.2)
Now let 0 ≤ ν ≤ 1, 0 < µ ≤ 1, and let u : [0,∞)→ X be a locally integrable function. The (left) Hilfer
time-fractional derivative of order (µ, ν) is defined by
D
µ,ν
t u(t) := I
ν(1−µ)
t
d
dt
(
I
(1−ν)(1−µ)
t u
)
(t), t > 0. (3.3)
We observe that if ν = 0, then
D
µ,0
t u(t) =
d
dt
(
g1−µ ∗ u
)
(t)
which is the Riemann-Liouville time-fractional derivative of order µ, while for ν = 1, we have that
D
µ,1
t u(t) = (g1−µ ∗ u
′) (t) =
d
dt
(
g1−µ ∗ (u− u(0)
)
(t), (3.4)
which corresponds to the Caputo time-fractional derivative of order µ. We refer to [20, Section 2.1] for the
justification of the second equality in (3.4) under appropriate conditions.
Also of interest is the right Hilfer time-fractional derivative of order (µ, ν) (0 ≤ ν ≤ 1, 0 < µ ≤ 1) given
by
D
µ,ν
t,T u(t) :=− I
ν(1−µ)
t,T
d
dt
(
I
(1−ν)(1−µ)
t,T u
)
(t). (3.5)
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We observe that, if µ = 1 and u is differentiable, then
D
1,ν
t u =
du
dt
and D1,νt,Tu = −
du
dt
.
The right hand derivatives are introduced above since they are needed for the integration by parts formula.
Indeed, we have the following integration by parts formula (see e.g. [1, 3, 39]). Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1.
Then, ∫ T
0
v(t)Dµ,νt u(t) dt =
∫ T
0
u(t)Dµ,1−νt,T v(t) dt+
[
I
(1−ν)(1−µ)
t,T u(t)I
ν(1−µ)
t v(t)
]t=T
t=0
, (3.6)
provided that the left and right-hand side expression makes sense. Special cases related to the Caputo and
Riemann-Liouville fractional derivatives are easily obtained from the above formula.
The following formula will be useful (see e.g. [39, Theorem 1]). Let β := µ+ ν(1 − µ). Then
D
µ,ν
t
[
tβ−1Eµ,β(−ωt
µ)
]
= −ωtβ−1Eµ,β(−ωt
µ), (3.7)
where Eµ,β is the Mittag-Leffler function defined in (3.9) below. The proof of (3.7) is a straightforward
application of the Laplace transform.
The Laplace transform of the Hilfer time-fractional derivative of a function f is given by:
L(Dµ,νt f)(λ) := λ
µL(f)(λ) − λ−ν(1−µ)
(
I
(1−ν)(1−µ)
t f
)
(0+). (3.8)
For more information on the Hilfer time-fractional derivative we refer to [39] and the references therein.
The Mittag-Leffler function with two parameters is defined as follows:
Eα,β(z) :=
∞∑
n=0
zn
Γ(αn+ β)
, α > 0, β ∈ C, z ∈ C. (3.9)
It is well-known that Eα,β(z) is an entire function. This is so even if we allow the parameter set to include
Re(α) > 0. The following estimate of the Mittag-Leffler function will be useful. Let 0 < α < 2, β ∈ R and κ
be such that απ2 < κ < min{π, απ}. Then there exists a constant C = C(α, β, κ) > 0 such that
|Eα,β(z)| ≤
C
1 + |z|
, κ ≤ |arg(z)| ≤ π. (3.10)
In the literature, frequently the notation Eα = Eα,1 is used. We further note that E1,1(z) = e
z. The Laplace
transform of the Mittag-Leffler function is given by the relation:∫ ∞
0
e−λttαk+β−1E
(k)
α,β(±γt
α)dt =
k!λα−β
(λα ∓ γ)k+1
, Re(λ) > |γ|1/α. (3.11)
Here, k ∈ N ∪ {0} and γ ∈ R.
For more details on fractional derivatives, integrals and the Mittag-Leffler functions we refer to [1, 7, 21,
30, 31, 33, 34] and the references therein.
3.2. Well-posedness of Hilfer type time-fractional evolution equations. Throughout the rest of the
paper, without any mention, we assume that the operator AB satisfies Assumption 2.1. Moreover, (ϕn)n∈N
denotes the orthonormal basis of eigenfunctions of AB associated with the eigenvalues (λn)n∈N.
Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1 and consider the following fractional order homogeneous evolution equation:{
D
µ,ν
t u+ABu = 0 in Ω× (0, T ),
(I
(1−ν)(1−µ)
t u)(·, 0) = u0 in Ω,
(3.12)
where the initial datum u0 ∈ L2(Ω) and the fractional integrals and derivatives have been defined in Sub-
section 3.1.
Here is our notion of solutions.
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Definition 3.2. Let T > 0. We say that a function u ∈ C((0, T ];V 1
2
) is a weak solution of (3.12), if
D
µ,ν
t u ∈ C((0, T );V− 12 ), I
(1−ν)(1−µ)
t u ∈ C([0, T ];L
2(Ω)), I
(1−ν)(1−µ)
t u(·, 0) = u0 a.e. in Ω and
〈Dµ,νt u(·, t), ϕ〉V
−
1
2
,V 1
2
+ EB(u(·, t), ϕ) = 0,
for every ϕ ∈ V 1
2
and a.e. t ∈ (0, T ).
We notice that if (1− µ)(1 − ν) = 0, then I
(1−ν)(1−µ)
t u(·, 0) = u(·, 0) = u0.
Next, we define the following operator.
Definition 3.3. Let 0 < µ ≤ 1. Given u ∈ L2(Ω) and t ≥ 0, we let
Sµ(t)u :=
∞∑
n=1
(u, ϕn)L2(Ω)Eµ,µ(−λnt
µ)ϕn. (3.13)
We have the following result.
Lemma 3.4. Let Sµ(t) be the operator defined in (3.13). Then the following assertions hold.
(a) For any fixed t ≥ 0, Sµ(t) is a bounded linear operator from L
2(Ω) into L2(Ω). More precisely, there
is a constant C1 > 0 such that for every u ∈ L2(Ω) and t ≥ 0, we have
‖Sµ(t)u‖L2(Ω) ≤ C1 ‖u‖L2(Ω) . (3.14)
(b) For every u ∈ D(AB), we have that Sµ(t)u ∈ D(AB) for all t ≥ 0.
(c) Sµ(t)Sµ(τ) = Sµ(τ)Sµ(t) for all t, τ ≥ 0.
(d) There is a constant C2 > 0 such that for every u ∈ L2(Ω) and t > 0, we have∥∥∥∥dSµ(t)udt
∥∥∥∥
L2(Ω)
≤ C2t
−µ ‖u‖L2(Ω) .
(e) There is a constant C3 > 0 such that for every t > 0 and u ∈ L2(Ω), we have∥∥∥Iν(1−µ)t (tµ−1Sµ(t)u)∥∥∥
L2(Ω)
≤ C3t
−(1−ν)(1−µ) ‖u‖L2(Ω) .
Proof. (a) This assertion follows directly from the definition of the operator Sµ(t) given in (3.13) and the
estimate of the Mittag-Leffler function given in (3.10).
(b) Let u ∈ D(AB) and t ≥ 0. Then using (3.10) again, we get that
‖Sµ(t)u‖
2
D(AB)
≤
∞∑
n=1
∣∣λn(Sµ(t)u, ϕn)L2(Ω)∣∣2 = ∞∑
n=1
∣∣λn(u, ϕn)L2(Ω)Eµ,µ(−λntα)∣∣2 ≤ C ‖u‖2D(AB) .
Thus, Sµ(t)u ∈ D(AB).
(c) This part is obtained by a simple calculation and using the fact that (ϕn)n∈N is an orthonormal basis
of L2(Ω).
(d) Let u ∈ L2(Ω) and t > 0. Since the series in (3.13) converges in L2(Ω) uniformly on compact subsets
of [0,∞) (this can be easily justified), we have that
dSµ(t)u
dt
=
∞∑
n=1
(u, ϕn)L2(Ω)
d
dt
(
Eµ,µ(−λnt
µ)
)
ϕn. (3.15)
By [24, Theorem 5.1], the derivative of the Mittag-Leffler function is given by
d
dt
[
Eµ,µ(−λnt
µ)
]
=
Eµ,µ−1(−λntµ) + (1− µ)Eµ,µ(−λntµ)
−µλntµ
.
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Using (3.10) and the fact that λn ≥ λ1 > 0 for every n ∈ N, we get that there is a constant C > 0 such that∣∣∣∣ ddt[Eµ,µ(−λntµ)]
∣∣∣∣ = ∣∣∣∣Eµ,µ−1(−λntµ) + (1 − µ)Eµ,µ(−λntµ)−µλntµ
∣∣∣∣ ≤ Ct−µ. (3.16)
Thus, the assertion follows by combining (3.15)-(3.16).
(e) This part follows directly by applying Lemma 3.1. The proof is finished. 
We have the following result of existence and uniqueness of weak solutions.
Theorem 3.5. Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1. Then for every u0 ∈ L2(Ω), the system (3.12) has a unique weak
solution u given by
u(·, t) =
∞∑
n=1
(u0, ϕn)L2(Ω)t
−(1−ν)(1−µ)Eµ,µ+ν(1−µ)(−λnt
µ)ϕn, t > 0, (3.17)
or equivalently
u(·, t) = I
ν(1−µ)
t
(
tµ−1Sµ(t)u0
)
, t > 0. (3.18)
Proof. We give the main ideas of the proof. By Lemma 3.4(e), we have that
‖u(·, t)‖L2(Ω) =
∥∥∥Iν(1−µ)t (tµ−1Sµ(t)u0)∥∥∥
L2(Ω)
≤ Ct(1−ν)(µ−1) ‖u0‖L2(Ω) . (3.19)
We can also easily prove that the series in (3.17) is convergent in L2(Ω) uniformly in t ∈ [ε, T ], for every
0 < ε < T . Thus, we can conclude that u ∈ C((0, T ];L2(Ω)). Similarly, we can show that I
(1−ν)(1−µ)
t u ∈
C([0, T ];L2(Ω)).
Using (3.8) and the Laplace transform, we get that the initial condition is satisfied.
Next, it follows from (3.10) that
‖Dµ,νt u(·, t)‖L2(Ω) = ‖ABu(·, t)‖L2(Ω) ≤ C2t
ν(1−µ)−1 ‖u0‖L2(Ω) .
Using the fact that the series
∞∑
n=1
λn(u0, ϕn)L2(Ω)t
−(1−ν)(1−µ)Eµ,µ+ν(1−µ)(−λnt
µ)ϕn,
converges in L2(Ω) uniformly in t ∈ [ε, T ], for every 0 < ε < T , we can also deduce that Dµ,νt u ∈
C((0, T ];L2(Ω)) ⊂ C((0, T ];V− 12 ). The uniqueness of solutions is easy to verify. The proof is finished. 
The following result will be needed (see e.g. [26] for the proof).
Lemma 3.6. Let 0 < α < 2, T > 0 and λ > 0. Then,∫ T
0
tα−1Eα,α(−λt
α) dt = −
1
λ
∫ T
0
d
dt
Eα,1(−λt
α) dt =
1
λ
(
1− Eα,α(−λT
α)
)
. (3.20)
Next, we show the existence and uniqueness of weak solutions to the system (1.1).
Theorem 3.7. Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1, u0 ∈ L2(Ω) and f ∈ L2((0, T );L2(ω)). Then the system (1.1)
has a unique weak solution u given by
u(·, t) =
∞∑
n=1
(u0, ϕn)L2(Ω)t
−(1−ν)(1−µ)Eµ,µ+ν(1−µ)(−λnt
µ)ϕn (3.21)
+
∞∑
n=1
(∫ t
0
(f(·, τ), ϕn)L2(Ω)(t− τ)
µ−1Eµ,µ(−λn(t− τ)
µ) dτ
)
ϕn,
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or equivalently
u(·, t) = I
ν(1−µ)
t t
µ−1Sµ(t)u0 +
∫ t
0
(t− τ)µ−1Sµ(t− τ)f(·, τ) dτ. (3.22)
Proof. The proof follows as the proof of Theorem 3.5. We omit the details for brevity. 
3.3. Well-posedness of the associated adjoint system. In order to investigate the controllability prop-
erties of the system (1.1), we need to study the following backward system:{
D
µ,(1−ν)
t,T v +ABv = 0 in Ω× (0, T ),
I
ν(1−µ)
t,T v(·, T ) = v0 in Ω,
(3.23)
which (by using the integration by parts formula (3.6)) can be viewed as the adjoint system associated with
(1.1).
We adopt the following definition of weak solutions to the backward system (3.23).
Definition 3.8. Let v0 ∈ L2(Ω) and T > 0. A function v is said to be a weak solution of the system (3.23),
if the following properties hold.
• Regularity and final condition:
v ∈ C([0, T );V 1
2
),
I
ν(1−µ)
t,T v ∈ C([0, T ];L
2(Ω)),
D
µ,(1−ν)
t,T v ∈ C([0, T );V− 12 ),
(3.24)
and I
ν(1−µ)
t,T v(·, T ) = v0.
• Variational identity: For every ϕ ∈ V 1
2
and a.e. t ∈ (0, T ), we have
〈D
µ,(1−ν)
t,T v(·, t), ϕ〉V
−
1
2
,V 1
2
+ EB(v(·, t), ϕ) = 0. (3.25)
Next, we show the existence and uniqueness of solutions to the backward system (3.23).
Theorem 3.9. Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1, and v0 ∈ L
2(Ω). Then the system (3.23) has a unique weak
solution v given by
v(·, t) =
∞∑
n=1
(v0, ϕn)L2(Ω)(T − t)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − t)
µ)ϕn. (3.26)
Moreover, the unique weak solution v can be analytically extended to the half-plane
ΣT := {z ∈ C : Re(z) < T }.
Proof. Since the representation (3.26) and the analytic continuation of solutions are needed in the proof of
the main results, we provide more details.
Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1 and v0 ∈ L2(Ω). First, we show the uniqueness of solutions. Indeed, let v be a
solution of (3.23) with v0 = 0. Taking the inner product of (3.23) with ϕn and setting vn(t) := (v(t), ϕn)L2(Ω),
we get that (given that AB is a selfadjoint operator)
D
µ,1−ν
t,T vn(t) = −λnvn(t), for a.e. t ∈ (0, T ). (3.27)
Since I
ν(1−µ)
t,T v ∈ C([0, T ];L
2(Ω)), it follows that I
ν(1−µ)
t,T vn(t) = (I
ν(1−µ)
t,T v(·, t), ϕn)L2(Ω) ∈ C[0, T ] and∣∣∣Iν(1−µ)t,T vn(t)∣∣∣2 ≤ ∞∑
n=1
∣∣∣Iν(1−µ)t,T vn(t)∣∣∣2 ≤ ∥∥∥Iν(1−µ)t,T v(·, t)∥∥∥2
L2(Ω)
→ 0 as t→ T.
This implies that
I
ν(1−µ)
t,T vn(T ) = 0. (3.28)
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Since the fractional ordinary differential equation (3.27) with the final condition (3.28) has a unique solution
vn given by
vn(t) = (T − t)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − t)
µ)I
ν(1−µ)
t,T vn(T ),
it follows that vn(t) = 0 for every n ∈ N. Since (ϕn)n∈N is a complete orthonormal system in L2(Ω), we
have that v = 0 in Ω× (0, T ) and the proof of the uniqueness is complete.
Next, we show the existence of solutions. Let v0,n := (v0, ϕn)L2(Ω), 1 ≤ n ≤ k where k ∈ N, and set
vk(x, t) :=
k∑
n=1
v0,n(T − t)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − t)
µ)ϕn(x).
(a) Let v be given by (3.26). We claim that I
ν(1−µ)
t,T v ∈ C([0, T ];L
2(Ω)). Integrating termwise, we have
that (see [39])
I
ν(1−µ)
t,T vk(·, t) =
k∑
n=1
v0,nEµ,1(−λn(T − t)
µ)ϕn. (3.29)
Using (3.10) and the estimates in Lemma 3.6, we have that for every t ∈ [0, T ] and m, k ∈ N with m > k,
‖I
ν(1−µ)
t,T vk(t)− I
ν(1−µ)
t,T vm(t)‖
2
L2(Ω) =
m∑
n=k+1
|v0,nEµ,1(−λn(T − t)
µ)|2
≤C2
m∑
n=k+1
|v0,n|
2 → 0 as k,m→∞.
We have shown that
∞∑
n=1
v0,nEµ,1(−λn(T − t)
µ)ϕn → I
ν(1−µ)
t,T v(·, t) in L
2(Ω),
and that the convergence is uniform in t ∈ [0, T ]. Hence, I
ν(1−µ)
t,T v ∈ C([0, T ];L
2(Ω)). Using (3.10) and
Lemma 3.6 again, we get that there is a constant C > 0 such that for every t ∈ (0, T ) we have
‖I
ν(1−µ)
t,T v(·, t)‖
2
L2(Ω) ≤ C
2‖v0‖
2
L2(Ω). (3.30)
(b) We prove that Dµ,1−νt,T v ∈ C([0, T );L
2(Ω)). Since Dαt,T v(·, t) = −ABv(·, t), we have that
‖Dµ,1−νt,T v(·, t)‖
2
L2(Ω) ≤
∞∑
n=1
|v0,n|
2|λn(T − t)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − t)
µ)|2
≤C(T − t)2(νµ−ν−µ)‖v0‖
2
L2(Ω). (3.31)
Proceeding as above we can deduce that Dµ,1−νt,T v ∈ C([0, T );L
2(Ω)).
(c) It follows from (3.29) that
I
ν(1−µ)
t,T v(·, T ) =
∞∑
n=1
v0,nϕn = v0.
(d) Finally, since Eµ,1−ν(1−µ)(−λnz) is an entire function, it follows that the function
(T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − t)
µ)
can be analytically extended to the half-plane ΣT . This implies that the function
k∑
n=1
v0,n(T − z)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − z)
µ)ϕn
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is analytic in ΣT . Let δ > 0 be fixed but otherwise arbitrary. Let z ∈ C satisfy Re(z) ≤ T − δ. Then, using
Lemma 3.6, we get that∥∥∥∥∥
∞∑
n=k+1
v0,n(T − z)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − z)
µ)ϕn
∥∥∥∥∥
2
L2(Ω)
≤C
∞∑
n=k+1
|v0,n|
2|T − z|2(νµ−ν)
(
1
1 + λn|T − z|µ
)2
≤Cδ2(νµ−ν)
∞∑
n=N+1
|v0,n|
2 → 0 as k →∞.
We have shown that
v(·, z) :=
∞∑
n=1
(v0, ϕn)(T − z)
νµ−νEµ,1−ν(1−µ)(−λn(T − z)
µ)ϕn
is uniformly convergent in any compact subset of ΣT . Hence, v is also analytic in ΣT . The proof of the
theorem is finished. 
Remark 3.10. We notice that the solution v of the backward system (3.23) satisfies the following additional
regularity: There is a constant C > 0 such that
‖v(·, t)‖2L2(Ω) ≤ C(T − t)
−2ν(1−µ)‖v0‖
2
L2(Ω). (3.32)
Using (3.32) we can deduce that v ∈ C([0, T );L2(Ω)) ∩ L1((0, T );L2(Ω)).
Next, we show that under the assumption that AB has the unique continuation property, the adjoint
system (3.23) satisfies the unique continuation principle.
Proposition 3.11. Let 0 ≤ ν ≤ 1, 0 < µ ≤ 1. Let v0 ∈ L
2(Ω) and let ω ⊂ Ω be an arbitrary non-empty
open set. Assume that AB has the unique continuation property in the sense of (2.5). Let v be the unique
weak solution of (3.23). If v = 0 on ω × (0, T ), then v = 0 on Ω× (0, T ).
Proof. Let v0 ∈ L2(Ω) and let ω ⊂ Ω be an arbitrary non-empty open set. Let v be the unique weak solution
of (3.23) and assume that v = 0 in ω × (0, T ). Since v = 0 in ω × (0, T ) and v : [0, T ) → L2(Ω) can be
analytically extended to the half-plane ΣT (by Theorem 3.9), it follows that for a.e. x ∈ ω and t ∈ (−∞, T ),
we have
v(x, t) =
∞∑
n=1
(v0, ϕn)L2(Ω)(T − t)
−ν(1−µ)Eµ,1−ν(1−µ)(−λn(T − t)
µ)ϕn(x) = 0. (3.33)
Let (λk)k∈N be the set of all eigenvalues of the operator AB and let (ψkj )1≤j≤mk be an orthonormal basis
for Ker(λk −AB), where mk is the multiplicity of λk. Then (3.33) can be rewritten as
v(x, t) =
∞∑
k=1
mk∑
j=1
(v0, ψkj )L2(Ω)ψkj (x)
 (T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λk(T − t)µ)
= 0, x ∈ ω, t ∈ (−∞, T ). (3.34)
16 ERNEST ARAGONES, VALENTIN KEYANTUO, AND MAHAMADI WARMA
Let z ∈ C with Re(z) := η > 0 and let M ∈ N. Since the system {ψkj}, for 1 ≤ j ≤ mk, 1 ≤ k ≤ M is
orthonormal, we have that there is a constant C > 0 such that∥∥∥∥∥∥
M∑
k=1
mk∑
j=1
(v0, ψkj )L2(Ω)ψkj (x)
 ez(t−T )(T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λk(T − t)µ)
∥∥∥∥∥∥
2
L2(Ω)
≤
∞∑
k=1
mk∑
j=1
|(v0, ψkj )L2(Ω)|
2
 e2η(t−T )|(T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λk(T − t)µ)|2
≤Ce2η(t−T )(T − t)2νµ−2ν‖v0‖
2
L2(Ω).
Letting
wM (·, t) :=
M∑
k=1
mk∑
j=1
(v0, ψkj )L2(Ω)ψkj (x)
 ez(t−T )(T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λk(T − t)µ),
we have shown that
‖wM (·, t)‖L2(Ω) ≤ Ce
η(t−T )(T − t)−ν(1−µ)‖v0‖L2(Ω). (3.35)
The right hand side of (3.35) is integrable over t ∈ (−∞, T ). More precisely, we have that∫ T
−∞
eη(t−T )
[
(T − t)−ν(1−µ)‖v0‖L2(Ω)
]
dt =
∫ ∞
0
e−τ
τµν−ν+1−1
η1+νµ−ν
dτ |v0‖L2(Ω)
=
Γ(1− ν(1− µ))
η1−ν(1−µ)
‖v0‖L2(Ω).
By the Lebesgue dominated convergence theorem, we can deduce that∫ T
−∞
ez(t−T )
 ∞∑
k=1
mk∑
j=1
(v0, ψkj )L2(Ω)ψkj (x)
 (T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λk(T − t)µ)
 dt
=
∞∑
k=1
mk∑
j=1
v0,kjψkj (x)
(∫ T
−∞
ez(t−T )(T − t)−ν(1−µ)Eµ,1−ν(1−µ)(−λk(T − t)
µ)dt
)
=
∞∑
k=1
mk∑
j=1
(
(v0, ψkj )L2(Ω)z
−(1−ν)(1−µ)
zµ + λk
)
ψkj (x), x ∈ Ω, Re(z) > 0. (3.36)
To arrive at (3.36), we have used the fact that∫ T
−∞
ez(t−T )(T − t)−ν(1−µ)Eµ,µ−ν(1−µ)(−λk(T − t)
µ)dt
=
∫ ∞
0
e−zττ1−ν(1−µ)−1Eµ,1−ν(1−µ)(−λkτ
µ) dτ =
z−(1−ν)(1−µ)
zµ + λk
These identities follow from a simple change of variable and (3.11).
It follows from (3.34) and (3.36) that
∞∑
k=1
mk∑
j=1
(
(v0, ψkj )L2(Ω)z
−(1−ν)(1−µ)
zµ + λk
)
ψkj (x) = 0, x ∈ ω, Re(z) > 0.
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Letting η := zµ, we have shown that
∞∑
k=1
mk∑
j=1
(v0, ψkj )L2(Ω)η−(1−ν)(1−µ)µ
η + λk
ψkj (x) = 0, x ∈ ω, Re(η) > 0. (3.37)
Using the analytic continuation in η, we have that the identity (3.37) holds for every η ∈ C \ {−λk}k∈N.
Taking a suitable small circle about −λl and not passing through nor encircling {−λk}k 6=l and integrating
(3.37) on that circle we get that
wl :=
ml∑
j=1
[
(v0, ψlj )(−λl)
− (1−ν)(1−µ)
µ
]
ψlj (x) = 0, x ∈ ω.
Since (AB−λl)wl = 0 in Ω, wl = 0 in ω, and by assumption AB has the unique continuation property in the
sense of (2.5), it follows that wl = 0 in Ω for every l. Since (ψlj )1≤j≤mk is linearly independent in L
2(Ω),
we get that (v0, ψlj )L2(Ω)(−λl)
β = 0 for 1 ≤ j ≤ mk, k ∈ N and β = −
(1−ν)(1−µ)
µ . This implies that
0 =(−λl)
β(v0, ψlj )L2(Ω)
=λβl [cos(βπ) + i sin(βπ)] (v0, ψlj )L2(Ω)
=λβl cos(βπ)(v0, ψlj )L2(Ω) + iλ
β
l sin(βπ)(v0, ψlj )L2(Ω). (3.38)
It follows from (3.38) that (v0, ψlj )L2(Ω) = 0 for 1 ≤ j ≤ mk. Hence, v = 0 in Ω × (0, T ). The proof is
finished. 
4. Proof of the main results
In this section we give the proof of the main results stated in Section 2. Before proceeding with the proof,
we show in the following remark that to study the approximate controllability or the mean approximate
controllability of the system (1.1), it suffices to consider the case u0 = 0.
Remark 4.1. Consider the following two systems:{
D
µ,ν
t v +ABv = f |ω×(0,T ) in Ω× (0, T ),
(I
(1−ν)(1−µ)
t v)(·, 0) = 0 in Ω,
(4.1)
and {
D
µ,ν
t w +ABw = 0 in Ω× (0, T ),
(I
(1−ν)(1−µ)
t w)(·, 0) = u0 in Ω.
(4.2)
Given u0 ∈ L2(Ω), let w be the weak solution of (4.2). Assume that the system (4.1) is approximately
controllable and let u1 ∈ L2(Ω). Then, for every ε > 0, there exists a control function f ∈ L2(ω × (0, T ))
such that the corresponding unique weak solution v of (4.1) satisfies
‖v(·, T )− (u1 − w(·, T ))‖L2(Ω) ≤ ε. (4.3)
By definition, we have that the function v + w solves the system (1.1), and it follows from (4.3) that
‖(v + w)(·, T )− u1‖L2(Ω) ≤ ε.
Hence, (1.1) is approximately controllable. The case of the mean approximate controllability follows similarly.
Proof of Theorem 2.6. Let 0 ≤ ν < 1 and 0 < µ < 1. We recall that the system (1.1) is approximately
controllable if R(u0, T ), with u0 = 0, is dense in L2(Ω). Since D(AB) (the domain of AB) is dense in L2(Ω),
it is sufficient to show that
D(AB) ⊆
{
u(·, T ) : f ∈ L2(ω × (0, T ))
}
. (4.4)
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Indeed, assume that u0 = 0 and let φ ∈ D(AB). We set
ψ(·, t) :=
Γ(µ)2(T − t)1−µ
T
[
Sµ(T − t)− 2t
d
dt
Sµ(T − t)
]
φ.
We claim that ψ ∈ L2((0, T );L2(Ω)). Using Lemma 3.4, we get that there is a constant C > 0 such that
for every t ∈ (0, T ) we have
‖ψ(·, t)‖2L2(Ω) ≤
(
2
Γ(µ)2(T − t)1−µ
T
)2 [
‖Sµ(T − t)φ‖
2
L2(Ω) + (2t)
2
∥∥∥∥ ddtSµ(T − t)φ
∥∥∥∥2
L2(Ω)
]
≤
(
2
Γ(µ)2(T − t)1−µ
T
)2
(C2 + (2t1−µC)2) ‖φ‖2L2(Ω) . (4.5)
Integrating (4.5) over (0, T ) we get that∫ T
0
‖ψ(·, t)‖2L2(Ω) dt
≤
(
2
Γ(µ)2 ‖φ‖L2(Ω)
T
)2 [
C2
∫ T
0
(T − t)2(1−µ) dt+ (2C)2
∫ T
0
t2(1−µ)(T − t)2(1−µ) dt
]
≤
(
2
Γ(µ)2 ‖φ‖
T
)2 [
C2
Tα+1
α+ 1
+ (2C)2T 2α+1
Γ(α+ 1)
Γ(2α+ 2)
]
<∞,
where we have set α := 2(1− µ), and the claim is proved.
By Theorem 3.7, the system (1.1) with right hand side ψ has a unique weak solution u given by
u(·, t) =
∫ t
0
(t− τ)µ−1Sµ(t− τ)ψ(·, τ) dτ.
We claim u(·, T ) = φ. Using the properties contained in Lemma 3.4(e), we get that
u(·, T ) =
∫ T
0
(T − τ)µ−1Sµ(T − τ)ψ(·, τ) dτ
=
Γ(µ)2
T
∫ T
0
(
S2µ(T − τ)φ − 2τSµ(T − τ)
d
dt
Sµ(T − τ)φ
)
dτ
=
Γ(µ)2
T
(∫ T
0
S2µ(T − τ)φdτ −
∫ T
0
2τSµ(T − τ)
d
dt
Sµ(T − τ)φdτ
)
=
Γ(µ)2
T
(∫ T
0
S2µ(T − τ)φdτ +
∫ T
0
τ
d
dτ
S2µ(T − τ)φdτ
)
=
Γ(µ)2
T
([
τS2µ(T − τ)φ
]τ=T
τ=0
+
∫ T
0
S2µ(T − τ)φdτ −
∫ T
0
S2µ(T − τ)φdτ
)
=
Γ(µ)2
T
(TS2µ(0)φ) = φ,
where we also used that Sµ(0) =
1
Γ(µ) . We have shown (4.4) and the proof is finished. 
Proof of Theorem 2.7. 0 ≤ ν ≤ 1 and 0 < µ ≤ 1. Assume that the operator AB has the unique
continuation property in the sense of (2.5). Let u be the unique weak solution of (1.1) with u0 = 0 and v
the unique weak solution of the adjoint system (3.23) with v0 ∈ L2(Ω). Then, integrating by parts, we get
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that (by using (3.6) and the fact that (ABu, v)L2(Ω) = (u,ABu)L2(Ω)),
0 =
∫ T
0
∫
Ω
(Dµ,νt u+ABu− f) v dxdt
=
∫ T
0
∫
Ω
vD
µ,ν
t u dxdt+
∫ T
0
∫
Ω
vABu dxdt−
∫ T
0
∫
ω
fv dxdt
=
∫ T
0
∫
Ω
uD
µ,(1−ν)
t,T v dxdt+
∫
Ω
[
I
(1−ν)(1−µ)
t u(x, T )I
ν(1−µ)
t,T v(x, T )
]
dx
+
∫ T
0
∫
Ω
uABv dxdt−
∫ T
0
∫
ω
fv dxdt
=
∫ T
0
∫
Ω
(
D
µ,(1−ν)
t,T v +ABv
)
u dxdt
+
∫
Ω
[
I
(1−ν)(1−µ)
t u(x, T )I
ν(1−µ)
t,T v(x, T )
]
dx−
∫ T
0
∫
ω
fv dxdt
=
∫
Ω
[
I
(1−ν)(1−µ)
t u(x, T )I
ν(1−µ)
t,T v(x, T )
]
dx−
∫ T
0
∫
ω
fv dxdt. (4.6)
We have shown that ∫
Ω
[
I
(1−ν)(1−µ)
t u(x, T )v0
]
dx =
∫ T
0
∫
ω
fv dxdt. (4.7)
To prove that the set {
I
(1−ν)(1−µ)
t u(·, T ) : f ∈ L
2(ω × (0, T ))
}
is dense in L2(Ω), we have to show that if v0 ∈ L2(Ω) is such that∫
Ω
[
I
(1−ν)(1−µ)
t u(x, T )v0(x)
]
dx = 0 (4.8)
for every f ∈ L2(ω × (0, T )), then v0 = 0. Indeed, let v0 satisfy (4.8). It follows from (4.7) and (4.8) that∫ T
0
∫
ω
fv dxdt = 0
for every f ∈ L2(ω × (0, T )). By the fundamental lemma of the calculus of variations, we have that
v = 0 in ω × (0, T ).
It follows from Proposition 3.11 that
v = 0 in Ω× (0, T ).
Since the solution v of (3.23) is unique, it follows that v0 = 0 on Ω. The proof of the theorem is finished. 
We conclude the paper with the following remark.
Remark 4.2. We mention the following facts. Let (1− ν)(1 − µ) 6= 0.
(a) Consider the following mapping:
F : L2(ω × (0, T ))→ L2(Ω), f 7→ I
(1−ν)(1−µ
t u(·, T ),
where u is the unique weak solution of (1.1) associated to u0 = 0. Then it is easy to see that the
system (1.1) is mean approximately controllable in time T > 0 if and only if the range of F , that is,
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Ran(F ) is dense in L2(Ω). This is equivalent to Ker(F ⋆) = {0}, where F ⋆ is the adjoint of F . It
follows from the proof of Theorem 2.7 (more precisely from (4.7)) that F ⋆ is the mapping given by
F ⋆ : L2(Ω)→ L2(ω × (0, T )), v0 7→ v
∣∣
ω×(0,T )
,
where v is the unique solution of the adjoint system (3.23). Again Ker(F ⋆) = {0} is the unique
continuation principle, namely,
(v solution of (3.23), v
∣∣
ω×(0,T )
= 0) =⇒ v0 = 0 in Ω.
(b) Now consider the mapping
G : L2(ω × (0, T ))→ L2(Ω), f 7→ u(·, T ),
where u is the unique weak solution of (1.1) associated with u0 = 0. As above, the system (1.1) is
approximately controllable in time T > 0 if and only if the range of G, that is, Ran(G) is dense in
L2(Ω), and this is equivalent to Ker(G⋆) = {0}, where G⋆ is the adjoint of G.
Next, we compute G⋆. Indeed, let f ∈ L2(ω × (0, T )) and ψ ∈ L2(Ω). Then,
(G(f), ψ)L2(Ω) :=
∫
Ω
(Gf)(x, t)ψ(x) dx,
where
(Gf)(x, T ) :=
∞∑
n=1
(∫ T
0
(f(·, t), ϕn(·))L2(Ω)(T − t)
µ−1Eµ,µ(−λn(T − t)
µ)dt
)
ϕn(x).
Now we have that
(G(f), ψ)L2(Ω) =
∫
Ω
(
∞∑
n=1
(∫ T
0
(f(·, t), ϕn(·))L2(Ω)(T − t)
µ−1Eµ,µ(−λn(T − t)
µ)dt
)
ϕn(x)
)
ψ(x) dx
=
∞∑
n=1
∫ T
0
(∫
Ω
(f(·, t), ϕn(·))L2(Ω)ϕn(x)ψ(x) dx
)
(T − t)µ−1Eµ,µ(−λn(T − t)
µ)dt
=
∞∑
n=1
∫ T
0
(∫
Ω
∫
Ω
f(y, t)ϕn(y)ϕn(x)ψ(x) dydx
)
(T − t)µ−1Eµ,µ(−λn(T − t)
µ)dt.
Using (3.21) in Theorem 3.7 and applying Fubini’s theorem we get that for all ψ ∈ L2(Ω), 0 ≤ t < T
and for a.e x ∈ Ω,
(G(f), ψ)L2(Ω) =
∞∑
n=1
∫ T
0
(∫
Ω
(ϕn(·),Ψ(·))L2(Ω)f(y, t)ϕn(y) dy
)
(T − t)µ−1Eµ,µ(−λn(T − t)
µ)dt
=
∫
Ω
∫ T
0
(
∞∑
n=1
(ϕn(·), ψ(·))L2(Ω)(T − t)
µ−1Eµ,µ(−λn(T − t)
µ)
)
ϕn(y)f(y, t) dtdy
= (f, (G∗ψ))L2(Ω)
We have shown that for all ψ ∈ L2(Ω), 0 ≤ t < T and for a.e x ∈ Ω,
(G∗ψ)(x, t) =
∞∑
n=1
(ϕn, ψ)L2(Ω)(T − t)
µ−1Eµ,µ(−λn(T − t)
µ)ϕ(x). (4.9)
We can see from (4.9) that Ker(G⋆) is not related to the adjoint system (3.23). For that reason the
approximate controllability of the system (1.1) (in the case 0 ≤ ν < 1 and 0 < µ < 1) is not directly
related to the unique continuation principle for the adjoint system (3.23).
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