Abstract. We construct uncertainty intervals for weak Poisson signals in the presence of background. We consider the case where a primary experiment yields a realization of the signal plus background, and a second experiment yields a realization of the background. The data acquisitions times, for the background-only experiment, T bg , and the primary experiment, T , are selected so that their ratio, T bg T , varies from 1 to 25. The upper choice of 25 is motivated by an experimental study at the National Institute of Standards and Technology (NIST). The expected number of background counts in the primary experiment varies from 0.2 to 2. We construct 90 and 95 percent confidence intervals based on a propagation-of-errors method as well as two implementations of a Neyman procedure where acceptance regions are constructed based on a likelihood-ratio criterion that automatically determines whether the resulting confidence interval is one-sided or two-sided. In one of the implementations of the Neyman procedure due to Feldman and Cousins, uncertainty in the expected background contribution is neglected. In the other implementation, we account for random uncertainty in the estimated expected background with a parametric bootstrap implementation of a method due to Conrad. We also construct minimum length Bayesian credibility intervals. For each method, we test for the presence of a signal based on the value of the lower endpoint of the uncertainty interval. In general, the propagation-of-errors method performs the worst compared to the other methods according to frequentist coverage and detection probability criteria, and sometimes produces nonsensical intervals where both endpoints are negative. The Neyman procedures generally yield intervals with better frequentist coverage properties compared to the Bayesian method except for some cases where T bg T = 1. In general, the Bayesian method yields intervals with lower detection probabilities compared to Neyman procedures. One of main conclusions is that when T bg T is 5 or more and the expected background is 2 or less, the FC method outperforms the other methods considered. For T bg T = 1, 2 we observe that the Neyman procedure methods yield false detection probabilities for the case of no signal that are higher than expected given the nominal frequentist coverage of the interval. In contrast, for Kf,07.81.+a,14.60.Lm,29.85.Fy,95.35.+d keywords: astroparticle and particle physics, background contamination, data and error analysis, isotopic ratios, low level radiation detection, metrology and the theory of measurement, Poisson processes, signal detection, uncertainty intervals. Contributions by staff of the National Institute of Standards and Technology, an agency of the US government, are not subject to copyright.
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Introduction
We consider experiments where instruments yield count data that can be modeled as realizations of a Poisson process with expected value µ S + µ B where µ S is the expected contribution due to a signal of interest, and µ B is the expected contribution of a background process. That is, n obs ∼ P oi(µ S + µ B ).
(
Given the measured value n obs and an estimate of µ B from an independent backgroundonly experiment, we construct uncertainty intervals (confidence intervals and Bayesian credibility intervals) for µ S . The statistical problem we study occurs in a variety of application areas including: particle and astroparticle physics [1] [2] [3] [4] [5] [6] [7] [8] [9] , isotopic ratio analysis (when the major isotope is large enough so that most of the variability in the ratio is due to the minor isotope) [10, 11] , detection of low-level radiation [12] [13] [14] [15] , and aerosol science and technology [16] .
Here, we focus on the case where the signal is weak and consider the case where the ratio of the data acquisition time for the background-only measurement T bg and the data acquisition time for the primary experiment T varies from 1 to 25. This upper value of T bg T = 25 was motivated by an experimental study at the National Institute of Standards and Technology (NIST), as were the values of µ S and µ B that we consider. For such cases, we demonstrate that the standard propagation-of-errors (POE) method yields confidence intervals with poor coverage properties. Sometimes the POE method produces intervals where the upper and/or lower endpoints are negative. As an aside, for the special case where T bg T = 1, one can construct a confidence interval for µ S based on a Bessel function approach that has better coverage properties than does the POE method [16] . However, for the general case where T bg T = 1, this method is not applicable. Hence, we do not include the method described in [16] in our study.
In addition to the POE method, we study the relative performance of three other methods for constructing uncertainty intervals. The first method [17] is an implementation of a frequentist Neyman procedure [18] developed by Feldman and Cousins. In this method, which we refer to as the FC method, µ B is assumed to be known. For each of many discrete values of µ S , acceptance regions are constructed based on a likelihood-ratio criterion. Given the intersection of the actual measured value with these regions, one constructs a confidence interval for µ S . In our studies, we estimate µ B from background-only experiments. In [19] , the FC method was extended to account for systematic uncertainties in µ B . We denote this method as the randomized Feldman Cousins (RFC) method because µ B is treated as a random nuisance parameter. In this work, we implement a version of the RFC method where uncertainty in µ B is due to Poisson counting statistics variation in a background-only experiment that gives a direct measurement of µ B . In the RFC method, we simulate realizations of the nuisance parameter µ B with a parametric bootstrap method [20] . In both the FC and the RFC methods, the upper and lower endpoints are determined automatically.
We also determine the posterior probability density function (posterior pdf) for µ S with a Bayesian method [21, 22] following Loredo's treatment of the same problem in [23] . Loredo did not discuss how to select the endpoints of the credibility interval. Here, given that the integrated posterior pdf has a particular value (equal to the nominal frequentist coverage probability), we determine the endpoints by minimizing the length of the credibility interval. As an aside for the special case where µ B is known, Roe and Woodroofe [24] determined minimum length Bayesian credibility intervals assuming a uniform prior for µ S and studied the frequentist coverage properties of their intervals.
Bayesian credibility intervals and frequentist confidence intervals are conceptually different. To illustrate, consider a one-dimensional parameter estimation problem. Frequentist confidence intervals are constructed so that, ideally, the true value of the parameter falls within the confidence interval determined from any independent realization of data with some desired coverage probability. In contrast, Bayesian credibility intervals are constructed by modeling the parameter of interest as a random variable. Given a prior probability model for the parameter of interest and a likelihood model for the data given the parameter, Bayes theorem yields the conditional probability density function of the parameter given the observed data. Based on this conditional pdf (called the posterior pdf), one constructs credibility intervals. By design, Bayesian credibility intervals are not constructed with frequentist coverage in mind. Although the conceptual foundations of frequentist and Bayesian inference are different, frequentist coverage is widely accepted as an empirical measure of the performance of not only frequentist confidence intervals but Bayesian credibility intervals as well [22, 25, 26] . In a highly regarded textbook on Bayesian data analysis, Gelman, Carlin, Stern and Rubin remark (page 111 of [22] ) Just as the Bayesian paradigm can be seen to justify simple 'classical' techniques, the methods of frequentist statistics provide a useful approach for evaluating the properties of Bayesian inferences-their operating characteristics-when these are regarded as embedded in a sequence of repeated samples.
In this frequentist coverage study, we simulate realizations of data given µ S and µ B , and quantify the probability that µ S falls in the interval determined from the simulated data. In frequentist statistics, the relationship between a confidence interval and a hypothesis test is well known. We exploit this relationship and test the null hypothesis that µ S = 0 against the alternative hypothesis µ S > 0, based on the value of the lower endpoint of the uncertainty interval. We reject the null hypothesis if the lower endpoint is greater than 0. Thus, the probability that the lower endpoint of an interval is greater than 0 is a signal detection probability. As a caveat, we do not claim that this procedure is the most powerful test of our hypothesis.
In Section 2, we define our measurement model and describe how we determine uncertainty intervals using each of the four methods. In this study, the background parameter µ B ranges from 0.2 to 2 and the signal parameter µ S ranges from 0 to 20. In Section 3, we study the coverage properties of uncertainty intervals for a variety of cases. We also determine detection probabilities for a signal of interest. In general, the propagation-of-errors method performs the worst compared to the other methods according to frequentist coverage and detection probability criteria. Further, the propagation-of-errors method sometimes produces nonsensical intervals where both endpoints are negative. The Neyman procedures generally yield intervals with better frequentist coverage properties compared to the Bayesian method except for the case where T bg T = 1 and there are 1 or more expected background counts in the primary experiment. In general, the Bayesian method yields intervals with lower detection probabilities compared to Neyman procedures. When T bg T is 5 or more, the FC method yields intervals with the highest detection probabilities and best coverage properties in general. However, for T bg T = 1, 2 both the Neyman procedure methods yield false detection probabilities for the case of no signal that are higher than expected given the nominal frequentist coverage of the interval. In contrast, for T bg T = 1, 2, the false detection probability of the Bayesian method is less than expected according to the nominal frequentist coverage.
Measurement Model and Uncertainty Intervals
In our simulation study, we consider an experiment where a realization of the signal of interest plus background, n obs is observed during a time interval T . In a separate experiment of duration T bg , where
varies from 1 to 25, we measure a realization of background n bg . We denote the data as d = (n obs , n bg ). The expected values of n obs and n bg are µ S + µ B and µ B T bg T , respectively, where µ S is the expected contribution from the signal of interest, and µ B is the expected contribution from the background. We model measurements of n obs and n bg as independent Poisson random variables. Hence, the likelihood function of the data is P (d|µ S , µ B ), where
Feldman Cousins Method
In the FC method, one determines confidence intervals with a Neyman procedure assuming exact knowledge of µ B . In our study, we set µ B to an empirical estimatê µ B , whereμ
Hence, the variance ofμ B is
and the standard deviation ofμ B is
Thus, the fractional uncertainty of the estimate of µ B is
In Figure 1 , we plot probability density functions for the estimated background when T bg T = 25 for µ B = 0.2, 1, and 2. The FC method [17] produces a confidence interval for µ S under the assumption that the assumed background (μ B in our case) equals the true background µ B . For various values of µ S , we construct an acceptance region in n space. For each integer value of n, we compute the conditional probability P (n|µ S ,μ B ) and P (n|µ S ,μ best ), wherê µ best = max(0, n −μ B ) and
From these, we form the ratio R, where
We include values of n in the acceptance region with the largest values of R. For construction of a 100 × p % confidence interval, we add values until the sum of the P (n|µ S ,μ B ) terms is p or greater. The lower and upper endpoints of the confidence interval for µ S are the minimum and maximum values of µ S that yield acceptance regions that include the observed value n obs . For fixed n obs , due to the discreteness of n, the upper endpoint of the interval is not always a decreasing function of µ B . In [17] , Feldman and Cousins lengthened their intervals so that the upper interval was a non-decreasing function of µ B . In this work, we do not adjust our intervals.
Extension of Feldman Cousins: Uncertain Background
In the RFC method, the value of µ B is a random nuisance parameter. In our analysis, we assume that uncertainty in µ B is due to random variation alone, i.e., counting statistics. If there were systematic error, it could be incorporated into the analysis. However, we do not do this. The procedure to construct a confidence interval is very similar to the FC method. For each value of µ S , we compute an acceptance region like before, but we replace P (n|µ S ,μ B ) and P (n|µ S ,μ best ) with an estimate of their expected values when one accounts for uncertainty inμ B .
One way to do this would be to simulate realizations ofμ B with a parametric bootstrap [20] method and determine the mean value of P (n|µ S ,μ B ) and P (n|µ S ,μ best ) from all the realizations. In this approach, the kth bootstrap replication of n bg , n * bg (k) is simulated by sampling from a Poisson distribution with expected value equal to n bg . That is,
Given n * bg (k), the kth bootstrap replication ofμ B ,μ *
and the kth bootstrap replication ofμ best isμ * best (k) = max(0, n −μ * B (k)). Thus, the kth bootstrap replication of P (n|µ S ,μ) is
and the kth bootstrap replication of P (n|µ S ,μ best ) is
From all K bootstrap replications, we determine the following mean values
In this Monte Carlo implementation of the RFC method, one replaces P (n|µ S ,μ B ) and P (n|µ S ,μ best ) with the right-hand sides of Eqns. 13 and 14.
To reduce computer run time, we do not implement a Monte Carlo version of the RFC. Instead, we determine the left-hand sides of Eqns. 13 and 14 by numerical integration. For instance, we evaluate the left-hand side of Eq. 13 as
where w(k) is
To speed up the algorithm, we select k low and k hi so that the sum of the w(k) terms agrees with 1 to within approximately 10 −8 . We use a similar method to determine the left-hand side of Eq. 14.
Bayesian Method
Following [23] , we determine a Bayesian credibility interval for µ S given measurements of n obs and n bg . In this approach, the priors p(µ B ) and p(µ S |µ B ) are both uniform from 0 to a large positive constant. Results are presented for the limiting case where this positive constant approaches infinity. Based on a Bayes Theorem argument, one can show that
where the posterior pdf for µ B given n bg is
and p(n obs |µ S , µ B ) is the Poisson likelihood function
See Figure 2 for examples of Eq. 18. Further, marginalizing with respect to µ B , we get
where
See [23] for more details of this derivation.
In this study, we determine the endpoints of 90 % and 95 % credibility intervals as follows. For both the 90 % and 95 % cases, we determine the maximum lower endpoint of the one-sided interval l max . In an optimization code, for each trial value of the lower endpoint l (where 0 ≤ l ≤ l max ) we determine the upper endpoint u such that the integral of the posterior pdf from l to u equals the nominal frequentist coverage. We determine the lower endpoint l that minimizes u − l. If the optimal value of l is less than the specified numerical tolerance (10 −6 ) of the optimization algorithm, we set it to 0.
Propagation-of-Errors Method
We compute two-sided confidence intervals with a standard propagation-of-errors (POE) method that has a continuity correction. The 1 − α level POE confidence interval for µ S isμ S ± (z α/2σμ S + 0.5) wherê
For levels of 0.90 and 0.95, z α/2 = 1.64 and 1.96, respectively. We expect that this method will yield confidence intervals with coverage close to the desired nominal values for the asymptotic case where the signal-to-noise ratio of the data is high. As a caveat, continuity corrections are typically introduced when constructing confidence intervals for the case where there is no background [27] rather than the more general case considered here. In our simulation experiment, the POE method can yield nonsensical results where one or both endpoints are negative (Table 1) . In our coverage studies, we treat negative endpoints as 0. Hence, if both endpoints are negative, the resultant interval is treated as (0, 0). In physics and astroparticle physics experiments where one hopes to discover a new particle, null resuls are common and experimenters provide upper limits. If both endpoints are negative, one can not set a reasonable upper limit. Hence the POE method is clearly unacceptable for low count data sets.
Simulation Experiments
In Table 1 , we list some realizations of data and associated intervals constructed to have nominal coverage of 90 % for the four methods. Based on 2000 realizations of data for each of various choices of
and µ S and µ B , we determine the frequentist coverage as the fraction of the intervals that cover the true value of µ S for each method (Tables  2-7) . We also estimate detection probabilities for the different methods for levels 0.90 and 0.95 (Tables 8-13 ).
To start, we consider 90 percent intervals for the case where µ B = 1. In Figures  3 and 4 , we show coverage and detection probabilities as a function of µ S and T bg T for this case. In general, when T bg T = 1, the coverage properties of the FC and RFC methods are poor at low value of µ S . In Figures 5 and 6 , we show the false detection probabilies for all cases for µ S = 0. For T bg T = 1, 2, both the RFC and FC methods have false detection probabilities that are higher than predicted according to the nominal frequentist coverage of the intervals. Hence, reporting a discovery based on an analysis with the FC or RFC method should be treated with great caution for cases where , the false detection probabilities of the Bayesian method are less than the values predicted by the nominal frequentist coverage. In Figures 7-10 , we display coverage and detection probabilities for all cases considered in our simulation study.
In Tables 14 and 15 , we list the root-mean-square (RMS) deviation between the observed and nominal frequentist coverage probabilities as a function of µ B . We include results for µ S ≤ 10. According to our coverage and detection probability criteria, the POE method performed the least well of all methods. This is not a surprise since the poor performance of the POE method for low-count situations is well known. In general, the Bayesian method yielded intervals with the lowest detection probabilities compared to the FC and RFC methods. According to the RMS coverage criterion, the coverage properties of the Bayesian intervals are inferior to the intervals produces by the FC and RFC methods for most cases. The exception to this pattern was for the case where greater than or equal to 5, the FC method yields intervals with superior coverage and detection probabilities compared to the RFC and Bayesian methods.
Comments
For fixed µ B , as µ S increases, we sometimes observe nonmonotic trends in coverage. In other studies such as [24] , nonmonotic trends were also observed.
We expect the FC method to yield poor results when the 1-sigma uncertainty in the estimated background (Eq. 5) is large. For It is plausible that the performance of the FC method depends solely on the Eq. 5 uncertainty of the background estimate. However, comparison of the coverage properties of the FC intervals for the case where (Tables 3,6 ). However, the standard deviation of the estimated background is the same for both cases. Perhaps this result is due to differences in the shapes of the background estimate pdfs for T bg T = 1 and
In the POE method, we approximate the distribution of the background-corrected estimate of µ S , n obs −μ B , as a normal (Gaussian) random variable. For the special case where µ B = 0, a common rule of thumb is that the normal approximation is reasonable when the expected value of n obs is greater than about 10 [27] . From this, we conclude that if the expected values of of n obs and n bg both exceed 10, the Gaussian assumption seems reasonable. As a caveat, the adequacy of the normal approximation depends on the goal of the analysis. For instance, constructing a confidence interval with nominal coverage of 0.99 is a more demanding task than constructing an interval with nominal coverage of 0.90. For the cases studied here where the nominal coverage is 0.90 or 0.95, the POE intervals had coverage close to the desired nominal values when µ S was greater than about 5.
In our implementation of the Bayesian method, we specify uniform priors for µ S and µ B and construct a minimum length credibility interval. Roe and Woodroofe [24] determined a minimum length credibility interval based on a uniform prior for µ S for the simpler problem where µ B was assumed to be known. Hence, our study can be regarded a generalization of [24] to the case where µ B is not known exactly. As a caveat, in a Bayesian approach, one could consider other priors. For a given experiment, it is possible that other priors might be more appropriate than the uniform prior considered here. How well such alternative Bayesian schemes would perform relative to the one studied here is beyond the scope of this study.
As remarked earlier, we did not adjust our intervals to ensure that the upper endpoint of the FC and RFC intervals are nondecreasing functions of µ B . It is possible that such an adjustment might improve the performance of the FC and RFC methods. Also, the FC method of computing the likelihood-ratio term R may not be the best procedure [28] [29] [30] [31] .
Summary
In this work, we studied four methods to construct uncertainty intervals for very weak Poisson signals in the presence of background. We considered the case where a primary experiment yielded a realization of the signal plus background, and a second experiment yielded a realization of the background. The duration of the backgroundonly experiment T bg and and the duration of the primary experiment T were selected so that We constructed confidence intervals based on the standard propagation-of-errors method as well as two implementations of a Neyman procedure due to Feldman and Cousins (FC) and Conrad (RFC). In the FC method, uncertainty in the background was neglected. In our implementation of the RFC method, uncertainty in the background parameter was accounted for. In both of these methods, acceptance regions were determined for each value of the expected signal rate based on a likelihood-ratio ordering principle. Hence, the upper and lower endpoints of the confidence intervals were automatically selected. We also constructed minimum length Bayesian credibility intervals.
According to our coverage and detection probability criteria, the POE method performed the least well of all methods. In general, the Bayesian method yielded intervals with the lowest detection probabilities compared to the FC and RFC methods (Tables 8-13 , Figures 4,5,6,8 and 10 ). According to an RMS criterion, the coverage properties of the Bayesian intervals were inferior to the intervals produces by the FC and RFC methods (Tables 14 and 15 ) for most cases. The exception to this pattern was for the case where considered. We expect similar results for µ B < 0.2. We interpret this result as evidence that when expected number of background counts is 0.2 or less, the FC method (which neglects uncertainty in the background) works well because uncertainty in the observed background is not significant compared to other sources of uncertainty that affect the interval.
For greater than or equal to 5, the FC method yielded intervals with superior coverage and detection probabilities compared to the RFC and Bayesian methods. We attribute the good performance of the FC method to the fact that uncertainty in the estimated background is not significant compared to other sources of uncertainty that affect the interval when µ B ≤ 2 and T bg T ≥ 5. The relative performance of the three methods for µ B > 2 is an open question. We speculate that for the FC method to yield a result superior to the Bayesian or RFC method for µ B much larger than 2, T bg T may have to be larger than 5 in order to reduce the uncertainty of estimated background to a sufficiently low level.
As a caveat, for T bg T = 1, 2, both the RFC and FC methods had false detection probabilities that were higher than predicted according to the nominal frequentist coverage of the intervals for Figures 5,6) . Hence, reporting a discovery based on an analysis with the FC or RFC method should be treated with great caution for cases where , the false detection probabilities of the Bayesian method were less than the value predicted by the nominal frequentist coverage. Table 2 . Estimated coverage probabilities of uncertainty intervals with nominal frequentist coverage of 0.90. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 3 . Estimated coverage probabilities of uncertainty intervals with nominal frequentist coverage of 0.90. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 4 . Estimated coverage probabilities of uncertainty intervals with nominal frequentist coverage of 0.90. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 5 . Estimated coverage probabilities of uncertainty intervals with nominal frequentist coverage of 0.95. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 6 . Estimated coverage probabilities of uncertainty intervals with nominal frequentist coverage of 0.95. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 7 . Estimated coverage probabilities of uncertainty intervals with nominal frequentist coverage of 0.95. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 8 . Estimated detection probabilities corresponding to uncertainty intervals with nominal frequentist coverage of 0.90. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 9 . Estimated detection probabilities corresponding to uncertainty intervals with nominal frequentist coverage of 0.90. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 10 . Estimated detection probabilities corresponding to uncertainty intervals with nominal frequentist coverage of 0.90. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 11 . Estimated detection probabilities corresponding to uncertainty intervals with nominal frequentist coverage of 0.95. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 12 . Estimated detection probabilities corresponding to uncertainty intervals with nominal frequentist coverage of 0.95. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. Table 13 . Estimated detection probabilities corresponding to uncertainty intervals with nominal frequentist coverage of 0.95. Approximate 68 percent uncertainty due to sampling variability given for cases where estimated coverage probability is greater than 0 or less than 1. 
