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ABSTRACT OF THESIS 
PRESSURE FLOW EFFECTS ON SCOUR AT BRIDGES 
Scour caused by the occurrence of pressure flow requires a comprehensive 
understanding. Pressure flow can be defined as flow in which the low chord of a bridge 
becomes inundated and the flow through the bridge opening transitions from free surface 
flow to a pressurized condition, leading to a submerged or partially submerged bridge 
deck condition. A pressure flow condition often occurs at a bridge during a flood, 
potentially leading to bridge failure. 
Scour of bridge foundations (piers and abutments) represents the largest single 
cause of bridge failure in the United States (ASCE, 1999). Methodical scour research 
began in 1949 with the research ofE.M. Laursen. Unfortunately, the application of scour 
research to the design of bridges did not occur until several bridges failed due to local 
scour. Over the years, bridge scour research has focused on the study of free surface 
flow. During the past decade, research related to pressure flow scour has become 
increasingly important. 
A testing program was developed and performed at the Hydraulics Laboratory of 
Colorado State University to examine pressure flow effects on scour at and around 
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bridges. Flume experiments were conducted incorporating a physical model of a generic 
bridge with supporting abutments constructed at an approximate scale of 8: 1. In an effort 
to simulate varying magnitudes of a pressure flow condition, the model was constructed 
in a manner that permitted the bridge deck to be lowered into the flow. By lowering the 
bridge deck and holding the level of the approach flow constant, multiple levels of deck 
submergence could be examined. Six vertical bridge positions, three discharges, two 
abutment widths and two sediment sizes were incorporated into a matrix comprising 69 
tests. Data collected included hydraulic parameters and topographic surveys. 
Analysis of data collected during the study resulted in the fonnulation of a set of 
multivariate linear regression equations enabling the user to estimate abutment, local and 
deck scour depths during a pressure flow condition. Results of a dimensional analysis 
indicate that the dominant variables in predicting scour depths for a pressure flow 
condition include; the critical velocity of a given sediment size, the average velocity 
under the bridge deck, the height of the bridge deck above the initial and final bed 
surface, the depth of flow upstream of the bridge and the Froude number of the approach 
flow. Coefficients of determination for the developed equations ranged from 0.82 to 
0.95. 
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1 INTRODUCTION 
1.1 GENERAL BACKGROUND 
As the population of the world continues to grow, so does the requirement of 
transportation across waterways. Many factors influence the design and construction of 
bridges. From a civil engineering standpoint, hydraulic analysis for a bridge over a 
waterway can be considered essential for the design and operation of safe and reliable 
bridges. Scour can be considered one of the key components in the design of bridges 
through hydraulic analysis. Scour can be classified as the removal of sediment by a swift 
current of water. A scour hole remains as the depression when sediment washes away 
from the bottom of a channel. Specifically related to bridges, there are three types of 
scour: local scour, the removal of sediment from around bridge piers or abutments; 
contraction scour, the removal of sediment from the bottom and sides of the channel; and 
degradational scour, the general removal of sediment from the channel bottom by the 
flow of the channel. Before 1985, design and construction of highway bridges did not 
incorporate the effects of scour. After several bridge failures attributed to local scour and 
flood conditions, bridge design procedures were required to incorporate an analysis of the 
effects of scour. Consequently, bridge scour estimation procedures have undergone 
scrutiny in an attempt to improve the techniques available for use by the hydraulic 
engineering community. Figure 1.1 presents a photograph showing an example of bridge 
failure due to local scour and flooding. 
t -
, . : . ~, " . 
• ~ . ' ''' . ,.: ... ~ ~~<""~ 
. . . 
... ~ \. ~ . 
, -- '" . 
- . ~ .. ' .. , 
• Figure 1.1 - Example of bridge failure due to local scour and flooding 
1.2 DEFINITION OF PRESSURE FLOW 
Scour caused by the occurrence of pressure flow requires a comprehensive 
understanding. Pressure flow can be defined as flow in which the low chord of a bridge 
becomes inundated and the flow through the bridge opening transitions from a free 
surface flow to a pressurized condition, leading to a submerged or partially submerged 
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bridge deck condition. Figure 1.2 presents a schematic of a typical bridge deck flowing 
under a partially submerged pressure flow condition. 
~-----------------------------------~---------------------
• Figure 1.2 - Profile view of typical bridge deck flowing under a partially 
submerged pressure flo\v condition 
Most scour estimation techniques have been developed for free surface flow 
conditions. Free surface flow conditions can be modeled assuming a hydrostatic pressure 
distribution, yielding known relationships between depth, velocity, and shear stress of the 
flow. Pressure flow conditions should not be modeled assuming a hydrostatic pressure 
distribution, as pressure flow violates the known relationships defining a hydrostatic 
pressure distribution. A non-hydrostatic pressure distribution leads to distorted velocity 
profiles, resulting in larger magnitudes of scour at bridges than for free surface flow. 
With the intent of determining the magnitude of scour at bridges under a pressure flow 
condition, Colorado State University (CSU) and the Federal Highway Administration 
(FHW A) developed a testing program to examine pressure flow effects on scour at 
bridges. 
1.3 RESEARCH OBJECTIVES AND SCOPE 
The testing program was performed in the Hydraulics Laboratory at the 
Engineering Research Center (ERC), Colorado State University. Two sets of pressure 
flow scour data were acquired during the study. Arneson (1997) analyzed the first set of 
data and developed two scour prediction equations for a pressure flow condition. One 
equation was for pressure flow deck scour and the other equation was for pressure flow 
pier scour. Data from the second set were collected for further development of a pressure 
flow deck scour predictive equation and a pressure flow abutment scour prediction 
equation. This thesis will utilize the second set of data for development while examining 
and referencing data reported by Arneson (1997). The objectives of this research are: 
1. Define the processes by which pressure flo\v scour occurs at bridges; 
2. Develop relationships which can be utilized to predict bridge scour under 
a pressure flow condition; and 
3. Compare the findings of this study with Arneson (1997). 
In order to meet the previous three objectives, a scope of research was defined as: 
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1. Conduct a literature review including the necessary background 
information to fully understand and develop the foundation for defining 
pressure flow scour for both free surface and pressure flow conditions at 
bridges. 
2. Compile and verify the second set of data produced from the testing 
program to provide the foundation for development of a series of 
relationships to predict pressurized bridge scour. 
3. Develop pressure flow bridge scour predictive relationships for 
comparison with Arneson (1997). 
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2 LITERATURE REVIEW 
2.1 INTRODUCTION 
Scour of bridge foundations (piers and abutments) has been studied for many 
years. To fully understand pressure flow scour research efforts, an understanding of the 
background information and a literature review were performed. Subsequent sections 
provide the necessary background information, a bridge scour review and a summary of 
the literature review. 
2.2 BACKGROUND INFORMATION 
During the 1920's, bridge specifications were developed by the American 
Association of State Highway and Transportation Officials (AASHTO) in conjunction 
with the U.S. Bureau of Public Roads (BPR), now the FHWA. When developing bridge 
specifications, only minor consideration \vas given to hydraulic analysis and little 
consideration to the effect of local scour during bridge design. Most of the actual design, 
even into the late 1970's, was based on the experience of the state bridge engineer. In the 
1940's, Carl Izzard established the Hydraulics Research Division within the BPR to 
6 
develop research programs. In 1950, Lester Herr continued to develop the bridge 
hydraulics research programs. Over the years, the scientific base for bridge hydraulics 
continued to grow, and in 1986, the FHW A authored a manual providing the best tools 
for safe design to include stream dynamics and scour (ASCE, 1999). Following the 
Schoharie Creek Bridge failure in April 1987, the FHW A established a national scour 
evaluation program as an integral part of the National Bridge Inspection' Program. The 
FHWA published Hydraulic Engineering Circular 18 (HEC-18), "Evaluating Scour at 
Bridges," (Richardson & Davis, 1995) and Hydraulic Engineering Circular 20 (HEC-20), 
"Stream Stability at Highway Structures," (Lagasse et aL, 1995) and Hydraulic 
Engineering Circular 23 (HEC-23), "Bridge Scour and Stream Instability 
Countermeasures," (Lagasse et al., 1997) to provide appropriate design manuals for 
bridge scour. 
In 1998, the FHW A reported that 80 percent of the 485,000 bridges over water in 
the U.S. have been screened or evaluated for scour vulnerability. Results indicate that 
66,000 bridges are scour susceptible and another 97,000 have unknown foundations. 
About 17,000 of the 66,000 scour susceptible bridges have been classified as scour 
critical (Richardson, 1999). The FHW A directed that scour critical bridges be monitored, 
repaired or scour protected. 
2.3 BRIDGE SCOUR REVIEW 
Scour of bridge foundations (piers and abutments) represents the largest single 
cause of bridge failure in the United States (ASCE, 1999). Methodical scour research 
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began in 1949 with the research of E.M. Laursen (ASCE, 1999). Unfortunately, the 
application of scour research to the design of bridges did not occur until several bridges 
failed due to local scour. Over the years, bridge scour research has focused on the study 
of free surface flow. During the past decade, research related to pressure flow scour has 
become increasingly important. 
Bridge scour can be segmented into three components: contraction scour, the 
removal of sediment from the bottom and sides of the channel; local scour, the removal 
of sediment from around bridge piers or abutments; and degradational scour, the general 
removal of sediment from the channel bottom by the flow of the channel. Figure 2.1 
presents a diagram of the three different types of scour that can occur at a bridge opening. 
Local Scour at 
the Abutment 
Local Scour at 
the Pier 




Final Bed Level 
Contraction Scour plus Degradational Scour 
• Figure 2.1 - Profile vie,v displaying types of scour at a bridge opening 
Scour at a bridge can further be classified as clear water or live-bed conditions. 
Clear water conditions refer to conditions in which the bed material upstream of the scour 
area does not move, implying that the bed shear stresses in the areas upstream of the 
bridge are at or below the critical shear stress value for incipient motion of the bed 
material. Wash load, however could be present. Live-bed conditions occur when the 
hydraulics acting on the bed material upstream of the bridge have exceeded the critical 
shear stress value for incipient motion and thereby cause sediment input into the scour 
zone from upstream. Calculating the critical velocity assists in determining whether the 
section upstream of a bridge can be classified as a live-bed or clear water condition. 
According to Richardson & Davis (1995), to determine if the flow upstream of a bridge 
will be transporting bed material, calculate the critical velocity for incipient motion, Ve, 
of the median grain size of the bed material and compare it with the mean flow velocity, 
V, in the main channel. When the critical velocity of the bed material exceeds the mean 
flow velocity (Vc>V), clear water conditions exist. However, if the critical velocity falls 
below the mean flow velocity (Vc<V), then live-bed conditions exist. Critical velocity, as 





• Equation 2.1 
critical velocity above which bed material will be transported, mls; 
depth of approach flow, m; and 
grain size for which 50 percent of the bed material is finer, m. 
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In the following discussion of many of the pertinent studies on scour at bridges, 
the variables in the equations are dimensionless unless they are explicitly defined with 
units. Additionally, some of the variables in the equations have been modified from the 
author's original format as to be consistent throughout this thesis. Succeeding sections 
discuss the three types of bridge scour with their respective bridge scour predictive 
equations for free surface and pressure flow conditions. 
2.3.1 CONTRACTION SCOUR 
Contraction scour can occur where a foundation and/or road approach 
embankments of a bridge constrict the waterway. Alternatively, contraction scour can 
occur if a bridge is placed in a natural constriction in the width of a channel. Ensuing 
sections discuss free surface contraction scour and pressure flow contraction scour. 
2.3.1.1 FREE SURFACE CONTRACTION SCOUR 
Richardson & Davis (1995), presented two forms of contraction scour relating to 
the competence of the uncontracted approach flow to transport bed material into the 
contraction. Live-bed and clear \vater contraction scour equations presented in HEC-18 
(Richardson & Davis, 1995), were developed with the application of the principle of 
conservation of sediment transport. 
For bridge piers, abutments, or any width contraction, the degree of contraction 







• Equation 2.2 
contraction ratio; 
bottom width of the approach (unconstricted) section, L; and 
bottom width of the bridge (constricted) section, L. 
As an example, a ten percent reduction in channel width due to the presence of 
piers, abutments and/or approach embankments results in a contraction ratio of 1.11. 
From continuity, a decrease in flow area results in an increase in average velocity and bed 
shear stress through the contraction. Hence, an increase in erosive forces through the 
contraction would be expected. 
During live-bed conditions, fully developed scour in a bridge opening reaches a 
state of equilibrium when the rate of sediment transported into the contracted section 
equals the rate of sediment transported out of the contracted section (Richardson & 
Davis, 1995). Laursen (1960) derived a live-bed contraction scour equation based on a 
simplified transport function, transport of sediment in a long contraction, and other 
simplifying assumptions. Laursen's contraction scour predictive equation for live·bed 
conditions follows as 
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average depth of scour, m; 
average depth in the upstream main channel, m; 
average depth in the contracted section, m; 
• Equation 2.3 
existing depth in the contracted section before scour, m; 
flow in the upstream channel transporting sediment, m3/s; 
flow in the contracted channel, m3/s; 
contraction ratio; 
Manning's n for the upstream main channel; 
Manning's n for the contracted section; 
correction factor for mode of sediment transport, Table 2.1; and 
correction factor for mode of sediment transport, Table 2.1. 
• Table 2.1 - Correction factors for mode of sediment transport 
VJro 
<0.50 












k2 Mode of Bed Material Transport 
0.066 Mostly contact bed material discharge 
0.21 Some suspended bed material discharge 
0.37 Mostly suspended bed material discharge 
(gY1Sl)112; shear velocity in the upstream section, mls; 
median fall velocity of the bed material based on Dso, mls; 
acceleration due to gravity, mls2; 
slope of energy grade line of main channel, rnIm 
grain size for which 50 percent of the bed material is finer, m. 
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Under clear water conditions, sediment transport into a contracted section equals 
zero and maximum scour occurs when the shear stress reaches the critical shear stress of 
the bed material in the contracted section. Richardson & Davis (1995), with initial work 








• Equation 2.4 
average depth of scour, m; 
average depth in the contracted section, m; 
existing depth in the contracted section before scour, m; 
average velocity in the contracted section, mls; and 
diameter of the bed material (l.25Dso) in the contracted section, m. 
Equation 2.4 assumes a homogeneous bed material. However, with clear water 
conditions in non-homogeneous materials, using the sediment layer with the finest Dso to 
compute contraction scour would result in the most conservative estimate of contraction 
scour (Richardson & Davis, 1995). 
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2.3.1.2 PRESSURE FLOW CONTRACTION SCOUR 
Currently there is no known research related to a predictive equation or 
documentation on mechanics of contraction scour under pressure flow. Although, one 
could theorize that contraction scour under pressure flow conditions would be greater 
than for free surface conditions given that the velocities under that bridge deck would be 
increased due to the pressurized condition. 
2.3.2 LOCAL SCOUR 
Local scour occurs at a bridge opening when the local flow field near the bridge 
piers andlor abutments generates erosive forces greater than the resistance force of the 
bed materiaL Dominant features of the flow field near a pier or abutment are large-scale 
eddy structures, or a system of vortices, which develop around the structure. Vortex 
systems constitute the basic mechanism of local scour and strongly affect the vertical 
component of velocity near the structure. Succeeding sections discuss local scour at 
bridge piers, at bridge abutments and under pressure flow conditions. 
2.3.2.1 LOCAL SCOUR AT BRIDGE PIERS 
Flo\v field and scour hole patterns at and around a circular pier are presented 
schematically in Figure 2.2 (Melville & Coleman, 2000). Upstream of the pier, the 
section of the scour hole resembles a frustum of an inverted cone. Principle features of 
the flow, discretised in Figure 2.2 for simplicity, include downflow ahead of the pier, the 
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horseshoe vortex at the base of the pier, the surface roller upstream of the pier and wake 
vortices downstream of the pier. Downflow results as a consequence of flow deceleration 
ahead of the pier and the associated stagnation pressure on the face of the pier. A 
resulting downward pressure gradient at the pier face generates downflow. Downflow 
impinging on the bed acts like a vertical jet in eroding a groove immediately adjacent to 
the front of the pier. Formation of the groove undermines the scour hole slope. Bed 
material slope collapses in local avalanches of sediment into the erosion zone, thus 
maintaining the slope at the local angle of repose of the sediment. Development of the 
scour hole around the pier also creates a lee eddy, also known as the horseshoe vortex. 
Dislodged particles are transported past the pier via the horseshoe vortex. Resultant 
forces of down flow and the horseshoe vortex provide the primary mechanisms 
responsible for producing scour. Wake vortices arise from flow separation at the sides of 
a pier. Wake vortices translate downstream and collect sediment from the bed while 
transporting sediment entrained by downflow and the horseshoe vortex. Flow field and 
scour hole patterns shown in Figure 2.2 are analogous for piers of varying geometry. 
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I-Iorseshoe Vortex 
• Figure 2.2 - Flo,v field and scour patterns at a circular pier (Melville & Coleman, 
2000) 
A selection of some of the most commonly used and referenced equations for free 
surface pier scour are given in Table 2.2 from Melville & Coleman (2000). In addition to 
the equations presented in Table 2.2, Richardson & Davis (1995), recommend Equation 
2.5 as the standard from HEC-18 for both live-bed and clear water free surface pier scour. 
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Comments 
applies to live-bed scour 
cis = depth of pier scour, L 
b = pier width, L; y = flow 
depth, L 
- applies to clear water scour 
'[1 = grain roughness 
component of shear, IvlIL r 
- 1 'tc = critical shear stress at 
-
incipient motion, WLr 
Ks = shape factor; Ka = angIe 
of attack factor 
derived from data for tidal 
flows 
Yr = regime depth = 
1.48(q2/FB)1I3 where FB = 
1.9d°.5, d in rnm and q in m2/s 
v = average flow velocity, 
Uf; v = kinematic viscosity, 
L2rr 
g = acceleration due to 
gravity, IJ':f 
(2VNc - 1) = I for live-bed 
scour; Vc = critical velocity 
Ks = 1.5 for round-nosed and 
circular piers; Ks = 2.0 for 
rectangular piers 
f(VNc)=0 for VNc<=O.5 
=(2VNc-1) for 0.5<VNc<1 
= 1 for VNd>l 
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maximum pier scour depth, m; 
pier width, m; 
• Equation 2.5 
correction factor for pier nose shape, Table 2.3; 
correction factor for angle of attack of flow, Equation 2.6; 
correction factor for bed condition, Table 2.4; 
correction factor for armoring by bed material size; 
flow depth directly upstream of pier, m; 
Froude number directly upstream of the pier = V I/(gYl)ln; 
mean velocity of flow directly upstream of the pier, mls; and 
acceleration due to gravity, mls2• 
• Table 2.3 - Correction factor, Ks, for pier nose shape 






Round nose b 1.0 
Circular cylinder 1.0 
L I 
Group of cylinders b 













pier width, m; 
length of pier, m; and 
angle of attack of flow, degrees; 
• Table 2.4 - Correction factor, K3, for bed condition 
Bed Condition Dune Height (H), m 
Clear water scour nla 
Plane bed and antidune flow n/a 





Medium dunes 9>H>=3 1.2 to 1.1 
Large dunes H>=9 1.3 
• Equation 2.6 
Correction factor, Kt, decreases scour depths for armoring of the scour hole for 
bed materials that have a Dso equal to or larger than 0.06 m. The maximum value for K4 
should not exceed 1.0 and the minimum value for Kt should not be less than 0.7. Further 
explanation of the correction factor, Kt, can be found in HEC-18 (Richardson & Davis, 
1995). 
2.3.2.2 LOCAL SCOUR AT BRIDGE ABUTMENTS 
Shen et aL (1966) recognized that scour at an abutment should be a similar 
process to scour at a pier of the same dimensions as the abutment. Kwan (1988) 
indicated that the flo\v pattern at bridge abutments varies according to the length of the 
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abutment and the corresponding flow obstruction. An illustration of the flow field and 
scour patterns at a short abutment is shown in Figure 2.3 (Melville & Coleman, 2000). 
Principle features are discretised for clarity and comprise the surface roller, downflow, 
principal vortex and wake vortices. The principle vortex can be considered analogous to 
the horseshoe vortex at piers. Additionally, the flow field at piers and short abutments 
are similar. 
"-:. ',."~>rincilj·~·,~fo.r~,e~ '. 
'; .... ~ '''' ,r T~~ ~~ ~. "' ~":? ,J- : ~ • , 
• Figure 2.3 - Flow field and scour patterns at a short abutment (Melville & 
Colenlan, 2000) 
A schematic of the flow field and scour patterns at a long abutment are shown in 
Figure 2.4 (Melville & Coleman, 2000). For a long abutment, the flow field and scour 
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hole geometry are similar to those at shorter abutments. However, downflow contributes 
a less significant component, and a large scale circulating reverse eddy occurs ahead of 
the abutment near the bank. Additionally, due to shallowness of the flow, the velocity 
has a strong two-dimensional characteristic. Increased scour activity occurs near the end 
of the abutment, at the principal vortex concentration point. 
• Figure 2.4 - Flo\v field and scour patterns at a long abutment (Melville & 
Colenlan, 2000) 
Commonly used equations for free surface abutment scour are presented in Table 
2.5 from Melville & Coleman (2000). In addition to the equations presented in Table 2.5, 
Richardson & Davis (1995) recommend Equation 2.7 as the standard from HEC-18, for 
predicting free surface abutment scour under live-bed conditions. Equation 2.7 was 
obtained from analysis of 170 live·bed scour measurements in laboratory flumes via 
regression techniques from Froehlich (1989). 
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• Table 2.5 - A selection of free surface abutnlent scour equations 
Reference 
Liu et aL 
(1961) 
Liu et at 
(1961) 
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applies to live-bed scour at 
spill through abutments; cis = 
depth of abutment scour; y = 
depth of approach flow; a = 
abutment protrusion length; 
Fr = Froude number of 
approach flow 
applies to live-bed scour at 
wing-wall or vertical wall 
abutments 
applies to clear water scour at 
vertical wall abutment; f3 = 
contraction ratio 
applies to live-bed scour at a 
protuding abutment 
applies to clear water scour; 
't'l = grain roughness 
component of bed shear; 
't'c = critical shear stress 
KI = flow intensity factor; Kya 
= depth-size factor; Kd = 
sediment size factor; Ks = 
shape factor; Ko = angle of 
attack of flow factor; KG = 
. geom~try factor 
--L = 2.27 K K!!.. FrO.61 + 1 d ( JO.43 





maximum abutment scour depth, m; 
abutment protrusion length, m; 
correction factor for abutment shape, Table 2.6; 
• Equation 2.7 
Ko = correction factor for angle of abutment to flow = (9/90)°·13; 
e < 90 degrees if abutments point downstream; 
e > 90 degrees if abutments point upstream; 
e = angle of inclination; 
y = 
Fr = 
flow depth directly upstream of abutment, m; and 
Froude number of approach flow upstream of abutment. 
• Table 2.6 - Correction factor, Ks, for abutnlent shape 
Description Ks 
Vertica1-\vall abutrrent 1.00 
Vertical-\vall abutment with wing walls 0.82 
Spill-through abutment 0.55 
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2.3.2.3 LOCAL SCOUR UNDER PRESSURE FLOW 
Pressure flow can be defined as flow in which the low chord of a bridge becomes 
inundated and the flow through the bridge opening transitions from a free surface flow to 
a pressurized flow condition, yielding a submerged or partially submerged bridge deck. 
Common variables used to perform scour analysis at a partially submerged bridge are 
displayed in Figure 2.5. Pressure flow conditions should not be modeled assuming of a 
hydrostatic pressure distribution, as pressure flow violates the known relationships 
defining a hydrostatic pressure distribution (Arneson, 1997). A non-hydrostatic pressure 
distribution leads to distorted velocity profiles, resulting in larger magnitudes of scour at 
bridges than for free surface flow. Hence, submergence of a bridge increases the scour at 
the bridge compared to a bridge in an unsubmerged condition (Melville & Coleman, 
2000). Scour that develops during submerged or partially submerged conditions can be 
segmented into two components; local pressure scour and scour due to bridge deck 
submergence, termed pressure flow deck scour. Local pressure scour refers to the scour 
that occurs under a pressure flow condition at a pier or an abutment. Pressure flow deck 
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• Figure 2.5 - Pressure flo\v scour variables at a partially subnlerged bridge 
In 1991, Abed reported on the development of a large-scale eddy during pressure 
flow conditions. This large-scale eddy can be considered analogous to the downflow that 
occurs during free surface local scour, which leads to the principle vortex. As with free 
surface local scour, vortex systems constitute the basic mechanism of pressure flow scour 
and strongly affect the vertical component of velocity near the structure. Vortex systems, 
which develop during pressure flow conditions, are not present during free flow 
conditions. Hence, scour that occurs due to the submergence of the bridge deck will be 
greater than for un submerged bridge deck conditions. Additionally, the local scour which 
occurs under pressure flow conditions, will be greater than for free surface conditions 
26 
because the down flow component of the vortex system will be increased during pressure 
flow conditions adding to the system of vortices already present at a pier or abutment. 
2.3.2.3.1 ABED (1991) 
Research conducted at Colorado State University by Abed in 1991 resulted in a 
prediction equation for pier scour under pressure flow conditions. Essential parameters 
in Abed's research were bridge opening, approach flow depth and approach flow 
velocity. From dimensional analysis, Abed determined for pressure conditions that the 
bridge opening and the Froude number of the approach flow were the significant 
variables in describing scour. Testing consisted of free flow conditions and pressure flow 
conditions. Relationships that were developed employed dimensional and regression 
analyses in both free and pressure flow conditions. Abed stated that the maximum depth 
of scour expected at a pier under pressure flow could be as high as 2.3 to 10 times as 
large as the scour that could be expected under free surface flow conditions. However, 
Abed's experiments did not separate the pressure flo\v pier scour component from the 
scour caused by pressure flow deck scour. Abed presented Equation 2.8 which can be 
used to predict the maximum local pressure flow scour depth for clear water conditions . 









maximum local scour depth. This depth includes both pier and 
pressure scour caused by the submerged bridge deck, L; 
depth of flow immediately upstream of the bridge pier, L; 
correction factor for pier nose shape; 
correction factor for angle of attack of approach flow; 
Froude number of the approach flow; and 
depth of flow in the bridge opening, L. 
2.3.2.3.2 JONES (1993, 1995-1996) 
Jones (1993, 1995-1996) developed a relationship based on laboratory 
experiments that could be used to estimate the amount of scour that would result due to 
the vertical flow contraction associated \vith pressure flow conditions. Jones concluded 
that the magnitude of pier scour under pressure conditions approximately equals the 
magnitude of pier scour under free surface flo\v conditions. Additionally, Jones 
determined that the components of pressure flow deck scour and pressure flow pier scour 
were additive. Jones' equation tended to underestimate the actual scour measured in a 
bridge opening. This underestimate could be explained in that the tests were performed 
under clear \vater conditions and test durations were not long enough to attain maximum 
scour depths (Arneson & Abt, 1999). Based on dimensional and regression analysis for 
clear water conditions, Jones presented Equation 2.9 which can be used to predict 








• Equation 2.9 
distance from the low chord of the bridge to the average elevation 
of the bed material, L; 
equilibrium depth of pressure flow deck scour measured from the 
mean bed elevation, L; 
depth of flow upstream of the bridge deck, L; 
depth of flow overtopping the bridge, L; 
velocity of flow immediately upstream of the bridge deck, Lff; 
and 
velocity under the bridge deck which corresponds to the incipient 
motion velocity, Uf. 
2.3.2.3.3 CHANG (1995) 
Chang (1995) used the data collected by Jones (1993, 1995-1996) in an attempt to 
produce a more general relationship for the prediction of live-bed pressure flow deck 
scour. Equation 2.10, developed by Chang, over predicted the measured scour. Chang's 
equation was intended for use in live-bed conditions, but the data used to develop the 
equation \vere from a clear water data set. 
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Where, 
c = 1 . 
q C C ' 
f c 
c = O.{ H b - 0.56J + 0.79 S 1.0; 
c y-w 




unit discharge that passes under the bridge deck, L 2rr; 
Froude number reduction (should not exceed 1.0); 
discharge reduction (should not exceed 1.0); 
Cc = vertical contraction correction (should not exceed 1.0); and 
all other variables are defined previously. 
2.3.2.3.4 ARNESON (1997) 
Arneson (1997) developed t\VO scour estimation equations for pressure flow 
conditions. One equation was developed for predicting pressure flow deck scour and the 
second for predicting pressure flow pier scour. 
Experiments \vere performed in a flume 8 feet wide and 200 feet long with 4 
sediment sizes ranging from 0.6 to 3.3 mm, with and without a pier, discharges ranging 
from 8 to 24 cubic feet per second, and six bridge submergence positions. In total, 24 
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live-bed tests were conducted. A total of 116 data points were used for the development 
of a pressure flow deck scour prediction equation. A total of 45 data points were used for 
the development of a pressure flow pier scour prediction equation. 
A dimensional analysis was performed on the hydraulic and geometric parameters 
collected during the pressure flow experiments. Arneson applied the concept of 
similitude and then analyzed the model to derive dimensionless parameters. 
Additionally, statistical analyses were perfonned applying the principles of least squares 
and multiple linear regression. Statistical variables included variance, rr, coefficient of 
detennination, R2, F statistic, and P-leveL Data were checked to assure that relationships 
between the independent variables were linear, that the variables and residuals were 
normally distributed, and that multicollinearity between independent variables was 
avoided. A residual analysis was used to detect the presence of outliers in the data set 
that could bias the results of the regression analysis. 
Arneson's study concluded that the magnitude of total scour at a bridge flowing 
under pressure flo\v conditions results from the sum of pressure flow deck scour and 
pressure flow pier scour. The coefficient of determination for the pressure flow deck 
scour equation was 0.89, indicating that 89 percent of the variability in the data were 
explained by the relationship. The coefficient of determination for the pressure flow pier 
scour equation was 0.71, which explains 71 percent of the data variability. Arneson 
derived Equations 2.11 and 2.12 for calculating pressure flow deck scour and pressure 








• Equation 2.11 
equilibrium depth of pressure flow deck scour measured from the 
mean bed elevation, L; 
depth of flow immediately upstream of the bridge deck, L; 
distance from the low chord of the bridge to the average elevation 
of the bed material, L; 
average velocity of flow through the bridge opening, IJf; and 
velocity of flow at incipient motion of bed material, IJf. 




• Equation 2.12 
equilibrium depth of pressure flow pier scour measured from the 
mean bed elevation; 
pier width; and 
aU other variables defined previously_ 
2.3.3 DEGRADATIONAL SCOUR 
Degradational scour occurs irrespective of the existence of a bridge and can occur 
as either long-term or short-term scour, depending upon the time taken for scour 
development. Short-term degradational scour develops during a single or several closely 
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spaced large flow events. Long-term degradationaI scour has a considerably longer time 
scale, normally on the order of several years and includes lateral bank erosion (Melville 
& Coleman, 2000). Melville & Coleman (2000) state that long-term degradational scour 
can be defined as the semi-permanent general lowering of the riverbed due to 
hydrometeorologicaI changes. Examples of long-term degradational scour include 
prolonged high flows, geomorphological changes, or human activities. Lateral bank 
erosion can lead to a bridge being outflanked by the river or to undermining of the 
abutments. Bank erosion may result from a change in the river controls, such as a sudden 
change in the river course, meander migration or channel widening. The main causes of 
degradational scour according to Melville and Coleman (2000) are listed in Table 2.7. 
• Table 2.7 - Main causes of degradational scour 
Action Type of Cause 




cut-off formation Human 
Stream Bed Mining Human 
DamfReservoir Construction Human 
Land Use Changes Human 
urbanization Human 
deforestation Human 
agricultural activity Human 
Channel Straightening Nature 
cut-off formation Nature 
TectonicN olcanic Activity Nature 
landslides, mud flows Nature 
liquefaction Nature 
Fire Nature 
Climate Change Nature 
An estimation of degradational scour and aggradation generally requires 
significant knowledge of sediment transport and river mechanics. Richardson and Davis 
(1995) comment that long-term streambed profile changes will usually be difficult to 
access. Therefore, a review of the pertinent equations for degradational scour was 
beyond the scope of this thesis. 
2.4 SUMMARY 
For free surface flow conditions, HEC-18 (Richardson & Davis, 1995) can be 
considered the standard in the United States for evaluating scour at bridges (piers, 
abutments, etc.). HEC-18 presents the best available equations for the prediction of free 
surface contraction scour, prediction of local scour at piers and abutments, and discussion 
of procedures for examining degradational scour. HEC-18 presents limited information 
with regard to pressure flow scour. 
Research efforts for pressure flow conditions at bridges, aside from information 
presented in HEC-18, are also limited. In 1991, Abed presented the first known 
predictive equation for pressure flow scour at bridges. Abed's equation was limited to 
clear water conditions and did not separate pressure flow local scour from pressure flow 
deck scour. Jones (1993, 1995-1996) developed a pressure flow deck scour predictive 
equation, although Jones' equation was developed for clear water conditions and tended 
to underestimate the actual pressure flow deck scour measured at a bridge. Chang (1995) 
developed a predictive equation from Jones' data set intended for use under live bed 
conditions for prediction of pressure flow deck scour. Chang's live-bed predictive 
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equation was developed from a clear water data set and tended to overestimate the actual 
pressure flow deck scour measured at a bridge. Arneson (1997) presented one predictive 
equation for live-bed pressure flow deck scour and another predictive equation for live-
bed pressure flow pier scour. Both of the equations presented by Arneson reasonably 
predicted the actual pressure flow scour measured at a bridge. 
There are a few predictive equations for pressure flow deck scour, one predictive 
equation for pressure flow pier scour, but no predictive equation for pressure flow 
abutment scour. Validation of the predictive equations for pressure flow deck scour and 
pressure flow pier scour along with development of a predictive equation for pressure 
flow abutment scour would help provide a complete set of predictive equations for 
pressure flow scour at bridges. 
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3 DATA COLLECTION 
3.1 INTRODUCTION 
A series of experiments was conducted to examine the effects of a pressure flow 
condition on scour at bridges. A model study was conducted at the Hydraulics 
Laboratory of Colorado State University_ A sand bed channel with an abutment 
supported bridge crossing was simulated in the laboratory. During the testing program, 
pressure flow effects on scour were examined under varying flow conditions with two 
sediment sizes. A description of the flume, the model and the data acquisition equipment 
will be presented. 
3.2 FLUME DESCRIPTION 
A recirculating flume 200 ft long by 8 ft wide was used for the testing program. 
Figure 3.1 presents a plan view of the flume and test section. Water was supplied to the 
flume by one 125 horsepower electric pump and two 175 horsepower electric pumps, 
\vhich could be run separately or in parallel, to achieve a desired discharge. Maximum 
flume capacity was 100 cubic feet per second (cfs) and the bed slope could be 
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horizontally adjusted to approximately two percent. A bed slope of 0.09 percent was 
utilized for all experiments. A motorized cart traversed the flume along a track attached 
to the top of the flume and served as a platform to mount data acquisition equipment. 
Data acquisition instrumentation was mounted to a point gauge assembly that attached to 


















• Figure 3.1- Plan vie\v of flunle and test section 
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~ Point Gage 
Data Platform 
• Figure 3.2 - Cross section of data platfonn and point gage assenlbly 
3.3 MODEL DESCRIPTION 
A model bridge, constructed at an approximate 8: 1 scale, was installed in the 
flume and positioned perpendicular to the direction of flow. Spanning the width of the 
flume, the model bridge was three feet wide in the direction of flow and 0.75 feet thick 
from bridge deck to bridge low chord as shown in Figure 3.3. Elevation of the bridge 
deck was adjustable, permitting the bridge to be raised and lowered in the flume. Six 
bridge deck elevations were selected to simulate conditions of various stages along the 








Bridge Low Chord 
..... --Adjustment Rod 
• Figure 3.3 - Cross section of model bridge deck 
Two sets of abutments were constructed of wood and mounted along the left and 
right sides of the flume under the bridge deck opening. A 12 percent horizontal 
constriction of flow resulting from inserting abutments measuring 3.0 ft by 0.48 ft 
(small). A 36 percent horizontal constriction of flow resulted from inserting abutments 
measuring 3.0 ft by 1.44 ft (large). Both sets of abutments were constructed in such a 
fashion that 0.17-foot sections could be removed to accommodate the lowering of the 




Small abutments each 
0.48 feet wide 
3.0 ft 
• Figure 3.4 - Plan vie\v sho\ving placentent of snlaller abutnlents in model bridge 
deck 
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3.4 DATA ACQUISITION EQUIPMENT 
Data were collected and recorded with a SonTek® Acoustic Doppler Velocimeter 
(ADV). Velocities \vere collected in a three-space coordinate system utilizing the ADV. 
Three components comprised the ADV: probe head, conditioning module and data 
recorder. While attached to the point gauge assembly, the probe head, which was a three-
pronged apparatus, was submerged into the flow. Velocities, in a three-space coordinate 
system, were measured at a sampling volume located approximately 0.16 feet below the 
probe head. Figure 3.5 presents a diagram of the probe head. The conditioning module 
consisted of a cylindrical unit, which provided the link between the probe head and data 
recorder and performed the digital processing necessary to interpret the Doppler signal. 
A personal computer was used as a data recorder. While the data acquisition system was 
capable of operating at sampling rates between 0.1 and 25 Hz, a sampling frequency of 5 
Hz for a 30 second duration was used throughout the experiment. Sampling frequency 
and duration were determined based on a sensitivity analysis of frequency and duration. 
Flow 
Sampling Volume 
Bed of Flume 
• Figure 3.5 - Profile vie\v of ADV probe head 
41 
Bed elevations and water surface elevations were measured utilizing the ADV's 
ability to determine the distance from the probe head to a fixed boundary, or an air-water 
interface. Distances were determined by the probe emitting a sonar pulse and the 
conditioning module analyzing the return signal. The maximum boundary distance the 
conditioning module was capable of detecting was approximately 1.1 ft. Figure 3.6 
illustrates the relative positioning of the ADV probe, point gauge assembly and data 
collection platform. By changing the location of the data platform along the flume and 
by varying the location and elevation of the point gauge, the probe could be positioned at 
any location within the test section. While velocity data were recorded directly to the 
computer, boundary locations were displayed and recorded manually. 
Side of Flume 
Data Platform 
Bridge 
ADVProbe ~ Flow 
Bed of Flume 
• Figure 3.6 - Profile vie\v of ADV probe positioning 
3.5 TEST PARAMETERS 
A clear and comprehensive testing matrix and detailed nomenclature was 
developed to assist in obtaining the desired results. Subsequent sections discuss the test 
matrix and nomenclature. 
3.5.1 TEST MATRIX 
A test matrix was developed to quantify the effects of variation in the following 
parameters: discharge, sediment size, initial bridge opening, and abutment size. Initial 
bridge opening was defined as the distance from the low chord bridge elevation to the 
mean initial bed elevation (prior to testing). Table 3.1 displays an overview of the 
variation in testing parameters for the 1.5 mm sand and the 3.3 mm sand. 
Discharge was targeted at 8 cfs, 18 cfs, and 24 cfs to while the upstream flow 
depth \vas held at approximately 1.25 ft to achieve an increase in flow velocity. 
Sediment used during testing included median grain sizes of 1.5 mm and 3.3 mm. 
Gradation curves for the sediments utilized during testing are presented in Figures 3.7 
and 3.8, respectively. Table 3.2 outlines the summary statistics for each of the two 
sediments. For each sediment size examined, two series of tests were conducted, one 
series of 18 tests with small abutments (12% constriction) and one series of 18 tests with 
large abutments (36% constriction). Both series of tests included 6 tests at 8 efs, 6 tests 
at 18 cfs and 6 test at 24 cfs, unless the bed material scoured to the floor of the flume, in 
which ease, testing was terminated. In total, 62 of the proposed 72 tests were conducted. 
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Data for test numbers 32 through 36, 66 and 69 through 72 were not obtained due to the 
bed material scouring to the floor on the previous test. 
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• Table 3.1 - Variation in test parameters 
Test Discharge Sediment Size Initial Bridge Abutment Constriction 
Nunther Opening Percentage 
( f1'"'/s) ( Dso, in ntm ) (ft) (% ) 
1 8 l.5 1.37 12 
2 8 l.5 1.20 12 
3 8 1.5 1.03 12 
4 8 l.5 0.86 12 
5 8 1.5 0.69 12 
6 8 l.5 0.52 12 
7 18 1.5 1.37 12 
8 18 1.5 1.20 12 
9 18 1.5 1.03 12 
10 18 1.5 0.86 12 
11 18 1.5 0.69 12 
12 18 1.5 0.52 12 
13 24 1.5 1.37 12 
14 24 1.5 1.20 12 
15 24 1.5 1.03 12 
16 24 1.5 0.86 12 
17 24 1.5 0.69 12 
18 24 1.5 0.52 12 
19 8 1.5 1.37 36 
20 8 1.5 1.20 36 
21 8 1.5 1.03 36 
22 8 1.5 0.86 36 
23 8 1.5 0.69 36 
24 8 1.5 0.52 36 
25 18 1.5 1.37 36 
26 18 1.5 1.20 36 
27 18 1.5 1.03 36 
28 18 1.5 0.86 36 
29 18 1.5 0.69 36 
30 18 1.5 0.52 36 
31 24 1.5 1.37 36 
32* 24 1.5 1.20 36 
33* 24 1.5 1.03 36 
34* 24 1.5 0.86 36 
35* 24 1.5 0.69 36 
36* 24 1.5 0.52 36 
* Data not collected due to scour depths beyond limits of the facility. 
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• Table 3.1 (continued) - Variation in test parameters 
Test Discharge Sedinlent Size Initial Bridge Abutment Constriction 
Number Opening Percentage 
(f1"/5 ) ( Dso, in D1n1 ) (ft) (% ) 
37 8 3.3 1.37 12 
38 8 3.3 1.20 12 
39 8 3.3 1.03 12 
40 8 3.3 0.86 12 
41 8 3.3 0.69 12 
42 8 3.3 0.52 12 
43 18 3.3 1.37 12 
44 18 3.3 1.20 12 
45 18 3.3 1.03 12 
46 18 3.3 0.86 12 
47 18 3.3 0.69 12 
48 18 3.3 0.52 12 
49 24 3.3 1.37 12 
50 24 3.3 l.20 12 
51 24 3.3 1.03 12 
52 24 3.3 0.86 12 
53 24 3.3 0.69 12 
54 24 3.3 0.52 12 
55 8 3.3 1.37 36 
56 8 3.3 1.20 36 
57 8 3.3 1.03 36 
58 8 3.3 0.86 36 
59 8 3.3 0.69 36 
60 8 3.3 0.52 36 
61 18 3.3 1.37 36 
62 18 3.3 1.20 36 
63 18 3.3 1.03 36 
64 18 3.3 0.86 36 
65 18 3.3 0.69 36 
66* 18 3.3 0.52 36 
67 24 3.3 1.37 36 
68 24 3.3 1.20 36 
69* 24 3.3 1.03 36 
70* 24 3.3 0.86 36 
71* 24 3.3 0.69 36 
72* 24 3.3 0.52 36 
* Data not collected due (0 scour depths beyond limits of the facility. 
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Grain Size Distribution 
1.5 mm Sand used for Testing 
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• Figure 3.7 - Grain size distribution for 1.5 nln1 sand 
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• Figure 3.8 - Grain size distribution for 3.3 nlnl sand 
• Table 3.2 - Summary statistics of utilized sedinlent 
Sediment Median Grain Size Geonletric Standard Deviation 
( D50' nUll ) ( crt:) 
1 1.5 4.23 
2 3.3 1.41 
Initial bridge opening was defined as the distance from the low chord bridge 
elevation to the mean initial bed elevation (prior to testing). Initial bridge opening was 
varied to simulate the rising limb of a hydrograph. Table 3.3 displays the initial bridge 
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opening corresponding to each of the six bridge positions. Each test began with the low 
chord positioned just above the water surface, labeled position one. Velocity, bed 
elevation and water surface elevation were then measured and documented. Once all data 
had been collected, the bridge \vas lowered 0.17 feet to position two. This process was 
repeated until all six bridge positions were completed. Position six was the final position 
of the bridge, located 0.85 feet below the original deck elevation . 
• Table 3.3 - Initial bridge opening corresponding to bridge position 









Data were collected in a test section 16 feet long for each test in the test matrix. 
Sampling 'sections \vere located upstream, downstream and directly under the bridge 
deck. Although data acquisition locations remained similar, labeling and locations 
changed during evolution of the testing matrix. A system of nomenclature was developed 
to describe the location of points of interest in the test section. Each sampling point used 
for data collection \vas identified by one of four letters, D, U, A or B, and a number (Le. 
Bl, D5, Al or U3). Letters, D, U, A or B signify downstream, upstream, abutment or 
bridge point, respectively. These letters apply to an tests performed, although the 
numerical component for each label varied in some tests. 
To describe the dimensions and other quantities of the testing procedure, many 
terms \vere used. A list of terms, definitions and corresponding units used for the data 
analysis are presented in Table 3.4 . 
• Table 3.4 - List of variables used for data analysis 
Variable Description Units 
Test Number 
Number corresponding to an individual data point obtained 
nJa 
during testing 
Q Volumetric flow rate of water in the flume fels 
qbr Unit discharge through bridge opening ft2/s 
Dso Grain size for which 50 percent of the bed material is finer nun 
Bridge Position 
Position of bridge corresponding to an initial bridge 
nJa 
opening. Hb 
Vertical Percentage of vertical constriction caused by the bridge 
% 
Constriction % elevation 
Horizontal Percentage of horizontal constriction caused by the 
% 
Constriction % presence of abutments 
Ypds 
Equilibrium depth of pressure flow deck scour measured 
ft 
from the mean bed elevation 
ypas 
Equilibrium depth of pressure flow abutment scour 
ft 
measured from the mean bed elevation 
Hb 
Distance from the low chord of the bridge to the initial 
ft 
mean bed elevation (initial bridge opening) 
y Depth of approach flow upstream of the bridge deck ft . 
Fr Froude number of the approach flow = V J(gy)o.s nla 
Va Velocity of the approach flow ftls 
Vb Average velocity of the flow under the bridge ftls 
Vc 
Velocity of the flow for incipient motion of the bed 
ftls 
material. Critical velocity 
g Acceleration due to gravity ftls2 
a Abutment protrusion length ft 
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3.6 TESTING PREPARATION AND PROCEDURE 
To ensure that the data collected and results desired were accurate and complete, a 
rigorous testing preparation and procedure format was developed. Succeeding sections 
discuss test preparation and test procedure. 
3.6.1 TESTPREPARATION 
The initial bed elevation for each test was prepared by leveling the bed material 
prior to each test. To ensure repeatability of the initial bed setting, a board, suspended 
from the moveable cart with chains, was used as a reference. These chains were adjusted 
an appropriate elevation and the cart was pulled along the length of the flume. Necessary 
adjustments to the bed material were made to match the elevation of the bed material 
with the elevation of the reference board. 
Once the bed material was leveled, the flume was filled with water. One 125 
horsepower pump, operating at a low discharge, was used to fill the flume. A calibrated 
orifice plate and a water-filled manometer were used to set and monitor the discharge 
during each test. To preserve the initial elevation and condition of the bed material, the 
flume \vas filled slowly. Water filled the flume until approximately 1.25 ft of depth 
covered the bed. The discharge was then slowly increased to the desired flow and the 
\vater surface \vas adjusted. An initial water surface elevation was set to provide 1.36 
feet of water depth immediately upstream of the bridge opening to obtain a condition just 
below partial bridge deck submergence. 
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3.6.2 TEST PROCEDURE 
After the flow was set to the appropriate discharge, the actual test procedure 
would commence. The test procedure consisted of three parts; collecting velocity, bed 
elevation, and water surface elevation. All three sets of measurements were conducted in 
a regular pattern. Locations of data acquisition points for each type of test are cataloged 
in Table 3.5 and presented in Figures 3.9 through 3.11. 
• Table 3.5 - Sunlnlary of test matrix ,vith data acquisition nlap correspondence 
Test Discharge Sediment Abutnlent Figure Number for 
Nunlbers Size Size Data Acquisition Map 
(cfs) (Dso, in mnl) 
1 to 6 8 1.5 Small Figure 3.9 
7 to 12 18 1.5 Small Figure 3.10 
13 to 18 24 1.5 Small Figure 3.10 
19 to 24 8 3.3 Small Figure 3.10 
25 to 30 18 3.3 Small Figure 3.10 
31 to 36 24 3.3 Small Figure 3.10 
37 to 42 8 l.5 Large Figure 3.11 
43 t048 18 l.5 Large Figure 3.11 
49 to 54 24 1.5 Large Figure 3.11 
55 to 60 8 3.3 Large Figure 3.11 
61 to 66 18 3.3 Large Figure 3.11 
67 to 72 24 3.3 Large Figure 3.11 
Due to the change in absolute elevation of the bridge deck with each of the six 
bridge positions, a unique set of velocity sampling elevations directly under the bridge 
were required for each position. Table 3.6 presents a summary of the depths in feet 
below the low chord elevation at which velocity samples were obtained for each bridge 
position. As observed from Table 3.6, lowering of the bridge deck into the flume resulted 
in the number of velocity sampling positions to be reduced. At each of the bridge 
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positions, velocity sampling depths were chosen to uniformly divide the opening in the 
vertical section directly under the bridge. At sampling sections located upstream and 
downstream of the bridge deck, velocities were collected at elevations consistent with 
bridge position one, regardless of the actual bridge deck elevation . 
• Table 3.6 - Depth in feet of velocity data acquisition points belo\v Io\v chord bridge 
elevation 
Sanlple Bridge Bridge Bridge Bridge Bridge Bridge 
Location Position Position Position Position Position Position 
1 2 3 4 5 6 
1 0.3 0.3 0.3 0.3 0.3 0.3 
2 0.63 0.63 0.63 0.63 0.63 nla 
3 0.96 0.96 0.96 nla nla nla 
4 1.29 nla nla nla nla nla 
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Q water Surface E1evation Reading 
o Velocity Reading 
X Bed Elevation Reading 
o Staff Gage Reading 
Velocity measurements were taken upstream, downstream and beneath the bridge. 
Upstream and downstream measurements were taken at the same four depths and 
consistent locations in the flume. Symmetry was assumed because the flume was 
rectangular, allowing for the formation of a grid of data collection points in one half of 
the flume. Measurements under the bridge were also taken in a consistent pattern in the 
horizontal plane, however, measurements varied in depth \vith the submergence condition 
of the bridge. For all velocity readings, the probe would be brought to the desired 
position and data collected for thirty seconds. Then, the probe was moved to the next 
location and the process repeated until data had been collected at all locations. 
To record bed elevations, the probe was set at a known elevation on the point 
gauge and positioned at the data location point. A computer then displayed the reading 
emitted from the probe, representing the distance from the probe head to the flume bed. 
Both the probe reading and point gauge elevation were recorded for each location. In 
addition to the bed elevation readings, water surface elevation readings were taken for 
each bridge position. After being raised out of the flow, the probe was turned upside 
down then lowered back into the flo\v. Distance to the water surface was displayed from 
the probe and recorded in the same manner as the bed elevation readings. Other water 
surface readings were obtained from staff gauges mounted on the left and right side of the 
bridge. Water surface elevation \vas noted before changing bridge position. Once the 
velocities, bed elevations and water surface elevations had been taken, the bridge position 
was changed .. 
For each discharge, the bridge deck \vas lowered O.17-feet six times. After the 
bridge \vas lowered from the previous position to the next position, data collection for the 
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new position did not commence until an equilibrium depth of scour over time was formed 
under the bridge. Once equilibrium was established, the process of collecting velocity, 
depth and \vater surface readings was repeated. Figure 3.12 displays a collage of 
photographs showing the initial condition through post testing bridge positions, clearly 
depicting pressure flow abutment scour and pressure flow deck scour • 




A comprehensive understanding of the processes at work during pressure flow 
conditions at bridges has not been fully developed. Consequently, data analysis for 
pressure flow conditions at bridges can be best understood by performing a dimensional 
analysis to determine the variables necessary to accurately develop a predictive 
relationship. Once a dimensional analysis has been performed, statistical analysis with 
applied regression techniques can be implemented to develop relationships between the 
chosen dimensionless variables. Subsequent sections discuss the dimensional and 
statistical analyses performed under the scope of this study. 
4.2 DIMENSIONAL ANALYSIS 
Although many practical engineering problems involving fluid mechanics can be 
solved using analytical procedures and fundamental equations of fluid mechanics, there 
remains a large number of problems that rely on experimentally obtained data for their 
solution. A goal of any experiment should be to make the results as widely applicable as 
possible. To achieve this goal, the concept of similitude can be used so that 
measurements obtained on one system (for example, in the laboratory) may be used to 
describe the behavior of similar systems (outside the laboratory). One of the most 
important and difficult steps in applying dimensional analysis includes the selection of 
variables that are involved (Munson, et aI, 1998). A reliance on a good understanding of 
the governing physical laws is necessary, but in the case of pressure flowt experience and 
previous research are critical for identifying the relevant variables. As determined by 
previous researchers (Abed, Jones, Chang, Arneson), the magnitude of any type of 
pressure flo\v scour at a submerged bridge, may be a function of the variables displayed 
in Table 4.1 . 
• Table 4.1 - Potential variables for describing pressure flo,v scour 
Svnlbol Definition Units 
p fluid (water)density MIL3 
g acceleration due to gravity ur2 
fl dynamic viscosity of water-sediment mixture MILT 
v kinematic viscosity L2rr 
Q volumetric flowrate L3rr 
V flow velocity Lrr 
y flow depth L 
8 angle of attach of approach flow Degrees 
a abutment protusion length L 
b .pier width L 
Ks correction factor for shape Dimensionless 
Ko correction factor for angle of attack of flow Dimensionless 
Dso grain size for which 50 percent of bed material is finer L 
O'(! geometric standard deviation of bed material Dimensionless 
Qs total sediment transport of approach flow Mff 
1" sediment submerged specific weight MIL 2-r2 
ro fall velocity of bed material Lrr 
t time of scour T 
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After removing the dependent variables, variables not altered in these 
experiments, and incorporating the variables obtained during testing, the magnitude of 
pressure flow deck scour, ypds, or pressure flow abutment scour, ypas, at a submerged 
bridge can be expressed as follows 















• Equation 4.1 
depth of pressure flow deck scour relative to mean bed elevation,L; 
depth of pressure flow abutment scour relative to m.b.e., L; 
depth of flow immediately upstream of the bridge deck, L; 
velocity of approach flow upstream of the bridge deck, Lff; 
average velocity of flow under the bridge, I../f; 
velocity of flow for incipient motion of bed material, IJf; 
acceleration due to gravity, Lff2; 
geometric standard deviation of the bed material; 
grain size for which 50 percent of the bed material is finer, L; 
distance from bridge low chord to the initial mean bed elevation, 
L; 
change in WSE from upstream bridge face to downstream, L; 
unit discharge through the bridge opening, L2rr; and 
abutment protrusion length, L. 
Through a dimensional analysis discussed by Melville and Coleman (2000) and 
statistical significance based on Arneson (1997), the following relationship for pressure 
scour was obtained 
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• Equation 4.2 
v tIV c, termed flo\v intensity, represents the stage of sediment transport under the 
bridge and accounts for the effects of velocity. Flow intensity, VtIVc, also indirectly 
accounts for the median sediment size when computing the critical velocity_ Froude 
number, Fr = VaI(gy)o.s, represents the second term on the right hand side of Equation 
4.2. Inclusion of Froude number should be an essential consideration for all problems 
related to flow in open channels, as the Froude number equals a ratio of inertia in the 
flo\v to a gravity force. Each of the last two terms on the right-hand side of Equation 4.2 
are accounting for the potential constriction effects in conjunction with bridge 
submergence and are based on statistical significance as determined by Arneson (1997), 
4.3 STATISTICAL ANALYSIS 
Statistical analysis employed in the analysis of the data incorporated the principle 
of least squares and multivariate linear regression.. The principle of least squares can be 
applied to one dependent variable and one independent variable or to one dependent and 
several independent variables. When more than one independent variable has been 
introduced, then a multivariate linear regression analysis becomes necessary. Subsequent 
sections discuss the statistical theory and assumptions used for analysis in this study. 
4.3.1 STATISTICAL THEORY 
Regression analysis involves an area of statistics that provides methods to 
investigate the existence of associations and, if present, the nature of the associations, 
among various observable quantities (Gmybill & lyer, 1994). A commonly used method 
for obtaining a prediction function for predicting the values of a response variable Y 
using predictor variables X., ..... ,Xk, utilizes the principle of least squares. 
A definition of the principle of least squares was first introduced by the German 
mathematician Gauss (1777 - 1855) who stated that a line provides a good fit to a series 
of data if the vertical distances (deviations) from the observed point to the line are small 
(Devore, 1995). Devore (1995) further stated that a measure of the goodness of fit can be 
expressed as the sum of the squares of individual deviations. Therefore, the line having 
the smallest possible sum of squared deviations would be the best .. fit line. Equation 4.3 
mathematically expresses the principle of least squares. 
• Equation 4.3 
Where, 
= the value of a measured data point; 
130 + 13tXi +· .. +13kXki = equation of the regression line; and 
all other variables are defined previously. 
Least squares estimates for the y-intercept and slope of the regression lines are 
found by minimizing f(~o,~l, ... '~k). Values ~o through ~k are minimized by taking partial 
derivatives of f(~o,~l' ... '~k) with respect to all ~'s and then setting them equal to zero. 
All equations can then be solved for the least-squares estimates of the coefficients 
(~o,~l' ... '~k) for the estimated regression line. 
Statistical analysis of the data in these experiments incorporated techniques of 
multivariate linear regression. A general additive multivariate regression model equation 
can be expressed as 







• Equation 4.4 
dependent variable; 
y-intercept of the linear relationship; 
slope of the regression line for the kth independent variable; 
kth independent variable; and 
random deviation or random errOf. 
Random deviation Of random error, E, can be assumed to be normally distributed 
with E(E) = 0 and Vee) = rr. Values of E(E) and Vee) are the mean and variance of the 
random deviation Of random errOf, respectively. As E{E} and V(E} become small, any 
observations of the dependent variables approach the true regression line. When the 
value of E exceeds zero f the actual data point falls above the regression line and will be 
higher than the predicted value. Similarly, when E does not reach zero, the actual data 
point falls belo\v the regression line and will be lower than the predicted value. 
Goodness of fit, or quality of the regression analysis, can be measured through the 
variance, el, of the regression model or the mean squared error, MSE. Variance, el, can 
be computed through the error sum of squares, SSE, with the following relationship 
Ill. A" ,.. \'2 
L \Y. - Po - PIXr - ..... - PkX k·} 
2 . = I'l I SSE = MSE a =..;..l---.;;;~ ____________ = 
Il-k-I n-k-I 
• Equation 4.5 
Values of (n-k-l) in the denominator of Equation 4.5 represent the number of 
degrees of freedom associated with the error sum of squares, SSE. Another way to think 
about SSE would be to use it as a measure of how much variation in the dependent 
variable, Y, cannot be explained by the model. 
Coefficient of detennination, R2, proves to be another measure of goodness of fit, 
or quality of the regression analysis model. Coefficient of detennination can be 
detennined using SSE and the total sum of squares, SSY. Total sum of squares, SSY 
computes as follows 
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Il f. -'2 
SSY = L \Y. - y } 
. 1 1 
1= 
• Equation 4.6 
Total sum of squares, SSY, measures the variability of the actual value of Yi 
measured about the mean of the dependent variable Y. Coefficient of determination, R2 
calculates as 
• Equation 4.7 
R2 measures the variation in the dependent variable, Y, that can be explained by 
the bivariate or multivariate linear regression model. 
After the completion of a multivariate linear regression, a display of the overall 
summary of a multivariate linear regression analysis should be presented. An overall 
summary can be presented with the analysis of variance (ANOV A) as depicted in Table 
4.2. An important term for ANOV A, the sum of squares due to regression, SSR, can be 
computed as follows 
SSR = SSY - SSE 
• Equation 4.8 




• Equation 4.9 
• Table 4.2 - Example of quantities often ShO'VD in an ANDV A table 
Degrees of Sum of Mean Square F-Statistic P .. Level 
Source Freedom (dO Squares (SS) (MS) 
Regression k SSR MSR MSRlMSE p<.05 
Residual Error n-k-l SSE MSE 
Total n-l SSY 
Once a fitted multivariate linear regression model and estimates for the various 
parameters of interest are obtained, the question about the contribution of the independent 
variables to the prediction of the dependent variable, Y, must be answered. One basic 
type of such test to answer this question, according to Kleinbaum et al. (1988) can be 
written as: An overall significance test. Taken coIIectively, does the entire set of 
independent variables (or equivalently, the fitted model itselO contribute significantly to 
the prediction of the dependent variable Y? 
To perform an overall significance test, use of the MSR and MSE from the 
ANDV A Table are required. Null hypothesis for this test would be stated as Ho: "all k 
independent variables considered together do not explain a significant amount of the 
variation in the dependent variable Y." Ca1culate the F-statistic as F = MSRlMSE. Then, 
the computed value of F can be compared with the critical point Fk,n.k-l.l-a , with a being 
the preselected significance level of 0.05. For example, the critical F point \vith k = 3 and 
n = 183 equals 2.66. Critical F point with k = 3 and n = 59 equals 2.76. Critical F point 
with k = 2 and n = 53 equals 3.17. Reject Ho jf the computed F-statistic exceeded the 
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critical point, meaning that the k independent variables do explain a significant amount of 
the variation in the dependent variable Y. 
P-Ievel detennines statistical significance of the analysis. P-Ievel represents a 
decreasing index of the reliabiJity of a result. Higher P-Ievels, indicate a less likely 
occurrence that the observed relation between independent variables will be true. 
Additionally, P-Ievel represents the probability of error involved ih accepting the 
observed result as valid. Specifically, the P-Ievel represents the probability of error 
associated with accepting an observed result as valid or representative of the population 
of observed results. For purposes of this analysis, a value of 0.05 (95% confident) or less 
for the P-Ievel was treated as an acceptable error leveL 
4.3.2 STATISTICAL ASSUMPTIONS 
Ensuing assumptions \vere obtained from Kleinbaum et al. (1988). The 
assumptions listed below are the typical assumptions for multivariate linear regression: 
Assunlption 1: Existence. For each specific combination of values of the 
independent variables, the dependent variable, Y, represents a random variable with a 
certain probabiJity distribution having finite mean and variance. 
Assunlption 2: Independence. The Y observations are statistically independent 
of one another. 
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Assumption 3: Li1learity. The mean value of the dependent variable, Y, for each 
specific combination of independent variables equals a linear function of the independent 
variables. 
Assunlption 4: HOl1lOscedasticity. Constant variance of the dependent variable, 
Y, for any fixed combination of independent variables. This assumption may seem very 
restrictive. However, Assumption 4 must be considered only when the data show very 
obvious and significant departures from homogeneity. In general, mild departures will 
not have too adverse an effect on the results. 
Assunlption 5: N017llality. For any fixed combination of independent variables, 
the dependent variable, Y, follows a normally (Gaussian) distribution. 
In order to assure that these assumptions are addressed, several tests are 
performed. A listing of the type of test and a brief description are listed below from 
Kleinbaum et al. (1988): 
1. Preliminary statistical significance - Checks to ensure that the number of 
observations or data points are at least 20 times the number of independent 
variables included in the analysis. This test assures that another similar 
experiment would produce similar results. 
2. Partial correlation, Beta - Checks to measure the degree of linearity 
between the dependent variable and an independent variable. This test 
assures that each of the independent variables contributes toward the 
prediction of the dependent variable. 
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3. Plot of predicted values versus observed values - Checks to determine 
which portions of the data do not fit particularly well with the rest of the 
data, suggesting another relationship. This test also shows how well the 
computed relationship matches the actual data. 
4. Plot of predicted values versus the residual scores - Check to ensure that 
the relationship chosen can be considered linear in nature. If the 
relationship forms a homogeneous distribution of points around the 
horizontal center line, the relationship can be considered linear. If any 
patterns are present in the plot, it may indicate the need for data 
transformation or that a multivariate linear regression may not be valid. 
5. Plot of residuals versus deleted residuals - Checks to ensure if there are 
significant outliers in the data set, which \vould bias the regression line 
toward the outlier. An outlier can be defined as a point that lies outside 
plus or minus two standard deviations of the mean. If an outlier is 
detected, it can be removed when justified. This test assures that all data 
points are valid for the regression line. 
6. Normal probability plot of residuals - Checks to ensure that all of the 
variables and their residuals are normally (Gaussian) distributed. When 
the plotted data closely approximates the straight line, the variables and 
their residuals are considered normally distributed. This plot assures that 
the data can be analyzed using multivariate linear regression. 
70 
5 DISCUSSION OF RESULTS 
5.1 INTRODUCTION 
Once an understanding of the background information and a literature review 
were obtained, a clear and comprehensive testing matrix with detailed nomenclature was 
developed and data were collected and verified. Results of the dimensional analysis 
performed in Section 4.2, and presented in Equation 4.2 indicated that the equilibrium 
depth of pressure flow deck scour (Ypds), the equilibrium depth of pressure flow abutment 
scour (Ypas), the upstream flow depth (Y), the abutment protrusion length (a), the average 
upstream flow velocity (Va), the average velocity under the bridge deck (V b), a computed 
critical velocity (V c) and the initial bridge opening (Hb) were relevant for subsequent 
analysis. Equilibrium depth of pressure flow deck and pressure flow abutment scour 
were determined from the deepest point measured under and around the bridge deck 
corresponding to a bed elevation measurement. Abutment protrusion length was 
determined based on which set of abutments were being tested. The upstream flow depth 
was obtained from water surface elevation minus bed elevation readings at a position 
three feet upstream of the bridge face in the center of the flume. Average upstream flow 
velocity \-vas obtained at the 60% depth measurement at a position three feet upstream of 
the bridge face in the center of the flume. Average velocity under the bridge deck was 
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computed as the average of the velocities collected vertically in the center of the flume 
under the center of the bridge deck. Equation 2.1 was used to compute the critical 
velocity utilizing the corresponding upstream flow depth and appropriate sediment size. 
Initial bridge opening heights were preselected and presented in Table 3.4. Selected 
variables were then grouped into dimensionless terms as discussed in Section 4.2, 
analyzed and evaluated. Table 5.1 presents the data corresponding to each of the 
dimensionless parameters presented in Equation 4.2 and utilized for analysis. Summary 
tables of the data used to form the dimensionless variables in Table 5.1 are presented in 
the Appendix Tables Al and A2. Succeeding sections present and discuss the developed 
predictive relationships. 
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• Table 5.1 - Summary of dimensionless parameters used during analysis 
Test Bridge Ypdsfy y/Hb (Ypds + Hb)/y VJVc ypasfa (V/(gy)'~) 
Number Position 
1 1 0.15 0.83 1.35 0.52 0.58 0.13 
2 2 0.20 0.98 1.23 0.51 0.63 0.13 
3 3 0.08 1.41 0.79 0.71 0.27 0.10 
4 4 0.08 1.84 0.62 0.88 0.42 0.09 
5 5 0.11 2.31 0.54 0.94 0.60 0.09 
6 6 0.20 3.40 0.49 0.99 0.80 0.09 
7 1 0.23 0.98 1.25 0.99 0.71 0.26 
8 2 0.30 1.11 1.20 1.22 0.73 0.28 
9 3 0.39 1.32 1.14 1.24 0.88 0.26 
10 4 0.55 1.59 1.18 1.31 0.98 0.27 
11 5 0.67 2.07 1.15 1.33 1.23 0.28 
12 6 0.74 3.01 1.07 1.17 1.30 0.25 
13 1 0.41 1.04 1.37 1.30 0.91 0.35 
14 2 0.56 1.20 1.39 1.31 1.13 0.33 
15 3 0.65 1.40 1.36 1.37 1.19 0.32 
16 4 0.76 1.62 1.38 1.47 1.17 0.32 
17 5 0.89 2.04 1.38 1.45 1.77 0.31 
18 6 0.78 2.91 1.13 1.34 1.75 0.30 
19 1 0.11 1.06 1.06 0.69 0.22 0.12 
20 2 0.05 1.20 0.88 0.95 0.22 0.11 
21 3 0.10 1.40 0.81 1.02 0.22 0.12 
22 4 0.34 1.73 0.92 1.09 0.23 0.10 
23 5 0.42 2.15 0.88 1.14 0.23 0.12 
24 6 0.48 2.91 0.83 1.17 0.26 0.12 
25 1 0.43 1.05 1.38 1.07 0.34 0.23 
26 2 0.65 1.20 1.48 1.28 0.38 0.25 
27 3 0.69 1.40 1.40 1.27 0.43 0.23 
28 4 0.85 1.70 1.44 1.39 0.47 0.23 
29 5 0.85 2.14 1.32 1.39 0.49 0.24 
30 6 0.85 2.98 1.18 1.39 0.56 0.21 
31 1 1.08 0.89 2.21 1.18 0.57 0.36 
73 
• Table 5.1 (continued) - Summary of dimensionless paranleters used during 
analysis 
Test Bridge YDds/y y/Hb (!lPds + Hb)/y VtfVc ypasla (V/(gy)':') 
Number Position 
37 1 0.04 1.00 1.05 0.34 0.13 0.10 
38 2 0.05 1.23 0.86 0.49 0.13 0.09 
39 3 0.04 1.42 0.74 0.52 0.14 0.10 
40 4 0.03 1.77 0.60 0.65 0.14 0.09 
41 5 0.06 2.26 0.50 0.74 0.22 0.09 
42 6 0.21 2.98 0.55 0.82 0.32 0.09 
43 1 0.14 0.95 1.18 0.87 0.50 0.29 
44 2 0.26 1.07 1.19 1.00 0.63 0.29 
45 3 0.37 1.26 1.17 1.02 0.81 0.28 
46 4 0.49 1.56 1.13 1.09 0.92 0.26 
47 5 0.57 1.93 1.08 1.11 1.13 0.26 
48 6 0.71 2.66 1.09 1.11 1.30 0.26 
49 1 0.35 0.98 1.37 1.00 0.97 0.37 
50 2 0.51 1.17 1.36 1.16 1.18 0.33 
51 3 0.64 1.40 1.36 1.17 1.22 0.33 
52 4 0.78 1.68 1.37 1.09 1.33 0.35 
53 5 0.84 2.09 1.32 1.18 1.59 0.33 
54 6 1.01 2.84 1.36 1.03 1.77 0.31 
55 1 0.00 1.05 0.96 0.43 0.04 0.09 . 
56 2 0.00 1.16 0.86 0.64 0.09 0.10 
57 3 0.00 1.36 0.74 0.70 0.13 0.09 
58 4 0.13 1.65 0.74 0.85 0.15 0.10 
59 5 0.22 2.09 0.70 0.87 0.20 0.09 
60 6 0.31 2.79 0.67 0.87 0.25 0.09 
61 1 0.40 1.06 1.35 0.83 0.41 0.22 
62 2 0.63 1.20 1.47 0.94 0.48 0.23 
63 3 0.69 1.43 1.38 0.92 0.52 0.21 
64 4 0.81 1.71 1.40 1.02 0.57 0.23 
65 5 0.83 2.16 1.29 0.99 0.59 0.22 
67 1 0.78 1.01 1.77 0.90 0.55 0.32 
68 2 1.02 1.17 1.88 1.00 0.59 0.34 
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5.2 PRESSURE FLOW DECK SCOUR EQUATIONS 
Resulting from the dimensional analysis performed in Section 4.2, it was 
concluded that a pressure flow deck scour relationship was a function of the independent 
and dimensionless variables presented in Equation 5.1. 
• Equation 5.1 
Based on the plot for each of the independent variables plotted against the 
dependent variable shown in Figure 5.1, it was determined that a multivariate linear 
relationship was valid for describing the data. Figure 5.1 shows that each of the 
independent variables can be considered a linear function of the dependent variable ypdJy 
and since each of the slopes of the individual regression lines were approximately equal, 
a multivariate linear relationship was valid. 
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Plot of Raw Data For Pressure Flow Deck Scour Data 
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• Figure 5.1 - Plot of raw data for pressure flo\v deck scour data 
From the statistical analysis presented in Chapter 4 and the regression summary 
presented in Tables 5.2 and 5.3, the pressure flow deck scour prediction equation follows 
as 
• Equation 5.2 
Figure 5.2 presents a graphical definition of the variables used in Equation 5.2. 











• Equation 5.3 
depth of pressure flow deck scour relative to mean bed elevation,L; 
depth of flow immediately upstream of the bridge deck, L; 
average velocity of flow under the bridge, Lff; 
velocity of flow for incipient motion of bed material, Lff; and 
distance from bridge low chord to the initial mean bed elevation, 
L. 
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During the statistical analysis, the 62 data points were reduced to 59 due to the 
presence of three outliers. All three outliers were removed because each was beyond two 
standard deviations from the mean. Table 5.2 presents a multivariate linear regression 
summary associated with Equation 5.2. Table 5.3 displays an ANOV A table 
corresponding to Equation 5.2 . 










Beta Error of B Error of t(50) P-Ievel 
Variables 
Beta B 
Intercept -1.173 0.045 -25.782 0.000 
ylHb 0.597 0.034 0.298 0.017 17.532 0.000 
(y pds + Hb)/y 0.923 0.037 0.860 0.034 24.990 0.000 
VtfVc 0.131 0.036 0.151 0.041 3.699 0.001 
R= 0.981 
R2= 0.962 
Adjusted R2 = 0.960 






• Table 5.3 - ANOV A table associated with Equation 5.2 
~eesof Swnof Mean Sauare F-Statistic P-Level 
Source Freedom (dO Souares (SS) (MS) 
Regression 3 5.467 1.822 459.405 0.000 
Error 55 0.218 0.004 
Total 58 5.685 
Listed in Table 5.2, the adjusted coefficient of determination, R2, from the 
analysis for Equation 5.2 was 0.96, indicating that 96 percent of the variability in the data 
was explained by the relationship. An overall significance test indicated that the critical 
F value for k = 3 and n = 59 was 2.76. Since the F-Statistic shown is Table 5.3 of 459.40 
was greater than 2.76, the three independent variables explained a significant amount of 
the variation in the dependent variable ypdJy . Additionally, the P-level of all independent 
variables and the overall P-level were all less than the selected value of 0.05, therefore 
the analysis was determined to be statistically significant. 
Preliminary statistical significance was computed as three independent variables 
times 20 (Kleinbaum et aI., 1988), yielding a number of 60 for the minimum number of 
data points for statistical analysis to be valid. For the pressure flow deck scour data, there 
were 59 measurements used for the statistical analysis, therefore the analysis was 
considered valid. 
Partial correlation, Beta, for each of the independent variables indicated that the 
variable, (ypds + Hb)/y, was the most significant with a Beta value of 0.923; the variable, 
ylHb, was the next most significant with a Beta value of 0.597; and the variable, Vt/VCt 
was the least significant with a Beta value of 0.131. Inclusion of the variable Vt/Vc, 
while statistically the least significant incorporated the effects of velocity and sediment 
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size used in the experiments due to the use of the median bed material size in computing 
the critical velocity, V c-
Figure 5.3 presents a plot of observed values versus predicted values for the 
pressure flow deck scour data. Figure 5.3 indicates that Equation 5.2 can be considered a 
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• Figure 5.3 - Observed versus predicted values for pressure flo\v deck scour data 
Figure 5.4 displays a plot of predicted values versus the residual scores for the 
dependent variable YptJJy. Data points plotted in Figure 5.4 form a homogeneous 
xo 
distribution of points around the horizontal centerline verifying that the relationship was 
linear. 
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• Figure 5.4 - Predicted values versus residual scores for YpdJy 
Figure 5.5 displays a plot of residuals versus deleted residuals for the dependent 
variable yPcWy. Figure 5.5 indicates that no additional outliers exist since all plotted 
points approximate the straight line, indicating that the data points used were valid for 


















Residuals vs. Deleted Residuals 




• Figure 5.5 - Residuals versus deleted residuals for YpdJy 
Figure 5.6 presents the normal probability plot of residuals for the pressure flow 
deck scour data. Figure 5.6 indicates that the residuals very closely approximated a 
normal distribution since the plotted points follow the straight line, assuring that the data 
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• Figure 5.6 - Normal probability plot of residuals for pressure flow deck scour data 
Data collected \vere developed into dimensionless independent variables that were 
used in a multivariate linear regression analysis to develop Equation 5.2. Equation 5.2 
had a coefficient of determination, R2, of 0.96, indicating that 96 percent of the variability 
in the data was explained by the relationship. Additionally, the data satisfied the overall 
significance test and the individual tests for checking multivariate linear regression 
validity. 
Since Equation 5.2, for the prediction of pressure flow deck scour, \vas developed 
using techniques similar to Arneson (1997), a comparison with Equation 2.11 for the 
prediction of pressure flow deck scour from Arneson (1997) was warranted. 
Figure 5.7 displays a plot of observed versus predicted values for the pressure 
flow deck scour prediction equation (Equation 5.2) against the pressure flow deck scour 
equation (Equation 2.11) developed by Arneson (1997). 
• Pressure Flow Deck Scour Prediction Values (Equation 5.2) 
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• Figure 5.7 ... Observed versus predicted values for the pressure flow deck scour 
prediction equation (Equation 5.2) against the pressure flo\v deck scour equation 
(Equation 2.11) developed by Arneson (1997) 
Based on the observation that Equation 5.2 and Equation 2.11, developed by 
Arneson (1997), both predict similar values, the data sets were combined. On average 
Equation 5.2 predicts more conservatively (a deeper scour hole) than Equation 2.11 by 
approximately 13.1 percent. Data from the combined set yielded 186 data points for each 
X4 
of the independent dimensionless variables previously defined for pressure flow deck 
scour. Table 5.4 presents 124 data points corresponding to the parameters calculated 
from Arneson's (1997) data set. The remaining 62 data points of the tota1186 data points 
can be found in Table 5.1. 
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• Table 5.4 - Summary of calculated pressure flow deck scour data from Arneson 
(1997) 
Bridge YDdsly y/Hb (YpdS + Hb)/y VtlVc 
Position 
1 -0.02 1.08 0.91 0.46 
2 0.01 1.23 0.82 0.58 
3 0.02 1.43 0.72 0.71 
4 0.03 1.74 0.61 0.94 
5 0.04 2.31 0.47 1.03 
6 0.15 2.96 0.48 1.07 
1 0.01 1.02 0.99 0.89 
2 0.05 1.14 0.93 1.20 
3 0.18 1.37 0.91 1.33 
4 0.31 1.63 0.92 1.43 
5 0.32 2.08 0.80 1.45 
6 0.42 2.75 0.79 1.56 
3 0.25 1.80 0.81 1.70 
4 0.42 2.02 0.91 1.37 
5 0.45 2.48 0.85 1.71 
6 0.50 2.87 0.85 1.73 
1 0.00 1.04 0.97 0.55 
2 -0.02 1.01 0.97 0.67 
3 0.00 1.37 0.74 0.77 
4 0.05 1.68 0.65 0.93 
5 0.11 2.00 0.61 1.06 
6 0.21 2.78 0.57 1.10 
1 0.02 1.01 1.01 1.06 
2 0.12 1.16 0.98 1.17 
3 0.20 1.40 0.92 1.22 
4 0.26 1.77 0.82 1.36 
5 0.41 2.29 0.85 1.37 
6 0.41 3.18 0.72 0.75 
2 0.31 1.17 1.17 1.52 
3 0.23 1.94 0.74 1.47 
4 0.54 2.01 1.04 1.49 
1 -0.01 0.98 1.01 0.41 
2 0.00 1.25 0.80 0.38 
3 -0.01 1.54 0.64 0.53 
4 -0.01 1.88 0.53 0.59 
5 0.01 2.23 0.46 0.52 
6 0.09 2.94 0.43 0.90 
1 0.01 0.99 1.01 0.72 
R6 
• Table 5.4 (continued) - Sumnlary of calculated pressure flow deck scour data from 
Arneson (1997) 
Bridge Yodsfy y/Hb (YDds + Hb)/Y VtlVc 
Position 
2 0.07 1.14 0.95 0.97 
3 0.20 1.33 0.95 1.09 
4 0.32 1.62 0.94 1.17 
5 DAD 2.01 0.90 0.99 
6 0.47 2.72 0.84 1.35 
1 0.01 1.04 0.97 1.10 
2 0.17 1.18 1.02 1.33 
3 0.33 1.41 1.04 1.37 
4 0.41 2.10 0.88 1.25 
5 0.52 2.49 0.92 1.13 
6 0.57 3.13 0.89 1.08 
1 0.00 1.09 0.92 0.43 
2 -0.02 1.34 0.73 0.47 
3 -0.02 1.50 0.65 0.40 
4 -0.01 1.78 0.55 0.66 
5 0.03 2.20 0.49 0.86 
6 0.09 2.91 0.43 0.87 
2 0.07 1.07 1.00 0.99 
3 0.18 1.26 0.97 1.11 
4 0.30 1.52 0.95 1.23 
5 0.44 1.81 0.99 1.29 
6 0.54 2.36 0.97 1.34 
2 0.11 1.14 0.98 1.41 
3 0.30 1.32 1.06 1.44 
4 0.44 1.54 1.08 1.45 
5 0.59 1.82 1.14 1.30 
1 0.04 0.91 1.14 0.34 
2 0.01 1.04 0.97 0.36 
3 -0.07 1.19 0.76 0.54 
4 -0.07 1.41 0.64 0.60 
5 -0.03 1.72 0.55 0.77 
6 -0.04 2.27 0.40 0.75 
1 0.00 0.96 1.05 0.71 
2 -0.01 1.07 0.93 0.89 
3 -0.01 1.29 0.77 1.06 
4 0.09 1.56 0.74 1.23 
5 0.16 2.00 0.66 1.29 
6 0.24 2.57 0.63 1.33 
R7 
• Table 5.4 (continued) - Summary of calculated pressure flow deck scour data fronl 
Arneson (1997) 
Bridge Yodsfy y/Hb (Yods + Hb)/y Vt/Vc 
Position 
2 0.01 1.06 0.95 1.21 
3 0.12 1.40 0.83 1.33 
4 0.25 1.71 0.84 1.53 
5 0.28 2.35 0.71 1.54 
1 0.01 0.91 1.11 0.36 
2 -0.01 LOS 0.94 0.37 
3 -0.01 1.21 0.81 0.44 
4 -0.02 1.41 0.69 0.38 
5 -0.01 1.78 0.55 0.68 
6 0.00 2.27 0.44 0.47 
2 0.03 1.20 0.86 0.98 
3 0.03 1.45 0.72 1.20 
4 0.13 1.71 0.71 1.16 
2 0.05 1.13 0.94 1.24 
3 0.18 1.41 0.89 1.31 
4 0.23 1.71 0.82 1.25 
5 0.33 2.44 0.74 1.31 
1 -0.01 1.03 0.96 0.27 
3 -0.01 1.49 0.67 0.38 
4 0.00 1.67 0.60 0.38 
5 -0.02 2.47 0.39 0.37 
6 -0.03 2.94 0.31 0.15 
1 -0.03 1.09 0.89 0.50 
2 -0.02 1.01 0.97 0.72 
3 -0.02 1.52 0.64 0.58 
4 0.06 1.86 0.59 1.02 
5 0.14 2.34 0.56 1.05 
1 -0.03 1.08 0.89 0.75 
2 -0.03 1.22 0.79 0.96 
3 0.12 1.44 0.81 1.03 
4 0.18 1.84 0.73 1.19 
5 0.43 2.32 0.86 1.25 
1 -0.01 1.22 0.81 0.27 
2 -0.01 1.38 0.71 0.31 
3 -0.01 1.56 0.63 0.40 
4 -0.02 1.84 0.52 0.27 
5 -0.02 2.35 0.41 0.46 
6 0.01 3.18 0.32 0.34 
• Table 5.4 (continued) - Sunlmary of calculated pressure flo\v deck scour data fronl 
Arneson (1997) 
Bridge YDds/y y/Hb (YDdS + Hb)/Y VtlVc 
Position 
1 0.01 1.02 0.99 0.57 
2 0.02 1.15 0.88 0.67 
3 0.01 1.38 0.74 0.66 
4 0.10 1.65 0.70 0.96 
5 0.21 2.15 0.67 1.01 
6 0.34 2.90 0.69 1.07 
2 0.07 1.06 1.02 0.94 
3 0.10 1.26 0.89 1.15 
4 0.38 1.51 1.05 1.26 
5 0.34 2.18 0.80 1.26 
Summary tables of the data used to calculate the dimensionless variables in Table 
5.4 from Arneson (1997) are presented in the Appendix Tables A3 through A6. Based on 
the plot for each of the independent variables plotted against the dependent variable 
shown in Figure 5.8, it was determined that a multivariate linear relationship was valid 
for describing the data. Figure 5.8 shows that each of the independent variables can be 
considered a linear function of the dependent variable YpdJy and since each of the slopes 
of the individual regression lines were approximately equal, a multivariate linear 
relationship \vas valid. 
Plot of Raw Data For Combined Pressure Flow Deck Scour Data 
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• Figure 5.8 - Plot of raw data for combined pressure flo\v deck scour data 
From the statistical analysis presented in Chapter 4 and the regression summary 
presented in Tables 5.5 and 5.6, the combined pressure flow deck scour prediction 
equation follows as 
• Equation 5.4 
Figure 5.2 presents a graphical definition of the variables used in Equation 5.4. 








• Equation 5.5 
depth of pressure flow deck scour relative to mean bed elevation,L; 
depth of flow immediately upstream of the bridge deck, L; 
average velocity of flow under the bridge, LIT; 
velocity of flow for incipient motion of bed material, Lrr; and 
distance from bridge low chord to the initial mean bed elevation, 
L. 
During the statistical analysis, the 186 data points were reduced to 183 due to the 
presence of three outliers. All three outliers were removed because each was beyond two 
standard deviations from the mean. Table 5.5 presents a multivariate linear regression 
summary associated with Equation 5.4. Table 5.6 displays an ANOV A table 
corresponding to Equation 5.4. 
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Beta Error of B Error of t(50) P·level 
Variables 
Beta B 
Intercept -1.152 0.025 -46.291 0.000 
ylHb 0.676 0.021 0.301 0.009 32.964 0.000 
(y pds + Hb)/y 0.954 0.021 0.876 0.019 45.107 0.000 




Z = 0.950 





• Table 5.6 - ANOVA table associated \vith Equation 5.4 
Deereesof Sum of Mean SQuare F .. Statistic P-Level 
Source Freedom (dO SQuares (SS) (MS) 
Regression 3 12.652 4.217 1153.641 0.000 
Error 179 0.654 0.004-
Total 182 13.306 
Listed in Table 5.5, the adjusted coefficient of detennination, R2, from the 
analysis for Equation 5.4 was 0.95, indicating that 95 percent of the variability in the data 
was explained by the relationship. Therefore, combining both data sets was determined 
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valid because the coefficient of determination for Equation 5.4 was only slightly lower 
than the coefficient of determination value for Equation 5.2. 
An overall significance test indicated that the critical F value for k = 3 and n = 
183 was 2.66. Since the F-Statistic from Table 5.6 of 1153.64 was greater than 2.66, the 
three variables explained a significant amount of the variation in the dependent variable 
ypdJy. Additionally, the P-Ievel of all independent variables and the overall P"level were 
all less than the selected value of 0.05, therefore the analysis was determined to be 
statistically significant. 
Preliminary statistical significance was computed as three independent variables 
times 20 (KJeinbaum et aI, 1988), yielding a number of 60 for the minimum number of 
data points for statistical analysis to be valid. For the combined pressure flow deck scour 
data, there were 183 measurements used for the statistical analysis, therefore the analysis 
was considered valid. 
Partial correlation, Beta, for each of the independent variables indicated that the 
variable, (ypds + Hb)/y, ,vas the most significant with a Beta value of 0.954; the variable, 
ylHb, ,vas the next most significant with a Beta value of 0.676; and the variable, Vt/Vet 
was the least significant with a Beta value of 0.122. Inclusion of the variable VWVe, 
while statistically the least significant incorporated the effects of velocity and sediment 
size used in the experiments due to the use of the median bed material size in computing 
the critical velocity, Ve. 
Figure 5.9 graphically displays observed values versus predicted values for the 
combined pressure flow deck scour data. Figure 5.9 indicates that Equation 5.4 can be 
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• Figure 5.9 - Observed versus predicted values for conlbined pressure flow deck 
. scour data 
Figure 5.10 displays a plot of predicted values versus the residual scores for the 
dependent variable ypdJy. Data points plotted in Figure 5.10 form a homogeneous 
distribution of points around the horizontal centerline verifying that the relationship was 
linear. 
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Predicted VS. Residual Scores 




















.0.1~0L.....2--0""".0---O""'.2---0--.4--0-'.-6--0"".8---1-.0--""'1."'"2--.11 .4 95% confid. 
Predicted Values 
• Figure 5.10 - Predicted values versus residual scores for combined YpdJy 
Figure 5.11 presents a plot of residuals versus deleted residuals for the dependent 
variable YpdJy. Figure 5.11 indicates that no additional outliers exist since all plotted 
points approximate the straight line, indicating that the data points used were valid for 
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• Figure 5.11- Residuals versus deleted residuals for combined pressure flow deck 
scour data 
Figure 5.12 shows the normal probability plot of residuals for the combined 
pressure flow deck scour data. Figure 5.12 indicates that the residuals very closely 
approximated a normal distribution since the plotted points follow the straight line, 
assuring that the data could be analyzed using multivariate linear regression. 
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• Figure 5.12 - Normal probability plot of residuals for combined pressure flow 
scour data 
Equation 5.4 had a coefficient of determination, R2, of 0.95, indicating that 95 
percent of the variability in the data was explained by the relationship. Combining 
both data sets \vas determined valid because the coefficient of determination for 
Equation 5.4 was only slightly lower than the coefficient of determination value for 
Equation 5.2. Additionally, the data satisfied the overall significance test and the 
individual tests for checking multivariate linear regression validity. Equation 5.4 is 
recommended for the prediction of pressure flow deck scour, although Equation 5.4 
should be validated with field data prior to use. Additionally, Vt/Vc ratios must be 
\vithin the range for the development of Equation 5.4 (0.3 - 1.7) and calculation of Vb 
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should be approximated with an appropriate closed conduit estimate of velocity for 
turbulent flow using initial bridge opening conditions. 
5.3 PRESSURE FLOW ABUTMENT SCOUR EQUATIONS 
From the dimensional analysis performed in Section 4.2, it was concluded that a 
pressure flow abutment scour relationship was a function of the dimensionless 
independent variables presented in Equation 5.6. 
• Equation 5.6 
Based on the plot for each of the independent variables plotted against the 
dependent variable shown in Figure 5.13, it was determined that a multivariate linear 
relationship was valid for describing the data. Figure 5.13 shows that each of the 
independent variables can be considered a linear function of the dependent variable ypaJa 
and since each of the slopes of the individual regression lines were approximately equal, 
a multivariate linear relationship was valid. 
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• Figure 5.13 - Plot of ra\v data for pressure flo\v deck scour data 
From the statistical analysis presented in Chapter 4 and the regression summary 
presented in Tables 5.7 and 5.8, the pressure flow abutment scour prediction equation 
follows as 
• Equation 5.7 
Where, 
ypas = depth of pressure flow abutment scour relative to m.b.e., L; 
y = depth of flow immediately upstream of the bridge deck, L; 
Va = velocity of approach flow upstream of the bridge deck, Uf; 
g = acceleration due to gravity, Lff2; 
Hb = distance from bridge low chord to the initial mean bed elevation, 
L, and; 
a = abutment protrusion length, L. 
During the statistical analysis, the 62 data points were reduced to 53 due to the 
presence of nine outliers. All nine outliers were removed because each was beyond two 
standard deviations from the mean. Table 5.7 presents a multivariate linear regression 
summary associated with Equation 5.7. Table 5.8 displays an ANOVA table 
corresponding to Equation 5.7 . 









Beta Error of B Error of t(50) P·leveI 
Variables 
Beta n 
Intercept -0.855 0.090 -9.520 0.000 
VJ(gy)O.5 0.892 0.050 4.392 0.246 17.870 0.000 
ylHb 0.481 0.050 0.361 0.037 9.638 0.000 
R= 0.938 
R2= 0.879 
Adjusted R2 = 0.874 






• Table 5.8 - ANOV A table associated with Equation 5.7 
Degrees of Sunlof Mean Square F .. Statistic P-Level 
Source Freedom (dO Squares (SS) (MS) 
Regression 2 10.124 5.062 181.840 0.000 
Error 50 1.392 0.028 
Total 52 11.516 
Listed in Table 5.7, the adjusted coefficient of determination, R2, from the 
analysis for Equation 5.7 \vas 0.87, indicating that 87 percent of the variability in the data 
was explained by the relationship. An overall significance test indicated that the critical 
F value for k = 2 and n = 53 was 3.17. Since the F-Statistic presented in Table 5.8 of 
181.84 \vas greater than 3.17, the two independent variables explained a significant 
amount of the variation in the dependent variable ypas!a. Additionally, the P-Ievel of both 
independent variables and the overall P-Ievel were all less than the selected value of 0.05, 
therefore the analysis was determined to be statistically significant. 
Preliminary statistical significance was computed as two independent variables 
times 20 (Kleinbaum, 1988), yielding a number of 40 for the minimum number of data 
points for statistical analysis to be valid. For the pressure flow abutment scour data, there 
were 53 measurements used for the statistical analysis, therefore the analysis was 
considered valid. 
Partial correlation, Beta, for each of the independent variables indicated that the 
independent variable, Va/(gy)O.5, was the most significant with a Beta value of 0.892 and 
the independent variable, y/Hb, was the least significant with a Beta value of 0.481. Both 
Beta values were considered statistically significant. 
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Figure 5.14 graphically displays observed values versus predicted values for the 
pressure flow abutment scour data. Figure 5.14 indicates that Equation 5.7 can be 
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• Figure 5.14 - Observed versus predicted values for pressure flow abutnlent scour 
Figure 5.15 displays a plot of predicted values versus the residual scores for the 
dependent variable ypas!a. Data points plotted in Figure 5.15 form a homogeneous 
distribution of points around the horizontal centerline verifying that the relationship was 
linear. 
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Predicted VS. Residual Scores 
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• Figure 5.15 - Predicted values versus residual scores for ypaJa 
Figure 5.16 displays a plot of residuals versus deleted residuals for the dependent 
variable Ypasly. Figure 5.16 indicates that no additional outliers exist since all plotted 
points approximate the straight line, Indicating that the data points used were valid for 
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Figure 5.17 presents the normal probability plot of residuals for the pressure flow 
abutment scour data. Figure 5.17 indicates that the residuals very closely approximated a 
normal distribution since the plotted points follow the straight line, assuring that the data 
could be analyzed using multivariate linear regression. 
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• Figure 5.17 - Normal probability plot of residuals for pressure flow abutnlent 
scour data 
0.3 
All data collected were developed into independent variables that were used in a 
multivariate linear regression analysis to develop Equation 5.7. Equation 5.7 had a 
coefficient of determination, R2, of 0.87, indicating that 87 percent of the variability in 
the data was explained by the relationship. Additionally, the data satisfied the overall 
significance test and the individual tests for checking multivariate linear regression 
validity. 
Since Equation 5.7 for the prediction of pressure .flow abutment scour was 
developed using techniques similar to Arneson (1997), a comparison with Equation 2.12 
for the prediction of pressure flow pier scour from Arneson (1997) was warranted. 
105 
Figure 5.18 plots observed versus predicted values for the pressure flow abutment 
scour prediction equation (Equation 5.7) against the pressure flow pier scour equation 
(Equation 2.12) developed by Arneson (1997). 
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• Figure 5.18 - Observed versus predicted values for the pressure flow abutment 
scour prediction equation (Equation 5.7) against the pressure flow pier scour 
equation (Equation 2.12) developed by Arneson (1997) 
Based on the observation in Figure 5.18 that Equation 5.7 and Equation 2.12, 
developed by Arneson (1997), both predict similar values, the data sets were combined. 
On average Equation 5.7 predicts less conservatively (a shallower scour hole) than 
Equation 2.12 by approximately 12.5 percent. Data from the combined set yielded 110 
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data points for each of the independent dimensionless variables previously defined for 
pressure flow deck scour. Table 5.9 presents 48 data points corresponding to the 
parameters calculated from Arneson's (1997) data set. The remaining 62 data points of 
the total 110 data points can be found in Table 5.1. 
• Table 5.9 - Summary of calculated pressure flow local scour data from Arneson 
(1997) 
Bridge YoriB (V/(gyt') y/Hb Bridge YoriB (V/(gy)os) y/Hb 
Position Position 
1 0.22 0.11 1.04 1 0.20 0.07 1.22 
2 0.26 0.11 1.01 2 0.26 0.06 1.38 
3 0.39 0.10 1.37 3 0.25 0.06 1.56 
4 0.52 0.10 1.68 4 0.26 0.06 1.84 
5 0.61 0.10 2.00 5 0.24 0.06 2.35 
6 0.68 0.10 2.78 6 0.28 0.06 3.18 
1 0.09 0.20 1.01 1 0.44 0.18 1.02 
2 0.92 0.20 1.16 2 0.46 0.17 1.15 
3 0.93 0.20 1.40 3 0.62 0.17 1.38 
4 0.85 0.19 1.77 4 0.91 0.15 1.65 
5 0.80 0.18 2.29 5 0.87 0.17 2.15 
6 0.88 0.17 3.18 6 0.81 0.18 2.90 
2 0.59 0.25 1.17 2 1.21 0.28 1.06 
3 0.92 0.19 1.94 3 0.87 0.29 1.26 
4 0.67 0.21 2.01 4 1.04 0.29 1.51 
2 0.87 0.23 1.14 5 1.19 0.27 2.18 
3 0.83 0.26 1.32 
4 0.91 0.24 1.54 
5 0.76 0.26 1.82 
1 0.06 0.10 0.91 
2 0.07 0.10 1.05 
3 0.07 0.09 1.21 
4 0.07 0.10 1.41 
5 0.09 0.09 1.78 
6 0.16 0.10 2.27 
2 0.50 0.17 1.20 
3 0.42 0.19 1.45 
4 0.61 0.20 1.71 
2 0.89 0.29 1.13 
3 0.67 0.29 1.41 
4 0.86 0.28 1.71 
5 0.71 0.25 2.44 
IO? 
Summary tables of the data used to form the dimensionless variables in Table 5.9 
from Arneson (1997) are presented in the Appendix Tables A3 through A6. Based on the 
plot for each of the independent variables plotted against the dependent variable shown in 
Figure 5.19, it was determined that a multivariate linear relationship was valid for 
describing the data. Figure 5.19 shows that each of the independent variables can be 
considered a linear function of the dependent variable YplJB and since each of the slopes 
of the individual regression lines were approximately equal, a multivariate linear 
relationship was valid. 
Plot of Raw Data For Pressure Flow Local Scour Data 
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• Figure 5.19 - Plot of ra,v data for combined pressure flo,v local scour data 
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From the statistical analysis presented in Chapter 4 and the regression summary 
presented in Tables 5.10 and 5.11, the pressure flow local scour prediction equation 
follows as 
• Equation 5.8 
Where, 
ypls = depth of pressure flow local scour relative to m.b.e., L; 
y = depth of flow immediately upstream of the bridge deck, L; 
Va = velocity of approach flow upstream of the bridge deck, Lff; 
g = acceleration due to gravity, ur2; 
Hb = distance from bridge low chord to the initial mean bed elevation, 
L, and; 
B = local structure width, L. 
During the statistical analysis, the 110 measurements were reduced to 97 due to 
the presence of 13 outliers. All 13 outliers were removed because each was beyond two 
standard deviations from the mean. Table 5.10 presents a multivariate linear regression 
summary associated Equation 5.8. Table 5.11 displays an ANOVA table corresponding 
to Equation 5.8. 
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Beta Error of B Error of t(50) P-level 
Variables 
Beta n 
Intercept -0.616 0.069 -8.929 0.000 
V/(gy)O.5 0.867 0.044 3.964 0.201 19.719 0.000 
y/Hb 0.427 0.044 0.287 0.030 9.698 0.000 
R= 0.907 
R2= 0.822 
Adjusted R2 ::: 0.819 





• Table 5.11- ANOV A table associated ,vith Equation 5.8 
Degrees of Sum of Mean Square F ·Statistic P-Level 
Source Freedonl (dO Squares (SS) (MS) 
Regression 2 13.117 6.558 217.485 0.000 
Error 94 2.835 0.030 
Total 96 15~951 
Listed in Table 5.10, the adjusted coefficient of determination, R2, from the 
analysis for Equation 5.8 was 0.82, indicating that 82 percent of the variability in the data 
was explained by the relationship. When compared to Equation 5.7, the coefficient of 
determination decreased from 0.87 to 0.82. When compared to Equation 2.12, the 
coefficient of determination increased from 0.71 to 0.82. Combining both data sets was 
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determined valid, because the coefficient of determination for the prediction of pressure 
flow abutment scour only slightly decreased and the coefficient of determination for the 
prediction of pressure flow pier scour increased significantly. Combining both data sets 
was physically valid because the pier and abutment geometry were similar for both data 
sets. 
An overall significance test indicated that the critical F value for k = 2 and n = 97 
was 3.09. Since the F-Statistic presented in Table 5.11 of 217.48 was greater than 3.09, 
the two independent variables explained a significant amount of the variation in the 
dependent variable yplJB. Additionally, the P-Ievel of both independent variables and the 
overall P-Ievel \vere all less than the selected value of 0.05, therefore the analysis was 
determined to be statistically significant. 
Preliminary statistical significance was computed as two independent variables 
times 20 (Kleinbaum, 1988), yielding a number of 40 for the minimum number of data 
points for statistical analysis to be valid. For the pressure flow local scour data, there 
were 97 measurements used for the statistical analysis, therefore the analysis was 
considered valid. 
Partial correlation, Beta, for each of the independent variables indicated that the 
independent variable, V J(gy)O.5, was the most significant with a Beta value of 0.867 and 
the independent variable, ylHb, was the least significant with a Beta value of 0.427. Both 
Beta values were considered statistically significant. 
Figure 5.20 graphically displays observed values versus predicted values for the 
pressure flo\v local scour data. Figure 5.20 indicates that Equation 5.8 can be considered 
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• Figure 5.20 - Observed versus predicted values for pressure flo\v local scour 
Figure 5.21 displays a plot of predicted values versus the residual scores for the 
dependent variable YplJB. Data points plotted in Figure 5.21 form a homogeneous 
distribution of points around the horizontal centerline verifying that the relationship was 
linear. 
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Predicted VS. Residual Scores 
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• Figure 5.21- Predicted values versus residual scores for YplJB 
Figure 5.22 displays a plot of residuals versus deleted residuals for the dependent 
variable YpIJB. Figure 5.22 indicates that no additional outliers exist since all plotted 
points approximate the straight line, indicating that the data points used were valid for 
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• Figure 5.22 - Residuals versus deleted residuals for YplJB 
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Figure 5.23 presents the normal probability plot of residuals for the pressure flow 
abutment scour data. Figure 5.23 indicates that the residuals very closely approximated a 
nonnal distribution since the plotted points follow the straight line, assuring that the data 
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• Figure 5.23 - Normal probability plot of residuals for pressure flow local scour 
data 
Equation 5.8 had a coefficient of determination, R2, of 0.82, indicating that 82 
percent of the variability in the data was explained by the relationship. Combining both 
data sets was determined valid, because the coefficient of determination for the prediction 
of pressure flo\v abutment scour only slightly decreased and the coefficient of 
determination for the prediction of pressure flow pier scour increased significantly. 
Additionally, the data satisfied the overall significance test and the individual tests for 
checking multivariate linear regression validity. Combining both data sets was physically 
valid because the pier and abutment geometry were similar for both data sets. 
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5.4 LIMITATIONS 
During the development of any predictive relationship performed in a controlled 
laboratory setting, the boundary conditions or limitations imposed during testing should 
be considered when attempting to apply the relationship outside of the laboratory. Each 
of the developed predictive relationships for this study should be applied under the 
boundary conditions or limitations in which each equation was developed. 
For this study, a homogenous sand bed channel with an abutment supported 
bridge crossing was simulated in the laboratory at an approximate 8: 1 scale. During the 
testing program, pressure flow effects on scour were examined under varying flow 
conditions with a sediment range from 1.5 mm to 3.3 mm sand. Approach flow 
conditions were all subcritical (Froude number less than 1.0) and the angle of attack of 
the approach flow was zero. The average velocity (Vb) under the bridge deck was not 
greater than 1.7 times the critical velocity (Vc). 
Based on the above stated boundary conditions, it is recommended that the 
practicing hydraulic engineer review the constraints of the physical model as presented in 
Chapter 3 before applying Equation 5.2, 5.4, 5.7 or 5.8. Additionally, since the 
developed relationships are empirical, it is recommended that Equations 5.2, 5.4, 5.7, and 
5.8 be validated with field data. 
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6 CONCLUSIONS AND RECOMMENDATIONS 
6.1 INTRODUCTION 
Based on research presented in this thesis, a better understanding of the processes 
at work during pressure flow conditions has been presented and a complete set of 
prediction equations for pressure flow conditions at bridges now exists for the hydraulic 
engineering community. A series of 62 experiments was conducted to examine the 
effects of a pressure flow condition on scour at bridges. Subsequent sections present 
conclusions made from the analysis of the test results and provide recommendations for 
further research. 
6.2 CONCLUSIONS 
• A complete set of pressure flow bridge scour prediction equations were developed 
including pressure flow deck scour, pressure flow abutment scour, pressure flow 
pier scour, and pressure flow local scour. 
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• Equation 5.2, for prediction of pressure flow deck scour, developed from 59 data 
points collected for this study, was presented. Equation 5.2 had a coefficient of 
determination, R2, of 0.96. 
• Equation 5.7, for prediction of pressure flow abutment scour, developed from 53 
data points collected for this study, was presented. Equation 5.7 had a coefficient 
of determination, R2, of 0.87. 
• Equation 5.8, for prediction of pressure flow pier and local scour, developed from 
97 data points from the combination of Arneson's (1997) data set and the data 
collected for this study was presented. Equation 5.8 had a coefficient of 
determination, R2, of 0.82. 
• For pressure flow deck scour, the most significant dimensionless parameter was 
(ypds + Hb)/Y· 
• For pressure flow deck scour, the parameter V tfV c, was found to be extremely 
important for accounting for the velocity and providing a link to the sediment size 
of the bed material. 
• For pressure flow local scour, including abutment and pier scour, the most 
significant dimensionless parameter was the Froude number, Fr = Va/(gy)o.s. 
• Equation 5.2 predicts more conservatively (a deeper scour hole) than Equation 
2.11 by approximately 13.1 percent. 
• Equation 5.4 is recommended for the prediction of pressure flow deck scour with 
the foIIowing limitations: 
o V tfV c ratios must be within the range for the development of Equation 5.4 
(0.3 - 1.7). 
1 J X 
o Calculation of Vb should be approximated with an appropriate closed 
conduit estimate of velocity for turbulent flow using initial bridge opening 
conditions. 
• Equation 5.4 improves upon Arneson's (1997) Equation 2.11 with a larger data 
set (183 data points vs. 116 data points), but needs further validation from field 
data prior to accepted use. 
• Equation 5.7 is recommended for the prediction of pressure flow abutment scour 
when a bridge is solely supported by abutments. 
• Equation 5.7 (pressure flow abutment scour) predicts less conservatively (a 
shallower scour hole) than Equation 2.12 (pressure flow pier scour) by 
approximately 12.5 percent. 
• Equation 5.7 is the only known pressure flow abutment scour prediction equation 
and it explains 87 percent of the data variability. 
• Equation 5.8 is recommended for the prediction of pressure flow pier scour when 
a bridge is solely supported by piers or when a combination of piers and 
abutments (with similar geometry) support a bridge. 
• Equation 5.8 improves upon Arneson's (1997) Equation 2.12 with a larger data 
set (97 data points vs. 45 data points) but needs further validation from field data 
prior to accepted use. 
• All of the developed equations (Equations 5.2, 5.4, 5.7, and 5.8) are limited by the 
foIlo\ving conditions: 
o Each equation should only be applied for a homogeneous bed material. 
o Each equation should only be applied in sand bed channels. 
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o Angle of attack of approach flow must be equal to zero unless a correction 
factor from HEC-18 is applied. 
o Each equation must be applied for subcritical flow conditions (Froude 
numbers less than 1.0). 
6.3 RECOMMENDATIONS FOR FURTHER RESEARCH 
• Research presented herein was based on data collected in a laboratory flume with 
an approximate 8: 1 scale bridge deck model. Testing under a pressure flow 
condition in which a larger scale bridge deck model was used would be helpful 
for verifying the predictive relationships. 
• Allowing for more variation in the constriction percentage under the bridge would 
be useful for obtaining a link between pressure flow deck scour and contraction 
scour. 
• Testing of a non-homogeneous bed material and a cohesive bed material would be 
much better suited for the transfer of laboratory results to prototype conditions. 
• Angle of attack of the approach flow should be varied to verify the correction 
coefficients often used in HEC-18. 
• Provided that the velocity under the bridge deck during pressure flow conditions 
contributes significantly to the magnitude of pressure flow deck scour, a 
relationship between the average velocity under the bridge deck and the average 
velocity upstream of the bridge deck would be very useful. During conditions in 
which a bridge deck would be submerged, collecting a velocity under the bridge 
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deck would be impossible, but collecting a velocity upstream of the bridge deck 
might be possible. For this reason, the above stated relationship between the 
average velocity under the bridge deck and the average velocity upstream of the 
bridge deck, would be critical for the true application of the pressure flow deck 
scour prediction equation developed \vithin this thesis 
• Examining each of the three-dimensional velocity components under the bridge 
deck would prove useful in further verifying the large scale eddy observed by 
Abed in 1991, causing the increase in hydraulic forces acting on the bed material. 
Additionally, examining the velocity components could provide insight for 
developing a pressure flow scour relationship based upon the shear stress acting 
upon the bed material. 
• As Equations 5.2, 5.4, 5.7 and 5.8 for the prediction of pressure flow scour at 
bridges were developed under laboratory conditions, field data should be 
collected in order to expand the data set and verify the predictive equations. 
• A closer examination of the differences between clear water pressure flow scour 
and live-bed pressure flow scour is needed to determine which type of equation 
(clear water or live-bed) should be applied to prototype bridges. 
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'Table Al - Summary Data Table for 1.5 mm Sediment Size - Test Numbers 1 to 36 
Test Target a Measured a qbr 0 50 Bridge Vertical Horizontal Abutment Protrustlon 
Number (ft Is) (f~'s) (ft"'s) (mm) Posltton Constriction (%) ConstrIction (%) length, a (ft) 
1 8.00 8.02 1.14 1.50 1 0.00 12.00 0.96 
2 8.00 8.02 1.14 1.50 2 12.06 12.00 0.96 
3 8.00 8.02 1.14 1.50 3 24.11 12.00 0.96 
4 8.00 8.02 1.14 1.50 4 36.17 12.00 0.96 
5 8.00 8.02 1.14 1.50 5 48.23 12.00 0.96 
6 8.00 8.02 1.14 1.50 6 60.28 12.00 0.96 
7 18.00 18.00 2.56 1.50 1 0.00 12.00 0.96 
8 18.00 18.00 2.56 1.50 2 12.06 12.00 0.96 
9 18.00 18.00 2.56 1.50 3 24.11 12.00 0.96 
10 18.00 18.00 2.56 1.50 4 36.17 12.00 0.96 
11 18.00 18.00 2.56 1.50 5 48.23 12.00 0.96 
12 18.00 18.00 2.56 1.50 6 60.28 12.00 0.96 
13 24.00 23.16 3.29 1.50 1 0.00 12.00 0.96 
14 24.00 23.16 3.29 1.50 2 12.06 12.00 0.96 
15 24.00 23.16 3.29 1.50 3 24.11 12.00 0.96 
16 24.00 23.16 3.29 1.50 4 36.17 12.00 0.96 
17 24.00 23.16 3.29 1.50 5 48.23 12.00 0.96 
18 24.00 23.16 3.29 1.50 6 60.28 12.00 0.96 
19 8.00 7.80 1.52 1.50 1 0.00 36.00 2.88 
20 8.00 7.80 1.52 1.50 2 12.06 36.00 2.88 
21 8.00 7.80 1.52 1.50 3 24.11 36.00 2.88 
22 8.00 7.80 1.52 1.50 4 36.17 36.00 2.88 
23 8.00 7.80 1.52 1.50 5 48.23 36.00 2.88 
24 8.00 7.80 1.52 1.50 6 60.28 36.00 2.88 
25 18.00 18.00 3.52 1.50 1 0.00 36.00 2.88 
26 18.00 18.00 3.52 1.50 2 12.06 36.00 2.88 
27 18.00 18.00 3.52 1.50 3 24.11 36.00 2.88 
28 18.00 18.00 3.52 L50 4 36.17 36.00 2.88 
29 18.00 18.00 3.52 1.50 5 48.23 36.00 2.88 
30 18.00 18.00 3.52 1.50 6 60.28 36.00 2.88 
31 24.00 24.06 4.70 1.50 1 0.00 36.00 2.88 
32 24.00 nla nla 1.50 2 12.06 36.00 2.88 
33 24.00 nla nla 1.50 3 24.11 36.00 2.88 
34 . 24.00 nla nla 1.50 4 36.17 36.00 2.88 
35 24.00 nla nla 1.50 5 48.23 36.00 2.88 
36 24.00 nla nla 1.50 6 60.28 36.00 2.88 
YDd. VDlI. V Hb V. Vb Vc Fr 
(ft) (ft) (tt) (ft) (ftls) (ft/s) (ftls) 
0.17 0.56 1.14 1.37 0.80 1.02 1.95 0.13 
0.24 0.60 1.17 1.20 0.79 1.00 1.96 0.13 
0.12 0.26 1.45 1.03 0.71 1.45 2.03 0.10 
0.12 0,40 1.58 0.86 0.65 1.82 2.06 0.09 
0.18 0.58 1.60 0.69 0.63 1.94 2.06 0.09 
0.35 0.77 1.77 0.52 0.67 2.08 2.10 0.09 
0.31 0.68 1.34 1.37 1.72 1.98 2.00 0.26 
0.39 0.70 1.33 1.20 1.84 2.44 2.00 0.28 
0.53 0.84 1.36 1.03 1.73 2,48 2.01 0.26 
0.75 0.94 1.36 0.86 1.77 2.64 2.01 0.27 
0.96 1.18 1.43 0.69 1.88 2.70 2.02 0.28 
1.15 1.25 1.57 0.52 1.77 2.41 2.06 0.25 
0.58 0.87 1.42 1.37 2.34 2.64 2.02 0.35 
0.80 1.08 1.43 1.20 2.23 2.66 2.03 0.33 
0.93 1.14 1.44 1.03 2.17 2.78 2.03 0.32 
1.06 1.12 1.39 0.86 2.17 2.96 2.02 0.32 
1.26 1.70 1.41 0.69 2.06 2.93 2.02 0.31 
1.19 1.68 1.51 0.52 2.09 2.74 2.04 0.30 
0.16 0.63 1.45 1.37 0.83 1.41 2.03 0.12 
0.07 0.64 1.44 1.20 0.78 1.92 2.03 0.11 
0.14 0.64 1.44 1.03 0.82 2.06 2.03 0.12 ' 
0.50 0.67 1,48 0.86 0.72 2.23 2.04 0.10 
0.62 0.66 1.49 0.69 0.81 2.33 2.04 0.12 
0.73 0.75 1.51 0.52 0.85 2.40 2.04 0.12 
0.61 0.98 1,44 1.37 1.55 2.17 2.03 0.23 
0.93 1.08 1.43 1.20 1.66 2.60 2.03 0.25 
0.99 1.23 1.44 1.03 1.58 2.57 2.03 0.23 
1.24 1.36 1.46 0.86 1.60 2.82 2.03 0.23 
1.26 1.42 1.48 0.69 1.64 2.83 2.03 0.24 
1.31 1.61 1.55 0.52 1.50 2.85 2.05 0.21 
1.31 1.63 1.22 1.37 2.26 2.32 1.97 0.36 
nla nla nla nla nla nla nla nla 
nla nla nla nla nla nla nla nla 
n/a nla nla nla nla nla nla nla 
nla nla nla nla nla nla nla nla 
nla nla nla n1a nla nla nla nla 
IJ 
...c 
·Table A2 - Summary Data Table for 3.3 mm Sediment Size - Test Numbers 37 to 72 
Test Target 0 Measured 0 qbr 050 Bridge Vertical Horizontal Abutment Protrustlon 
Number (ft"/s) (ft"/s) (W/s) (mm) Position Constriction (%) Constriction (%) Length, a (tt) 
37 8.00 8.20 1.16 3.30 1 0.00 12.00 0.96 
38 8.00 8.20 1.16 3.30 2 12.06 12.00 0.96 
39 8.00 8.20 1.16 3.30 3 24.11 12.00 0.96 
40 8.00 8.20 1.16 3.30 4 36.17 12.00 0.96 
41 8.00 8.20 1.16 3.30 5 48.23 12.00 0.96 
42 8.00 8.20 1.16 3.30 6 60.28 12.00 0.96 
43 18.00 18.00 2.56 3.30 I 0.00 12.00 0.96 
44 18.00 18.00 2.56 3.30 2 12.06 12.00 0.96 
45 18.00 18.00 2.56 3.30 3 24.11 12.00 0.96 
46 18.00 18.00 2.56 3.30 4 36.17 12.00 0.96 
47 18.00 18.00 2.56 3.30 5 48.23 12.00 0.96 
48 18.00 18.00 2.56 3.30 6 60.28 12.00 0.96 
49 24.00 23.99 3.41 3.30 1 0.00 12.00 0.96 
SO 24.00 23.99 3.41 3.30 2 12.06 12.00 0.96 
51 24.00 23.99 3.41 3.30 3 24.11 12.00 0.96 
52 24.00 23.99 3.41 3.30 4 36.17 12.00 0.96 
53 24.00 23.99 3.41 3.30 5 48.23 12.00 0.96 
54 24.00 23.99 3.41 3.30 6 60.28 12.00 0.96 
55 8.00 7.84 1.53 3.30 1 0.00 36.00 2.88 
56 8.00 7.84 1.53 3.30 2 12.06 36.00 2.88 
57 8.00 7.84 1.53 3.30 3 24.11 36.00 2.S8 
58 8.00 7.84 1.53 3.30 4 36.17 36.00 2.88 
59 8.00 7.84 1.53 3.30 5 48.23 36.00 2.88 
60 8.00 7.84 1.53 3.30 6 60.28 36.00 2.88 
61 18.00 18.00 3.52 3.30 1 0.00 36.00 2.88 
62 18.00 18.00 3.52 3.30 2 12.06 36.00 2.88 
63 18.00 18.00 3.52 3.30 3 24.11 36.00 2.88 
64 18.00 18.00 3.52 3.30 4 36.17 36.00 2.88 
65 IS.oo 18.00 3.52 3.30 5 48.23 36.00 2.88 
66 18.00 nla nla 3.30 6 60.28 36.00 2.88 
67 24.00 24.27 4.74 3.30 1 0.00 36.00 2.88 
68 24.00 24.27 4.74 3.30 2 12.06 36.00 2.88 
69 24.00 nla nla 3.30 3 24.11 36.00 2.88 
70 24.00 nla nla 3.30 4 36.17 36.00 2.88 
71 24.00 nla nla 3.30 5 48.23 36.00 2.88 
72 24.00 nla nla 3.30 6 60.28 36.00 2.88 
Ybd, Yo.- V Hb V. Vb Vo Fr 
(tt) (ft) (tt) (ft) (fUs) (fUs) (fUs) 
0.06 0.12 1.37 1.37 0.63 0.88 2.61 0.10 
0.07 0.12 1.47 1.20 0.61 1.29 2.65 0.09 
0.06 0.13 1.46 1.03 0.69 1.37 2.64 0.10 
0.05 0.13 1.52 0.86 0.62 1.73 2.66 0.09 
0.09 0.21 1.56 0.69 0.63 1.97 2.67 0.09 
0.33 0.31 1.55 0.52 0.60 2.19 2.67 0.09 
0.18 0.48 1.31 1.37 1.85 2.27 2.59 0.29 
0.33 0.60 1.29 1.20 1.87 2.58 2.59 0.29 
0.49 0.78 1.30 1.03 1.84 2.64 2.59 0.28 
0.66 0.88 1.34 0.86 1.70 2.84 2.61 0.26 
0.75 1.08 1.33 0.69 1.69 2.88 2.60 0.26 
0.99 1.25 1.38 0.52 1.74 2.90 2.62 0.26 
0.47 0.93 1.35 1.37 2.41 2.60 2.61 0.37 
0.71 1.13 1.40 1.20 2.23 3.04 2.62 0.33 
0.92 1.17 1.44 1.03 2.22 3.07 2.64 0.33 
1.12 1.28 1.44 0.86 2.37 2.88 2.64 0.35 
1.22 1.53 1.44 0.69 2.24 3.12 2.64 0.33 
1.49 1.70 1.47 0.52 2.15 2.71 2.65 0.31 
0.00 0.11 1.43 1.37 0.63 1.13 2.63 0.09 
0.00 0.26 1.39 1.20 0.64 1.69 2.62 0.10 
0.00 0.36 1.40 1.03 0.61 1.84 2.62 0.09 
0.18 0.43 1.42 0.86 0.65 2.23 2.63 0.10 : 
0.32 0.58 1.44 0.69 0.63 2.30 2.64 0.09 I 
0.46 0.72 1.45 0.52 0.64 2.29 2.64 0.09 I 
0.58 1.17 1.45 1.37 1.49 2.19 2.64 0.22 I 
0.91 1.38 1.44 1.20 1.55 2.48 2.63 0.23 I 
1.01 1.49 1.47 1.03 1.47 2.43 2.65 0.21 
1.19 1.64 1.47 0.86 1.56 2.71 2.65 0.23 
1.24 1.70 1.49 0.69 1.55 2.63 2.65 0.22 
nla nla nla nla nla nla nla nla 
1.08 1.59 1.39 1.37 2.16 2.35 2.62 0.32 
1.43 1.70 1.40 1.20 2.28 2.63 2.62 0.34 
nla nla nla nla nla nla nla nla 
nla nla nla nla nla nla nla nla 
nla nla nla nla nla nla nla nla 
nla nla nJa nla nla nla --~ nla 
-Table A3 - Sunlnlary Data Table for 0.6 nlnl Sedinlcnt Sizc - Data Used From Arneson (1997) 
Test Target a Measured a qbr Dso Bridge Vertical Horizontal Pier Width, b YEldS YIIDS Y Hb V. Vb Vc Fr 
Number (ft'/s) (ft"/s) (U'''/s) (mm) Position Constrictlon(O~) Constriction (%) (ft) (ft) (ft) (ft) (ft) (ftls) (ft/s) (ftls) 
13 8 4.45 0.56 0.60 1 0.00 0.00 0.67 -0.02 n/a 1.43 1.32 0.40 0.68 1.49 0.06 
13 8 7.29 0.91 0.60 2 12.06 0.00 0.67 0.01 n/a 1.42 1.15 0.65 0.87 1.49 0.10 
13 8 6.38 0.80 0.60 3 24.11 0.00 0.67 0.03 nla 1.40 0.98 0.62 1.05 1.49 0.09 
13 8 7.45 0.93 0.60 4 36.17 0.00 0.67 0.04 n/a 1.41 0.81 0.60 1.39 1.49 0.09 
13 8 6.85 0.86 0.60 5 48.23 0.00 0.67 0.06 nla 1.48 0.64 0.72 1.54 1.50 0.10 
13 8 6.51 0.81 0.60 6 60.28 0.00 0.67 0.20 nla 1.39 0.47 0.67 1.59 1.48 0.10 
14 18 15.29 1.91 0.60 1 0.00 0.00 0.67 0.01 n/a 1.44 1.41 1.32 1.33 1.49 0.19 
14 18 15.20 1.90 0.60 2 12.06 0.00 0.67 0.07 nla 1.41 1.24 1.32 1.78 1.49 0.20 
14 18 14.39 1.80 0.60 3 24.11 0.00 0.67 0.26 nla 1.47 1.07 1.26 2.00 1.50 0.18 
14 18 13.61 1.70 0.60 4 36.17 0.00 0.67 0.45 nla 1.47 0.90 1.29 2.14 1.50 0.19 
14 18 14.31 1.79 0.60 5 48.23 0.00 0.67 0.49 n/a 1.52 0.73 1.26 2.19 1.51 0.18 
14 18 12.82 1.60 0.60 6 60.28 0.00 0.67 0.65 nla 1.54 0.56 1.23 2.36 1.51 0.17 
5 
15 24 20.60 2.58 0.60 3 24.11 0.00 0.67 0.47 nla 1.85 1.03 1.79 2.65 1.56 0.23 
15 24 26.38 3.30 0.60 4 36.17 0.00 0.67 0.73 nla 1.74 0.86 2.10 2.10 1.54 0.28 
15 24 32.07 4.01 0.60 5 48.23 0.00 0.67 0.76 n/a 1.71 0.69 2.04 2.62 1.54 0.27 
15 24 24.97 3.12 0.60 6 60.28 0.00 0.67 0.74 n/a 1.49 0.52 1.97 2.60 1.50 0.28 
16 8 7.86 1.07 0.60 1 0.00 8.34 0.67 0.01 0.15 1.40 1.35 0.71 0.82 1.49 0.11 
16 8 6.44 0.88 0.60 2 12.06 7.33 0.67 -0.03 0.17 1.19 1.18 0.71 0.97 1.45 0.11 
16 8 8.21 1.12 0.60 3 24.11 6.33 0.67 0.01 0.26 1.38 1.01 0.68 1.14 1.48 0.10 
16 8 7.14 0.97 0.60 4 36.17 5.32 0.67 0.07 0.34 1.41 0.84 0.68 1.39 1.49 0.10 
16 8 6.03 0.82 0.60 5 48.23 4.31 0.67 0.14 0.41 1.34 0.67 0.63 1.56 1.48 0.10 
16 8 7.79 1.06 0.60 6 60.28 3.32 0.67 0.29 0.46 1.39 0.50 0.66 1.63 1.48 0.10 
17 18 14.65 2.00 0.60 1 0.00 8.34 0.67 0.04 0.06 1.47 1.45 1.36 1.59 1.50 0.20 
17 18 15.46 2.11 0.60 2' 12.06 7.33 0.67 0.19 0.61 1.49 1.28 1.38 1.76 1.50 0.20 
17 18 15.69 2.14 0.60 3 .24.11 6.33 0.67 0.31 0.62 1.55 1.11 1.43 1.85 1.51 0.20 
17 18 15.32 2.09 0.60 4 36.17 5.32 0.67 0.42 0.57 1.66 0.94 1.40 2.08 1.53 0.19 
17 18 15.67 2.14 0.60 5 48.23 4.31 0.67 0.72 0.53 1.76 0.77 1.32 2.11 1.54 0.18 
17 18 16.07 2.19 0.60 6 60.28 3.32 0.67 0.77 0.59 1.91 0.60 1.31 1.18 1.57 0.17 
18 24 23.09 3.15 0.60 2 12.06 7.33 0.67 0.46 0.39 1.47 1.26 1.71 2.28 1.50 0.25 
18 24 17.85 2.43 0.60 3 24.11 6.33 0.67 0.48 0.61 2.12 1.09 1.54 2.35 1.59 0.19 
18 24 15.30 2.09 0.60 4 36.17 5.32 0.67 1.00 0.45 1.85 0.92 1.65 2.32 1.56 0.21 
·Table A4 - Sunlnmry Data Table for 0.9 nlnl Sedinlcnt Size - Data Uscd From Arncson (1997) 
Test Target a Measured a qbr 0 50 Bridge Vertical Horizontal Pier Width, b YDds YD~ Y Hb V. Vb Vc Fr 
Number (fr'/s) (ft"/s) (ft"/s) (mm) Position Constriction (%) Constriction (%) (ft) (ft) (ft) (ft) (ft) (ftls) (ftls) (ftls) 
1 8 5.80 0.73 0.90 1 0.00 0.00 0.67 -0.02 n/a 1.36 1.39 0.49 0.69 1.69 0.07 
1 8 5.57 0.70 0.90 2 12.06 0.00 0.67 0.00 n/a 1.53 1.22 0.52 0.66 1.73 0.07 
1 8 7.80 0.98 0.90 3 24.11 0.00 0.67 -0.01 n/a 1.62 1.05 0.49 0.93 1.74 0.07 
1 8 7.00 0.88 0.90 4 36.17 0.00 0.67 -0.01 n/a 1.65 0.88 0.52 1.03 1.75 0.07 
1 8 6.08 0.76 0.90 5 48.23 0.00 0.67 0.01 nla 1.58 0.71 0.49 0.90 1.74 0.07 
1 8 7.07 0.88 0.90 6 60.28 0.00 0.67 0.14 nla 1.59 0.54 0.49 1.57 1.74 0.07 
2 18 15.17 1.90 0.90 1 0.00 0.00 0.67 0.01 nla 1.41 1.42 1.34 1.22 1.70 0.20 
2 18 14.24 1.78 0.90 2 12.06 0.00 0.67 0.10 nla 1.42 1.25 1.31 1.66 1.71 0.19 
2 18 15.60 1.95 0.90 3 24.11 0.00 0.67 0.28 n/a 1.44 1.08 1.30 1.86 1.71 0.19 
2 18 15.89 1.99 0.90 4 36.17 0.00 0.67 0.48 nla 1.47 0.91 1.37 2.01 1.72 0.20 
2 18 15.36 1.92 0.90 5 48.23 0.00 0.67 0.60 nla 1.49 0.74 1.35 1.71 1.72 0.19 
2 18 14.98 1.87 0.90 6 60.28 0.00 0.67 0.72 n/a 1.55 0.57 1.33 2.33 1.73 0.19 
3 24 20.23 2.53 0.90 1 0.00 0.00 0.67 0.02 nla 1.51 1.45 1.67 1.89 1.72 0.24 
'~ 
3 24 17.37 2.17 0.90 2 12.06 0.00 0.67 0.26 nla 1.51 1.28 1.67 2.29 1.72 0.24 
3 24 18.97 2.37 0.90 3 24.11 0.00 0.67 0.52 n/a 1.57 1.11 1.61 2.38 1.73 0.23 
3 24 27.08 3.39 0.90 4 36.17 0.00 0.67 0.80 nla 1.97 0.94 1.80 2.25 1.80 0.23 
3 24 28.01 3.50 0.90 5 48.23 0.00 0.67 1.00 n/a 1.92 0.77 1.86 2.03 1.79 0.24 
3 24 28.37 3.55 0.90 6 60.28 0.00 0.67 1.08 n/a 1.88 0.60 1.99 1.93 1.79 0.26. 
4 8 8.06 1.10 0.90 1 0.00 8.34 0.67 0.00 nla 1.51 1.39 0.65 0.75 1.72 0.09 
4 8 6.72 0.92 0.90 2 12.06 7.33 0.67 -0.03 nla 1.63 1.22 0.51 0.82 1.74 0.07 I 
4 8 6.44 0.88 0.90 3 24.11 6.33 0.67 -0.03 nla 1.57 1.05 0.51 0.69 1.73 0.07 I 
4 8 9.55 1.30 0.90 4 36.17 5.32 0.67 -0.02 nla 1.57 0.88 0.53 1.14 1.73 0.07 
4 8 6.73 0.92 0.90 5 48.23 4.31 0.67 0.05 nla 1.56 0.71 0.52 1.49 1.73 0.07 
4 8 9.30 1.27 0.90 6 60.28 3.32 0.67 0.14 nla 1.57 0.54 0.52 1.51 1.73 0.07 
5 18 10.50 1.43 0.90 2 12.06 7.33 0.67 0.09 nla 1.35 1.26 1.29 1.68 1.69 0.20 
5 18 11.59 1.58 0.90 3 24.11 6.33 0.67 0.24 nla 1.37 1.09 1.27 1.88 1.70 0.19 
5 18 11.25 1.53 0.90 4 36.17 5.32 0.67 0.41 nla 1.40 0.92 1.26 2.09 1.70 0.19 
5 18 11.90 1.62 0.90 5 48.23 4.31 0.67 0.60 nla 1.36 0.75 1.30 2.19 1.69 0.20 
5 18 12.88 1.76 0.90 6 60.28 3.32 0.67 0.75 nla 1.37 0.58 1.38 2.27 1.70 0.21 
6 24 15.92 2.17 0.90 2 12.06 7.33 0.67 0.16 0.58 1.54 1.35 1.61 2.44 1.73 0.23 
6 24 13.74 1.87 0.90 3 24.11 6.33 0.67 0.47 0.55 1.56 1.18 1.85 2.50 1.73 0.26 
6 24 17.73 2.42 0.90 4 36.17 5.32 0.67 0.68 0.61 1.56 1.01 1.70 2.52 1.73 0.24 
6 24 19.96 2.72 0.90 5 48.23 4.31 0.67 0.90 0.51 1.53 0.84 1.82 2.24 1.73 0.26 
'Table AS - Sunlnlary Data Table for 1.5 nln1 Sedinlent Size - Data Used From Arneson (1997) 
Test TargetQ Measured Q qbr 050 Bridge VertIcal Horizontal Pter Width, b YOd!! YOD!! Y Hb V. Vb Vc Fr 
Number (ft~/s) (ft~/s) (ft"'/s) (mm) Position Constriction (%) Constriction (%) (ft) (tt) (ft) (ft) (ft) (ftls) (ftls) (ftls) I 
19 8 6.93 0.87 1.50 1 0.00 0.00 0.67 0.05 n/a 1.35 1.49 0.66 0.68 2.00 0.101 
19 8 6.67 0.83 1.50 2 12.06 0.00 0.67 0.02 n/a 1.37 1.32 0.62 0.72 2.01 0.09 
19 8 6.97 0.87 1.50 3 24.11 0.00 0.67 -0.10 nla 1.37 1.15 0.63 1.08 2.01 0.10 
19 8 6.76 0.85 1.50 4 36.17 0.00 0.67 ~0.10 n/a 1.38 0.98 0.63 1.20 2.01 0.09 
,19 8 6.20 0.78 1.50 5 48.23 0.00 0.67 ·0.05 n/a 1.39 0.81 0.64 1.55 2.01 0.101 
19 8 7.04 0.88 1.50 6 60.28 0.00 0.67 -0.06 n/a 1.45 0.64 0.64 1.53 2.03 0.091 
20 18 15.52 1.94 1.50 I 0.00 0.00 0.67 0.01 n/a 1.35 1.41 1.46 1.43 2.00 0.22 
20 18 15.30 1.91 1.50 2 12.06 0.00 0.67 ·0.01 n/a 1.33 1.24 1.45 1.78 2.00 0.22 ' 
20 18 15.53 1.94 1.50 3 24.11 0.00 0.67 ·0.01 n/a 1.38 1.07 1.38 2.13 2.01 0.21 
20 18 16.27 2.03 1.50 4 36.17 0.00 0.67 0.13 n/a 1.40 0.90 1.38 2.49 2.02 0.21" 
20 18 15.99 2.00 1.50 5 48.23 0.00 0.67 0.23 n/a 1.46 0.73 1.36 2.62 2.03 0.20 I 
20 18 15.75 1.97 1.50 6 60.28 0.00 0.67 0.35 nla 1.44 0.56 1.35 2.69 2.03 0.20 
'..,i.J 
t-.J 21 24 20.93 2.62 1.50 2 12.06 0.00 0.67 0.01 nla 1.30 1.23 2.10 2.40 1.99 0.33 
21 24 21.49 2.69 1.50 3 24.11 0.00 0.67 0.17 n/a 1.48 1.06 1.90 2.72 2.04 0.28 
21 24 21.29 2.66 1.50 4 36.17 0.00 0.67 0.38 n/a 1.52 0.89 1.85 3.13 2.04 0.26 
21 24 20.66 2.58 1.50 5 48.23 0.00 0.67 0.48 nla 1.69 0.72 1.95 3.20 2.08 0.26 
22 8 6.63 0.90 1.50 1 0.00 8.34 0.67 0.02 0.04 1.34 1.47 0.68 0.71 2.00 0.10 
22 8 7.45 1.02 1.50 2 12.06 7.33 0.67 -0.01 0.04 1.37 1.30 0.68 0.75 2.01 0.10 
22 8 5.91 0.81 1.50 3 24.11 6.33 0.67 -0.02 0.05 1.37 1.13 0.62 0.89 2.01 0.09 
22 8 6.14 0.84 1.50 4 36.17 5.32 0.67 ·0.02 0.05 1.35 0.96 0.64 0.76 2.00 0.10 
22 8 7.41 1.01 1.50 5 48.23 4.31 0.67 -0.02 0.06 1.41 0.79 0.64 1.37 2.02 0.09 
22 8 6.30 0.86 1.50 6 60.28 3.32 0.67 0.00 0.10 1.41 0.62 0.64 0.95 2.02 0.10 
23 18 14.59 1.99 1.50 2 12.06 7.33 0.67 0.04 0.34 1.47 1.22 1.19 2.00 2.03 0.17 
23 18 15.59 2.13 1.50 3 24.11 6.33 0.67 0.05 0.28 1.52 1.05 1.30 2.45 2.04 0.19 
23 18 17.08 2.33 1.50 4 36.17 5.32 0.67 0.19 0.41 1.52 0.89 1.41 2.37 2.04 0.20 
24 24 22.72 3.10 1.50 2 12.06 7.33 0.67 0.08 0.59 1.45 1.28 2.01 2.52 2.03 0.29 
24 24 23.50 3.20 1.50 3 24.11 6.33 0.67 0.27 0.45 1.56 1.11 2.04 2.68 2.05 0.29 
24 24 23.22 3.17 1.50 4 36.17 5.32 0.67 0.37 0.57 1.61 0.94 2.01 2.58 2.06 0.28 
24 24 23.38 ._ 3.19 1.50 5 48.23 4.31 0.67 0.62 0.48 1.88 0.77 1.91 2.77 2.12 0.25 
'~ 
',.,J 
·Table A6 - Sunlnlary Data Table for 3.3 nln1 Sediment Size - Data Used From Arneson (1997) 
Test Target Q Measured Q qbr D~ Bridge Vertical Horizontal Pier Width. b YDds YDM 
Number (fe/s) (fe/s) (ft4/S) (mm) Position ConstrIction (%) Constriction (%) (tt) (ft) (ft)' 
7 8 6.81 0.85 3.30 1 0.00 0.00 0.67 -0.02 n/a 
7 8 7.54 0.94 3.30 3 24.11 0.00 0.67 -0.01 n/a 
7 8 6.74 0.84 3.30 4 36.17 0.00 0.67 -0.01 n/a 
7 8 7.35 0.92 3.30 5 48.23 0.00 0.67 -0.03 nla 
7 8 7.09 0.89 3.30 6 60.28 0.00 0.67 -0.05 nla 
8 18 14.78 1.85 3.30 1 0.00 0.00 0.67 -0.04 n/a 
8 18 14.10 1.76 3.30 2 12.06 0.00 0.67 -0.03 n/a 
8 18 13.92 1.74 3.30 3 24.11 0.00 0.67 -0.03 n/a 
8 18 14.81 1.85 3.30 4 36.17 0.00 0.67 0.09 n/a 
8 18 15.35 1.92 3.30 5 48.23. 0.00 0.67 0.21 n/a 
9 24 24.88 3.11 3.30 1 0.00 0.00 0.67 -0.04 nla 
9 24 20.23 2.53 3.30 2 12.06 0.00 0.67 -0.04 nla 
9 24 20.20 2.53 3.30 3 24.11 0.00 0.67 0.17 n/a 
9 24 20.74 2.59 3.30 4 36.17 0.00 0.67 0.28 nla 
9 24 20.58 2.57 3.30 S· 48.23 0.00 0.67 0.64 n/a 
10 8 7.06 0.96 3.30 1 0.00 8.34 0.67 -0.02 0.14 
10 8 6.70 0.91 3.30 2 12.06 7.33 0.67 -0.02 0.17 
10 8 7.17 0.98 3.30 3 24.11 6.33 0.67 -0.01 0.16 
10 8 6.23 0.95 3.30 4 36.17 5.32 0.67 -0.03 0.17 
10 8 7.03 0.96 3.30 5 48.23 4.31 0.67 -0.03 0.16 
10 8 6.09 0.83 3.30 6 60.28 3.32 0.67 0.01 0.19 
11 18 13.34 1.82 3.30 1 0.00 8.34 0.67 0.02 0.29 
11 18 12.06 1.64 3.30 2 12.06 7.33 0.67 0.02 0.31 
11 18 11.92 1.63 3.30 . 3 24.1 I 6.33 0.67 0.02 0.41 
11 18 12.30 1.68 3.30 4 36.17 5.32 0.67 0.13 0.60 
11 18 12.45 1.70 3.30 5 48.23 4.31 0.67 0.30 0.58 
12 18 12.83 1.75 3.30 6 60.28 3.32 0.67 0.50 0.54 
12 24 21.34 2.91 3.30 2 12.06 7.33 0.67 0.09 0.81 
12 24 18.79 2.56 3.30 3 24.11 6.33 0.67 0.14 0.58 
12 24 18.89 2.58 3.30 4 36.17 5.32 0.67 0.53 0.69 
12 24 17.98 2.44 3.30 5 48.23 4.31 0.67 0.57 0.79 
~- ~ ~ 
Y Hb V. Vb Ve Fr 
(tt) (ft) (,tis) (ftls) (Itls) 
1.39 1.35 0.60 0.71 2.62 0.09 
1.50 1.01 0.59 1.01 2.65 0.09 
1.40 0.84 0.55 1.01 2.62 0.08 
1.41 0.57 0.59 0.98 2.63 0.09 
1.47 0.50 0.54 0.40 2.64 0.08 
1.44 1.32 1.26 1.32 2.64 0.18 
1.16 1.15 1.29 1.82 2.54 0.21 
1.49 0.98 1.14 1.54 2.65 0.16 
1.51 0.81 1.33 2.71 2.66 0.19 
1.50 0.64 1.23 2.79 2.65 0.18 
1.44 1.33 2.28 1.97 2.64 0.34 
1.42 1.16 1.82 2.53 2.63 0.27 
1.43 0.99 1.73 2.70 2.63 0.25 
1.51 0.82 2.31 3.16 2.66 0.33 
1.51 0.65 1.83 3.32 2.66 0.26 
1.64 1.34 0.48 0.74 2.69 0.07 
1.62 1.17 0.45 0.84 2.69 0.06 
1.56 1.00 0.44 1.06 2.67 0.06 
1.53 0.83 0.42 0.72 2.66 0.06 
1.55 0.66 0.43 1.22 2.67 0.06 
1.56 0.49 0.41 0.90 2.67 0.06 
1.38 1.35 1.18 1.48 2.62 0.18 
1.36 1.18 1.15 1.74 2.61 0.17 
1.39 1.01 1.12 1.72 2.62 0.17 
1.39 0.84 1.00 2.51 2.62 0.15 
1.44 0.67 1.16 2.66 2.64 0.17 
1.45 0.50 1.21 2.84 2.64 0.18 I 
1.34 1.27 1.83 2.44 2.60 0.281 
1.39 1.10 1.92 3.01 2.62 0.291 
1.40 0.93 1.95 3.32 2.62 0.291 
1.66 0.76 1.98 3.40 2.70 0.271 
