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Abstract
This work centers on digital stack photography and its applications. A stack of
images refer, in a broader sense, to an ensemble of associated images taken with
variation in one or more than one various values in one or more parameters in sys-
tem configuration or setting. An image stack captures and contains potentially more
information than any of the constituent images. Digital stack photography (DST)
techniques explore the rich information to render a synthesized image that oversteps
the limitation in a digital camera’s capabilities. This work considers in particular
two basic DST problems, which had been challenging, and their applications. One
is high-dynamic-range (HDR) imaging of non-stationary dynamic scenes, in which
the stacked images vary in exposure conditions. The other is large scale panorama
composition from multiple images. In this case, the image components are related to
each other by the spatial relation among the subdomains of the same scene they cov-
ered and captured jointly. We consider the non-conventional, practical and challenge
situations where the spatial overlap among the sub-images is sparse (S), irregular
in geometry and imprecise from the designed geometry (I), and the captured data
over the overlap zones are noisy (N) or lack of features. We refer to these conditions
simply as the S.I.N. conditions.
There are common challenging issues with both problems. For example, both
faced the dominant problem with image alignment for seamless and artifact-free im-
age composition. Our solutions to the common problems are manifested differently
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in each of the particular problems, as a result of adaption to the specific properties
in each type of image ensembles. For the exposure stack, existing alignment ap-
proaches struggled to overcome three main challenges: inconsistency in brightness,
large displacement in dynamic scene and pixel saturation. We exploit solutions in
the following three aspects. In the first, we introduce a model that addresses and
admits changes in both geometric configurations and optical conditions, while fol-
lowing the traditional optical flow description. Previous models treated these two
types of changes one or the other, namely, with mutual exclusions. Next, we ex-
tend the pixel-based optical flow model to a patch-based model. There are two-fold
advantages. A patch has texture and local content that individual pixels fail to
present. It also renders opportunities for faster processing, such as via two-scale
or multiple-scale processing. The extended model is then solved efficiently with an
EM-like algorithm, which is reliable in the presence of large displacement. Thirdly,
we present a generative model for reducing or eliminating typical artifacts as a side
effect of an inadequate alignment for clipped pixels. A patch-based texture synthesis
is combined with the patch-based alignment to achieve an artifact free result.
For large-scale panorama composition under the S.I.N. conditions, we have de-
veloped an effective solution scheme that significantly reduces both processing time
and artifacts. Previously existing approaches can be roughly categorized as either
geometry-based composition or feature based composition. In the former approach,
one relies on precise knowledge of the system geometry, by design and/or calibration.
It works well with a far-away scene, in which case there is only limited variation in
projective geometry among the sub-images. However, the system geometry is not
invariant to physical conditions such as thermal variation, stress variation and etc..
The composition with this approach is typically done in the spatial space. The other
approach is more robust to geometric and optical conditions. It works surprisingly
well with feature-rich and stationary scenes, not well with the absence of recognizable
v
features. The composition based on feature matching is typically done in the spatial
gradient domain. In short, both approaches are challenged by the S.I.N. conditions.
With certain snapshot data sets obtained and contributed by Brady et al, these meth-
ods either fail in composition or render images with visually disturbing artifacts. To
overcome the S.I.N. conditions, we have reconciled these two approaches and made
successful and complementary use of both priori and approximate information about
geometric system configuration and the feature information from the image data.
We also designed and developed a software architecture with careful extraction of
primitive function modules that can be efficiently implemented and executed in par-
allel. In addition to a much faster processing speed, the resulting images are clear
and sharper at the overlapping zones, without typical ghosting artifacts.
vi
To my famliy
vii
Contents
Abstract iv
List of Tables x
List of Figures xi
List of Abbreviations and Symbols xiii
Acknowledgements xiv
1 Introduction 1
1.1 Advances in Digital Photography . . . . . . . . . . . . . . . . . . . . 2
1.2 Computational Stack Image Processing . . . . . . . . . . . . . . . . . 3
1.3 Dynamic Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Live Scenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Panoramic Views . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Dissertation Organization . . . . . . . . . . . . . . . . . . . . . . . . 13
1.7 Disseminated Collaboration work . . . . . . . . . . . . . . . . . . . . 15
2 HDR Imaging of Live Scenes 16
2.1 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Ghost Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2 LDR Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Admitting Brightness Inconstancy . . . . . . . . . . . . . . . . . . . . 21
viii
2.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Lifting the Displacement Constraint . . . . . . . . . . . . . . . . . . . 31
2.4.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Non-linear Stack Synthesis with Saturated Sensor Data . . . . . . . . 42
2.5.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.5.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3 Panoramic Stitching 61
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3 Pairwise Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3.1 Global Bundle Adjustment . . . . . . . . . . . . . . . . . . . . 76
3.4 Image Blending . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.5 Results and Additional Remarks . . . . . . . . . . . . . . . . . . . . . 82
4 Conclusion 85
A Brightness Transfer Function 88
B Brightness Transfer Function Approximation 89
C Placement Geometric RANSAC 91
D Global Bundle Adjustment 92
Bibliography 100
Biography 107
ix
List of Tables
1.1 Approximate Light Intensity of Common Incident Lights . . . . . . . 5
2.1 Average Endpoint Error(EPE) on Middlebury Benchmark . . . . . . 27
2.2 Average Endpoint Error(EPE) on Synthesized Middlebury Benchmark 27
x
List of Figures
1.1 A Conceptual Map of Computational Stack Photography . . . . . . . 4
1.2 An Example of Reconstructing HDR from LDRs . . . . . . . . . . . . 8
1.3 An Example of HDR for Live Scene . . . . . . . . . . . . . . . . . . . 10
1.4 Angle of View by Focal Length . . . . . . . . . . . . . . . . . . . . . 12
1.5 Angle of View by Sensor Size . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Performance on Middelbury Benchmark . . . . . . . . . . . . . . . . 28
2.2 Performance on Synthesized Middelbury Benchmark . . . . . . . . . . 30
2.3 A close-up Comparison with Gallo et al. on Forrest Sequence . . . . 39
2.4 A close-up Comparison with Zhang and Cham on Lib Sequence . . . 39
2.5 A close-up Comparison with Kang et al. on Horse Sequence . . . . . 40
2.6 A close-up Comparison with Zimmer et al. on Eiffel Sequence . . . . 41
2.7 Result on Ocean Sequence . . . . . . . . . . . . . . . . . . . . . . . . 42
2.8 Camera Response Function . . . . . . . . . . . . . . . . . . . . . . . . 43
2.9 A HDR Example with Clipped Pixels . . . . . . . . . . . . . . . . . . 46
2.10 An Overview of Model . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.11 A close-up Comparison with Zimmer et al. . . . . . . . . . . . . . . . 54
2.12 A close-up Comparison with Kang et al. . . . . . . . . . . . . . . . . 55
2.13 A close-up Comparison with Hu et al. . . . . . . . . . . . . . . . . . 58
2.14 A close-up Comparison with Sen et al. . . . . . . . . . . . . . . . . . 59
2.15 A WHU Old Library Example . . . . . . . . . . . . . . . . . . . . . . 60
xi
3.1 Image Examples Captured from Different Angles . . . . . . . . . . . . 62
3.2 Stitched Image Example with/without Seam Blending . . . . . . . . 63
3.3 Stitched Image Example with Cropping . . . . . . . . . . . . . . . . 64
3.4 Outline of AWARE-2 Array Camera System . . . . . . . . . . . . . . 66
3.5 A Mosaic of 7 AWARE-2 Micro-camera Images . . . . . . . . . . . . 67
3.6 A Diagram of Processing Pipeline . . . . . . . . . . . . . . . . . . . . 69
3.7 A Diagram of Camera FOV Distribution . . . . . . . . . . . . . . . . 69
3.8 A Diagram of Extracting Features in Overlap between Adjacent Shots 72
3.9 An Example of Mismatch between Adjacent Shots . . . . . . . . . . . 73
3.10 An Example of Fusion in Gradient . . . . . . . . . . . . . . . . . . . 81
3.11 Mosaic of Hudson Dataset . . . . . . . . . . . . . . . . . . . . . . . . 83
3.12 Mosaic of ICCP 12’ Dataset . . . . . . . . . . . . . . . . . . . . . . . 84
D.1 A Visualization of Sparse Block Matrix Al and A
T
l Al . . . . . . . . . 94
D.2 A Visualization of Sparse Block Matrix Wl and W
T
l Wl . . . . . . . . 96
D.3 A Visualization of Sparse Block Matrix ATl l . . . . . . . . . . . . . . 97
xii
List of Abbreviations and Symbols
Symbols
Ω A 2D image domain.
x A pixel in Ω.
p Patch height and width.
Px A pˆ p patch centered at pixel x.
u A flow/vector field.
τ A brightness transfer function.
f A camera response function.
R A reference or target image.
Rτ A intensity mapped reference image under τ
S A source image.
Su A warped source image under flow field u.
L A latent image.
I An image.
H A homography transformation matrix.
xØ x1 A pair of feature match.
xiii
Acknowledgements
First of all I would like to express my sincere thanks to my advisor, Professor Xiaobai
Sun, for her intense support, guidance, and advice for my study and life in U.S.A.
It is such a treasurable and unique experience for me to be able to pursue my Ph.D
under the guidance of Xiaobai. In addition to helping me on the technical aspects,
she encouraged me to find and pursue what interested, inspired and motived me
the most, which led to this dissertation topic and work. I learned from her how to
investigate a research topic in depth and in connection to the others and how to
develop myself in a new field.
My deep gratitude also goes to Professor Michael Gehm., Professor Mauro Mag-
gioni, Professor Nikos Pitsiani, Professor John Reif, Prof. Guillermo Sapiro, Profes-
sor Nikos Pitsiani and Professor Rebecca Willett who is at university of Wisconsin
Madison now, for their advices and support while serving on the committees for my
initial research project, master thesis project, preliminary exam and the dissertation
defense. In addition, Professor Nikos Pitsianis has been a wonderful collaborator and
mentor through my graduate study at Duke University. Professor Michael Gehm.
and his research collaborators have provided me valuable references, documents and
data that I used in part in my research work. I have been inspired and influenced
by Professor Guillermo Sapiro ’s work, and I consider myself fortunate to have him
serving on my dissertation committee.
I am very grateful to my mentor Dr. Orazio Gallo and manager Dr. Kari Pulli at
xiv
Nvidia Research where I had interned twice. They introduced me to the relatively
new field, computational photography, and influenced me with great passion, knowl-
edge and experience. As my mentor, Orazio also gave me many valuable suggestions
and helps not only for my short-term internships but also for my long-career devel-
opment. He taught me to persevere while facing difficulties and failures in research.
I thank my friend and research collaborator Alexandros Iliopoulos for his stim-
ulating ideas, his strong problem-solving skills in our collaboration as well as his
Greek humor. To support my full time job at Apple, Alexandros kindly took over
my TA responsibility at the expense of his own research or relax time, which I don’t
know how to pay back. I also want to thank my other friends at Duke University
– Ang Li, Yi Hong, Lijun Yao, Qiang Cao, Xin Wu, Xuanran Zong, Yu Chen and
Yang Chen. They make my graduate life more enjoyable and memorable.
Finally and most importantly, I thank my family. Shanshan, my wife, is a con-
stant inspiration for me since our college days. She inspires me more by getting her
PhD in Mathematics ahead of me. She has given me unwavering support and inex-
pressible joy and happiness. My parents have loved me unconditionally, they have
installed in me important life values. I thank my brother Li Yu for his support and
encouragement in pursuing my dreams. Last, I have inexpressible joy and sense of
duty for the arrival of my son Leo a month before my dissertation defense.
xv
1Introduction
The photograph isn’t good enough. It’s not real enough.
David Hockney, 1937 - Present
We are interested in digital stack photography (DSP) and its applications. A
stack of images refer, in a broader sense, to an ensemble of associated images taken
with variation in one or more than one parameters in system configuration or set-
ting. In the study of digital stack photography, we are concerned with how to design,
acquire and process a stack of images in order to lift or relieve certain limitations in
single-image photography with the existing optical systems or cameras, and to render
more realistic or desirables images of the objects or sceneries under various circum-
stances. The underlying principle is the same as that for computational tomography
(CT). In theory and practice, the acquisition and composition enjoy certain free-
dom while subject to particular constraints and limitations in camera devices and
photo taking environments. We describe briefly in this section the DST background,
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advanced technologies and techniques, certain remaining limitations, and two basic
DSP problems we are concerned with in this thesis.
1.1 Advances in Digital Photography
Digital stack photography (DST) techniques have advanced in multiple and integral
aspects. In one main aspect, image stacks are designed to be able capture and contain
potentially more information. Innovative digital photography devices and techniques
have enabled practical stack image acquisition at fast speed. In another important
computational processing techniques have been richly developed for image synthesis
and composition with image stacks or ensembles.
As the name suggests, DST stems and evolves from photography. Photography
offers an unique and powerful representation of reality. For many of us, photographs
are a medium to record special moments, to preserve memories, to tell and share per-
sonal stories, or enhance news reporting with visual effects. Artists use photography
to express their visions of the world, their feelings, ideas and thoughts. Scientists
use photography to open new fields of exploration to widen or augment man’s visual
and intellectual horizons. For instance, physicists deploy high-speed photography
to explore the behavior of granular materials and the physics of the nuclear bomb,
biologists adopt time-lapse photography to record the plants growing and flowers
opening, and astronomers use astrophotography to study celestial objects.
Much progress has been made to assist photographers in producing better pho-
tographs, especially, in natural but difficult circumstances. There are significant
changes and advances in optical hardware and electronic hardware, from lenses to
sensors. For instance, novel synthetic materials like fluorite crystals are used to
make lens to reach a lower dispersion than glass. The size of photodiode in image
sensor becomes smaller and allows to capture up to 16 thousands of pixels in one
single shoot. More powerful microprocessors are integrated with individual sensors
2
to allow a faster image formation.
Nonetheless, existing digital camera systems are still subject to certain limitations
and constraints. For example, the maximal aperture size , the minimal focal length
of lens and the maximal resolution of imaging sensor are limited in a small and light
camera system such as those digital cameras we carry in our pockets or mounted on
our cell phones. These optical parameters affect the quality of the acquired images.
The focal length of the lens determines the amount of the scene projected onto the
image area, the size of the digit sensor determines the size of image area, and the
resolution of imaging sensor is an important measure of how much details has been
recorded to a certain level of contrast.
1.2 Computational Stack Image Processing
Computational stack image processing is enabled by the advances in hardware ad-
vances and extracts more information from the captured images. Software is used
to assist, enhance or complement with the hardware at almost every stage in the
photography process, from shutter setting, aperture and focus control in acquisi-
tion, noise reduction, while balancing and image compression in pre-processing, to
cropping, sharpening, toning in post-processing.
While a single image generated by a common digital camera is limited in capturing
information, a stack of photographs with different camera parameters can contain
much more information as we desire. With the advances in photography devices
and techniques, it is becoming possible and practical to acquire multiple images
with one shot, extract information and reduce noise from the acquired ones, and
compose better ones what are beyond the capabilities of conventional photography.
An early attempt and application of digital stack photograph is the so called focal
stacking (F.Ray, 2002). By this method, multiple images taken at different focus
distances are intelligently merged into a single image with a greater depth of field.
3
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Figure 1.1
Another interesting work is flash/no-flash stack (Petschnigg et al., 2004), in which
multiple images are captured at different flash and gain configurations, are combined
to obtain acceptable results under a low-light environment. Nowadays, the shutter
speed of digital camera is becoming increasingly fast and the size of image sensor
tends to smaller. All these offer stack photography many opportunities to explore in
the temporal and spatial dimension.
Computational stack image processing synthesizes the stack images, acquired
with one or more camera parameters X varying, to improve one or more than one
characteristics Y. Typically, X parameters are exposure time, ISO gain, aperture
and focus, and desirable Y characteristics are high dynamic range (HDR), high
signal-to-noise ratio (SNR), high resolution and seamless panorama (See Fig 1.1).
This dissertation considers in particular two basic DST problems, which had been
challenging, and their applications. One is high-dynamic-range (HDR) imaging of
non-stationary dynamic scenes, in which the stacked images vary in exposure. The
other is large scale panorama composition from multiple images. In this case, the
image components are related to each other by the spatial relation among the sub-
domains of the same scene they covered and captured jointly. We consider the non-
4
conventional, practical and challenge situations where the spatial overlap among the
sub-images is sparse (S), irregular in geometry and imprecise from the designed ge-
ometry (I), and the captured data over the overlap zones are noisy (N) or lack of
features. We refer to these conditions simply as the S.I.N. conditions.
1.3 Dynamic Range
In photography, the dynamic range refers to the ratio between the maximum and
minimum measurable light intensities (McHugh, 2005). In other words, it is the
ratio in intensity between the between the lightest and darkest regions, and it is
therefore also referred to as the contrast ratio. Note the keyword measurable. For
a real world scene, the light intensity can be described in terms of strength of the
incident and reflected light, which are typically measured in candelas per square
meter (cd{m2). Table 1.1 gives approximate light intensities for common incident
light sources. The intensity of reflected light dramatically varies with the reflectance
of subject surface and relative position with lighting source For a dim interior with
view through window to bright sunlight, the light intensity range might be 10´2cd{m2
to 105cd{m2, which corresponds to a dynamic range of 107 : 1 (Freeman, 2008).
Table 1.1: Approximate Light Intensity of Common Incident Lights
Subject Approximate light intensity (cd{m2)
Starlight 0.001
Moonlight 0.1
Indoor lighting 100
Indoor daylight 100
Cloudy day 2,000
Open Shade 10,000
Bright sunlight 100,000
Disc of the sun itself 100,000,000
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The dynamic range is defined slightly different for light intensity measurement
devices such as digital camera sensor. It refers to the practically capacity of recording
and representing the variations or range in intensity (McHugh, 2005). For a digital
image sensor, the dynamic range is the ratio of maximum number of photons a pixel
sensor (also called photosite) could contain before gets saturated, to the minimum
number of detectable photons. Nowadays, an affordable digital camera could have
dynamic range up to « 4, 000 : 1, some expensive camera can go up to 104 : 1 „ 105 :
1. In comparison to the dynamic range of real world scenes of common interests, the
images captured by common digital cameras are of low dynamic range image (LDR).
One way to increase the dynamic range would be to increase the maximum ca-
pacity by building a large sensor that allows to receive a greater flux of photons.
However, a larger sensor typically costs more and requires more power to support.
The other way to extend the dynamic range would be to lower the minimum number
of detectable photos, which depends on the sensor base noise level. The base noise
level is affected by many factors, such as sensor temperature and photodiode leakage
current, which remain difficult to control with existing manufacturing technologies
and techniques.
With digital high dynamic range (HDR) imaging, one attempts to match up to
the world scenes of high dynamic range in light intensity with limited capacities
in photo capturing and recording. There are two basic ways to capture the full
dynamic range (Reinhard et al., 2010). The first conceivable way is to design novel
imaging system to shoot an HDR image directly. A promising direction is spatially
varying exposure - a pixel pattern of different exposures (Nayar and Mitsunaga;,
2002). The dynamic range is expanded by ‘intelligently’ combine neighboring pixels
with different exposures. An alternative solution is to mix different light sensitivity
photodiodes in one sensor - one captures regular image, and the other captures the
highlight details - both images are combined to a wide dynamic range. Instead of
6
packing more photodiodes, a more clever way is to use a semitransparent mirror to
split the incoming lights to capture different exposures on different sensors.
An alternative way would be to shoot a series of LDR images with bracketed
exposures. While each captured image is of low dynamic range, a single HDR image
may be generated from the LDR images. This can be done with any camera will
adjustable exposure setting. Because of its ease implementation, HDR imaging based
on bracketed exposures has became standard feature in many commercially massively
produced cameras. We consider in this thesis this type of HDR imaging, namely,
HDR reconstruction.
7
F
ig
u
r
e
1
.2
:
A
n
ex
am
p
le
of
re
co
n
st
ru
ct
in
g
H
D
R
fr
om
L
D
R
s.
L
ef
t
co
lu
m
n
:
T
h
re
e
lo
w
d
y
n
am
ic
.
ra
n
ge
im
ag
es
(L
D
R
s)
ca
p
tu
re
d
b
y
a
st
an
d
ar
d
d
ig
it
al
ca
m
er
a;
R
ig
h
t
:
T
on
e
m
ap
p
ed
H
D
R
im
ag
e
co
m
p
os
ed
fr
om
th
e
th
re
e
L
D
R
im
ag
es
to
th
e
le
ft
.
N
ot
e
th
at
th
e
d
y
n
am
ic
ra
n
ge
of
a
si
n
gl
e
sh
ot
is
m
u
ch
lo
w
er
th
an
th
e
d
y
n
am
ic
ra
n
ge
of
sc
en
e.
T
h
is
re
su
lt
s
in
th
e
lo
ss
of
d
et
ai
ls
in
b
ri
gh
t
(s
k
y
)
or
d
ar
k
ar
ea
s(
tr
ee
).
H
ow
ev
er
,
a
H
D
R
im
ag
e
ca
n
b
e
w
el
l
re
co
n
st
ru
ct
ed
b
y
in
te
ll
ig
en
tl
y
m
er
gi
n
g
L
D
R
s
to
ge
th
er
to
co
ve
r
th
e
co
n
tr
as
t
in
b
ot
h
d
ar
k
an
d
b
ri
gh
t
ar
ea
s.
8
1.4 Live Scenes
Despite its simplicity, existing HDR reconstruction approaches require multiple, per-
fectly aligned pictures taken at different exposure levels. Despite best efforts to
keep the camera stable in capturing, movement from image to image is always un-
preventable. Motion modeling is needed for motion compensation. In certain con-
strained situation, such as stationary scenes, the movement can be reasonably as-
sumed to be a globally rigid transformation. Many existing feature-based alignment
techniques can be used for motion compensation. For more practical situations, one
take into account of non-rigid motion, which for example is commonly described in
terms of optical flow, a displacement field, over each and every pixel, from the picture
at one moment to that at the next moment (Szeliski, 2010). The underlying assump-
tion is brightness constancy, namely, the pixel brightness is invariant to the change
in its associated pixel location. In the exposure stack, it is intended to have the
brightness change from one image to the next in order to capture the local contrast.
HDR imaging of live scene with exposure image stack is therefore different in motion
model and in motion compensation from the conventional approach.
Figure 1.3 shows a failure case of HDR for live scene using the conventional
approach. Note the ghosting artifact due to people in motion and the parallax error
(Window) due to camera motion.
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1.5 Panoramic Views
A Panoramic view is any wide-angle view or representation of a physical space (Lon-
don et al., 2007). In photography, angle of view describes the visible extent of the
scene captured by the image sensor. Wide angle of views capture greater areas, small
angles smaller areas. For standard digital camera, the angle of view completely de-
pends on the effectively focal length of lens and the size of sensor. Figure 1.4 shows
the relationship between the angle of view and the effectively focal length of lens for
a standard digital camera with 35mm sensor size. The shorter the focal length, the
wider the angle of view and the greater the are capture. Similar, the larger of sensor,
the wider the angle of view (See Figure 1.5). Basically, there are two ways to capture
a wide of angle image. The first way is to build a impractical large image sensor
or a lens with effectively focal length less than 8mm. Many camera manufactories,
like Nikon and Sigma, already produced 4.5mm fisheye lens, but one disadvantage
of wide of angle lens is strong distortion caused by optical aberration.
Panoramic stitching allows the photographer a second way to create a wide angle
of view image using a non wide angle view digital camera and lens. The basic idea
is to shoot a series of images by rotating the camera about the optical center of
its lens. While each image covers a limited angle of view, a wider angle of view
image can be generated by stitching the images across different angles. Panoramic
stitching allows to encompass a very wide angle of view, up to 360 degree panorama
view and has much less distortion than fishy lens. However, achieving a seamless
result is more complicated than just aligning photographs. The stitched panorama
typically has drastic range of illumination across all image angles, an improperly
blending may generate visual artifact at seam. Besides, the camera is required to
rotates about the optical center of its lens, thereby maintaining the same point of
perspective of all captured images; If the camera does not rotate about its optical
11
Figure 1.4: Angle of view by focal length for full-frame sensor (Free Photography
Tutorials, lessons, tips, tricks DSLR Camera, 2014).
center, misalignment called parallax error would be introduced. In particular, the
scenario with foreground subject is very sensitive to parallax error.
In recent years, as digital cameras becomes cheap, a popular trend in the field of
panoramic stitching is to use an array of camera to capture images across all angles
simultaneously, rather than rotate one camera in sequence. Basically, there are two
apparent advantages of camera array. First, few artifacts would be introduced in
non-stationary scene because all images are captured simultaneously. Second, if the
optical center of all cameras are aligned to the same point, the parallax error can be
12
Figure 1.5: Angle of view by sensor size for an effective focal length 18 mm (Cannon
Inc., 2014).
resolved in theory. However, existing camera array system is designed to maximize
the composited angle of view (or field of view) and gives serval challenges: (i) The
amount of overlap between adjacent cameras is scare and has roughly less than 10%
of the adjacent images. (ii) The cameras are packed on the dome-like mount, so
the geometric distribution are highly irregular across adjacent cameras. (iii) Image
data in regions of overlap are highly noisy, due to adverse vignetting and stray light
effects. All these conditions really challenge existing stitching algorithms.
1.6 Dissertation Organization
In Chapter 2, we review the state of the art in HDR reconstruction. We describe three
different methods for aligning exposure stack for dynamic scenes. In our first method,
we show how conventional optical flow can be extended to deal with brightness in-
13
constancy cases. The next method we describe aims at handling large displacement.
We replace the pixel-based optical flow with the patch-based model, and adopt a
randomized algorithm to solve the new model in an efficient and reliable way even
in the presence of large displacement. The last method we describe addresses the
question of how to deal with clipped pixels in the reference image. We show that a
reliable alignment for clipped pixels is difficult but the aligned content can be well
synthesized under some heuristic guides.
In Chapter 3, we give a brief literature review on panoramic stitching techniques.
We are interested in stitching images acquired by array cameras system, such as
AWARE-2 (Golish et al., 2012), in which adjacent micro-cameras could fire simul-
taneously and are free of ghosting caused by moving object but have sparse, geo-
metrically irregular and noisy (S.I.N) overlap. We propose a processing pipeline to
deal with S.I.N challenge using the intrinsic properties of array camera system. We
describe a placement geometric guided RANSAC to improve pairwise alignment for
images with sparse overlap. Once the pairwise alignment has been obtained, we re-
fine all camera parameters together through global bundle adjustment. Since global
bundle adjustment error is non-invariant to projective camera matrix, we describe a
global bundle adjustment by minimizing the measurement errors in the final mosaic-
ing space. In the last stage, we show that a virtually ghosting-free final composition
can be produced by merging in the image gradient domain.
In Chapter 4, we summarize findings of this dissertation and describe the limita-
tions of our approaches. We also discuss directions that may be worth investigating
in the future.
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1.7 Disseminated Collaboration work
Most of the concrete contents in this dissertation has been disseminated in the fol-
lowing papers1:
• J. Hu, O. Gallo and K. Pulli, “Exposure Stacks for Live Scenes with Hand-held
Cameras”, European Conference on Computer Vision (ECCV), Florence, Italy,
2012
• J. Hu, O. Gallo, K. Pulli and X. Sun, “HDR Deghosting: How to deal with
Saturation?”, IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), Portland, Oregon, 2013
• A. Iliopoulos, J. Hu, N. Pitsianis, X. Sun, M. Gehm, and D. Brady. “Big
Snapshot Stitching with Scarce Overlap”, IEEE High Performance Extreme
Computing Conference (HPEC), Waltham, MA, 2013
The dissertation is intended to address and emphasize on certain common and
fundamental issues, in terms of digital stack photograph in a broader sense, among
the specific and seemingly different synthesis problems.
1 Joint work with Prof. Xiaobai Sun, Dr. Kari Pulli, Dr. Orazio Gallo, Prof. Nikos Pitsianis and
Alexandros Stavros Iliopoulos
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2HDR Imaging of Live Scenes
Photograph: a picture painted by the
sun without instruction in art.
Ambrose Bierce, 1842 - 1914
High-dynamic-range imaging (HDR) is one of early applications of stack pho-
tography. Gustave Le Gray combined two negatives, one for the sky and a longer
exposure for the sea, to create a single image in 1850. In the mid nineteen century,
Charles Wyckoff developed the HDR imaging we use today by combining differently
exposed film layers into a single image. His famous, detailed photographs of nuclear
explosions were featured on the front cover of Life magazine.
Why we need HDR ? A real-world scene varies over a wide range of brightness
and might has a dynamic range up to 10,000,000:1, but a digital camera typically
use 8 to 14 bits of brightness to encode the dynamic range at each pixel. This results
in the loss of details in bright or dark areas. High-dynamic-range (HDR) imaging
compensates for this loss by capturing a stack of differently exposed low-dynamic-
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range pictures (LDR) of the same scene and intelligently merging them together to
produce a picture that is representative in both dark and bright areas.
2.1 Challenges
While HDR is seemingly straightforward and sounds like a magic bullet for photogra-
phy, performing it without visible artifacts requires considerable attention to detail.
In particular, alignment of LDR is one of the major obstacles of HDR. Since the
merging process assumes that the pixels of the different images are perfectly aligned,
any motion — either due to the motion of the camera or anything moving in the
scene, such as a blowing branch or a walking person — will cause ghosting artifacts
(if the motion is large) or blurring artifacts (if the motion is small).
Several methods have been proposed that can deal with camera motion (Ward,
2003; Tomaszewska and Mantiuk, 2007) or dynamic scenes (Khan et al., 2006; Jacobs
et al., 2008; Gallo et al., 2009; Zhang and Cham, 2010) often at the cost of discarding
some of the information; but they produce sub-optimal results when both sources of
artifacts are present. Our objective is to preserve most of the available information
from the different shots: instead of disregarding misaligned pixels, our approach
warps and modifies the content of each image in the stack to better align it with an
image of the stack that we select as a reference.
The alignment of exposure stacks is still a challenging research topic. The un-
derlying assumption behind most of conventional alignment techniques is brightness
constancy — a pixel retains its brightness as it flows from image to image. Nonethe-
less, this assumption is impossible to meet for exposure stacks, because the pixel
brightness is intend to change in order to effectively acquire the scene irradiance.
An alternate approach is to match robust features (such as SIFT and BRIEF) be-
tween images in the exposure stack and estimate a global transformation by fitting
the matched features. Despite its robust to brightness change, the approach only
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accounts for homography transformation and is well known to fail for moving objects
or camera motions that are more complex than a pure rotation.
To address this problem, we demonstrate three approaches: First, we adopt and
modify the energy-based optical-flow approach to cope with the brightness changes.
Then, we extend this energy-based approach to deal with large scale, non-rigid dis-
placement, which is usually a unavoidable problem of dynamic scene in real world.
Finally, we propose a generative model to deal with the problem of saturated refer-
ence — clipped pixels in the reference are either too dark or bright to allow for a
reliable alignment.
The remaining chapter is organized as follows: we will give a brief review of the
State of the Art in Section 2.2. In Section 2.3 to 2.5, we describe the three different
approaches and show the benefits of our approaches by means of comparison with
existing approaches.
2.2 Previous Work
The term, “HDR” we use in the thesis, refers to the process of merging several
differently exposed pictures to produce one picture that includes all details from
highlights to shadows. This is also known as modern HDR which first appeared with
the advent of the digital camera. Before that, HDR focused on how to selectively
increase or decrease the exposure of regions of the photograph to yield better tonality
reproduction, such as dodging and burning, because one single shot of film camera
can capture up to 4 orders of magnitude of brightness, close to that of human vision
in a single view.
The idea of combing LDR images dates back to the pioneering works by Mann
and Picard (1995) and Debevec and Malik (1997). A common way is to compute
a weighed average over intensities or irradiance from a given exposure stack, and
the weights are determined by the noise characteristics of the sensor (Akyu¨z and
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Reinhard, 2007; Hasinoff et al., 2010; Granados et al., 2010). When the same pixel
across the stack captures irradiance from different objects in the scene, whether
because of camera motion or a moving object in the scene, it generates ghosting
artifacts because the averaging process produces transparent copies of the moving
objects.
Much research has been proposed to address the ghost artifacts. In general, these
approaches can be summarized into two categories as follows:
2.2.1 Ghost Detection
All these approaches assume that the camera is static, or that a global registration
of the background can be performed. Instead of aligning the scene, they detect the
ghosted regions and only merge the information from the non-ghosted regions to
generate final result. Gallo et al. (2009) model the exposure change and determine
patches that might contain moving objects by counting the pixels that deviate from
the predicted behavior. Raman and Chaudhuri (2011) follow a similar idea, but they
model the intensity change and detect the motion in irregular patches obtained by
grouping pixels into super-pixels. These algorithms pay for the reduction of motion
artifacts with a potentially reduced dynamic range, as they drop data that does not
follow the registration of the background.
Some algorithms incorporate the deghosting process in the weighting used to
merge the pixels. Jacobs et al. (2008) detect pixels that would cause ghosting based
on the variance and entropy across the exposure stack. Khan et al. (2006) use kernel
density estimators to compute the probability that a pixel belongs to the back-
ground and weight the pixel based on the computed probability. Heo et al. (2011)
use a weight that emphasizes well-exposed pixels and a second weight that enforces
consistency across spatial and exposure domains. Zhang and Cham (2012) propose
to weight the pixel using local gradients across the exposure stack as a measure of
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consistency. While computationally efficient, these approaches have the drawback
that they downweight or completely ignore pixels of moving objects except, possibly,
in one of the images. At the same time, they may mix in inconsistent pixels, even if
with a reduced weight.
2.2.2 LDR Alignment
A more elegant approach to address the artifacts due to the camera motion is to
first align the LDR images. This task is complicated by the dramatic changes in
brightness across the stack, since most registration algorithms rely on the brightness
constancy assumption (Zitova´ and Flusser, 2003). Ward (2003) and Jacobs et al.
(2008) address the brightness changes by binarizing each exposure and determining
the optimal translation and rotation, respectively. Tzimiropoulos et al. (2010) com-
pute the gradient map for each exposure and find a similarity transformation in the
Fourier domain. Tomaszewska and Mantiuk (2007) use SIFT features to estimate
a global homography. However, even assuming a perfectly static scene, such rigid
transformations would be accurate only for planar scenes, or scenes where all the
objects are far from the sensor’s plane.
More sophisticated methods attempt to establish dense correspondences between
the reference image and the other images in the stack. However, standard optical flow
algorithms (Baker and Matthews, 2004) rely on the brightness constancy assumption,
which is always violated, by construction, in the case of exposure stacks. Kang et al.
(2003) boost the image intensity to compensate for this and use a standard optical
flow to refine the correspondence mapping initialized by a global registration. Zim-
mer and Weickert (2011) propose to compute the optical flow in the gradient domain
which is assumed to remain constant as exposures vary. The recent method by Sen
et al. (2012) converts each image into a linear space inverting the camera response
function, and selects an image as the reference for the final HDR image. Using a
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variant of PatchMatch, they reconstruct an HDR image which maximizes the simi-
larity with the reference image at the pixel level while minimizing the bidirectional
similarity metric with the remaining images.
2.3 Admitting Brightness Inconstancy
Since the seminal works by Horn and Schunck (1981) and Lucas and Kanade (1981),
optical flow has been widely used in a variety of applications in computer vision.
Matsushita et al. (2005) apply optical flow to correct the motion caused by hand-
shaking and generate stabilized video sequences. Liu and Freeman (2010) use optical
flow to track pixels and produce a high-quality video by de-noising in temporal. The
early HDR video work by Kang et al. (2003) and the most recent HDR alignment
by Zimmer and Weickert (2011) also adopt the customized optical flow framework.
We start with optical flow for three reasons: First, it considers non-rigid and
independent motion, while most other alignment techniques only can deal with a
globally rigid transformation. Second, optical flow is a fundamental research problem
in computer vision. Therefore, lots of existing observations and theoretical conclu-
sions, such as optimization scheme, can be re-used in a direct or indirect way. Last
but not least, its previous successful application in HDR alignment encourages the
possibility of a generative model, although the previous works are limited to some
specific situations.
In Section 2.3.1, we describe the conventional optical flow and its extended model
to deal with brightness inconstancy. Later in Section 2.3.2, we describe the optimiza-
tion algorithm to solve the proposed model. Experiments are shown in Section 2.3.3.
2.3.1 Model
Let R and S be two 2D images: pΩ Ă R2q Ñ Rd. For a gray-scaled image we
have d “ 1 and for color images d “ 3. Moreover, Rpx, yq and Spx, yq are then the
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intensity value of the two images at the location x “ rx, ysT , where x and y are the
two pixel coordinates of a generic image point x in the image domain Ω. The image
R will be referenced as the reference or target image, and the S as the source image.
Let upxq “ ruxpxq, uypxqsT be the flow for pixel x from S to R. The problem of
conventional optical flow is formulated as:
u˚ “ arg min
u
EDpuq ` λESpuq (2.1)
where EDpuq is a score function that penalizes the differences of matched pixels
between R and S. The prior term ESpuq is used to constrain the flow field and favor
certain flow fields over others. λ ą 0 is a regularization parameter that balances the
contribution of data scores and prior.
EDpuq “
ÿ
xPΩ
ψ
`
Rpxq ´ Spx` upxqq˘ (2.2)
ESpuq “
ÿ
xPΩ
ψ
`∇upxq˘ (2.3)
where ψp¨q will be a penalty function to account for measurement error. There are
many choices of ψp¨q. See Baker et al. (2010) for details. In this chapter, we choose
the differential version L1 norm ψpsq “
?
s2 ` .000012 « ||s||1 which allows us to
deal with outliers or other non-Gaussian deviations of the matching criterion (Brox
et al., 2004).
The above data scores defined in Eq. 2.2 are derived from the brightness constancy
assumption R
`
x
˘ “ S`x` upxq˘ as the pixel x P Ω flows from R to S. In many
situations, this assumption is violated and in order to compensate the brightness
changes, we introduce a more generalized data function as follows:
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EDpuq “
ÿ
xPΩ
ψ
´
τ
`
Rpxq˘´ S`x` upxq˘¯ (2.4)
where τprq is a function which accounts for how to transfer brightness in one
image into the other image. Grossberg and Nayar (2003) name this as brightness
transfer function (BTF). Note that Eq. 2.4 involves the bias and gain model as
τprq “ p1` αqr ` β (where α is the gain and β is the bias). Under some situations,
the brightness change can not be described by one function. For instance, strong
lighting changes or flash/non-flash image stacks. In this dissertation, we are only
interested in the scenes where brightness transfer could be described by one common
global function, in particular, the brightness transfer in multiple exposures of the
same scene.
Let us investigate more on the brightness transfer function before proposing our
algorithm for solving Eq. 2.1. Suppose the exposure ratio between the reference
image R and source image S is k and let f be the camera response function that
relates the measured intensity to the scene irradiance, then the brightness transfer
function from R to S can be described as follows:
τprq “ f`kf´1prq˘ (2.5)
See Appendix A for a detailed derivation of Eq. 2.5. We neglect the details here
but point out one important property for the brightness transfer function: τprq is
monotonic increasing, which is important in designing the numerical algorithm in
Sec. 2.3.2. Note that the hard monotonicity constraint is not a heuristic prior knowl-
edge but a physical property determined by camera imaging pipeline (Grossberg and
Nayar, 2003). Therefore, our final problem is formulated as:
u˚ “ arg min
u
EDpuq ` λESpuq (2.6)
subject to: τ 1prq ě 0
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where EDpuq and ESpuq are defined in Eq. 2.4 and Eq. 2.3 respectively.
2.3.2 Algorithm
We propose to decompose the optimization problem in Eq. 2.6 into two relatively sim-
ple sub-optimizations, and then iterate between them until convergence. In the begin-
ning stage, we initialize τprq using the intensity histograms of the images (Grossberg
and Nayar, 2003) without geometric correction and initialize u as a zero flow field.
In the first step, given the existing τprq, we optimize for u. The sub-optimization
becomes the conventional optical flow and we optimize it using the existing optical
flow algorithm by Sun et al. (2010).
In the second step, given the existing u, we seek to find the optimal solution for
τ˚ “ arg min
τ
ÿ
x
ψ
´
τ
`
Rpxq˘´ Supxq¯ (2.7)
subject to: τprq1 ě 0
where Supxq “ S
`
x ` upxq˘ is an intermediate variable. The estimation of the
brightness transfer function in Eq. 2.7 has been well studied because of its application
in computer vision and image processing. A most commonly used solution is to model
τ as a parametric model (Mann, 2000; Tico and Pulli, 2009; HaCohen et al., 2011).
Instead of polynomial or cubic spline for τ , we represent it as piecewise cubic Hermite
splines for two main reasons. First, cubic Hermite spline is more stable w.r.t small
perturbations of the sample; Second, and the most importantly, cubic Hermite spline
preserves the monotonicity of the samples. Let p be the vectorized parameters for
τ , then Eq. 2.7 can be reformulated as:
p˚ “ arg min
p
ψpAp´ bq (2.8)
subject to : Tp ě 0
where A,b and T are matrices encoding the data in Eq. 2.7. See Appendix B for
more details about the derivation from Eq. 2.7 to Eq. 2.8. Note that the problem
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is a quadratic programming problem if ψpsq is L2 norm, but we defined ψpsq to be
the differential version L1 norm
?
s2 ` .00012 to limit the effect of outlier. However,
computationally, we can introduce a sequence of quadratic models to approach the
optimal solution for the problem in Eq. 2.8.
pk “ arg min
p
pAp´ bqTWkpAp´ bq (2.9)
subject to :Tp ě 0
where Wk is a diagonal matrix with Wkpi, iq “ ψ
`
∆piq˘´1, ∆ “ Apk´1 ´ b and the
initialized value W0 “ I. As k approaches to infinite, the iteratively reweighed least
square(IRLS) converges to the problem in Eq. 2.8, so does the sub-optimal sequence
tpku converge to the solution for the original problem. The problem in Eq. 2.9 is a
standard weighted quadratic programming with linear constraint and many scientific
packages (such as MATLAB) can be used to solve it efficiently.
Algorithm 1 Optical Flow for Brightness Inconstancy
1: Initialization
2: for scale = coarse to fine do
3: repeat
4: Find a flow field u that minimizes Eq. 2.6 given existing τ
5: repeat
6: Find a BTF τ that minimizes Eq. 2.9 given existing u and τ
7: until The brightness transfer function τ converges
8: until The flow field u converges
9: Upsample u to the finer scale
10: end for
Algorithm 1 gives an overview of our algorithm. Since EDpuq`λESpuq definitely
decreases after each alternating step, it is locally convex and its lower boundary is
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above zero, the proposed algorithm must converge to a static point. To avoid the
unfavorable local minima, our algorithm is embedded into the coarse-to-fine scheme.
2.3.3 Results
For a quantitative comparison, we ran the method on all 8 sequences of the Mid-
dlebury benchmark with public ground truth(Baker et al., 2010). We used a score
function as below to evaluate our method:
scorepuq “
dÿ
xPΩ
||upxq ´ uGT pxq||2
|Ω| (2.10)
where uGT represents the ground truth flow field. The smaller the score is, the
better the u is. Since all examples in Middlebury benchmark are almost brightness
constant sequences, the results could not show the advantage of our method for
brightness inconstant sequences. Therefore, we also ran our method on 8 synthesized
sequences based on Middlebury benchmark. For each image pair in Middlebury
training dataset, we applied a gamma correction of factor 2.2 to the second image to
simulate non-linear brightness change.
We compared our method with existing state-of-the-art dense correspondence
methods designed for brightness inconstant scene: SIFT-Flow(Liu et al., 2008) and
No-Rigid Dense Correspondence(NRDC) (HaCohen et al., 2011), as well as the Clas-
sic + NL by Sun et al. (2010) designed for brightness constancy case. For all these
methods, we used the default parameter values suggested by the authors using their
code. SIFT-Flow and Classic + NL generate a complete dense flow field, the av-
erage endpoint error(EPE) Eq. 2.10 is computed based on all pixels. For NRDC, a
dense but incomplete flow field is estimated, so we compute EPE only based on the
pixels whose flow are available.
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(a) First frame (b) Second frame (c) Ground Truth (d) Classic+NL
(e) SIFT Flow (f) NRDC (g) Ours
Figure 2.1: Results on Dimetrodon dataset from the Middelbury benchmark. Our
method achieves results as competitive as Classic + NL, and is much better than
SIFT-Flow and NRDC.
For brightness constant sequences, the hidden brightness transfer function is the
identity function. In theory, if τ is correctly estimated by our algorithm, the per-
formance of our method would be approximately the same that of Classic+NL,
because the flow estimation embedded in our method is Classic+NL. Considering
the numerical errors in optimizing τ , the performance of Classic+NL should be the
upper bound performance of our method. Table 2.1 shows a quantitative comparison
between our method, Classic + NL, SIFT-Flow and NRDC. While SIFT-Flow and
NRDC perform worse than Classic + NL and our method in all examples, is as
competitive as Classic + NL in most cases. Although the performance degradation
caused by the numerical error in theory, our method performs better than Classic
+ NL in three of eight examples. A possible explanation is that the hidden bright-
ness transfer function is only an approximate identity function, but our estimated
τ provides a more accurate modeling. Figure 2.1 provides a visual comparison of
flow generated by different methods. SIFT Flow suffers apparent discretization ar-
tifacts caused by the discrete optimization strategy. NRDC fails to compute a full
dense flow and suffers artifacts caused by the randomized optimization startegy. Our
method typically performs as good as Classic + NL in both visual and quantitative
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comparisons.
Table 2.2 shows a quantitative comparison between different methods of the syn-
thesized brightness inconstant sequences. Comparing with table 2.1, the perfor-
mances are degraded for all these methods. The performance degradation of SIFT
Flow, NRDC and our model is limited, but Classic + NL performs poorly because
of the violation of the brightness constant assumption. Our method outperforms all
other methods in all examples. Figure 2.2 provides a visual comparison. SIFT Flow
and NRDC still suffer different artifacts caused by discretization and randomized op-
timization, respectively. Classic + NL almost failed for the failure of assumption,
while our method typically performs robust to brightness changes in both visual and
quantitative comparisons.
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2.4 Lifting the Displacement Constraint
In the previous Section, we extend the conventional optical flow to deal with bright-
ness inconstancy, in particular, for the brightness transfer of exposure stacks in HDR.
The primitive experiments show that it is a worthwhile solution. However, as con-
ventional optical flow, one of the major practical limitations is that it only applies
to the case of small motion. The most common optimization technique for optical
flow is to linearize the data term (Eqn. 2.2) w.r.s the velocity, then apply the gradi-
ent descent algorithm or variational approach to solve the simplified linear problem.
Nonetheless, in the case of large scale motion, the linearization based on the first
order Taylor expansion becomes invalid.
In recent works, several authors propose several new techniques to deal with
the large scale motion. Brox and Malik (2011) address the problem by combining
the optical flow model with feature tracker which is reliable w.r.t large motion, they
introduce an additional regularization term to enforce the consistency between dense
optical flow and feature tracker on the tracked sparse features. Another approach
proposed by Steinbr et al. (2009) is to decouple the data and prior term throughout
a set of auxiliary velocity fields and approach the solution for original problem by
a sequence of alternating sub-optimization. Our new model adopts the decoupling
idea, but different from Stenibr et al. no auxiliary fields are introduced so less nested
optimization exists. Moreover, we replace the pixel based data term in Eqn. 2.4 with
a patch based data term. The same technique has been used by Lucas and Kanade
(1981) to deal with aperture problem. We use it for the same reasons, and more
or less, such patch (or block) based algorithms (SIFT flow and NRDC) have shown
competitive performances in our previous experiment.
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2.4.1 Model
We keep the same notation conventions as the previous section and introduce a new
notation Px that denotes a pˆ p patch centered at pixel x. Let us start by replacing
the pixel based data term with the patch based data term as follows:
u˚ “ arg min
u
EDpuq ` λESpuq
subject to: τ 1prq ě 0
with
EDpuq “
ÿ
xPΩ
ψ
´
τ
`
RpPxq
˘´ S`Px`upxq˘¯ (2.11)
ESpuq “
ÿ
xPΩ
ψ
`∇upxq˘ (2.12)
Note that the minimizer for EDpuq is independent at each pixel. For each pixel x,
its optimal solution is the vector u that points the patch τ
`
RpPxq
˘
to the most
‘similar’ patch S
`
Px`upxq
˘
from S. Likewise, ESpuq is a quadratic function of u
and its optimal solution is any constant motion field. That is why the minimizer
of EDpuq ` ESpuq strongly encourages piecewise smoothness as λ is large enough.
However, the trick in tuning the best λ is alway annoying for many practical prob-
lems. Moreover, such regularization framework always becomes substantially more
cumbersome because of the explicit communication between the data term and prior
term. Therefore, we need to find an alternative way to introduce this prior property
without an implicit communication with the data term.
Instead of using piecewise smoothness as a preferred property of the optimal
solution, we can enforce it as a required property. In real world, object surface
can be approximated by piecewise planar and therefore for each pixel x, there must
exist a neighboring pixel, y, that shares ‘consistent’ motion. Conventionally, the
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consistency can be measured as the distance between upxq and upyq as follows:
min
yPNpxq
||upyq ´ upxq||2 ă w, @x P Ω (2.13)
where Npxq is the set of four neighbors of pixel x and w is the maximal motion bias
for neighboring pixels from the moving object. w depends on the several factors:
camera internal and relative external parameters and the minimal distance between
camera center to the plane that the pixel x and y are back-projected to in the real
world. In most situations, w is less equal to 1.
Now our new model can be formulated as follows:
u˚ “ arg min
u
EDpuq (2.14)
subject to: τ 1prq ě 0
@x P Ω, min
yPNpxq
||upyq ´ upxq||2 ă w
Although the new energy function only includes data term, the hard inequality con-
straint implicitly enforces piecewise smoothness. Mathematically, the problem be-
comes optimization in a convex solution space defined by the hard constraints. This
is seemingly more complicated than before, but, as we will see in the next section,
the existing algorithm can find a well accepted solution for this problem in a very
efficient way, even in the presence of large displacement.
2.4.2 Algorithm
Again, we optimize Eqn. 2.14 by iteratively sub-optimizations between u and τ until
convergence. Algorithm 2 gives an overview of the optimization procedure. In the
initialization stage, we estimate τprq using the intensity histograms of the images
(Grossberg and Nayar, 2003) without geometric correction. Later, a sequence of
alternating sub-optimizations about τprq and u respectively. Given the u, the sub-
optimization about τprq is the same as in the previous section; we also use the IRLS
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method proposed in the section 2.3.2 to find the optimal τprq. Given τprq, the
new sub-optimization is seemingly complicated, but we can adopt an approximate
algorithm to solve it. We will discuss this later. Since the energy EDpuq definitely
decreases after each sub-optimization stage, the optimization is indeed convergent.
Algorithm 2 Large Scale Non-rigid Correspondence
1: Initialization
2: for scale = coarse to fine do
3: repeat
4: Given existing τ , find a sub-optimal u of Eq. 2.14 using Algorithm 3
5: Given existing u, estimate the sub-optimal BTF τ using IRLS algorithm
6: until The flow field u converges
7: Upsample u to the finer scale
8: end for
Given the latest updated τprq, the sub-optimization about u in Eqn. 2.6 becomes:
u˚ “ arg min
u
ÿ
xPΩ
ψ
`
Rτ pPxq ´ SpPx`upxqq
˘
(2.15)
subject to: min
yPNpxq
||upyq ´ upxq||2 ă w
where Rτ pxq “ τ`Rpxq˘ is an intermedia variable representing the intensity mapped
reference image.
Algorithm 3 describes the approximate algorithm we adopt to solve Eqn. 2.15.
This algorithm is first proposed by Barnes et al. (2009) to locate the dense patch
match between images. The algorithm begins with a randomized u and performs
an iterative process of improving in scan order(from left to right, top to bottom),
and each undergoes propagation stage followed by random search stage. In the
propagation stage, u is improved by propagating the current vector flow from top
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Algorithm 3 PatchMatch
1: Generate a random flow u
2: repeat
3: for each pixel x from left to right, top to bottom do
4: Propagation: Improve upxq using left and top neighbors‘ flow
5: Randomization: Improve upxq by local random sampling
6: end for
7: for each pixel x from bottom to top, right to left do
8: Propagation: Improve upxq using bottom and right neighbors‘ flow
9: Randomization: Improve upxq by local random sampling
10: end for
11: until The flow field u converges
and left neighbors to x itself:
upxq “ arg min
uPN ψ
`
Rτ pPxq ´ SpPx`upxqq
˘
N “ tupxq,upx´ r1, 0sT q,upx´ r0, 1sT qu
In the random search stage, u is improved by a sequence of randomized search in
local window,
upxq “ arg min
uPW ψ
`
Rτ pPxq ´ SpPx`upxqq
˘
W “ tupx` wp.5qiriqu, i “ 1, ¨ ¨ ¨ ,
where w is the maximal search radius and ri is a uniform random vector in
r´1, 1s ˆ r´1, 1s. The random search stage terminates as ||wp.5qiri||2 ă 1. The same
iterative process also applies in the inverse-scan order (from bottom to top, right to
left).
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A rigorous proof of convergence of this algorithm and some other relative prop-
erties are out the scope of our thesis. For more details, please refer to Barnes et al.
(2009). The key insights behind the algorithm are that some good patch matches
can be found via random sampling, and that natural coherence in the imagery allows
to propagate such matches quickly to surrounding areas.
We adopt this algorithm with three main reasons: First, the random search allows
large displacement. Different from the optical flow, no implicit or explicit constraint
is enforced to limit the magnitude of the velocity. Second, the propagation stage
implicitly encourages the piecewise smoothness. Although the random search stage
might violate the local smoothness constraint it is likely to be enforced again in the
next iteration because of the natural coherence in the image. Last but not least,
the algorithm is conceptually simple and very efficient in practice. It has shown a
variety of applications in interactive image editing (Barnes et al., 2010).
2.4.3 Results
In this section, we show the performance of the proposed algorithm on a number
of challenging stacks for HDR. For each case, given the input exposure stack, our
method produces a new aligned stack and we use the Exposure Fusion method
by Mertens et al. (2007) to generate the final HDR result. We start by provid-
ing a comparison with state-of-the-art approaches for globally pre-registered images.
While this is an arguably simpler problem, and there exist algorithms showing good
results in such a case, it is an important benchmark and allows to illustrate some
strengths of the proposed approach.
Gallo et al. (2009) choose a reference image from the stack, divide it in patches,
and combine patches from the other images only if they are consistent with the
reference itself, without attempting to perform any registration. While their results
are visually pleasing, we claim that such a strategy discards valuable information.
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Figure 2.3 shows a comparison with their method. It also compares how many of the
original pictures have been used for each pixel of the final result. Note that for large
portions of the image Gallo et al. use only one or two images, discarding blocks both
due to motion and over/under saturation, while the proposed algorithm combines
more pictures from the stack, only discarding too bright or dark pixels. This provides
a higher contrast in some areas, such as the dead tree trunk on the left of the image.
Zhang and Cham (2010) address the ghosting problem by weighting correspond-
ing pixels in the stack based on the alignment of their gradients. They show that their
method works well on a number of examples; but some artifacts are not completely
removed, as is evident in the clouds in Figure 2.4. Rather than non-rigidly regis-
tering the images in the stack, they attenuate or discard pixels that would produce
artifacts. This is the reason why the trees look washed-out. It should be said that,
for stacks larger than 3-4 images, their method allows to remove objects appearing
in one location in only one image, sometimes a desirable feature.
Kang et al. (2003) and Zimmer and Weickert (2011) are more similar to our
approach in that they attempt to recover the non-rigid pixel transformations between
shots. They both propose elegant solutions to the problem; however, they largely
rely on the quality of the optical flow; whereas, we carefully evaluate when the
optical flow works and have a recovery strategy for when it fails. Figure 2.5 shows a
comparison with Kang et al. While their results are visually pleasant, some artifacts
remain that are caused by mistakes of the optical flow, as shown in the blow-ups in
Figure 2.5(b). Similar considerations apply to the comparison with Zimmer et al.
Figure 2.6: When small objects or people are moving, the optical flow estimation
may fail, in which case the final image is affected by ghosting.
A particularly difficult case for HDR imaging is that of non-rigid objects changing
their appearance. For example, a typical situation with which amateur photographers
often struggle is that of scenes containing water. Waves and ripples on the surface of
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the water are extremely difficult to register to begin with, and the different exposures
exacerbate the problem. In Figure 2.7 we show one such scene and the result of using
our algorithm. We also show the artifacts that the motion of the water causes by
showing the result of fusing the three LDR images after aligning them with a rigid,
global registration.
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(a) (b)
Figure 2.7: High-dynamic-range images of scenes containing water are notoriously
difficult to capture due to the non-rigid motion of the water, as in the case of the
LDR shots shown in the bottom row. A single, rigid homography only succeeds in
registering the static parts of the scene (a), whereas our method (b) creates a picture
that is as crisp as if the three LDR images used to generate it were taken at the same
time.
2.5 Non-linear Stack Synthesis with Saturated Sensor Data
So far, the underlying assumption behind all previous works is brightness constancy
under τ compensation, which is derived from radiance constancy (Appendix A).
S
`
x` upxq˘ “ τ`Rpxq˘ “ f`kf´1pRpxqq˘ (2.16)
Mathematically, Eqn. 2.16 is equivalent to radiance constancy if the camera re-
sponse function f is invertible. However, in many practical situations, because of
several internal factors in the digital imaging pipeline, such as saturation charge and
AD/compression quantization, f is invertible only in some ranges (See Figure 2.8).
For the regions with exposure range with too low irradiance or too high irradiance,
f is not invertible and results in loss details. Consequently, a reliable alignment for
all these regions is extremely difficult.
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Figure 2.8: Typical camera response function, showing the mapping between in-
coming log irradiance (exposure) and output eight bit pixel value. Images courtesy
of Debevec Paul.
The current state-of-the art method is the work by Sen et al. (2012). As many
existing works (Kang et al., 2003; Zimmer and Weickert, 2011; Hu et al., 2012), Sen
et al. first select an image R from the input exposure stack as the reference for the
final HDR image, but instead of aligning the exposure stack, they consider HDR re-
construction as an image synthesis problem: For the regions where R is well exposed,
they only use this information for final HDR reconstruction. For the remaining areas
where R is clipped, they model this as a hole filling (image completion) problem and
apply a patch-based algorithm to synthesize it, using information from the remaining
image in the stack.
Our method follows a similar idea of synthesizing the content for the regions where
R is clipped. However, unlike their work, our method can be applied to generic non-
linearized exposure stacks, while Sen et al. only allow linearized exposure inputs.
Moreover, our method attempts to use both intensity and gradient information from
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all exposure stacks even for the region where R is well exposed, so we can preserve
more details and also have less noise. Last but not least, our synthesis algorithm is
guided by R with consistency check and, therefore, our method can produce more
plausible results.
2.5.1 Model
Our method works by first selecting the image with the highest number of well-
exposed pixels to be the reference image R (Kang et al., 2003; Gallo et al., 2009).
Then, for each source image S in the stack, it synthesizes a new image L (the latent
image) that looks like the reference image R, only exposed like S. In particular, the
resulting latent image L has two important properties: First, where the reference R
is properly exposed, L has image content that is geometrically compatible with R.
In Figure 2.9, where the reference R is the middle exposure, this means, for instance,
that the arms of the woman in the latent images L must appear in the same location
as they appear in R. Second, if the reference R has areas that are either too dark or
too bright to perform a reliable registration, the resulting L must have content from
S that could plausibly appear there. For example, for areas that are saturated in
the reference, such as some regions outside the window in Figure 2.9, we just need
to find content from the source S that matches the neighboring areas (which we can
reliably register) and whose luminance could plausibly match the bright pixels in the
reference. The latent image L simply cannot be “too dark” there. If the reference
had been the darkest image (top row in Figure 2.9), the areas posing these difficulties
would have been the dark areas, where details are lost due to clipping.
Figure 2.10 illustrates our process in more detail. The reference R is on the left
(red), the source S is on the right (blue), and we want to create a latent image L
in the center (green), so the shapes of objects in L look like they do in R, except
that they have the luminance range of S. We first initialize L by applying a color
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mapping function τ to R, where τ is initialized using the intensity histograms of the
images (Grossberg and Nayar, 2003), and is later refined as L is updated. We then
find dense correspondences between L and S at the patch level using the Generalized
PatchMatch algorithm (Barnes et al., 2010). If the reference patch RpPxq is not
clipped; that is, it is mostly midtones and does not contain too dark or bright pixels,
PatchMatch looks for a match from S. However, if RpPxq is clipped, neither the
color mapping τ , nor direct registration is reliable. In this case, we modify the
PatchMatch to find a patch SpPyq that could plausibly match RpPxq: pixels in
SpPyq should match the pixels in RpPxq that are not clipped, and the rest of the
pixels in SpPyq would clip under the current τ . Note, however, that those pixels
don’t necessarily clip in S, allowing us to bring in more detail to L than is available
in R. As we progress, the intensity mapping function τ is updated and refined based
on the dense correspondence. To avoid a bad local minimum and to better synthesize
clipped areas, these processes are executed iteratively using a coarse-to-fine schedule.
We now proceed to explain the details of the whole system.
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Figure 2.9: Our method takes, as an input, an exposure stack of a dynamic scene
captured with a hand-held device (left column, note the dramatic changes in the
scene). It selects a reference image and, for each of the other images in the stack,
synthesizes an image that looks as if it was taken at the same time as the reference,
only with different exposure settings (middle column). These images can then be
fused into a single image showing more details (right). Our approach allows gathering
data from the images in the stack even for regions that are severely under/over
exposed in the reference, a main limitation of many state-of-the-art approaches.
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Two-picture Synthesis Model
We wish to synthesize the latent image L that looks just as if R was taken using
the exposure setting of S: in other words, L should be consistent with R everywhere
in geometry. To account for this, we need to define a radiance consistency measure
Cr between two images. To maximize the applicability of our algorithm, we do not
want to limit its scope to RAW (linear) images. Image signal processors (ISP) ap-
ply various non-linear transformations to the almost-linear pixel values; these highly
non-linear transformations are usually much more sophisticated than simple gamma
compressions, and they sometimes even depend on the image content (Hu et al.,
2012; Kim et al., 2012), making it difficult, or even impossible, to invert the trans-
formations. Hence, instead of linearizing the input images, we take inspiration from
the energy definition by Darabi et al. (2012), but we account for a generic intensity
mapping function τ :
CrpL,R, τq “
ÿ
xPΩ
p dpL, τpRqq ` α dp∇L,∇τpRqq q , (2.17)
subject to: τ 1prq ě 0
where, for clarity, we omitted the dependency of R and L from the pixel location x.
Ω is the image domain and dpx, yq “ }x ´ y}2. For every pixel x in either image,
we extract six channels: the three RGB components and the three corresponding
gradients. The parameter α balances the color and gradient (texture) consisten-
cies. In addition to boosting the details of the texture (Agarwala et al., 2004; Pe´rez
et al., 2003), using gradients helps to compensate for exposure changes (Zimmer and
Weickert, 2011). As in the previous sections, τprq is required to be monotonic.
Minimizing the cost of Eq. 2.17 is an ill-posed problem, so we need additional
constraints to better define L. We can define a term structurally very similar to
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Eq. 2.17, that encourages texture consistency between L and the source image S:
CtpS, L,uq “ (2.18)
1
p2
ÿ
xPΩ
`
d
`
LpPxq, SpPx`upxqq
˘ ` α d`∇LpPxq,∇SpPx`upxqq˘ ˘ ,
where SpPxq is a p ˆ p patch centered at x in image S (same for LpPxq and L)
and upxq maps patches in L to the corresponding patches in S, see Figure 2.10. If α
is set to zero, this term resembles the coherence term defined by Wexler et al. (2007)
and Kopf et al. (2012). We operate in the RGB color space and only search over
translations, which makes the updates of L faster but does not lower the quality of
our results, given the expected changes in an exposure stack.
Now we can address our new model as follows:
L˚ “ arg min
L,τ,u
t CrpL,R, τq ` CtpS, L,uq u (2.19)
subject to: τ 1prq ě 0
2.5.2 Algorithm
We propose to decompose the optimization problem in Eq. 2.19 into three relatively
simple sub-optimizations, and then iterate between them until convergence. Algo-
rithm 4 gives an overview of the whole algorithm. For the coarsest level, we initialize
τ using the intensity histograms of the images (Grossberg and Nayar, 2003) to min-
imize the effect of misalignment between the images, initialize L “ τpRq, and apply
the Generalized PatchMatch on S and L to initialize u.
In the first step, given the existing L, we optimize for u; note that u only appears
in Ct in Eq. 2.19. Ct can be minimized globally with respect to u, as the latter is
independent for each pixel, see Eq. 2.18. The optimal solution can, therefore, be
reduced to finding the nearest-neighbor patches in S for each patch LpPxq. Instead
of a complete search, we use Generalized PatchMatch (Barnes et al., 2010).
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Algorithm 4 Generative Model to deal with Saturation
1: Initialization
2: for scale = coarse to fine do
3: repeat
4: Given existing L, optimize Ct w.r.t u using Patch Math algorithm
5: Given existing u and τ , optimize L by solving screened Poisson equation
6: Given existing L, estimate the sub-optimal BTF τ using IRLS algorithm
7: until The flow field u converges
8: Upsample u to the finer scale
9: end for
In the second step, given the existing u and τ , we seek to find a solution L that
minimizes Eq. 2.19. Note that this equation is quadratic in L and it is, therefore,
equivalent to the following quadratic function:
L˚ “ arg min
L
t dpL, T q ` α dp∇L,∇T q u (2.20)
where, using Eqs. 2.17 and 2.18, and summing over the pixels in the patches rather
than over the patches themselves, Eq. 2.18, we define the auxiliary image T as
T pxq “ 1
2
τ
`
Rpxq˘` 1
2p2
ÿ
yPNpxq
S
`
x` upyq˘ (2.21)
where Npxq is a pˆ p window centered at x. Basically, T is the weighted average of
the colors of all the similar pixels in S and the patch in τpRq, while ∇T denotes the
weighted average of the gradients. Eq. 2.20 is a Screened Poisson equation, which
can be optimized efficiently in the Fourier domain (Bhat et al., 2008). The square
function dpx, yq we defined is computationally efficient, but the result is very sensitive
50
to outliers. To avoid the effects of outliers, we add two weighting terms:
T pxq “ 1
s
»–wτ`xqτpRpxq˘` 1
p2
ÿ
yPNpxq
wupyqS
`
x` upyq˘
fifl (2.22)
where wτ pxq and wupxq reflect the confidence of the intensity mapping function τ
and the geometric mapping u for pixel x, respectively, and s is the normalization
factor wτ pxq ` 1
p2
ÿ
yPNpxq
wupyq. Note that with two additional weighting terms, if a
matching pixel is in a useful range in both R and S, we combine the information.
If one of the two images is bad, we use the other image. Finally, if both images are
bad, we use only the reference.
As we discuss in the beginning of this section, the brightness transfer function τ ,
which describes how the RGB values change from the reference to the source image,
cannot be accurate across the whole range, due to saturation and under-exposure.
For example, if S was captured with a shorter exposure time (darker) than R, and if
the top of the range in the domain of R is saturated, τ will be flat in that area, thus
not providing any relevant information; all the useful information for registration
and HDR image creations in S.
The opposite may be true when S was captured with a longer exposure time, see
inset, where red bands show the range in which the mapping τ is not reliable. We
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choose wτ to reflect the quality of τ
`
Rpxq˘: wτ pxq is  (a small constant) if Rpxq is
severely over/under exposed, but if the quality of pixel x is good, wτ pxq is 1.
The weight function wupxq indicates the confidence in the mapping upxq. Ha-
Cohen et al. (2011) define this confidence using the local consistency ratio of upxq,
but this may fail for the regions where over- or under-exposure causes the texture to
be weak. Instead, inspired by Wexler et al. (2007), we define:
wupxq “
$’’’’’’’’’&’’’’’’’’’%
exp
$&%´d
´
τ
`
RpPxq
˘
, S
`
Px`upxq
˘¯
2σ21
,.- if R is not clipped
exp
$&%´d
´
R
`
Px
˘
, τ´1
`
SpPx`upxqq
˘¯
2σ22
,.- if R is clipped
(2.23)
Intuitively, we normally want to use pixels from S when they are consistent with R
(the first case in Eq. 2.23). However, consider an area that is saturated in R and
assume that we are working with an S that is darker, and, therefore, better exposed.
In such regions, τ
`
RpPxq
˘
is not reliable and we want to relax the requirement that
patches from S have to match, or we would reject all the patches in that area.
On the other hand, if a patch in S is so dark that it wouldn’t possibly become
saturated in R, we also don’t want to allow its use. Basically, by applying τ´1 to
SpPx`upxqq first, (the second case in Eq. 2.23), we say that if this patch from S would
saturate, we are still willing to use it. In this way, the clipped areas of R in L can be
reasonably synthesized using the information from S. σ1 and σ2 are data-dependent
parameters controlling the smoothness of the induced error surface and we compute
them as Wexler et al. (2007).
In the third and last step, given the existing L, the optimization about BTF is
the same as in section 2.3.2 using IRLS.
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Multi-scale Solution
At each of the steps described above, the objective function is guaranteed to not
increase. To further enforce a better local optimum, and to speed up convergence, we
use a pyramid approach. The optimization starts at the coarsest scale of a Gaussian
pyramid, and the solution is propagated to finer scales. When moving from one
level to a finer one, three variables need to be propagated: we transfer τprq as is,
and linearly interpolate the mapping u. However, we found that linear interpolation
of the latent image L leads to blurry results. Therefore, we propagate the solution
using the weights wτ and wu described above. The rationale is that each pixel of
image L at a given scale should be initialized with the corresponding pixel from the
reference image from the same level of the pyramid (appropriately mapped with τ)
if it is within a reasonable range. Otherwise, it should be initialized using the source
image S (using the mapping u derived from the previous level).
2.5.3 Results
We now compare the performance of our algorithm to state-of-the-art approaches.
As mentioned before, we are only aware of four methods that attempt to address
the general case of camera motion and scene changes at the same time (Kang et al.,
2003; Zimmer and Weickert, 2011; Hu et al., 2012; Sen et al., 2012).
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Figure 2.11: Comparison with Zimmer and Weickert (2011). The top image shows
our result. The two bottom rows show blow-outs of two different regions of the
image that are problematic for Zimmer et al. (left). Our algorithm does not produce
artifacts (right). Images courtesy of Henning Zimmer.
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All the fused results were generated using the method by Mertens et al. (2007),
with the exception of Figure 2.14, which was tonemapped with the method by Man-
tiuk et al. (2006) to allow for a fair comparison with the method by Sen et al. Figures 2.11
and 2.12 show results sensibly better than Zimmer et al. and Kang et al. , respec-
tively. When the reference image is reasonably well-exposed everywhere, our method
produces very similar results as Hu et al. However, when part of the reference is sat-
urated, as in Figure 2.13, Hu et al. , discard valuable information from the shorter
exposure (first row, middle image). Our method, on the other hand, successfully
captures all the available information in the synthesized latent image (second row,
middle image). Sen et al. assumes exposure stacks of RAW or linearized images. For
the examples shown in Figure 2.13, this assumption is violated because no estimation
of the camera response function was available, and their result shows suffers many
visible artifacts. Figure 2.14 shows another case with a large saturated region. We
use RAW images as the input for the algorithm by Sen et al. and their non-linear
counterpart (first row in Figure 2.14) as the input to our method. Note that the ha-
los in the results by Sen et al. are not caused by the tonemapping algorithm, rather
they are artifacts of their registration algorithm. In our result, (bottom, rightmost
image in Figure 2.14) the sky is more faithful to the original images and no artifacts
are introduced. As we mentioned in the previous section, we attempt to preserve as
much information as possible from the exposure stack by using both the intensity
and the gradients in our reconstruction.
As for any patch-based algorithm, our results are somewhat affected by the patch
size p. In all our examples we used p “ 10. However, in some situations this may be
too small a neighborhood. Figure 2.15 shows an extreme case of a stack comprised
of only two images, with a region that is saturated in both images, demonstrating
one of the limitations of our method. Note that any existing method would be hard-
pressed to achieve decent results here, because the dramatic change of exposure
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makes it extremely difficult to match pixels across the images. The fact that the
stack contains only two pictures also constitutes a challenging situation for most
state-of-the-art algorithms. Our method can register the images correctly despite
selecting a reference image that has a completely saturated sky. However, since the
sun is saturated in both images, our algorithm fills in the saturated sun using non-
saturated pixels from S. Since this region is saturated, the algorithm technically
did the right thing: it filled the region with the available information. However,
most photographers would prefer the sun to be left untouched; in this case a simple
increase of the patch size to p “ 15 solves the problem.
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Figure 2.13: A comparison with Hu et al. (2012) and Sen et al. (2012). The first
column shows the original images. The reference, as selected by Hu et al. , is the
middle exposure. Notice that the sky is almost completely saturated, causing their
algorithm to disregard useful information in the short exposure (top row, middle
image), and leading to poor quality in the fusion result (top right). Sen’s algo-
rithm is designed to work on linear exposure stacks. For this non-linear stack, a
reliable estimation of the camera response function would require acquiring a stack
of registered images. Partially due to the non-linearity of the input images, their
method fails in reconstructing the content for the saturated regions in the reference
— both reconstructed HDR images (middle row, rightmost image) and the interme-
diate aligned shorter exposure stack (middle row, middle image) show a degraded
quality. With the same reference frame our algorithm can synthesize a novel image
which is completely consistent with the reference, and also captures all the details of
the sky (bottom row, middle image). This directly reflects in the high quality of our
exposure fusion result (bottom row, rightmost image).
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Figure 2.14: Another comparison with Sen et al. (2012). The first column shows
the original images in the stack; the middle exposure is selected as the reference.
For the method by Sen et al. , we first linearize the original images and use the
linearized exposure stacks as the input. Their algorithm generates a plausible result
(top middle and right). However, their method still suffers from various artifacts.
For example, the blurred sky in the saturated region and the halo around the dome
are unexpected. Note that the halo in the reconstructed shorter exposure is not
caused by tone mapping but the errors in HDR reconstruction. For the tone mapped
HDR image (top right), the reconstructed sky is not natural for the saturated region
in the reference. Our algorithm can synthesize an image (bottom middle) that is
completely consistent with the reference and also preserves as much information as
possible from the whole exposure stack. Our tonemapped HDR image is plausible
and virtually artifact free (bottom right).
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Figure 2.15: A very challenging 2-image stack. The original images (left) are
dramatically separated in terms of exposure time — the areas that are correctly
exposed in one are barely visible in the other. An interesting feature of this stack
is that the region around the sun is saturated in both images. Note that the longer
exposure, which we selected as the reference (left bottom), is completely saturated
in the sky. Our algorithm attempts to synthesize the saturated region in the source
image from other pixels in the same image, thus effectively removing the sun (middle
top). A larger patch size (p “ 15) forces the algorithm to leave the sun region
untouched (middle bottom). The last column shows the exposure fusion result for
the standard patch size (top) and for the larger patches (bottom).
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3Panoramic Stitching
You don’t take a photograph, you make it.
Ansel Adams, 1902 - 1984
So far, we have been discussing how to produce a high dynamic range image using
a series of images with different exposure. Another major limitation of digital camera
is angle of view (also called field of view). As digital sensors attain progressively
higher resolutions, and thereby smaller pixel sizes, the one quality of an image which
does not benefit much is its filed of view (FOV). While each human eye individually
has anywhere from 120-200 degree angle of view, a full frame 35mm standard camera
with a standard lens (36-60mm) covers between 40 degree and 62 degree angle of view.
Panoramic stitching enables us to create with a wider angle of view by capturing a
series of image across all different angles and intelligently merging them together.
This can be done with any digital camera and it will provide a much greater level of
details and wider angle, which ordinarily only attainable with much more expensive
equipment.
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3.1 Introduction
Panoramic image stitching has been intensively studied and already has several com-
mercially applications, standard stitching can be summarized as following stages:
Acquisition of images : Rotating camera in increments to encompass the desired
field of view. The size of rotation increment the the number of totally sampled
images depends on the angle of view for each image, which is determined by camera
focal length and the amount of overlap between photos. Ideally, panoramic stitching
algorithms require that camera rotates about the optical center of lens in order
to avoid parallax error. Alternatively, the use of camera arrays (Wilburn et al.,
2005; Horisaki et al., 2009; Brady et al., 2012) can snapshot images across all angles
simultaneously and may enforce all cameras aligned to the same optical center in
design, thereby avoiding parallax error intrinsically.
Figure 3.1: An instance of images captured through rotating camera to encompass
a wider angle of view.
Alignment of images : Estimating camera matrix or homograph for each cap-
tured images such that all adjacent shoots are aligned. The literature methods for
automatic image alignment fall into two categories: direct(pixel) and feature based.
Direct methods are to shift or warp the images relative to each other and to look at
how much the pixels agree. Since direct methods use all of available image data and
hence they could provide accurate registration but they require a close initialization
guess and also are computational expensive. The other major approach is to find
distinctive features from each image, to match individual features to estimable a
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global correspondence and to then estimate the geometric transformation between
the images. Feature based methods are ease implementation and extremely fast, it
has becomes standard algorithm in most image stitching softwares. The end results
of this stage is a set of transformations which project each image to a common refer-
ence system in which all images are aligned and a virtual wide angle of view image
is synthesized.
Figure 3.2: An instance of stitched image with seam blending (Bottom) and with-
out seam blending (Top).
Blending of seams and deghosting : Eliminating the visibility of any seam be-
tween images due to exposure differences and reducing ghosting due to moving ob-
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jects across adjacent images. The most commonly-used approach of deghosting is
to discard the inconsistent pixel values, such as median filtering, or average them
with content-aware weights (Shum and Szeliski, 1997; Uyttendaele et al., 2001; Pe-
leg et al., 2001). An alternative way is to find optimal seam between regions where
different images contribute to the final stitched panorama. Many heuristic energy-
based functions are introduced to select the seam, the most sophisticated one is the
graph-cut seams by Agarwala et al. (2004). Figure 3.3 shows that a seam blending
typically provides a much pleasant result.
Cropping, touch-up and post-processing : Cropping the stitched panoramic image
so that it adheres to a given rectangular image dimension. In some situations, post-
processing such as tone mapping, color refinements and sharpening happen in this
stage.
Figure 3.3: An instance of stitched image after cropping.
While digital image stitching offers a means of forming images over wide FOV
without sacrificing image resolution, obtaining a high quality panorama is still dif-
ficult and relies on several favorable conditions: the captured scene being almost
stationary (to avoid ghosting due to moving objects); overlap between adjacent im-
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ages being roughly 10%´ 30%; and calibrated information on extrinsic and intrinsic
parameters of the image acquisition system being fully or partially accessible. As
we mentioned, one possible solution is to use camera arrays system to acquire data.
With digital cameras becomes smaller and cheaper, constructing an array of camera
becomes affordable and valuable because of its potential applications, such as wildlife
habitat monitoring (Nichols et al., 2009), celestial exploration (Balme et al., 2012),
and recognition or tracking of moving objects or people in crowded scenes (Gueguen
et al., 2011).
In this thesis, we focus on image stitching algorithm for images captured with
camera array system and in particular, we are interested in a novel micro-camera
array - AWARE-2 - developed by Brady et al. (2012). Similar to many other camera
array systems (Wilburn et al., 2005; Horisaki et al., 2009), AWARE-2 enables to
fire all cameras simultaneously and allows each individual micro-camera to configure
differently. Therefore, if all of the acquired images are in perfect alignment, the final
stitched image will be mostly free of ghosting due to moving objects. Unlike existing
camera array systems, AWARE-2 adopts a gigagon monocentric lens and arrange
all micro-cameras along the focal surface of the objective (Figure 3.4), thereby lens
speed and FOV can be scale independent and the final synthetic image could reach
up to 50 gigapixels in theory (Brady et al., 2012).
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Figure 3.5: A mosaic of 7 AWARE-2 micro-camera images. Overlapping regions
are highlighted in orange.
From an algorithm-design aspect, AWARE-2 has one main advantage: the con-
stituent AWARE-2 snapshots can be treated as if shot in succession by a single cam-
era capturing an effectively static scene, which is one major limitation for existing
approaches. Nonetheless, several new problems arise with the ‘optimal’ optic design
for maximizing the composite FOV and resolution. As is illustrated in Fig. 3.5,
the adjacent micro-cameras have sparse, geometrically irregular and noisy (S.I.N)
overlap. Most stitching algorithms require that the FOV configuration of camera
arrays follows the conventional pattern of a regular grid (Wilburn et al., 2005; Kopf
et al., 2007). Several algorithms can deal with grid-free image stacks but require
significant and distinctive overlap between adjacent shots (Brown and Lowe, 2003;
Brown et al., 2005). Therefore, the state of the art is considerably challenged by
S.I.N condition in AWARE-2. Furthermore, the output raw images from AWARE-2
suffer from highly noisy and vignetting in the region of overlap. This aggravated the
challenges in compositing the final mosaic.
67
3.2 Overview
Our goal is to find appropriate geometric transformations between adjacent shots
and then stitch them together into one wide-angle view image. The extrinsic param-
eters of each micro-camera are predetermined by two angular rotations and sensor
displacements (Golish et al., 2012), and they should be constant in ideal situations.
Given the relative position and rotation and some intrinsic camera parameters, the
geometric transformation between adjacent shots can be computed using basic geom-
etry knowledge (Hartley and Zisserman, 2004). Unfortunately, these predetermined
parameters suffer from subtle changes over time for reasons such as mechanical or
thermal drift and also neighboring images still suffer from parallax error (Wilburn
et al., 2005; Kopf et al., 2007; Golish et al., 2012). A minor error in the physical
world, such as 1o error of angular rotation, might result in up to several hundreds
pixel shift in image. However, although the predetermined parameters provide us a
less accurate geometric transformation for stitching, they still provide a well-accepted
global geometric transformation. This inspires our computational pipeline illustrated
in Fig. 3.6.
Similar to many standard panorama processing pipelines (Kopf et al., 2007), our
pipeline consists of three main components:
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Preprocessing: The first phase of processing includes demosaicing, de-vignetting,
and distortion correction. Unlike many conventional processing pipelines, the while
balancing and exposure normalization are not applied here because the output raw
images of AWARE-2 are gray scale.
Geometric Alignment: In this stage, we first find the adjacent shots and for each
pair of adjacent images, we use feature based alignment technique to find a set of
geometrically consistent matches between the images. In conventional camera array
systems (Wilburn et al., 2005; Kopf et al., 2007), for each image, they search for
the feature matches only in the 8 images known to overlap it. However, AWARE-2
has a different design pattern where each captured image might overlaps with 5-7
neighboring images (See Fig 3.7 for the topology of camera FOV). After that, one
way to register all images together is to concatenate pairwise homographies. This
would typically cause accumulated errors and a better alternative is to use bundle
adjustment (Triggs et al., 2000) to solve for all the camera parameters jointly.
Fusion or Blending: Once the global pose of each image is determined, we can
assemble all images together into a composite image. A conventional way is to merge
the exposure values of each image. However, the simple division by the shutter speed
does not generate exactly matching radiance values in corresponding images due to
slight errors in reported shutter speeds (Kopf et al., 2007). Instead, we merge the
images in the gradient domain and produce the final composite image by integrating
from the gradient domain.
In the following sections, we describe the geometric alignment and fusion steps
in detail.
3.3 Pairwise Alignment
The objective of this stage is to align a pair of images. As we mentioned earlier,
the major approaches for automatic alignment fall into two categories: direct(pixel)
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and feature based. Direct methods are to warp the image relative to each other
to maximize the pixel intensity matching. Since direct methods use all of available
image data and hence they are typically computational expensive. Besides, direct
methods require brightness constancy across images which is difficult due to exposure
differences. Feature based methods are to find a number of distinct feature points
extracted from each images, to establish a geometric correspondence between them,
and to then estimate the transformation between images. One advantage of feature
based methods is that feature point is relative robust to exposure changes. Today,
feature detection and matching are becoming increasing robust. The features are not
only respond to conventional “corner” but also to “blob-like” region. Furthermore,
many advanced features, such as SIFT, are invariant to location, scale, and rotation,
and remarkably robust to change in illumination.
Considering the sparse, geometrically irregular and noisy (S.I.N) property of over-
lap for micro-camera in AWARE-2, we believe that feature based approach is a bet-
ter choice and SIFT should be the optimal feature. In order to better support the
global-bundle adjustment in the next section, we need to find a number of valid
feature matches between adjacent images. The valid feature matches are the feature
pairs whose geometric transformation are consistent with the local geometric trans-
formation between adjacent images. Let Ii and Ij be two adjacent images. Following
the conventional feature based approaches (Brown and Lowe, 2003; Brown et al.,
2005), we first extract and match features between Ii and Ij.
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In order to minimize the effects of outlier, we only extract feature in overlapped
area between Ii and Ij. The overlapped area can be approximately estimated using
the imprecise extrinsic parameters of micro-cameras. In Fig. 3.8, SIFT features are
extracted and matched from a pair of example images. As can be seen, the SIFT
features are uniformly distributed across whole image domain but most of them are
outliers because of sparse overlap between images, thereby most of matched features
are false negative (Bottom left in Fig 3.8). On the other hand, if SIFT features are
extracted only in overlap between images, most of extracted features are inliers and
most of matched features would be true positive (Bottom right in Fig 3.8).
Figure 3.9: Left: An example of mismatch between adjacent shots using the
matched feature in the feature domain with RANSAC. Right: Result with PG-
RANSAC
The extracted features are matched in the features domain, so it is probable that
several feature matches are invalid or inconsistent in the geometric aspect. Fig. 3.9 is
an example of inconsistent image alignment caused by invalid feature matches. Let
xk Ø x1k be the position of kth matched features between Ii and Ij. We consider
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them as a valid feature match iff,
||pHijrxTk ,1sTq ˆ rx1Tk ,1sT||2 ď  (3.1)
where Hij is a 3ˆ 3 geometric transformation matrix from Ii and Ij. A standard
method to estimate Hij is to minimize the following function:
Hij “ max
H
ÿ
k
||pHijrxTk ,1sTq ˆ rx1Tk ,1sT||2 (3.2)
Note that solving Eqn. 3.2 and Eqn. 3.1 is a “chicken and egg” problem: ‘ground-
truth’ model is required in order to classify inlier and outlier in the data set, and
for a robust estimation of the model, noise free (or outlier free) data set is preferred.
However, if the inlier dominates the feature matches tpxk,x1kqu, then the ‘dead lock’
can be resolved by RANSAC algorithm (Fischler and Bolles, 1981). RANSAC fits a
homography with four randomly selected feature matches and estimates its quality by
counting the number of remaining feature matches that support this transformation.
After enough iterations of the above procedure, all the feature matches that fit the
best quality homography are inliers with a high probability. RANSAC is very robust
to outliers, but typically its performance is highly proportional to the ratio of inlier
in the data set.
In order to improve RANSAC’s performance even in the presence of a significant
amount of outliers, we propose a Placement Geometry-RANSAC (PG-RANSAC)
algorithm, which incorporates with the prior knowledge of the geometric transfor-
mation derived from the extrinsic parameters of micro-cameras. To this end, we
augment the ranking function in the basic RANSAC hypothesis evaluation step to
make use of the prior geometric transformation information (See Appendix C for a
detailed derivation):
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rankpHq “
Nź
i
rect
ˆ
di
2c
˙
gpHq (3.3)
where
Nź
i
rect
ˆ
di
2c
˙
evaluates how well the datum fits with the model H, with di is
the L2 distance between the observed position and the predicted position under H,
and c is the predetermined threshold in recognizing a datum as the inlier candidate
or outlier candidate, and rectp.q is the rect function,
rectpxq “
$&%1 when x ď .5A small const otherwise
The weighting function gpHq penalizes the geometric transformation that deviates
much from the expected one, and has the form,
gpHq “
Nź
i
1
1` e´αpd˜i´tq ¨
1
1` eαpd˜i´tq (3.4)
where d˜i is the distance between the predicted position under H and the predicted
distance under the expected model. For a single measurement weight
1
1` e´αpd˜i´tq ¨
1
1` eαpd˜i´tq is a function that features a plateau in the range r´t, ts, and drops sharply
at the boundaries at rate dependent on α. Note that if we ignore gpHq or set it to
a constant, then maximal rankpHq is equivalent to the most probable hypothesis in
the conventional RANSAC algorithm, because:
max logprankpHqq „ max
Nÿ
i
tdi ď cu
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3.3.1 Global Bundle Adjustment
Let E “ tpp, qq|Ip X Iq ‰ H and q ą pu be the index pairs of all adjacent shots.
Suppose pp, qq is the lth pair in E , and let xl,k Ø x1l,k be the kth feature match
between Ip and Iq, then all measured data can be organized into a vector as follow:
X “ pX1T , ¨ ¨ ¨ ,XMT qT , L “ |E |
Xl
T “ pxTl,1, ¨ ¨ ¨ ,xTl,n,x1Tl,1, ¨ ¨ ¨ ,x1Tl,nqT
The goal of global bundle adjustment is to find a set of homography tHiu that can
map each image Ii into a global coordinate system, in which the matched features
are mapped to the same position:
T pHprxTl,k,1sT q “ T pHqrx1Tl,k,1sT qq (3.5)
Hr “
»–hr,1 hr,2 hr,3hr,4 hr,5 hr,6
hr,7 hr,8 1
fifl , r P tp, qu
where T pq transfers a point from homogenous coordinate to inhomogenous coordi-
nate1. Accumulating errors over all measurements, we have:
tH˚i u “ arg mintHiu
ÿ
pp,qqPE
ÿ
k
||T pHprxTl,k,1sT q ´ T pHqrx1Tl,k,1sT q||22 (3.6)
An alternative way to formulate the optimization is to use true bundle adjust-
ment, i.e., to solve not only for the homography tHiu but also for the position tbl,ku
for each matched feature in the global coordinate system.
tH˚i ,bju “ arg mintHi,bju
ÿ
pp,qqPE
ÿ
k
p||T pHprxTl,k,1sT q ´bl,k||22` ||T pHqrx1Tl,k,1sT q ´bl,k||22q
(3.7)
1 T pxq “ px1{x3, x2{x3qT ,x “ px1, x2, x3qT
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The above optimization problem is equivalent to the least square curve fitting
the problem as follows:
hpPq “ min
P
Lÿ
l“1
||Yl||22 (3.8)
with Yl “ pyTl,1, ¨ ¨ ¨ ,yTl,n,y1Tl,1, ¨ ¨ ¨ ,y1Tl,nqT
yl,k “ T pHprxTl,k,1sT q ´ bl,k
y1l,k “ T pHqrx1Tl,k,1sT q ´ bl,k
where P “ paT ,bT qT is the concatenated parameter vector: a “ phT1 , ¨ ¨ ¨ ,hTMqT
with hi “ VecpHiq and b “ pb1T , ¨ ¨ ¨ ,bLT qT with bl defined as follows:
bl “ pbTl,1, ¨ ¨ ¨ ,bTl,nqT
This is a non-linear least square problem. It is well known that the problem about
P can be solved using the Leverberg-Marequardt algorithm. Like other numeric
optimization algorithms, Leverberg-Marequardt algorithm is an iterative procedure.
In each iteration step, the parameter vector P is replaced by a new estimate P` δ,
where the ‘optimal’ δ is determined by the equation as follow,
pJTJ` λ diagpJTJqqδ “ J (3.9)
where  “ 0´Y “ ´pYT1 , ¨ ¨ ¨ ,YTMqT denotes the residential vector using current
parameter P and J is the Jacobian matrix of this error vector. Note that
BYi
Bbj “ 0
for i ‰ j, so J is a block sparse matrix, as follows:
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J “
»———–
A1 B1 0 ¨ ¨ ¨ 0
A2 0 B2
. . .
...
...
...
. . . . . . 0
AL 0 0 0 BL
fiffiffiffifl
Ai “ BYiBa
Bi “ BYiBbi
For analysis convenience, JTJ and JT also can be represented as block matrix,
JTJ` λ diagpJTJq “
»– U˚, W
WT, V˚
fifl (3.10)
where
U “
Lÿ
l“1
ATl Al
U˚ “ U` λ diagpUq
V “ diagpBT1B1, ¨ ¨ ¨ ,BTLBLq
V˚ “ V ` λ diagpVq
W “ “W1, ¨ ¨ ¨ ,WL‰
Wl “ ATl Bl
and
JT  “ JT “T1 , ¨ ¨ ¨ , TM‰T “ ˆab
˙
(3.11)
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with
a “
Lÿ
l“1
a,l
a,l “ ATl l
b “ pTb,1, ¨ ¨ ¨ , Tb,LqT
b,l “ pBTl lq
Now multiplying both sides of Eqn. 3.9 with
„
I ´WV˚´1
0 I

, a triangular linear
system is formed:
»–U˚ ´WV˚´1WT 0
WT V˚
fifl¨˝δa
δb
‚˛“
¨˝
a ´WV˚´1b
b
‚˛ (3.12)
The above linear system can be solved by back-substitution algorithm and a
na¨ıve implementation has a complexity of OpM2Nq, where M is the total number of
images (or cameras in our case) and N is the total number of matched features. In
Appendix D, we discuss the sparseness of the linear system and reduce the algorithm
complexity to OpM `Nq.
3.4 Image Blending
Following the bundle adjustment process, every pixel can be projected onto a specific
location of the mosaic canvas. Ideally, the intensity of pixels projected to the same
location should be the same, but in reality this is not the case. Due to changes in
aperture, exposure time and vignetting of different micro-cameras, adjacent shots
might have apparently photometric variation and a na¨ıve blending always introduces
visible artificial edges.
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An intuitional approach that can deal with the visible artifacts is to perform a
weighted combination of the pixel intensity from different sources. The weighting
coefficients are spatially varying and depend on the distance to image boundary, such
as alpha blending, or the distance to optimal seam where the intensity transition
between image are minimal (Efros and Freeman, 2001). A more advanced approach
is to combine them in multiple bands - Laplacian pyramid, in order to retain sharp
enough transitions to prevent blurring (Burt et al., 1983; Brown and Lowe, 2003).
An alternative approach is to blend images in the gradient domain. Gradient
domain processing has a long history in image editing, such as high dynamic range
tone-mapping (Fattal et al., 2002), seamless object insertion (Pe´rez et al., 2003), im-
age enhancement (Bhat et al., 2008) and image stitching (Levin et al., 2006). Several
advantages for the gradient domain processing: First, high frequency information can
be preserved in the gradient domain. Second, image gradient are invariant to sensor
bias. Moreover, the combination of gradient produces a visually smoothing intensity
transition in the overlapped areas between different images.
We adopt the approach of blending images in the gradient domain. Let F indicate
the final expected mosaic,
∇F pxq “
ÿ
i
wipT pH´1i xqqIipT pH´1i xqq (3.13)
where wipxq is a weighing function that we set to be proportional to the pre-calibrated
flat-field measurement, which reflects the apparent gain and dark current of each
pixel. wipxq is zero for pixel x outside the image domain Ωi of Ii. Hi is the homog-
raphy maps from the local image coordinate of Ii to the global image coordinate in
F .
We employ Neumann boundary conditions for the pixels outside the image domain
of F . With some discretizations, Eqn. 3.13 can be converted into a sparse linear
system that can be solved using existing numeric techniques, such as multi-grid
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and preconditioned conjugate gradient. An alternative and more efficient method
is to approximate the integration operation. We adopt the convolution pyramid
scheme (Farbman et al., 2011) to compute the approximated optimal solution for
Eqn. 3.13. Note that the solution of Eqn. 3.13 is not unique because any optimal
solution with an additional constant is still the optimal solution. We enforce the
intensity mean of F is the same as that of tIiu to resolve the ambiguity (See Fig. 3.10)
Figure 3.10: Top: Result with blending in the intensity domain. Bottom: Result
after blending in the gradient domain and integration.
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3.5 Results and Additional Remarks
Our pipeline was protptyped in Matlab and an optimized version with utilization
of multi-core and GPU was published in Iliopoulos et al. (2013). In the aspect of
computation, current pipeline takes 50s in processing a mosaic of 100M pixels, while
a na¨ıve serial implementation costs up to 3.5 hours.
As the baseline to compare against, we conducted experiments with AWARE-2
compositing pipeline (Golish et al., 2012). The experimental results are obtained
with our pipeline on real data acquired with AWARE-2. Figure 3.12 and 3.11 show
our results sensibly better than baseline method. In our result, (right in Figure 3.12
and 3.11), the face of person and the tree branch are more visual artifacts free,
while apparent ghost appears in the results produced by the baseline method (left in
Figure 3.12 and 3.11). As we mentioned in previous section, our gradient is relative
robust to bias gain and exposure change, so the gradient based fusion could generate
more pleasant results on the overlapped area.
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Figure 3.12: Snapshot mosaics of a live scene, captured with the AWARE-2 camera
prototype at the ICCP, Seattle, 2012 (bottom floor and architectural surroundings
not shown). Left-top, Left-bottom: Results produced by the AWARE-2 compositing
pipeline (Golish et al., 2012), where tone mapping has been applied. Right-top, Right-
bottom: Results produced automatically by our method, without tone mapping. Top
row : The displayed scene spans the fields of view of approximately 25 micro-cameras.
Bottom row: Detail, zoomed in within the marked windows in the top-row images.
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4Conclusion
While the acquisition of an image stack is enabled by advanced technologies and
design, digital processing of the stack images is to overcome the remaining limitation
and render synthesized image that is better, in one or more than one characteristics,
than any of the individual raw image. This work is concerned with the improvement
in more than one rendering characteristics. I have studied certain common issues in
digital stack photography with two different and important applications, one is high-
dynamic range (HDR) composition and the other is panorama stitching. In the HDR
imaging, I am concerned with the photometric effect and the effect of motion (rigid
or non-rigid) or other dynamic changes. In the panorama imaging, I am concerned
with the sparse, irregular and noise conditions, among other systematic and dynamic
changes.
Previous work with HDR imaging assumes commonly stationary scenes. We
were among the first to compose high quality HDR image from exposure stacks in
the presence of both camera motion and scene changes (Hu et al., 2012) . The idea
behind our methods is to model both geometric and photometric changes in the
exposure stacks, and to use EM-like algorithm to solve both changes iteratively. I
85
choose the patch-based model for geometric alignment which allows to deal with large
scale non-rigid motion in an efficient way and the photometric change is modeled as
close as physical model for exposure change in real cameras. Even in the presence
of clipped pixels in the reference, our method can be extended with a patch-based
texture synthesis model to produce pleasant results (Hu et al., 2013). Moreover,
the estimation of geometric alignment and photometric transformation are relative
independent in our algorithm. Therefore, the proposed algorithms could be extended
to other applications by pursuing different forms of photometric change, such as focal-
stacking and flash/non-flash stack. The price we pay behind these better and robust
models are more memory and computation resources. Fortunately, these kinds of
challenges will be resolved with the evolution of electronic storage and computing
power.
Conventional panorama techniques capture a series of images with 10% ´ 30%
overlap across different angle of view in sequence , and register and stitch them incre-
mentally using feature based alignment. The sequentially captured images typically
introduce ghost caused by moving objects in non-stationary scenes. The camera
array system, such as AWARE-2, allows to capture all image stacks simultaneously,
which can be treated as if shot in succession by a single camera capturing an effec-
tively stationary scene. However, existing approaches are challenged by the data that
are noisy, or lack of feature, over sparse (5%´10%) overlap of irregular geometry. In
addition, one could not expect the calibration of a system with many cameras as that
of a single camera. The complexity of the relative relations between the distributed
cameras grows exponentially with the number of camera. The solution presented in
this thesis is to follow the approximate the geometry by design, to allow imprecision
in calibration, and to adapt to the deviations and changes by incorporating in im-
age alignment the systematic geometric information and data-specific features and
statistics.
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It remains a great challenge to process with multiple stacks, say, to compose
a HDR panorama. Multiple stacks are not necessarily independent of each other.
For instance, the dynamic range of the scene captured by each component image for
panorama composition is not higher, and perhaps much lower, than that of the entire
scene of interest. The high dynamic range of each component may be better deter-
mined not only by its own exposure stack but also by those stacks of its neighbors.
The challenge is in the range mapping for the panoramic one.
Digital stack processing will continue advancing in many fronts, bridging the ad-
vance in data acquisition, the rendering capabilities and the growing demand for
useful information and appealing characteristics. For example, early and big camera
array systems (Wilburn et al., 2005; Golish et al., 2012) will be replaced by smaller,
cheaper, smarter camera-array systems, which will be equipped and enriched by other
types of sensors and will be introduced into household, vehicle-hold, and hand-hold
devices, beyond research laboratories. Recently, Venkataraman et al. (2013) pre-
sented an ultra-thin high performance monolithic 4ˆ 4 camera array, that captures
light fields and synthesizes high resolution image along with a range image. In com-
putational photography, image stabilization and panorama stitching have benefited
from gyroscope and accelerometer. The multiple modality makes many practical
computer vision problems better posed and easier to solve. Multi-modal sensor
systems have appeared in many practical applications. For instance, Google’s self-
driving car combines data from multiple sensors, such as 64-beam laser, video camera
and radar, to generate a detailed 3D map in real time (Thrun, 2011). Meanwhile,
rendering technologies and techniques will change accordingly, such as 3D portrait
and 3D panorama. Furthermore, it is not hard to imagine that mobile devices and
mobile computing network will reshape image acquisition, processing and rendering
in the near future.
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Appendix A
Brightness Transfer Function
Using the conventional radiometric model, the measured intensity Ipxqpx P Ωq is
related with the scene irradiance Epxq by the camera response function f as follows:
Ipxq “ f pEpxqq (A.1)
For a pair of aligned images tR, Su with an exposure ratio of k, we have:
f´1 pSpxqq
f´1 pRpxqq “ k (A.2)
The above derivation is based on two assumptions: First, the scene is static and is
radiance constancy. Second, the camera response function f is invertible. Moreover,
we have:
Spxq “ f `kf´1prq˘ “ τprq (A.3)
r “ Rpxq
It is apparent that τprq is a smoothly monotonic function as the camera response
function f is a smoothly monotonic function.
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Appendix B
Brightness Transfer Function Approximation
Let τprq be piecewise Hermite cubic splines parameterized by tpk,mku for k “
1, ¨ ¨ ¨ , n, and, therefore, for the kth interval rpk, pk`1s, the Hermite cubic spline
is:
p2t3 ´ 3t2 ` 1qpk ` pt3 ´ 2t2 ` tqmk ` p´2t3 ` 3t2qpk`1 ` pt3 ´ t2qmk`1 (B.1)
where t P p0, 1q is locally normalized coordinate. Let Rpxq be in the ith term ofÿ
x
ψ pτpRpxq ´ Supxqqq in Eq. 2.7 and suppose r “ Rpxq in kth interval of τprq,
then:
τpRpxqq “ p2r¯3 ´ 3r¯2 ` 1qpk ` pr¯3 ´ 2r¯2 ` r¯qmk
` p´2r¯3 ` 3r¯2qpk`1 ` pr¯3 ´ r¯2qmk`1
“ aip (B.2)
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where
ai “
“
02k´2, p2r¯3 ´ 3r¯2 ` 1q, pr¯3 ´ 2r¯2 ` r¯q, p´2r¯3 ` 3r¯2q, pr¯3 ´ r¯2q,02pn´kq´2
‰
p “ rp0,m0, p1,m1, ¨ ¨ ¨ , pn,mnsT
0t “ r0, ¨ ¨ ¨ , 0s
t zeros
r¯ “ pr ´ pkq{ppk`1 ´ pkq
and let
bi “ Supxq (B.3)
so in Eq. 2.7:
ÿ
x
ψpτpRpxq ´ Supxqqq “
ÿ
i
ψpaip´ biq « ψpAp´ bq (B.4)
Let triu for i “ 1, ¨ ¨ ¨ , N be the domain of τprq. It is always a finite discrete in
practice. As in Eq. B.2, we can build a matrix M as follows:
Mp “ rτpr1q, ¨ ¨ ¨ , τprNqsT (B.5)
Let D be a pN´1qˆN differential operator, and the hard monotonicity constraint
in Eq. 2.7 can be approximated as follows:
τ 1prq ě 0 ô Tp “ DMp ě 0 (B.6)
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Appendix C
Placement Geometric RANSAC
LetD be the measured data set. RANSAC assesses a hypothesis modelH by counting
how many of the datum in D are well-fitted as ‘inliers’, but a more considered method
is to score using the posterior probability PrpH|Sq. The posterior probability is not
directly measureable, but by Bayes’ Theorem:
PrpH|Dq “ PrpD|HqPrpHq{PrpDq (C.1)
as the prior probability of the observation, PrpDq is a constant, so:
max PrpH|Dq „ max PrpD|HqPrpHq (C.2)
If the prior probability of H is assumed uniform, the problem reduces to conven-
tional RANSAC as follows:
max PrpH|Dq „ max PrpD|Hq (C.3)
However, for more general cases, a prior probability PrpHq should be considered.
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Appendix D
Global Bundle Adjustment
Eqn. 3.12 can be solved using back-substitution algorithm as follows:
«
Lÿ
l“1
ATl Al ` λ diag
˜
Lÿ
l“1
ATl Al
¸
´
Lÿ
l“1
WlV
˚´1
l W
T
l
ff
δa “ a ´
Lÿ
l“1
WlV
˚´1
l b,l
(D.1)
δb,l “ V˚´1l pb,l ´WTl δaq (D.2)
In the remainder of this section, we will show how to reduce the algorithm com-
plexity from OpM2Nq to OpM ` Nq, where M is number of images and N is the
total number of matched features. The idea is to look at each term in the above
equations as block matrix, and to explore the sparseness of the block matrices to
avoid the redundant computations with zero block matrices.
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Lemma 1. Let Yl “
“
Y1Tl ,Y
2T
l
‰T
, with
Y1l “
“
yTl,1, ¨ ¨ ¨ ,yTl,n
‰T
Y2l “
“
y
1T
l,1, ¨ ¨ ¨ ,y1Tl,n
‰T
then we have,
Byl,k
Bbl,i “
BT pHprxTl,k,1sT q ´ bl,k
Bbl,i “
#
0 if i ‰ k
´I otherwise
By1l,k
Bbl,i “
BT pHqrx1Tl,k,1sT q ´ bl,k
Bbl,i “
#
0 if i ‰ k
´I otherwise
Byl,k
Bhs “
BT pHprxTl,k,1sT q ´ bl,k
Bhs “ 0 if s ‰ p
By1l,k
Bhs “
BT pHqrx1Tl,k,1sT q ´ bl,k
Bhs “ 0 if s ‰ q
According to the Lemma 1, Al is a sparse block matrix as follows:
Al “ BYlBa “
„BYrl
Bhs

r,s
r P t1, 2u
s P t1, ¨ ¨ ¨ , Nu
with
BY1l
Bhs “
„Byl,1
Bhs
T
, ¨ ¨ ¨ ; Byl,nBhs
T
T
“ 0 if s ‰ p
BY2l
Bhs “
„By1l,1
Bhs
T
, ¨ ¨ ¨ ; By
1
l,n
Bhs
T
T
“ 0 if s ‰ q
Fig. D.1 provides a visual demonstration of matrix Al. The red blocks are zero
block matrices and the white blocks are nonzero block matrices. Furthermore, it
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Figure D.1: Visualization of sparse block matrix Al (Left) and A
T
l Al (Right). Red
block is zero sub-matrix, while white block is non-zero.
is easy to find that All “ ATl Al is also a sparse block matrix. Let All,rs be the
sub-block matrix at rth row and sth col of All, then,
All,rs “
$’’’’’’’’’’&’’’’’’’’’’%
ˆBY1l
Bhp
˙T BY1l
Bhp if r “ p, s “ pˆBY2l
Bhq
˙T BY2l
Bhq if r “ q, s “ q
0 otherwise
(D.3)
According to the Lemma 1, Bl can be derived as a sparse block matrix too,
BY1l
Bbl “
„ Byl,i
Bbl,j

i,j
“ ´I
BY2l
Bbl “
„By1l,i
Bbl,j

i,j
“ ´I
Bl “ BYlBbl “
»————–
BY1l
Bbl
BY2l
Bbl
fiffiffiffiffifl “ ´
„
I
I

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therefore,
Vl “ BTl Bl “ 2I
V˚l “ p2λ` 2qI
Wl “ ATl Bl “ ´
„ˆBY1l
Bhr `
BY2l
Bhr
˙T
r
WlW
T
l “
„ˆBY1l
Bhr `
BY2l
Bhr
˙T ˆBY1l
Bhs `
BY2l
Bhs
˙
r,s
Again, Lemma 1 tells us that Wl and WlW
T
l are block sparse matrices (See
Fig. D.2). Let Wl,r denotes the rth row block in Wl and Wll,rs be the sub-block
matrix at rth row, sth col of WlW
T
l , then,
Wl,r “
$’’’’’’’’’’&’’’’’’’’’’%
´
ˆBY1l
Bhp
˙T
if r “ p
´
ˆBY2l
Bhq
˙T
if r “ q
0 otherwise
Wll,rs “
$’’’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’’’%
ˆBY1l
Bhp
˙T BY1l
Bhp if r “ p, s “ pˆBY2l
Bhq
˙T BY2l
Bhq if r “ q, s “ qˆBY1l
Bhp
˙T BY2l
Bhq if r “ p, s “ qˆBY2l
Bhq
˙T BY1l
Bhp if r “ q, s “ p
0 otherwise
(D.4)
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Figure D.2: Visualization of sparse block matrix ATl (Left), Wl (Middle) and
WlW
T
l (Right). Red block is a zero sub-matrix, while white block is a non-zero
sub-matrix.
Let l “ r1Tl , 2Tl sT with 1l and 2l corresponding to the current error vector for
Y1l and Y
2
l , respectively.
a,l “ ATl l “
«ˆBY1l
Bhr
˙T
1l `
ˆBY2l
Bhr
˙T
2l
ff
r
Lemma 1 tells us that a,l “ ATl l is a sparse vector as shown in Fig. D.3, and
more specifically:
a,lprq “
$’’’’’’’’’’&’’’’’’’’’’%
ˆBY1l
Bhp
˙T
1l if r “ p
ˆBY2l
Bhq
˙T
2l if r “ q
0 otherwise
(D.5)
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Figure D.3: Visualization of sparse block matrix ATl (Left) and A
T
l l (Right). Red
block is zero sub-matrix, while white block is a non-zero sub-matrix.
Similar conclusion for b and WlV
˚´1
l b,l:
b,l “ BTl l “ ´p1l ` 2l q
WlV
˚´1
l b,l “
´1
2λ` 2A
T
l Blp1l ` 2l q “ 12λ` 2A
T
l
“p1l ` 2l qT , p1l ` 2l qT ‰T
Let 1b,l “WlV˚´1l b,l, then,
1b,lprq “
$’’’’’’’’’’&’’’’’’’’’’%
1
2λ` 2
ˆBY1l
Bhp
˙T
p1l ` 2l q if r “ p
1
2λ` 2
ˆBY2l
Bhq
˙T
p1l ` 2l q if r “ q
0 otherwise
(D.6)
Let δa “ rδTh1 , ¨ ¨ ¨ , δThM sT with δhl corresponding to the increment value for the
parameter hl,
WTl “ BTl Al “ ´
„BY1l
Bhs `
BY2l
Bhs

s
WTl δa “ ´
ÿ
s
ˆBY1l
Bhs `
BY2l
Bhs
˙
δhs “ ´BY
1
l
Bhp δhp ´
BY2l
Bhp δhq (D.7)
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Now each term in Eqn. D.1 can be computed using the block matrices from
Eqn. D.3, D.4, D.5 , D.6 , D.7. Because of the spareness of these matrices, they can
be computed in a very cheap way. Besides, the basic computation block
BY1l
Bhp (also
BY2l
Bhq ) can be computed in a very efficient way as follows:
BY1l
Bhp “
„Byl,1
Bhp
T
, ¨ ¨ ¨ ; Byl,nBhp
T
T
Byl,k
Bhp “
»————–
xk yk 1 0 0 0
´x2kh1 ´ xkykh2 ´ xkh3
xkh7 ` ykh8 ` 1
´xkykh1 ´ y2kh2 ´ ykh3
xkh7 ` ykh8 ` 1
0 0 0 xk yk 1
´x2kh4 ´ xkykh5 ´ xkh6
xkh7 ` ykh8 ` 1
´xkykh4 ´ y2kh5 ´ ykh6
xkh7 ` ykh8 ` 1
fiffiffiffiffifl {Dl
Dl “ xkh7 ` ykh8 ` 1
where yl,k “ pxk, ykqT . Now let us define some intermediate variables:
A “
»—————————–
x1 y1 1
0 0 0
x2 y2 1
0 0 0
...
...
...
xn yn 1
0 0 0
fiffiffiffiffiffiffiffiffiffifl
, B “
»—————————–
0 0 0
x1 y1 1
0 0 0
x2 y2 1
...
...
...
0 0 0
xn yn 1
fiffiffiffiffiffiffiffiffiffifl
D “ A`B “
»—————————–
x1 y1 1
x1 y1 1
x2 y2 1
x2 y2 1
...
...
...
xn yn 1
xn yn 1
fiffiffiffiffiffiffiffiffiffifl
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hp “
»————————————–
h1p
h2p
h3p
fiffiffiffiffiffiffiffiffiffiffiffiffifl
“
»————————————–
h1
h2
h3
h4
h5
h6
h7
h8
1
fiffiffiffiffiffiffiffiffiffiffiffiffifl
C1 “
»—————————–
´x21 ´x1y1 ´x1 0 0 0
0 0 0 ´x21 ´x1y1 ´x1
´x22 ´x2y2 ´x2 0 0 0
0 0 0 ´x22 ´x2y2 ´x2
...
...
...
...
...
...
´x2n ´xnyn ´xn 0 0 0
0 0 0 ´x2n ´xnyn ´xn
fiffiffiffiffiffiffiffiffiffifl
C2 “
»—————————–
´x1y1 ´y21 ´y1 0 0 0
0 0 0 ´x1y1 ´y21 ´y1
´x2y2 ´y22 ´y2 0 0 0
0 0 0 ´x2y2 ´y22 ´y2
...
...
...
...
...
...
´xnyn ´y2n ´yn 0 0 0
0 0 0 ´xnyn ´y2n ´yn
fiffiffiffiffiffiffiffiffiffifl
Now
BY1l
Bhp can be computed with some basic matrix operations:
BY1l
Bhp “
“
A ˝ rDˆ, Dˆ, Dˆs B ˝ rDˆ, Dˆ, Dˆs Cˆ1 ˝ Dˆ ˝ Dˆ Cˆ2 ˝ Dˆ ˝ Dˆ
‰
(D.8)
Cˆ1 “ C1
”
h1p
T
,h2p
T
ıT
Cˆ2 “ C2
”
h1p
T
,h2p
T
ıT
Dˆ “ 1.{pDh3pq
where ˝ is Hadamard product and .{ is element-wise division.
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