We have introduced and investigated so-called Schlömilchs and Bell's series for modified Bessel's functions, namely, their asymptotic and non-asymptotic properties, connection with Stirling's and Bell's numbers etc.
1 Introduction. Statement of problem.
Let I ν (z) be usually modified Bessel's function:
where Γ(·) denotes the gamma-function and ν ≥ 0. We define the so-called Schlömilch's functions F 3 , F 2 , F 1 of the first kind for the values p ≥ 0, θ > 0, β > 0 : As for the definition in the case usual, i.e. non-modified Bessel's function and respective preliminary results see, for example, [1] , [2] , p. 38 -42.
Let us examine the probabilistic meaning of these functions. Let ξ, η be independent random variables characterized by the Poisson distribution with parameters λ > 0 and µ > 0 correspondently: Law(ξ) = P oisson(λ), Law(η) = P oisson(µ), or, in more detail: P(ξ = k) = exp(−λ) λ k /k!, k = 0, 1, 2, . . . ; P(η = l) = exp(−µ) µ l /l!, l = 0, 1, 2, . . . ;
and denote τ = ξ − η. Then we obtain for non-negative integer values n :
exp(−λ − µ) λ n+k µ k /((k + n)! n!) = exp(−(λ + µ)) (λ/µ)) n/2 I n 2 λ µ , n = 0, 1, 2, . . . (The case of negative integers n is considered in a similar way.) If λ = µ, then E|τ | p = exp(−2 λ) F 2 (p, 2 λ),
and in the case of λ = µ = 1/2 : we obtain:
Here we introduce some new functions which represent generalizations of the classical Bell's number and functions.
Generalized Bell functions of a first kind B 4 (p; a, λ, γ)) can be defined as where λ > 0, γ ≥ 0. We also define
We also define generalized Bell functions of a second kind D 4 (p; a, λ, γ)) for integer positive p values as follows:
The probabilistic interpretation is
and E(ξ − a) p = D 3 (p; a, λ). In this paper we investigate the estimations and asymptotic for introduced functions as p → ∞.
In Section 4 we find exact constants for moment estimations of sums of independent random variables.
2 Non-asymptotic properties.
Relations with Stirling's numbers.
Recall that the Stirling numbers of the second kind {s(n, r)} which have appeared in the combinatorial theory ( [3] , p. 117, [4] , p. 234 -243), are defined by the following identities:
1. Define the function Q 2m (λ, µ) for the values m = 1, 2, 3, . . . , λ, µ > 0 by the following way:
Proposition:
Therefore, the function Q 2m (λ, µ) is a polynomial of the power 2m. Proof. As known Q 2m (λ, µ) = E(ξ − η) 2m . The conclusion 1 follows from the definition of Stirling's numbers, binomial formula and the following identity
2. Let us consider the function D 3 (p; a, λ) for integer non-negative values p. We have:
3. Let us denote for integer positive p the values:
Namely, we can represent (on some Probability space) the random variables ξ and η as a sums ξ = ξ 1 + ξ 2 , η = η 1 + η 2 , where all the variables are independent, Law(
3 Asymptotic results.
and assume a, γ, λ = const, p → ∞. Let us introduce the following relations of equivalence: for two positive functions
We can also write
b. Let us denote Λ = β max(θ, 1/θ) for the function F = F 3 (p; θ, β). We assert that:
The first inequality is evident; let us prove the second one. We have:
Step 2.
Proof. We can assume without loss of generality that a is integer. Further,
Let us denote for α > 0 the function
It follows from Stirling's formula that at
Thus, we have obtained a simple case B 2 (·, ·) instead of B 4 (·).
Step 3. We consider in this section the function F 3 (p; θ, β). We can suppose that θ ≥ 1. Denote
It follows, by virtue of the bide-side inequality
Furthermore, we obtain using(3.5)
STEP 4. Instead of the general case, we need to investigate only the case B 2 . We obtain using the Stirling formula with remainder term again,
Replacing the last sum by an integral, we can see that
An integral for V can be estimated by means of classical saddle-point method [4] , p. 119 -127.
In the next section we consider more exact estimations with non-asymptotic results in the particular case.
4 Probabilistic applications and non-asymptotic results.
. . , n be a sequence of independent centered Eξ(i) = 0 random variables belonging to the space L p , i.e. such that
, where
where "C" denotes the centered case, and the external " sup " is calculated over all the sequences of independent centered random variables that satisfy the condition (4.0). If all the variables {ξ(i)} in (4.0) are symmetrically distributed, independent, and ||ξ(i)|| p < ∞, we denote the corresponding constants (more exactly, functions of p) S(p) ("S"(·) denoting the symmetrical case) instead of C(p) and
. The constant C(p), S(p) are called the exact constants in the moment inequalities for the sums of independent random variables. They play very important role in the classical probability theory ( [6] , 522 -523, [7] , p. 63;), in the probability theory on the Banach spaces ( [8] , [9] , in the statistics and theory of Monte -Carlo method ( [10] , section 5) etc.
There are many publications on the behavior of the constants C(p), S(p) as p → ∞. The first estimations where obtained in [11] ; Rosenthal [12] proved, in fact, that C(p) ≤ C p 1 ; C 1 = const > 1; here and after C j , j = 1, 2, . . . are positive finite absolute constants. It is proved in [5] , [13] that C(p) ≤ 9.6 p/ log p. In the works [14] , [15] are obtained the non -asymptotic bide-sides estimations for S(p) :
and there are some moment estimations for the sums independent non-negative random variables. See also Latala [5] , Utev [16] , [17] ; Pinelis and Utev [17] etc. Ibragimov R. and Sharachmedov Sh. [8] , [9] and Utev [17] , [16] have obtained the explicit formula for S(p) : S(2) = 1; at p ∈ (2, 4]
where a random variables τ j are independent and have the Poisson distribution with parameters equal to 0.5: Eτ j = Var τ j = 1/2. As a consequence, it was obtained that as p → ∞
The following representation for the values L(2m), m = 2, 3, 4, . . . : is obtained in [19] :
where the random variable θ has the Poisson distribution with parameter 1, and there is a hypothesis that for all values
for all the values p ≥ 4. In [20] estimations for C(p) are obtained in the case where the sequence {ξ(i)} is a sequence of martingale -differences, in [9] , [8] are presented some generalizations for weakly dependent random variables {ξ(i)}.
In this section we have improved the known bide-side estimations and asymptotic for S(p), G(p) at p → ∞, found the exact boundaries for the different approximations of S(p), G(p); describe the algorithm for the numerical calculation of K(p), L(p); studied the analytical properties of
Note that there are many other statements of this problem: for the non-negative variables [12] , [14] ; for the Hilbert space valued variables ( [8] , [16] ) etc.
Let us denote at p ≥ 4 :
[p/(e log p)] · 1 + log log p/ log p + (log log p/ log p) 2 ;
Theorem 4.1.
5a)
where
(The equality C 3 ≈ 1.77638 means that |C 3 − 1.77638| ≤ 5 · 10 −6 );
where Note that our estimations and constants (4.5a, 4.5b, 4.5c) and (4.6a, 4.6b,4.6c) are exact and improve the constants and estimations of Rosenthal [12] ; Johnson, Schechtman, Zinn et al. [14] , [15] ; Ibragimov, Sharachmedov [18] , [19] ; Latala [5] ; Utev [16] , [17] etc. For example, 1/(1/ √ 2) ≈ 1.41421, 7.35e/C 3 ≈ 11.2472.
Let us denote by N = N(p), M = M(p) the solutions of equations, which are unique: 8) for the values p ≥ 4 such that N(p) = 0.5M(2p). 
For integer odds values p = 5, 7, 9, . . . we obtain the representation
Proof. First, we consider some auxiliary results.
1. In the symmetrical case, for all the values p ∈ [4, ∞) we have:
Namely, we obtain from (4.3) for the values τ 1 , τ 2 at n = 1, 2, . . . :
2. On the basis of the equality (4.12) we can offer the numerical algorithm for K(p) investigation, calculation and estimation. To improve convergence rate of series (4.12) we can write:
(see, for example, [21] , p. 958, formula 5.) After the integration by parts, we obtain
where m = 1, 2, . . . . Using the method of mathematical induction, we conclude:
where P 2m (x) are polynomials of the degree 2m, which can calculated by recursion
2m (x) + P 2m (x) with the initial condition P 0 (x) = 1. Therefore, we obtain the following representation for K(p) : 
. all the numbers
In fact, it follows from Equation (4.12) that
It is easy to verify that all the coefficients of polynomials P 2m (x) are integer; thus, the number P 2m (1) is integer.
The second conclusion of our corollary follows from Equation (4.10), as long as all the Stirling's numbers are integer.
4. For example, K(6) = 31, L(6) = 41. For non -integer values p we can use the method described above. We have obtained using a computer program: 
Hence
We define the following functions and constants for the values p ≥ P 0 = 700 :
More exact calculation show us that for all the values p ≥ P 0
Namely, one can readly see that ∀p ≥ P 0 ⇒
6. Let us denote
We have using the equality (4.14):
The function p → X 1 (p), p ∈ [P 0 , ∞) is monotonically decreasing and
In the same manner we obtain:
where the function p → Y 1 (p), p ∈ [P 1 , ∞), P 1 = 10 6 is monotonically decreasing and
(4.17)
Upper bound for L(p).
We assume in this section that p ≥ P 0 = 700. Using the well -known Stirling's formula, we obtain for the values p ≥ P 0 , :
Splitting the last integral into three parts so that
we obtain for the integral J 2 , taking into account the inequalities M − < M < M + and inequality:
+ (p) : the following:
Now we estimate the integral J 3 . For the values x ≥ M + √ p the following inequalities are valid:
Analogously, we find the upper estimate for
where we find by direct calculations: Ψ 3 (P 0 ) ≤ 1.00826 and at p ≥ P 0
Lower bound for L(p). Denote q = p − 1/2. using Sonin's estimate for factorials, we obtain:
Since the following implication holds:
− (q), we have:
10. Upper and lower bounds for K(p) are obtained analogously to the upper bound for L(p), but we assume in this section that p ≥ P 1 = 10 6 . In brief,
Further, we conclude, using the Stirling estimate for factorials again, that:
Again, we split the last integral:
we obtain:
Therefore,
Lower bound for K(p). We obtain: 0.
. Further estimations are similar to the estimation of L(p) and can be omitted. As a result,
where at p ≥ P 1
11. For exact computations, we need to estimate the derivatives of our functions L(p), K(p). We show here the estimation of derivatives
We estimate the derivative K (m) (p), m = 1, 2, . . . in an analogous way.
It follows from this estimation that the functions L(p) and K(p) are infinitely differentiable at the interval p ∈ (4, ∞). As long as L(4 − 0) = L(4 + 0) = 4, K(4 − 0) = K(4 + 0) = 4, both functions K(·), L(·) are continuous in the semiclosed interval [2, ∞). However dK dp (4 − 0) = dL dp (4 − 0) ≈ 3.149195, dK dp (4 + 0) ≈ 3.51934, dL dp (4 + 0) ≈ 3.86841, and therefore, both the functions K(·), L(·) are not continuously differentiable in the set (2, ∞). In the open intervals (2, 4) and (4, ∞) all the functions L(p), K(p), C(p), S(p) are infinitely differentiable (see (22) and [18] , [19] , [16] ).
5
Proof of the probabilistic results.
Proof of theorem 4.1. We find by direct calculations that G(C 4 )/g(C 4 ) ≈ 1.77638, but for we conclude from (4.17) that for the values p ≥ P 0 = 700
We obtain by direct calculations using known numerical methods and by means of computer: max
Our computations show that min p∈ [4, 700] G(p)/g(p) ≈ 1.332, and it follows from (4.18a), (4.18b), (4.18c) and (4.19) that
Analogously, S(C 10 )/g(C 10 ) ≈ 1.53572, but for the values of p ≥ P 1 the following holds:
We have copmuted the following:
Other assertions of theorem 1 are obtained analogously. 
Substituting the expression (4.16a) and (4.16b) into equation (4.23a), we obtain, after simple calculation, our assertions (4.9b). We obtain (4.9a) in a similar way. Finally, substituting expressions (4.16d,e) into (4.23b), we obtain (4.7a), (4.7b). Proof of Theorem 4.4 Since Eθ (r) = 1, r = 0, 1, 2, . . . , we conclude
Equation (4.11a) follows from the binomial formula. The equality (4.10) is proved analogously. Let us prove (4.11b). Since where the interior " sup " is calculated over all the sequences of H − valued independent symmetrically distributed random variables {θ(i)} under the following conditions:
E|||θ(i)||| p = A.
We denote t = 0.5(A/D p ) 1/(p−2) , then t ∈ (0, 1/2]. Utev [16] , [17] has also proved that 
