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ABSTRACT Random testing (RT) is a black-box software testing technique that tests programs by 
generating random test inputs. It is a widely used technique for software quality assurance, but there has 
been much debate by practitioners concerning its failure-detection effectiveness. RT is argued to be 
possibly less effective by some researchers as it does not utilize any information about the program under 
test. Efforts to mainly improve the failure-detection capability of RT, have led to the proposition of 
Adaptive Random Testing (ART). ART takes advantage of the location information of previous non-fault-
detecting test cases to enhance effectiveness as compared to RT. The approach has gained popularity and 
has a large number of theoretical studies and methods that employ different notions. In this review, our goal 
is to provide an overview of existing ART studies. We classify all ART studies and assess existing ART 
methods for numeric programs with a focus on their motivation, strategy, and findings. The study also 
discusses several worthy avenues related to ART. The review uses 109 ART papers in several journals, 
workshops, and conference proceedings. The results of the review show that significant research efforts 
have been made towards the field of ART, however further empirical studies are still required to make the 
technique applicable in different test scenarios in order to impact on the industry. 
INDEX TERMS Adaptive random testing, random testing, numeric programs, review.
I. INTRODUCTION 
The software industry has two basic problems that require 
very significant improvement, namely the poor qualities of 
software and the high development cost [1]. Software testing 
improves the quality of software [2] and is a very significant 
activity in any software developments process, as it 
consumes an approximate of 30% to 50% of a project’s 
budget [3]. There are many software testing techniques [4-
10].  Among the many software testing techniques, Random 
Testing (RT) [4] is a basic and useful black-box [11] testing 
technique. It is a unit testing technique and plays a crucial 
role in several testing methods. RT has also been successfully 
applied in many real-world applications [12-18]. For instance, 
Forrester and Miller [16] employed the concept RT to test the 
robustness of Windows NT applications. However, the 
effectiveness of RT has been questioned by some researchers 
[19, 20]. There have been controversies as to whether RT is 
an effective technique to detect software failures.  
On the other hand, some researchers have empirically 
observed that several program faults contribute to failures 
that form contiguous regions within the input domain [21-24]. 
These contiguous failure regions showed that other areas of 
the input domain where the program produces correct outputs 
(non-failure regions) will also be contiguous [21, 25, 26]. 
They realized that the presence of contiguous failure regions 
in the input domain can be more beneficial in improving the 
RT technique in terms of its failure-detection effectiveness; 
hence, the proposition of Adaptive Random Testing (ART) 
[27]. 
ART is essentially a random testing technique, but with a 
mechanism which employs the location information of 
previous test cases in an attempt to widely spread test cases 
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over the input domain. In some empirical studies 1 , ART 
required 50% fewer test cases to detect the first failure when 
compared with RT. ART technique has also been used in 
some real-life programs [28-31]. However, the even spread 
of test cases in ART results in higher computational overhead 
and affects its efficiency in detecting faults [32]. Over the 
years, several approaches based on ART concept have been 
proposed, with the aim of considerably reducing the 
computational overhead of ART, and improving on its 
already high fault-detection capability [33-36]. 
The algorithms of the proposed ART approaches use 
various notions to attain the goal of even spread. For example, 
‘exclusion’ and ‘partitioning’ are two varying notions to 
evenly spread test cases. Some notions to evenly spread test 
cases have focused on using various features of test cases to 
select the best candidate. Additionally, various researches 
have tried to enhance test case selection by combining two or 
more notions [37-39] or using some generic algorithms [40] 
to achieve even spread. Although several study contributions 
to achieve the goal of even spread in ART using varying 
notions have been made, there is no formal categorization of 
the study contributions and there is less knowledge of the 
trends of studies on ART over the years. 
In summary, ART has been broadly studied since it was 
first proposed by Chen et al. [41], as much studies have been 
done seeking to turn the technique into a practical testing 
approach. However, not much work has been done to 
highlight the trends of contributions to these ART studies 
over the years. Apart from a few PhD theses [42, 43], review 
papers focusing on ART have seldom been published. The 
objective of this article is to review some of the existing 
studies on ART. In this review, we contextualize, classify, 
and assess existing ART studies and proposed methods with 
a focus on their motivation, strategy, and findings. The study 
also discusses several worthy avenues related to ART. The 
results of our review may be used as a reference for further 
studies on software testing, especially for ART studies. Our 
review also significantly expands on the knowledge of 
software engineering.  
In the following sections, Section II presents the 
background of software testing, the ART technique, common 
patterns of program failure, and performance measures 
normally used to evaluate ART. Thereafter, the protocol 
used for the review, comprising of resources and the 
strategies adopted for the review process, are described and 
elaborated in Section III. Research questions which draw 
some comparisons with the various literature and methods of 
ART are also defined in Section III. This is followed by 
Section IV, which presents the results obtained from the 
review of selected studies with respect to defined research 
questions. The results include categorization of ART study 
types, the number of ART studies by year, author 
contributions, ART methods for numeric programs and the 
number of ART methods by year. Section V discusses the 
findings by providing answers to the research questions, as 
 
1 Note: The term studies as used in this review also refers to the number of 
paper retrieved. 
well as discusses some open issues and then points out future 
directions in the study area. Finally, Section VI draws a 
conclusion to this review. 
 
II. OVERVIEW OF TESTING 
Software testing is a process of executing a program with the 
intent of finding software bugs or errors in order to satisfy 
test requirements. Test requirements are specific things that 
must be satisfied or covered; e.g., statement coverage 
requires the reaching of statements, mutation requires the 
killing of mutants, and data flow testing requires the 
execution of DU pairs. A testing method serves as a guide to 
a tester in a testing process by incorporating a test criterion. 
A basic black-box testing technique is random testing. 
A. RANDOM TESTING 
Random testing is a testing technique that selects test cases 
randomly according to either a uniform distribution or based 
on the operational profile. The motivation is that, if we do 
not have any information (such as error pattern or intrinsic 
properties) about the program under test, then each test case 
is as likely as the others are to be able to detect failures. 
Hamlet [4] pointed out that, the main advantages of RT 
include the availability of efficient algorithms to generate its 
test cases, and its ability to infer reliability and statistical 
estimates.  
RT can be used as a standalone or applied with other 
testing methods, and due to its conceptual simplicity and 
efficiency for test case generation, it has been a commonly 
employed to find failures in various programs [12, 14-16, 18]. 
However, it is controversial as to whether it qualifies as an 
effective testing method or not [19, 20]. Myers [19] criticized 
that RT may be the ‘least effective’ method as it does not 
make use of any information about the program under test. 
Thayer et al. [44] however, recommended the use of random 
testing at the final testing of a program.  
In a study by Chan et al. [23], it was established that in 
addition to the failure rate, the performance of a testing 
strategy also depends on the geometric pattern of the failure-
causing inputs. This prompted the investigation to access 
whether the performance of RT can be improved by 
considering the patterns of failure-causing inputs. It was 
evident in [20] that RT does not ensure an even distribution 
of test inputs over the input domain and may not discover 
corner cases than other testing approaches. In addition, if the 
distribution of failing inputs follows some specific patterns, 
then this information could be exploited to give a higher 
probability of sampling inputs that are more likely to detect 
faults. This may result in the development of a modified 
version of RT that takes advantage of the patterns of failure–
causing inputs. 
 
B. PATTERNS OF FAILURE-CAUSING INPUTS 
Many researchers have independently conducted 
investigations on failure patterns, and have had similar 
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observations that inputs that cause failure often tend to 
cluster into contiguous regions (failure regions). Van der 
Meulen et al. [45] collected a large number of programs 
written in various languages by different authors and 
attempted to characterize the faults in these programs. One of 
their observations is that failure-causing inputs are often 
clustered into contiguous failure regions. Bishop [21], in an 
empirical study, found that the large majority of faults 
detected caused contiguous failure patterns with “sharp” 
edges—in the terms of Chan et al. [23], “strip” or “block” 
failures. He furthermore argued that some of the edges were 
likely to be aligned with “contours of equal output value for 
the function upstream of the error”. Ammann and Knight [22] 
found similar patterns in the small-scale study of a 
hypothetical missile control programs, that ‘at the resolution 
used in scanning’, failure regions of these programs are 
‘locally continuous’. Finelli [25] performed an extensive 
experiment with an objective of characterizing software 
failure processes using different research categories. These 
categories consistently observed that their programs 
generated errors each time inputs are chosen from some 
contiguous regions of the input space. White and Cohen [24] 
also investigated a common program error, namely domain 
error (a fault that is located in some predicate of the program 
under test) and found that domain errors normally result in 
contiguous failure regions. A very recent study by Sinaga [46] 
also reports of test inputs with similar coverage residing in 
contiguous failure regions. Although all of these studies 
made comparable observations about the behavior of 
program failure, the motivation for their respective studies 
quite different. 
Chan et al. [23] observed in a study that certain types of 
frequently occurring errors in programs were likely to 
produce failures that form regular “patterns” throughout the 
input domain, and the patterns of failure-causing inputs 
(failure patterns) can also affect the performance of some 
partition testing strategies. They categorized the failure 
patterns into three categories: the block, the strip, and the 
point patterns. To illustrate this, we can assume a two-
dimensional input domain, as shown in Figure 1 below. 
 
 
FIGURE 1.  Classifications of the patterns of failure-causing inputs: (a) 
point, (b) strip, and (c) block patterns. The borders represent two-
dimensional input domains, and the filled regions denote the failure-
causing inputs that are the failure patterns 
 
For the point pattern, the failure-causing inputs have the 
characteristic of either stand-alone points or form regions of 
a very small size which are scattered over the whole 
domain with each region possibly representing only a single 
test case. For the strip pattern, the failure-causing inputs 
have the characteristic shape of a narrow elongated strip. A 
typical example of this failure pattern is White and Cohen’s 
domain errors [24]. The block pattern is mainly 
characterized by a concentration of the failure-causing 
inputs in either a single or a few contiguous compact 
regions of the program’s input space. Chan et al. [23] noted 
that these points were sometimes spread in a regular pattern 
throughout the input domain. They claimed that the block 
and strip failure patterns were likely to be more common 
than the point pattern. Example 1, Example 2, and Example 
3 show pseudo-code examples of program snippets 
containing specific errors that lead to the failure patterns, 
respectively. 
  
Example 1: A program fault that results in block failure pattern. 
INTEGER X, Y, Z 
INPUT X, Y 
IF (X > 0 AND X < 10 AND Y > 0 AND Y < 10) 
 Z = X   /*correct statement: Z = 2*X */  
ELSE 
 Z = 2*Y  
OUTPUT Z 
Example 2: A program fault that results in strip failure pattern. 
INTEGER X, Y, Z 
INPUT X; Y 
IF (Y <= 0)   /* correct statement: IF(Y <= 1) */ 
 Z = X - 2Y 
ELSE 
 Z = X + 2Y  
OUTPUT Z 
 
Example 3: A program fault that results in point failure pattern. 
INTEGER X, Y, Z 
INPUT X, Y; 
IF (X mod 4 = 0 AND Y mod 4 = 0) 
Z = X – Y   /* correct statement: Z = X + Y */  
ELSE 
Z = X * Y 
OUTPUT Z 
C. ADAPTIVE RANDOM TESTING 
On the basis that contiguous failure regions are common, two 
test cases that are close to each other have a higher 
probability of exhibiting the same failure behavior as 
compared to two test cases that are widely spaced. Therefore, 
given a choice between a point A that is close to other points 
that have already been tested but have not detected a failure, 
and a point B that is further away; the point that is further 
away is more likely to reveal a fault. This is the notion that 
guides Adaptive Random Testing in its test case selection. 
ART is a random-based test data generation and selection 
technique that enhances the effectiveness of tests over pure 
random testing (RT). The concept of ART which was first 
introduced by Chen et al. [41] based on a fault-based 
random testing strategy proposed by Mak [47], and has 
been designed to detect common failure patterns better than 
pure RT. ART refers to those approaches to software 
testing which are based on RT but include some additional 
mechanism to encourage a more widespread and even 
distribution of test cases over the input domain. The 
intuition of ART is to spread random test cases evenly over 
the input domain to increase the likelihood of finding 
failures (especially for non-point types of failures) with 
 Chen et al.: ART: A Taxonomic Review of Trends and Issues (January 2019) 
4 
 
lesser number of test cases than ordinary RT. To generate a 
new test case, it is necessary to ensure that the new test case 
is farther away from all cases that have been generated 
previously. One way to achieve this is to generate a number 
of random test cases and then choose the “best” one among 
them. That is, to try to distribute the selected test cases as 
spaced out as possible. 
 
Algorithm 1 Basic ART (FSCS-ART) 
   1: Set n = 0.   //n represents the number of test cases generated so far. 
  2: Set E = {}.  //To store executed test cases. 
  3: Randomly select a test case t from the input domain (according to 
uniform distribution).    
  4: Increment n by 1. 
  5: If t reveals a failure, go to Step 9; otherwise, store t in E. 
  6: Randomly generate k tests to construct C (according to uniform 
distribution). 
  7: For each ci ∈ C, calculate the distance di between ci and its nearest 
neighbor in E. 
  8: Find cb ∈ C such that its db ≥ di where n ≥ i ≥ 1. 
  9: Let t = cb and go to Step 3. 
10: Return n and t, and EXIT. 
 
For instance, the basic algorithm of ART, the Fixed-size-
candidate-set (FSCS) [41], [27] makes use of two sets of 
disjoint test cases—the candidate set (C) and the executed 
set (E). The candidate set is a fixed set of test cases that are 
randomly selected from the input domain without replacing 
them; whereas the executed set refers to the set of 
previously executed test cases that failed to reveal any 
failure. Algorithm 1 provides a formal description of the 
basic ART. 
The algorithm begins with an empty executed set and 
selects an initial test case randomly from the input domain 
of the software under test. If it does not reveal any failure, 
an initial executed set is formed by this test case as the only 
element. Rather than randomly generating a test case from 
the input domain each time as RT does, the algorithm 
randomly generates a fixed number of test cases to form the 
candidate set. It then chooses the farthest candidate element 
to all the elements in the executed set (i.e. candidate test 
that is farthest away from the already used inputs) as the 
next test input. This input is then executed using the 
software under test; if it does not reveal a failure, the test 
input is put into the executed set. The remaining elements 
of the candidate set are discarded once a test case has been 
chosen and a new candidate set is constructed. The process 
of incrementing the executed set with a selected element 
from each candidate sets is repeated until a failure is 
revealed by a failure-causing input, or until the stopping 
condition is reached. Figure 2 illustrates the basic process 
of ART. 
 
When computing the farthest candidate element in Figure 2, 
the Euclidean distance metric is normally used to calculate 
distances between two numerical test cases. That is, for an 
n-dimensional input domain, the distance between two test 
cases a and b whose inputs are ai and bi respectively, for i ∈ 
{1, ..., n}, is: 
 −=
n
i
ii badist 2)(),( ba                          (1) 
Chen et al. [27] performed experiments using 12 error-
seeded published programs, all involving numerical 
computations. Their results were very encouraging showing 
that ART does outperform ordinary RT significantly (for 
even as much as 50%) for the set of programs studied. This 
provided evidence of its improved effectiveness over RT. 
The ART technique has mainly three types of notions to 
achieve even spread of test cases: Distance notion, 
Exclusion notion, and Partition notion. The ART 
approaches that employ the Distance notion compute 
distances to potential test candidates within the boundary of 
the input domain, in their test case selection strategies. 
These approaches mostly provide variants of the basic ART 
algorithm mainly to further improve failure detection
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FIGURE 2.  Basic Process of ART. 
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effectiveness. Approaches that employ the Exclusion notion 
restrict the selection of test cases to regions further away 
from previously executed test cases to achieve even spread. 
The first variant of these approaches [33] had comparable 
failure detection effectiveness with similar time complexity 
O(n2) as the basic ART. Although the Exclusion notion 
utilizes distance computation in determining qualified test 
cases, its classification is based on the definition of 
restricted regions. Partition approaches divide the input 
domain and samples test cases from the different partitions. 
Most variations of Partition approaches [48], [49] have the 
advantage of reducing computational cost than the basic 
ART. Several ART approaches that employ the Partition 
notion combine other strategies in the generating test cases 
from the different partitions [39], [35, 36]. Besides that, 
researchers have developed other diverse ART approaches 
with different notions from the three main ART notions but 
obey the principles of ART to achieve randomness and 
even spread in test case generation. In this study, we 
henceforth refer to the notion of these other diverse test 
generation approaches as the Alternative notion, for 
convenience.  
Other attempts to utilize the continuity of failure regions, 
by employing various techniques to attain the spread of test 
cases evenly, include Anti-random Testing [50] and Quasi-
random Testing [42].  
Quasi-Random Testing also uses a class of sequences, known 
as quasi-random sequences, that intrinsically filters or 
restricts randomly selected test cases to conform to the 
“separateness” requirements. It differs from ART as the use 
of sequences does not ensure randomness of test case 
selection. Chen and Merkel [51] discuss that the quasi-
random sequences could be randomized based on two 
rotating methods (Cranley-Patterson Rotation and Owen’s 
Scrambling Method), but does not bring much randomness 
into the sequence and incremental generation of test cases is 
a problem. A further improvement in the randomness by Liu 
and Chen [52] has resulted in better randomness to test cases 
and incremental generation of test cases similar to ART 
methods.  
Anti-random testing is not an ART technique as there are a 
lot of major differences between them. Anti-random testing 
is more or less exclusively deterministic, as the selection of 
the first test case presents the only non-determinism in the set. 
Additionally, the number of required test cases must be 
chosen beforehand, which is different from the flexible 
incremental test case generation provided by ART.  
The different techniques perform best under varying 
circumstances. For instance, some techniques provide lower 
selection costs or an increase in performance when applied to 
high dimensional input domains. 
D. EVALUATION MEASURES 
Random testing methods are normally implemented either 
with or without replacement of executed test cases [24]. 
Analytical studies of RT largely assume random test case 
selection with replacement [8, 20, 24, 53-55], due to its 
readily available mathematical model and hence its easy 
analysis. Also, replacement of test cases is very common 
for testing strategies where the cost of executing test cases 
is lower than the cost of checking for duplication (as is 
usually the case for RT). Practitioners have always 
criticized the assumption of test case selection with 
replacement, since repeating test cases is not naturally the 
best practice. In addition, the selection of test cases 
randomly without replacement very much reflects reality. 
Most ART studies assume that a random selection of test 
cases follow a uniform distribution and without 
replacement. The notation employed by Chen and Yu [56], 
refers to elements of an input domain that do not produce 
correct outputs as failure-causing inputs. For an input 
domain D, let d represent the size of the D, m represent the 
number of failure-causing inputs, and n represent the 
number of test cases, respectively. Therefore, we define the 
sampling rate (σ) and failure rate (θ) as n/d and m/d, 
respectively. 
Two effectiveness measures that have been used in 
earlier studies of RT are the P-measure which is the 
probability of detecting at least one failure, and the E-
measure which is the expected number of failures detected. 
With RT, the E-measure for conducting n tests is nθ, and 
that of P-measure is 1−(1 − θ)n. One relationship between 
these measures is that when the failure rate and n are 
sufficiently small, the P-measure and E-measure closely 
approximate each other [57]. Although these two measures 
have been accepted by many, they have come under some 
criticisms. One main issue of using P-measure is the lack of 
a distinction made when detecting different numbers of 
failures [27, 43]. The problem with E-measure is that a 
higher E-measure value does not essentially mean more 
faults are found or more distinct failures are detected. P-
measure and E-measure have been widely used in the 
literature in the light of their criticisms.  
In addition to these two evaluation measures, Chen et al. 
[27] proposed a new measure referred to as F-measure, 
which is the expected number of test cases required to 
detect the first failure. The F-measure for random selection 
of test cases with replacement is equal to 1/θ, or 
equivalently d/m. The effectiveness of a testing strategy is 
more viscerally reflected by the F-measure since the 
measure is more intuitively appealing, and a better match 
for testing practice when the discovery of a bug causes the 
testing to be suspended whilst the fault is located [47]. F-
measure is more appropriate for evaluating the 
effectiveness of ART methods. Factors to consider when 
evaluating the effectiveness (F-measure) of an ART method 
are the target area (in Restriction) [34], failure pattern or 
region (in all ART methods), dimension of input domain 
[58], failure rate [36], and number of test cases [59]. Chen 
et al. [60] conducted an extensive simulation to study the F-
measure of ART using various situations. It was found that 
many ART algorithms obtain smaller F-measures either 
when the input domain is low in dimension, when the 
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failure region is very compact, or when the number of 
failure regions is smaller. Practically, testing is normally 
stopped when a failure is detected and resumed only after 
the detected fault is fixed. Hence, the F-measure is more 
intuitive from a practical point of view, and the reason for 
its adoption as the main effectiveness measure for ART. In 
general, given a program under test, a testing technique is 
very effective in detecting failures if it exhibits higher P-
measure, higher E-measure or lower F-measure. Empirical 
studies show that there is a trade-off between effectiveness 
and computational complexity of any testing approach [61]. 
Therefore, in a bid to improve the effectiveness of detecting 
a failure for ART methods, researchers must devise testing 
strategies that do not sacrifice computation time, and vice-
versa. 
III. REVIEW METHODOLOGY 
The current investigation was undertaken using procedures 
outlined in Kitchenham’s guidelines [62] and involved an 
electronic search of multiple online databases. The goal of 
this review is to analyze scientific papers related to 
Adaptive Random Testing, focusing on the trends of 
research contributions and proposed methods. We 
developed a research protocol to guide and ensure quality in 
the entire review process. The details of the research 
protocol we used to search and select related papers for this 
review are shown in Figure 3.  
A. RESEARCH QUESTIONS 
In order to effectively review the selected ART studies; the 
following research questions (RQs) are addressed by this 
study: 
• RQ1: What are the trends of contributions in ART 
ART researches to date? 
• RQ2: What are the proposed variations of ART 
methods for numeric programs and their 
characteristics? 
• RQ3: What are the trends in contributions and 
development in ART methods for numeric programs? 
We designed the first research question (RQ1) to 
determine the research trends and contributions to ART over 
the years. Here, the contributions refer to the number of 
research articles in the area of study. This can enable us to 
obtain the general and yearly research contributions of ART 
to date and can provide information on author contributions 
to the field. We designed the second research question (RQ2) 
to enable us to classify the various ART methods based on 
the notions they employ to achieve even spread of test cases 
and to evaluate the characteristics and commonalities of the 
proposed methods in the respective classifications. The third 
research question (RQ3) was designed to evaluate the 
contributions to the varying ART methods according to their 
classification and the yearly ART method proposal to date.  
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FIGURE 3.  Search and Study Selection Process. 
 
B. SEARCH STRATEGY 
Our search for related publications focused on the online 
repositories of the key technical publishers, including Google 
Scholar, Elsevier online Library, Wiley Interscience, ACM 
digital library, IEEE Xplore digital library, Springer online 
library, and DBLP computer science bibliography. We used 
the keyword search and MeSH terms to identify the related 
literature from  January 2001 to December 2018, concept of 
ART was first introduced in 2001[41]. For the search terms, 
the keywords used included “random testing”, “adaptive 
random testing”, “software testing”, and “testing methods”. 
We extracted the search terms from the RQ. Relevant texts 
on ART and software testing were searched for inclusion. 
We included only full papers and letters in the search and 
filtered out papers not written in English. We also searched 
for PhD theses that have made a significant contribution to 
the development of ART. We then performed a backward 
snowballing [63] by searching the list of references within 
the papers included for additional relevant but missing papers 
using the similar keyword rules. We also performed a 
forward snowballing [63] by searching for papers that cite 
the current set of papers to reduce the likelihood of missing 
some relevant papers. By this approach, we performed a 
“transitive closure” in the literature. We finally obtained 276 
potential candidate papers after the electronic search. 
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C. SELECTION CRITERIA 
After identifying potential papers, using the search terms 
described above, we identified those papers that provide 
direct evidence about the research questions. We defined 
selection criteria to select more relevant papers based on the 
research questions. The selection criteria included studies 
that address topics related to ART such as meta-analysis, 
methods, and reviews. The use of the selection criteria 
narrowed the candidate papers to 132 publications within the 
scope of our review. 
D. SELECTION PROCESS 
Based on the inclusion and exclusion criteria specified, we 
selected the relevant papers for the review. We assessed 
every article using their titles, abstracts, conclusions 
sections and sometimes checking the content of the papers 
when unsure, in order to judge its relevance. We included 
articles on ART published between the period of January 
1st, 2001 and December 31st, 2018. The inclusion criteria 
were based on whether the article provides information for 
addressing the proposed RQs and whether the article is 
relevant in the ART domain. Also, we considered only 
articles written in English and included only one version of 
an article with multiple publications of the same data. 
Although Adaptive Random Sequence (ARS) [64], [65] was 
originated from the concept of ART [66, 67], the approach 
differs from ART as the use of sequences does not ensure 
randomness of test case selection; thus we did not include 
ARS methods as completely within the scope of ART 
approaches. 
Relevant studies were selected by two researchers and 
selected and rejected studies were further checked by another 
researcher. Then, relevant full papers that meet the criteria 
for inclusion were selected and complete copies obtained for 
this study. After further assessment of the titles, abstracts, 
conclusions and sometimes checking the content of the 
papers when unsure, 109 relevant full papers that meet the 
criteria for inclusion were selected and complete copies 
obtained for this study. Summaries of the publication types 
and the number of studies selected for the review–also 
referred to as primary studies [62]–are illustrated in Table I 
below.  
 
TABLE I 
DISTRIBUTION OF RESEARCH PUBLICATIONS 
Research publications Number of studies Percentage 
Journals 40 36.7% 
Conferences 62 56.9% 
Workshops 7 6.4% 
Total: 109 100% 
E. DATA EXTRACTION STRATEGY 
The 109 papers were all carried through to the data 
extraction stage. In the data extraction stage, the selected 
papers were subjected to careful, thorough, and total 
reading; while related literature was compiled and sorted 
using card sorting technique [68], and relevant data were 
considered for inclusion in this study.  
To effectively differentiate among the selected papers 
and compile related literature for this review, there was a 
need to categorize the selected papers based on what notion 
they propose and achieve. We carefully evaluated the 
contents of all the papers, in addition to multiple 
deliberations by the authors, especially with the choice of 
name for their classification. During the evaluation of the 
papers, we realized that several studies propose ART 
methods; therefore we categorized them based on whether 
they propose ART methods or not. We later realized that 
even among the studies that propose ART methods, they 
vary with respect to the notions they employ to randomly 
and evenly spread test cases. Therefore, we further 
categorized all the studies that propose ART methods based 
on the notions they employ to achieve even spread defined 
in Section II-C. During the evaluation process, new 
categories emerged and some studies had to be classified 
again. This procedure was repeated until the categories 
remained stable. The categorization was based on the idea 
of “concept matrix” from Webster and Watson [63] for this 
review. A concept matrix is a logical approach that defines 
several ‘‘concepts’’ (that may be variables, theories, 
topics, methods, and so on), where all papers are 
categorized in and therefore represents a classification 
scheme. We categorized studies that do not propose ART 
methods as one category, the Analysis approach. Studies in 
this category consist of some theoretical issues on ART 
such as meta-studies about ART, hypotheses supporting 
ART, evaluation of features of ART, criticisms of ART, 
distance metric approaches, thesis, and reviews. Note that 
all studies that do not introduce any new ART approach but 
propose some distance metrics and apply them to existing 
ART approaches [28, 69-74] are included in this category. 
We then categorized studies that proposed ART methods 
into four different categories, according to their notions: 
Distance, Exclusion, Partition, and Alternative approaches, 
as discussed in Section II-C above.  
The following relevant data were extracted from each 
paper and considered for inclusion in this study: 
• The source of the paper 
• Classification of the study: Type (Distance, Exclusion, 
Partition, Alternative, Analysis); Scope (numeric) 
• Year of publication 
• Author information 
• Summary of the study including the notion, 
motivation, and description 
• Subject programs used and their descriptions 
• Proposed ART methods from each study classification 
and their algorithms 
We utilized a data extraction form for each primary study 
in order to facilitate the extraction process. All selected 
studies were shared among all the authors to review and 
extract data from them. The extracted data were then 
checked and discussed among the authors to ensure inter-
researcher consistency in the data extraction process. The 
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use of one extractor and multiple checkers provides an 
efficient and useful procedure for data extraction, especially 
for review of a large number of studies. Although the 
method of extraction is not consistent with the data 
extraction guidelines summarized in Kitchenham [62], we 
found the procedure to be very effective for this study. The 
procedure of Kitchenham performs the data extraction 
independently by two or more researchers and the resultant 
data obtained are compares by the researchers. We shared 
the selected papers based on our availability in terms of 
time. We discussed any disagreements until a final data 
value is agreed upon and recorded. The data extraction and 
checking processes were repeated for some studies by other 
researchers when there are disagreements, in order to 
eliminate misunderstanding and ensure correctness of 
extracted data. The discussion of any disagreements led to a 
number of minor changes in the extraction process. We 
used the Excel spreadsheets to maintain the extracted data, 
and a library application EndNote X7, to compile 
bibliographic resources and to effectively retrieve 
references of related articles. We are reasonably confident 
of the accuracy of data we extracted from relevant research 
publications we surveyed. 
IV. RESULTS 
The initial electronic search using search strings described 
above covered the period from January 2001 to December 
2018 resulting in 276 titles. After further careful assessment 
based on both the selection criteria and the criteria for 
inclusion, we finally identified 109 relevant full papers for 
this review. Information about the publication types and the 
number of primary studies selected for this review is 
presented in Table I above.  
This section presents and describes the results of the trend 
analysis of ART researches, methods, and distance metrics in 
response to the research questions stated in Section III. 
A.  RQ1: TRENDS AND CONTRIBUTIONS OF 
RESEARCH IN ART 
We evaluated the identified papers to answer the research 
question (RQ1). In order to take a closer look at the trends 
of research work on ART, we compared the various 
categories of ART studies defined above in the data 
extraction strategy section (see Section III-E) of this review. 
The categories of studies we identified are as follows: 
Distance, Exclusion, Partition, Alternative, and Analysis. 
The first four categories of papers commonly conduct 
empirical studies (qualitative, quantitative, and mixed) to 
develop, apply, or validate proposed ART methods. The 
Analysis is the only category which represents studies that 
do not propose any new ART methods. The related papers 
we identified under the Analysis category are available in [7, 
28, 31, 32, 41-43, 59, 60, 66, 69-111]. 
The goal of the study categories is to allow the authors to 
analyze the temporal relationship between the 
developments of research effort towards the various 
categories by the community. Below in Figure 4, is an 
illustration of the percentage number of studies we obtained 
for each category, out of the 109 studies we considered 
from the beginning of the year 2001 to the end of 2018, 
inclusive. 
 
 
FIGURE 4.  Percentage of ART Studies per Research Notion (2001 - 2018). 
 
The result in Figure 4 shows that the number of studies 
in the Analysis category is almost half (49.5%) of the total 
number of select studies considered for this review. For the 
studies that propose ART methods, the Partition category 
has gained much research (23.9%) more than the Distance, 
Exclusion, and Alternative categories. This is followed by 
the Distance (10.1%) and Alternative (9.2%) categories; 
whiles the Exclusion category has received the least number 
of studies (7.3%).  
Since the year 2001, studies on ART have focused on 
finding the optimum improvement over RT; and have 
introduced several studies that proposed varying methods or 
analyzed certain properties that can affect results of the 
ART technique for best performance. To empirically 
provide an overview of the trend of studies on ART, we 
calculated the total number of studies for each year. In 
Figure 5 below, the results of the yearly trend in ART 
studies are illustrated based on the analysis of the literature 
collected for this study.  
 
 
FIGURE 5.  Yearly Trend in ART Studies. 
 
In a bid to capture up to date ART studies for our 
investigation, we have included studies published until the 
end of the year 2018 in this review. The results in Figure 5 
show a generally low number of studies in the beginning 
with a maximum of one paper yearly until the year 2003. 
The number of yearly studies experienced some increases 
after the year 2003 with the highest number of ART studies 
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recorded in the year 2006. The yearly number of ART 
studies has remained constant in the continuous years with 
an average of five studies per year.   
To take a closer look at the research contribution to each 
category of ART studies we identified, we compared the 
ART study contributions to each category over the years. 
The results of the study contributions to each category from 
the years 2001 to 2018 are illustrated in Figure 6.  
 
 
FIGURE 6.  Distribution of ART Studies from 2001 to 2018. 
 
The results in Figure 6 indicate that there have been 
consistent studies on the theory of ART. It is also clear that 
studies in the Analysis and Partition categories experienced 
more yearly contributions, although the yearly contributions 
of the Analysis category were consistently high. The 
contributions to studies in both the Distance and Alternative 
categories have also been low but quite consistent over the 
years, with one study recorded in most of the years. On the 
other hand, the contributions to studies in Exclusion 
category have rather gained less contribution although it 
seemed promising with an outlier of three studies in the 
year 2006. In most of the years, the Distance, Exclusion and 
Alternative categories never obtained any study 
contributions.  
The researcher contributions to ART can be an indicator 
to determine the research impacts and interests in the area 
of study. We especially made efforts to identify the main 
researchers in the field of ART and compute the 
contributions. We identified and populated the names of all 
authors and co-authors to the literature selected in this study 
and computed the frequency of appearance of their names 
in all selected papers. From the literature gathered, we 
identified 125 authors who have contributed to the research 
area, with some of them co-authoring in a number of papers. 
Figure 7 below presents the results of the analysis of the 
author contribution to ART. Since the illustration of the 
number of study contributions for all authors identified in 
the selected literature could increase the complexity of the 
results, we provide a general summary illustration of the 
study contributions of all authors in Figure 7(a). We then 
provide study contributions for the authors, with a focus on 
only authors or co-authors with contributions in more than 
two papers, in Figure 7(b). 
 
(a) 
 
 
(b) 
FIGURE 7.  Author Contributions to ART Studies. (a) general 
distributions for all authors. (b) distributions for Authors with more than 
two contributions. 
 
As shown in Figure 7(a), the majority of the authors have 
averagely authored or co-authored in one paper. It also 
shows that very few authors have authored or co-authored 
in higher numbers of papers. The results in Figure 7(b) 
show that only 19 authors have contributions in more than 
two papers in the area of study. Tsong Yueh Chen is the 
author with the highest number of study contributions in the 
area of study with 45 co-authored papers. There may be 
other contributions by the authors to the software testing 
field, but these results are based on the scope of our study 
which is ART. 
An empirical evaluation of a testing approach using real 
programs is very essential in determining the quality of the 
testing approach. Since RT technique works well for simple 
programs [6], researchers normally perform empirical 
studies to determine whether ART improves on the 
effectiveness of RT by using some simple real programs. A 
number of real programs have been used in the empirical 
evaluation of ART, though not many. We identified 
empirical studies that have used real programs in the ART 
literature. In most empirical studies, all the subject 
programs (SUT) are seeded with faults belonging to 
different types of common mutant operations [112]. The 
fault-seeded programs that are used normally have varying 
dimensions with some having varying program input 
lengths.  
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To provide an overview of the trend on the usage of 
subject programs for empirical studies on ART, we have 
collected all the subject programs used in each empirical 
experiment work from the literature. Table II shows the 
name, number of lines of code (LOC), program source, 
description, and the total number of ART research papers 
that report results for the respective subject programs. 
Undoubtedly, the definition of LOC in Table II can be 
problematic; however, the figure is merely intended to be 
used as a rough indicator. Some of the table entries for 
LOC and sources of the subject programs are shown as 
“Unreported”. This indicates the unavailability of the 
information among the selected literature. The table is also 
sorted in descending order, by the number of papers that 
utilize the respective subject programs in their empirical 
studies.  
 
TABLE II 
SUBJECT PROGRAMS USED IN ART EMPIRICAL STUDIES 
Program Name LOC Source Description Uses 
Bessj 30 - 200 Num. Recipes [113] Computes the ordinary bessel function 19 
Plgndr 30 - 200 Num. Recipes [113] 
Computes the associated Legendre polynomial 
equation 
16 
Airy 30 - 200 Num. Recipes [113] Computes the airy function 15 
Gammq 30 - 200 Num. Recipes [113] Computes an incomplete gamma function 15 
Bessj0 30 - 200 Num. Recipes [113] Computes the bessel function for any real value 14 
Erfcc 30 - 200 Num. Recipes [113] Computes a complementary error function 13 
Sncndn 30 - 200 Num. Recipes [113] Computes the Jacobian elliptic functions 11 
Probks 30 - 200 ACM (CALGO) [114] Numeric function 11 
Cel 30 - 200 ACM (CALGO) [114] Numeric function 11 
El2 30 - 200 ACM (CALGO) [114] Numeric function 11 
Tanh 30 - 200 ACM (CALGO) [114] Numeric function 9 
Golden 30 - 200 ACM (CALGO) [114] Numeric function 9 
Tcas 141 Siemens [115] 
On-board aircraft  traffic collision avoidance 
system 
7 
Replace 512 Siemens [115] Performs pattern matching and replacement 5 
Grep 9089 SIR [115] Unix text-search utility 4 
Triangle 26 SIR [115] 
Classification program for isosceles and 
equilateral triangles 
3 
Flex 10124 SIR [115] Unix lexical analyser utility 3 
Printtokens 472 Siemens [115] Lexical analyzer 3 
Printtokens2 399 Siemens [115] Lexical analyzer 3 
Quadratic Unreported GNU Scientific [116] Calculates complex roots of quadratic equations 2 
Cubic Unreported GNU Scientific [116] Calculate complex roots of cubic equations 2 
Junit 1500 JUnit 5 [117] A unit testing framework 2 
Space 6199 SIR [115] An interpreter for an array definition language 2 
Gzip 5159 SIR [115]) Unix compression utility 2 
Sed 9289 SIR [115] Unix stream text editor utility 2 
Schedule 292 Siemens [115] Priority scheduler 2 
Schedule2 301 Siemens [115] Priority scheduler 2 
Totinfo 440 Siemens [115] Information measure 2 
Cal 163 Unix manual  [118] Prints a calendar for a specified year or month 2 
Comm 144 Unix manual  [118] Selects or reject lines common to two sorted files 2 
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Table II (Continued) 
Look 135 Unix manual  [118] 
Finds words in the system dictionary or lines in a 
sorted list 
2 
Sort 842 Unix manual  [118] Sorts and merges files 2 
Spline 289 Unix manual  [118] Interpolates smooth curve based on given data 2 
Uniq 125 Unix manual  [118] Reports or removes adjacent duplicate lines 2 
Count 42 Chris Lott’s website [119] 
Counts the number of lines, words, and characters 
in the named files. 
1 
Series 288 Chris Lott’s website [119] 
Prints the real numbers from start to end, one per 
line. 
1 
Tokens 192 Chris Lott’s website [119] 
Counts all alphanumeric tokens in inputs and 
prints their counts 
1 
Ntree 307 Chris Lott’s website [119] Implements the data structure of an n‐ary tree. 1 
Nametbl 329 Chris Lott’s website [119] 
Implements an abstract data structure of a symbol 
table, as well as its operations. 
1 
Select Unreported Num. Recipes [113] 
Finds the smallest element from an array of real 
numbers 
1 
Sin 99 [120] Computes the sine function 1 
Make 27,879 SIR [115] build utility 1 
NANOXML 7,646 SIR [115] XML parser 1 
Trisqure 168 SIR [115] 
Calculates the type and square of a triangle 
constructed. 
1 
Triangle2 41 SIR [115] Returns the type of triangle 1 
Median 20 Num. Recipes [113] Basic mathematical routines 1 
Remainder 48 [121] 
Checks if the remainder is zero or non-zero after a 
division 
1 
Variance 22 Num. Recipes [113] Basic mathematical routine 1 
BubbleSort 14 [121] Basic mathematical routine 1 
Encoder 65 Num. Recipes [113] Basic mathematical routine 1 
Expint 86 Num. Recipes [113] Basic mathematical routine 1 
Fisher 71 Num. Recipes [113] Basic mathematical routine 1 
Siena 6035 SIR [115] Wide-area event notification system 1 
DRUPAL 336,025 [122] Web framework 1 
BUSYBOX 189,722 [123] UNIX utilities 1 
LINUX 12,594,584 [123] Operation system 1 
GCD 55 Unreported Calculates the greatest common divisor 1 
LCM Unreported Unreported Calculates the least common multiplier 1 
Checkeq 90 Unix manual  [118] 
Reports missing or unbalanced delimiters 
and .EQ/.EN pairs 
1 
Col 274 Unix manual  [118] 
Filters reverse paper motions for nroff output for 
display on a terminal 
1 
Crypt 121 Unix manual  [118] 
Encrypts and decrypts a file using a user-supplied 
password 
1 
Tr 127 Unix manual  [118] Translates characters 1 
TextureAtlas 745 GitHub [124] 
Stores and manipulates multiple textures 
efficiently for graphics libraries 
1 
Chunkybar Unreported GitHub [124] 
Implements multi-piece progress bars used in 
bittorrent clients 
1 
PseudoLRU 384 GitHub [124] 
Implements the Least Recently Used (LRU) 
caching algorithm 
1 
QPHashMap 1097 GitHub [124] 
Hashmap data structure that uses quadratic 
probing to manage collisions 
1 
ISSTA Containers 2000 ISSTA Artifacts [125] Container classes 1 
Java Collections 1.6 22000 Oracle [126] Java’s collection library 1 
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Table II (Continued) 
ASM 3.1 40000 Mavem repository [127] 
A Java bytecode manipulation and analysis 
framework 
1 
Apache Ant 1.7.1 209000 Apache [128] A Java-based build tool 1 
CCoinBox 120 Codeforge [129] Library that simulates a vending machine 1 
Calendar 287 Codeforge [129] Library for calendar operation 1 
Stack 420 Sourceforge [130] Microsoft C# library for stack operation 1 
Queue 201 Codeforge [129] Microsoft C# library for queue operation 1 
WindShieldWiper 233 Codeforge [129] Library that simulates a windshield wiper 1 
SATM  197 Codeforge [129] Library that simulates an ATM 1 
BinarySearchTree 588 Sourceforge [130] Library for binary search tree algorithms 1 
RabbitAndFox 770 Sourceforge [130] Program that simulates a predator-prey model 1 
WaveletLibrary 2406 Codeplex [131] Library for wavelet algorithms 1 
BackTrack 1051 Sourceforge [130] Library for backtracking algorithms 1 
NSort 1118 Codeproject [132] Library for sorting algorithms 1 
SchoolManagement 1726 Sourceforge [130] Program for managing school activities 1 
EnterpriseManagement 1357 Sourceforge [130] Program for managing enterprise business 1 
ID3Manage 4538 Sourceforge [130] 
Library for reading and writing of ID3 tags in 
MP3 files 
1 
IceChat 71000 Codeplex [131] 
Program that implements an IRC (Internet Relay 
Chat) Client 
1 
CSPspEmu 406808 Github [124] 
Program for a PSP (PlayStation Portable) 
emulator 
1 
Poco-1.4.4: Foundation 149547 Github [124] 
Library that contains a platform abstraction layer 
and a large number of useful utility classes 
1 
Linear.ConjugateGradient 107 Commons [133] 
An implementation of the conjugate gradient 
method 
1 
Linear.DefaultFieldMatrixChang
ingVisitor 
18 Commons [133] Default creation of custom visitors for matrix 1 
Linear.EigenDecomposition 344 Commons [133] 
Calculates the eigen decomposition of a real 
matrix 
1 
Analysis.function.Abs 8 Commons [133] Absolute value function 1 
Analysis.function.Gaussian 81 Commons [133] Gaussian function 1 
Analysis.function.HarmonicOsci
llator 
58 Commons [133] Harmonic oscillator function 1 
Analysis.function.Sigmoid 58 Commons [133] Sigmoid function 1 
Analysis.function.Minus 10 Commons [133] Minus function 1 
Math.geometry 340 Commons [133] 3D calculation 1 
Math.util 1161 Commons [133] Mathematic functions 1 
lang 4276 Commons [133] Basic utility 1 
lang.text 1475 Commons [133] Text processing 1 
Collections.list 823 Commons [133] A container structure 1 
Action_Sequence 2477 EiffelBase [134] 
Creates a sequence of actions to be performed on a 
call 
1 
Array 1208 EiffelBase [134] 
Creates sequences of values of the same type 
which are accessible through integer indices 
1 
Arrayed_List 2164 EiffelBase [134] Implements Lists using resizable arrays 1 
Bounded_Stack 779 EiffelBase [134] 
Implements Stacks with a bounded physical size, 
using arrays 
1 
Fixed_Tree 1623 EiffelBase [134] 
Creates trees where each node has a fixed number 
of children 
1 
Hash_Table 1791 EiffelBase [134] 
Stores and retrieves items identified by unique 
keys 
1 
Linked_List 1893 EiffelBase [134] Creates a sequential, one-way linked lists 1 
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Table II (Continued) 
String 2980 EiffelBase [134] 
Sequences of 8-bit characters, accessible through 
integer indices 
1 
LockfreeList 330 [135] typical lock-free concurrent list class 1 
OptimisticList 220 [136] A lock-based concurrent list class 1 
LazyList 200 [137] A lock-base concurrent list class 1 
SimpleQueue 93 [138] A simple locked-based concurrent queue class 1 
RingQueue 108 GitHub [139] A concurrent ring queue class 1 
LockfreeQueue 173 [138] A lock-free concurrent queue class 1 
MSQueue 160 [138] A lock-free concurrent queue class 1 
BackoffStack 205 [140] A concurrent stack class 1 
LockBasedHashTable 534 GitHub [141] A concurrent hash table class with striped locks 1 
Bluetooth Unreported [31] A Bluetooth application for file sharing 1 
Contact Unreported [31] Management of user contact 1 
SMS Unreported [31] SMS client for sending and receiving SMS 1 
Bluetalk Unreported [31] VOIP Bluetooth application 1 
Dialer Unreported [31] Make and answering calls 1 
Browser Unreported [31] Mobile Web Browser for surfing the Internet 1 
 
Therefore, the programs that are listed at the top of the table 
represent the most used among subject programs in the 
ART literature. 
Out of the total number of ART studies considered for 
this review, only 38.5% (42 out of 109) have utilized real 
programs in their empirical evaluation. The results in Table 
II include subject programs from the ACM’s collected 
algorithms (ACM CALGO) [114] and the Numerical 
Recipes book (Num. Recipes) [113], Software-artifact 
Infrastructure Repository (SIR) [115, 142], Siemens suite of 
programs (Siemens) [143] [115], Unix manual [118], GNU 
Scientific Library [116, 144], Apache Commons library 
(Commons) [133], EiffelBase library (EiffelBase) [134], 
ACM International Collegiate Programming Contest (in 
short as ACM-ICPC) programs [145], programs from 
Christopher Lott’s website  [119].  
In total, we identified 123 different subject programs. A 
large number of them are written in C/C++ (53.6%) and 
Java (28.5%), with reported sizes that range from 8 to 
406,808 lines of code. From the literature we obtained, the 
extremely large sized subject programs shown in the table 
were used by Chen et al. [72], where they tested various 
units (classes) of the programs with ART instead of testing 
the programs in entirety. Again, we found that the first 12 
programs as shown in Table II,  have been extensively 
applied by most ART studies that utilize real programs; all 
of which are programs from the Numerical Recipes book 
[113]. The 12 programs are simple real programs initially 
used by Chen et al. [27]. These programs involve numerical 
computations which were originally written in C, consist of 
between 30 to 200 lines of codes. From the table, the 
maximum number of times that a subject program has been 
used in empirical studies is 15, and there are a few 
programs with a high number of uses; whiles most of the 
programs have been used once. 
B. RQ2: VARIATIONS OF ART METHODS AND THEIR 
CHARACTERISTICS FOR NUMERIC PROGRAMS 
ART is an enhanced form of RT, which improves the fault 
detection effectiveness of classical RT by imposing some 
additional criteria on the test inputs selection process. ART 
maximizes diversity by distributing the test cases evenly 
over the input domain [27, 76]. The evenly spread of 
random test cases over the whole input domain allows 
finding faults through fewer test cases than with purely 
random testing. As there are many possible ways to 
implement the concept of “even spread”, a great number of 
ART methods have been proposed which provide diverse 
algorithms to address the “even spread” intuition. The 
various ART methods have different levels of performance 
depending on the cost of randomly generating an input, the 
cost of generating or selecting an input as a test case for 
that particular ART algorithm, the program execution time, 
the failure rate, or the failure patterns of the program under 
test. These methods attempt to maintain the benefits of 
random testing while increasing its effectiveness. These 
proposed ART methods achieve even spread either through 
a distance-based selection of candidates [27, 41], restriction 
of certain regions [34], partitioning of input domain [146], 
or other approaches that achieve diversity in input selection 
[40]. Empirically, studies [76], [31] show that the concept 
of even spread of the ART algorithms contributes to an 
improvement of 40% to 50% in failure-detection 
effectiveness over RT, which is close to the theoretical limit. 
Although ART has shown to be able to improve the fault 
detection effectiveness of RT it requires additional 
computational overhead in generating test cases, as larger 
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previously executed test cases consequently reduce 
efficiency [60]. In this regard, researches into ART have 
yielded three overhead reduction strategies: filtering [147], 
mirroring [148] and forgetting [149], all of which reduce 
the computational costs associated with the ART algorithm. 
However, further researches to increase the efficiency ART 
have revealed other overhead reduction strategies. 
Efforts to improve on the failure-detection effectiveness 
of ART and to reduce its overheads have resulted in the 
proposition of several ART methods. To answer the 
research question for this subsection (RQ2), we have 
classified the various ART methods that typically have 
notions to achieve an even spread of test cases, into 
distance/selection-based, exclusion-based, partition-based, 
and alternative-based methods, as illustrated in Figure 8. 
This classification is similar to the way we categorized the 
selected papers that propose ART methods for this review 
in Section III-E above. All ART methods have the 
characteristics of randomness in test cases selection and 
ensuring even spread of test cases within the input domain. 
The distance-based methods compute the maximum of all 
minimal distances between test case candidates and all 
previous test cases. The exclusion-based methods restrict 
regions in selecting test candidates as the next test cases. 
Although the exclusion-based methods utilize distance 
strategy, we classify them based on their definition of 
restricted regions within the input domain. The partition-
based methods partition the area of the input domain and 
sample the next test cases from the partitions. While, the 
alternative-based methods employ strategies like [150, 151], 
that are based on different concepts from distance, 
exclusion, and partitioning in generating test cases. 
 As part of the requirements of the research question 
(RQ2), this section reviews ART methods under each 
category that have been proposed with a focus on their 
motivation and description. 
 
Distance-based 
Methods
(Best Candidate Selection)
Exclusion-based 
Methods
(Restrictions)
Partition-based 
Methods
(Divisions)
Alternative-based 
Methods
(Generic Algorithms)
Classification of ART Methods
(Based on the notion of even spread of test cases)
 
FIGURE 8.  Classification of ART Methods. 
 
1) DISTANCE-BASED ART METHODS 
ART methods that fall under this category (also referred to 
as Selection-based ART methods), generally select 
candidate test cases and compute distances to or from them. 
Distance-based ART methods select the next test case from 
a set of candidates (candidate set generated randomly each 
time), by employing a distance criterion between the 
candidate cases and all the already executed test cases (i.e., 
test cases that have not revealed a failure).  
The first and most extensively studied distance-based 
ART method, the Fixed Size Candidate Set ART (FSCS-
ART), was proposed by Chen et al. [27, 41]. FSCS-ART 
was proposed based on Mak's original investigation into the 
strategy of maximizing minimum distances (max-min 
distance) among test cases [47]. Hence, FSCS-ART method 
is sometimes referred to as Distance-based ART (D-ART), 
as we have adopted for this category of ART methods. The 
method applies the basic ART algorithm as provided in 
Algorithm 1, and was motivated by the need to improve on 
the failure detection capability of RT. The algorithm of 
FSCS-ART selects test cases based on a max-min distance 
criterion or maximizing sum of distances (max-sum 
distance criterion) among test cases. The FSCS-ART 
process is illustrated in Figure 2 above 
FSCS-ART algorithm has been commonly applied to 
numeric programs using the Euclidean distance metric, 
since finding the difference between similar primitive 
values is simple. To enhance the application of ART to 
other programs inputs—non-numerical inputs e.g., Boolean, 
strings, objects, arrays, structs, events, and other kinds of 
container data structures, etc—several researchers have 
applied the FSCS-ART algorithm with varying distance 
metrics. For instance, some works used the category-choice 
metric [42],[79],[66] to measure the distance between two 
inputs using their functionality triggers; uncovered 𝑡-wise 
combinations distance metric [105], [106] for determining 
dissimilarity for test inputs of the combinatorial test spaces 
(i.e., for inputs consisting of parameters, respective values, 
and constraints on value combinations); static and dynamic 
metrics [111] for concurrent data structures, and coverage 
metric [75], [78], [71] which utilize coverage information. 
On the other hand, Ciupa et al. [104], [28] introduced the 
ARTOO metric to compute distances between arbitrary 
objects in the algorithm of the ART. Despite its ability to 
support the full automation of applications in ART (e.g. 
AutoTest), the ARTOO metric has exponential calculation 
time (i.e., time complexity); hence, Simplified Object 
Distance Metric[108] and Centroid-based metric [73] were 
proposed to address the limitation. A generic distance 
metric that has also been applied to the original ART is the 
Object and Method Invocation Sequence Similarity 
(OMISS) metric, which uses semantic information (class 
information and input structure) to construct and calculate 
distances.  
Although the original FSCS-ART is effective and has 
several variations, it has some limitations. For example, the 
computation in applying the distance criterion may be quite 
expensive, especially when the number of executed test 
cases increases [67]. Attempts to alleviate some pitfalls of 
the original FSCS-ART algorithm by employing various 
distance-based intuitions with varying motivations has 
contributed to the proposal of a number of ART methods in 
this category. The following are other Distance-based ART 
methods which are categorized based on similar 
motivations for their proposal. 
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Distance-based ART Methods to Investigate and Improve 
on Effectiveness:  
Chen et al. introduced two additional versions distance-
based ART [43]: Universal Candidate Set (UCS ART) and 
Growing Candidate Set (GCS-ART). The UCS ART 
method was focused on determining whether the difference 
in the F-measures between FSCS and RT was actually due 
to some discrepancies. The method discards a pool of 
randomly selected test candidates if all test cases in the pool 
are not failure-causing and selects a new test pool. Despite 
the fact that the exact same random test cases were used, 
UCS-ART had F-measures lower than those of RT. 
Improvements were generally smaller than with FSCS-ART. 
The GCS ART was introduced to make better use of the 
generation effort of FSCS-ART by retaining unselected 
candidates for later selection. The approach uses a 
candidate set that grows linearly in size as unselected 
candidates are kept for later rounds of selection, instead of 
discarding them. He found the effectiveness of this method 
to be a little inferior to FSCS-ART. 
To enhance the spread of test cases more evenly than D-
ART [47] in order to improve effectiveness, Mayer and 
Schneckenburger [152] introduced the Continuous 
Distance-based ART (C-D-ART). The test case generation 
algorithm of their approach was similar to that of D-ART 
apart from the way they computed distances. They modified 
the distance computation in D-ART such that all points 
within the input domain have virtually the same number of 
neighbors to achieve a better even spread of the test cases. 
Instead of computing distances just within the input domain, 
they regarded the input domain as virtually continuous, 
such that the opposite borders are directly adjacent to each 
other. Their approach provided better effectiveness than RT; 
however, its effectiveness depended on the dimensionality 
of the input domain. 
An investigation to determine how the distribution of test 
cases correlates with the failure-detection effectiveness of 
an ART algorithm was carried out by Chen et al. [153]. In 
their work, they proposed an ART method based on 
Distribution Metrics (DM-ART), which primarily applies 
discrepancy and dispersion as selection criteria for test 
cases in ART. Discrepancy and dispersion are common 
metrics used for measuring the even distribution of sample 
points. A low discrepancy and low dispersion, not in 
isolation, provides an indication that sample points are to 
some extent evenly distributed, which implies an even 
spread of test cases [153]. These distribution metrics have 
not only been employed to measure and compare the even 
distribution of various ART algorithms but also they have 
recently been adopted as criteria for the generation of test 
cases with the aim of improving the even distribution of test 
cases and the fault detection capability of ART [37, 154]. 
Simulations and empirical results showed that the DM-ART 
not only improves the evenness of test case distribution but 
also enhances the failure detection capability of ART. 
In a bid to investigate whether the application of Path 
Coverage information into ART can improve the 
effectiveness of test case selection process, Sinaga et al. 
[155] introduced the Path Coverage for ART (PC-ART) 
method. PC-ART computes the distance between test cases 
by using Path Coverage information (Branch coverage). 
From their experimental results, they concluded that path 
coverage information is good for defining distances 
between test cases in ART methods. In addition, PC-ART 
was found to be stable and significantly outperformed RT 
in terms of effectiveness.  
 
Distance-based ART Methods for Edge Preference 
Reduction:  
FSCS-ART has been found to have a bias of selecting 
test cases which are close to the edge of the input domain 
(referred to as edge preference), which is also referred to as 
the “boundary effect” [4], [42, 88, 156]. Such a bias may 
result in an uneven distribution of test cases, which affects 
the failure detection effective of the method. Enhanced 
DART [157] is a concept that reduces the boundary effect of 
distance-based ART methods by introducing virtual images 
of successful test cases around the input domain. The 
method uses the closest images (effective images) to the 
candidate test cases in distance computations. The method 
ensures that the preference of selecting test cases close to 
the boundary no longer exists in distance-based ART 
methods. Chen et al. [158] proposed a new approach, 
namely ART with Dynamic Non-uniform Candidate 
distribution (ART-DNC) to reduce the boundary effect of 
FSCS-ART. In their method namely FSCS-ART-DNC, the 
candidate case generation process was no longer conducted 
using a uniform distribution but was based on a dynamic 
non-uniform test profile. They selected one particular test 
profile and integrated such a profile with the test case 
identification process of the FSCS-ART algorithm. Their 
simulation studies showed that using the reduction of the 
preference for selecting test cases which are close to the 
edge of the input domain can significantly improve the 
effectiveness of the original ART algorithms. 
Geng and Zhang [156] also introduced the algorithm of 
Circling FSCS-ART to enhance on the performance of 
FSCS-ART, as the algorithm of FSCS-ART was found to 
be more inclined to generate test cases on the boundary of 
the input domain. The algorithm of Circling-FSCS-ART 
mainly changes the bounded input domain into an 
unbounded one. Simulation results showed that the 
algorithm significantly reduces the boundary effect; thus 
improving failure detection effectiveness. 
 
Distance-based ART Methods to Improve Effectiveness in 
High Dimensional Input Domains:  
The work of Chen et al. [77] proves the probability of 
ART methods deteriorating in effectiveness for higher 
dimensions of the input domains. Some Distance-based 
ART methods have been proposed to mainly improve the 
fault-detection effectiveness of FSCS-ART for high 
dimensional input domains. Kuo et al. [58, 159] proposed 
an enhancement to FSCS-ART for high dimensional input 
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domains. Their method applied FSCS-ART with an 
eligibility filtering process to ensure diversity of test cases 
in terms of parameters of the inputs. To use the method, the 
tester needs to set two parameters to control the eligibility 
criterion during the test process. The slight bottle-neck is 
the determination of appropriate parameters. The results of 
the simulation they performed showed that the method 
improves FSCS-ART in high dimensional cases, especially 
in situations that program failures depend on part of the 
input parameters. Kuo et al.[87] also proposed a variant of 
FSCS-ART, named Inverted FSCS-ART, which improves 
the fault detection effectiveness of FSCS-ART by inverting 
the edge/center distribution of FSCS-ART test cases. Their 
algorithm does not alter the test case selection process of 
FSCS-ART, but uses a linear function to map the selected 
test cases from the edge to the center region and vice versa 
before executing them. Their simulation results showed that 
inverting the test case distribution of FSCS-ART (which are 
normally edge-biased [77]) increases the chances of 
detecting the failure region. 
 
Distance-based ART Methods for Computational Cost 
Reduction:  
In an attempt to reduce the high distance computation 
requirement of FSCS-ART whiles maintaining wide 
spreading of test cases, Chan et al. [67] later introduced the 
Centre-of-Gravity (C.G.) constraint approach. Their method 
reduces the number of distance measures by introducing 
test candidates that are randomly generated from ART 
together with candidates from the C.G. constraint by a 
probability distribution. They realized that 
straightforwardly applying the C.G. constraint on the test 
candidates will result in black-hole effect [67], where future 
candidates that are chosen will be those close to the center-
of-gravity of the input domain. Even though their approach 
aimed at improving computation cost, their empirical 
results also showed a slight improvement of 11% in failure 
finding effectiveness in addition to a significant 
improvement of 26% in computational cost than FSCS-
ART.  
Geng and Zhang [156] introduced a variant of the FSCS-
ART algorithm named Descending distance FSCS-ART (D-
FSCS-ART), which provided a reduced distance 
computation as compared to FSCS-ART. Their algorithm 
selects the next candidate test case by calculating the 
distance only on X-axis between the candidate test case and 
the elements at the index. Their simulation results showed 
that, without affecting the effectiveness, their approach 
reduces the number of distance computations in selecting 
the next test case.  
 
2) EXCLUSION-BASED ART METHODS 
This category of ART methods attempts to capitalize on the 
failure region contiguity, by using various intuitions that 
restrict certain regions of the input domain to achieve the 
‘‘even spreading” of test cases. Exclusion-based ART 
methods achieve an even distribution of test cases by 
excluding regions close to previously executed test cases 
and randomly selecting new test cases away from these 
previously executed test cases. Although ART methods that 
fall within this classification also compute distances in their 
strategies, their classification as Exclusion-based is based 
on their basic use or definition of exclusion regions in their 
algorithms to attain diversity of test cases.  
Restricted Random Testing (RRT) which was proposed 
by Chan et al. [33, 34] is the first exclusion-based ART 
method. The main motivation to its proposition, like any 
other ART method, was the intuition that, by incorporating 
additional information into the test case selection or 
generation process, it should be possible to improve the 
testing results of RT [160]. The method defines exclusion 
regions around all previous test inputs in the input domain 
and randomly generates test candidates one by one from the 
domain until a candidate falls outside of all excluded 
regions. This candidate is then selected as the next test case. 
All exclusion regions have an equal size, and the size 
decreases with successive test case executions. The 
exclusion regions normally have the shape of either a 
circular or square for a 2-dimensional input domain [34]. 
They confirmed the correctness of the intuition with 
experimental results – in the experiments, the RRT method 
significantly outperformed RT (on some occasions, by up to 
80%) [34]. Although the use of simpler exclusion regions 
(e.g. squares) would make the calculation of exclusion 
relatively trivial, it was found that the best failure-detection 
performance was obtained when circular regions were used 
[34]. Therefore, exclusion algorithms normally calculate 
using circular exclusion regions. 
Various researchers have attempted to employ several 
intuitions of exclusion with varying motivations, which has 
resulted in the proposition of some variations of Exclusion-
based ART methods. Below are descriptions of other 
Exclusion-based ART methods, which are categorized by 
the similarity of motivations for their proposal. 
 
Exclusion-based ART Methods to Investigate and 
Improve on Effectiveness:  
To enhance the spread of test cases more evenly than 
RRT in order to improve effectiveness, Mayer, and 
Schneckenburger [152] also introduced the Continuous 
RRT (C-RRT), apart from their C-D-ART discussed above. 
Their approach was similar to that of RRT apart from the 
way they computed distances. They modified the distance 
computation in RRT such that all points within the input 
domain have virtually the same number of neighbors to 
achieve a better even spread of the test cases. In computing 
distances within the input domain, they regard the input 
domain as virtually continuous such that opposite borders 
are directly adjacent to each other. Their approach provides 
better effectiveness than RT; but, its effectiveness depends 
on the dimensionality of the input domain (i.e. its 
effectiveness may be affected by certain irregular 
dimensions of input domains). 
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Exclusion-based ART Methods for Edge Preference 
Reduction:  
For RRT, candidates close to the boundary of the input 
domain have a higher chance to be outside all exclusion 
regions than those close to the center. Enhanced RRT [157] 
is an innovative concept that reduces the boundary selection 
candidate tests of RRT by introducing virtual images of 
successful test cases. Its algorithm only checks whether the 
candidate is outside the exclusion region of the closest 
image. The method reduces the boundary selection of test 
cases. Similar to ART-DNC discussed above, Chen et al. 
[158] proposed a variant of the RRT algorithm and used it 
to reduce the edge preference of test case selections. Their 
investigation of the frequency distribution of tests generated 
by RRT, showed that points located at the boundaries of the 
input domain had higher probabilities of being selected as 
test cases than those around or close to the center of the 
input domain. Their proposed method RRT-DNC also 
generates test candidates using a dynamic non-uniform test 
profile. They integrated their test profile with the test case 
identification process of the RRT algorithm. Their 
algorithm reduced the edge preference in test case 
generation and showed better fault detection capabilities in 
contrast with the original RRT. The  
 
Exclusion-based ART Methods for Non-homogeneous 
Inputs:  
As RRT imposes a uniform exclusion zone that is 
centered on each executed test case (eg., circular in 2D), its 
application to programs whose input domains are less 
homogeneous (eg., not square in 2D), may result in an 
unanticipated bias of the exclusion region. In addition, the 
value of Max R (the optimal value for the Target Exclusion 
Ratio) is not easily estimated when the input domain is 
considerably disproportionate. Chan et al. [161] 
incorporated a normalizing feature into the RRT to produce 
the Normalized RRT (NRRT) Method. The method defines 
an exclusion zone that is scaled to the shape of the non-
homogeneous input domain around each non-failure-
causing test case. NRRT alleviated the potential difficulty 
in defining exclusion regions within non-homogeneous 
input domains and facilitated the prediction of Max R. 
 
Exclusion-based ART Methods for Rigidity Reduction to 
RRT:  
Some researches [162, 163] argued on the rigidity of 
RRT in discarding all test cases within the exclusion 
regions. They argued that some of the discarded test cases 
may detect software failures. ART by Exclusion through 
Test Profiles (ART-ETP) was proposed by Liu et al. [162, 
164] to minimize the rigidity of RRT in discarding all test 
cases within exclusion regions. ART-ETP simply selects test 
cases using a well-designed test profile. The method assigns 
a zero probability value to all executed test cases; but 
assigns certain degrees of probability values to all other 
points that are potential candidate test cases, according to 
their proximity to the executed test cases. From the 
experiments they performed [162], it was evident that ART-
ETP provided reduced computation overhead as compared to 
RRT, although the method did not omit any program input 
that may be failure-causing. Their results also showed 
higher performance in failure-detection effectiveness, as the 
method spread test cases more evenly. A major 
disadvantage of this method is that it exhibits an uneven 
distribution of test case for high dimensions of input 
domain. In addition, it exhibits better performance only 
with a single test profile. Chan et al. [163] also introduced 
the Probabilistic ART (PART) method aimed at minimizing 
the rigid or strict exclusion of RRT. Their approach 
included all regions of the input domain in the generation of 
test cases, but with a bias. They generated test cases even 
within restricted regions but with proportionately less 
probability of being selected than test cases further away. 
Though their method achieved the generation of test cases 
from all regions of the input domain, its performance was 
not very impressive as compared to RRT. The method 
requires further investigations, especially pertaining to the 
choice of values for its control parameters [163]. 
 
Exclusion-based ART Methods for Computational Cost 
Reduction:  
Though RRT provides very high failure-detection 
effectiveness in terms of F-measure, it incurs some 
computational costs in its restriction algorithm [85], [149]. 
For each acceptable candidate test case, it is possible that 
several attempts at generating test case outside an exclusion 
region will have failed. Chan et al. [147] introduced an 
ART method that employs the filtering strategy namely 
ART with filtering, to reduce the overheads associated with 
the generation of an acceptable test case while maintaining 
the failure-detection effectiveness of the basic ART 
methods. They defined a bounding region around a 
candidate test case to filter the previously executed test 
cases and calculated the distances only from the candidate 
to those executed test cases inside the bounding region. 
Their method attained significantly reduced computational 
overheads as compared to most basic ART methods. 
Although this filtering approach employs distance 
computation, the definition of a bounding region to restrict 
some test cases formed the basis for its classification as 
Exclusion-based ART method. Chan et al. [149] also 
proposed the RRT with forgetting strategy to retain much or 
all of the failure-revealing effectiveness in addition to the 
reduction of overhead costs of RRT. Instead of utilizing all 
previously executed test cases in the test case generation 
algorithm, forgetting evaluates only a subset of the 
executed set when selecting the best candidate. They 
proposed three forgetting schemes: Random forgetting; 
Consecutive retention; and Restarting. All three schemes of 
the forgetting strategy reduce computational overheads; 
however, they do not consider the locations of candidates 
and test cases. Therefore the wrong choice of test cases for 
the limited number of executed test set in the restriction 
algorithm may adversely affect its performance on some 
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subject programs. Moreover, forgetting information about 
some previously executed test cases in test cases selection 
slightly deviates from the main idea of the ART technique 
[27, 76].  
A very recent work by Ackah-Arthur et al. [165] that 
adopts the notion of exclusion, was aimed at minimizing 
the computation overhead of ART methods. They 
constructed a new version of ART that considers the 
distribution of test candidates spatially. Their method 
referred to as the Candidate Exclusion ART (CE-ART), 
provides flexible exclusion zones around candidate test 
cases. Their method restricts distance computations from a 
candidate to only previously executed test cases that reside 
within its exclusion zone in order to select the farthest 
among them. The method also selects candidates with 
empty exclusion zones directly as inputs. Their 
experimental results indicated that CE-ART provides 
significantly low computation overheads whiles 
maintaining comparable failure detection effectiveness. 
 
3) PARTITION-BASED ART METHODS 
ART by partitioning is another typical notion to evenly 
spread test cases and is inspired by partition testing [54]. 
Methods in this category referred to as Partition-based ART 
methods use a rather different intuition—in the sense that, 
they partition the input domain and sample from partitions 
obtained to achieve even spread of test cases; therefore they 
employ the strategy of Proportional Sampling [56]. In 
generating test cases from respective partitioned regions, 
Partition-based ART methods can either randomly select 
[146], or use a distance-based ART algorithm (eg. FSCS) 
[39, 154, 166], or use an exclusion-based ART algorithm 
(eg. RRT) [35, 37, 167]. Therefore this category of ART 
methods can also be referred to as the “hybrid” category, as 
they mostly involve methods that combine other notions in 
order to increase performance. Even though ART methods 
that fall in this classification can combine other strategies 
like the distance, and exclusion strategies in their 
algorithms, their classification as Partition-based methods is 
however based on the use of partitioning in their algorithms 
to attain diversity of test cases.  
In 2004, Chen et al. [146] proposed the first Partition-
based ART, namely ART through Dynamic Partitioning 
(ART-DP). Since then there has been an explosion of work, 
applying partitioning strategies in a wide range of ART 
approaches. The strategy of Chen et al. [146] was part of 
efforts to reduce the computational time of ordinary ART in 
order not to outweigh the advantage of performing fewer 
tests; especially in situations where the cost of test selection 
is less. They defined two main schemes of methods: ART by 
Bisection (ART-B) and ART by Random Partitioning 
(ART-RP). ART-B bisects the longest coordinate of the 
input domain to obtain equally-sized partitions. The method 
randomly generates a test case from each partition and 
iteratively subdivides all partitions into halves once all 
partitions contain test cases. On the other hand, ART-RP 
samples a test case based on the proportional size of region 
area to the whole input space. The method iteratively 
partitions the input domain using the previously executed 
test cases themselves (that is, dividing a region by drawing 
perpendicular lines on the location of the most recently 
executed test case within the input space) and then chooses 
the maximum-sized region to randomly generate the next 
test case. Although it avoids distance computations, ART-
RP has to search through the whole input domain for the 
largest sub-domain to generate the next test case, and this 
presents a slight overhead especially when the number of 
sub-domains increases. Generally, as ART-DP algorithms 
do not involve distance computations and many 
comparisons, their time costs are low compared to those of 
other ART approaches; but at the cost of lower failure 
detection capabilities, especially for strip and point failure 
patterns. Attempts to utilize the continuity of failure regions, 
by employing several intuitions of partitioning with 
different motivations, has led to the proposition of other 
Partition-based ART methods by various researchers. These 
proposed methods normally provide improvements to the 
schemes introduced by ART-DP. The following are 
descriptions of the proposed Partition-based ART methods 
which are categorized based on similar motivations for their 
proposal. 
 
Partition-based ART Methods for Enhancing the 
Effectiveness of ART-DP:  
Some Partition-based ART methods were mainly 
proposed to improve upon the first Partition-based ART 
algorithms, in terms of failure-detection effectiveness. Such 
methods include ART by Bisection and Localization, and 
ART by Bisection with Restriction, both of which were 
introduced by Mayer [168]. His motivation was to provide 
a modification of the ART-B that can improve its failure-
detection effectiveness without affecting its computational 
efficiency. The algorithm of ART by Bisection and 
Localization combined ART by Bisection with the principle 
of localization using either D-ART or RRT. The algorithm 
selects the next test case from “empty” regions of the 
partition using D-ART or RRT, where it only performs the 
distance computations with “neighboring” previously 
executed test cases. When RRT is used, the algorithm 
rejects a randomly chosen test candidate if the distance to 
one of its neighboring regions is not greater than the radius 
of exclusion. When D-ART is used, the algorithm selects 
fixed-sized test candidates from an “empty” region of the 
partition and chooses the candidate with the maximum of 
all minimal distances to neighboring previously executed 
test cases as the next test case. Although his algorithm 
required only a linear number of distance computations in 
order to detect a fault, the method significantly improved 
the failure detection effectiveness of ART-DP. On the other 
hand, the ART by Bisection with Restriction algorithm 
combined ART by Bisection [146] with the notion of 
homogeneous restriction [33, 34]. Using the idea of 
restriction, the algorithm begins as ART by Bisection, 
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except that it also selects test cases from homogeneous 
restricted sub-domains. The algorithm is simple and it does 
not require any distance computation at all in its test case 
selection process. Results of simulations showed that the 
algorithm provides improved failure-detection effectiveness 
as compared to ART-B. Also, its effectiveness can be 
compared to D-ART and RRT. Another partition-based 
approach to improving the failure detection capability of 
ART-B is the ART-B by Flexible Partitioning strategy and 
Candidate Strategy (B-ART-FPCS), which was introduced 
by Mao and Zhan [169]. In the B-ART-FPCS algorithm, 
two partitioning strategies were implemented: (1) Flexible 
partitioning strategy, designed to extend the splitting line 
(or plane) farther away from the test case within the region 
being bisected. (2) Candidate strategy, designed to select 
an appropriate candidate that has a greater boundary 
distance as the next test case. Although their method 
presented high test case generation time due to the 
additional computation about splitting coefficients of 
dimensions and boundary distances of candidates, their 
simulation analysis confirmed a linear-order time 
complexity of BART-FPCS. From the results of their 
simulation analysis, the B-ART-FPCS algorithm exhibited 
stronger failure detection effectiveness than the original 
ART-B algorithm in most cases. 
Mayer [35] later proposed another enhancement method 
particularly to improve the failure-detection effectiveness 
of ART-RP (a method scheme of ART-DP), using the 
strategy of restriction. The method, referred to as Restricted 
ART by Random Partitioning, iteratively subdivides the 
largest region of the input domain using the location of a 
newly generated test case. Instead of selecting test cases 
from sub-regions of the input domain just like in ART-RP, 
the method rather chooses from restricted versions of these 
regions. His simulation study showed that the method can 
better detect failure and presents similar runtime as 
compared to ART-RP. Another effective improvement to 
ART-DP is ART by Two-Point Partitioning (ART-TPP) 
proposed by Mao [36]. His method partitions the current 
maximum-sized region using the midpoint of two previous 
test case locations (points) in the region instead of on a 
single point (as employed by ART-RP). The method first 
generates a point randomly, and then picks out the second 
point from a candidate set using the farthest distance 
criterion. Simulation analysis performed showed that ART-
TPP was generally better in failure detection effectiveness 
than ART-RP but worse than ART-B, although its 
algorithm was more stable. From our evaluations of the 
study, further research must be performed to validate its 
findings as the work considered only two-dimensional input 
domain to perform its simulation analysis. 
 
Partition-based ART Methods to Eliminate Closeness of 
Test cases in ART-DP:  
Liu et al. [164] argued about the limitations of ART-DP 
algorithms, as they highlighted the possibilities of 
generating test cases that are close to each other. They, 
however, introduced two methods that improve on the 
limitations of the different ART-DP method schemes using 
a well-designed test profile. They proposed the ART by 
Random Partitioning through Test Profiles (ART- RPTP) to 
improve the limitations in test case selections of ART-RP. 
In their algorithm, the farther away a point within the 
largest partition is from the already executed test cases, the 
more priority it has to be selected as a test case, and the 
points inside all other partitions should have no chance to 
be selected as test cases. They also proposed the ART by 
Bisection through Test Profiles (ART-BTP) to similarly 
improve on the limitations of test case selections of ART- B. 
In their algorithm, the farther away a point inside an empty 
partition is from the boundaries, the more priority it has to 
be selected as a test case; and, all points inside non-empty 
partitions have no chance to be selected as test cases. The 
use of priorities ensured that generated test cases were not 
close to each other. Experimental results showed that the 
approaches of Liu et al. [164] provide higher failure-
detection capability than both ART-RP and ART-B due to 
the elimination of their test case closeness limitations. 
 
Partition-based ART Methods for Computational Cost 
Reduction:  
Other partition-based approaches have also been 
introduced that seek to mainly improve the computational 
cost of ART whiles maintaining comparable failure-
detection effectiveness to the classical ART algorithm. 
Chen et al. [167] introduced one of such approaches 
referred to as ART by localization. Their method localizes 
the test case generation region and previous test cases 
within the region and then generates the next test case from 
the restricted test case generation region using D-ART or 
RRT. However, their method had the limitation of 
identifying previous test cases located on the vertices of test 
case region as nearby executed test cases; some previous 
test cases may also be close to the edges of the test case 
generation region. Empirical results showed that in addition 
to attaining a comparable fault detection capability to those 
of other ART methods, their method showed a more 
reduced computational cost. ART through Iterative 
Partitioning (IP-ART) [49] is another method proposed to 
reduce computational costs. IP-ART uses partitioning to 
identify a region that is far apart from all previously 
executed test cases, to generate the next test case. IP-ART 
generates totally new and finer partitions of the entire input 
domain when no distant partitions are available to generate 
test cases from. In the algorithm of IP-ART, the overheads 
in terms of the cost of repartitioning the input domain and 
location of regions within the partitions are reduced, as it 
divides the whole input domain into equally sized grid cells 
and locates regions using the grid coordinates; thus 
significantly reducing its time complexity. Chow et al. [37] 
also proposed the ART of Divide and Conquer, which 
bisects the input domain into smaller equal sized sub-
domains. Their algorithm then generates the same number 
of test cases inside each sub-domain; while using a 
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threshold to limit the computational growth when a large 
number of previously executed test cases are involved. 
However, the limitation of their method was the difficulty 
in determining the threshold. Although the approach 
provided improved computational costs, its efficiency 
depended on the value of the threshold. On one hand, the 
algorithm does not significantly reduce the computational 
cost is not significantly reduced if the threshold is set to be 
too high. On the other hand, if the threshold value is too 
small, the overall process will result in the domination of 
the input domain by many sub-divisions. Sabor and Thiel 
[170] also introduced the ART by Static Partitioning, which 
partitions the input domain into equilateral cells and uses 
coloring techniques to color cells. With the use of the 
coloring technique, the algorithm is able to select test cases 
from cells which have the farthest distance to the cells 
which already contain previously executed test cases. 
Empirical results showed that in addition to providing 
similar effectiveness performance to existing ART methods, 
their method achieved far less computational overhead 
(linear time complexity). 
Another partition-based ART method that was 
introduced mainly to reduce the computational overhead of 
the classical ART algorithm is ART by Distance-aware 
Forgetting (DF-FSCS), which was introduced by Mao et al. 
[39]. DF-FSCS minimized the limitation of the original 
forgetting strategy [149] by considering the geometric 
locations of forgotten test cases. In their algorithm, a given 
candidate ignores test cases out of its “sight” and computes 
distances only to neighboring test cases, using the spatial 
distribution of the test cases. The algorithm dynamically 
adjusts partitions and applies second-round forgetting [149] 
to ensure linear complexity. It significantly lowers the 
computational overhead of common ART algorithms such 
as FSCS and RRT while largely maintaining similar 
effectiveness. Though DF-FSCS has low computational 
cost, Rezaalipour et al. [171] have reported its 
limitations—generating test cases in highly populated areas 
and defining smaller regions at the lower or upper 
boundaries of input domains—which affects its even 
spread of test cases. They propose an improvement to DF-
FSCS named Arselda, which generates candidate test cases 
from cells with the least number of test cases and enlarges 
the boundary regions to increase the quality of test cases 
generated. According to their experimental results, Arselda 
shows improved failure detection effectiveness for the 
block failure pattern and attains lower computational 
overhead than DF-FSCS. 
Research by Chan et al. [148] to reduce the computational 
cost that is associated with the algorithm of RRT yielded 
the mirroring strategy. They applied the mirroring strategy 
to ART, by partitioning an input domain using a 
partitioning scheme (also known as mirror partitioning), 
applying the RRT method to only one of the sub-domains, 
and mapping the test cases (either by reflection or 
translation) to the other sub-domains. Since a method that 
employs the mirroring strategy partitions the input domain 
and selects test cases from individual sub-domains of the 
input domain to cause even spread, we classified such a 
method as part of Partition-based ART methods (see Figure 
8 above). Their method proved to be a very attractive 
variation of RRT as it very much alleviated computational 
costs without affecting failure detection performance of the 
general algorithm of RRT in test case generation.  A 
potential application of Mirroring is in those situations 
where the input domain is not regular, as applying RRT in 
less regularly shaped input domains is problematic [86]. 
With Mirroring, it should be possible to partition such input 
domains to create a relatively regularly-shaped source 
subdomain. Chen et al. [172] similarly applied the 
mirroring strategy to ART using the FSCS-ART algorithm 
to generate test cases in each partition. They introduced the 
Mirror ART (MART) to reduce the computational cost of 
the FSCS-ART method. The results of their simulation 
proved that MART does improve the cost-effectiveness of 
ART. To further minimize the order of computational 
overhead for MART, Huang et al. [173] varied the mirror 
function in their Dynamic Mirror ART (DMART) method. 
Their algorithm incrementally partitions the input domain 
and adopts new mirror functions that are dynamic (and not 
static) to provide higher efficiency. Experimental results 
confirmed its reduction in computational cost as compared 
to MART. 
 
Partition-based ART Methods for Edge Preference 
Reduction:  
As mentioned earlier in this study, studies conducted to 
compare ART methods [42, 79, 88] revealed that some of 
the methods have a preference of selecting test cases from 
close to the edges of the input domain (edge preference) 
over from the center; thus affecting the performance of 
these methods under some situations like increase in failure 
rate and dimension. To reduce the edge preference in 
selecting test cases from the input domain over the center, 
some Partition-based ART methods have been proposed. 
Two such methods were introduced by Chen et al. [154, 
166] to reduce the edge preference problem of FSCS-ART 
and RRT respectively. They first proposed the FSCS-ART 
with Partitioning by Edge and Center, which partitions the 
input domain from the edge to the center. The algorithm 
generates a set of candidate test inputs from the input 
domain and if any of them is inside the same partition as a 
previous test case, it is randomly replaced. It then selects 
the farthest candidate test input from previous test cases as 
the next test case.  Their second method, RRT with 
Partitioning by Edge and Center, also partitions the input 
domain from the edge to the center. It defines an exclusion 
zone around previous test cases and randomly generates 
inputs. A test input is selected as the next test case if it is 
outside both the exclusion zone and the partition of 
previous test cases. From a series of simulations they 
conducted, the two methods distributed test cases more 
evenly and provided improved failure-detection capabilities 
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as compared to FSCS-ART and RRT, due to their reduced 
edge preference in the selection of test cases. A later work 
by Sabor and Mohsenzadeh [38] also resulted in an 
enlarged input domain approach that decreases the edge 
preference problem in most partition-based ART methods 
like ART by localization [167]. Their approach referred to 
as ART through Dynamic Partitioning by 
Localization with Restriction and Enlarged Input Domain, 
initially enlarges the input domain by a factor. It then 
selects test cases from the enlarged input domain and uses 
them in partitioning the original input domain; however, the 
selected test cases are executed only if they exist in the 
original input domain. Simulation results indicated a 
reduction in the preference of generating test cases from the 
edge of the input domain. The results also showed that the 
reduction of the edge preference can increase the 
performance of ART. 
 
Partition-based ART Methods to Improve Effectiveness in 
High Dimensional Input Domains: 
 From the work of Chen et al. [77], there is the likelihood 
of some ART methods deteriorating in effectiveness as the 
number of dimensions of the input domain increases. 
Therefore, Chen et al. [174] introduced a Partition-based 
ART method, referred to as ART by Balancing, with the main 
aim of improving the fault-detection effectiveness of ART 
for high dimensional input domains. Their method ensured 
that the centroid of test cases in each partition of the input 
domain was close to the centroid of the corresponding 
partition, and applied a Balancing strategy to select test cases. 
Simulation results showed that the fault-detection capability 
of ART by balancing outperforms other ART methods 
greatly in high dimensional input domains. 
 
4) ALTERNATIVE-BASED ART METHODS 
ART methods that fall into this category employ varying 
diversity algorithms which are different from the notions of 
the distance-based, exclusion-based and partition-based 
methods but obey the principles of ART to achieve even 
spread in test case generation. We refer to the methods in 
this category as Alternative-based ART methods in the rest 
of this study. This subsection summarises some proposed 
Alternative-based ART methods obtained from the 
literature we gathered for this study. Below are descriptions 
of proposed Alternative-based ART methods which are 
categorized according to the commonality of motivations 
for their proposal. 
 
Alternative-based ART Methods for Improving 
Effectiveness:  
Some Alternative-based ART methods were introduced 
to minimize the number of test cases required to find a 
failure to improve the effectiveness of ART over RT. One 
of such methods is Fuzzy ART (FART), which was 
proposed by Chan et al. [151]. Their approach uses fuzzy 
reasoning [175] to guide the selection of test cases by 
evaluating potential test cases. FART was proven to 
significantly reduce the number of test cases required to 
detect failure. Moreover, Tappenden and Miller [150] also 
employed an evolutionary search algorithm to increase the 
effectiveness of ART by making efforts to maximize the 
test coverage of the input domain. In their method, named 
Evolutionary ART (eART), the evolutionary search 
algorithm was used to find an approximation for the test 
case that has the maximum distance from all previous test 
cases in its selection process. The results of an extensive 
simulation analysis found the evolutionary approach to be 
superior in effectiveness as compared to RT and other ART 
methods, especially amongst block failure patterns. In 
addition, they found that its application is feasible, and 
within the same order of time complexity as the other ART 
approaches. The main disadvantage in their work is the 
painstaking in the selection of an appropriate fitness 
function, and possibly functions that are tailored for 
specific failure patterns and input domains. 
Lattice-based ART (L-ART) provides a further 
advancement to ART. L-ART is a distinctive ART method 
introduced by Mayer [176] to select high-density test cases 
from the input domain. In generating test cases, his 
algorithm systematically places test inputs to maximize the 
distances between them, and then randomly shifts lattice 
nodes in the input domain to further increase diversity. 
Apart from having a better fault-detection capability than 
RT, the algorithm has a very good performance than that of 
common ART algorithms. However, L-ART may have its 
generated test cases to be highly concentrated on some parts 
of the input domain and can cause a skewed distribution of 
test cases. This skewed distribution of test cases can result 
in a tight coupling between the fault detection capability 
and the location of the failure region in the input domain. 
This means when failure regions, unfortunately, reside 
away from the area where L-ART selects a high density of 
test cases, the algorithm may show a worse fault detection 
capability as compared to when failure regions are in the 
high-density area. To take care of the possible skewed 
distribution of test cases, the L-ART algorithm was further 
enhanced by Chen et al. [177] with the proposal of the 
Enhanced Lattice ART. The enhanced algorithm divides the 
input domain into equally sized grid cells and strictly 
restricts the locations of test cases whiles generating new 
test cases only from regions that have not been occupied by 
successful test cases. Investigations showed that this 
enhanced algorithm reduces the skewed test case 
distribution and provides a better and more consistent fault-
detection capability (effectiveness) than the original L-ART 
and even other ART methods [35, 48, 49, 168, 174, 178].  
Whiles other ART methods guided the distribution of test 
cases [28, 167] to improve on the effectiveness of RT, 
Path-sensitive ART (PathART) which was proposed by Hou 
et al. [145], rather utilized the program-path information to 
improve the effectiveness of RT. Their approach randomly 
generates test candidates and evaluates their deviation from 
some path constraints. And then selects as the next test case, 
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the candidate that is farthest away from the others 
according to their path constraints. Experimental results 
showed that PathART improves the effectiveness of RT and 
aims to generate test cases evenly distributed on different 
execution paths of the program under test. However, their 
method is computationally expensive, as the algorithm has 
to go through the process of analyzing execution paths of 
the program, determining constraints for executing the 
paths, calculating the path distance between test cases 
according to their satisfaction for paths’ constraints, and 
finally generating test cases far away from each other 
according to their path distance.  
Hui and Huang [179] adopted a metamorphic distance 
metric [180] into ART to generate test oracle that can easily 
be validated for its correctness. They referred to their 
method as Metamorphic Distance-based ART (MD-ART). 
They introduced the Metamorphic Distance to compute 
distances between candidate test cases in order to make the 
test cases distribute in the input domain as widely as 
possible. The results of their primary experiment showed 
that MD-ART generated more effective test cases than RT. 
However, from the perspective of algorithm complexity, the 
complexity of MD-ART was higher than previous ART 
algorithms. 
 
Alternative-based ART Methods to Improve Effectiveness 
in High Dimensional Input Domains:  
Schneckenburger and Schweiggert developed the Search-
based ART (SB-ART) [40] method to improve on the low 
effectiveness of ART approaches in higher-dimensional 
input domains since in a reality the testing area of the input 
domains is usually far from being one- or two-dimensional. 
Their method was based on the idea of the local search 
technique ‘Hill Climbing’ [181]. In their approach, an 
initial test case set obtained from any ART approach (e.g. 
D-ART) is shaken as long as their fitness–measured as the 
shortest of all distances between any two test cases–
increases articulately. The scaled fitness of the resulting test 
set slightly increases for a higher dimension. From 
experiments performed, SB-ART provided very little 
enhancements in effectiveness to D-ART. The SB-ART did 
not fully solve the dimensionality problem since its 
algorithm required prior knowledge of the failure pattern 
geometry, which is generally not available at the beginning 
of a search. 
 
Alternative-based ART Methods for Computational Cost 
Reduction:  
Although most Alternative-based ART methods 
discussed were proposed to improve effectiveness, ART by 
Voronoi Diagram was introduced by Chen et al. [178] 
mainly to improve the test case generation overheads of 
ART. The method uses a geometric data structure to reduce 
overhead and provide further optimization. They 
demonstrated that ART implementation using the Voronoi 
diagram data structure can be a more computationally 
efficient approach to generate test cases than other ART 
methods.  
Another ART approach to reducing costs of generating 
test cases employs the Voronoi diagram data structure, 
namely Random Border Centroidal Voronoi Tessellations 
(RT-RBCVT). The RT-RBCVT algorithm proposed by 
Shahbazi et al. [61], is an innovative linear-order test 
generation method for numeric program inputs that use the 
centroids of Voronoi regions and a probabilistic method to 
produce an improved set of test cases. They then proposed an 
optimized RT-RBCVT calculation method (RT-RBCVT-Fast) 
that employed a search algorithm to generate test cases with a 
linear runtime. Their RT-RBCVT-Fast method is of the same 
order of computational complexity as RT. This significantly 
provided evidence that ART can indeed serve as a cost-
effective alternative to RT. Though both RBCVT and 
RBCVT-Fast algorithms provide significantly reduced 
computational costs, they are limited by the need to 
determine a specific number of test cases for testing at the 
beginning. The problem is the difficulty in assuming the size 
of test cases (over-estimation or under-estimation), especially 
in the lack of information about failure rate, can affect the 
stability of its failure-detection capability. 
C.  RQ3: TRENDS OF CONTRIBUTIONS AND 
DEVELOPMENT IN ART METHODS FOR NUMERIC 
PROGRAMS  
Among the papers considered in this study, we identified 60 
varying ART methods. The study has categorized the ART 
methods into four, as discussed in Section IV-B. We 
compared the total number of ART methods under each 
category, which represent the contributions to each 
category of methods. Figure 9 below shows the results of 
the comparison.  
 
 
FIGURE 9.  Contributions to each Category of ART Methods. 
 
The results in Figure 9 indicate that Partition-based 
category has the most ART methods whiles the 
contributions to distance-based, Exclusion-based, and 
Alternative-based methods are similar though relatively 
high. 
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We then evaluated the yearly study contributions of the 
individual categories of ART methods, in order to ascertain 
their development trend over the years from 2001. Figure 
10 below illustrates the individual trend of results obtained. 
 
 
FIGURE 10.  Yearly Contributions of the Individual Categories of ART 
Methods. 
 
Comparably, it is obvious that there has been far less 
interest in developing ART methods that solely employ 
either the notion of Distance or Exclusion methods in recent 
years; whiles the Alternative-based ART methods have 
seen consistently low yearly contributions over the years. 
The contributions to Partition-based methods have been 
relatively high since the year 2004. In the year 2004, the 
contributions to the Partition-based ART methods reached 
an all-time high level as compared to the other categories of 
ART methods.  
In order to further investigate the general trend in the 
number of ART method contributions, we compared the 
total number of ART methods proposed each year. The 
summary of the comparison from the year 2001 to 2018 is 
shown in Figure 11.  
 
 
FIGURE 11.  Yearly Number of Contributions to ART Methods (2001-
2018). 
 
The number of contributions to ART methods reached a 
record maximum in the year 2006. This performance has 
remained consistent to date with three ART methods 
proposed on the average for every year, except for the year 
2014 which is unique which is unique as no method was 
proposed. 
V. DISCUSSION 
In this section, we discuss some of the findings from the 
review results obtained in Section IV to provide answers to 
the research questions RQ1 to RQ3. We then discuss some 
open issues related to ART and provide some future 
directions to the research field. Lastly, we present the 
limitations to the study. Naturally, this account is, to some 
extent, influenced by the authors’ own position on ART. 
However, we have discussed the findings in an objective 
manner, based on the available literature and the trends and 
contributions among them.  
A. FINDINGS AND CURRENT RESEARCH TRENDS AND 
CONTRIBUTIONS 
 
1)  RQ1–TRENDS AND CONTRIBUTIONS OF 
RESEARCHES IN ART 
From the evaluation of the 109 ART papers selected from 
2001 to early 2018, it is clear (see Figure 4) that significant 
research efforts have been made towards each category of 
ART studies. From Figure 4, it is evident that many (49.5%) 
studies on the theory of ART have been done as compared 
to studies that propose ART methods. Among the identified 
studies that propose ART methods, studies that employ the 
partition strategy in ART are more (23.9%) than those that 
employ the distance, exclusion, and other strategies in ART 
for test case generation. 
The results in Figure 5 indicate that studies in ART have 
been quite unstable but with consistent contributions from 
2001 to 2018 according to the number of yearly ART 
studies. The yearly studies can be classified into three 
stages. The first stage was from 2001 to 2003. In this early 
stage in which the idea of ART was first proposed, several 
simulations were performed and used to support the 
establishment of the fundamental theory of ART, such as 
the Failure Distribution [41, 77] and Validity [47, 83]; thus 
heightening researcher interests in the subsequent stage. 
The second stage, which was between 2004 and 2011, saw 
increases in the number of ART studies representing a high 
interest in the field. In 2006, for the first time, the total 
number of researches on ART peaked. From the evaluation 
of the studies presented at conferences and workshops 
(represent 63.3% of the total studies retrieved), it is possible 
that the reason for the spike in studies will have been 
influenced by the number of ART-related conferences and 
workshops held in those years. That is because there were 
as much as 19 software engineering related conferences and 
workshops held between the year 2004 and 2006 compared 
to 16 related conferences from the year 2007 to 2009 and 9 
related conferences from the year 2010 to 2012. This 
heightened study contributions gradually declined till the 
year 2011. We think that the decline in the number of ART 
studies within the period may be due to a number of factors; 
such as possible limitations[104] in applying the technique 
to software that takes other inputs apart from numeric. 
Moreover, the yearly numbers of studies for the period 
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were relatively significant. The third stage was from 2012 
to 2018. It is obvious from Figure 5 that the number of 
research work on ART has been quite stable over the period, 
with consistent contributions of averagely five publications 
each year. Analysis of the works within this period 
provided compelling evidence that most studies of ART 
focus on developing strategies (1) that improve the 
efficiency of distance computations in ART [39, 59, 66, 70-
73, 155, 165]; and (2) that are applicable in other testing 
scenarios [7, 97, 98, 102, 107, 165, 179]. Hence, the focus 
is on computational efficiency and application in other test 
settings. Figure 5 clearly shows an improvement in the 
number of ART studies in 2017 and the values of 2018 
suggest a possible sign of further studies in the field. 
As discussed earlier in the study, the Analysis category of 
studies consists of all studies that do not propose any ART 
methods but provide either meta-studies about ART, 
hypotheses supporting ART, evaluation of ART features,  
criticisms of ART, distance metric approaches, theses, 
reviews, and others. The Analysis category has gained the 
highest number of study contributions over the years. The 
higher number of yearly contributions to the Analysis 
category of studies, as shown in Figure 6, provides 
evidence that there have been relatively significant studies 
on the theory of ART.  
Among all the studies identified that propose ART 
methods, the partition category of ART studies has 
experienced generally very high contributions over the 
years. However, fewer study contributions have been made 
towards both ART studies that use the distance notion, and 
those that use other notions different from distance, 
exclusion, or partition (as indicated in Figure 6 with 
Alternative category classification), to propose ART 
methods. The slight increase in contributions to the 
Alternative category over the years may be that researchers 
have found effective other strategies that can also ensure 
the random and even spread of test cases. Studies that 
propose ART methods using the exclusion notion have 
generally received the lowest contributions over the years 
although it seemed very promising in the year 2006. From 
our evaluation of all studies, the exclusion notion has 
mostly been integrated into other variations of ART method 
in other studies  [168], [146], [35], [37], [167]. This 
indicates that improved ART performance is achieved when 
the exclusion notion is integrated into other notions, 
especially the Partition notion. Hence, the lower 
contributions to the exclusion category of ART studies over 
the years. Generally, the results in Figure 6 are an 
indication that averagely, most studies in ART have 
focused on theoretical issues about ART apart from the 
numerous studies that proposed methods for ART. This 
provides an obvious interpretation that ART has 
experienced much more in-depth studies. The results of 
studies in Figure 6 are similar to those obtained in Figure 4. 
Researches in the area of ART appear to be very diverse 
as most of the authors who have contributed to the area 
have authored or co-authored in one paper, with few of 
them dominating (Figure 7(a)). Tsong Yueh Chen, apart 
from being one of the early researchers in the ART study 
area, he also has the highest number of research 
contribution to the area as he is a co-author in 45 papers. He 
is followed by Fei-Ching Kuo, who has also co-authored in 
28 papers in the area of study. Authors like Huai Liu, Dave 
Towey, Kwok Ping Chan, and Johannes Mayer, have also 
made very huge contributions to the area. Further 
investigations on the background of all the authors with 
very high contributions to ART revealed that most of them 
are co-authors to several papers in the area. Our 
investigation further revealed that most of these authors 
have a relation in some way. For example, Fei-Ching Kuo, 
De Hao Huang, Huai Liu, and Robert G. Merkel, had their 
PhD in the Swinburne University of Technology under 
Tsong Yueh Chen; while Jinfu Chen, Rubing Huang, and 
Xiaodong Xie, had their PhD in Huazhong University of 
Science & Technology under Yansheng Lu. There have 
also been a number of collaborations among most of these 
authors resulting in their high contributions in the area. This 
is evident from the diverse locations of co-authors observed 
in most of the studies considered for this review. These 
observations suggest that the common affiliated institutions 
of most of the authors and their high collaboration in the 
study area are factors that contributed to the high numbers 
of ART studies among them. This provides compelling 
evidence that author affiliations and collaborations 
influence research contributions in ART studies. The 
research contributions to ART have been quite significant 
since this is shown by the high number of authors and 
author contributions in the area of study. 
In the evaluation of any testing approach, the use of real-
life programs is valuable in determining the quality of the 
testing approach. The analysis of the trend on the usage of 
subject programs shows that not much (38.5%) empirical 
studies with real-life programs have been done in the ART 
literature. In addition, only a few subject programs (12 
programs) have been utilized in a high number of ART 
studies. Our further analysis of the studies provides evidence 
to suggest that the extensive use of 12 programs is because 
they were the first set of subject programs used to empirically 
study the ART technique [27]. Although several programs 
have been utilized in the empirical study of ART, the 
frequencies of their use are not adequate, as majority have 
been used once. We think that empirical studies with subject 
programs must be a requirement for all future research works 
on ART, in order to provide an effective validation of the 
capability of ART approaches. 
 
2) RQ2–VARIATIONS OF  ART METHODS AND THEIR 
CHARACTERISTICS 
Various ART methods have been proposed in an effort to 
improve the failure-detection effectiveness and to reduce 
the overheads of the ART technique. These ART methods 
have different levels of performances depending on certain 
factors like the cost of randomly generating an input, the 
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cost of generating or selecting an input as a test case for 
that particular ART algorithm, the program execution time, 
the failure rate, and the failure patterns of the program 
under test. To taxonomically evaluate the proposed ART 
methods based on the contents of the literature identified, 
we classified the various ART methods into distance-based, 
exclusion-based, partition-based, and alternative-based 
methods (see Figure 7). The choice of categories for the 
ART method classification was very challenging, as there 
were other identified and suggested categories such as 
hybrid-based methods [146, 147], mirror-based methods 
[148, 172, 173], lattice-based ART methods [176, 177], 
search-based ART methods [40] [150] and test profile-
based methods, [158, 162, 164]. However, most of the ART 
methods identified as hybrid-based were also included in 
either the Exclusion-based [146] or the Partition-based [147] 
categories. We included the ART methods identified as 
mirror-based in the Partition-based category since their 
approaches divide the input domain into multiple partitions; 
while we included the ones identified as lattice-based and 
search-based in the Alternative-based category, as they 
employed strategies that are different from the distance, 
exclusion, or partition approaches. Lastly, for ART 
methods identified as test profile-based, we realized that 
they all integrated test profile strategies with some existing 
ART algorithms like the distance, exclusion, or partition 
approaches. Therefore they provided variations to the 
existing ART methods. Hence, we did not consider hybrid-
based, mirror-based, lattice-based, search-based, and test 
profile-based as categories in the ART method 
classification. 
We have identified and discussed the detailed 
characteristics of the ART methods under each method 
classification in Section IV-B of this study. The distance-
based ART approach has seen a lot of diverse variations 
over the years. Although few proposed distance-based ART 
methods try to reduce the number of distance computation 
requirement in FSCS-ART, the majority of them either 
provide a further investigation into the distribution of test 
cases and the failure-detection capability of their algorithms 
[42, 69, 153]. Other distance-based ART methods apply 
their algorithms to different scenarios such as high 
dimensional input domain[156] and model-based testing 
[107].  
Exclusion-based ART is one of the first approaches to 
ART with the proposition of RRT in 2002 which 
experienced further studies in 2006 [34]. Methods proposed 
using exclusion-based approach normally provides 
enhancements to the original restricted random testing 
(RRT) algorithm. They try to reduce the number of distance 
computations in each test case selection process to increase 
efficiency; by combining some strategies like normalization 
[161], filtering [147], probability [163], and forgetting 
[149], in order to mainly reduce the high overheads 
associated with the generation of acceptable test cases in 
RRT. Other methods in this category try to minimize the 
rigidity of RRT in discarding all test cases within exclusion 
regions, with the argument that some of them may detect 
software failures. To solve the rigidity problem of RRT, 
most of the proposed Exclusion-based ART methods assign 
priorities to test cases based on their position with respect 
to the restricted regions to increase effectiveness. 
It is evident that the partition-based ART approach 
gained interest from the year 2004, with the proposition of 
the first Partition-based ART method, named ART by 
Dynamic Partitioning. In addition to the fundamental aim of 
providing an improvement in the failure-detection 
effectiveness of RT, most of the partition-based methods 
proposed try to either improve on failure-detection 
effectiveness or minimize the computational overhead of 
other ART algorithms. Methods in the Partition-based ART 
category usually apply strategies to minimize distance 
computation to nearby executed test cases instead of 
involving all executed test cases. Alternatively, they apply 
strategies to choose test cases only from the restricted 
version of partitioned regions within the input domain. 
Although all the methods proposed under the Partition-
based ART category divide the input domain in some way, 
they each employ different strategies to ensure the even 
spread of test cases.  
Apart from the ART methods that employ the notions of 
distance, exclusion, and Partition, other ART methods have 
been proposed that utilize other varying algorithms or 
define other different diversity concepts to guide the 
selection of potential test cases within the input domain. 
Most of these other ART methods aim at improving the 
failure-detection effectiveness of RT. Few of them provide 
reduced computational cost or introduce algorithms that are 
effective for high dimensional input domains. 
Generally, several improvements to ART methods have 
been proposed under each of the defined method 
classifications with specific motivations for each. A broad 
comparison of the common motivations for improvement to 
ART methods provide evidence to suggest that the common 
motivations for the improvement of ART under each 
classification of ART methods are mainly the (1) reduction 
of computational cost, (2) improvement of failure-detection 
effectiveness by increasing diversity of test cases, (3) 
reduction of edge preference in test case generation, and (4) 
application of ART for high dimensional input domains. 
 
3)  RQ3–TRENDS OF CONTRIBUTIONS AND 
DEVELOPMENT IN ART METHODS FOR NUMERIC 
PROGRAMS 
From the papers considered in this study, almost all ART 
methods were proposed for numeric inputs. We identified 
60 varying ART methods and classified them into four 
categories based on their notions: Distance-based, 
Exclusion-based, Partition-based, and Alternative-based 
ART methods. The methods that employ partition in their 
test generation strategies have gained more researcher 
contributions. The reason is that of the increased 
performance achieved mostly by combining the partition 
 Chen et al.: ART: A Taxonomic Review of Trends and Issues (January 2019) 
26 
 
strategy with other strategies. Upon further analysis of the 
literature obtained, we found that the low performance in 
the Exclusion-based category of methods is attributed to the 
high effectiveness usually attained when exclusion 
strategies are combined with other strategies [38, 148, 168]. 
It is evident from the literature that a number of Partition-
based methods combine exclusion strategies in their 
algorithms. This suggests that the high effectiveness 
achieved when exclusion strategies are combined with other 
strategies may be a contributing factor to the high results 
obtained for Partition-based ART methods and the lower 
results obtained for Exclusion-based ART methods, as 
demonstrated in Figure 9. The category of ART methods 
that apply other different diversity concepts, referred to as 
Alternative-based category, also obtained less number of 
method contributions. These results are almost consistent 
with the number of studies for each study category shown 
in Figure 6. The classification of ART methods using the 
notions employed in their spread of test cases is very 
relevant, as it presents a clear variation of the different ART 
methods. The results provide some evidence to suggest that 
partition-based ART methods have had the most 
contributions over the years.  
The results in Figure 9 further provide evidence that the 
contributions to ART methods that apply distance, 
exclusion and other different diversity concepts have been 
relatively low over the years. These findings are consistent 
with their yearly number of studies in Figure 6.  
Although the Distance notion is the commonest ART 
notion among researchers, as the first or original ART 
method [27, 67] was distance-based; not many variations 
have been proposed over the years. However, they serve as 
the basis for most ART application to other program inputs 
[72, 79, 105]. 
The contribution to ART methods with the notion of 
Exclusion seemed very promising especially in the year 
2006, thus contributing to the highest number of ART 
methods in that year. However, the contribution to methods 
in that category reduced in subsequent years. The generally 
low contribution to the ART methods with the notion of 
“Exclusion” may probably be because of the unavailability 
of effective variations of the existing exclusion strategies. 
In addition, the number of contributions can be attributed to 
the high performance attained by other methods when they 
combine their strategies to the exclusion strategy, as 
discussed above. 
Among all the ART method classifications, the partition-
based category of ART methods has experienced a more 
inconsistent and higher number of yearly contributions on 
the average. That is because; multiple numbers of new 
partition-based ART methods are introduced in almost 
every year since 2004. The inconsistency in the 
contributions of the Partition-based ART methods may be 
linked to the highly diverse ways in applying partition 
strategies; since the majority of the identified Partition-
based methods utilize different other additional strategies in 
their algorithms. Thus the varying number of Partition-
based ART methods in almost every year.  
The results for the trend in the number of ART method 
contributions shown in Figure 11 presents a dissimilar trend 
as compared to the yearly contribution of ART studies shown 
in Figure 5. The dissimilarity in magnitudes is as a result of 
(1) the observation that, not all ART studies gathered propose 
an ART method and, (2) the observation that some ART 
studies such as [164] proposed more than one ART method. 
The number of yearly ART methods developed has been 
quite constant with a record maximum recorded in the year 
2006, except for the year 2014. The year 2014 just appears to 
be an anomalous less productive year for ART methods. The 
recent rise in the yearly number of methods, further suggests 
that more varying and improved ART strategies are yet to be 
developed as ideally, every ART strategy outperforms RT in 
terms of failure-detection capability. 
B. OPEN ISSUES IN ART 
This subsection introduces some open issues related to 
ART and discusses them. 
 
1)  COMPARISON OF ART METHODS TO OTHER 
TECHNIQUES 
There is no challenge that RT is more cost-effective than 
any testing method under every specific testing scenario. 
ART methods are brought mainly to enhance RT methods 
in terms of effectiveness in detecting failure, and hence the 
focus of ART researchers shall be on the improvement of 
their methods over RT. Since ART is proposed as an 
extension to RT, it is realistic to validate an improvement 
by comparing any newly proposed ART method using RT 
method as a benchmark. In addition, ART methods present 
higher computational overheads than RT due to their 
additional mechanisms to ensure an even spread or 
diversity of test cases. Therefore, the focus of researchers is 
to propose an ART method that can provide higher failure 
detection effectiveness than RT, and can compare to 
existing ART methods in terms of effectiveness and 
computational overhead. Hence, the comparison made 
between any new ART method and RT, and sometimes 
other ART methods. 
However, as is evident in Section IV-B of this study, 
varying ART methods perform differently under different 
scenarios. Therefore, a general comparison of ART to other 
testing techniques other than RT requires the choice of a 
specific ART method to represent the entire family of ART 
methods. This is because the performance of the chosen ART 
method will directly reflect the performance of the family of 
ART methods. However, some researchers have compared 
their proposed test generation techniques to ART under 
different scenarios, such as Hemmati et al. [182] for model-
based testing and Nie et al. [100] for detecting interaction 
trigger failures. A study by Iqbal et al. [183] observed that 
ART performed best when they compared RT, ART and 
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search-based testing using Genetic Algorithms and the (1 + 1) 
Evolutionary Algorithm. Their study consisted of a real-life 
real-time embedded seismic system. These comparisons have 
always considered the basic or original ART method (FSCS-
ART) [27] to represent the family of ART methods, as 
researchers may argue that such comparisons require the use 
of a basic ART method. Wu et al. [109] have recently 
performed an empirical comparison of ART to RT and 
Combinatorial testing (CT) —ART outperformed RT in fault 
detection ability and compared to CT in 96% of test 
scenarios. 
 
2) CHOICE OF AN ART METHOD FOR A TEST 
The choice of a specific ART method over other ART 
methods is quite intricate. Whether a particular ART method 
is better than another depends on (at least), the cost of 
randomly generating a test case, the cost of selecting a test 
case as an input, the execution time, the failure rate, and 
failure pattern of the program under test. The first three items 
may be estimated or averaged. But, the last two items would 
be very difficult to be known prior to testing. It is not easy to 
have a good estimation of failure rate, and even more 
difficult to know or estimate the failure patterns. Generally, 
the location information and the shape of failure patterns can 
facilitate the test data selection process of black-box testing 
methods [36]. This justifies why each ART algorithms 
perform differently under different scenarios. Therefore, the 
choice of an ART method depends on the scenario under 
which it will be used, such as the type of program, specific 
failure rates, and the test generation time. We believe this 
dependence can be resolved with an ART method with 
relatively higher performances for all scenarios in the future. 
 
3) APPLICATION OF ART IN TESTING TOOLS 
The application of a testing technique in tools is an 
important enabler for its transformation from the laboratory 
into a practical and widely used testing technique. Since the 
first proposal of the idea of ART, not much development 
work on testing tools that apply the ART technique has 
been done. There are currently a few testing tools built to 
fully support automated ART analysis. For example, the 
ART algorithm has been fully implemented in the smart-
monkey [31] tool within MobileTest, a testing framework 
for automatic black-box testing of mobile applications 
[184]. The smart-monkey tools can test the set-top box 
system for the play station for video games, interactive TV 
and sensor-driven automaton arms on condition that the 
input events are defined. ARTOO [28] has also been as a 
plug-in strategy for input generation. in the AutoTest tool 
[29] based on the object distance. AutoTest is a tool that 
performs fully automatic unit testing of Eiffel code. With 
such a feature, AutoTest could easily support other ART 
algorithms. [74] have developed the tool ARTGen that 
supports the testing of Java programs using a divergence-
oriented approach to ART. Iqbal et al. [182] have 
developed an automated test framework which can support 
ART to test real-time embedded systems, and the 
framework has been found effective. 
As we explained above, most random-based techniques 
like ART are integrated into other testing tools or techniques 
to generate test suites, especially for complex programs. An 
example of such integration is the adoption of ART in a 
structural test data generation tool known as AUgmented 
Search–based TestINg (AUSTIN) tool [30]. AUSTIN is a 
publicly available SBST tool for the C language, which is 
very effective and efficient. Some researches such as [7, 30, 
108, 185, 186] have proven that ART can be integrated into 
testing tools to generate more quality and high coverage test 
oracles. In fact, ART’s processes of generating random and 
even test cases across the input domain are quite simple. 
Hence, it is very easy to build an ART tool on top of a 
random test case generator. It is also quite simple to plugin 
the random and even spreading component of ART into an 
existing RT tool. 
 
3) QUALITY TEST CASES 
Arcuri and Briand [32] compared ART and RT in the 
generation of automated oracles. The authors concluded that 
when you have an automated oracle, the number of the test 
cases you sample is simply irrelevant: the time required to 
execute the test cases is the only important metric in this case. 
However, they never mention how the diversity of the test 
case sample can enhance performance especially in situations 
where test executions are expensive. We argue that the 
number of test cases sampled is also very relevant, as the 
time required in executing the test cases can be minimized by 
the speed of the test automation system. In addition, the 
effectiveness of detecting failure is more important than the 
time it takes to detect failure since computation is typically 
cheaper than human effort. Several empirical analyses [28, 
61, 73, 165] show that ART can sample quality set of test 
cases (requires fewer test cases to detect failure) than RT. 
The work of Iqbal et al. [182], reported that ART yielded the 
best performance (100%) in terms of failure detection and 
high-quality test cases. In another dimension, ART studies 
such as the works of Barus et al. [66], Shahbazi et al. [61] 
and Huang et al. [173] have demonstrated feasible and 
computationally efficient schemes of linear order (similar to 
that of RT) for applying ART, which addresses the issue of 
cost-effectiveness argued by Arcuri and Briand [32]. 
C. FUTURE DIRECTIONS 
ART methods are still undergoing several evolutions, and 
there remains a lot of work to be done to further explore 
their potential. As research is ongoing, different strategies 
to ART will be realized, that will have significant 
influences on software testing studies.  
Early studies on ART have concentrated principally on 
numeric input domains, but recent studies have shown that 
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it is applicable to a broad range of software. The success of 
ART is an indication of the potential of failure-based 
testing approaches, and it provides evidence of the 
significance of diversity in terms of influencing the 
effectiveness of test suites. As such, we believe that many 
future software testing applications that will require the 
generation of random test cases will consider ART, as it 
represents an effective, efficient alternative to RT. 
The ability to easily obtain a good estimate of the failure 
rate and the failure pattern type of the program under test 
prior to testing can enhance ART approaches. Thus, more 
research may need to be performed to explore possible 
ART testing approaches based on failure. The consideration 
of failure in developing future ART approaches can further 
provide new ways to debug and to repair programs, not just 
restricted to testing.  
The review focused on ART literature and analyzed ART 
methods for numeric programs. There remain some areas in 
this review, which requires further study. We think further 
research is required to separately analyze ART methods 
based on their specific and appropriate application areas. It 
will also be of essence to investigate further other metrics 
for the application of ART to object-oriented software, 
which will minimize the limitations of existing ones. In 
addition, it will be of extreme interest to include other 
researches that reside at the borderline between ART and 
other testing methods that select random test cases or 
diversify test cases in a future survey.  
D. LIMITATIONS OF THIS STUDY 
Access to appropriate studies and gaps in literature are 
difficulties with reviews. We made efforts to follow the 
procedures outlined in Kitchenham’s guidelines [62], 
though with little variance. 
The initial electronic search using search strings was 
organized as an automated search process. This was in line 
with the practices of other researchers looking at research 
development trends. The search performed found all papers 
related to ART. However, since the search process was 
done by a single author, there is a probability that we have 
missed some studies; especially those that are on the 
borderline between ART and other testing techniques that 
implement even spreading of test cases. 
Two authors examined every issue of each of the studies 
in question according to the set selection criteria; although 
the studies included and excluded in this review were 
further checked by a third author using their titles, abstracts, 
conclusions, and sometimes checking the content of the 
papers, to ensure quality and relevance. We may have 
probably missed articles on specific ART topics which may 
have possibly addressed some of the research questions.  
All selected candidate studies were shared among all the 
authors to review and extract data from them. The extracted 
data were then checked and discussed among the authors 
and relevant data chosen for inclusion in this review. It is 
probable that some of the data that we collected may be 
erroneous as the data extraction process can lead to 
problems especially for complex data [187].  
However, in this study, the use of the guidelines of 
conducting literature reviews [62] in developing and 
reviewing research protocol and the use of card sorting 
technique [68] in data elicitation improved the quality of 
data classification and extraction process. The research 
questions were used to guide the data extraction process to 
achieve consistent extraction of relevant information. The 
data extracted from the selected articles were quite 
objective; as such we expect very few errors in the data 
extraction process. Also, the constant and independent 
evaluation of the quality criteria by two authors hopefully 
reduced the possibility of erroneous results. This provides 
assurance that this work can be replicated by other 
researchers to obtain the same results. 
VI. CONCLUSION 
In this paper, we have presented a comprehensive review of 
ART by investigating five main approaches. We have 
explored the trends of various literature on ART by 
classifying them into five categories and evaluating their 
study contributions. We have also reviewed ART methods 
proposed in the literature for numeric programs and 
categorized them based on the notions they employ to 
achieve even spread of test inputs: distance-based, 
exclusion-based, partition-based, and alternative-based 
categories. Additionally, we have analyzed the trends in the 
developments of ART methods to date. Finally, we 
discussed several worthy avenues for future investigation. 
This section provides some conclusions we have drawn 
from this review. 
The evaluation of the 109 ART-related papers we 
identified for this review shows that studies in ART have 
been quite unstable but with consistent contributions from 
2001 to 2018. Our investigations show that significant 
research efforts (49.5% of the total ART studies identified) 
have been made towards theoretical issues about ART such 
as hypotheses supporting ART, evaluation of features of 
ART, criticisms of ART, the proposition of distance metrics 
for ART, ART-related theses and reviews. This is, therefore, 
an indication that the theory of ART has been significantly 
researched. ART studies that employ the notion of partition 
have been studied more than other notions. The number of 
studies on ART has been inconsistent, which shows varying 
levels of researcher interests. The inconsistent number of 
ART studies for different periods provides reasons to 
believe that the number of software engineering related 
research conferences and workshops may have an influence 
on the contributions over the years. The stability of the 
recent yearly number of ART studies and the notions of the 
current studies suggest that more investigations on ART 
must be expected especially in the area of adopting the 
ART algorithms for diverse scenarios or as part of other 
testing methods. 
The researcher contributions to ART studies have also 
been relatively significant, with 125 authors or co-authors 
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and majority of them having one paper to their name. Tsong 
Yueh Chen has the highest number of research contribution 
to the area and has co-authored about 45 ART studies. Our 
investigations provide compelling evidence that author 
affiliation institutions and collaborations have been a 
contributing factor to the high numbers of researches in 
ART. 
The number of studies that perform empirical evaluations 
of ART with real-life programs is quite limited, consisting 
of only 38.5%. Most of the studies were based on 
simulation, therefore future empirical studies on ART must 
require the use of real programs as subjects to encourage a 
more effective validation and their enhance generalization. 
We identified 60 proposed ART methods for numeric 
programs, which can be categorized by certain notions they 
employ. Among the various categories of ART methods 
identified in this review, our evaluation showed that 
researchers have proposed more partition-based ART 
methods than for any other category of ART variants. In 
relation to the aforementioned trends in ART studies, we 
observed that the consistently high number of ART 
methods proposed each year further suggests that more 
varying and improved ART strategies are yet to be 
developed.  
From the review of the various literature on ART, it is 
evident that ART yields the best performance when 
compared with RT in terms of failure detection 
effectiveness. In addition, the implementation of any 
method in the family of ART methods requires 
consideration of the test scenario and requirements.  
Generally, the study provides evidence that the field of 
ART is not yet matured, although it has a relatively large 
number of studies on its theory and varying methods; but 
rather one that is devising different strategies to make ART 
more cost-effective and applicable in different test scenarios 
in order to impact on the industry. Although this review may 
be constrained by the data extraction process, we are 
confident that our careful extraction and aggregation of the 
data provided an overview of all the related papers in the area 
of study especially related to numeric programs. Our review 
may be used as a reference for further studies in software 
testing, especially for ART studies and can significantly 
expand on the knowledge of software engineering. 
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