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Abstract 
A construction providing sets of equiangular lines from integral lattices is given. Conditions 
arc given when a set of equiangular lines with only one pillar determines an L-polytope of an 
integral lattice. Several examples of L-polytopes related to sets of equiangular lines are given. 
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0. Introduction 
We continue (see [7,8]) to study relations between L-polytopes and combinatorial 
objects such as distance-regular graphs, two-graphs, sets of lines with small number of 
angles, and others. 
In fact, in this work we study sets of equiangular lines. We show that an integral 
lattice naturally generates sets of equiangular lines. 
If we take the intersection point of a set of equiangular lines as the center of a sphere, 
then the intersection points of the lines with the sphere form a spherical distance space 
with two distances between nonantipodal points. Edges of the graph corresponding to 
the set of equiangular lines join pairs of nonantipodal points with largest distance. The 
vectors spanning the lines provide a spherical representation of the graph. 
We are interested when the distance space is hypermetric. In other words, when the 
convex hull of points of the spherical distance space is an L-polytope of a lattice 
afinely generated by the points. If the distance space is hypermetric we call the 
corresponding spherical representation of the graph hypermerric representation. 
In [7] we studied hypermetric graphs, i.e. graphs whose path metric is hypermetric. 
Each hypermetric graph can be represented by points on a sphere such that the path 
distance between vertices is equal to the squared Euclidean distance between the 
points. Radius vectors of the points define a hypermetric representation of the graph. 
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In particular, we studied hypermetric distance-regular graphs. It is well known that 
every distance-regular graph has a spherical representation related to each eigenvalue 
of its adjacency matrix. We show in [7] that for a class of distance-regular graphs the 
representation related to the second largest eigenvalue is hypermetric representation 
of path metric. In particular, the class contains Taylor graphs related to regular 
two-graphs with smallest eigenvalue - 3. 
There is correspondence between Taylor graphs, regular two-graphs and special 
sets of equiangular lines. A Taylor graph G has 4 eigenvalues: 2 eigenvalues, k, the 
degree of G, and - 1, and 2 eigenvalues which are minus eigenvalues of the k 1 
adjacency matrix of the corresponding two-graph. The second largest eigenvalue of 
G is minus the smallest eigenvalue of the two-graph. It is shown in Section 8 that the 
vectors of the above-mentioned representations of the distance-regular graph G re- 
lated to the eigenvalues distinct from k and - 1 span two distinct sets of equiangular 
lines. We conjecture that the representations are hypermetric if the dimension is 
sufficiently large. 
We show in [S] that the famous set of 276 equiangular lines, corresponding to the 
unique regular two-graph on 276 points, provides an extreme hypermetric distance 
space. In other words, the representation of the corresponding Taylor graph related to 
the second largest eigenvalue (equal to 5) is hypermetric. 
In Section 1 we consider an L-polytope P which is a convex hull of endpoints of 
minimal vectors of a lattice L lying in the affine hyperplane 2cx = c’, where c is 
a vector of L. The polytope P is symmetric, and pairs of its opposite vertices span lines 
with small number of angles between them. The construction of Section 1 is a general- 
ization of one of [13]. 
In Section 2 we study a set of vectors spanning the lines. We call it (M, k)-system if 
M is the norm (= squared length) of vectors, and an inner product of 2 vectors of the 
system is integral, not greater than k, and has the same parity for all pairs of vectors. 
An (M, I)-system for even (odd) M is a frame (spans a set of equiangular lines, 
respectively). We show in Section 3 that a (3, 1)-system is related to a root lattice. This 
relation allows a complete classification of maximal (3,1)-systems. 
In Sections 4-9 we study (2t + 1, 1)-systems spanning sets of equiangular lines at 
angle arccos 1/(2t + 1). In Section 4 we define a pillar (2t + 1, 1)-system as a set P of 
equiangular vectors of the norm 2t + 1 such that there is a vector e of norm 1 with 
ue = k 1 for all u E IP. The definition generalizes the definition of a pillar of Lemmens 
and Seidel [lo]. We study pillar sets in detail in Section 5. In fact pillar (2t + 1, 1)-sys- 
terns are determined by graphs with largest eigenvalue not greater than t. In Section 6 
we study corresponding L-polytopes. We show here that not all maximal (2t + 1, l)- 
systems determine L-polytopes. This fact clarifies a question of [13]. Note that all 
L-polytopes of the Leech lattice relate to maximal pillar (5, 1)-systems of dimension 
24. 
We show in Section 7 that there are restrictions on graphs corresponding pillars if 
there are more than one pillar. Here we introduce an extreme (2t + 1)-system as 
a system satisfying simultaneously the special and absolute bounds. 
Section 8 describes exact relation between a Taylor graph and a pair of com- 
plementary regular two-graphs. 
In Section 9 we give some examples of L-polytopes related to (2t + 1, I)-systems 
with several pillars for t = 1,2. 
1. L-polytopes related to minimal vectors of a lattice 
We give simple facts which imply that integral lattices furnish systems of lines with 
small numbers of values of angles between the lines. 
Recall that a discrete additive subgroup L of [w’ is called a 1aftic.e. A subset L’ of [Wk 
is called an u#ine lattice if 15’ is the image of a lattice by some translation, i.e. 
L’ = L + b = {u + b: a E Li for some lattice L and some h E Iw”, h # 0. The rank of 
the subgroup L is called dimension of L. A difference of 2 points of an affine lattice is 
called a lattice oector. 
For a finite set X we denote by 1 X 1 its cardinality. The squared length of a vector a, 
a2, is called the norm of the vector a. Minimal norm of lattice vectors of an (afhne) 
lattice L is called the minimal norm of L. 
Let L be a k-dimensional lattice and let S be a sphere in iw’ with center C’ and radius 
r, S = ix E [Wk: (x - c)’ = r2]. Then S is called an empty sphere (or Me) in L if 
(c - c)~ 3 r2 holds for all c’ E L and the set S n L has rank k (i.e. affine rank k + l), i.e. 
no lattice point lies in the interior of the ball with boundary sphere S but S is 
completely determined by the lattice points lying on it. The convex hull of S n L, 
P = conv(S n L), is called an L-polyrope (a Delone polytope) of the lattice L. 
Let L be a lattice and let fU be the set of its minimal vectors. Let m be the minimal 
norm of the lattice L. For c E L, c # 0 we set 
A(C) = {u E M: 2ac = C’}. 
Proposition 1.1. I_/” IA((c)\ > 1, c # 0, then the conuex hull P(c) qf endpoints qf all 
a E A(c) is an L-polytope. 
Proof. The module L(c) = {cz,a: a E A(c), czQ = 1, z, E Z) is a sublattice of L. An 
affine image of L(c) is the section of the lattice L by the hyperplane H = {x: 2xc = c’). 
We show that P(c) is an L-polytope of L(c). In fact, P(c) is inscribed into the sphere 
S(c) which is an intersection of the sphere x2 = m and the hyperplane H. Since L(c) is 
a sublattice of L, b2 2 m for all b E L(c). Hence no point of L(c) lies inside the sphere 
x2 = m, that is the sphere S(c) is empty and P(C) is an L-polytopes of the lattice 
L(c). 0 
Now we describe some simple properties of A(c). 
Proposition 1.2. (1) A(c) # 0 if and only if c = a + b .for some a, b E M. Then u, b E A(c). 
(2) If A(c) # 0, then c - a E A(c) ,for all a E A(c). 
(3) If A(c) # 8, then IA(c)1 = 1 $’ and only $ c2 = 4m. 
(4) if /A(c)/ > 1, then &or a, b E A(c), a # b, 
either ah = c2/2 - m and h = c - a, 
or (c’ - m)/2 d ab < m/2 and b # c - a. 
(1.1) 
(5) If IA(c)1 > 2, then m 6 c2 < 2m. 
(6) Zf 2m < c2 < 4m, then IA(c)/ = 2. 
(7) Zf A(c) # 8 and L is an integral lattice, then c2 is an even integer. 
Proof. (1) Let a, b E M. We set c = a + b. Since u2 = bZ = m, c2 = 2a2 + 2ab = 
2a(a + b) = 2ac. Hence a E A(c) and A(c) # 8. Similarly b E A(c). Suppose that 
A(c) # 0. Let a E A(c). We set b = c - a. Obviously b E L. Now the equality 2ac = c2 
canbewrittenas(c-a)2=a2=m,thatisbE~andc=a+bfora,bE~. 
(2) It was just before shown that c - a E M for a E A(c). The equality 2(c - a)c = 
2c2 - 2ac = c2 implies c - a E A(c). 
(3) Let A(c) = {a}. A ccording to (2), c - a E A(C). Hence c - a = a, i.e. c = 2a and 
c2 = 4m. Now let c2 = 4m and let a E A(c). By (2), b = c - a E A(c). We have 
4m = c2 = (a + b)2 = 2m + 2ab. Hence ab = m, which is possible if and only if a = b. 
Hence c = 2a for all a E A(c), since a is an arbitrary element of A(c), and A(c) = {u$. 
(4) Let a, b E A(c) and a # b. Since a - b E L, (a - b)’ 3 m. The inequality implies 
ab < m/2, the right-hand side of (1.1). Since a2 = b2 = m and 2ac = 2bc = c2, 
(a + b - c)= = 2m - c2 + 2ab. Hence, 
if a + b - c = 0, then ah = c2/2 - m and b = c - a, 
if a + b - c # 0, then (a + b - c)’ 3 m. This implies ab 3 (c2 - m)/2, the left- 
hand side of (1.1). 
(5) if IA(c)1 > 2, then there are u, b E A(c) such that b # c - a. Hence ab satisfies 
(1.1). The inequalities of (1.1) imply c2 < 2m. Since c E L, c # 0, and m is minimal norm 
of L, c2 3 m. 
(6) If 2m < c2 < 4m, then by (1.1) there is no pair of vectors a, b E A(c) such that 
a + b # c. Hence A(c) = {a,c - a}. 
(7) If L is integral, then m and ab are integers. Hence c2 = (a + b)’ = 2m + 2ab is an 
even integer. q 
Now we take the center c/2 of the L-polytope P(c) as the new origin and consider 
the set of vectors 
V(c) = {u: u = 2112(a - c/2), a E A(c)}. 
We call a set X of vectors symmetric if x E X implies - x E X 
Proposition 1.3. (1) V(c) is a symmetric set qf vectors of the norm 2m - c2/2 and 
UC = 0 for all u E V(c). 
(2) For u, u E V(c), u # f u, 
- (m - c2/2) d uv < (m - c2/2). (1.2) 
(3) If L is integral, then inner products uv and norms u2 are integers of the same parity 
for all u, v E V(c). 
(4) The convex hull of endpoints of all u E V(c) is the L-polytope 21’2P(c). 
Proof. (1) Let u E V(c). Then UC = 21’2(ac - c2/2) = 0 and u2 = 2(m - c2/4). Let 
h = c - a E A(c). Then 2”2(b - c/2) = 2’/2(c/2 - a) = - u belongs to V(c). 
(2) For u = 21!2(a - c/2) and u = 21’2(b - c/2) we obtain 
uv = 2ab - c2/2. (1.3) 
If ab = c2/2 - m, then b = c - a by Proposition 1.2(4) and consequently v = - u. Hence 
if v # _t U, ab satisfies (1.1). The inequalities (1.1) and the equality (1.3) implies (1.2). 
(3) If L is integral, then ab is an integer for all a, b E L. By Proposition 1.2(7), the 
norm c2 of the vector c is an even integer. Now the equality (1.3) shows that inner 
products MU and the norms uz are integers and the integers have the same parity for all 
u, u E V(c), namely, the parity of C2/2. 
(4) Obviously the convex hull of endpoints of u E V(c) is 21i2P(c), the homothety of 
P(c). But a homothety of an L-polytope is an L-polytope. Cl 
Now we consider special cases of the systems V(c). Of course, the nontrivial case 
m < c2 < 2m is of the most interest. Recall that a symmetric set with mutually 
orthogonal nonopposite vectors of equal norms is called a frame. 
Consider at first the case c2 = 2m. 
Proposition 1.4. If c2 = 2m, then V(c) is a frame and 1 V(c)1 = 2 dim V(c). 
Proof. In the case the inequalities of (1.2) take the form of the equality uu = 0 for 
nonopposite vectors u, u. Hence V(c) is a frame. Since any frame contains a basis of the 
space spanned by it, the frame has 2 dim IV(c)1 vectors, 1 V(c)1 = 2 dim V(c). 0 
From now on we suppose that L is an integral lattice and c2 < 2m. Consider the 
value of c2 next to the value 2m, i.e. c2 = 2m - 2 (recall that, by Proposition 1.2(7), c2 
is an even integer). 
Proposition 1.5. Let m > 2, and c2 = 2m - 2. If m is even, then V(c) spans a set of 
equiangular lines at angle arccos l/(m + 1). !f m is odd, then V(c) is a ,frame. 
Proof. In the case the inequalities of (1.2) and the equality (1.3) take the form 
-1 < uv < 1, uv=2ab-m+ 1. 
If m is odd, then uu is an even integer. Since 1 UZI d 1, uo = 0. Hence V(c) is a frame 
and V(c) spans a set of equiangular lines at angle 742. 
If m is even, then UL’ is an odd integer. Hence uu = f 1, i.e. there is only one 
nonobtuse angle between nonopposite vectors. Hence the vectors of V(c) span 
equiangular lines. Since the norm of vectors of V(C) is m + 1, the nonobtuse angle is 
equal to arccos l/(m + l), where m + 1 is odd. 0 
Proposition 1.6. Let m 3 4, and c2 = 2m - 4. [f m is odd, then V(c) spans a set of 
equiangular lines at angle arccos l/(m + 2). Jf m is even, then V(c) spans a set of lines at 
2 angles one of which is 42. 
Proof. In the case (1.2) and (1.3) take the form 
- 2 d uv < 2, uv = 2ah - m + 2. 
The norm of vectors of V(c) is equal to ti2 = m + 2. If m is odd, then UC is odd, too. 
It follows that uv = i 1 and we obtain a set of equiangular lines at angle 
arccos l/(m + 2) spanned by vectors of odd norm m + 2. 
If m is even, then UC is even and uv = 0, k 2. If UC’ = 0, then u and u are orthogonal. 
Otherwise the obtuse angle between the lines spanned by u and v is 
arccos2/(m + 2). 0 
2. (M, k)-systems 
We want to describe abstractly the sets V(C). We denote by M = 2m - c2/2 the 
norm of vectors of V(c). We know that V(c) is nontrivial if rn d c2 d 2m. Hence the 
norm of vectors of nontrivial V(c) satisfies the inequalities 
m < M < 3m/2. 
Since c2 is an even integer, we can set 
c2 = 2(m - k), 
where k is an integer and 0 d k d m/2. In this notations the inequalities (1.2) take the 
form 
- k d uv < k. (2.1) 
We have M = m + k, and M and uzj have the same parity. If k = [m/2], then 
M = [3m/2], i.e. m z 2MJ3 and 
k < M/3. (2.2) 
We say that a set of vectors satisfies a parity condition if inner products and norms 
of vectors of the set are integers of the same parity. 
Note that if M and k are even, then uv are even, too, and the scaled system 
2- 112V(c) consists of the vectors of integral norm with integral inner products 
satisfying (2.1) and (2.2). 
Definition 2.1. A symmetric set V of vectors of an integral norm M is called 
(M, k)-system if W satisfies the parity condition and for any u, v E W, u # f v, the 
inner product uv is an integer satisfying (2.1) with k < M/3 and there exist U, u E V 
with uu = k. 
An (M, k)-system is called irreducible if it cannot be partitioned into two (M, k)- 
systems such that any vector of one system is orthogonal to any vector of other one. 
A dimension of an (M, k)-system W, dim W, is the dimension of the space spanned by W. 
An (M, k)-system is called maximal if it cannot be enlarged without increasing the 
dimension of the (M, k)-system. An (M, k)-system is called extremal if it has maximal 
cardinality among all (M, k)-systems of the same dimension. A size of an (M, k)-system 
W, v(W), is the cardinality of maximal subset of W containing no pair of opposite 
vectors. 
Propositions 1.4 and 1.5 give us the following two examples. 
Example 2.2. An (M, O)-system is a frame. 
Example 2.3. For M odd, vectors of an (M, 1)-system span equiangular lines at angle 
arccos l/M. 
Counter-example 2.4. A root system is not a (2, k)-system, since there are pairs of 
nonorthogonal roots with inner product 1 > 4. 
Counterexample 2.5. Sets of minimal vectors of many integral lattices of minimal 
norm 4 are not (4, k)-systems, since inner product can take the value 2 > 4. 
Proposition 2.6. The Z-module L’(W) afinely generated by an (M, k)-system W is an 
aJfine integral lattice. 
Proof. Let w = {cz,u: Cz,, = 1, u E W) be an element of L’(W). Since inner products 
of vectors of W are integral, the norm of w is an integer. Hence L’(W) is discrete and 
consequently it is a lattice. The lattice is integral, since inner products of vectors of 
W are integral. The lattice is affine, since the origin 0 is not a lattice point. 0 
We set L,(W) = 2-‘j2L’(W). 
Proposition 2.1. The lattice Lo(W) is integral and even. The minimal norm qf’ Lo(W) is 
<M-k. 
Proof. Consider at first a lattice vector 221’z(u - v) for u, G’ E V. The norm 
(U - ~)~/2 = M - MU is integral and divisible by 2, since M and uu have the same 
parity. Note that the parity condition implies that the inner product (u - u’)(u - u’) is 
even for u, u’, u, v’ E V. Any lattice vector of L’(V) can be written as 1; - u,, = 
CZ,U - uO = Cz”(u - uO) for fixed u,, E V. Hence (u - ~)~/2 = xzi(u - ~,)~/2 + 
~z,z,(u - uO)(v - uO) is even. The minimal norm is not greater than M - k, since for 
u, v E W, uv = k, (u - ~)~/2 = M - k. 0 
Proposition 1.3(4) justifies introducing the following 
Conjecture 2.8. The convex hull P(V) of endpoints of a maximal (M, k)-system V is an 
L-polytope of the lattice LO(V). 
We show in Section 6 that Conjecture 2.8 is not true in such general wording. 
We can restate Conjecture 2.8 in another form. Let dim LO(V) = d. We embed the 
lattice LO(V) in a (d + 1)-dimensional lattice L(V). The construction is called a super- 
position of layers. We represent the lattice LO(V) of dimension d = dim V as a layer of 
a lattice of dimension d + 1. Suppose that V satisfies the parity condition. Represent 
the space spanned W as a hyperplane of [w d+l Let c be a vector orthogonal to the 
hyperplane. Let the norm of c be c2 = 2M - 4k. We relate to each vector 14 E V the 
vector 
a U = 22’12u + c/2. 
Let L(V) be the Z-module generated by the set A(V) = {a,: u E V}. All the vectors of 
A(V) have the same integral norm ai = M - k. The inner products 
auav = (uu + M - 2k)/2 
are integral, too, since V satisfies the parity condition. Now, the proof similar to the 
proof of Proposition 2.6 shows that L(V) is an integral lattice. 
Since a, - a, = 2- ‘I2 (u - v), the lattice L(W) is generated by an arbitrary vector 
a, and by lattice vectors of L,,(V). This means that L(V) is, in fact, composed by layers 
isomorphic to the lattice L,,(V). 
The main question here is whether the minimal norm of the lattice L(V) is equal to 
M - k, the norm of the vectors of A(V). If so, a/ can be obtained from the lattice L(V) 
by the construction of Section 1. We note that c E L(V), since c = a, + a_,. 
Recall that P(V) is the convex hull of endpoints of the vectors of W. 
Proposition 2.9. If the minimal norm of LO(V) is equal to M - k, then P(V) is an 
L-polytope of the lattice L,(V) if and only if the minimal norm of the lattice L(V) is 
equal to M - k. 
Proof. If minimal norm of L(V) is equal to M - k, then we can apply the proof of 
Proposition 1.1. Let P(V) be an L-polytope of L,,(V). Minimal vectors of L(V) are 
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minimal vectors of L,,(V) and vectors with endpoints in the layer L,(V). If a vector of 
the second type has norm less than M - k, then its endpoint lies inside the L-polytope 
P(V), a contradiction. 0 
Therefore, if the minimal norm of Lo(V) is M - k, then Proposition 2.9 proves the 
equivalence of Conjecture 2.8 to the following. 
Conjecture 2.10. If V is a maximal (M, k)-system, then minimal norm of the lattice 
L(V) is M - k. 
Conjecture 2.10 is a wide generalization of a question of Neumaier [ 131. 
Note that endpoints of vectors of an (M, k)-system V compose a spherical distance 
space (V, d,). The distance do(u, V) and the inner product uv are related as follows: 
do@, v) = (U - v)~ = 2(M - uv). 
Recall that any subset of vertices of an L-polytope compose a hypermetric space, 
and any hypermetric space can be realized as a subset of vertices of an L-polytope [S]. 
Hence Conjecture 2.8 (and consequently Conjecture 2.10) imply the following. 
Conjecture 2.11. If V is a maximal (M, k)-system, then the distance space (V, d,) is 
a hypermetric distance space. 
Recall that any (M, 0)-system is a frame. So is any (M, 1)-system with an even M. An 
(M, I)-system with an odd M spans a set of equiangular lines. Hence the above 
conjectures are true for any (M, 0)-system V. The corresponding L-polytope is the 
cross polytope. The lattice L,(V) is D,, n = dim V, and L(V) is A,,+, 
3. (3,1)-systems or equiangular lines at angle arccos l/3 
Now we prove the validity of the conjectures for (3, 1)-systems. 
For a (3,1)-system V the lattice L(V) is generated by the vectors of the norm 
M - k = 3 - 1 = 2 with inner products 0 and 1. In this case the vector c has the norm 
2 too and (a,c) = 1 for all a E A(V). 
Proposition 3.1. For a (3, I)-system W the distance space (V, d,) is hypermetric. If W is 
maximal, then the polytope P(V) is an L-polytope. 
Proof. In this case the lattice L(V) is generated by vectors of the norm 2 with 
integral inner products. The norm of any vector x = Cz,a E L(V), x2 = xzfu2 + 
2c a fb~,~bub = 2(Czt + Czazbab), is even. Hence the minimal norm of L(V) is 2, the 
norm of vectors of A(V), and Conjectures 2.10, 2.8 and 2.11 are true. 0 
Remark 3.2. In this case the lattice L(V) is a root lattice. Hence all maximal 
(3, 1)-systems can be classified. 
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Recall the root lattices are A,(n 3 l), D,(n 3 2) E,, E,, E8. There are some 
isomorphisms for small n: AI z Z’, Dz z Z2, A3 E D3. In Table 1 we give (3, I)-sys- 
terns corresponding to the root lattices. There CP(n) is a cross polytope of dimension 
n, CP(n) Q I is the direct product of a segment I of the length 2 and CP(n), 5(6,3) is 
a 5-dimensional Johnson polytope. In other words 5(6,3) is the convex hull of vertices 
of the middle 3-layer of 6-dimensional cube. We note that L,(V) for V of types A, and 
D, are not root lattices, since each its basis contains a vector of norm at least 4. 
The classification of extremal(3, 1)-systems was given in [ 171 by the method that we 
use in sections below. Theorem 1 of [12] shows that maximal (3,1)-systems coincide 
with closed (l/3)-systems of Neumaier. 
4. Pillars of equiangular lines 
Consider an (M, 1)-system V with M = 2t + 1, an odd integer. Since UL” for 
v, v’ E V, v # v’, take only 2 values f 1, the (2t + 1, 1)-system is related to a set of 
equiangular lines at angle arccos 1/(2t + l), where t is a natural number. The set V is 
a symmetric set of vectors of norm 2t + 1 spanning the lines. 
It is well known [3,10,14,20] that any set of equiangular lines corresponds to 
a 2-graph and to a switching class of graphs. Let VI be a subset of V containing just 
one vector from each pair of opposite vectors. Let G(V,) be a graph with the set of 
vertices V,. Vertices v and v’ are adjacent in G(Vr ) if and only if vu’ = - 1. If we 
change v E V, by its opposite - v, then the new graph G(V, - {v) + {- 0)) is 
obtained from G(V,) by switching the vertex v. 
Let 9(V) be the switching class of graphs G( V 1 ) for V, c V. Obviously any graph 
of the class 9(V) has the form G(V,) for some V, c V without pairs of opposite 
vectors. 
Let G( P’, E) be a graph with vertex set V and edges set E. Recall [3,14] that a map 
v -+ pc, where pc E 1w”, is called a (p, q, r)-representation of G if 
pz = p, pDpU = q if (v, U) E E, pcpU = r if (v, U) $ E. 
Obviously the map v 4 v is a (2t + 1, - 1, 1)-representation of the graph G(V,). The 
Gram matrix of vectors v E V, has the form 
(2t + 1)1 + J - I - 2A = 2(t1 - A) + .I, (4.1) 
where A is adjacency matrix of the graph G(V,), 1 is an identity matrix and J is 
a matrix all of whose elements are 1. This Gram matrix makes obvious the following 
Proposition 4.1 (Brouwer et al. [3, Proposition 3.8.11). [f a graph G is switching 
equivalent to a graph with largest eigenvalue < t, then G has a (2t + I, - 1, l)-repres- 
entation. 
Proof. Let G’ be a graph with largest eigenvalue &,,,, (G’) d t in the switching class of 
G. Since &,,,(G’) 6 t, the matrix 2(tl - A) is positive semidefinite, i.e. the matrix is the 
Gram matrix of vectors xi. of norm 2t. Let e’ be a vector of norm 1 which is orthogonal 
to the space spanned by all x:.. It is easy to verify that the Gram matrix of vectors 
u’ = .x:. + e’ is the matrix (4.1) i.e. the vectors give a (2t + 1, - 1, l)-representation of 
G’. We obtain a (2t + 1, - 1, 1)-representation of G if we change in the representation 
of G’ the sign of vectors U’ corresponding to switched vertices. 0 
For any set X of vectors we set 
a(X) = c iv: v E X]. (4.2) 
Consider subsets of vectors of V with mutual inner products - 1. 
Proposition 4.2 (Lemmens and Seidel [lo] and Neumaier [14]). A maximal subset 
K L W of vectors with mutual inner products - 1 contains at most 2t + 2 vectors. If 
1 K1 = 2t + 2, then a(W) = 0. 
Proof. Set k = /(Ml. Recall that t” = 2t + 1 for all v E V. Hence we have 
0 d a(W)2 = C(v2: v E W) + 2x (ld: v, v’ E K) = (2t + 1)k + k(k - l)( - 1) = 
k(2t + 1 - k + l), i.e. k < 2t + 2, and if k = 2t + 2, then a(W) = 0. 17 
We call such 06 of cardinality 2t + 2 a star. By Proposition 4.2, a(W) = 0 for a star 
K. It is easy to see that convex hull of endpoints of vectors v of a star is a (2t + I)- 
dimensional simplex with origin in its center. 
Let I6 be a star and let u E W - K. Since VU = f 1 for v E K, the equality a(K) = 0 
implies that vu = 1 for one half of vectors v of K and vu = - 1 for another half. Hence 
each vector u E V - K carries out a partition of K into equal parts. The set of vectors 
v E V - K carrying out the same partition of 06 is called a pillar [lo]. 
It follows that the set V - K is partitioned into disjoint pillars. Since there are 
p(t) =; :‘,‘f 
( 1 
(4.3) 
partitions of K, V contains at most p(t) pillars. 
Obviously each pillar P is a symmetric set because w and -w carry out the same 
partition. 
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For any partition II6 = KI u K2 with 1Kil = t + 1 the vector 
e = a(K1)/(t + 1) = - a(K2)/(t + 1) 
with a from (4.2), has the norm 1. Besides 
ue= 1 for vEK1 and ve=-1 foruEK2. 
Hence for the vectors x, = e - v, v E odI, y,, = u + e, u E K2, we have 
(4.4) 
x; = yv" = 2t, x,x,, = y” y,, = - 2, x,y, = x,e = y,e = 0. (4.5) 
Hence the vectors x,,, v E K1, span a t-dimensional space Q, which is orthogonal to 
the space Q2, spanned by the vectors y,, u E Kz. 
5. Sets of equiangular lines with only one filled pillar 
Let V be a symmetric set with only one pillar p(W) = V corresponding to 
a partition 06 = K1 u K2. One calls such a set a pillar set, i.e. for w E p(W) and v E K 
the sign of WV depends only on whether v belongs to KI or K2. 
Proposition 5.1. Let P be a symmetric (2t + 1, 1)-system spanning R” with a star H. The 
following are equivalent 
(i) p is a pillar set, 
(ii) there is a uector e E R” of norm 1 such that ve = f 1 for dl v E P. 
Proof. (i) + (ii): We take e of (4.4). Let w E W - K. Then we = 1 or - 1 according 
towu=lor -lforallu~K1. 
(ii) * (i). Since u(W) = 0 for the star K and a from (4.2), eu( K) = 0, and the vector 
e partitions II6 into equal parts KI = {v E K: ev = 1) and K, = {v E K: ev = - 1). 
Redenote e of (4.4) corresponding to this partition by e,. We have ee, = 1. The 
equality implies e = eI, because e and eI have equal norm 1. Hence we = 1 (- 1) for 
w E V - K implies wu = 1 (WV = - 1) for all 1: E K1. Therefore P is a pillar set. 0 
Proposition 5.1 allows one to define a pillar set even if the set has no star. Hence we 
call a (2t + 1, 1)-system [Fp and corresponding set of equiangular lines pillar if it 
satisfies Proposition .5.l(ii). A classical example of a maximal pillar set without a star is 
(3, 1)-system of type A, in Section 3. 
We call the vector e a shaft of p. Let 
lP+ = {w E lP: we = l}, xw=w-e, wEP+. (5.1) 
Note that x, is a projection of w onto the space orthogonal to e. Since x,.x,. = uw - 1 
for v,wEp+, we have 
2 
XW = 2t, x,x, = 0 iff WV = 1, x,x, = -2 iff WV = -1. (5.2) 
We reformulate a result of [lo]. 
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Proposition 5.2. Let P be a symmetric (2t + 1, 1)-system spanning E-3”. The following are 
equivalent 
(i) P is a pillar set, 
(ii) the switching class C!?(P) contains a graph G with largest eigenualue Iti,,, < t. 
Proof. (i) 3 (ii). The map w + xW, given in (5.1) transforms the set of vectors of 
P, into a set s of vectors of the norm 2t with two inner products 0 and - 2. The 
Gram matrix of vectors of s is 2(tZ - A), where A is the adjacency matrix of the graph 
G(P+). Since the Gram matrix 2(tl - A) is positive semidefinite, the maximal eigen- 
value of A is not greater than t. 
(ii) * (i). Let P’ be a maximal subset of P without pairs of opposite vectors such 
that A,,,(G([FD’)) d t. The Gram matrix of P’ has the form (4.1) where A is the 
adjacency matrix of the graph G = G(V). By Proposition 4.1 G(W) has 
a (2t + 1, - 1, 1)-representation by vectors u’ = xl. + e’. Since a Gram matrix deter- 
mines vectors up to a unitary transformation U, XL, + e’ = Vu. Recall that a unitary 
transformation preserves the inner product. Hence u = X, + e, where x, = U ‘XL, 
e = U-‘e’. The vector e is a shaft of P, because ue = (x,. + e)e = e2 = 1 for u E P’. 
Hence P’= P,. 0 
Proposition 5.2 shows that the graphs of Proposition 4.1 relate to special sets of 
equiangular lines, namely, to pillar sets. 
The set s = {x,: u E P+ } is decomposed into a direct sum of mutually orthogonal 
nondecomposable sets 55i. 
Similarly, the graph G(s) = G(P+) is partitioned into connected components 
G(?%i) corresponding to orthogonal components of !5% Let G(P+) has q components 
Gi = G(si) with adjacency matrices Ai. The vectors x, of a component pi, 1 d i < q, 
span a space Qi. The spaces Qi are mutual orthogonal, because x,x, = 0 if x, and 
x, belong to different components. Let 
Pi={UEP+:X”ESi}. 
Note that Pi is the set of vertices of the graph G(Si), i.e. G(Si) = G(Pi). 
By Perron-Frobenius theory the largest eigenvalue of the adjacency matrix A of 
a connected graph G is simple and the corresponding eigenvector (called Perron vector 
of A and of G) is strictly positive. The Perron vector can be taken integral if the largest 
eigenvalue is rational. 
Lemma 5.3. Let G = G(W) be an induced subgraph of G(P+) with &,,,,(G) = t, and let 
A be the adjacency matrix of G. If z = (2,: u E P’) is the Perron vector of G, then 
C{Z,X": U E pi} = 0, 
e = C (z,u: u E Pi}/h, 
(5.3) 
(5.4) 
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where e is the shaft of P and h = h(G) = C{zL,: u E P’j. Moreover, G is a connected 
component of G(P+), i.e. G = Gi = G(Pi) f or some Pi, and the set of vectors {x,: 
v E pi} is a maximal set of vectors with the inner product 0 or - 2 and spanning the 
space Qi. 
Proof. Obviously 2(tZ - A)z = 0 because AZ = tz. Recall that the matrix 2(tl - A) is 
the Gram matrix of vectors x, for v E P’. Hence the (uu) element of the matrix is x,x,. 
We have 
x,C,x,z, = Cv(x,x,)z, = ((2tZ - 2A)z), = 0 for all u E P’. 
The equalities imply (5.3), since the vector C,x,z, lies in the space spanned by the 
vectors x,,, u E P’. By (5.1), x, = v - e. Substituting the x, into (5.3) we obtain (5.4). 
Obviously, G is contained in a connected component of G(P+ ). Multiplying (5.3) by 
x, we obtain Zc{z,(x,x,): v E [Fp’} = 0. The last equality implies x,x, = 0, since 
x,x,<Oandz,>Oforallu~~+ - P’, v E P’, i.e. G is a connected component of 
G(p+ ). 
Suppose that the set {x,: v E V} is not maximal and there is a vector x E Qi such 
thatxx,=Oor -2foralluEP”.Letw=x+e,thenwv=+lforvEiP’,andwecan 
define the graph G’ = G(P’ u {w}). The graph G’ is connected and contains Gi as an 
induced subgraph. Hence &,,,(G’) > t, and the matrix tl - A’ is not positive 
semidefinite. This is a contradiction, since tl - A’ is the Gram matrix of vectors x, for 
v E P’ u {w}. 0 
Note that if Gi = G(Pi) is a component of G(P+) with A,,,(G) < t, then the vectors 
x,, v E Pi, are linearly independent. For the maximal set P of Section 3 related to the 
root lattice A,, Gi = K1, the one-vertex graph, with /Imax = 0 for all i. 
Examples of graphs G with A,,,,,(G) = t are regular graphs of degree t, in particular, 
the complete graph K,+ I. The Perron vector of a connected regular graph is the 
all-one vector j. 
For t = 1 there is only one graph G with &,,,(G) = 1, namely K2. 
If t = 2, then the graphs Gi with &,,,(Gi) = 2 are extended Dynkin diagrams of root 
systems, and the numbers h(Gi) are the Coxeter numbers of the root systems [3,4]. 
Hence we call the numbers h(Gi) Coxeter numbers for t # 2, too. 
There are infinitely many graphs G with A,,,(G) = t 3 3. In general, for t 3 3, 
a classification of all graphs with maximum eigenvalue not greater than t is a difficult 
problem. 
Now we describe the case when P contains a star. 
Proposition 5.4. Let P be a pillar set such that %,,,(G( P, )) = t. The following are 
equivalent: 
(i) B contains a star, 
(ii) G(P)+) has at least 2 components isomorphic to K,+ 1. 
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Proof. (i) =+- (ii): Let od be a star of P, and let e be a shaft of P. The shaft e partitions 
W into 2 subsets K* = {u E od: ue = + l}, where the signs agree. Obviously, H + and 
-od+ EC--U: UEK-} belong to P+, and the graphs G(H+) and G(W_) are 
isomorphic to K,, 1. 
(ii) * (i). Let odi and Cl62 be subsets of P, such that G(&) is isomorphic to K,, Ir 
i = 1,2. It is easy to verify that the set Dbi u (- W,) is a star of P. 0 
Let d + 1 be dimension of a pillar set P with a shaft e. The space spanned by P is an 
orthogonal sum of the line spanned by the shaft e and spaces Qi, 1 < i < q. Let 
Q = C; Qi and let dim Qi = di. Then dim Q = C”, di = d. We can represent the pillar 
P as a packing the space Q by graphs Gi representing sets Si spanning the spaces 
Qi. 
By Lemma 5.3 there is a linear dependency (5.3) between the vectors x, of a com- 
ponent pi, if the corresponding graph Gi has &,,,,(Gi) = t. Since t is a simple 
eigenvalue, the dependency (5.3) is a unique dependency between x,, u E Pi. This 
implies that the endpoints of the vectors x, are affinely independent, i.e. its convex hull 
is a simplex Si. The dimension di of the simplex is equal to dimension of the space 
Qi spanned by x,, u E Pi, and di = dim Qi = 1 PiI - 1 = 1 V(Gi)( - 1. 
If Amax < t, then xv, u E Pi, are linearly independent, and di = lPil = I V(G,)l. 
Let Ama, = t for 1 < i d p, and ~max(Gi) < t for p + 1 < t < q. We can express 
the number 1 PI of lines in a pillar P as follows. We see above that I Pi ( = di + 1 for 
l<idp, and I[FDiI=di for p+l<i<q. Since IPI=C’:IPiI and d=C’:di, 
we have 
IPI=d+p. (5.5) 
Recall that a (2t + 1, 1)-system (and corresponding set of equiangular lines) is called 
extremal if it has maximal cardinality among all (2t + 1, 1)-systems (and all sets of 
equiangular lines) of the same dimension. 
Proposition 5.5 (cf. Lemmens and Seidel [lo, Theorem 4.21). An extremal pillar 
(2t + 1, 1)-system P,, of dimension d + 1 is such that G(P,) contains [d/t] graphs 
K, + 1 and a graph G with s vertices and A,,,,, (G) < t where s = d - t [d/t] < t. The pillar 
PO has d + [d/t] lines. 
Proof. By (5.5) an extremal pillar set has the greatest number p of components Gi with 
&,,,(Gi) = t. Hence we shall prove the proposition if we show that the space 
Q. spanned by a complete graph K, + 1 has minimal dimension do = t among all 
Qi spanned by graphs Gi with 12max(Gi) = t. Since di = I V(Gi)l - 1, we need to prove 
that I V(Gi)I > I V(K,+l)l = t + 1. But this inequality for Gi with Amax = t is 
implied by the well known inequality A,,,(G) < I V(G)1 - 1, for a graph G distinct 
from a complete graph [6, p. 211. 0 
Since a graph G’ with s < t vertices has II,,, (G’) d s - 1 < t - 1, the graph G of 
Proposition 5.5 is an arbitrary graph with s vertices. Hence Proposition 5.5 says that 
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there are as many different extremal pillar (2r + 1, l)-systems of dimension d + 1 as 
there are graphs with s vertices. 
In particular, for t = 1, there is only one extremal pillar (3, I)-system of type D, of 
Section 3. The pillar (3, 1)-system of type A, is not extremal. 
6. L-polytopes related to pillar sets 
Let P be a (d + I)-dimensional pillar set with a shaft e. Since ue = k 1 for all L’ E P, 
endpoints of vectors u E P lie in two affine d-dimensional subspaces T, = {x: 
xe = + 1). The spaces T* are orthogonal to the vector e and contain endpoints of 
vectors f e, where the signs agree. 
Let P* be convex hulls of endpoints of vectors u E P+, where P_ = - P+. The 
vertices of the polytopes P, and P_ lie in intersections of the spaces T+ and T- with 
a sphere Sd of squared radius 2t + 1. The polytopes P+ and P_ are antipodes in the 
sphere Sd. Hence we describe only P,. All antipodes mentioned below are considered 
with respect to this sphere Sd. 
We take the endpoint of the shaft e as a new origin. Then the vertices of P+ are 
endpoints of vectors xL., u E p + , and the space T+ is an orthogonal sum of the spaces 
Qi, 1 < i < 4. 
Recall that endpoints of x, E Qi span a simplex Si. If /Zmax(Gi) = t for the corres- 
ponding graph Gi, then Si has dimension di = dim Qi, di + 1 vertices, and contains 
inside it the origin. Otherwise, Si has dimension di - 1 and di vertices, and the origin 
does not belong to Si. 
We consider the case when q = p, i.e. when 3.,,, (Gi) = t for all i. In the case P+ is the 
convex hull of vertices of mutually orthogonal simplexes Si with a common center in 
origin. 
Recall that a polytope P is an L-polytope if: 
(a) Vertices u E V(P) of P lie on a sphere of radius r and span the sphere. We suppose 
that origin is in the center of the sphere. 
(b) For all affine combinations x(z) = CcE,,,pjz,x,, with z, E Z and xCz, = 1, of 
vertices of P we have x’(z) 2 r2, where x, is a vector describing the vertex 
u E V(P). 
(c) The equality x2(z) = r2 is satisfied only if x(z) = x, for u E V(P). 
Let V’ z V(P). The section of an L-polytope P by an affine subspace spanned by 
the set V’ is an L-polytope, too. Hence, in order to P+ be an L-polytope it is necessary 
for all the simplices Si to be L-polytopes. 
Recall that all the simplexes Si, 1 < i < p, are inscribed into a sphere of squared 
radius 2t (since xi = 2t) with the center in origin. By Lemma 5.3 the center lies inside 
the simplexes. 
Let SC be a d-dimensional simplex corresponding to a component G. The graph 
Ghasd+ 1 verticesv,,,u, ,..., ud.Letx,=x,foru=uk,O<k<d.Let(zO,z, ,..., zd) 
be the Perron vector of G. Suppose that there is k such that zk = 1. Without loss of 
generality we can set k = 0. Denote the d-vector (zi, . . . . zd) by zG. Since by (5.3) 
If=, zkxk = 0, we have 
d 
xg = - CZ&. 
1 
(6.1) 
Note that vectors x0, x 1, . . . , .xd form an affine basis of the space spanned by SC. The 
set9 = {xi,...,&, 1 is a linear basis of the space. We introduce two lattices L, = L,(G) 
and Lo = L,(G) related to the simplex SG. The lattice L, is affinely generated by 
vertices of Sc. A general point ~(5) of L, has the form 
rk E z. (6.2) 
The lattice Lo is linearly generated by the basis &?. A general point of Lo has the form 
d 
x(q) = 1 r?kxk, r?kE z. 
k=l 
Recall that &X1 = - 2 if (rku[) is an edge of G, and XkXr = 0 otherwise. Hence the 
quadratic form associated with the basis g is 2~,, where 
cpc(rl) = vlT(rl - A’)& 
Here A’ is the adjacency matrix of the graph G’ = G - uo, and rl is an integral 
d-dimensional vector. Note that if H is a regular graph of degree t, then (Pi = 
I(ij)sE(H’)(Vi - vlj)‘. 
For two d-vectors 5 = (ti, . . . . &) and ?I = (vi, . . . . qd) we introduce the inner prod- 
uct (<, q) = 1: tkvk. In particular, 4’ = (4, 5) = Ct <i. Let j be all-one d-vector, and 
&k = (0 ,..., 0, 1,O ,..., 0), where 1 stays at the kth place. Note that j2 = d, and 
h = h(G) = (j, zc) + 1 is the Coxeter number of G, as it was defined in Section 5. 
Using these notations and (6.1) we rewrite the equalities (6.2) as follows: 
x(t) = i (tk - <Ozk)xk, to + (4,j)= 1. (6.3) 
k=l 
Lemma 6.1. The lattice L, is a sublattice qf Lo consisting of points x(q) E Lo such that 
rIEZdand(q,j)-l(modh). 
Proof. By (6.3) every point of L, has the form xy qkxk where qk = <k - (Ozk. For this 
4 we have (4, j ) = (5, j ) - to (zc, j ). Using the second equality of (6.3) and the equality 
(zc, j) = h - z. = h - 1, we obtain (n,j) = 1 - to - [,(h - 1) = 1 - <,h E 1 (mod h). 
Now let 1’: rjkxk E Lo be such that (q, j) = 1 + ah, a E Z. Then we have 
cvkxk = chk -azkbk + aCt=,zkxk =c': tkxk + tOxOT where tk= Y]k - aZkr 
lo = - a, and xi=, <k = (q - azc, j) - a = (q, j) - a(h - 1) - a = 1. Hence 
cqkxk E L,. q 
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Proposition 6.2. The following are equivalent: 
(i) the simplex So is an L-polytope of the lattice L, ajinely generated by vertices of &, 
(ii) the minimal nonzero value of the quadratic form cpo(v) for integral q with 
(v],j)~1(modh)isequaltotandcp,(~)=tonlyfor~=~,,1~k~d,and~=-z~. 
In other words, the simplex SG = conv {x0, x1,. . , xd} is an L-polytope of the lattice 
L,(G) if and only if the vectors + Xi, 0 d i d d, are only minimal vectors of the lattice 
L,(G). 
Proof. (i) * (ii): If SC is an L-simplex of L,, then x2(<) 3 2t, and x2(<) = 2t only for 
vertices of &. Taking in attention (6.3) we have 
x2(5) = 2%(5 - i”ozc). (6.4) 
The vertices vk and v,, of SG are given by coordinates (t,,, 5) = (0, .Q) and 
(to, 5) = (l,O), respectively. Hence corresponding v] = 5 - SOzc is equal to &k and 
- zG, respectively. 
(ii) j (i): The proof of Lemma 6.1 shows that if (q,j) = 1 (mod h), then 
ye = i” - tozc for some 4 E Zd, co E Z. Hence 2qG(q) = x2(r), and the only point of 
L, with x’(t) = 2t are such that 5 - {,,zc = &k or = - zG. Multiplying the equalities 
byj and using the second equality in (6.3), we obtain the equalities for to: 1 - to h = 1 
and 1 - lob = - (h - l), respectively. Hence to = 0 or to = 1. These solutions give 
(5095) = (O, &k) and (407 4) = (1, (8, respectively. The corresponding points of L, are 
x(5) = xk and x(5) = xg. 0 
Note special cases of graphs when Proposition 6.2 is true. 
If G = K,, 1 is the complete graph, then the lattice Lo is in proportion to A,*, the 
dual of the root lattice A,. In fact, in the case the quadratic form cpc(r]) has the form 
The form is often reffered to as Voronoi’s principal form of the first type. It defines the 
lattice A: [4, p. 1151. The lattice L, is the root lattice A,. 
The other case is when t = 2, i.e. A,,,(G) = 2. 
Proposition 6.3. The conditions of Proposition 6.2 are true for a simplex S correspond- 
ing to a connected graph G with A,,,(G) = 2. 
Proof. In this case G is an extended Dynkin diagram. These graphs and correspond- 
ing Perron vectors can be found in [3,4, lo]. The corresponding x, are roots up to 
multiple 2. Any point x(q) = CVsV yl”x,, u], E Z, is a point of a root lattice LO. Here Vis 
the set of vertices of G. Minimal vectors of the lattice LO are roots. The sphere 
circumscribing S contains inside only zero point of LO, and points of L,, on the sphere 
are roots. We show that 1 v], # 1 (mod h) for the roots distinct from x,., v E V. Let 
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(z,: u E V) be the Perron vector, and let u E V be such that z, = 1. (Such u exists 
always.) Then the set V - {u} is a fundamental basis of Le. Each root of Lo is 
represented in the basis with integral coefficients which are either all nonnegative or 
all nonpositive, and x, = - C, zu v c z x is the minimal root [2]. In other words if 
x(q) = c~,x, is a root, then either yl, 2 0 for all v, or yl, d 0, and lqvl < z,. We have 
1 cqv 1 = 11 qv I < C z, = h - 1. Since vu’s+ are integral and there are at least 2 qh, # 0, this 
implies that C ~~ # 1 (mod h). 0 
Let Y = {Gi: 1 < i < p} be the set of graphs of all components. We denote by 
V,,,(9) the convex hull of vertices of all Si. The polytope is a special case of the 
generalized repartitioning polytope Vi”,. , of Voronoi (see [15, Section 91). 
Now we show that if the Coxeter numbers hi are not all equal to each other, then it 
is possible that V,,,(9) is not an L-polytope. 
Consider 2 simplexes S1 and SZ, and corresponding graphs G1 and G2. We show 
that if Gi # K,+ 1, then it is possible that the convex hull PI2 = ~,,,({G,,G,}) of 
vertices of Sr and S2 is not an L-polytope. Let K = V(Gi), i = 1,2, and I VI I d I VII. 
Proposition 6.4. Let (z,: v E VI) be the Perron vector of Cl. Let there be a vertex u E VI 
such that z, = 1 and the graph G2 # Cl has an induced subgraph G; isomorphic to 
Gl\u. Then Plz is not an L-polytope. 
Proof. We show that an endpoint of a vector x(y) = x { YUxc: II E P12} for some y, E Z 
such that C yv = 1, lies on the sphere S circumscribing the polytope P12, and x(y) is 
different from a vertex of PI *. 
Let V; = V(G;), Vi = V(G,\u), and let T be an affine space spanned by x, for 
w E VI u Vi. For w E Vi let w’ be a vertex of G; corresponding to w at the above 
isomorphism. 
Recall that the Perron vector (z,: u E VI) is integral. We set 
Y w’7 =Yw=zw forwe Vi, yu=zu= 1. 
Consider the vector 
(6.5) 
x(y) = c{ ywx,: w E VI} - C{ yw,x,,: w’ E V;}. (6.6) 
Obviously x(y) lies in the space T. Since y, = 1 and y, = y,,, we have C{ y,: 
WE VI> -c{yw,: w’ E Vi} = 1. We show that (x(y))’ = 2t. Since, by Lemma 5.3, the 
first sum in (6.6) is equal to 0, we have 
(x(y))* = I{ y,,, y,,, Xv’, x,,: v’, w’ E Vi}. 
Since the graph G; is isomorph of Gr\u, x,,x,, = x,x,. Hence using (6.5) we have 
(x(y))2 = C{ yvywx,x,: u, w E v; } = (E{ 2,x,: w E v; })’ = (x,)2 = 2t. 
So, the endpoint of x(y) lies on the sphere S. The vector x(y) does not coincide with 
x, for w E V2 - Vi, because G2 # G1 and between vectors x,, w E Vz, there is only 
one linear dependency given by the Perron vector of Gz. 0 
Two cases are possible. The first one is when the set of vertices of Piz, V(P,,), is 
a subset of vertices of some L-polytope. In the case, the distance space (V(P, 2), 6,) is 
hypermetric for h2(u, u) = (x, - xc)‘, the squared Euclidean distance. 
The second one is when the 2-distance space (V(P,,), Ls2) is not hypermetric, and 
V(Pi2) belongs to no L-polytope. The proposition below describes such a situation. 
Proposition 6.5. Let hi be Coxeter numbers qf graphs Gi with Rmax(Gi) = t, i = 1,2. If 
h, and h2 are mutually prime, then the distance space (V(P,,), 6,) is not hypermetric. 
Proof. Recall that r2 = 2t is the squared radius of the sphere circumscribing the 
polytope Pi*. If (V(P,,), 6,) is hypermetric, then for any vector x = I{ yUxt.: 
c’ E V(Pi2)} with y,. E Z and Cry,. = 1, we have x2 3 2t. Since hl and h2 are mutually 
prime, there are integers p1 and p2 such that p1 h, + p2h2 = 1. We set y, = PiZr for 
c’ E vi, i = 1,2, where (z,: v E 6) is the Perron vector of the graph Gi, i = 1,2. We have 
c{ y,: U E vi u Vz) = p, h, + p2h2 = 1. But, since C{Z~X~: L; E K} = 0 for i = 1,2, 
x = 0, too, i.e. x is the center of the circumscribing sphere, and .y2 < 2t, a contradic- 
tion. 0 
Proposition 6.5 shows that Conjecture 2.8 is not true in general. Recall that P,, is 
P, for a pillar set F’ with 2 components. Therefore if we complete the (2t + 1, 1)-sys- 
tern p to a maximal (2t + 1, 1)-system V, then the polytope P(V) is not an L-polytope. 
Recall the definition of the polytope V,,,(g). 9 is a set of graphs G with &,,,(G) = t, 
(29 = p. V,,,(9) is the convex hull of vertices of mutual orthogonal simplexes SC, 
G E 3. Dimension of V,,,(g) is 17 di = C{d(G): G E 31, where d(G) = 1 V(G)1 - 1 is 
dimension of SC. 
Let P+ = V,,,(9). We denote the convex hull of P, and its antipode P_ = - V,,,(9) 
by Up3’(9). Dimension of Up,‘(S) is equal to 1 + cTdi. Ups’(Y) is inscribed into 
a sphere of squared radius 2t + 1. 
Consider the polytope Upq’(‘3) in detail. Let cik, 0 < k d di, be vertices of the 
simplex Sit 1 < i d p. We take the set &Y = \‘u,~, - viO, cik, 1 < k < di, 1 < i < pj, as 
the affine basis of the space spanned by Ups’(3). Let (zik: 0 < k < di) be the Perron 
vector of Gi, and let hi = &zik be the Coxeter number of Gi. Below we suppose that 
zio = 1 for all i. 
Let Lp,, be the lattice affinely generated by the basis 99. A point of the lattice L,,, has 
the form 
v(t) = <lo~l~ + (To(- ~10) + 1 { tikuik: 1 d k d di, 1 G i G PI? (6.7) 
where 
Lemma 6.6. The vertices of Up.‘(g) belong to L p,f y‘ hi = h for all graphs Gi E 3’. 
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Proof. Note that, by (5.4) 
d. 
Hence 
c’io = (hi/h,) ? ZlkUlk - 
k=O 
,$, Zik C’ik 
is an integral representation of vertices C’iO, 2 < i < p, if hi = h,. In this case the 
representation is an affine representation in the basis &?, because 
k$o ‘lk - 2, Zik = h - (h - 1) = 1. 
Similarly, the vertices of antipodal simplexes - Si has the following affine integral 
representation in the basis g: (-rik) = Cl0 + (- L’ro) - L’ik. 0 
Lemma 6.6 says that the lattice L,., is affinely generated by the vertices of Up,‘(‘3) if 
hi = h for all i. Below we show that in this case Ilp.‘(Y) is an L-polytope of the lattice 
Lp.t. 
Recall that C’ik = e + .&, where Xik = x,. for c = uik. Note that the endpoint of the 
vector e is the center of all simplexes si. Since CZ=oZikXik = 0, we have 
Xi0 = - CL= 1 ZikXik. We set y = [* r. - [ro. Using (6.8) we rewrite (6.7) and (6.8) as 
follows: 
~(5) = (1 - 2tTo)e + c{r/rkXrk: 1 6 k d di) 
+ c {<ikXik: 1 < k < di, 2 < i < p), (6.9) 
2570 - y + &&,.i) = 1, 
1 
(6.10) 
where Y]rk = <rk + ‘/. Let .!&?O = {e, Xjk, 1 < k < di, 1 < i < p) be the linear basis of the 
space spanned by IIp*f(%). Let L be the lattice linearly generated by the basis CJO. Any 
point of L has the form 
U(S) = SOP + c rsikxik: 1 < k < di, 1 < i < JT], SO, Sik E z. (6.11) 
Recall that the vector e is orthogonal to all xik, e2 = 1, and ?(ikXjl = 0 if i # j. Hence 
the lattice L is the orthogonal sum of the lattice A, generated by e and the lattices 
generated by Wi = {Xi/+: 1 d k 6 t ). 
The quadratic form associated with L is P’(S) = .$ + 2Cicp,(si), where Cpi = cpc for 
G = Gi E 3 and Si = (sik: 1 < k < d;). 
The lattice Lp,, is a sublattice of Lo, since the coefficients so, sik in (6.11) defining 
Lp.r are special. 
Lemma 6.7. The lattice L,,, is the sublattice of L consisting qf points u(s) such that so is 
an odd integer, and I:=, (Si, j ) = SO (mod h) where Si = (sik: 1 < k d di). 
Proof. By (6.9), each point of LP., has the form u(s) of (6.1 l), where s,, = 1 - 25T0 is an 
odd integer, and s1 = ql = c1 + yzl, Si = ti, 2 < i d p. (zl is the Perron vector of G,.) 
We obtain (ql,j) = (tl,j) + y(h - 1). Hence CT(si,j) = ET(ci, j) + y(h - 1). Using 
(6.10) we have CT(si, j) = 1 - 25T,-, + yh = 1 - 2{T,, (mod h) = sO. 
Now, let u(s) be a point of L such that s,, = 1 - 2a, and CT(si, j) = s0 + yh, where 
yE~.Weset5i=si,2,<i,<p,andtl,=s,-yz,,r:,=u,rlo=u-y.Thenwehave 
CT(ri,j)=CT(si,j)-Y(zi,j)=CT(si,j)-Y(h-I)=1 -24:0+yh-y(h--1)= 
1 - tTO - <,,,. Hence the point u(5) of (6.7) with just defined 5 determines a point of 
L 0 P,t. 
Proposition 6.8. Let ho = h for all G E 9. Let each form (po, G E 9, satisfy the 
following condition. The minimal nonzero value of cpc(q) for integral ye is equal to t, and 
for (q, j) = 1 (mod h), cpo(q) = t only if ye = E,, or ye = - zG. Then the polytope Up,‘(%) is 
an L-polytope of rhe lattice Lp,, generated by its vertices. 
Proof. Recall that Up,‘(%) is inscribed into a sphere of squared radius 2r + 1. For 
Up*‘(9) to be an L-polytope we have to prove that v’(r) > 2t + 1 for all points (6.7) of 
L p,f, and ~~(5) = 2t + 1 only for vertices of Up,*(%). By Lemma 6.7, each point 
o(c;) E LP.f has the form u(s) of (6.11), where s0 is an odd integer, and 
xi (si, j ) E SO (mod h). 
Consider the case when si = 0 for all i. This is possible only if s0 = ah, h is odd, and 
a is an odd integer. Obviously h > t + 1, and h = t + 1 if 9 contains K, + 1. Hence 
v2(s) = s; = a2h2 3 a2(2t + 1 + t2) > 2t + 1. 
If there is Si # 0, then Cpi(Si) 3 t (cpi = ‘pc for G = Gi), and .& 2 1. Hence 
u’(s) > 2t + 1. Therefore the sphere circumscribing UAf(9) is empty. Besides we see, that 
u2(s)=2~+1ifandonlyifs~=1,andsi#Oonlyforonei.Lets,#O,si=Ofori#1. 
Let s0 = 1. Then (sl, j) = 1 (mod h). Hence s1 = Ed or sI = - zI. The corresponding 
u(s) is the vertex ulk or the vertex v 10 of the simplex SI. If s0 = - 1, then 
(s,, j) = - 1 (mod h). Then s, = - &k or s1 = z,. The corresponding point D(S) is either 
the vertex - v[k or the vertex - ulo of the antipodal simplex - SI. 0 
Note that the vertices of UPv’(9) lie onto two facets, V,.,(g) and its antipode 
- V,,,(a). Hence we have the following corollary. 
Corollary 6.9. The polytope V,,,(9) is a polyrope of the lattice afinely generated by its 
vertices. 
Consider special cases of polytopes Vp,t(S) and Up,‘(%). If t = 2, and dim VP,, = 24, 
then there are 23 L-polytopes of the type V,,,(B). They are the deep holes of the Leech 
lattice [4,5]. Note that shallow holes of the Leech lattice are Vpa2(S) for 99 containing 
only ordinary Dynkin diagrams. Besides, all G E Q have the same Coxeter numbers. 
Venkov [4, Ch. 183 comes to the equality of Coxeter numbers studying even uni- 
modular 24-dimensional lattices. He proves that all irreducible components of the root 
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system of minimal vectors of an unimodular 24-dimensional lattice have the same 
Coxeter number. Recall one-to-one correspondence between deep holes of the Leech 
lattice and even unimodular 24-dimensional lattices. 
If all G E 9 are the complete graphs, K, + 1, we denote the polytopes V,,,(g) and 
LIp.f(3) simply VP,, and Up*‘. 
The L-polytope I’,., = Vg is the usual repartitioning L-polytope. Up,‘, the convex 
hull of P, = V:,’ and of its antipode P_ is an L-polytope which Baranovskii [l] 
denotes U2’+‘, and Conway and Sloane [S] call diplosimplex. The polytope is the 
convex hull of two antipodal regular simplexes of odd dimension 2t + 1. (Note that 
the similar convex hull of antipodal simplexes of even dimension is not an L- 
polytope.) Each of these simplexes is the convex hull of endpoints of a star K having 
2t + 2 vectors. If we denote the two stars by 06i, i = 1,2, with a partition 
Dbi = W+ u Kim * corresponding to the shaft e, then I’:,’ is the convex hull of endpoints 
of W: u W:. Note that - W: = W: and - Wl = WT. It can be shown that in the 
case the lattice L2,t = A::: 1 where A’, (r = t + 1, n = 2t + 1) is the Coxeter lattice. 
Note that I$, is symmetric if and only if t = 1. In the case 
V,.i = Vp,1(K2) = conv{ Vp,l(K,) u (- Vp,l(K,)} = II”~‘(K,). Recall that K1 and 
K2 are the only graphs which can be components of a pillar set for t = 1. Therefore, 
for t = 1 we have only 2 types of L-polytopes: UP~‘(K 1) = VP,, and UP”(K2) = Up”. 
The polytope VP, 1 is the cross polytope CP(p). This L-polytope affinely generates 
the root lattice D,. The polytope Up*’ is the direct product 1 @ CP(p), where I is 
a segment of norm 4. The endpoints of I are endpoints of vectors e and - e. Hence the 
first 2 columns of Table 1 correspond to sets of equiangular lines with only one pillar. 
It can be shown that the construction of Section 2 applied to the Coxeter-Todd 
lattice of dimension 12 gives the 11-dimensional L-polytope 115,2. 
7. Sets of equiaugular lines with several pillars 
Let V be a set of vectors of norm 2t + 1 spanning a set of equiangular lines at angle 
arccos(2t + 1)-i, i.e. V is a (2t + 1, 1)-system. Let d be dimension of the space spanned 
by V. There are two bounds on maximal number of equiangular lines in a d- 
dimensional space: a special bound n,(t, d) for d < (2t + 1)2 and an absolute bound 
n,(d) not depending on t: 
n,(t, d) = d((2t + 1)2 - 1)/((2t + 1)2 - d), n,(d) = d(d + 1)/2. (7.1) 
A relation between these bounds is described in [lo]. 
The most important (2t + l,l)-systems correspond to regular two-graphs. We call 
such a system regular, too. It is well known [lo] that the special bound is satisfied as 
an equality for a (2t + 1, I)-system V if it is regular. In other words, for a regular 
d-dimensional (2t + 1, 1)-system V, we have 
u(v) = IZ&, d). 
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The absolute bound (7.1) says that for any (2t + 1, l)-system V of dimension d, 
v(V) < d(d + 1)/2. Call a regular (2t + 1, 1)-system V, and corresponding two-graph, 
extreme if it satisfies the absolute bound as an equality, i.e. if n,(t, d) = d(d + 1)/2. The 
equality implies that an extreme (2t + 1, l)-system has dimension 
d(t) = (2t + 1)2 - 2 
(cf. Theorem 3.5 of [lo]). Obviously, all regular (2t + 1, 1)-systems have dimension 
not greater than d(t). 
Extreme (2t + 1, l)-systems are known for t = 1 and t = 2. The dimension is 7 and 
23, respectively. The extreme systems can be obtained by the construction of Section 
1 from the lattice Es and the Leech lattice. It is known that corresponding two-graphs 
are completely regular [l l] and unique. 
If V has more than one pillar and P c V is one of these pillars having shaft e, then 
each element u E V - P provides a restriction on the graph G(P+). 
Let Gi be a component of the graph G(IFD+) and let z be its Perron vector. Let 
K = V(Gi) E P+ be the set of vertices of Gi. For u E V - EJ we set 
h’(u) = c{Z,: u E V;, DU = + 11, hi = h+(u) + hi-(u), (7.2) 
where the signs agree. Here hi = h(Gi) is the Coxeter number of Gi. Using (5.4) we 
obtain 
ue = (hl (u) - h,: (u))/‘h, = 2hF (U)/h, 1 = 1 - 2hi- (tr)/hi. (7.3) 
The equalities (7.3) imply validity of the following lemma. 
Lemma 7.1. The ratios h+ (U)/hi and hi- (U)/hi do not depend on i. 
Of course, u belongs to another pillar [Fp’. Let e’ be the shaft of the pillar P’. We show 
that if V has a star K, then the ratio hT(u)/hi depends, in fact, on the pillar P’ but not 
on a special u E p’. 
We need the following lemmas. 
Lemma 7.2. Let u = x, + e and v = x, + e belong to distinct components of a pillar 
with the shaft e. Then ux, = vx, = 0. 
Proof. Note at first that x,x, = 0, since u and v belong to different components. 
Hence ux, = (x, + e)x, = 0, because ex, = 0. Cl 
Note that if V has a star K, then K belongs to any pillar p(e) c V. This implies that 
any shaft e lies in the space Q(K) spanned by K. (Recall that e = x{v: v E K, 
ve = l}/(t + 1)). By Lemma 7.2, x, is orthogonal to the space Q(K). This implies the 
following lemma. 
Lemma 7.3. Let W have a star K, and let P(e) and P(e’) be two pillars with shafts e and 
e’. Then 
x,e’ = x,e = 0 for all v E P(e) - K, u E P(e’) - K. 
Using (7.3) and Lemma 7.3 we obtain 
e’e = (U - x,)e = ue = 2hF(u)/hi - 1 
for any u from the pillar P(e’). Recall that a shaft is defined up to sign. We choose e’ 
such that e’e < 0, and for this e’ we set 
a(e, e’) = h+ (u)/hi = (e’e + 1)/2. (7.4) 
Lemma 7.1 describes a restriction on possibilities of packing several pillar subsets of 
V. But the most important restriction is that the cardinality of a pillar set p of the set 
V with several pillars is bounded by amount not depending on dimension of P. 
Conjecture 7.4. Let (2t + 1, 1)-system V has more than 1 pillar. Then there is a func- 
tion f(t) not depending on dimension V such that 1 P 1 d f(f) for any pillar P c V. 
Conjecture 7.2 is true for t = 1 and t = 2. The following fact, proved by Neumaier 
justifies Conjecture 7.4. 
Theorem 7.5 (Neumaier [14]). Let %t denote the class of finite graphs with largest 
eigenvalue > t such that each proper induced subgraph has largest eigenvalue < t. If 3, 
is finite, then there is a number u(t) such that every graph with more than u(t) vertices 
having a (2t + 1, - 1, 1)-representation is switching equivalent to a graph with largest 
eigenvalue < t. 
In other words, according to Proposition 5.2, Theorem 7.5 says that if FJt is finite, 
then a set of equiangular lines having more than u(t) lines is pillar. Unfortunately, ~9~ is 
not finite for t 3 3. 
Now we prove a fact (due to [lo]) which justifies Conjecture 7.4 once more. The fact 
says that if a set of equiangular lines has a star and contains more than one pillar, then 
each pillar contains a bounded number of components, but each component may be 
arbitrarily large. 
Proposition 7.6. Let W has a star Q6 and at least two pillars P and P’ with shafts e and e’, 
respectively. Then the number s of components of each pillar is bounded, 
s < t2/a2(e, e’), (7.5) 
where a(e, e’) is given in (7.4). 
Proof. Let xi be X, for u = C’i E p - K, 1 < i < S. Let XiXj = 0 for i fj. For 
example, this is so if all Xi belong to distinct components Gi of [Fp. Let u c P’ - K. By 
Lemma 7.3, xie’ = 0 for all i. Hence uiu = (e + xi)(e’ + x,) = ee’ + xix”, i.e. 
xix, = uiu - ee’ = k 1 + 1 - 2a(e, e’) = 2(bi - a), where we set, for simplicity sake, 
a E a(e, e’), and bi = (UiU + 1)/2 = 0 or = 1. Let b be the s-vector with (0, l)-compo- 
nents hi. Recall that xf = x,’ = 2t, and j is the all-one vector. The Gram matrix of 
vectors Xi, 1 d i < s, and x, is 
2B = 
2t1, 2(b - aj) 
2(b - aj)T 2t ’ 
Since the matrix 2B is positive semidefinite, det B > 0. We use the formula 
= (/I - bTAm ‘a)det A, 
which can be obtained by expanding 
by the last column and the last row. Therefore, 
det B = (t - (b - aj)T(b - aj)/t)t” > 0, 
i.e. (b - uj)2 d t2. Note that b2 = (bT, j) = ( jT, b), j2 = s, since b is a (0, 1)-vector, and 
j is an all-one s-vector. Hence (b - aj)2 = bZ - 2a(b’,j) + a2j2 = b2(1 - 2a) 
+ a2s = b2 x (- ee') + a2s < t2. Since h2 x (- ee’) > 0, we obtain s < ?/a, i.e. 
(7.5). 0 
In fact, Proposition 7.6 says that any anticlique of the graph G(p) has size bounded 
by t’/max,, a2(e, e’) for each pillar P with the shaft e. Since a clique of G(P) is 
a subgraph of a star, by Proposition 4.2 the size of a clique of G(p) is not greater than 
2t + 2 (cf. Proposition 2.4 of [ 141). 
8. Taylor graphs 
Let V be an (M, 1)-system. The vectors of V span a set of equiangular lines. Let 
VI be a subset of V containing exactly one vector from each pair of opposite vectors 
of V. The vectors of VI represent the equiangular lines. 
We can relate to the system V two two-graphs (for definitions of two-graphs see 
[lS, 201). A triple {ur, u2, uj} c V, belongs to the first two-graph W(V) if 
(ur u2)(u2u3)(u3u1) < 0 [20]. Just this two-graph is related usually to a set of equiangu- 
lar lines. The second two-graph @I/) is complementary to B(V). 
Similarly as the set V corresponds to the two-graph 6?(V), there is a set V’ which 
corresponds to the two-graph w(V) = !B(V’). Let Y(V’) be the class of switching 
equivalent graphs related to V’ similarly as 9(V) corresponds to V (see Section 4). 
Since B(V) and 9#(V’) are complementary, for each G E 9(V) there is a graph 
G’ E 9(V’) such that G’ = G, the complement of G. 
Now we construct two graphs r+ related to the (M, 1)-system V. They are Taylor 
graphs if the corresponding two-graphs are regular. (For definition of Taylor graph 
see [3]). The set V is the set of vertices of both the graphs. A pair (u, t.) is an edge of the 
graph rk = I-* (V) if and only if UC’ = f 1, and the signs agree. 
Note that r_ = G + G* and r+ = G + G* for any G E 9(V), and r+ # K, since 
u and U* are not adjacent in both the graphs. The operation g(G) = G + G* was 
introduced in [7, Section 51. G + G* is the following graph. G is the restriction of 
r_ on V, . G* is an isomorphic copy of G. The operation * : v + L’* is a bijection 
between V(G) and V(G*), the set of vertices of G and G*. Vertices u E V(G) and 
c* E V(G*) are adjacent in G + G* if and only if u # L’ and (u, v) is not an edge of G. 
The following proposition describes properties of y(G) for an arbitrary graph G. 
Proposition 8.1. Let G he a graph with n vertices. Let A(G) and B = B(G) E 
J - I - 2A(G) be usual and ( f 1)-adjacency matrices af G. Then 
(i) ?/(G’) = y(G) for any graph G’ switching equivalent to G, 
(ii) y(G) is reyular af valency k = n - 1, 
(iii) y(G) is connected unless G is the complete graph K,, 
(iv) the adjacency matrices of y(G) and l/(G) are 
(8.1) 
Ah(G)) = d- B), (8.2) 
(v) the eigenvalues of y(G) (y(G)) are k, - 1, and minus the eigenvalues of B(G) 
(- B(G)), respectively. 
Proof. Since the properties (i)-(iii) are obvious, we prove (iv) and (v). The first equality 
in (8.1) is implied by the construction of y(G). The equality A(G) = J - I - A(G) 
implies the second equality of (8.1) and the equality B(G) = - B(G). This implies (8.2). 
Let (x, Y)~ be a vector with the natural partition. Then 
(J - I) (x + y) - B(x - y) 
(J - I) (x + y) + B(x - y) 
We see that (x, Y)~ is an eigenvalue of A(y(G)) if and only if either x = y or x = - y. In 
the first case x is an eigenvector of the matrix J - I and eigenvalues of y(G) are the 
eigenvalues of J - I, i.e. they are k and - 1. In the second case x is an eigenvector of 
the matrix B and eigenvalues of y(G) are minus the eigenvalues of B(G). 0 
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The matrix B has exactly two eigenvalues if and only if the two-graph g(V) is 
regular [20]. Eigenvalues of B are called eigenvalues of B(V), too. Since 
B(G) = - B(G), we have that eigenvalues of B(V’) are minus eigenvalues of B(V). 
Let the graph G corresponds to VI. Then the matrix (2t + 1)1+ B(G) is the Gram 
matrix of the set VI. Since it is positive semidefinite, m < 2t + 1, where - m is the 
least eigenvalue of B(V). Suppose that 1 VI 1 = o(V) > dim V. Then the Gram matrix 
of VI is singular, and therefore m = 2t + 1. Hence the acute angle cp between lines 
spanned by W and the least eigenvalue - m of 9?(V) are related as c0sq.1 = l/m. 
Similarly, cos cp’ = l/n for the acute angle cp’ between lines spanned by V’ and the least 
eigenvalues - n of 9Y(V’) = g(V). 
We see that eigenvalues of the graph r*, distinct from k and - 1, are eigenvalues of 
W(V) multiplied by f 1, respectively. 
Now suppose that the two-graph g(V) is regular. In the case B(V) is regular, too. 
Then r+ and r- are distance-regular Taylor graphs of diameter 3 and r+ = (K )2, i.e. 
two vertices adjacent in r+ if and only if the distance between them in r_ is equal to 2. 
In this case r- and r+ have the same parameters with E, and ~1 interchanged. In other 
words if (k,p, 1; 1,~~ k) is the intersection array of r_, then (k, ;1, 1; 1, A, k) is the 
intersection array of r+. Recall that A + p + 1 = k. 
Each distance-regular graph has a spherical representation corresponding to each 
eigenvalue of the graph. Recall now the following proposition. 
Proposition 8.2 (Brouwer et al. [3, Proposition 4.4.11). Let r be a distance-regular 
graph valency k, diameter d, and intersection numbers ai, bi, ci, and let 0 be an eigenvalue 
of r of multiplicity f: Then r has a spherical representation p: V(T) -+ RJ such that 
pUpvz = ui for at1 v, u’ E V(f) with d(v, v’) = i, 
where (u,,, u 1, . . . , ud) is the standard sequence corresponding to 0, i.e. 
ug = 1, u, = 0/k, ciUi_l + biui + aiui+l = 8ui, 1 6 i < d, luil < 1. (8.4) 
Since u0 = 1, (8.3) shows that pi = 1 for all u E V(T), and ui = cos Cpi, where Cpi s the 
angle between pv and pvS with d(v, v’) = i. 
We apply this proposition to a Taylor graph. Recall that its intersection array is 
(k, p, 1; 1, p, k), it has diameter d = 3, and 
b,, = k, b, = p, b2 = 1, b3 = 0, c1 = 1, c2 = /I, c3 = k. 
Since a, + bi + Ci = k, 1 Q i Q d, we obtain i = a, = u2 = k - p - 1, a3 = 0. Hence 
the system (8.4) takes the form 
1 + A41 + /Mz = eu,, /M, + Au2 + uj = t&, kuz = &.I~. 
Summing and subtracting the first 2 equations we obtain 
(1 f u3) + (2 f P) (Ul + Lb) = O(Ul * uz). 
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Since u1 = 9/k and u2 = 6/ku,, the equations take the form 
(1 + (2 f P - 0)6/k)(l k uj) = 0, 
where the signs agree. Using the equality 3, + /i + 1 = k, we rewrite the equations as 
follows 
(e2 - (k - 1)0 - k)(l + u3) = 0, 
(e2 + (p - A)0 - k)(l - u3) = 0. 
The solutions of the equations are as follows: 
(1) u3 = - 1, and 9 satisfies the equation O2 + (cl - A)Q - k = 0, 
(2) uj = 1, and 0 satisfies the equation t12 - (k - 1)0 - k = 0. 
The equation t12 - (k - 1)0 - k = 0 has the solutions 8 = k and 8 = - 1, and 13 = k is 
the largest eigenvalue of r. These are just the eigenvalues of the matrix J - I. 
Consider the case (1). We have uO = - u3 = 1, u1 = - u2 = g/k. We see that a pair 
of opposite vectors corresponds to vertices of r at distance 3, since u3 = - 1. There is 
only one acute angle cp between vectors pv and cos 50 = ItI I/k. Call the solutions of the 
equations f12 + (11 - A)6 - k = 0 nontrivial eigenvalues. 
If p # 1, then nontrivial eigenvalues are integral, have opposite signs, and the 
product is equal to - k. Following to [3], we denote the nontrivial eigenvalues n and 
- m. So, n is the second largest eigenvalue of r, and 
k = nm, u-A=m-n. 
Since r2 has p and A interchanged, the nontrivial eigenvalues of r2 are m and - n, and 
m is the second largest eigenvalue of r2. 
So, a Taylor graph r has two spherical representations vector of which span 
equiangular lines. The two sets of equiangular lines are distinct if n # m. 
Now let r = r+, and n and - m be its nontrivial eigenvalues. Recall that n and 
- m are eigenvalues of B(V), too. The representation of r+ related to I3 = n spans 
equiangular lines at angle arccos(n/k) = arccos( l/m). This is just the angle between the 
lines spanned by W if v(V) > dim W. 
If v, v’ E V correspond to adjacent vertices of r+ (V), then vu’ = 1 and pvpUC = l/m, 
i.e. the sign agrees. Recall that r_ (V) has eigenvalues m and - n. Let pF be representa- 
tion of r_ (V) related to the least eigenvalue - n. Then, for v, L” E V corresponding to 
adjacent vertices of r_, pVpL,, = - l/m and vu’ = - 1, and signs agree. Hence we obtain 
the following proposition. 
Proposition 8.3. Let an (M, 1)-system W (spanning a set of equiangular lines) have 
v(V) > dim W, and let the corresponding two-graph 9(W) he regular with eigenvalues 
n and - m. Then M = m, and the spherical representation of’the distance-regular graph 
r+ (W) related to its second largest eigenvalue n is W up to a multiple. The same 
representation is related to the least eigenvalue - n of r_ (W). The representation of 
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r+(V) related to Trn is, up to sign, an (n, I)-system W’, and it corresponds to the 
complement of the two-graph S?(V). 
Note that the condition E(V) > dim V is essential. For example, the Taylor graph 
C6, a cycle of the length 6, as an induced subgraph of the cube Q3, has a spherical 
representation by a (3, l)-system V with u(V) = 3 = dim W = dim Q3. But the non- 
trivial eigenvalues of C6 are 1 and - 2. Similarly, the Taylor graph Ice, the icosahed- 
ron, as a subgraph of the 6-dimensional Halved cube Hc(6), has a representation by 
a (3, 1)-system with v(V) = 6 = dim V = dim Hc(6). But the nontrivial eigenvalues of 
Zco are f 5l/’ (see [7]). 
Note that Q3 and Hc(6) are hypermetric graphs. Taking in attention Conjecture 2.8 
we have the following. 
Conjecture 8.4. Let % be a nontrivial eigenvalue of a Taylor graph G with n vertices. 
Let f’ be multiplicity of 8, and let f < n/2. Then the representation of G related to 8 is 
hypermetric, i.e. the convex hull of endpoints of vectors of the representation is an 
L-polytope. 
9. Planetary model 
Recall that a minimal dependency between vectors of a pillar set is induced by the 
equality (5.4), i.e. it has the form 
e = 1 {z,u: u E ~i)/hi = C {z,u: u E Pj j/hj. 
This means that if we have the set Pi u Pj - 1~~3 of vectors spanning equiangular 
lines, then we can add a new line spanned by v,, without augmenting dimension of the 
space where the set of lines lie. 
Obviously, the vector u0 belongs to the space Qj spanned by Pj. Since u0 = x,, + e 
and x,, is orthogonal to Qi, for i #j, uOu = k 1 for all vectors v of the same pillar. In 
other words, a maximal (see definition in Section 2) set of equiangular lines with only 
one pillar does not contain a broken circuit. (In theory of matroids, a minimal 
dependency is called a circuit. A circuit with one vector removed is called a broken 
circuit). Unfortunately, a set V spanning equiangular lines at angle CI with several 
pillars can contain a broken circuit. The vector which closes a broken circuit can span 
a line at angle with lines of another pillar distinct from sl. 
IfGi=Gj=K,+,, then the circuit Pi u (- Pj) is a star with the unique dependency 
C{U: U E Pi U (-~j)} = 0. 
Note that sets with several pillars can have another circuits of cardinality greater 
than 2t + 2 for t > 1. But, it can be verified that for t = 1 there are only circuits related 
to stars. 
Let V be a maximal set such that its pillars have as components complete 
graphs only. Let u(V) >, 2t + 2, and V contains a star. We fix a star KO. The star 
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K0 determines 
P(t) = ( 1 ‘: 1; 12 
pillars. We consider the following sequence of sets Vi = V,(t), i = 0, 1,2, . . . , V, = I$,. 
Each set Vi(t), i > 0, has p(t) pillars, and each pillar P+rr 1 6 r < p(t), contains i pairs 
of opposite vectors, not contained in KO. So Vi contains U(Vi) = 2t + 2 + p(t)i lines. 
We call a set Vi - Vi_, , i > 1, an &it. An orbit contains one pair of opposite vectors 
in each pillar, and U(Vi - Vim I ) = p(t). 
We partition the orbits into orbit& as follows. The vectors of the intersection of an 
orbital with a pillar form a component K,, 1 d s d t + 1. We call an orbital fill if all 
its component are K,, 1. 
Note that if V contains an orbital with a component K,, then V is not maximal. In 
fact, in the case each component K, can be completed to K,+ 1 without augmenting 
dimension of V, since K, and a K,+ 1 of K0 form a broken circuit. Denote the convex hull 
of endpoints of vectors of the (2t + 1, 1)-system Vi(t) by ‘%i(t). Note that 23,,(t) = U2,‘. 
Recall that for V corresponding to a regular two-graph the special bound n, is 
satisfied as equality, i.e. in the case v(V) = n,(t, d) = 4dt(t + 1)/((2t + 1)2 - d), and 
the right-hand side is an integer. 
If d = do = (2t + 1)2 - 2, then n,(t, d) = d(d + 1)/2 = n,(t, d), and if 
d = (2t + 1)2 - 1, then n,(t, d) > n,(t, d). Hence for d > (2t + 1)2 - 1 the bound 
n, works only. 
Below in Tables 2 and 3 we give values of n,(t, d) for t = 1 and t = 2, and for d such 
that n,(t, d) is an integer. Besides we give number O(t, d) of orbitals of the correspond- 
ing set V. Note that O(t, d) = (n,(t, d) - (2t + 2))/p(t). 
Tables 2 and 3 show that n,(t, d) = (2t + 2) + 0(t, d)p(t) for all pairs (t, d) (excluding 
(t, d) = (2, 17)). The case (t, d) = (2, 17) does not correspond to a regular two-graph. 
For t = 3 the expression (n,(t, d) - (2t + 2))/p(t) is integral only for d = 7,37,42 and 
47, when 0(3,7) = 0, 0(3,37) = 4, 0(3,42) = 8, 0(3,47) = 32. 
Table 2 
For t = 1. p(t) = 3. d,(t) = 7 
d 135 6 7 
n,(f. d) I 4 IO 16 28 
O(l,d) -02 4 8 
Table 3 
For r = 2, p(r) = 10, d,,(r) = 23 
d I 5 IO 13 15 17 19 20 21 22 23 
n-(2, d) 1 6 16 26 36 51 76 96 126 176 276 
6(2, d) 0 1 2 3 4,5 7 9 12 17 27 
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Consider the function q(t) = n,(t, d,(t)) - (2t + 2). We have 
q?(t) = 2(t + 1)2(4t2 - 1). 
Recall that 
PO) = ( > “: 1; 12. 
Therefore we have 
p(1) = 3, q(1) = 23 x 3 = 23P(l); 
p(2) = 10, (p(2) = 2 x 32 x 15 = 33p(2); 
p(3) = 35, (p(3) = 2 x 42 x 35 = 2’p(3); 
p(4) = 126, (p(4) = 2 x 52 x 63 = 52p(4); 
p(5) = 6 x 7 x 11, (p(5) = 2 x 62 x 99 = (22 x 33/7)p(5). 
In general, for t 2 5, q(t) is not divisible by p(t). In particular, the polytope %i(t,(t), 
where i(t) = cp(t)/p(t), represents a completely regular two-graph [l l] for t = 1,2, and 
hypothetically for t = 3 and 4. 
Now consider some examples. Let t = 1. Then p(t) = 3. Since in the case 
K - K2, the sets having components K, are not maximal. Hence Vi are maximal f+l - 
for even i only. There are only 3 maximal sets distinct from Ild. The sets are shown in 
Table 1 of Section 3. 
i = 0, V, = 06, u(V,) = 4. The polytope 23),(l) = 112.’ is a 3-dimensional cube, 
L(V,) = Dq. 
i = 2, v(V,) = 4 + 3 x 2 = 10. 232(l) is the 5-dimensional Johnson L-polytope 
5(6,3), LW,) = J%. 
i = 4, u(V,) = 4 + 3 x 4 = 16. sb(l) is the 6-dimensional Halved cube Hc(6), 
L(V,) = E,. 
i = 8, @I,) = 4 + 3 x 8 = 28. !Bs(l) is the 7-dimensional Gosset polytope, 
L(V,) = Es, i(1) = cp(l)/p(l) = 8. 
We see that the 7-dimensional set V6 is not maximal. All the polytopes Bi(l), 
i = 2,4,8, represent completely regular two-graphs [l 11. 
Let t = 2, p(t) = 10. In the case K,+r = KS, and orbitals of a maximal V contain 
K1 and K3 only. Ford = 15, the set V,(2) contains one full orbital and corresponds to 
the complete regular 2-graph on 36 points. The polytope ?B3(2) is obtained from the 
16-dimensional Barness-Wall lattice by the construction of Section 1. It can be shown 
that the lo-dimensional set V1 (2) (having 1 orbital) can be obtained from V,(2) by 
choice of a vector in each pillar of V,(2). Note that the two-graph represented by 
V1 (2) is dual to the two-graph represented by V,( 1). 
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Ford = 13, there are 4 nonisomorphic two-graphs [18]. The sets V(2) representing 
the two-graphs contain two orbits, i.e. they are V,(2). The most symmetric V,(2) 
contains only two orbitals each consisting from one orbit with components K1 . The 
example shows that an extremal (5,1)-system may contain broken circuits. The set 
V,(2) is not contained in V,(2). 
For d = 21 and d = 22 we check the sets V(2) obtained from the Steiner system 
S(5,8,24). The excellent description of the two-graph corresponding to 21-dimen- 
sional set V,,(2) is given by Spence [19]. He proves that there are only two types of 
stars, special or not. If the star Kc, is special, then V,,(2) contains 4 full orbitals. 
Otherwise, the set V,,(2) contains 2 full orbitals and 6 orbitals consisting each from 
one orbit. The components of 9 pillars are 2 complete graphs K3 and 6 Kr . The tenth 
pillar has 4 graphs K3 as components. 
The 22-dimensional set V f7 (2) contains 4 full orbitals and 5 orbitals each contain- 
ing one orbit. Hence the components of each pillar are 4 graphs K3 and 5 graphs K, . 
The L-polytopes 23 1 2 (2) and 23 1 ,(2) are sections of the L-polytope 2&, (2) mentioned 
below. 
For d = 23, the set V,,(2) contains 9 full orbitals and spans the famous unique set 
of 276 equiangular lines. The corresponding L-polytope Bj2,(2) is obtained from the 
Leech lattice by the construction of Section 1. The explicit description of S,,(2) is 
given in [S]. The sets V,(2) and V,,(2) correspond to completely regular two-graphs. 
The sets V,,(3) and V,,(4) of dimensions 47 and 79 must contain 8 = 32/4 and 
5 = 25/5 full orbitals, respectively. Each pair of complete graphs K, + 1 can be taken as 
Kbo. 
Unfortunately the L-polytope BJ2(3) corresponding to the hypothetical completely 
regular two-graphs on 1128 points [ 1 l] can not be obtained from even unimodular 
48-dimensional extremal lattice by the construction of Section 1. The set of equiangu- 
lar lines obtained by the construction from any even unimodular 48-dimensional 
lattice with minimal norm 6 contains only 50 lines. This number can be calculated 
using a result of Venkov [21]. 
Nothing is known about the L-polytope !B15 (4) and the corresponding hypothetical 
completely regular graph on 3160 points. 
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