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The equilibrium properties of a single quantum particle (qp) interacting with a classical gas for
a wide range of temperatures that explore the system’s behavior in the classical as well as in the
quantum regime is investigated. Both the quantum particle and atoms are restricted to the sites of a
one-dimensional lattice. A path-integral formalism is developed within the context of the canonical
ensemble in which the quantum particle is represented by a closed, variable-step random walk on the
lattice. Monte Carlo methods are employed to determine the system’s properties. For the case of a
free particle, analytical expressions for the energy, its fluctuations, and the qp-qp correlation function
are derived and compared with the Monte Carlo simulations. To test the usefulness of the path
integral formalism, the Metropolis algorithm is employed to determine the equilibrium properties of
the qp for a periodic interaction potential, forcing the qp to occupy extended states. We consider
a striped potential in one dimension, where every other lattice site is occupied by an atom with
potential ǫ, and every other lattice site is empty. This potential serves as a stress test for the path
integral formalism because of its rapid site-to-site variation. An analytical solution was determined
in this case by utilizing Bloch’s theorem due to the periodicity of the potential. Comparisons of
the potential energy, the total energy, the energy fluctuations and the correlation function are made
between the results of the Monte Carlo simulations and the analytical calculations.
PACS numbers: 05.30.-d, 31.15.xk, 05.40.Fb, 31.15.aq
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I. INTRODUCTION
The subject matter considered in this work focuses on
one-dimensional systems in which a single low-mass par-
ticle interacts with more massive atoms and molecules
arranged in some configuration. The low-mass parti-
cle obeys the laws of Quantum Mechanics whereas the
more massive atoms or molecules can be treated classi-
cally. Examples of such low-mass particles are electrons,
positrons and positronium. This general problem is im-
portant for understanding electron transport in insulat-
ing materials, weakly ionized plasmas or any other situa-
tion which can be modeled by an excess or solvated elec-
tron in a classical gas, liquid or solid. [1] It also applies
to lifetime studies of positrons produced by radioactive
sources which have been injected into various materials.
[2] These are examples of an individual quantum parti-
cle (qp) interacting with a configuration of more massive
classical atoms. In the limit of infinite classical particle
mass, we are led to consider the idealized geometry where
these particles are fixed in space and both the atoms and
quantum particle are restricted to sites on a regular lat-
tice.
An important consideration is the interaction time
scale, τ , which is available for the measurement process.
In the case of the positron or positronium, their inher-
ent lifetimes provide a natural limit for this quantity,
where the ortho-positronium lifetime of 140 ns provides
an upper bound. [1] However, there is also a natural
time, called the association time, during which the ex-
cess electron eventually chemically bonds with the gas
atom or molecule. [3] Thus, for experiments which mea-
sure electron currents and positron lifetimes, one must
consider whether the classical atom interacting with a
quantum particle has sufficient time to respond to the
presence of the qp. There are three possible scenarios
to consider: (1) the qp is non-thermal; (2) the qp ther-
malizes but the classical atoms do not respond (quenched
case); or (3) the system completely equilibrates (annealed
case). Complete self-trapping, in which the environmen-
tal classical atoms have time to redistribute themselves
in a classical bubble or droplet, apparently occurs in He
in the critical region and thus requires case 3. However,
disorder-induced (Anderson) localization [4] is still a pos-
sibility in case 2. Even though the thermalization times
for positron decay in xenon have been called into ques-
tion, [5] at present there is still no clear determination of
these times by any known investigation. This study shall
only focus on case 2 in the above delineation. That is,
a given configuration of atoms in a simulation shall re-
main unchanged during the simulation. Physically, this
means that we are only considering the intermediate -
τ case where there is not sufficient interaction time for
the classical atoms in the configuration to react to the
presence of the quantum particle. Hence, the interac-
tion goes only one way: the quantum particle ”feels” the
classical atoms, but not vice versa. In the lattice model
considered here, the classical atoms are idealized to have
effectively infinite mass since they do not move at all.
In this study we shall develop a general approach
to solve for the equilibrium properties of such one-
dimensional quantum systems for any configuration of
atoms. We will then consider the situation where the lat-
tice occupancy is periodic, resulting in extended states of
the qp according to Bloch’s theorem. This type of peri-
odic atomic configuration is called alternating or striped.
The algorithm developed here employs the tight-
binding model to solve the system Schrodinger equation.
2The tight-binding model is essentially a method to calcu-
late the electronic band structure using an approximate
set of wave functions based upon superposition of wave
functions for isolated atoms located at each occupied site.
The term ”tight-binding” refers to the electron being con-
sidered tightly bound to the atom in which it is associ-
ated such that it has limited interaction with the states
of neighboring atoms in the solid. [6] The tight-binding
model has been used extensively in the study of many
quantum systems including the study of ultracold atoms
on optical lattices, [7] self-trapping of Bose-Einstein con-
densates in optical lattices, [8] Anderson localization, [9]
and the plethora of interesting studies of the behavior of
graphene. [10]
We will first consider a free particle using a tight-
binding Hamiltonian. The average energy, the average
energy fluctuation and the qp-qp correlation function
shall be derived analytically. Then, we will focus on
the development of a Feynman path-integral approach
to solve the same problem of a free quantum particle.
We shall also derive expressions for the same aforemen-
tioned quantities in the path-integral analogue. This ap-
proach for studying the free quantum particle closely fol-
lows work performed by Guo and Miller. [11] However,
in studying that work, it was found that there were sev-
eral errors in the equations which prompted a full re-
derivation. This re-derivation is presented first in this
work.
We have developed a computer algorithm to perform
simulations using the Feynman-Kac path-integral, which
provides one of the few theoretical methods for explor-
ing the equilibrium properties of a model Hamiltonian
directly. In this formalism, a single quantum particle is
replaced by a closed chain of say p pseudo-particles, each
interacting with the host system through a p-reduced po-
tential. The predictions are exact in the limit p → ∞.
[11] Path integrals are particularly useful for describing
the quantum mechanics of an equilibrium system be-
cause the canonical distribution for a single particle in
the path integral picture becomes isomorphic with that
of a classical ring polymer of quasiparticles. [19] Due to
the polymer being in the form of a ring, we have to en-
sure that the chain closes on itself. In addition, we need
to impose boundary conditions on the lattice because of
computational limitations. To more closely approximate
an infinite system, we chose to assert periodic boundary
conditions.
Here we will show that the form of the path-integral
Monte Carlo (PIMC) algorithm used in this work is dif-
ferent than what is seen in continuous systems described
by the Schrodinger equation with a given potential. [21]
For a continuous system a free particle, whose Hamil-
tonian is simply the kinetic energy, has a path-integral
whose integrand is just a product of Gaussians, and hence
the positions of the pseudo-particles can always be di-
rectly sampled. However, it is almost always the case
that when a potential is applied, the pseudo-particle po-
sitions cannot be directly sampled. The integral has an
integrand that is generally not a Gaussian. One then
solves the eigenvalue problem for the free particle and
constructs a transformation matrix such that the path
integral can be described in terms of the normal modes
where the kinetic energy Hamiltonian can be directly
sampled. The normal modes solution is then transformed
back to pseudo-particle positions and the Metropolis al-
gorithm is used to accept or reject the proposed solution
based upon the evaluation of the potential energy. The
algorithm is used to calculate equilibrium properties such
as the energy which can then be used to construct the
partition function, correlation functions, etc.
We cannot apply the above form of the PIMC al-
gorithm in this problem. The primary reason is that
the systems considered in this problem involve a quan-
tum particle interacting with a configuration of classical
atoms on a rigid one-dimensional lattice, and the particle
positions are confined to be only on lattice sites because
the space is assumed discrete. Therefore the standard as-
sumption for the path-integral does not apply. We shall
see in the development of this paper that a discrete form
of the path integral Monte Carlo algorithm has to be
established to account for such confinement in particle
positions. In fact, one of the results of this work is the de-
velopment of such an alternate path-integral Monte Carlo
algorithm.
Path-integral Monte Carlo algorithms were at first
plagued by slow convergence in their earlier existence.
But, this issue has been more than compensated by faster
computers and clusters which are readily available in
most universities and many places of industry. There
has also been significant improvements put forward to-
ward faster converging PIMC algorithms both for real-
time and imaginary-time approaches. [20] Hence, path-
integral Monte Carlo is an accessible means to perform
computations to predict the behavior of quantum sys-
tems. The path-integral method has been used to predict
the decay rate of the positron [12] and ortho-positronium
[13] in xenon and to study quantum states of electrons
in dense gases. [14]
Our goal is to develop an approach that yields cor-
rect equilibrium properties for an arbitrary arrangement
of atoms on the periodic lattice. For the model con-
sidered here we will first compute the solution to a few
equilibrium properties of the free quantum particle on a
one-dimensional lattice and then we shall compare those
results with the corresponding analytical calculations. In
order to test the efficacy of our method, next we will com-
pare the results for a nontrivial configuration of atoms in-
put into the PIMC program with an analytical solution
with the same configuration. The Schrodinger equation
only has known analytical solutions for very few poten-
tials. It is well-known that one can analytically solve the
Schrodinger equation for certain periodic configurations
using the tight-binding model, and one such model is the
alternating or striped configuration considered here. This
striped configuration can also be easily implemented in
the computer program. It produces a challenging poten-
3tial for the path integral since it varies as rapidly as possi-
ble, once per lattice spacing. Due to the variability of this
potential, one typically must consider more and smaller
step sizes in the path integral. [15] Thus, after the dis-
cussion of the free quantum particle, an analytical deriva-
tion of the solution to the Schrodinger equation with a
striped-case potential shall be performed. We shall then
derive and calculate the analytical average energy, qp-qp
correlation function, and an atom-qp correlation func-
tion for the striped case. Finally, we shall compare the
results of the developed Monte Carlo program with these
striped-case analytical results.
The structure of this paper is as follows. In Section
II, we will discuss the description of the one-dimensional
tight-binding lattice model. Then in Section III we shall
derive the analytical solution to the partition function,
average energy, the energy fluctuation and the qp-qp cor-
relation function in the canonical ensemble for the free
particle. Then, we will derive the path integral analogue
of the same corresponding free-particle parameters. We
then follow with a derivation of the method to gener-
ate the random walks using a conditional probability
argument. Next, the results of the PIMC calculations
are given and compared with the analytical predictions.
Then in Section IV the same approach is followed in the
study of the striped case configuration. First, we show
analytical derivations for the partition function, energy,
average potential energy, the ground state energy and the
density matrix for the striped-case problem. We then
discuss the Metropolis algorithm and the derivation of
the atom-qp correlation function. Next, we compare the
PIMC results for the striped-case problem with the corre-
sponding analytical calculations performed using Math-
ematica. In Section V, we finish the paper by providing
a summary and conclusions.
II. DESCRIPTION OF THE MODEL
We study a one-dimensional system of a low-mass
quantum particle, like an electron or positron, interact-
ing with a rigid one-dimensional lattice partially occu-
pied with more massive atoms. We suppose that the
temperature is sufficiently high that the atoms can be
treated classically. The lattice sites are occupied by
atoms but some lattice sites are left empty. The space for
the quantum particle is also discrete, i.e. the quantum
particle only lies on the lattice sites. The qp obeys the
Schrodinger equation
HˆΨ = EΨ (1)
where Hˆ is the Hamiltonian operator, E is the energy
eigenvalue, and |Ψ〉 is the state vector of the qp.
For ease of calculation, it is convenient to employ sec-
ond quantization. Let |j〉 denote the state in which the
quantum particle is on lattice site j. Then the set { |j〉 :
j = . . . ,−L, . . . ,−2,−1, 0, 1, 2, . . . , L, . . .} forms a basis
for our state space. In addition, let | 〉 denote the vacuum
state. We define linear annihilation operators cj and c
†
j
on the basis vectors as follows:
cj | 〉 = 0 (2)
cj |k〉 = δj,k | 〉 (3)
c†j | 〉 = |j〉 (4)
c†j |k〉 = 0 (5)
We also assert the periodic boundary condition
ΨL+1 = Ψ1 (6)
When the space is changed from continuous to discrete,
the differential operators in the Hamiltonian should be
changed to difference operators, accordingly. The corre-
sponding Hamiltonian is
Hˆ = 2t− t
∑
j
(c†jcj+1 + c
†
j+1cj) +
∑
j
vjc
†
jcj (7)
where vj is the potential of the qp on lattice site j. In
our model, we simply take
vj = ǫnj (8)
where nj is the number of atoms on lattice site j, (nj =
0, 1) and with the choice
t =
~
2
2ma2
(9)
in which m is the mass of the qp and a is the lattice spac-
ing, we get the discrete approximation of the continuous
Hamiltonian. This happens to be the Hamiltonian from
the tight-binding model. Without loss of generality we
choose units such that t = 1 in all of the following.
III. FREE PARTICLE ON THE LATTICE
When there is an interaction between the low-mass
particle and the atoms, generally the problem cannot be
solved analytically. We are going to employ a Monte
Carlo calculation by way of a discrete version of the
Feynman - Kac path integral to study the system. In
the free particle case there are no atoms at all, vj = 0
for any j, and we can get the exact analytical solution
of the Schrodinger equation. We also carry out Monte
Carlo calculations for the free particle case so that we
can compare them with the exact analytical solutions.
For the interacting case we can almost always only rely
on our Monte Carlo calculations.
4A. Analytical solution
1. Energy spectrum and eigenstates
For the free particle case, it is easy to see that we
have the following solution for the eigenstates of the
Schrodinger equation
Ψ
(α)
j =
1√
L
exp
(
2πiαj
L
)
, α = 1, 2, . . . , L (10)
where L is the lattice size. Substitute this solution into
Eq. (1), notice vj = 0, then we have the energy eigenval-
ues:
E(α) = 2t− 2tcos
(
2πα
L
)
, α = 1, 2, . . . , L (11)
This is the energy spectrum. If L → ∞, we get a single
continuous energy band and a two-fold degeneracy be-
cause for each energy E(α) there are two different states
Ψ(α) and Ψ(L−α) carrying the same energy while having
opposite direction of energy flux.
2. The canonical ensemble
We study the canonical ensemble of such free particle
systems at finite temperature. We compute the mean
energy of the qp, its mean square fluctuation, and the
quantum correlation of the qp with itself along the lattice.
The equilibrium density matrix of such an ensemble is
exp
(
−βHˆ
)
where, as usual, β is the inverse temperature
in appropriate units. We need to calculate the partition
function per lattice site, Z/L
Z
L
=
1
L
L∑
α=1
exp
(
−βE(α)
)
(12)
For the free particle, this can be expressed as:
Z
L
=
1
L
e−2βt
L∑
α=1
e2βtcos(
2piα
L )
Take the limit as L→ ∞ and make a change of variable
to get
Z
L
= e−2βt lim
L→∞

 1L L2π
2π∑
α= 2pi
L
due2βtcosu


The summation now changes to an integral in u.
Z
L
= e−2βt
1
π
∫ π
0
due2βtcosu = e−2βtI0 (2βt) (13)
where I0 is the zeroeth order Modified Bessel function.
Modified Bessel functions play a central role in the so-
lutions for the equilibrium properties for the free particle.
We introduce the Modified Bessel function at this point
and state the important recurrence relations we will need
in the derivations to follow. [16]
First, in general, the nth order Modified Bessel func-
tion is given by
In (z) =
1
π
∫ π
0
duezcosucos (nu) (14)
Other important relations for Modified Bessel functions
which we will use in this paper are
I
′
n (z) = In+1 (z) +
n
z
In (z) (15)
I
′
n (z) = In−1 (z)−
n
z
In (z) (16)
The expectation value of the energy is
〈Hˆ〉 = 2t+ 〈Hˆ ′〉 (17)
where H ′ is the tight-binding Hamiltonian and here the
angle brackets represent the thermal average:
Hˆ ′ = −t
∑
j
(
c†jcj+1 + c
†
j+1cj
)
(18)
In general, for any operator Aˆ, it is true that
〈Aˆ〉 = Tr[Aˆe
−βHˆ ]
Z
So,
〈Hˆ ′〉 =
1
L
Tr[Hˆ ′e−βHˆ ]
Z
L
(19)
〈Hˆ ′〉 =
−1
L
∂
∂β
Tr[e−βHˆ ](
Z
L
) − 2t
But,
Tr[e−βHˆ ] =
∑
α
〈α| e−βHˆ |α〉 =
∑
α
e−βE
(α)
Therefore, we can write
〈Hˆ ′〉 =
− ∂
∂β
(
1
L
∑
α e
−βE(α)
)
Z
L
− 2t
Taking the limit as L→∞, and thus changing the sum-
mation to an integral, we obtain
〈Hˆ ′〉 =
−∂
∂β
(
e−2βtI0 (2βt)
)
e−2βtI0 (2βt)
− 2t
5After performing the partial differentiation in the first
term and then some algebraic simplification, we get
〈Hˆ ′〉 =
− ∂
∂β
I0 (2βt)
I0 (2βt)
(20)
Applying Modified Bessel function recurrence relations,
we arrive at the following form for the expectation value
for the Hamiltonian:
〈Hˆ〉 = 2t− 2tI1 (2βt)
I0 (2βt)
(21)
Similarly, we can obtain the average energy fluctuation
per site
〈Hˆ ′2〉 − 〈Hˆ ′〉2
Since Hˆ ′ = Hˆ − 2t then
Hˆ ′
2
= Hˆ2 − 4tHˆ + 4t2 and
〈Hˆ ′2〉 =
1
L
Tr[Hˆ ′
2
e−βHˆ ]
Z
L
One can then write
〈Hˆ ′2〉 =
1
L
Tr[Hˆ2e−βHˆ ](
Z
L
) − 4tL Tr[Hˆe−βHˆ ](
Z
L
)
+
4t2
L
Tr[e−βHˆ ](
Z
L
)
Applying similar mathematical arguments as in the
derivation of 〈Hˆ〉 above, we obtain
〈Hˆ ′2〉 =
∂2
∂β2
(
e−2βtI0 (2βt)
)
e−2βtI0 (2βt)
+
4t ∂
∂β
(
e−2βtI0 (2βt)
)
e−2βtI0 (2βt)
+ 4t2
With some application of partial differentiation with re-
spect to β and some algebraic cancelations and simplifi-
cations, we get
〈Hˆ ′2〉 = ∂
2I0 (2βt)
∂β2
/
I0 (2βt) (22)
But, we can use Modified Bessel function recurrence re-
lations to finally get
〈Hˆ ′2〉 − 〈Hˆ ′〉2 = 2t2 + 2t2 I2 (2βt)
I0 (2βt)
− 4t2 I
2
1 (2βt)
I20 (2βt)
(23)
Following Guo and Miller [11] we define the qp-qp cor-
relation function.
G1 (n) = 〈
∑
j
Ψ∗jΨj+n〉 (24)
Since Ψj+n is the wave function Ψj displaced by n lat-
tice sites, G1 (n) provides a measure of the mean spread
of the qp along the lattice. We will investigate another
correlation called the atom-qp correlation function later.
Starting from Eq. (24), let’s derive an expression for
G1 (n) for the free particle in terms of Modified Bessel
functions.
G1 (n) =
1
L
∑
α 〈α|
(∑
j Ψ
∗
jΨj+n
)
e−βHˆ |α〉(
Z
L
)
We can make use of Eq. (10) now, and substitute the
appropriate form of the wavefunction
G1 (n) =
1(
Z
L
) 1
L
∑
α
〈α|

∑
j
(
1√
L
exp
(−2πiαj
L
))
×
(
1√
L
exp
(−2πiα (j + n)
L
)))
e−βHˆ |α〉
which then becomes
G1 (n) =
1
L2
∑
α
(∑
j exp
(
2πiαn
L
))
e−βE
(α)
(
Z
L
)
Since the summand for the j-sum does not depend on j,
we can write∑
j
exp
(
2πiαn
L
)
= L exp
(
2πiαn
L
)
Then the qp-qp correlation function becomes
G1 (n) =
∑
α
1
L
exp
(−βE(α)) exp (2πiαn
L
)
∑
α
1
L
exp
(−βE(α)) (25)
Let N be the numerator of Eq. (25). Then
N =
∑
α
1
L
exp
(
−βE(α)
)
exp
(
2πiαn
L
)
From Eq. (11), we can substitute the specific form of the
energy and write
N =
1
L
e−2βt
L∑
α=1
e2βtcos(
2piα
L )e
2piiαn
L
Making an appropriate change of variables, taking the
limit as L→∞, and utilizing the definition of the Mod-
ified Bessel function given by Eq. (14) we can write
N = e−2βt
1
π
∫ π
0
due2βtcosucosnu = e−2βtIn (u)
We have already determined that
Z
L
= e−2βtI0 (2βt), therefore we can write
G1 (n) =
In (2βt)
I0 (2βt)
(26)
Essentially, we have determined that the qp-qp correla-
tion function, or how the quantum particle spreads itself
out on the one-dimensional lattice, is simply the quotient
of two different orders of the Modified Bessel function.
6B. Path integral formalism
In general, for an arbitrary interacting system, there
is no direct way to compute the quantum trace. Lack-
ing a quantum computer, we have to find some equivalent
classical system which we can sample by standard means.
For each physical observable we want to investigate, we
need to construct a corresponding ”classical” operator in
the path integral formalism. These transformed opera-
tors become the random functions which are averaged in
the Monte Carlo calculations.
1. Partition function
To demonstrate the path integral reformulation, we
start with the partition function. In the |j〉 represen-
tation the partition function is
Z = Tr[e−βHˆ
′
] =
∑
j1
〈j1| e−βHˆ′ |j1〉 (27)
We split the operator into p factors,
e−βHˆ
′
=
(
e
−βHˆ′
p
)p
= e
−βHˆ′
p e
−βHˆ′
p · · · e−βHˆ
′
p (28)
and insert the identity operators,∑
jα
|jα〉 〈jα| = 1 (29)
Making use of the Trotter formula, we have
Z =
∑
j1
∑
j2
· · ·
∑
jp
〈j1| e
−βHˆ′
p |j2〉 〈j2| e
−βHˆ′
p |j3〉
× · · · 〈jp| e
−βHˆ′
p |j1〉
Z =
∑
j1
∑
j2
· · ·
∑
jp
p∏
α=1
〈jα| e
−βHˆ′
p |jα+1〉 (30)
where
jp+1 = j1 (31)
We calculate the matrix element in Eq. (30) to be
〈j| e−βHˆ
′
p |k〉 =
L∑
α=1
〈j |α〉 〈α| e− βHˆ
′
p |α〉 〈α |k〉
expanding in terms of the eigenvectors of Hˆ ′.
We can then make use of the basic relations Ψ∗j = 〈j |α〉
and Ψk = 〈α |k〉 and rewrite this last equation as
〈j| e−βHˆ
′
p |k〉 =
L∑
α=1
Ψ∗j (α) e
−
β
p (E
(α)−2t)Ψk (α)
Using Eqs (10) and (11), we can substitute the appro-
priate form of the energy and eigenfunction for the free
particle and write
〈j| e−βHˆ
′
p |k〉 = 1
L
L∑
α=1
e
2piiα(k−j)
L e
2βt
p
cos( 2piαL )
Then, making a change of variable, taking the limit as
L → ∞ and exploiting the definition of the Modified
Bessel function, Eq. (14), we get
〈j| e− βHˆ
′
p |k〉 = Ij−k
(
2βt
p
)
(32)
We finally obtain the partition function as
Z =
∑
j1
∑
j2
· · ·
∑
jp
p∏
α=1
Ijα−jα+1
(
2βt
p
)
(33)
where the summation is over all j1, j2, . . ., jp. We can
identify the sequence ~j = (j1, j2, . . ., jp) with a p-step
closed random walk on a lattice which starts at j1 and
has steps with displacement
sα = jα+1 − jα (34)
and the factor
p∏
α=1
Ijα−jα+1
(
2βt
p
)
(35)
as the probability (when properly normalized) assigned
to each random walk.
Notice that a sample walk j1, j2, . . ., jp is required to
satisfy the constraint jp+1 = j1, or
p∑
α=1
sα = 0 (36)
so the random walk is closed.
We can also interpret the form of Z from another point
of view. We define
Φ
(
~j
)
= Φ(j1, j2, . . . , jp)
= − 1
β
p∑
α=1
ln Ijα−jα+1
(
2βt
p
)
(37)
and
φ (j) = − 1
β
ln Ijα−jα+1
(
2βt
p
)
(38)
Then
Φ
(
~j
)
=
p∑
α=1
φ (jα − jα+1) (39)
7and
p∏
α=1
Ijα−jα+1
(
2βt
p
)
= exp (−βΦ (j1, j2, . . . , jp)) (40)
We can then interpret the probability
p∏
α=1
Ijα−jα+1
(
2βt
p
)
(41)
as the ensemble probability of certain classical systems
exp (−βΦ (j1, j2, . . . , jp)) (42)
This classical system takes the form of a closed ring poly-
mer on the lattice consisting of p particles with the in-
teraction energy Φ (j1, j2, . . . , jp). Effectively, each poly-
mer element is only directly coupled to its nearest neigh-
bors in the chain (not necessarily the nearest lattice site)
through the interaction φ which depends on both β and
the number of lattice sites separating each pair of poly-
mer elements.
Our approach will be to construct random walks by
generating sequences of positive and negative integers s1,
s2, . . ., sp according to the probability P (s1, s2, . . . , sp).
We will develop appropriate functions which, when aver-
aged over a large set of walks, converge to the thermal
mean of specific physical and statistical quantities, e.g.,
the energy and the correlation function G1 (n).
2. Energy
We also need to find a way to calculate the average
energy by the Monte Carlo method. We treat the energy
in a similar manner as the partition function. As usual,
Hˆ = Tˆ + Vˆ (43)
where Tˆ is the kinetic energy operator and Vˆ is the po-
tential energy operator. In the free particle case,
Vˆ = 0 (44)
Hˆ ′ = Tˆ ′ = −t
∑
j
(
c†jcj+1 + c
†
j+1cj
)
(45)
Using the second quantization equations, Eqs (2) - (5),
the matrix element in the |j〉 representation is seen to be
〈j1| Tˆ ′ |k〉 = −t (δj1,k−1 + δj1,k+1) (46)
Let’s now find the canonical average of Tˆ ′
〈Tˆ ′〉 = Tr[Tˆ
′e−βHˆ
′
]
Z
(47)
Let’s first find Tr[Tˆ ′e−βHˆ
′
].
Tr[Tˆ ′e−βHˆ
′
] =
∑
k
〈k| Tˆ ′e−βHˆ′ |k〉
=
∑
k
〈k| Tˆ ′
(
e−
βHˆ′
p
)p
|k〉
=
∑
k
∑
j1
∑
j2
· · ·
∑
jp
〈k| Tˆ ′ |j1〉 〈j1| e−
βHˆ′
p |j2〉 〈j2| e−
βHˆ′
p |j3〉
× · · · 〈jp| e−
βHˆ′
p |k〉
Using Eq. (46), we can write
Tr[Tˆ ′e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
−t (δk,j1−1 + δk,j1+1)
× 〈j1| e−
βHˆ′
p |j2〉 〈j2| e−
βHˆ′
p |j3〉 · · · 〈jp| e−
βHˆ′
p |k〉
After some algebraic manipulation, we arrive at the fol-
lowing expression for this trace:
Tr[Tˆ ′e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
−t

〈jp| e− βHˆ′p |j1 − 1〉+ 〈jp| e− βHˆ′p |j1 + 1〉
〈jp| e−
βHˆ′
p |j1〉


×
p∏
α=1
〈jα| e−
βHˆ′
p |jα+1〉
This calculation specifically just evaluated Tr[Tˆ ′e−βHˆ
′
]
for j1. But, there is nothing special about j1. All j1, j2,
. . . , jp need to be evaluated. So, there are p − 1 more
sums just like the one above, one for each jα, α ∈ [1, p].
The same argument can also be made for the jp above,
so in general we can write
Tr[Tˆ ′e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
(−t
p
F1
)
×
p∏
α=1
〈jα| e−
βHˆ′
p |jα+1〉
where
F1 =
p∑
α=1
(
〈jα| e−
βHˆ′
p |jα+1 − 1〉+ 〈jα| e−
βHˆ′
p |jα+1 + 1〉
)
〈jα| e−
βHˆ′
p |jα+1〉
The division by p is because we are calculating a sum
over p steps and we want to compute the average.
Using Eq. (32), we can now express this kinetic energy
trace in terms of Modified Bessel functions
Tr[Tˆ ′e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
(
− t
p
F2
) p∏
α=1
Ijα−jα+1
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F2 =
p∑
α=1
I(jα−jα+1)+1 + I(jα−jα+1)−1
Ijα−jα+1
We can now make use of a Modified Bessel function re-
currence relation to write
Tr[Tˆ ′e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
−2t
p

 p∑
α=1
I ′jα−jα+1
(
2βt
p
)
Ijα−jα+1
(
2βt
p
)


×
p∏
α=1
Ijα−jα+1
(
2βt
p
)
(48)
where the prime denotes differentiation in β.
We can see from Eq. (48) that the average of a physical
observable Θˆ has the form∑
walks
Θcl (walk)× Probability (walk) (49)
where Θˆcl is a function defined on a walk and is the coun-
terpart of a quantum operator Θˆ in the classical system
isomorphism. Each quantum operator has a correspond-
ing classical operator in the isomorphic ensemble of poly-
mer systems. Thus, the quantum kinetic energy operator
is
Tˆ = 2t− t
∑
j
(
c†jcj+1 + c
†
j+1cj
)
(50)
and its classical analogue is
τˆ = 2t− 2t
p
p∑
α=1
I ′jα−jα+1
(
2βt
p
)
Ijα−jα+1
(
2βt
p
) (51)
3. Energy fluctuation
We will treat the square of the energy similarly in order
to compute the energy fluctuation. First we calculate the
matrix element 〈j1| Tˆ ′2 |k〉. We begin by writing
〈j1| Tˆ ′2 |k〉 = t2 〈j1|

∑
j
(
c†jcj+1 + c
†
j+1cj
)
×
(∑
l
(
c†l cl+1 + c
†
l+1cl
))
|k〉
After utilizing the second quantization relations, Eqs (2)
- (5), we find this matrix element to be
〈j1| Tˆ ′2 |k〉 = t2 (δj1,k−2 + 2δj1,k + δj1,k+2) (52)
Employing the trace Tr[Tˆ ′2e−βHˆ
′
] and using the Trotter
formula in combination with Eq. (52), we can write
Tr[Tˆ ′2e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
t2 (δj1,k−2 + 2δj1,k + δj1,k+2)
× 〈j1| e−
βHˆ′
p |j2〉 · · · 〈jp| e−
βHˆ′
p |k〉
At this point, we then apply exactly the same mathe-
matical arguments that were utilized to attain the cor-
responding expression for the energy in the last section.
After following through these same steps we reach the
following equation:
Tr[Tˆ ′2e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
(
t2
p
(F3)
)
×
p∏
α=1
〈jα| e−
βHˆ′
p |jα+1〉
where
F3 =
p∑
α=1
〈jα| e−
βHˆ′
p |jα − 2〉
〈jα| e−
βHˆ′
p |jα+1〉
+
p∑
α=1
2 〈jα| e−
βHˆ′
p |jα〉
〈jα| e−
βHˆ′
p |jα+1〉
+
p∑
α=1
〈jα| e−
βHˆ′
p |jα + 2〉
〈jα| e−
βHˆ′
p |jα+1〉
Using Eq. (32), we can write this trace in terms of Mod-
ified Bessel functions
Tr[Tˆ ′2e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
t2
p
(F4)
p∏
α=1
Ijα−jα+1
where
F4 =
p∑
α=1
I(jα−jα+1)+2 + I(jα−jα+1) + I(jα−jα+1)−2
I(jα−jα+1)
Using the same recurrence relation in the last section,
taking another derivative on it, and then applying that
result here, we get
Tr[Tˆ ′2e−βHˆ
′
] =
∑
j1
∑
j2
· · ·
∑
jp
4t2
p

 p∑
α=1
I ′′jα−jα+1
(
2βt
p
)
Ijα−jα+1
(
2βt
p
)


9×
p∏
α=1
Ijα−jα+1
(
2βt
p
)
(53)
The classical isomorphism of Tˆ ′2 can be reached by recall-
ing that Tˆ ′ = Hˆ ′ and then writing 〈Hˆ2〉 as a polynomial
of the ensemble average of powers of 〈Hˆ ′〉 as follows :
〈Hˆ2〉 = 〈Hˆ ′2〉+ 4t〈Hˆ ′〉+ 4t2
which we shall denote as τ2. Therefore, we can write the
classical isomorphism of Tˆ ′2 as
τ2 =
4t2
p
p∑
α=1
I ′′jα−jα+1
(
2βt
p
)
Ijα−jα+1
(
2βt
p
)−8t2
p
p∑
α=1
I ′jα−jα+1
(
2βt
p
)
Ijα−jα+1
(
2βt
p
)+4t2
(54)
4. Correlation function
We are going to compute the correlation function for
the free particle using the path integral formalism. From
the definition given by Eq. (26), we reformulate it in the
occupation number representation to take the form
Gˆ1 (n) =
∑
j
c†jcj+n (55)
The matrix element that we need is
〈j1| Gˆ1 |k〉 = 〈j1|
∑
j
c†jcj+n |k〉
= 〈j1| c†jδj+n,k | 〉
= 〈j1| c†k−n | 〉
= 〈j1 |k − n〉
= δj1,k−n (56)
Using Eq. (56) and stepping through the same mathe-
matical process as in the previous two sections, we arrive
at the following form for Tr[Gˆ1e
−βHˆ′ ].
Tr[Gˆ1e
−βHˆ′ ] =
∑
j1
∑
j2
· · ·
∑
jp

1
p
p∑
α=1
Ijα−jα+1−n
(
2βt
p
)
Ijα−jα+1
(
2βt
p
)


×
p∏
α=1
Ijα−jα+1
(
2βt
p
)
(57)
It follows that the classical analogue of the qp-qp corre-
lation function is
Γ1 (n) =
1
p
p∑
α=1
Ijα−jα+1−n
(
2βt
p
)
Ijα−jα+1
(
2βt
p
) (58)
5. Generation of the random walks
Here we develop a Levy method for sampling the walks.
Suppose P(~s) is the probability of the sequence of steps
(s1, s2, . . . , sp). Then
P (s1, s2, . . . , sp) = C
p∏
α=1
Isα
(
2βt
p
)
∆
(∑
α
sα
)
(59)
where
∆ (x) =
{
1 x = 0
0 x 6= 0 (60)
and C is a normalization factor. The presence of a func-
tion ∆ arises from the constraint
∑p
α=1 sα = 0, which
requires the random walk to be closed. Using the Fourier
representation of ∆(x)
∆ (x) =
1
2π
∫ π
−π
eikxdk (61)
and the identity
∞∑
s=−∞
Is (x) cosks ≡ excosk (62)
we find C to be∑
s1
∑
s2
· · ·
∑
sp
P (s1, s2, . . . , sp) = 1
C
∑
s1
∑
s2
· · ·
∑
sp
p∏
α=1
Isα
(
2βt
p
)
∆
(∑
α
sα
)
= 1
C
∑
s1
∑
s2
· · ·
∑
sp
p∏
α=1
Isα
(
2βt
p
)
1
2π
∫ π
−π
dxeix
∑
α
sα = 1
Carrying out this calculation, we arrive at a normaliza-
tion constant that is just 1 divided by the zeroeth order
Modified Bessel function.
C =
1
I0 (2βt)
(63)
We would like to generate the sequence of numbers
j1, j2, . . . , jp one after another instead of getting them all
at once as a group. We ask, given the first ν integers in
the sequence s1, s2, . . . , sν , what is the conditional prob-
ability, P (sν+1|s1, s2, . . . , sν), of getting sν+1 next?
As usual, the conditional probability can be expressed in
terms of the joint probability as
P (sν+1|s1, s2, . . . , sν) = P (s1, s2, . . . , sν+1)
P (s1, s2, . . . , sν)
(64)
10
where
P (s1, s2, . . . , sν) =
C
∑
sν+1
∑
sν+2
· · ·
∑
sp
(
ν∏
α=1
Isα
(
2βt
p
))
×
(
p∏
α=ν+1
Isα
(
2βt
p
))
∆
(
ν∑
α=1
sα +
p∑
α=ν+1
sα
)
(65)
is the joint probability for s1, s2, . . . sν and again ∆ in-
sures the closure of each random walk.
Equation (59) computes the probability of a specific
sequence s1, s2, ..., sp in a p-step random walk out of all
of the possible p-step random walks. But, Eq. (65)
states given a sequence s1, s2, . . . sν (ν ≤ p) what is the
probability of obtaining such a sequence? To calculate
this, one needs to consider all of the possible sequences
sν+1, sν+2, . . . , sp. Essentially, we have one particular se-
quence s1, s2, . . . sν set and in order to determine the
probability of getting the next p − ν steps, one must
sum over all of these other possibilities for sequences
sν+1, sν+2, . . . sp.
In Eq. (65) the first product,
∏ν
α=1 Isα
(
2βt
p
)
, does not
take part in the multiple summation and can actually
be pulled out in front of it. In the same manner, the
first summation in the ∆ function does not take part in
the multiple summation either and can be considered a
constant with respect to the multiple summation.
Let
tν =
ν∑
α=1
sα (66)
be the displacement after ν steps. Then, as we did earlier
by employing the Fourier representation of ∆, we have
P (s1, s2, . . . , sν) = C
[
ν∏
α=1
Isα
(
2βt
p
)]
×
∑
sν+1
· · ·
∑
sp
[
p∏
α=ν+1
Isα
(
2βt
p
)]
∆
(
tν +
p∑
α=ν+1
sα
)
and then immediately we can write
P (s1, s2, . . . , sν) = C
[
ν∏
α=1
Isα
(
2βt
p
)]
×
∑
sν+1
· · ·
∑
sp
[
p∏
α=ν+1
Isα
(
2βt
p
)]
× 1
2π
∫ π
−π
dxeix(tν+
∑p
α=ν+1 sα)
Carrying through this calculation, we obtain
P (s1, s2, . . . , sν) = C
[
ν∏
α=1
Isα
(
2βt
p
)]
Itν
(
p− ν
p
2βt
)
(67)
Finally, we obtain the conditional probability for the next
step in a p-step walk.
P (sν+1|s1, s2, . . . , sν) =
Isν+1
(
2βt
p
)
Itν+1
(
p−ν−1
p
2βt
)
Itν
(
p−ν
p
2βt
)
(68)
C. Results from the Monte Carlo calculation
We generated random walks step by step by par-
titioning the unit interval by the sequence of subintervals
P (0|s1, s2, . . . sν) , P (1|s1, s2, . . . sν) , P (−1|s1, s2, . . . sν) ,
P (2|s1, s2, . . . sν) , P (−2|s1, s2, . . . sν), .... We select
a random number from the uniform distribution and
determine which interval of the partition it occupies.
Then the displacement of the random walk in this
step is determined. We add up the contributions for
the classical analogue of the operator for the complete
random walk and finally we take the mean over all walks
to get the average.
Using a computer cluster, we calculated the energy and
correlation functions over a variety of temperatures and
they agreed very well with the analytical results. Fig-
ure 1 shows the energy over a range of temperatures.
The solid curve is the analytical result, and the crosses
show the Monte Carlo results. In Figure 2 we plot the
qp-qp correlation function vs. separation n for β = 10.
The agreement of the Monte Carlo simulations with the
analytical results was within ∼ 20% up to a spacing of
n = 5 and then there was disagreement beyond this point
due to the occurrence of rare events. Calculations over
a wide range of temperatures (not shown) confirms our
intuition that when the temperature is lowered the corre-
lation spreads out. It is important to note that for a free
particle the discrete path integral is exact for finite Trot-
ter number p. In practice, choosing values between 10
and 100, we obtained excellent convergence (see Fig. 1)
by sampling 106 independent walks. Typical differences
from the exact result were in the fourth decimal place for
the energy.
IV. PRESENCE OF ATOMS ON THE LATTICE
IN A FIXED PERIODIC CONFIGURATION
A. Fixed periodic configuration of atoms
Now let’s consider the interaction between the qp and
a set configuration of atoms. This is easiest when the
atoms are rigidly fixed on the lattice, then the qp just
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FIG. 2. Self-correlation function, G1 (n), of the free quan-
tum particle on the lattice for β = 10. The solid curve is a
plot of the exact theoretical results while the crosses represent
the Monte Carlo simulations. Note the excellent agreement
except near the shoulders, where the number of significant
events becomes small.
sees the atoms as a source of an external potential field.
This corresponds to a one-way interaction between the
qp and the atoms on the lattice, where the qp knows
about the atoms, but the atoms do not know about the
qp. This type of scenario is commonly referred to as a
quenched system.
In this paper, we will particularly consider the case of
an alternating potential, i.e. the case where every other
site on the one-dimensional lattice is occupied by an atom
and every other lattice site is empty. For each occupied
site, it can only be occupied by at most one atom and
this atom is assumed to possess an on-site potential ǫ.
This configuration is also known as the ”striped” case.
Configurations set on a lattice in this manner are known
as examples of the tight-binding model. Most potential
problems in Quantum Mechanics cannot be solved ana-
lytically. There are a handful of problems which have an
analytical solution, which include the central potential,
the harmonic oscillator potential, the infinite square well
potential and very few others. To ensure that the Monte
Carlo code being developed is correct, it is desired to be
able to establish a configuration of atoms on the lattice
and compare the computational solution with an analyt-
ical solution. The striped case configuration is one that
can be solved analytically and also easily implemented
into the PIMC computer program. The following sec-
tions of this paper shall provide an analytical derivation
of the solution of the Schrodinger equation for the striped
case, and also the derivation of the important physical
parameters of interest, including the average energy, the
energy fluctuation, and the atom-qp correlation function
for this striped configuration.
1. Analytical solution for the configuration of
alternating atomic occupation, also known as the
striped case
The configuration with alternating atomic occupation,
or the striped case, can be described most generally by
considering every other lattice site to have potential a
and the other lattice sites to have potential b, in an ar-
rangement a - b - a - b - a - b - ... - a - b. The fol-
lowing tridiagonal matrix describes the solutions to the
Schrodinger equation,
M =


a −1 0 0 0 0 0 0 0 −1
−1 b −1 0 0 0 0 0 0 0
0 −1 a −1 0 0 0 0 0 0
...
...
0 0 0 0 0 0 0 −1 a −1
0 0 0 0 0 0 0 0 −1 b


where the Schrodinger equation is
MΨ = EΨ (69)
Two sets of difference equations arise from the applica-
tion of the Schrodinger equation of this form, and they
are
− (Ψj−1 +Ψj+1) + aΨj = EΨj (70)
− (Ψj +Ψj+2) + bΨj+1 = EΨj+1 (71)
The key to being able to solve this particular Schrodinger
equation hinges upon the ability to exploit the periodic-
ity of this configuration and use Bloch’s theorem. Using
Bloch’s theorem, we write
Ψk (~r) = u (~r)φ (~r) = u (~r) e
i~k·~r
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For the lattice geometry the solutions take the form
Ψj = u (j) e
ikj (72)
where u has the periodicity of the lattice.
For j odd, let u = u1, and for j even, let u = u2. Then
the pair of equations arising from the application of the
Schrodinger equation becomes
−
(
u2e
ik(j−1) + u2e
ik(j+1)
)
+ au1e
ikj = Eu1e
ikj
−
(
u1e
ikj + u1e
ik(j+2)
)
+ bu2e
ik(j+1) = Eu1e
ik(j+1)
They can be simplified to become
− 2u2cosk = (E − a)u1 (73)
− 2u1cosk = (E − b)u2 (74)
Multiplying this pair of equations, Eqs (73) and (74), we
obtain a single equation in terms of E, a, b and k.
(E − a) (E − b) = 4cos2k (75)
We can apply normalization |u1|2 + |u2|2 = 1 combined
with Eqs (73) and (74) to arrive at expressions for u1 and
u2.
u1 =
(b− E)
2cosk
eiθ√
1 + 4cos
2k
(E−a)2
(76)
u2 =
eiθ√
1 + 4cos
2k
(E−a)2
(77)
where θ is the phase.
We need to apply periodicity to express the form of
k. Physically, periodicity arises because the quantum
particle is isomorphic to a ring polymer, and so it must
close upon itself. The periodicity is realized in the top
and bottom rows of the original cyclic matrix formula
by the inclusion of the -1’s in the upper right and lower
left corners:
Top Row:
au1e
ik − u2e2ik − eikNu2 = Eu1eik (78)
Bottom Row:
− u1eik − u1eik(N−1) + bu2eikN = Eu2eikN (79)
This leads to
(E − a)u1eik = −
(
e2ik + eikN
)
u2 (80)
−
(
eik + eik(N−1)
)
u1 = (E − b) eikNu2 (81)
Let’s manipulate the first equation out of the last pair of
equations, Eq. (80). First, let’s multiply it through by
e−ik.
(E − a)u1 = −
(
eik + e−ikeikN
)
u2
Comparing this equation with the very first equation de-
rived for u1, Eq. (73), we see that the following must be
true for consistency:
eikN = 1⇒ kN = 2πν
where ν is an integer. Thus, we get
k =
2πν
N
(82)
Eq. (75) derived above is a quadratic in E, and it can be
solved for E to obtain
E =
a+ b±
√
(a− b)2 + 16cos2 ( 2πν
N
)
2
(83)
For simplicity, let’s define the following variable:
F5 (x) =
√
(a− b)2 + 16cos2 (x)
This radical is almost ubiquitous in what follows in this
paper. For the case of discrete wavenumber, x = 2πν
N
. In
the limit N →∞, x = u.
Eq. (83) shows that the energies for the striped case
configuration occur in two bands, one for the case of the
radical being prepended by the plus sign, and one for the
case of the minus sign. These two cases shall be referred
to in this paper by Eν+ and Eν− , respectively.
2. Partition function for the striped case
Considering the two branches of energy dictated by
Eq. (83), one can attain the following equation for the
partition function for the striped case configuration, after
a little algebra:
Z = e−β(
a+b
2 )
N∑
ν=1
[
e
β
2 F5(
2piν
N ) + e−
β
2 F5(
2piν
N )
]
As a confirmation, it can be shown that if we set a =
b = 2, we obtain the free particle result.
Let’s now consider Z/N .
Z
N
=
e−β(
a+b
2 )
N
N∑
ν=1
[
e
β
2 F5(
2piν
N ) + e−
β
2 F5(
2piν
N )
]
As usual, we perform a change of variable, then take
the limit N → ∞, which changes the summation to an
integral, and we obtain
Z
N
=
e−β(
a+b
2 )
π
∫ 2π
0
cosh
[
β
2
F5 (u)
]
du (84)
This integral, and all other integrals to follow in this
paper, must be done numerically.
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3. Average energy for the striped case
Let’s calculate the average energy 〈Hˆ〉
〈Hˆ〉 =
1
N
〈Hˆe−βHˆ〉
Z
N
Taking into account both branches, the equation for the
average energy takes the form
〈Hˆ〉 =
e−β(
a+b
2 )
Z
N
N
N∑
ν=1
[(
a+ b
2
)
+
1
2
F5
(
2πν
N
)]
e−
β
2 F5(
2piν
N )
+
e−β(
a+b
2 )
Z
N
N
N∑
ν=1
[(
a+ b
2
)
− 1
2
F5
(
2πν
N
)]
e
β
2 F5(
2piν
N )
This equation can be simplified to become
〈Hˆ〉 = e
−β(a+b2 )
Z
N
N
N∑
ν=1
[
(a+ b) cosh
[
β
2
F5
(
2πν
N
)]]
− e
−β(a+b2 )
Z
N
N
N∑
ν=1
[
F5
(
2πν
N
)
sinh
[
β
2
F5
(
2πν
N
)]]
We perform a change of variable, then take the limit N →
∞, which changes the summation to an integral, and we
obtain
〈Hˆ〉 = a+ b
2
−
1
2
∫ 2π
0 F5 (u) sinh
[
β
2F5 (u)
]
du∫ 2π
0
cosh
[
β
2F5 (u)
]
du
(85)
4. Average potential energy for the striped case
The probability that the striped case system is in a
state ν is
Pν =
e−βEν
Z
(86)
The average potential energy for state ν is given by
〈V 〉ν =
∑
j Ψ
∗
jVΨj∑
j |Ψj|2
(87)
For this problem, the distribution of the on-site potential
energy from the atoms on the lattice is given by
V =
{
ǫ j odd
0 j even
(88)
and the wavefunctions are
Ψj = e
ikj
{
u1 j odd
u2 j even
(89)
This gives a ν-dependent average potential energy of
〈V 〉ν =
|u1|2ǫN2∑
j |Ψj |2
(90)
Because Ψj = uje
ikj , we can write the complex square
of Ψj as
|Ψj |2 = |uj|2 (91)
We can then immediately obtain a normalization con-
stant for Ψj
∑
j
|Ψj |2 = |u1|2N
2
+ |u2|2N
2
=
(|u1|2 + |u2|2) N
2
=
N
2
(92)
Applying this normalization, we obtain the following for-
mula for the ν-dependent average potential energy
〈V 〉ν = ǫ|u1|2 (93)
Recall from Eq. (83) that there are two branches of E.
We want to eventually calculate
〈V 〉 = ǫ
Z
∑
ν
(|u1
ν+
|2e−βEν+ + |u1
ν−
|2e−βEν−)
Also, we can take the complex square of u1, given by Eq.
(76), and write |u1
ν+
|2 and |u1
ν−
|2, one for each branch
of the frequency
|u1
ν+
|2 = (b− Eν+)
2
4cos2
(
2πν
N
)
(
(Eν+ − a)2
(Eν+ − a)2 + 4cos2
(
2πν
N
)
)
and
|u1
ν−
|2 = (b− Eν−)
2
4cos2
(
2πν
N
)
(
(Eν− − a)2
(Eν− − a)2 + 4cos2
(
2πν
N
)
)
We need to work out expressions for |u1
ν+
|2 and |u1
ν−
|2
in terms of ǫ and ν.
In this problem, we consider the occupied sites to
have on-site potential ǫ and the unoccupied sites to have
0 potential. To accomplish this, let a = 2 + ǫ and b = 2.
After extensive algebraic calculations, we obtain
|u1
ν+
|2 = 8cos
2
(
2πν
N
)
16cos2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2 (94)
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and
|u1
ν−
|2 = 8cos
2
(
2πν
N
)
16cos2
(
2πν
N
)
+ ǫF6
(
2πν
N
)
+ ǫ2
(95)
where, in the same spirit as F5 (x), we create a new vari-
able F6 (x) as follows:
F6 (x) =
√
ǫ2 + 16cos2 (x)
For the case of discrete wavenumber, x = 2πν
N
. In the
limit N →∞, x = u.
〈V 〉 now becomes
〈V 〉 = ǫ
Z
∑
ν
[
8cos2
(
2πν
N
)
e−
β
2 (4+ǫ)e−
β
2 F6(
2piν
N )
16cos2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2
]
+
ǫ
Z
∑
ν
[
8cos2
(
2πν
N
)
e−
β
2 (4+ǫ)e
β
2 F6(
2piν
N )
16cos2
(
2πν
N
)
+ ǫF6
(
2πν
N
)
+ ǫ2
]
Making a change of variable, taking the limit as N →∞,
and changing the summation to an integral, we get
〈V 〉 =
4ǫ
∫ 2π
0
cos2(u)e−
β
2
F6(u)
16cos2(u)−ǫF6(u)+ǫ2
du∫ 2π
0
cosh
[
β
2F6 (u)
]
du
+
4ǫ
∫ 2π
0
cos2(u)e
β
2
F6(u)
16cos2(u)+ǫF6(u)+ǫ2
du∫ 2π
0 cosh
[
β
2F6 (u)
]
du
(96)
5. Ground state energy for the striped case
We are now in a position to predict analytically the
ground state energy for the striped case configuration.
The set of Eν+ and Eν− given by Eq. (83) are all possible
energy eigenvalues for this problem. For any ν, Eν− <
Eν+ . The ground state energy occurs when Eν− is a
minimum. This occurs when the radical is maximized,
which occurs when cos2
(
2πν
N
)
is maximized, which occurs
for ν = N2 . This leads to
Eground =
a+ b
2
− 1
2
√
(a− b)2 + 16
Let ǫ = 10.0, b = 2.0, a = b+ǫ = 2.0+10.0 = 12.0. From
this, we get a value for the ground-state energy.
Eground ≈ 1.6148 (97)
We can now theoretically predict the ground state po-
tential energy for the striped configuration. We simply
begin with Eq. (93) and substitute the form of |u1|2 from
Eq. (76). Doing so, we can write
〈V 〉ν = ǫ (b− E)
2
4cos2k
1(
1 + 4cos
2k
(E−a)2
)
Using the above parameter settings and the value for
Eground calculated in Eq. (97), we get
〈V 〉ground = (10.0)(2.0− Eground)
2
4cos2π
× 1(
1 + 4cos
2π
(Eground−12.0)
2
) = 0.3577 (98)
We will later compare the computational results for 〈V 〉
with Eq. (98).
6. The density matrix for the striped case
In Quantum Statistical Mechanics, one is typically in-
terested in calculating the density matrix. [15] The den-
sity matrix is a matrix that describes a quantum system
in a mixed state, as opposed to one in a pure state, which
would simply be described by a single state vector. The
density matrix is a quantum-mechanical analogue to the
phase-space probability in Classical Statistical Mechan-
ics. Explicitly, suppose that a given state |ψ〉 may be
found in state |ψ1〉 with probability p1, in state |ψ2〉 with
probability p2, . . ., in state |ψn〉 with probability pn. The
density operator for this system is then
ρˆ =
∑
i
pi |ψi〉 〈ψi| (99)
By choosing a basis |um〉, which does not even need to
be orthogonal, one may resolve the density operator into
a density matrix, which has the matrix elements
ρmn =
∑
i
pi 〈um |ψi〉 〈ψi |un〉 (100)
Then, for a given operator Aˆ, the expectation value 〈A〉
is given by
〈A〉 =
∑
i
pi 〈ψi| Aˆ |ψi〉 =
∑
n
〈un| ρˆAˆ |un〉 = Tr
(
ρˆAˆ
)
(101)
The expectation value of A for the mixed state is the sum
of the expectation values of for each of the pure states
|ψi〉 weighted by probabilities pi.
For any atomic configuration, the density matrix is
an important mathematical object to calculate. In the
case of a configuration of atoms on a one-dimensional
lattice, the density matrix can be employed to provide
a correlation function for the quantum particle. Let’s
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begin computing the density matrix for the striped case
configuration.
First, let’s write
ρ = 〈φ∗ (~x)φ
(
~x
′
)
〉 =
∑
ν φ
∗
ν (~x)φν
(
~x
′
)
e−βEν
Z
Expressing this relation in the formalism of the lattice,
we write
〈φ∗ (j)φ (j′)〉 =
∑
ν(states) φ
∗
ν,jφν,j′e
−βEν
Z
For each k, we have E+ (k) and E− (k).
Applying normalization, we write
(
2
N
)∑
states u
∗
j (ν)uj′ (ν) e
−βEνeik(j
′−j)
Z
= Djj′
which is matrix element j, j′ of density matrix D.
Djj′ =
(
2
N
)∑
ν+ u
∗
j (ν
+)uj′ (ν
+) e−βEν+eik(j
′−j)
Z
+
(
2
N
)∑
ν− u
∗
j (ν
−)uj′ (ν
−) e−βEν−eik(j
′−j)
Z
(102)
The Djj′ matrix can be separated into a D
+
jj′ and a D
−
jj′ ,
given by
D+jj′ =
2
N
1
Z
∑
ν+
u∗j
(
ν+
)
uj′
(
ν+
)
e−βEν+eik(j
′−j) (103)
D−jj′ =
2
N
1
Z
∑
ν−
u∗j
(
ν−
)
uj′
(
ν−
)
e−βEν−eik(j
′−j) (104)
Let’s look at the N × N matrix D+jj′ first. It is displayed
in its expanded form below, multiplied by N2 Z.
N
2
ZD+jj′ =


∑
ν+ u
∗
1u1e
−βE
ν+ , e−ik
∑
ν+ u
∗
1u2e
−βE
ν+ , · · · e(2−N)ik∑ν+ u∗1u1e−βEν+ , e(1−N)ik∑ν+ u∗1u2e−βEν+
eik
∑
ν+ u
∗
2u1e
−βE
ν+ ,
∑
ν+ u
∗
2u2e
−βE
ν+ , · · · e(3−N)ik∑ν+ u∗2u1e−βEν+ , e(2−N)ik∑ν+ u∗2u2e−βEν+
...
...
e(N−2)ik
∑
ν+ u
∗
1u1e
−βE
ν+ , e(N−3)ik
∑
ν+ u
∗
1u2e
−βE
ν+ , · · ·∑ν+ u∗1u1e−βEν+ , e−ik∑ν+ u∗1u2e−βEν+
e(N−1)ik
∑
ν+ u
∗
2u1e
−βE
ν+ , e(N−2)ik
∑
ν+ u
∗
2u2e
−βE
ν+ , · · · eik∑ν+ u∗2u1e−βEν+ , ∑ν+ u∗2u2e−βEν+


This matrix is constructed understanding that uj = u1
if j is odd and that uj = u2 if j is even.
D−jj′ is the same matrix as D
+
jj′ except that everywhere
one sees ν+ in D+jj′ , one must substitute it for ν
− in D−jj′ .
In the expanded display of the matrix D+jj′ , u1 = u1ν+
and u2 = u2
ν+
. For the matrix D−jj′ , u1 = u1ν− and
u2 = u2
ν−
.
We have expressions for |u1
ν+
|2 and |u1
ν−
|2, Eqs
(94) and (95), respectively. We can easily derive expres-
sions for |u2
ν+
|2 and |u2
ν−
|2. Utilizing the normalization
condition, we can write
|u2
ν+
|2 = 1− |u1
ν+
|2
and substituting Eq. (94) we obtain
|u2
ν+
|2 = 1− 8cos
2
(
2πν
N
)
16cos2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2
This simplifies to a final form for |u2
ν+
|2
|u2
ν+
|2 = 8cos
2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2
16cos2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2 (105)
Likewise, for |u2
ν−
|2, we begin with the normalization
condition
|u2
ν−
|2 = 1− |u1
ν−
|2
and end up with
|u2
ν−
|2 = 8cos
2
(
2πν
N
)
+ ǫF6
(
2πν
N
)
+ ǫ2
16cos2
(
2πν
N
)
+ ǫF6
(
2πν
N
)
+ ǫ2
(106)
Returning to the Djj′ matrix, all of the multiplications
of u∗juj′ come down to
u∗1
ν+
· u1
ν+
= |u1
ν+
|2
u∗2
ν+
· u2
ν+
= |u2
ν+
|2
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which we have already calculated, and
u∗1
ν+
· u2
ν+
= u∗2
ν+
· u1
ν+
u∗1
ν+
· u2
ν+
=
2
√
2cos
(
2πν
N
) [
8cos2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2] 12
16cos2
(
2πν
N
)− ǫF6 ( 2πνN )+ ǫ2 (107)
Likewise,
u∗1
ν−
· u1
ν−
= |u1
ν−
|2
u∗2
ν−
· u2
ν−
= |u2
ν−
|2
which we have already calculated, and
u∗1
ν−
· u2
ν−
= u∗2
ν−
· u1
ν−
u∗1
ν−
· u2
ν−
=
2
√
2cos
(
2πν
N
) [
8cos2
(
2πν
N
)
+ ǫF6
(
2πν
N
)
+ ǫ2
] 1
2
16cos2
(
2πν
N
)
+ ǫF6
(
2πν
N
)
+ ǫ2
(108)
We want to next convert the sums to integrals. Going
through the same process as with the potential energy
〈V 〉, one ends up getting an integral from 0 to 2π in
taking the limit N → ∞, changing the variable to u,
and multiplying the new integral by N2π .
In doing so, we need to calculate three different integrals
for D+ and three different integrals for D−.
First D+ Integral:
1
π
(
Z
N
) ∫ 2π
0
|u1
ν+
(u) |2e−βEν+(u)eiu(j−j′)du
=
8
π
e−β(
a+b
2 )
(
Z
N
)−1
×
∫ 2π
0
cos [u (j − j′)] cos2ue−β2 F6(u)
16cos2u− ǫF6 (u) + ǫ2 du (109)
where
(
Z
N
)
is given by Eq. (84).
Second D+ Integral:
1
π
(
Z
N
) ∫ 2π
0
|u2
ν+
(u) |2e−βEν+(u)eiu(j−j′)du
=
1
π
e−β(
a+b
2 )
(
Z
N
)−1
×
∫ 2π
0
cos [u (j − j′)] [8cos2u− ǫF6 (u) + ǫ2]
16cos2u− ǫF6 (u) + ǫ2
× e−β2 F6(u)du (110)
Third D+ Integral:
1
π
(
Z
N
) ∫ 2π
0
u∗1
ν+
(u)u2
ν+
(u) e−βEν+(u)eiu(j−j
′)du
=
1
π
e−β(
a+b
2 )
(
Z
N
)−1 ∫ 2π
0
cos [u (j − j′)] (2√2cosu)
16cos2u− ǫF6 (u) + ǫ2
× [8cos2u− ǫF6 (u) + ǫ2] 12 e−β2 F6(u)du (111)
First D− Integral:
1
π
(
Z
N
) ∫ 2π
0
|u1
ν−
(u) |2e−βEν−(u)eiu(j−j′)du
=
8
π
e−β(
a+b
2 )
(
Z
N
)−1
×
∫ 2π
0
cos [u (j − j′)] cos2ue β2 F6(u)
16cos2u+ ǫF6 (u) + ǫ2
du (112)
Second D− Integral:
1
π
(
Z
N
) ∫ 2π
0
|u2
ν−
(u) |2e−βEν−(u)eiu(j−j′)du
=
1
π
e−β(
a+b
2 )
(
Z
N
)−1
×
∫ 2π
0
cos [u (j − j′)] [8cos2u+ ǫF6 (u) + ǫ2]
16cos2u+ ǫ F6 (u) + ǫ2
× e β2 F6(u)du (113)
Third D− Integral:
1
π
(
Z
N
) ∫ 2π
0
u∗1
ν−
(u)u2
ν−
(u) e−βEν−(u)eiu(j−j
′)du
=
1
π
e−β(
a+b
2 )
(
Z
N
)−1 ∫ 2π
0
cos [u (j − j′)] (2√2cosu)
16cos2u+ ǫF6 (u) + ǫ2
× [8cos2u+ ǫF6 (u) + ǫ2] 12 e β2 F6(u)du (114)
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B. Monte Carlo calculation for the striped case
1. Metropolis sampling
The probability of a specific walk on the lattice is pro-
portional to
exp
(
−βV
p
)[ p∏
α=1
Isα
(
2βt
p
)]
∆
(
p∑
α=1
sα
)
Thus all averages must now include the Gibbs factor
exp
(
−βV
p
)
as well as the product of modified Bessel
functions. In contrast with the free particle, in the gen-
eral interacting system the presence of this factor in the
distribution function prevents us from being able to di-
rectly sample the probability distribution for the random
walk. To deal with this complication, we employ what
is called Metropolis sampling. That is, we deal with the
free particle conditional probability, as expressed previ-
ously, to generate a walk, but we then employ rejection
to produce a sequence of walks which satisfies the correct
distribution. Let q represent the acceptance factor,
q =
∏p
α=1 e
−βV ′jα∏p
α=1 e
−βVjα
=
exp
(
−β
p
∑p
α=1 V
′
jα
)
exp
(
−β
p
∑p
α=1 Vjα
) (115)
where V ′ is the potential energy of the new walk and V is
the potential energy of the previous walk. Then, accord-
ing to the Metropolis criteria, if q > 1 we automatically
accept the new walk, while if q < 1 we only accept the
new walk with probability q. This is determined by draw-
ing a random number on the unit interval. If the random
number is less than q, we reject the new walk and we
hold onto the previous walk for the next iteration.
Earlier we discussed the generation of the random
walks using a conditional probability argument. Origi-
nally, the PIMC computer program was designed to run
for a specified number of iterations such that for each it-
eration a new sequence of pseudo-particle positions based
on the conditional probability is proposed which will re-
place the current sequence of pseudo-particle positions if
the Metropolis condition is satisfied. It turns out that
if one considers total replacement of the closed chain for
each iteration the acceptance percentage is too low. Es-
sentially, this is an indicator that the statistics are not
of sufficient quality to perform stochastic processes. We
need to find a way to sufficiently slow the changes of the
closed-chain qp from iteration to iteration to improve this
acceptance percentage. We chose to consider replacing
randomly selected segments of the chain of specified size
from iteration to iteration. We tried segments of size
equal to 20%, 50% and 90% of the total chain. After
performing several trials it was determined that we get
the best acceptance percentages if we perform segment
replacements of a size equal to 20% of the length of the
chain. All of the PIMC results shown in this paper for
both the free quantum particle and for the quantum par-
ticle interacting with the striped configuration of atoms
are due to runs where a segment replacement size of 20%
was imposed.
2. Form of the operators
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FIG. 3. Analytical and Computational Average Potential En-
ergy versus inverse temperature, β, for a quantum particle
moving on the lattice with a striped configuration.
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FIG. 4. The Atom-Quantum-Particle Correlation plots calcu-
lated analytically for various values of the inverse temperature
β for the Striped Configuration. Note: The drawn lines have
no physical significance. Their purpose is to aid the eye in
viewing the data trends.
The expression for both kinetic energy operator and
the qp-qp correlation function G1 in the classical isomor-
phism remains the same in the interacting system as that
for the free particle, while that for the potential energy
is simply given by V (n) =
∑p
α=1 ǫnjα , where the form of
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FIG. 5. The Atom-Quantum-Particle Correlation plots cal-
culated through Monte Carlo simulations for various values
of the inverse temperature β for the Striped Configuration.
Note: The drawn lines have no physical significance. Their
purpose is to aid the eye in viewing the data trends.
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FIG. 6. The Quantum Particle - Quantum Particle Corre-
lation Function for the Striped Configuration for β = 0.01.
Note: The drawn lines in this figure and in Figures 7 - 12
have no physical significance. Their purpose is to aid the eye
in viewing the data trends.
the potential was introduced in Eq. (8). However, in the
presence of atoms, we can also define and study the atom-
quantum-particle, or atom-qp, correlation function,
G2 (n) = 〈
∑
j
nj |ψj+n|2〉 (116)
In occupation number representation,
Gˆ2 (n) =
∑
j
njc
†
j+ncj+n (117)
G2 carries information concerning the range of lattice
sites over which the qp wave functions are influenced by
an atom, and vice-versa. It is apparent that on an infinite
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FIG. 7. The Quantum Particle - Quantum Particle Correla-
tion Function for the Striped Configuration for β = 0.05.
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FIG. 8. The Quantum Particle - Quantum Particle Correla-
tion Function for the Striped Configuration for β = 0.10.
lattice G2 (n) vanishes for large n unless the distribution
of atoms exhibits long-range order.
We now find the path-integral form of this correlation
function. As usual, we begin by expressing G2 (n) as a
quantum trace
G2 (n) =
Tr
[
Gˆ2e
−βHˆ′
]
Z
Following the usual method, we compute the matrix ele-
ment
〈j1| Gˆ2 |k〉 = 〈j1|
∑
j
njc
†
j+ncj+n |k〉
and we get
〈j1| Gˆ2 |k〉 = 〈j1|njc†j+nδj+n,k | 〉
= 〈j1|nk−nc†k | 〉
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FIG. 9. The Quantum Particle - Quantum Particle Correla-
tion Function for the Striped Configuration for β = 0.50.
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FIG. 10. The Quantum Particle - Quantum Particle Correla-
tion Function for the Striped Configuration for β = 1.0.
= 〈j1|nk−n |k〉
= nk−n 〈j1 |k〉
= nk−nδj1,k
= nj1−n
We next follow the same mathematical steps in comput-
ing the traces of other operators previously seen in this
paper. In so doing, we obtain
Tr
[
Gˆ2e
−βHˆ′
]
=
∑
j1
∑
j2
· · ·
∑
jp
[
1
p
p∑
α=1
njα−n
]
×
p∏
α=1
〈jα| e−
βHˆ′
p |jα+1〉
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FIG. 11. The Quantum Particle - Quantum Particle Correla-
tion Function for the Striped Configuration for β = 5.0.
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FIG. 12. The Quantum Particle - Quantum Particle Correla-
tion Function for the Striped Configuration for β = 10.0.
We now decompose the Hamiltonian in the product into
its Kinetic Energy and Potential Energy parts explicitly.
〈jα| e−
βHˆ′
p |jα+1〉 = 〈jα| e−
β(Tˆ ′+Vjα)
p |jα+1〉
Factoring, we get
〈jα| e−
βHˆ′
p |jα+1〉 = e−
βVjα
p 〈jα| e−
βTˆ ′
p |jα+1〉
Now, we convert the Kinetic Energy part to the Modi-
fied Bessel function equivalent that we have already de-
termined.
〈jα| e−
βHˆ′
p |jα+1〉 = e−
βVjα
p Ijα−jα+1
(
2βt
p
)
We can now immediately write the final form of
Tr
[
Gˆ2e
−βHˆ′
]
and G2 (n).
Tr
[
Gˆ2e
−βHˆ′
]
=
∑
j1
∑
j2
· · ·
∑
jp
[
1
p
p∑
α=1
njα−n
]
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FIG. 13. The Analytical Potential Energy vs. log(β) for the
Striped Case Configuration. The PIMC simulation results are
not shown. Note that a larger range of β is being considered
in order to evaluate asymptotic behavior of the Potential En-
ergy. Due to β being considered for a range encompassing
four orders of magnitude, log(β) was utilized as the abscissa.
×
p∏
α=1
[
e−
βVjα
p Ijα−jα+1
(
2βt
p
)]
G2 (n) =
(
1
Z
)∑
j1
∑
j2
· · ·
∑
jp
[
1
p
p∑
α=1
njα−n
]
×
p∏
α=1
[
e−
βVjα
p Ijα−jα+1
(
2βt
p
)]
∆
(
p∑
α=1
sα
)
(118)
Thus, Γ2 (n), the classical isomorphic operator forG2 (n),
is simply
Γ2 (n) =
1
p
p∑
α=1
njα−n (119)
3. Comparison of analytical calculations and
computational results for striped case configuration
Figures 3 through 12 show direct comparisons between
analytical calculations performed on Mathematica and
the Monte Carlo simulations for the striped configura-
tion. As can be seen in these plots, there was very good
agreement between the analytical and computational re-
sults. In all cases, there were 100 steps in the random
walk, the on-site atomic potential ǫ = 10.0, and every
other lattice site of the one-dimensional lattice was occu-
pied by an atom with such a potential. The inverse tem-
perature parameter β was varied extensively, from values
as small as 0.01 to as large as 100.0 in the appropriate
nondimensional units of this paper.
Figure 3 is a plot of the Average Potential Energy ver-
sus β for β ranging from 0.0 to 10.0. As can be seen,
the analytical and Monte Carlo results matched closely.
We see that for β = 0.0, the average potential energy
is 5.0. This value makes reasonable sense given that for
β = 0.0 there is no penalty for the quantum particle in
the random walk to land on an occupied lattice site. So,
statistically, at this value of β half the quantum particle
visits are to occupied sites with on-site potential ǫ = 10.0,
and the other half are to unoccupied sites with no on-
site potential, giving an overall average potential energy
of 5.0. We then see that as β increases the analytical
and computational potential energy curves quickly tend
toward a much lower asymptotic value. One can under-
stand this behavior by looking at Eq. (115) and consid-
ering the form of the Gibbs factor. The larger β causes
the decaying exponential to be smaller regardless. But,
for situations where there are several quantum particle
positions on occupied sites, the potential summation in
the exponential becomes a larger positive number that
when multipled by −β
p
causes the decaying exponential
to be even smaller. Hence, any proposed random walk of
this nature will likely compute a small acceptance factor
q. Eventually for large enough β the rejection rate will
approach 100%.
Figures 4 and 5 show the Analytical and Computa-
tional Atom-Quantum Particle Correlation Function for
the striped configuration, respectively. Notice that these
plots are almost identical. In both cases, one notices a
general trend that the Atom-Quantum Particle Correla-
tion plots tend to oscillate between a consistent high and
low value as the spacing n increases. The larger β, the
greater the size of these oscillations which approach the
lower and upper bounds of 0 and 1. The limiting val-
ues are nearly realized for all β ≥ 0.5. Again, there is a
penalty for random walks where the qp lands on occu-
pied sites. For large enough β, the most probable random
walk is one where the quantum particle visits only occur
on unoccupied sites, which is every other one. Thus,
for large enough β one sees that the atom-qp correlation
function is nearly unity for the vacant sites and nearly
zero for the occupied sites.
In the low-temperature limit, we see that as we increase
β there is a point where the equilibrium properties no
longer change. For instance, consider Figure 3, the plot
of the Average Potential Energy vs. β for the striped con-
figuration. By β ≈ 0.7, the 〈V 〉 plot descended to a value
of ∼0.2 and then the plot gradually rose to an asymp-
totic value of ∼0.35 for higher values of β. Regarding
the Atom-QP correlation plots, Figures 4 and 5, we see
that by β = 0.5 the oscillations in the plots nearly reach
bounds of 0 and 1, and this behavior is true for all higher
values of β considered. Hence, judging from the compu-
tational data, it appears that at some value of β we are
observing ground state dominance. [22] Recall that Fig-
ure 3 shows an analytical and a computational plot for
〈V 〉, where the points on the analytical curve correspond
to calculations carried out using Mathematica. Figure
21
13 shows the plot of the analytically calculated Potential
Energy versus log(β). This figure considers the largest
range of β seen in this paper, where we extended β to be
as large as 100.0, so that we can best study the asymp-
totic behavior of this quantity in the low-temperature
limit. The abscissa of this plot is logarithmic because β
varied by four orders of magnitude. One can see from
Figure 13 that indeed 〈V 〉 asymptotically approaches a
value of ∼0.35 for high βǫ where ǫ = 10.0. Earlier we
analytically calculated the ground state potential energy
to be about 0.3577, Eq. (98), and this agrees with these
analytical calculations in the low-temperature limit.
Figures 6 through 12 show the qp-qp correlation func-
tion for values of the inverse temperature β increasing
from 0.01 to 10.0. There is excellent agreement be-
tween the analytical and computational results for the
qp-qp correlation function for the striped configuration
for β = 0.01 to β = 1.0, except for some differences in
the shoulders due to rare events. These plots are smooth
and quickly tend toward 0 asymptotically after a spac-
ing of about n = 5. However, for the qp-qp correlation
plots corresponding to β = 5.0 and β = 10.0, the analyt-
ical and computational plots followed each other closely,
but there were surprising extra oscillations in the curves,
instead of consistently tending toward 0 like the corre-
sponding plots for smaller β values.
We can qualitatively understand the extra oscillations
in Figures 11 and 12 in the following manner. Recall that
in the presence of a potential, we calculate the qp-qp cor-
relation in the same manner as that for the free particle,
using Eq. (58), where we have a quotient of modified
Bessel functions, where the index of the Modified Bessel
function in the numerator is n less than the index of the
one in the denominator. Hence as n increases, this quo-
tient quickly tends toward zero, since this is howModified
Bessel functions behave. However, due to the Gibbs fac-
tor, for large enough β the qp is practically restricted to
only empty lattice sites, which is every other site for the
striped case. Hence, there are two competing influences:
1) there is a tendency for the quantum particle to be con-
centrated at sites that are multiples of 2 sites away from
a given quantum particle location; 2) the free-particle
qp-qp correlation function reduces quickly for increasing
n. These competing influences cause the couple of extra
oscillations.
It is also interesting to compare a plot of the qp-qp
correlation function for the free particle and one for the
striped configuration for the same value of inverse tem-
perature β to see what is the relative effect of the poten-
tial. Figure 2 is a plot of the qp-qp correlation function
for the free particle for β = 10.0, and Figure 12 is the qp-
qp correlation function under the influence of the striped
potential for the same value of β. First of all, the free par-
ticle plot showed both the analytical and computational
curves descending toward zero at slightly larger spacing
n compared with the corresponding striped case plots.
Also, the free particle qp-qp correlation plots continu-
ally descended toward zero for increased spacing whereas
the corresponding striped configuration plots show extra
oscillations at larger spacing n before finally descending
toward zero monotonically. The effect of the potential
seemed to reduce the spread of the quantum particle,
but it also caused concentrations of population for dis-
crete spacings of about n = 3 and n = 5 for larger β, i.e.
β = 5.0 and β = 10.0.
V. SUMMARY AND CONCLUSIONS
In this work we applied path integral Monte Carlo to
the case of the extended states of an equilibrated quan-
tum particle on a lattice. The qp experiences the peri-
odic potential resulting from a quenched distribution of
atoms. We study the particular case of a low-mass quan-
tum particle interacting with a set configuration of clas-
sical atoms on a one-dimensional lattice arranged in an
alternating pattern such that every other lattice site is oc-
cupied. This configuration produces the most rapid vari-
ation in potential, and hence stresses the path integral
as much as possible. To be able to perform this study,
we first analytically solved the Schrodinger equation for
the free particle. We investigated system properties in
the canonical ensemble such as the partition function,
energy, energy fluctuation and self-correlation of the free
quantum particle. Using a path-integral Monte Carlo al-
gorithm developed specifically for this problem of a quan-
tum particle being confined to occupy lattice sites, as
opposed to other path-integral algorithms for continuous
systems, we established a connection between the quan-
tum trace and the weighted sum of variable-step-sized
random walks on the lattice. This isomorphism was used
to establish a method for carrying out Monte Carlo cal-
culations of the thermal average of the aforementioned
physical observables. As Figures 1 and 2 demonstrate,
the agreement between the Monte Carlo results and the
analytical calculations for the free quantum particle were
within 1% for the energy but only as good as 20% for
the qp-qp correlation function up to a spacing of n = 5.
If one considers the qp-qp correlation function beyond
n = 5 then disagreement occurs because of the occur-
rence of rare events.
Using the same path integral Monte Carlo algorithm
with Metropolis sampling and replacing only 20% of the
closed chain per iteration in order to improve the accep-
tance statistics, the system properties can be solved for a
variety of atomic configurations. However, it is only pos-
sible to obtain an analytical solution to the Schrodinger
equation for very few potentials. Our goal was to con-
struct a non-trivial atomic configuration that could be
input into the Monte Carlo code and also be solved an-
alytically. We were able to obtain an analytical solution
for the case of a one-dimensional lattice possessing al-
ternating atomic occupation, also known as the striped
configuration. We also derived analytical solutions to
the partition function, energy, energy fluctuation and the
atom-qp correlation function for the striped case, and
22
with the aid of Mathematica we were able to numerically
compute results for these analytical formulas. These ana-
lytical computations were compared with corresponding
Monte Carlo simulations and the agreement for poten-
tial energy (Figure 3) was within 1% for β ≤ 1.0 and no
worse than 7% for β ∼ 10.0. The corresponding agree-
ment for the qp-qp correlation functions (Figures 6 - 12)
show that the analytical and computation results follow
one another, however the error is significantly more than
what is observed in the free-particle case. But, the agree-
ment between the analytical and computational results
for the atom-qp correlation function (Figures 4 and 5)
was within 1% for small β and no worse than 5% for β
= 10.0. Hence, in general the PIMC approach seems to
do very well for predictions of energy and atom-qp cor-
relation and only fairly well for qp-qp correlation. Based
on the success of the approach demonstrated here, we
are planning to employ the path integral method to in-
vestigate additional quenched and annealed equilibrium
ensembles. In particular, we plan to investigate situa-
tions where either Anderson localization or self-trapping
of the qp plays the dominant role.
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