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Abstract
In this paper, we prove that every locally finite simple group of p-type has a Kegel coverK= {(Hi,Mi) |
i ∈ I } such that
• Hi/Op(Hi) is the central product of perfect central extensions of classical groups defined over a field
in characteristic p;
• if (H1,M1), (H2,M2) ∈K with H1 H2 then H2 is ‘block-diagonal’ for H1.
Roughly speaking, ‘H2 is block-diagonal for H1’ means that for every component L2 of H2/Op(H2)
and every non-trivial composition factor C for H1 on L2 there is exactly one component L1 of H1/Op(H1)
that is not trivial on L2. Moreover C is a natural module for L1. The exact definition of block-diagonal is
given in Section 4.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a group. Then G is locally finite if every finite subset of G generates a finite subgroup
of G. G is an LFS-group if G is an infinite, locally finite, simple group. Let F be the set of all
finite subgroups of G. IfX is a set of subgroups of G and A ⊆ G, thenX (A) = {X ∈X | A ⊆ X}.
The set {Hi | i ∈ I } where Hi G for all i ∈ I , is a local system for G if G =⋃i∈I Hi and for
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and Mi Hi for all i ∈ I , is a sectional cover for G if for every F ∈ F , there exists i ∈ I such
that F  Hi and F ∩ Mi = 1. If X is a finite subset of G, we put S(X) = {(H,M) ∈ S | X ⊆
H,X ∩ M = 1}. A sectional cover is a Kegel cover if Hi/Mi is simple for all i ∈ I . In this case
we say that {Hi/Mi | i ∈ I } are the factors of the Kegel cover. Note that by [7, p. 113], every
LFS-group has a Kegel cover.
Let C be the class of all perfect, finite, simple, classical groups and L the class of all perfect,
finite, simple PSLs. If p is a prime then C(p) (respectively L(p)) is the class of all perfect, finite,
simple classical groups (respectively PSLs) in characteristic p.
Let G be an LFS-group. Then G is finitary if there exist a field K and a faithful KG-module V
such that [V,g] := {vg − v | v ∈ V } is finite-dimensional for all g ∈ G. The finitary LFS-groups
were classified by J.I. Hall (see [6]). G is of p-type for some prime p, if G is not finitary and
every Kegel cover for G contains at least one factor that is an element of C(p). G is of alternating
type if G is not finitary and G has a Kegel cover, all of whose factors are alternating groups. It
was proven in [10, 3.3] that every LFS-group is either finitary, of p-type for some prime p or of
alternating type and that every LFS-group of p-type has a Kegel cover {(Hi,Mi) | i ∈ I } such
that Hi/Op(Hi) is the central product of perfect central extensions of classical groups defined
over a field in characteristic p. In this paper, we describe how these classical groups act on each
other.
In his PhD thesis [2, 3.29], the author split the class of LFS-groups of alternating type into
two subclasses: 1-type and ∞-type. An LFS-group G of alternating type is of 1-type if every
Kegel cover for G contains a factor that is an alternating group. In [3], it was shown that every
LFS-group of 1-type has a Kegel cover {(Hi,Mi) | i ∈ I } with alternating factors Hi/Mi =
Alt(Ωi) and block-diagonal embeddings: if Hi  Hj then Hi/Mi permutes the Mi -orbits of
every non-trivial Hi -orbit on Ωj naturally. In this paper, the author describes similar ‘block-
diagonal’ embeddings for LFS-groups of p-type. This was the main result of the author’s PhD
thesis [2].
This ‘block-diagonal’ action is a very useful tool in studying LFS-groups of p-type. First, we
were able to find the following local characterization of these groups, similar to the local charac-
terization of finitary LFS-groups given in [10, 5.5]: a non-finitary LFS-group G is of p-type for
some prime p if and only if there exist a prime q = p and x ∈ G such that |x| is a power of q
and 〈xQ〉 is abelian for all q-subgroups Q of G containing x. This result has been submitted to
The Proceedings of the AMS (see [1]). Second, we proved that the converse of Theorem 4.15 is
also true which allowed us to construct several general classes of LFS-groups of p-type (see [2,
6.4, 8.5]).
We finish this introduction with a list of notations and some general lemmas used throughout.
If G is a classical group over the field K and the K-vector space V , then we will always
assume that G is irreducible on V , except in Lemma 2.4. The Lie-rank of G is dimK V − 1 if
G ∈ {SLK(V ),PSLK(V )} and is equal to the Witt-index of V otherwise.
Let G be a finite group. Then F ∗(G) is the generalized fitting subgroup of G and Φ(G) the
Frattini subgroup of G. We put G(1) = G′ and inductively for i  2, G(i) = [G(i−1),G(i−1)].
Also G∞ = ⋂∞i=1 G(i) and Sol(G) = 〈N  G | N∞ = 1〉. If p is a prime, then Op(G) is
the intersection of all normal subgroups N of G such that G/N is a p-group and Op(G) =
〈N G | N is a p-group〉.
If S is a finite perfect group, we denote by Ŝ the universal central extension of S and by
ϕS : Ŝ → S a fixed epimorphism (note that KerϕS Z(Ŝ)).
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where
(1) Si is a component of S/Op(S) for i = 1, . . . , nS .
(2) Si/Z(Si) ∈ C(p) for i = 1, . . . , nS .
Fix 1  i  nS . We put PGiS = Si/Z(Si), which is a classical group over the field KiS and the
KiS-vector space V
i
S (so PGiS ∈ {PSLKiS (V
i
S),PSpKiS (V
i
S), PSUKiS (V
i
S), PΩKiS (V
i
S)}). We denote
the linear classical group by GiS (so GiS ∈ {SLSiS (V
i
S), SpKiS (V
i
S),SUKiS (V
i
S),ΩKiS
(V iS)}).
Pick S ∈ P . For 1  i  nS , let Si be the perfect part of the preimage in S of Si and S∗i =
(S
ϕ−1S
i )
∞
. See Lemma 1.7 for some properties of S. Note that Ŝ = S∗1 . . . S∗nS . Pick 1  i  nS .
Put πiS :G
i
S → PGiS :x → xZ(GiS) and αiS :S → PGiS : s1 . . . snS → si Sol(Si) where sj ∈ Sj for
j = 1, . . . , nS . Note that αiS is well defined: if s1 . . . snS = s′1 . . . s′nS with sj , s′j ∈ Sj for all j ,
then si Sol(S) = s′i Sol(S) since S/Sol(S) = S1 Sol(S)/Sol(S)×· · ·×SnS Sol(S)/Sol(S); hence
s′−1i si ∈ Sol(S) ∩ Si = Sol(Si) and so si Sol(Si) = s′i Sol(Si). By Lemma 1.2, there exists a
unique epimorphism βiS : Ŝ → GiS such that βiSπiS = ϕSαiS .
Ŝ 
ϕS
S 
αiS PGiS

πiS
GiS






βiS
For m 2, Pm = {S ∈P | dimKiS V
i
S m for i = 1, . . . , nS}.
When working with matrices, the symbol I will stand for the identity matrix and Eij for the
matrix all of whose entries are zero, except the entry on the ith row and the j th column, which
is one. If V is a K-vector space, v ∈ V and g ∈ GLK(V ), we view v as a 1 × n-matrix and g as
an n× n-matrix (so vg = vg in terms of matrices).
Let K be a field, Vi a K-vector space and Gi  GLK(Vi) for i = 1,2. For g1 ∈ G1 and
g2 ∈ G2, we define g1 ⊗K g2 ∈ GLK(V1 ⊗K V2) by putting (v1 ⊗K v2)g1⊗Kg2 = vg11 ⊗K vg22 . We
put G1 ⊗K G2 = {g1 ⊗K g2 | g1 ∈ G1, g2 ∈ G2}.
Let K be a field and V a K-vector space. We denote the dual of V by V #. For α ∈ Aut(K),
we define a new scalar multiplication ·α on V by putting v ·α k = vkα for all v ∈ V and all
k ∈ K ; we will write V α to show that we are working with the scalar multiplication ·α . If x
acts K-linearly on V , we put [V,x] = {vx − v | v ∈ V }, degV (x) = dimK [V,x] and pdegV (x) =
min{degV (λx) | λ ∈ K∗}. If y acts projectively on V then pdegV (y) = pdegV (x) where x is a
preimage in GLK(V ) of y.
Let Ω be a set and G a group acting on Ω . For g ∈ G, pdegΩ(g) and degΩ(g) are both equal
to the number of elements in Ω not fixed by g.
Let p be a prime. We fix an algebraic closure GF(p) of GF(p) (in general, GF(q) is the
Galois-field with q elements). For any finite field K with charK = p, we fix an embedding from
K into GF(p) (so we view K as a subfield of GF(p)). If K and L are finite fields, we will denote
by 〈K,L〉 the subfield of GF(p) generated by K and L.
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space, W a finite-dimensional L-vector space, G ∈ {SLK(V ),SpK(V ),SUK(V ),ΩK(V )} and
W a non-trivial, irreducible LG-module. Then W is a natural module for G if there exists α ∈
Aut(K) such that W ∼= V α ⊗K 〈K,L〉 or W ∼= V #,α ⊗K 〈K,L〉 as LG-modules.
For a finite group G, we define mdeg(G) as the smallest number d such that there exist
a field L, a d-dimensional L-vector space W , a finite subgroup T of GLL(W) and a normal
subgroup N of T such that T ∩Z(GLL(W))N and T/N ∼= G.
We now prove some general lemmas.
Lemma 1.1. Let K be a finite field and V a finite-dimensional K-vector space with dimK V  5.
Then mdeg(PSLK(V )) = dimK(V ).
Proof. Clearly, mdeg(PSLK(V ))  dimK(V ). Let L be a field, W an L-vector space with
dimLW = mdeg(PSLK(V )) and N  T  GLL(W) such that T ∩ Z(GLL(W))  N and
T/N ∼= PSLK(V ). By [9, 13.4], N  Z(GLL(W)). So we can embed T/N into PGLL(W).
By [9, 13.9], dimL(W) = dimK(V ). 
Lemma 1.2. Let S and H be perfect finite groups, G a group and α :S → H and β :G → H ho-
momorphisms such that β is onto and Kerβ  Z(G). Then there exists a unique homomorphism
γ : Ŝ → G such that γβ = ϕSα. Moreover, if G is perfect and α is onto then γ is onto.
Proof. Put A = {(s, g) ∈ Ŝ × G | sϕSα = gβ}. Let π :A → Ŝ and π ′ :A → G be the projection
maps. Since β is onto, π is onto So A/Kerπ ∼= Ŝ. Taking perfect parts, we get (A∞)π = Ŝ. Put
B = A∞. Then B/B ∩ Kerπ ∼= Ŝ. Note that Kerπ = 1 × Kerβ  Z(A). Hence B is a perfect,
central extension of Ŝ. So Ŝ ∼= B . Put γ = (π |B)−1π ′. Since πϕSα = π ′β , γβ = ϕSα.
Suppose that γ ′ : Ŝ → G is a homomorphism with γ ′β = ϕSα. For x ∈ Ŝ, we have that xγβ =
xϕSα = xγ ′β and so xγ ′ = λxxγ for some λx ∈ Kerβ  Z(G). Hence [x, y]γ ′ = [λxxγ ,λyyγ ] =
[x, y]γ for all x, y ∈ Ŝ. So gγ = gγ ′ for all g ∈ Ŝ′ = Ŝ and γ = γ ′.
Suppose that G is perfect and α is onto. Then Ŝγβ = ŜϕSα = H = Gβ . So Ŝγ Kerβ = G.
Deriving both sides, we get Ŝγ = G. Hence γ is onto. 
Lemma 1.3. Let G be a finite group, K a finite field and V1, . . . , Vn isomorphic irreducible
KG-modules. Put V = V1 ⊕ · · · ⊕ Vn and L = EndKG(V1). Then EndKG(V ) ∼= Ln×n as rings.
Proof. For 1 i  n, let πi :V → Vi be the projection map and θi :V1 → Vi a KG-isomorphism.
Put θ : EndKG(V ) → Ln×n :ϕ → (θiϕπj θ−1j )1i,jn. Then θ is a ring monomorphism. Pick
A = (aij )1i,jn ∈ Ln×n. Define ϕ :V → V by (∑ni=1 vi)ϕ =∑ni,j=1 vθ−1i aij θji where vi ∈ Vi
for 1 i  n. Then ϕ ∈ EndKG(V ) and ϕθ = A. So θ is a ring isomorphism. 
Lemma 1.4. Let G be a finite group, G1, . . . ,Gn subgroups of G such that G = G1 . . .Gn and
[Gi,Gj ] = 1 for all i, j = 1, . . . , n with i = j , K a finite field and V a finite-dimensional,
irreducible KG-module. Then V ∼= V1 ⊗L · · · ⊗L Vn as LG-modules where L = EndKG(V ) and
Vi is an irreducible LGi -module for i = 1, . . . , n. Note that L is a finite field containing K .
Proof. This proof is adapted from [4, p. 100].
S. Delcroix / Journal of Algebra 315 (2007) 419–453 423We first prove the special case ‘G = G1 × G2.’ Put L = EndKG(V ). We view V as an LG-
module. Since [G1,G2] = 1, each Wedderburn component for G1 on V is G2-invariant and
hence also G-invariant. Since V is an irreducible LG-module, G1 has only one Wedderburn
component on V . So V is the direct sum of isomorphic, irreducible LG1-modules, say V =
V1 ⊕ · · · ⊕ Vr . Put F = EndLG1(V1). Then F is a finite field containing L. Note that every
element of G2 acts on V like an element of EndLG1(V ). Hence Z(EndLG1(V )) is embedded in
EndLG(V ) = L. By Lemma 1.3, EndLG1(V ) ∼= F r×r as rings and so F ∼= Z(EndLG1(V )). Hence
F ∼= L. Put W = HomLG1(V1,V ). Note that W is an LG2-module (the action of G2 on W is
by right multiplication). For 1  i  r , let πi :V → Vi be the projection map and ϕi :V1 → Vi
an FG1-isomorphism. Suppose that
∑r
i=1 liϕi = 0 for some l1, . . . , lr ∈ L. Pick v ∈ V1 \ {0}.
Then 0 = v
∑r
i=1 liϕi =∑ri=1 livϕi . Since vϕi ∈ Vi \ {0}, li = 0 for all i. Pick ϕ ∈ W . Then for
1 i  r , ϕπiϕ−1i ∈ EndLG1(V1) = L and so ϕπi = liϕi for some li ∈ L. Hence ϕ =
∑r
i=1 liϕi .
So {ϕ1, . . . , ϕr} is an L-basis for W . Let {v1, . . . , vs} be an L-basis for V1. Then {vϕji | 1 i  s;
1 j  r} is an L-basis for V . The map θ :V → V1 ⊗L W :vϕji → vi ⊗L ϕj clearly extends to
an L-isomorphism. So (vϕ)θ = v ⊗L ϕ for all v ∈ V1 and ϕ ∈ W and (vϕji )xyθ = ((vxi )ϕj y)θ =
vxi ⊗L ϕjy = (vi ⊗L ϕj )xy = (v
ϕj
i )
θxy for 1  i  s, 1  j  r , x ∈ G1 and y ∈ G2. So θ is
an LG-isomorphism. If X is an LG2-submodule of W , then V1 ⊗L X is an LG-submodule of
V1 ⊗L W , which is irreducible. Hence X = 0 or X = W . So W is an irreducible LG2-module.
We now prove the general case by induction on n. Assume that n 2. Put H = G1 ×· · ·×Gn,
A = G2 × · · · × Gn and π :H → G = G1 . . .Gn : (g1, . . . , gn) → g1 . . . gn. Then V is an
irreducible KH-module. By the previous case, V ∼= V1 ⊗L W as LH-modules, where L =
EndKH(V ) = EndKG(V ), V1 is an irreducible LG1-module and W is an irreducible LA-module.
By induction, W ∼= V2 ⊗F · · · ⊗F Vn as FA-modules where F = EndLA(W) and Vi is an irre-
ducible FGi -module for 2  i  n. Since [A,G1] = 1, F is embedded into EndLH(V1 ⊗L W)
by sending f ∈ F to 1 ⊗L f . But L = EndLH(V ) = EndLH(V1 ⊗L W). So F ∼= L. Hence
V ∼= V1 ⊗L · · · ⊗L Vn as LH-modules. Pick g = (g1, . . . , gn) ∈ Kerπ . Then gi ∈ Z(G) ⊆ L =
EndKG(V ) for all i. So g acts trivially on V1 ⊗L · · · ⊗L Vn. Hence V ∼= V1 ⊗L · · · ⊗L Vn as
LG-modules. 
Lemma 1.5. Let G be a group, N  G and H G. Suppose that N is solvable. Then
(HN)∞ = H∞.
Proof. The proof is by induction on the length n of the shortest subnormal series from H to G.
Let n  1. Then there exists M G such that H M of length n − 1. By induction, H∞ =
(H(N ∩M))∞ = (HN ∩M)∞. Note that HN/HN ∩M ∼= HNM/M = NM/M ∼= N/N ∩M .
So HN/HN ∩M is solvable. Hence (HN)∞  (HN ∩M). So (HN)∞  (HN ∩M)∞ = H∞.
Hence (HN)∞ = H∞. 
Remark. We will refer to this lemma as ‘taking perfect parts.’
Lemma 1.6. Let L be a group, L1, . . . ,Ln perfect simple normal subgroups of L with L =
L1 × · · · × Ln and 1 = N L. Then there exists Ω ⊆ {1, . . . , n} such that N =∏i∈Ω Li . In
particular, N  L1 × · · · ×Ln.
Proof. The proof is by induction on n. We may assume that n 2 and N = L. Let N ML.
If [Li,M] = 1 for some 1  i  n, then N CL(Li) = L1 . . .Li−1Li+1 . . .Ln and the result
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M = L, a contradiction. 
Lemma 1.7. Let p be a prime and S ∈ P . Then the following holds:
(a) S = S1 . . . SnS ,
(b) S/Sol(S) = S1 Sol(S)/Sol(S)× · · · × SnS Sol(S)/Sol(S) ∼= PG1S × · · · × PGnS ,
(c) Si/Sol(Si) ∼= Si/Z(Si) for i = 1, . . . , nS ,
(d) [Si, S1 . . . Si−1 Sol(S)Si+1 . . . SnS ]Op(Si) for i = 1, . . . , nS ,
(e) Op(S) = Op(S1) . . .Op(SnS ),
(f) Sol(S) = Sol(S1) . . .Sol(SnS ),
(g) the maximal normal subgroups of S are {S1 . . . Si−1 Sol(Si)Si+1 . . . SnS | i = 1, . . . , nS}.
Proof. Note that SiOp(S)/Op(S) = Si for 1 i  nS and Z(S1) . . .Z(SnS ) = Z(S/Op(S)) =
Sol(S/Op(S)) = Sol(S)/Op(S).
(a) Clearly, S = S1 . . . SnSOp(S). Taking perfect parts, we get S = S1 . . . SnS .
(b) Pick s = s1 . . . snS ∈ Sol(S) where si ∈ Si for all i. Then sOp(S) ∈ Sol(S)/Op(S) =
Z(S/Op(S)). So siOp(S) ∈ Z(Si) Z(S/Op(S)) and si ∈ Sol(S) for all i. Hence S/Sol(S) =
S1 Sol(S)/Sol(S)× · · · × SnS Sol(S)/Sol(S). For all i, we get
Si Sol(S)/Sol(S) ∼=
(
Si Sol(S)/Op(S)
)/(
Sol(S)/Op(S)
)
= SiZ(S/Op(S))/Z(S/Op(S))
∼= Si/Si ∩Z(S/Op(S))
= Si/Z(Si).
(c) Pick 1 i  nS . Note that Si/Sol(Si) ∼= (Si/Si ∩ Sol(S))/(Sol(Si)/Si ∩ Sol(S)). By the
proof of (b), PGiS ∼= Si Sol(S)/Sol(S) ∼= Si/Si ∩ Sol(S). So Si/Sol(Si) ∼= PGiS .
(d) Pick 1  i, j  nS with j = i. Then [Si, Sj ]Op(S)/Op(S) = [Si, Sj ] = 1 and
[Si,Sol(S)]Op(S)/Op(S) = [Si,Z(S/Op(S))] = 1. So[
Si, S1 . . . Si−1 Sol(S)Si+1 . . . SnS
]
Op(S)∩ Si Op(Si).
(e) Note that if G is a finite group with Op(G) = 1 and Z  Z(G), then Op(G/Z) = 1
(indeed, put Op(G/Z) = X/Z; then X is nilpotent since X/Z is a p-group and Z  Z(X); so
X = Op(X)Z Op(G)Z = Z).
We now prove the general statement. By induction on nS , we may assume that nS = 2.
If X  S1S2, put X = XOp(S1)Op(S2)/Op(S1)Op(S2). Then S1S2/S1Op(S2) ∼= S1S2/
S1Op(S2) ∼= (S2/Op(S2))/((S2 ∩ S1Op(S2))/Op(S2)). Note that Op(S2/Op(S2)) = 1 and
[S2, S2 ∩ S1Op(S2)]  Op(S2) by (d). So (S2 ∩ S1Op(S2))/Op(S2)  Z(S2/Op(S2)). Hence
Op(S1S2/S1Op(S2)) = 1. Also, S1Op(S2) ∼= S1/Op(S1)(S1 ∩ Op(S2)) = S1/Op(S1). So
Op(S1Op(S2)) = 1. Hence Op(S1S2) = 1 and Op(S1S2)Op(S1)Op(S2).
(f) By induction on nS , we may assume that nS = 2. If X  S1S2, put X = X Sol(S1)Sol(S2)/
Sol(S1)Sol(S2). By (b), (S1 ∩ S2)Sol(S) = 1. So S1 ∩ S2  Sol(S). Hence S1S2/S1 Sol(S2) ∼=
S1S2/S1 Sol(S2) = S2/Sol(S2)(S2 ∩ S1) = S2/Sol(S2). So Sol(S1S2/S1 Sol(S2)) = 1. Also,
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Sol(S1S2) = 1 and Sol(S1S2) Sol(S1)Sol(S2).
(g) Let M be a maximal normal subgroup of S. If Sol(S) M then S = M Sol(S) and so
S = M∞ M by taking perfect parts, a contradiction. Hence Sol(S) M and M/Sol(S) is a
maximal normal subgroup of S/Sol(S). By (b) and Lemma 1.6, there exists 1 i  nS such that
M/Sol(S) = S1 . . . Si−1Si+1 . . . SnS Sol(S)/Sol(S). By (f), M = S1 . . . Si−1 Sol(Si)Si+1 . . . SnS .
Let M = S1 . . . Si−1 Sol(Si)Si+1 . . . SnS for some 1 i  nS . By (f), Sol(S)M . It follows
from (b) that M/Sol(S) is a maximal normal subgroup of S/Sol(S) and so M is a maximal
normal subgroup of S. 
Lemma 1.8. Let p be a prime, S ∈ P , T a perfect group and ϕ :T → S an epimorphism with
Kerϕ  Z(T ). Then T ∈P .
Proof. For all i, put Ti = (Sϕ
−1
i )
∞
. Then T ϕi = Si for all i and T = T1 . . . TnS . Pick 1 i  nS .
Put θ :Ti → Si/Op(Si) : t → tϕOp(Si). Note that Ker θ/Ker θ ∩ Kerϕ ∼= (Ker θ)ϕ  Op(S1).
Since Ker θ ∩ Kerϕ  Z(Ker θ), Ker θ is nilpotent. So Ker θ = Op(Ker θ)(Ker θ ∩ Kerϕ) 
Op(Ti)(Ti ∩ Kerϕ). Hence Ker θ = Op(Ti)(Ti ∩ Kerϕ). Put Z(Ti/Op(Ti)) = X/Op(Ti) and
Z(Ti/Ker θ) = Y/Ker θ . Then [Ti, Y,Ti] [Op(Ti)(Ti ∩ Kerϕ),Ti] = [Op(Ti), Ti]Op(Ti).
By the Three Subgroup Lemma, [Ti, Y ]Op(Ti). So Y X. Since [X,Ti]Op(Ti) Ker θ ,
X  Y and so X = Y . Hence
(
Ti/Op(Ti)
)
/Z
(
Ti/Op(Ti)
)∼= Ti/X ∼= (Ti/Ker θ)/(Y/Ker θ)
∼= (Si/Op(Si))/Z(Si/Op(Si))∼= PGiS .
Since TiOp(T )/Op(T ) ∼= Ti/Ti ∩ Op(T ) ∼= Ti/Op(Ti), TiOp(T )/Op(T ) is a component of
T/Op(T ). So T ∈ P . 
Lemma 1.9. Let G be a group, K a field, F a subfield of K , V and W finite-dimensional KG-
modules and α ∈ Aut(K). If X is a K-vector space, we write XF to show that we are viewing X
as an F -vector space. Then the following holds:
(a) (V #)F ∼= (VF )# as FG-modules.
(b) (V α)# ∼= (V α)# as KG-modules.
(c) (V ⊗K W)# ∼= V # ⊗K W # as KG-modules.
Proof. (a) Let ψ :K → F be a non-trivial, F -linear map. Consider the map θ :V # →
(VF )
# :ϕ → ϕψ . Then θ is an FG-homomorphism. Suppose that ϕθ = 0 and ϕ = 0. Pick v ∈ V
with vϕ = 1. Then 0 = (kv)ϕψ = kψ for all k ∈ K . So ψ = 0, a contradiction. Hence θ is injec-
tive. So θ is an FG-isomorphism.
(b) Let θ : (V #)α → (V α)# such that vϕθ = (vϕ)α−1 for all ϕ ∈ V # and all v ∈ V . Then θ is a
KG-isomorphism.
(c) Let θ :V # ⊗K W # → (V ⊗K W)# such that (v ⊗K w)(ϕ⊗Kψ)θ = vϕwψ for all ϕ ∈ V #, all
ψ ∈ W #, all v ∈ V and all w ∈ W . Then θ is a KG-homomorphism. Let {v1, . . . , vm} (respectively
{w1, . . . ,wn}) be a K-basis for V (respectively W ) and {ϕ1, . . . , ϕm} (respectively {ψ1, . . . ,ψn})
the dual basis for V # (respectively W #). Then {vi ⊗K wj | 1  i m; 1  j  n} is a K-basis
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is onto. So θ is a KG-isomorphism. 
Remark. Let G be a group, F , K , L fields with F,K ⊆ L, V a finite-dimensional KG-module,
W a finite-dimensional LG-module and α ∈ Aut(F ). Then ((V ⊗K W)F )α ∼= (V ⊗K Wα)F as
FG-modules. Note that we consider the regular scalar multiplication with K on Wα to build the
tensor product.
2. Natural modules
The main results from this section are Lemmas 2.6 and 2.7, which give sufficient conditions
for modules to be natural modules.
Lemma 2.1. Let K , F be finite fields with charK = charF = p, V a finite-dimensional
K-vector space, G ∈ {SLK(V ),SpK(V ),SUK(V ),ΩK(V )}, Z a long root subgroup of G,
L = CG([V,Z]) ∩ CG(V/CV (Z)) and W a non-trivial, irreducible, finite-dimensional FG-
module. Suppose that the Lie-rank of G is at least four and [W,Z,L] = 0. Then W is a natural
module for G.
Proof. See [8]. 
Lemma 2.2. Let L be a group, L1,L2  L, K a finite field with charK = p and V a finite-
dimensional KL-module such that
(1) L = L1L2.
(2) Li = Op(Li) for i = 1,2.
(3) If W is a composition factor for L on V , then L1 or L2 is trivial on W .
Then the following holds:
(a) Let W be a non-trivial KL1-submodule of V with W = [W,L1]. Then [W,L2] < W and L
normalizes W .
(b) If [L1,L2] = 1, then [V,L1,L2] = 0.
Proof. (a) If [W,L2] <W then clearly L normalizes W . We use induction on dimK V and then
induction on dimK W . So we may assume that if W is contained in a KL-submodule Y of V ,
then Y = V . Hence V = K{WL} and V = [V,L1] since Wl = [Wl,L1] [V,L1] for all l ∈ L.
Let Y be a proper KL-submodule of V . Then (W + Y)/Y = 0 and [(W + Y)/Y,L1] =
(W + Y)/Y . By induction, (W + Y)/Y is L-invariant and [(W + Y)/Y,L2] < (W + Y)/Y .
Hence V = W + Y and [V,L2] <V . So we proved:
If Y is a proper KL-submodule of V then V = W + Y and [V,L2] <V . (∗)
Hence we may assume that W does not contain any proper KL-submodules of V . Let X
be a maximal KL1-submodule of W . Note that [X,L1,L1] = [X,L1] since L1 = Op(L1). If
[X,L1] = 0, then [X,L1] is L-invariant by induction, a contradiction. So [X,L1] = 0. Suppose
that X = 0. Put Y = K{XL}. Then 0 = [X,L1]l = [Xl,L1] for all l ∈ L and so [Y,L1] = 0.
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contradiction. Hence X = 0 and W is an irreducible KL1-submodule of V . Since V = K{WL}, V
is the direct sum of non-trivial, irreducible KL1-submodules of V . So L1 has no trivial composi-
tion factors on V and [C,L1] = 0 for every composition factor C for L on V . By (3), [C,L2] = 0
for every composition factor C for L on V . Hence L2/CL2(V ) is a p-group. So L2 = CL2(V )
since L2 = Op(L2). Hence [W,L2] = 0 <W .
(b) We use induction on dimK V . From (a), we get that [V,Li] < V for at least one
i ∈ {1,2}, say i = 1. Note that [V,L1,L1] = [V,L1] since L1 = Op(L1). By induction,
0 = [[V,L1],L1,L2] = [V,L1,L2]. 
Lemma 2.3. Let K = GF(2), V a finite-dimensional K-vector space with dimK V  2 and G ∈
{SLK(V ),SpK(V ),ΩK(V )} such that G acts irreducibly on V . Then there exists g ∈ G such
that 1 is not an eigenvalue of g.
Proof. Suppose first that G ∈ {SLK(V ),SpK(V )}. Then G acts transitively on the set of one-
dimensional subspaces of V . Hence there exists g ∈ G such that g does not normalize any one-
dimensional subspace of V . So g does not have any eigenvalues.
Suppose next that G = ΩK(V ). Since G acts irreducibly on V , dimK(V ) is even, say 2m.
Note that Ω+K(2) = 1 and Ω−K(2) = SLK(2)′. So if m = 1, put g =
[[ 0 1
1 1
]
,
[ 0 1
1 0
]] = [ 0 11 1 ] ∈
SLK(2)′. Hence we may assume that m  2. Suppose that G = Ω−K(4) ∼= Alt(5). Let g be an
element of G order 5. Note that (X − 1)(X4 + X3 + X2 + X + 1) is the decomposition in irre-
ducible factors over K of X5 − 1. So the characteristic polynomial f (X) of g is either (X − 1)4
or X4 + X3 + X2 + X + 1. If f (X) = (X − 1)4, then g4 = 1, a contradiction. Hence 1 is not
an eigenvalue of g and we may assume that G = Ω−K(4). Let U be a maximal singular subspace
of V . If G = Ω+K(V ), then
[
A 0
0 A−t
] ∈ G for all A ∈ SLK(U)′ and the result follows from the case
‘G = SLK(m)’ or ‘G = Ω−K(2)’. If G = Ω−K(V ), then⎡⎣A 0 00 B 0
0 0 A−t
⎤⎦ ∈ G
for all A ∈ SLK(U)′ and B ∈ Ω−K(2). Hence the result follows from the cases ‘G = SLK(m−1)’
and ‘G = Ω−K(2)’. 
Lemma 2.4. Let K be a finite field, V a finite-dimensional K-vector space, G ∈ {SpK(V ),
SUK(V ),ΩK(V )} and U a singular subspace of V such that dimK U  1, U ∩ V ⊥ = 0 and
dimK U⊥/U  5. Then CG(U) is perfect.
Proof. Let β be the non-degenerate alternating or hermitian form on V × V and σ ∈ Aut(K)
with σ 2 = 1 the corresponding field automorphism or q the non-degenerate quadratic form on
V and β its polar form used to define G. We denote the case ‘G = ΩK(V ), charK = 2 and
dimK V is odd’ by (∗). If we use the notation ± or ∓, then the lower symbol will be for the case
‘G = SpK(V )’ and the upper symbol for the other cases. Let m = dimK U . Then there exists a
basis of V of the form {e1, . . . , em, v1, . . . , vn, f1, . . . , fm} such that
• {e1, . . . , em} is a basis for U and {e1, . . . , em, v1, . . . , vn} is a basis for U⊥;
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• β(fi, vj ) = 0 for 1 i m and 1 j  n;
• q(ei) = q(fi) = 0 for 1 i m if G = ΩK(V );
• V ⊥ = 〈vn〉 if (∗).
The matrix of β with respect to this basis is
⎡⎣ 0 0 I0 J 0
±I 0 0
⎤⎦
where J is the matrix of the form induced by β on U⊥/U . Note that J is an invertible matrix,
unless (∗), in which case J = [ J˜ 00 0 ] where J˜ is an invertible (n − 1) × (n − 1) matrix. Also
J σt = ±J .
Let H (respectively G˜, H˜ ) be the corresponding element of {SpK(V ),UK(V ),OK(V )}
(respectively {SpK(U⊥/U),SUK(U⊥/U),ΩK(U⊥/U)}, {SpK(U⊥/U),UK(U⊥/U),
OK(U⊥/U)}). Then H ′ = G and H˜ ′ = G˜. Note that g ∈ NH(U) if and only if
• g =
⎡⎣Ag 0 0Xg Bg 0
Zg Yg A
−σ t
g
⎤⎦ ;
• Ag ∈ GLK(U), Bg ∈ H˜ , BgJYσtg +XgA−1g = 0 and ZgA−1g ± (ZgA−1g )σ t + YgJYσtg = 0;
• q(f gi ) = 0 for 1 i m if ‘G = ΩK(V ) and charK = 2’.
It follows from Witt’s Theorem that for all A ∈ GLK(U), all B ∈ H˜ and all X ∈ Kn×m (with
last row all zeros if (∗)), there exists g ∈ NH(U) with Ag = A, Bg = B and Xg = X.
Claim 1. For all X ∈ Kn×m (with last row all zeros if (∗)), there exists s ∈ NG(U) with As = I ,
Bs = I and Xs = X.
Pick X ∈ Kn×m (with last row all zeros if (∗)). Suppose first that m = 1 and K = GF(2).
By Lemma 2.3, there exists B ∈ H˜ such that B − I is invertible if we do not have (∗) and
B = [ B˜ ∗0 1 ] with B˜ − I invertible if (∗) (in this case B˜ ∈ SpK(n− 1)). By Witt’s Theorem, there
exist g,h ∈ NH(U) with Ag = 1, Bg = B , Xg = 0, Ah = 1, Bh = B−1 and Xh = (B − I )−1X
(if (∗), then Xh =
[
(B˜−I )−1X˜
0
]
where X = [ X˜0 ]). Then
s := [g,h] =
⎡⎣ 1 0 0X I 0
∗ 1
⎤⎦ ∈ NG(U).
Suppose next that m  2 if K = GF(2). Pick A ∈ GLK(U) such that A − I is invertible (if
m 2, pick A such that the characteristic polynomial of A is (−1)m(Xm −Xm−1 + 1); if m = 1,
pick A = λ ∈ K \ {0,1}). Note that the last row of X(A − I )−1 are all zeros if (∗). By Witt’s
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and Xh = 0. Then
s := [g,h] =
⎡⎣ I 0 0X I 0
∗ ∗ I
⎤⎦ ∈ NG(U).
Claim 2. For all Y ∈ Km×n, there exists s ∈ NG(U) such that As = I , Bs = I and Ys = Y .
Suppose we do not have (∗). By Claim 1, there exists s ∈ NG(U) with As = I , Bs = I and
Xs = −JYσt . Then Ys = Y since BsJYσts + XsA−1s = 0 and J is invertible. Hence we may
assume that (∗) holds. Put Y = [Y˜ y] where y = [y1 . . . ym]t ∈ Km×1. Put X = JY t =
[
J˜ Y˜ t
0
]
.
By Claim 1, there exists g ∈ NG(U) with Ag = I , Bg = I and Xg = X. Then Yg = [Y˜ x] where
x = [x1 . . . xm]t ∈ Km×1 since BgJYσtg +XgA−1g = 0. Put Z = (zij )1i,jm where zij = (Zg)ij
if i = j and zii = q(∑n−1k=1(Y˜ )ikvk)+ y2i q(vn). Put
s =
⎡⎣ I 0 0X I 0
Z Y I
⎤⎦ .
Then JY t +X = JY t + JY t = 0, Z +Zt + YJY t = Zg +Ztg + YgJY tg = 0 and
q
(
f si
)= q( m∑
j=1
Zij ej +
n−1∑
k=1
(Y˜ )ikvk + yivn + fi
)
= zii + q
(
n−1∑
k=1
(Y˜ )ikvk
)
+ y2i q(vn)
= 0
for 1 i m. Hence s ∈ NH(U) = NG(U), which proves Claim 2.
Put Q = {g ∈ NG(U) | Ag = I, Bg = I } and N = {h ∈ NH(U) | Ah = I, Bh = I, Xh = 0,
Yh = 0}.
Claim 3. If we do not have the case ‘G = SpK(V ) and charK = 2,’ then N  [Q,Q].
For g,h ∈ Q, we have that X[g,h] = 0, Y[g,h] = 0 and Z[g,h] = YgXh − YhXg = (YhJ )Y σ tg ∓
Yg(YhJ )
σ t since JYσtg + Xg = JYσth + Xh = 0 and J σt = ±J . Pick s ∈ N . Note that
Zs ±Zσts = 0. Put Zs = (zij )1i,jm.
Suppose first that G = SpK(V ). So charK = 2. Then Zs −Zts = 0. Hence Zs =
∑m
i=1 ziiEii +∑
1i<jm zij (Eij +Eji). Pick 1 i, j m. Put λij = zij if i = j and λii = 12zii . By Claim 2,
there exist g,h ∈ Q with Yg = Ej1 and Yh = λijEi1J−1. Then Z[g,h] = (YhJ )Y tg + Yg(YhJ )t =
λij (Eij +Eji), which equals ziiEii if i = j and zij (Eij +Eji) if i = j . So s ∈ [Q,Q].
Suppose next that G = SUK(V ). Let |K| = q2. Then xσ = xq for all x ∈ K . So Zs +
Z
qt
s = 0. Hence Zs = ∑mi=1 ziiEii + ∑1i<jm(zijEij − zq Eji). Pick 1  i, j  m. Thenij
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λθ = zii . By Claim 2, there exist g,h, k, l ∈ Q with Yg = Ei1, Yh = λEi1J−1, Yk = Ej1 and
Yl = zijEi1J−1. Then Z[g,h] = (YhJ )Y qtg − Yg(YhJ )qt = (λ − λq)Eii = ziiEii and Z[k,l] =
(YlJ )Y
qt
k − Yk(YlJ )qt = zijEij − zqijEji . So s ∈ [Q,Q].
Suppose finally that G = ΩK(V ). Then Zs + Zts = 0. So zii = 0 for all i: if charK = 2,
then zii + zii = 0; if charK = 2, then 0 = q(f si ) = q(fi +
∑m
j=1 zij ej ) = zii . Hence Zs =∑
1i<jm zij (Eij − Eji). Pick 1  i < j  m. Assume first that we do not have (∗). By
Claim 2, there exist g,h ∈ Q with Yg = Ej1 and Yh = zijEi1J−1 Then Z[g,h] = (YhJ )Y tg −
Yg(YhJ )
t = zij (Eij − Eji). So s ∈ [Q,Q]. Assume next that we have (∗). By Claim 2,
there exist g,h ∈ Q with Yg = [Ej1Y ′g] and Yh = [zijEi1J˜−1Y ′h] where Y ′g, Y ′h ∈ Km×1. Then
Z[g,h] = (YhJ )Y tg − Yg(YhJ )t = zij (Eij −Eji). So s ∈ [Q,Q].
We now finish the proof of the lemma. Suppose first that we do not have the case ‘G =
SpK(V ) and charK = 2’. Put ϕ :CG(U) → SLK(V/U) :g →
[Bg 0
Yg I
]
. For g ∈ Q and h ∈ CG(U)
we have that B[g,h] = I and Z[g,h] = YgBh −Yg . For all Y ∈ Km×n, there exists g ∈ CG(U) with
Yg = Y by Claim 2. For all B ∈ G˜, there exists h ∈ CG(U) with Bh = B . So
[
Q,CG(U)
]ϕ = {[ I 0
YB − Y
] ∣∣∣ Y ∈ Km×n, B ∈ G˜} .
Put W = U⊥/U . Then [W,G˜] = W . Indeed, if we do not have (∗), then G˜ is irreducible on W
and [W,G˜] = W . So assume that (∗) holds. Then G˜ acts like a symplectic group (and hence ir-
reducibly) on W/W⊥. So [W,G˜]+W⊥ = W . Since [W,G˜] contains singular points, it contains
all the singular points of W by Witt’s Theorem. Hence [W,G˜] = W . So by Claim 2, we get that
[
Q,CG(U)
]ϕ = {[ I 0
Y I
] ∣∣∣ Y ∈ Km×n}= Qϕ.
Hence [Q,CG(U)]Kerϕ = QKerϕ. If g ∈ NH(U) with Yg = 0, then Xg = 0 since BgJYσtg +
XgA
−1
g = 0. So by Claim 3, we get Kerϕ  N  [Q,Q]  [Q,CG(U)]  Q. Hence Q =
[Q,CG(U)]  CG(U)′. Note that CG(U)/Q ∼= G˜ since Q is the kernel of the epimorphism
CG(U) → G˜ :g → Bg . Hence CG(U) = CG(U)′Q = CG(U)′.
Suppose next that G = SpK(V ) and charK = 2. Put V˜ = V × K . Define (v, k) + (v′, k′) =
(v + v′, k + k′ + β(v, v′)) and (v′, k′)k = (v′k, k′k2). Then V˜ is a K-vector space. Define
β˜((v, k), (v′, k′)) = β(v, v′) and q˜((v, k)) = k. Then q˜ is a non-degenerate quadratic form
on V˜ , β˜ is its polar form and V˜ ⊥ = 0 × K . Put U˜ = U × 0. Then U˜ is a singular sub-
space of V˜ , U˜ ∩ V˜ ⊥ = 0 and U˜⊥ = U⊥ × 0. Let g ∈ G act on V˜ by (v, k)g = (vg, k). Then
CG(U) = COK(V˜ )(U˜ ) = CΩK(V˜ )(U˜ ), which is perfect. 
Lemma 2.5. Let K be a finite field and n 5. Put m = n− 2. Then the group
L =
⎧⎨⎩
⎡⎣ 1 0 0X A 0
z Y 1
⎤⎦ ∣∣∣X ∈ Km×1, Y ∈ K1×m, z ∈ K, A ∈ SLK(m)
⎫⎬⎭
is perfect.
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g =
⎡⎣ 1 0 0Xg Ag 0
zg Yg 1
⎤⎦ .
Put Q = {g ∈ L | Ag = I } and N = {g ∈ Q | Yg = 0}.
First, we prove that N  [Q,L]. Pick X ∈ Km×1 and z ∈ K . Pick A ∈ Km×m with character-
istic polynomial (−1)m(Xm −Xm−1 + (−1)m). Then A ∈ SLK(m) and A− I is invertible. Pick
g ∈ Q with Xg = (A − I )−1X, zg = 0 and Yg = 0. Pick h ∈ L with Xh = 0, Ah = A−1, zh = 0
and Yh = 0. Then
s := [g,h] =
⎡⎣ 1 0 0X I 0
0 0 1
⎤⎦ ∈ [Q,L].
Pick k ∈ Q with Xk = 0, zk = 0 and Yk = [z 0 . . . 0] ∈ K1×m. Pick l ∈ L with Xl = [1 0 . . . 0]t ∈
Km×1, Al = I , zl = 0 and Yl = 0. Then
t := [k, l] =
⎡⎣ 1 0 00 I 0
z 0 1
⎤⎦ ∈ [Q,L].
So
st =
⎡⎣ 1 0 0X I 0
z 0 1
⎤⎦ ∈ [Q,L].
Consider the map ϕ :L → SLK(n − 1) :g →
[Ag 0
Yg 1
]
. For g ∈ Q and h ∈ L, we have that
A[g,h] = I and Y[g,h] = YgAh − Yg . So
[Q,L]ϕ =
{[
I 0
YA− Y 1
] ∣∣∣ Y ∈ Km×1, A ∈ SLK(m)}= {[ I 0Y 1
]}
= Qϕ
since SLK(m) is irreducible on K1×m. Hence [Q,L]Kerϕ = Qkerϕ. Since Kerϕ = N 
[Q,L] Q, we get Q = [Q,L]  L′. Note that L/Q ∼= SLK(m) since Q is the kernel of the
epimorphism L → SLK(m) :g → Ag . So L = L′Q = L′. 
Lemma 2.6. Let K , F be finite fields with charK = charF = p, V a finite-dimensional K-vector
space, W a finite-dimensional F -vector space, G = SLK(V ), U a K-subspace of V such
that dimK U  3 and dimK V/U  3, ϕ : Ĝ → G an epimorphism and θ : Ĝ → GLF (W) a
homomorphism such that Ĝ is non-trivial and irreducible on W . Put P1 = CĜ(V/U)∞ and
P2 = CĜ(U)∞. Suppose that for every composition factor C for P1P2 on W , P1 or P2 is trivial
on C. Then Kerϕ Ker θ and W is a natural module for G.
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V such that {u1, . . . , um} is a K-basis for U . With respect to this basis, put
L1 =
{[
A 0
0 I
] ∣∣∣A ∈ SLK(U)} and L2 = {[ I 00 B
] ∣∣∣ B ∈ SLK(V/U)} .
Then [L1,L2] = 1, Li  Pi for i = 1,2, L1 ∼= SLK(U) and L2 ∼= SLK(V/U). So Op(Li) = Li
for i = 1,2. Let C be a composition factor for L1L2 on W . Then there exists a composition
factor D for P1P2 on W such that C is a KL1L2-section of D. Hence [D,Pi] = 0 and so also
[C,Li] = 0 for some i ∈ {1,2}. By Lemma 2.2(b), [W,L1,L2] = 0. Let Z be the root subgroup
of SLK(V ) such that for every g ∈ Z there exists a ∈ K with ugi = ui + δimau1 for i = 1, . . . ,m
and vgj = vj for j = 1, . . . , n. Then Z  L1. Put P = 〈LNG(Z)2 〉. Then [W,Z,P ] = 0 since
[W,Z,Lg2] = 0 for all g ∈ NG(Z). Put L = CG([V,Z]) ∩ CG(V/CV (Z)). With respect to the
K-basis {u1, u2, . . . , um−1, v1, . . . , vn, um} for V , we get
L =
⎧⎨⎩
⎡⎣ 1 0 0X A 0
z Y 1
⎤⎦ ∣∣∣A ∈ SLK(k), X,Y t ∈ Kk×1, z ∈ K
⎫⎬⎭ and
NG(Z) =
⎧⎨⎩
⎡⎣ a 0 0X A 0
z Y b
⎤⎦ ∣∣∣A ∈ GLK(k), X,Y t ∈ Kk×1, a, b, z ∈ K, ab det(A) = 1
⎫⎬⎭
where k = m+ n− 2. So P  L since L2  LNG(Z). Note that Sol(L) is the set of elements
of L such that the matrix A is a scalar matrix. Hence L/Sol(L) ∼= PSLK(k), which is perfect
and simple. Since L2  Sol(L), P  Sol(L) and so P Sol(L) = L. By Lemma 2.5, L is perfect.
Taking perfect parts, we get P = L. By Lemma 2.1, W is a natural module for G. 
Lemma 2.7. Let K , F be finite fields with charK = charF = p, V a finite-dimensional K-vector
space, W a finite-dimensional F -vector space, G ∈ {SpK(V ),SUK(V ),ΩK(V )} such that G
is irreducible on V , U a singular subspace of V with dimK U  3 and dimK U⊥/U  5,
ϕ : Ĝ → G an epimorphism and θ : Ĝ → GLF (W) a homomorphism such that Ĝ is non-trivial
and irreducible on W . Put P1 = CĜ(U⊥/U)∞ and P2 = CĜ(U)∞. Suppose that for every com-
position factor C for P1P2 on W , P1 or P2 is trivial on C. Then Kerϕ  Ker θ and W is a
natural module for G.
Proof. Since dimK V  9, Ĝ = G by [5, p. 302], unless G = ΩK(V ) and p > 2, in which case
|Kerϕ| = 2. We use the notations from the proof of Lemma 2.4. Put L1 = {g ∈ NH(U) | Ag ∈
SLK(U), Bg = I , Xg = 0, Yg = 0, Zg = 0} and L2 = {g ∈ NH(U) | Ag = I , Bg ∈ G˜, Xg = 0,
Yg = 0, Zg = 0}. Then [L1,L2] = 1, L1  CG(U⊥/U)∞, L2  CG(U)∞, L1 ∼= SLK(U) and
L2 ∼= G˜.
Case 1. G = ΩK(V ).
Let R be the root subgroup of SLK(U) such that for every g ∈ R there exists a ∈ K with
e
g
i = ei + δimae1 for i = 1, . . . ,m. Put Z = {g ∈ L1 | Ag ∈ R}. Then Z is a long root subgroup
of G. Put E = [V,Z]. Then NG(Z)  NG(E) and E = K{e1, fm}. So E is a two-dimensional
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CG(E) (respectively Z) is of the form⎡⎣ I2×2 0 0∗ B 0
∗ ∗ I2×2
⎤⎦ respectively
⎡⎣ I2×2 0 00 I 0
∗ 0 I2×2
⎤⎦ .
So CG(E)  NG(Z)  NG(E). Put P = 〈LNG(Z)2 〉. Then P  CG(E) since L2  CG(E) 
NG(Z). Note that Sol(CG(E)) is the set of elements of CG(E) such that the matrix B is
a scalar matrix. Hence CG(E)/Sol(CG(E)) ∼= G˜/Z(G˜), which is perfect and simple. Since
L2  Sol(CG(E)), P  Sol(CG(E)) and so P Sol(CG(E)) = CG(E). By Lemma 2.4, CG(E) is
perfect. Taking perfect parts, we get P = CG(E). For i = 1,2, put L˜i = (Lϕ
−1
i )
′
. For i = 1,2,
L
ϕ−1
i /Kerϕ ∼= Li ; so (Lϕ
−1
i )
′ Kerϕ = Lϕ−1i ; hence L˜iϕ = Li , L˜i ′ = L˜i and Op(L˜i) = L˜i . Let
C be a composition factor for L˜1L˜2 on W . Since L˜i  Pi for i = 1,2, there exists a com-
position factor D for P1P2 on W such that C is a KL˜1L˜2-section of D. Hence [D,Pi] = 0
and so also [C, L˜i] = 0 for some i ∈ {1,2}. Since [L˜1, L˜2]ϕ = [L1,L2], [L˜1, L˜2]  Kerϕ. So
[L˜1, L˜2, L˜1] = 1. By the Three Subgroup Lemma, [L˜1, L˜2] = 1. Hence [W,L˜1, L˜2] = 0 by
Lemma 2.2(b). Put Z˜ = Op(Zϕ−1). Note that Zϕ−1/Kerϕ ∼= Z which is a p-group. So Zϕ−1 is
nilpotent and Zϕ−1 = Op(Zϕ−1)Kerϕ = Z˜ × Kerϕ. Put N = L˜1 ∩ Zϕ−1 . Since Z  L1 = L˜1ϕ ,
Nϕ = Z. So N Kerϕ = Z˜ Kerϕ. Since Z˜ is a p-group and Kerϕ is a p′-group of order at
most 2, we get Z˜  N  L˜1. Since Z˜ϕ = Z, NĜ(Z˜)  NG(Z)ϕ
−1
. For g ∈ NG(Z)ϕ−1 , g nor-
malizes Zϕ−1 and so also Op(Zϕ
−1
) = Z˜. Hence NĜ(Z˜) = NG(Z)ϕ
−1
. Put P˜ = 〈L˜2NĜ(Z˜)〉.
Then P˜ ϕ = P and [W,Z˜, P˜ ] = 0 since [W,Z˜, L˜2g] = 0 for all g ∈ NĜ(Z˜). If Kerϕ  Ker θ
then G acts on W and [W,Z,P ] = 0; so W is a natural module for G by Lemma 2.1 since
CG([V,Z]) ∩ CG(V/CV (Z))  CG(E) = P . It remains to show that Kerϕ  Ker θ . If p = 2
then Kerϕ = 1 so we may assume that p > 2. Put H = ΩK(E⊥/E). Then we can view H as
a subgroup of CG(E). It is known that we can view Ĥ as a subgroup of Ĝ (i.e. Hϕ−1 ∼= Ĥ ).
So Ĥ ϕ  CG(E) = P = P˜ ϕ . Hence Ĥ  P˜ Kerϕ. Deriving both sides, we get Ĥ  P˜ ′  P˜ .
Since Kerϕ  Ĥ , [W,Z˜,Kerϕ] = 0. But θ is not trivial and Ĝ/Z(Ĝ) ∼= PΩK(V ), which
is simple. So Ker θ  Z(Ĝ), which is a p′-group. Since Z˜ is a p-group, Z˜  Ker θ and so
0 = [W,Z˜] CW(Kerϕ). But CW(Kerϕ) is an FĜ-submodule of W and Ĝ is irreducible on W .
Hence CW(Kerϕ) = W and Kerϕ Ker θ .
Case 2. G ∈ {SpK(V ),SUK(V )}.
Note that Kerϕ = 1. We may assume that 〈v1, vn〉 is a hyperbolic pair and K{v1, vn} ⊥
K{v2, . . . , vn−1}. Let R be the root subgroup of G˜ such that for every g ∈ R, there exists a ∈ K
with vgi = vi + δinav1 for i = 1, . . . , n. Put Z = {g ∈ L2 | Bg ∈ R}. Then Z is a long root
subgroup of G. Put P = 〈LNG(Z)1 〉 and E = [V,Z] = K{v1}. Similarly as above, we get that
P = CG(E) and [W,Z,P ] = 0. So W is a natural module for G by Lemma 2.1. 
3. Tensor decompositions
In this section, we give a rather technical definition of tKV (A, θ) and prove some of its proper-
ties. The main results are Lemmas 3.2(h) and 3.5.
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Definition 1. Let K be a finite field with charK = p, V a finite-dimensional K-vector space,
A a non-trivial perfect finite group and θ :A → SLK(V ) a homomorphism.
(1) Suppose that Ker θ Op(Z(A)). We call (X,Y,L,W1,W2, ϕ1, ϕ2) a tensor decomposition
for (V ,K,A, θ) if
◦ X,Y are KA-submodules of V with X ⊆ Y .
◦ L is a finite field, containing K .
◦ W1 and W2 are finite-dimensional L-vector spaces.
◦ ϕi :A → SLL(Wi) is a homomorphism with Kerϕi Op(Z(A)) for i = 1,2.
◦ Y/X ∼= W1 ⊗L W2 as KA-modules where a ∈ A acts like aϕ1 ⊗L aϕ2 on W1 ⊗L W2.
(2) We define tKV (A, θ) inductively as follows:
◦ tKV (A, θ) = 0 if Ker θ Op(Z(A)).
◦ tKV (A, θ) = 1 if Ker θ Op(Z(A)) but (V ,K,A, θ) has no tensor decompositions.
◦ tKV (A, θ) = max{
∑2
i=1 tLWi (A,ϕi) | (X,Y,L,W1,W2, ϕ1, ϕ2) is a tensor decomposition
for (V ,K,A, θ)} if Ker θ Op(Z(A)) and (V ,K,A, θ) has tensor decompositions.
Lemma 3.1. Let G be a group, K,K∗ and L finite fields in the same characteristic with K ⊆ L
and V a finite-dimensional LG-module. Then V ⊗L 〈L,K∗〉 is a K∗G-section of V ⊗K 〈K,K∗〉.
Proof. Note that V ⊗K∩K∗ K∗ ∼= (V ⊗K K) ⊗K∩K∗ K∗ ∼= V ⊗K (K ⊗K∩K∗ K∗) as K∗G-
modules. Put ψ :K ⊗K∩K∗ K∗ → 〈K,K∗〉 :x ⊗K∩K∗ y → xy. Then ψ is a K-isomorphism
and a K∗-isomorphism. So V ⊗K (K ⊗K∩K∗ K∗) ∼= V ⊗K 〈K,K∗〉 as K∗G-modules. Sim-
ilarly, V ⊗L 〈L,K∗〉 ∼= V ⊗L∩K∗ K∗ as K∗G-modules. Put ϕ :V ⊗K∩K∗ K∗ → V ⊗L∩K∗
K∗ :v⊗K∩K∗ k → v⊗L∩K∗ k. Then ϕ is a K∗G-epimorphism. So V ⊗L∩K∗ K∗ is a K∗G-section
of V ⊗K∩K∗ K∗. 
Lemma 3.2. Let K be a finite field with charK = p, V a finite-dimensional K-vector space,
A a non-trivial perfect finite group and θ :A → SLK(V ). Then the following holds:
(a) Put N = {a ∈ A | a normalizes all irreducible KOp(Z(A))-submodules of V }. If Ker θ 
Op(Z(A)) then N = Op(Z(A)).
(b) tKV (A, θ) > 0 if and only if Ker θ Op(Z(A)).
(c) If F is a subfield of K , then tFV (A, θ) tKV (A, θ).
(d) If C is a KA-section of V , then tKV (A, θ) tKC (A, θτ) where τ :NSLK(V )(C) → SLK(C) is
the restriction map.
(e) tK
V #
(A, θ) = tKV (A, θ).
(f) tKV α (A, θ) = tKV (A, θ) for all α ∈ Aut(K).
(g) Let K∗ be a finite field containing K . Put W = V ⊗K K∗. Then tK∗W (A, θ) tKV (A, θ).
(h) If tKV (A, θ) [A : Op(Z(A))] − 1, then there exists a KA-submodule W of V and a system
of imprimitivity Δ for A on W such that CA(Δ) = Op(Z(A)).
Proof. Put Z = Op(Z(A)). Note that Z is a p′-group.
(a) Assume that Ker θ  Z. Pick a ∈ A and n ∈ N . Let U be an irreducible KZ-submodule
of V . Suppose first that Ua = U . Then a,n ∈ EndKZ(U), which is a finite division ring by Schur’s
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U ⊕Ua . Put X = {u+ua | u ∈ U}. Then X is an irreducible KZ-submodule of V and so normal-
ized by n. Pick u ∈ U . Then (u+ ua)n = un + uan ∈ X. So un + uan = v + va for some v ∈ U .
Since n normalizes U and Ua , un ∈ U and uan ∈ Ua . Hence v = un and uan = va = una . Again,
[a,n] centralizes U . So [A,N ] centralizes every irreducible KZ-submodule of V . By Mashke’s
Theorem, V is completely reducible as KZ-module. Hence [A,N ]  CA(V ) = Ker θ  Z and
[A,N,A] = 1. By the Three Subgroup Lemma, [A,N ] = 1. So N  Z(A). Suppose there exists
x ∈ N of order p. Let U be an irreducible KZ-submodule of V . Then W := {v ∈ U | vx = v} = 0
is a KZ-submodule of U . So W = U . Hence x centralizes every irreducible KZ-submodule of V .
So x ∈ Ker θ Z, a contradiction. Hence N  Z.
(b) If tKV (A, θ) > 0 then Ker θ  Z. Suppose that Ker θ Z. We use induction on dimK V . We
may assume that there exists a tensor decomposition (X,Y,L,W1,W2, ϕ1, ϕ2) for (V ,K,A, θ)
with tKV (A, θ) =
∑2
i=1 tLWi (A,ϕi). Then Kerϕ1  Z and so t
L
W1
(A,ϕ1) > 0 by induction.
(c) By (b), we may assume that Ker θ  Z and tKV (A, θ) 2. Clearly, any tensor decomposi-
tion for (V ,K,A, θ) is also a tensor decomposition for (V ,F,A, θ) and so tFV (A, θ) tKV (A, θ).
(d) Note that Ker θ  Ker(θτ ). So by (b), we may assume that Ker(θτ )  Z and
tKC (A, θτ)  2. Clearly, any tensor decomposition for (C,K,A, θτ) is also a tensor decom-
position for (V ,K,A, θ) and so tKV (A, θ) tKC (A, θτ).
(e) We use induction on dimK V . We will show that tKV #(A, θ)  tKV (A, θ). By (b), we may
assume that Ker θ  Z and tKV (A, θ) 2. Let (X,Y,L,W1,W2, ϕ1, ϕ2) be a tensor decomposi-
tion for (V ,K,A, θ) with tKV (A, θ) =
∑2
i=1 tLWi (A,ϕi). Note that (W1 ⊗L W2)# ∼= W #1 ⊗L W #2
as LA-modules and so also as KA-modules. Put T = {f ∈ V # | f (x) = 0 for all x ∈ X} and
S = {f ∈ V # | f (y) = 0 for all y ∈ Y }. Then S and T are KA-submodules of V # such that S ⊆ T
and T/S ∼= (Y/X)# as KA-modules. Hence (S,T ,L,W #1 ,W #2 , ϕ1, ϕ2) is a tensor decomposition
for (V #,K,A, θ). So tK
V #
(A, θ) 
∑2
i=1 tLW #i
(A,ϕi). By induction, tLW #i
(A,ϕi) = tLWi (A,ϕi) for
i = 1,2 and so
tK
V #(A, θ)
2∑
i=1
tLWi (A,ϕi) = tKV (A, θ).
Similarly, tKV (A, θ) tKV #(A, θ).
(f) We use induction on dimK V . We will show that tKV α (A, θ)  tKV (A, θ). By (b), we
may assume that Ker θ  Z and tKV (A, θ)  2. Let (X,Y,L,W1,W2, ϕ1, ϕ2) be a tensor
decomposition for (V ,K,A, θ) with tKV (A, θ) =
∑2
i=1 tLWi (A,ϕi). Pick β ∈ Aut(L) with
β|K = α. Then Yα/Xα ∼= (Y/X)α ∼= (W1 ⊗L W2)β ∼= Wβ1 ⊗L Wβ2 as KA-modules. Hence
(Xα,Y α,L,W
β
1 ,W
β
2 , ϕ1, ϕ2) is a tensor decomposition for (V
α,K,A, θ) and tKV α (A, θ) ∑2
i=1 tLWβi
(A,ϕi). By induction, tL
W
β
i
(A,ϕi) = tLWi (A,ϕi) for i = 1,2 and so tKV α (A, θ) ∑2
i=1 tLWi (A,ϕi) = tKV (A, θ). Similarly, tKV (A, θ) tKV α (A, θ).
(g) We use induction on dimK V . By (b), we may assume that Ker θ  Z and tKV (A, θ) 2.
Let (X,Y,L,W1,W2, ϕ1, ϕ2) be a tensor decomposition for (V ,K,A, θ) with tKV (A, θ) =∑2
i=1 tLWi (A,ϕi). So Y/X
∼= W1 ⊗L W2 as KA-modules. Hence we can view Y/X as an LA-
module. Put L∗ = 〈L,K∗〉. Then Y/X ⊗L L∗ ∼= (W1 ⊗L W2) ⊗L L∗ ∼= (W1 ⊗L L∗) ⊗L∗
(W2 ⊗L L∗) as L∗A-modules and so also as K∗A-modules. By Lemma 3.1, Y/X ⊗L L∗ is a
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Put Ui = Wi ⊗L L∗ for i = 1,2. Then there exist K∗A-submodules X′, Y ′ of W such that
X′ ⊆ Y ′ and Y ′/X′ ∼= U1 ⊗L∗ U2 as K∗A-modules. Hence (X′, Y ′,L∗,U1,U2, ϕ1, ϕ2) is a
tensor decomposition for (W,K∗,A, θ) and so tK∗W (A, θ) 
∑2
i=1 tL
∗
Ui
(A,ϕi). By induction,
tL
∗
Ui
(A,ϕi) tLWi (A,ϕi) for i = 1,2. Hence tK
∗
W (A, θ)
∑2
i=1 tLWi (A,ϕi) = tKV (A, θ).(h) Put n = [A : Z] − 1. Let {1, h1, . . . , hn} be a transversal to Z in A. We first prove the
following claim:
If tKV (A, θ) k where 1 k  n, then for any subset Ω of {h1, . . . , hn} with |Ω| = k, there
exists an irreducible KZ-submodule U of V such that U ∩K{UΩ } = 0.
We use induction on k. Suppose first that k = 1. Pick 1  i  n. By (b), Ker θ  Z. By (a),
there exists an irreducible KZ-submodule U of V such that U = Uhi . So U ∩Uhi = 0. Suppose
next that k  2. Let (X,Y,L,W1,W2, ϕ1, ϕ2) be a tensor decomposition of (V ,K,A, θ) with
tKV (A, θ) =
∑2
i=1 tLWi (A,ϕi). Let Ω be a subset of {h1, . . . , hn} with |Ω| = k. Let k1, k2  1
with k1 + k2 = k and tLWi (A) ki for i = 1,2. Put Ω = Ω1 unionmultiΩ2 with |Ωi | = ki for i = 1,2. By
induction, there exists an irreducible LZ-submodule Ui of Wi such that Ui ∩L{UΩii } = 0 for i =
1,2. Pick i ∈ {1,2}. By Mashke’s Theorem, Wi is completely reducible as LZ-module . Hence
there exists an LZ-submodule U ′i of Wi such that Wi = Ui ⊕L{UΩii } ⊕U ′i . Let βi ∈ EndLZ(Wi)
such that βi |Ui = 1Ui and L{UΩii } ⊆ Kerβi . Then β1 ⊗L β2|U1⊗LU2 = 1U1⊗LU2 . For h ∈ Ω , we
get (U1 ⊗LU2)hβ1⊗Lβ2 = Uhβ11 ⊗LUhβ22 = 0 since Uhβ11 = 0 or Uhβ22 = 0. So L{(U1 ⊗LU2)Ω } ⊆
Ker(β1 ⊗L β2) and U1 ⊗L U2 ∩L{(U1 ⊗L U2)Ω } = 0. Since Y/X ∼= W1 ⊗L W2 as KA-modules,
there exists a non-trivial KZ-submodule T/X of Y/X such that T/X ∩ K{(T /X)Ω } = 0. Let
S/X be an irreducible KZ-submodule of T/X. By Mashke’s Theorem, S is completely reducible
as KZ-module. Hence there exists a KZ-submodule U of S such that S = X⊕U . Then U ∼= S/X
is an irreducible KZ-submodule of V and U ∩K{UΩ } = 0, which proves the claim.
Put h0 = 1 and Ω = {h1, . . . , hn}. By the claim, there exists an irreducible KZ-submodule U
of V such that U ∩∑ni=1 Uhi = 0. Put W =∑ni=0 Uhi and Δ = {Uhi | 0 i  n}. Pick a ∈ A.
For 0 j  n, we can write hja = zjhij with zj ∈ Z and 0 ij  n. Hence Uhja = Uzjhij =
U
hij ∈ Δ for all j and A normalizes Δ. Also, Wa =∑nj=0 Uhja =∑nj=0 Uhij ⊆ W . So W is
a KA-submodule of V . Note that Z  CA(Δ). Suppose that a ∈ CA(Δ). Pick 0  j  n. Then
Uhj = Uhja = Uhij and hij h−1j ∈ NA(U). Put hij h−1j = zhk with z ∈ Z and 0  k  n. Then
hk ∈ NA(U). Since U ∩∑ni=1 Uhi = 0, k = 0 and hij h−1j = z ∈ Z. Hence hij = hj . So hja =
zjhij = zjhj = hj zj and a = zj ∈ Z. Hence CA(Δ)  Z. Suppose that Uhj ∩
∑
l =j Uhl = 0
for some 0  j  n. Then Uhj ⊆∑l =j Uhl . For l = j , put hlh−1j = zlhil with zl ∈ Z and 1 
il  n. So U ⊆∑l =j Uhlh−1j =∑l =j Uhil ⊆∑ni=1 Uhi = K{UΩ}, a contradiction. Hence W =⊕n
i=0 Uhi and Δ is a system of imprimitivity for A on W . 
Lemma 3.3. Let K be a finite field with charK = p and A a non-trivial perfect finite group. For
1 i  n, let Vi be a finite-dimensional K-vector space and θi :A → SLK(Vi) a homomorphism.
Put V = V1 ⊗K · · · ⊗K Vn and θ :A → SLK(V ) :a → aθ1 ⊗K · · · ⊗K aθn . Then tKV (A, θ) ∑n
i=1 tK(A, θi).Vi
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Lemma 3.2(b), we may assume that Ker θi Op(Z(A)) for at least one i ∈ {1,2}, say i = 1. Pick
a ∈ Ker θ . Then aθ1 ⊗K aθ2 = 1 and so aθ1 ∈ Z(SLK(V1)). By Lemma 3.2(a), a ∈ Op(Z(A)).
Hence Ker θ  Op(Z(A)). By Lemma 3.2(b), tKV (A, θ)  1 and tKV1(A, θ1)  1. Suppose first
that tKV2(A, θ2) > 0. By Lemma 3.2(b), Ker θ2  Op(Z(A)). So (0,V ,K,V1,V2, θ1, θ2) is
a tensor decomposition for (V ,K,A, θ) and tKV (A, θ) 
∑2
i=1 tKVi (A, θi). Suppose next that
tKV2
(A, θ2) = 0. Then we may assume that tKV1(A, θ1)  2. Let (X,Y,L,W1,W2, ϕ1, ϕ2) be a
tensor decomposition for (V1,K,A, θ1) with tKV1(A, θ1) =
∑2
j=1 tLWj (A,ϕj ). Since Y/X
∼=
W1⊗LW2 as KA-modules, Y/X⊗K V2 ∼= (W1 ⊗LW2)⊗K V2 as KA-modules. But Y/X⊗K V2 ∼=
Y ⊗K V2/X ⊗K V2 and (W1 ⊗L W2) ⊗K V2 ∼= W1 ⊗L (W2 ⊗L (V2 ⊗K L)) as KA-modules.
Put U1 = W1, U2 = W2 ⊗L (V2 ⊗K L), ψ1 = φ1 and ψ2 :A → SLL(U2) :a → aϕ2 ⊗L 1V2⊗KL.
Then Kerψj = Kerϕj Op(Z(A)) for j = 1,2. Hence (Y ⊗K V2,X⊗K V2,L,U1,U2,ψ1,ψ2)
is a tensor decomposition for (V ,K,A, θ) and tKV (A, θ) 
∑2
j=1 tLUj (A,ψj ) = tLW1(A,ϕ1) +
tLU2
(A,ψ2). By induction on dimK V , tLU2(A,ψ2)  t
L
W2
(A,ϕ2) + tLV2⊗KL(A, θ2)  tLW2(A,ϕ2).
Hence
tKV (A, θ) tLW1(A,ϕ1)+ tLW2(A,ϕ2) = tKV1(A, θ1).
Next, consider n  3. Put W1 = V1 ⊗K · · · ⊗K Vn−1, W2 = Vn, ϕ1 :A → SLK(W1) :a →
aθ1 ⊗K · · · ⊗K aθn−1 and ϕ2 = θn. By the case ‘n = 2’, tKV (A, θ)
∑2
i=1 tKWi (A,ϕi). By induc-
tion, tKW1(A,ϕ1)
∑n−1
j=1 tKVj (A, θj ). Hence t
K
V (A, θ)
∑n
i=1 tKVi (A, θi). 
Definition 2. Let A be a perfect finite group. We put A˜ = Â/Op(KerϕA) and ψA : A˜ →
A :aOp(KerϕA) → aϕA . Note that KerψA Op(Z(A˜)) and A˜ = A˜.
Lemma 3.4. Let A and H be perfect finite groups, G a group and α :A → H and β :G → H
homomorphisms such that β is onto and Kerβ Op(Z(G)). Then there exists a unique homo-
morphism γ : A˜ → G such that γβ = ψAα.
Proof. By Lemma 1.2, there exists a homomorphism δ : Â → G such that δβ = ϕAα. Put N =
Op(KerϕA) and π : Â → A˜ :a → aN . Then 1 = NϕAα = Nδβ . So Nδ  Kerβ  Op(Z(G)).
Hence Nδ = 1 and there exists a homomorphism γ : A˜ → G such that δ = πγ . So πγβ =
δβ = ϕAα = πψAα and γβ = ψAα. Similarly as in the proof of Lemma 1.2, we get that γ is
unique. 
Remark. Let K be a finite field with charK = p, V a finite-dimensional K-vector space
and θ :A → PSLK(V ) a homomorphism. Put π : SLK(V ) → PSLK(V ) :x → xZ(SLK(V )). By
Lemma 3.4, there exists a unique homomorphism θ˜ : A˜ → SLK(V ) such that θ˜π = ψAθ .
A˜

θ˜
SLK(V )

π
PSLK(V )
ψA 
θ
A
If θ = 1A, we write tK(A˜) instead of tK(A˜, θ˜ ).V V
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K-vector space, W a finite-dimensional K∗-vector space, A a non-trivial, perfect finite sub-
group with A = A˜, θV :A → SLK(V ), θW :A → SLK∗(W) and θ : SLK(V ) → SLK∗(W) homo-
morphisms such that θV θ = θW , Ker θV  Op(Z(A)), Ker θW  Op(Z(A)) and SLK(V ) acts
irreducibly on W . Then one of the following holds:
(a) tK∗W (A, θW ) tKV (A, θV ),
(b) there exists a finite field L with charL = p, an L-vector space U with dimL U  4 and a
homomorphism ϕ :A → SLL(U) such that Kerϕ Op(Z(A)).
Proof. We use induction on tKV (A, θV ). By Lemma 3.2(b), we may assume that tKV (A, θV ) 2.
Let (X,Y,L,W1,W2, ϕ1, ϕ2) be a tensor decomposition for (V ,K,A, θV ) with tKV (A, θV ) =∑2
i=1 tLWi (A,ϕi). Since (b) holds if dimLWi  4 for some i ∈ {1,2}, we may assume that
dimLWi  5 for i = 1,2. Let ψ :Y/X → W1 ⊗L W2 be a KA-isomorphism. Put G = SLK(V ).
With respect to an appropriate K-basis for V , every g ∈ NG(X)∩Ng(Y ) is of the form⎡⎣ r(g) 0 0∗ s(g) 0
∗ ∗ t (g)
⎤⎦
where r(g) ∈ GLK(X), s(g) ∈ GLK(Y/X) and t (g) ∈ GLK(V/Y ). Put
H =
⎧⎨⎩
⎡⎣ I 0 00 x 0
0 0 I
⎤⎦ ∈ G
⎫⎬⎭ ,
Q = {g ∈ NG(X)∩NG(Y ) ∣∣ψ−1s(g)ψ ∈ SLL(W1)⊗L SLL(W2)}∞,
Q0 =
⎧⎨⎩
⎡⎣ x 0 00 I 0
0 0 I
⎤⎦ ∈ Q
⎫⎬⎭ , Q3 =
⎧⎨⎩
⎡⎣ I 0 00 I 0
0 0 x
⎤⎦ ∈ Q
⎫⎬⎭ ,
Q1 =
⎧⎨⎩
⎡⎣ I 0 00 x 0
0 0 I
⎤⎦ ∈ Q ∣∣∣ψ−1xψ = α ⊗L 1 for some α ∈ SLL(W1)
⎫⎬⎭ and
Q2 =
⎧⎨⎩
⎡⎣ I 0 00 x 0
0 0 I
⎤⎦ ∈ Q ∣∣∣ψ−1xψ = 1 ⊗L α for some α ∈ SLL(W2)
⎫⎬⎭ .
Note that Op(Q) = {g ∈ Q | r(g) = I, s(g) = I, t (g) = I }, Q0 ∼= SLK(X)∞, Qi ∼= SLL(Wi)
for i = 1,2, Q3 ∼= SLK(V/Y )∞, Q = Op(Q)(Q0 × (Q1Q2) × Q3) and [Q1,Q2] = 1. For
a ∈ A, ψ−1s(aθV )ψ = aϕ1 ⊗L aϕ2 . So AθV Q since A is perfect.
Case 1. For every composition factor C for Q on W , Q1 or Q2 is trivial on C.
Let D be a composition factor for Q1Q2 on W . Then there exists a composition factor C for
Q on W such that D is a KQ1Q2-section of C. Since Q1 or Q2 is trivial on C, [D,Qi] = 0
for some i ∈ {1,2}. Since Qi ∼= SLL(Wi), Qi = Op(Qi) for i = 1,2. By Lemma 2.2(b),
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tively W2) and {l1, . . . , lt } a K-basis for L.
Let S be the root subgroup of SLL(W1) such that for all g ∈ S, there exists a ∈ K with
vαi = vi +δ1iavm for i = 1, . . . ,m. Put R = {h ∈ H | ψ−1s(h)ψ = α⊗L 1 for some α ∈ S}. Then
R Q1. So [W,R,Q2] = 0. For all g ∈ NG(R), [W,R,Qg2] = 0 and so [W,R, 〈QNG(R)2 〉] = 0.
Note that {vi ⊗L wj ls | i = 1, . . . ,m; j = 1, . . . , n; s = 1, . . . , t} is a K-basis for W1 ⊗L W2.
With respect to a certain ordering of this basis, we have:
• if r ∈ R then
ψ−1s(r)ψ =
⎡⎣ I 0 00 I 0
aI 0 I
⎤⎦
for some a ∈ K ;
• if g ∈ Q2 then
ψ−1s(g)ψ =
⎡⎣A 0 00 B 0
0 0 A
⎤⎦ ;
•
⎧⎨⎩h ∈ H ∣∣∣ψ−1s(h)ψ =
⎡⎣ A 0 0X B 0
Z Y A
⎤⎦ where det(A) = det(B) = 1
⎫⎬⎭ CG(R).
Since dimLW1  3, we have that⎧⎨⎩h ∈ H ∣∣∣ψ−1s(h)ψ =
⎡⎣A 0 00 B 0
0 0 A
⎤⎦ where det(A) = det(B) = 1
⎫⎬⎭ 〈QNG(R)2 〉.
Putting
A = I and B =
⎡⎢⎣ 1 . . .
a 1
⎤⎥⎦
where a ∈ K , we see that there exists a root subgroup Z of G such that Z  〈QNG(R)2 〉,[R,Z] = 1, R  T and R  Sol(T ) where T = CG([V,Z]) ∩ CG(V/CV (Z)). Since
[W,R,Z] = 0 and [R,Z] = 1, [W,Z,R] = 0. Note that T  CG(Z). Hence [W,Z,Rt ] = 0 for
all t ∈ T and so [W,Z, 〈RT 〉] = 0. Since T/Sol(T ) is simple and R  Sol(T ), 〈RT 〉Sol(T ) = T .
Taking perfect parts, we get T ∞  〈RT 〉. By Lemma 2.5, T is perfect. So 〈RT 〉 = T and
[W,Z,T ] = 0. By Lemma 2.1, W is a natural module for G. Hence there exists α ∈ {0,1}
and β ∈ Aut(K) such that W ∼= V α,β ⊗K F as FG-modules where F = 〈K,K∗〉, V 0 = V and
V 1 = V #. So W ∼= V α,β ⊗K F as FA-modules. By Lemma 3.2(c), (g), (e), (f), tK∗W (A, θW ) 
tF (A, θW ) tKα,β (A, θV ) = tK(A, θV ) and (a) holds.W V V
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Let τ :NSLK∗ (W)(C) → SLK∗(C) be the restriction map. By Lemma 3.2(d), tK
∗
W (A, θW ) 
tK
∗
C (A, θWτ). Put P = Qθτ and Pi = Qθτi for all i = 0,1,2,3. Since Q acts irreducibly on C,
Op(Q)
θτ = 1. So P = P0 . . . P3. Note that Pi is a component of P for all i. By Lemma 1.4,
C ∼= C0 ⊗L∗ · · · ⊗L∗ C3 as L∗P-modules where L∗ = EndK∗P(C) and Ci is an irreducible L∗Pi-
module for all i. Since [C,Qi] = 0, Pi = 1 and so Ci is not trivial for i = 1,2. For all i,
put πi : SLL∗(Ci) → PSLL∗(Ci) :x → xZ(SLL∗(Ci)) and αi :P → PSLL∗(Ci) :p0 . . . p3 → pπii
(see the diagram below). Note that this is well defined: if p0 . . . p3 = 1, then pi ∈ Z(P ) and so
pi ∈ EndK∗P(C) = L∗ for all i. Since AθV Q, AθWτ  P . By Lemma 3.4, there exists a unique
homomorphism βi :A → Pi  SLL∗(Ci) such that βiπi = θWταi for all i. Put β :A → P :a →
aβ0 . . . aβ3 . For a ∈ A, put aθW τ = λaaβ with λa ∈ P . Then for all i and all a ∈ A, we have that
aθW ταi = (λaaβ)αi = λαia aβiπi = λαia aθW ταi and so λαia = 1; hence λa ∈⋂3i=0 Kerαi Z(P ). So[x, y]θW τ = [λxxβ,λyyβ ] = [x, y]β for all x, y ∈ A. Since A = A′, aθW τ = aβ for all a ∈ A.
A

βi
SLL∗(Ci)

πi
PSLL∗(Ci)
θW τ 
αi
P
By Lemma 3.2(c), tK∗C (A, θWτ) tL
∗
C (A,β). By Lemma 3.3, t
L∗
C (A,β)
∑3
i=0 tL
∗
Ci
(A,βi)∑2
i=1 tL
∗
Ci
(A,βi). Put
τ1 : SLL(W1) → Q1 :α →
⎡⎣ I 0 00 ψ(α ⊗L 1)ψ−1 0
0 0 I
⎤⎦ and
τ2 : SLL(W2) → Q2 :α →
⎡⎣ I 0 00 ψ(1 ⊗L α)ψ−1 0
0 0 I
⎤⎦ .
Fix i ∈ {1,2}. Since dimLWi  5, ̂SLL(Wi) = SLL(Wi) by [5, p. 302]. Hence there exists a
unique homomorphism γi : SLL(Wi) → SLL∗(Ci) such that γiπi = τiθταi (see the diagram be-
low). Pick a ∈ A. Then s(aθV ) = ψ(aϕ1 ⊗L aϕ2)ψ−1 and aθV = xq0q1q2q3 where x ∈ Op(Q),
qj ∈ Qj for j = 0,1,2,3, s(q1) = ψ(aϕ1 ⊗L1)ψ−1 and s(q2) = ψ(1⊗Laϕ2)ψ−1 (so qj = aϕj τj
for j = 1,2). Hence aθV θτ = (q0 . . . q3)θτ and qθτj ∈ Pj for all j . So aθV θταi = qθταii = aϕiτiθταi .
Hence θV θταi = ϕiτiθταi . Since θV θ = θW , θWταi = βiπi and τiθταi = γiπi , we get that
βiπi = ϕiγiπi . So βi = ϕiγi since A = A′ and Kerπi = Z(SLL∗(Ci)).
SLL(Wi)

γi
SLL∗(Ci)

πi
PSLL∗(Ci)
τi θταiQi
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SLL(Wi) acts irreducibly on Ci . Since γi is not trivial, Kerγi  Z(SLL(Wi)), which is
a p′-group. Also Kerβϕiγii = 1 and so Kerβϕii  Kerγi . Hence Kerβi is a p′-group and[Aϕi ,Kerβϕi ] = 1. So [A,Kerβi]  Kerϕi  Op(Z(A)) and [A,Kerβi,A] = 1. By the Three
Subgroup Lemma, [A,Kerβi] = 1. Hence Kerβi Op(Z(A)).
Now we can apply induction (where ‘K = L’, ‘K∗ = L∗,’ ‘V = Wi ,’ ‘W = Ci ,’ ‘θV = ϕi ’,
‘θW = βi ’ and ‘θ = γi ’). We may assume that (a) holds for i = 1,2. So tL∗Ci (A,βi) tLWi (A,ϕi)
for i = 1,2. Hence tK∗W (A, θW )
∑2
i=1 tL
∗
Ci
(A,βi)
∑2
i=1 tLWi (A,ϕi) = tKV (A, θV ). 
4. Block-diagonality of LFS-groups of p-type
In this section, we prove the main result of this paper: Theorem 4.15.
Lemma 4.1. Let p be a prime, H a perfect group, H1, . . . ,Hn perfect normal subgroups of H
such that H = H1 . . .Hn and [Hi,Hj ]Op(H) for all i = j , K a finite field with charK = p,
V a finite-dimensional K-vector space and θ :H → PSLK(V ) a homomorphism such that H is
irreducible on V . If Hi has a trivial composition factor on V for some i, then Hi Ker θ .
Proof. Let π : SLK(V ) → PSLK(V ) :x → xZ(SLK(V )), Sj = (Hθπ−1j )∞ for all j and S =
(Hθπ
−1
)∞. Then S = S1 . . . Sn, Sπ = Hθ and Sπj = Hθj for all j . Pick j = i. Then [Sπj , Sπi ] =
[Hθj ,Hθi ]  Op(H)θ = 1 since H is irreducible on V . So [Sj , Si]  Kerπ ∩ S  Z(S) and[Sj , Si, Si] = 1. By the Three Subgroup Lemma, [Sj , Si] = 1. Hence every Wedderburn compo-
nent for Si on V is Sj -invariant and so also S-invariant. Since S is irreducible on V , Si has only
one Wedderburn component on V . But Si has a composition factor C on V on which every ele-
ment of Si acts like a scalar in K . So Si/CSi (C) is abelian and Si = CSi (C). Since V is the direct
sum of isomorphic, irreducible KSi-modules, Si is trivial on V . So Si = 1 and Hθi = Sπi = 1. 
Lemma 4.2. Let G be a finite group and V a finite-dimensional irreducible GF(p)G-module.
Put K = EndGF(p)G(V ). Let F be a subfield of K and L a finite field containing F . Then every
GF(p)G-submodule of V ⊗F L is K-invariant (we view V ⊗F L as a KG-module where the
multiplication with K is on the left).
Proof. Put W = V ⊗F L. Let X be an irreducible GF(p)G-submodule of W . Since W is
completely reducible as GF(p)G-module, every GF(p)G-submodule of W is also completely
reducible as GF(p)G-module. So it suffices to prove that X is K-invariant. Let {l1, . . . , ln}
be an F -basis for L. Then W = ⊕ni=1 V ⊗F li . Put πi :W → V :∑nj=1 vj ⊗F lj → vi for
all i. Since V and X are irreducible GF(p)G-modules, we get that for all i, the restriction
of πi to X is either a GF(p)G-isomorphism or X  Kerπi . Put J = {i | X  Kerπi}. Fix
j ∈ J . Then λk := π−1j πk ∈ EndGF(p)G(V ) = K for all k ∈ J . So x =
∑n
k=1 xπk ⊗F lk =∑
k∈J xλkπj ⊗F lk =
∑
k∈J λk(xπj ⊗F lk) for all x ∈ X. Hence X = {
∑
k∈J λkv ⊗F lk | v ∈ V }
and X is K-invariant. 
Lemma 4.3. Let N be a group, K a field, U an absolutely irreducible KN-module and W a
KN-module with [W,N] = 0. Put V = U ⊗K W . Then every irreducible KN-submodule of V is
of the form U ⊗K w for some w ∈ W .
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V = ⊕i∈I U ⊗K wi . For i ∈ I , let πi :X → U ⊗K wi be the projection of X on U ⊗K wi .
Put J = {i ∈ I | Xπi = U ⊗K wi}. Since U ⊗K wi and X are irreducible KN-modules, we get
that for all i, πi is trivial if i /∈ J and πi is a KN-isomorphism if i ∈ J . Since X = 0, J = ∅.
Fix k ∈ J . Pick j ∈ J . Put τj :U → U ⊗K wj :u → u ⊗ wj . Then τj is a KN-isomorphism
and τkπ−1k πj τ
−1
j ∈ EndKN(U) = K since U is an absolutely irreducible KN-module. Hence
there exists λj ∈ K∗ such that πjτ−1j = λjπkτ−1k . Put w =
∑
j∈J λjwj . Then x =
∑
j∈J xπj =∑
j∈J x
πj τ
−1
j ⊗wj =∑j∈J xλjπkτ−1k ⊗wj =∑j∈J λjxπkτ−1k ⊗wj = xπkτ−1k ⊗w for all x ∈ X.
So X = {xπkτ−1k ⊗w | x ∈ X} = U ⊗K w.
Lemma 4.4. Let G be a finite group, L a finite field with charL = p, W a finite-dimensional
irreducible LG-module and V an irreducible GF(p)G-submodule of W . Put K = EndGF(p)G(V )
and F = 〈K,L〉. Then there exists α ∈ Aut(K) such that W ∼= V α ⊗K F as LG-modules. In
particular, W is the direct sum of isomorphic, irreducible GF(p)G-submodules of W .
Proof. Recall that we view K and L as subfields of a fixed algebraic closure GF(p). Consider
the map ψ :V ⊗GF(p) L → W :v⊗GF(p) l → lv. Since ψ is a non-trivial LG-homomorphism and
W is an irreducible LG-module, ψ is onto. By Lemma 4.2, Kerψ is K-invariant. Hence we can
view W as a K-vector space by defining kw = (kx)ψ where x ∈ V ⊗GF(p) L with xψ = w. Then
K is embedded into EndLG(W). Let ı :L → EndLG(W) and β :K → EndLG(W) be embeddings
(where ı is inclusion). Then there exists an embedding γ : EndLG(W) → GF(p) with iγ |L = 1.
We can view W as an FG-module by putting wf = wfγ−1 for all w ∈ W and f ∈ F . Put α =
γ−1β−1. Then α ∈ Aut(K). Consider the map ϕ :V α ⊗K F → W :v⊗K f → f v. This is a non-
trivial FG-homomorphism and hence ϕ is onto since W is an irreducible LG-module and so also
an irreducible FG-module. By Lemma 4.3, V α ⊗K F is an irreducible FG-module. Hence ϕ is
an FG-isomorphism and so also an LG-isomorphism. Let {f1, . . . , fn} be a K-basis for F . Then
V α ⊗K F = (V α ⊗K f1) ⊕ · · · ⊕ (V α ⊗K fn). Note that V α ⊗K fi ∼= V as GF(p)G-modules
for all i. 
Corollary 4.5. Let G be a finite group, L a finite field with charL = p, W a finite-dimensional ir-
reducible LG-module and C a GF(p)G-composition factor for G on W . Put K = EndGF(p)G(C)
and F = 〈K,L〉. Then there exists α ∈ Aut(K) such that W ∼= Cα ⊗K F as LG-modules.
Proof. Let V be an irreducible GF(p)G-submodule of W . Then C ∼= V as GF(p)G-modules
by Lemma 4.4. So we may assume that K = EndGF(p)G(V ). Let ψ :V → C be a GF(p)G-
isomorphism. Put
β : EndGF(p)G(V ) → EndGF(p)G(C) :ϕ → ψ−1ϕψ.
Then β ∈ Aut(K) and ψ :V → Cβ is a KG-isomorphism. By Lemma 4.4, there exists α ∈
Aut(K) with W ∼= V α ⊗K F as LG-modules. Hence W ∼= Cβα ⊗K F as LG-modules. 
For the rest of this section, let p be a prime and G an LFS-group of p-type.
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(a) Let H be a finite group. Define F ∗p(H) by F ∗(H/Op(H)) = F ∗p(H)/Op(H). Let
H ∗p/Op(H) be the product of all the components L of H/Op(H) with L/Z(L) ∈ C(p).
Put Hp = H ∗∞p .
(b) Let S ∈ P , K a finite field with charK = p, V a finite-dimensional K-vector space and
θ :S → PSLK(V ) a homomorphism. Put π : SLK(V ) → PSLK(V ) :x → xZ(SLK(V )). By
Lemma 1.2, there exists a unique epimorphism θ̂ : Ŝ → SLK(V ) such that θ̂π = ϕSθ . We
say that V is block-diagonal for S if for every non-trivial K-composition factor C for S on
V (see the diagrams below):
(i) There exists exactly one i ∈ {1, . . . , nS} such that Si is not trivial on C (or equivalent,
[C,S∗i ] = 0).
(ii) For this i, there exists σ ∈ Aut(KiS) such that C ∼= (V iS)σ ⊗KiS L or C ∼= (V
i
S)
#,σ ⊗KiS L
as KŜ-modules where L = 〈K,KiS〉.
Ŝ 
ϕS
S θ PSLK(V )

π
SLK(V )






θ̂
Ŝ 
ϕS
S 
αiS PGiS

πiS
GiS






βiS
(c) We say that V is GF(p)-block-diagonal for S if for every non-trivial GF(p)-composition
factor C for Ŝ on V :
(i) There exists exactly one i ∈ {1, . . . , nS} such that [C,S∗i ] = 0.
(ii) For this i, C ∼= V iS or C ∼= (V iS)# as GF(p)Ŝ-modules.
Lemma 4.6. Let S ∈ P , K a finite field with charK = p, V a finite-dimensional K-vector space
and θ :S → PSLK(V ) a homomorphism. Then V is block-diagonal for S if and only if V is
GF(p)-block-diagonal for S.
Proof. Suppose first that V is block-diagonal for S. Let C be a non-trivial GF(p)-composition
factor for Ŝ on V . Then there exists a K-composition factor D for Ŝ on V such that C is a
GF(p)-composition factor for Ŝ on D. By block-diagonality, there exist 1  i  nS and α ∈
Aut(KiS) such that [D,S∗j ] = 0 for all j = i and D ∼= Xα ⊗KiS 〈K
i
S,K〉 as KŜ-modules where
X ∈ {V iS, (V iS)#}. Hence [C,S∗j ] = 0 for all j = i. Let {f1, . . . , fn} be a KiS-basis for 〈KiS,K〉.
Then Xα ⊗KiS 〈K
i
S,K〉 = (Xα ⊗KiS f1) ⊕ · · · ⊕ (X
α ⊗KiS fn). Note that X
α ⊗KiS fj ∼= X as
GF(p)Ŝ-modules for all j . Moreover, X is an irreducible GF(p)Ŝ-module. Hence C ∼= X as
GF(p)Ŝ-modules and V is GF(p)-block-diagonal for S.
Suppose next that V is GF(p)-block-diagonal for S. Let C be a non-trivial K-composition
factor for Ŝ on V . Let D be a GF(p)-composition factor for Ŝ on C. Put L = EndGF(p)Ŝ(D).
By Corollary 4.5, there exists α ∈ Aut(L) such that C ∼= Dα ⊗L 〈L,K〉 as KŜ-modules. In par-
ticular, Ŝ is not trivial on D. By GF(p)-block-diagonality, there exists 1  i  nS such that
[D,S∗j ] = 0 for all j = i and D ∼= V iS or D ∼= (V iS)# as GF(p)Ŝ-modules. Hence [C,S∗j ] = 0
for all j = i. Similar as in the proof of Corollary 4.5, we get that L = EndGF(p)Ŝ(V i) = Ki andS S
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i
S,K〉 or C ∼= (V iS)#,β ⊗KiS 〈K
i
S,K〉 as KŜ-modules for some β ∈ Aut(KiS).
So V is block-diagonal for S. 
Lemma 4.7. Let G be an LFS-group of p-type and S a local system of G such that for all S ∈ S :
(i) S ∈P9;
(ii) {T ∈ S(S) | V jT is block-diagonal for S for j = 1, . . . , nT } is a local system for G.
Then Si is a central quotient of GiS for all S ∈ S and i = 1, . . . , nS .
Proof. Pick S ∈ S and 1 i  nS . Note that Si is a perfect, central extension of PGiS . So Si is
a central quotient of ĜiS . By [5, p. 302], we may assume that GiS = ΩKiS (V
i
S) and charK
i
S = 2.
Since Op(GiS) = 1, Op(S∗i )  KerβiS ∩ S∗i := X. Also, X Sol(S∗i )/Sol(S∗i )  S∗i /Sol(S∗i ) ∼=
Si/Sol(Si) ∼= PGiS . If X Sol(S∗i ) = S∗i , then X∞ = S∗i , a contradiction. So X  Sol(S∗i ).
Note that GiS ∼= S∗i /X ∼= (S∗i /Op(S∗i ))/(X/Op(S∗i )) and X/Op(S∗i )  Sol(S∗i )/Op(S∗i ) 
Z(S∗i /Op(S∗i )). So S∗i /Op(S∗i ) is a perfect, central extension of G
i
S and hence Ĝ
i
S is a cen-
tral extension of S∗i /Op(S∗i ). Since |ĜiS | = 2|GiS | and p = 2, X = 〈x〉Op(S∗i ) where x ∈ X with
|x| 2. Pick T ∈ S(S) such that S  〈sT 〉 for all 1 = s ∈ S and V jT is block-diagonal for S for
all j . If S  KerαjT for all j , then S 
⋂nT
j=1 Kerα
j
T = Sol(T ), a contradiction. So we can pick
j with S  KerαjT . We use the notations of the definition of block-diagonality with ‘θ = αjT ’
(see the diagram below). Let C be a composition factor for Ŝ on V jT with [C,S∗i ] = 0. Since
V
j
T is block-diagonal for S, there exists α ∈ Aut(KiS) such that C ∼= (V iS)α ⊗KiS 〈K
i
S,K
j
T 〉 or
C ∼= (V iS)#,α ⊗KiS 〈K
i
S,K
j
T 〉 as KjT Ŝ-modules. Since x ∈ KerβiS , x acts trivially on V iS and hence
also on C. So x is trivial on every composition factor for Ŝ on V jT . Hence x acts on V
j
T like
an element of order a power of p. Since |x|  2 = p, xα̂jT = 1. Hence 1 = xα̂jT πjT = xϕSαjT . If
xϕS = 1, then S  〈(xϕS )T 〉KerαjT , a contradiction. So xϕS = 1.
Ŝ

α̂
j
T
G
j
T

π
j
T
PGjT
ϕS α
j
T
S
GiS

βiS
We denote by ϕ the restriction of ϕS to S∗i . Then X Op(S∗i )Kerϕ. By the proof of Lemma
1.8, we get that (S∗i /X)/(Op(S∗i )Kerϕ/X) ∼= S∗i /Op(S∗i )Kerϕ ∼= Si/Op(Si) ∼= Si . Also[S∗i ,Op(S∗i )Kerϕ] = [S∗i ,Op(S∗i )]Op(S∗i )X and so Op(S∗i )Kerϕ/X  Z(S∗i /X). 
Lemma 4.8. There exist non-trivial finite perfect subgroups A and B of G with A B such that
(a) AHp for all H ∈F(B).
(b) B has a maximal normal subgroup N such that B/N ∼= PSLK(V ) ∈ L(p) and dimK V  5.
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SLL(W) a homomorphism, then Ker θ Op(Z(B˜)).
Proof. By [10, 3.3(5)], {(H,F ∗p(H)) | H ∈ F} is not a sectional cover for G. Pick H ∈ F .
We want to determine the non-abelian composition factors (= nacf) of F ∗p(H)/H ∗p . If X  H ,
put X = XOp(H)/Op(H). Let L1, . . . ,Ln be the components of H with Li/Z(Li) /∈ C(p).
Then F ∗p(H)/H ∗p ∼= F ∗p(H)/H ∗p = L1 . . .LnΦ(H)H ∗p/H ∗p . So the nacf of F ∗p(H)/H ∗p are nacf
of L := L1 . . .Ln. But L/Z(L) ∼= L1/Z(L1)×· · ·×Ln/Z(Ln). So {Li/Z(Li) | i = 1, . . . , n} are
the nacf of L. Hence F ∗p(H)/H ∗p has no nacf in C(p). If {(F ∗p(H),H ∗p) | H ∈ F} is a sectional
cover for G, then by [10, 2.15(d)], G has a Kegel cover, none of whose factors are in C(p),
a contradiction since G is of p-type. So {(F ∗p(H),H ∗p) | H ∈ F} is not a sectional cover for G.
By [10, 2.15(b)], {(H,H ∗p) | H ∈ F} is not a sectional cover for G. Suppose that {(H ∗p,Hp) |
H ∈ F} is a sectional cover for G. Since H ∗p/Hp is solvable for all H ∈ F , G has a Kegel
cover all of whose factors are solvable by [10, 2.15(d)]. But then G is abelian, a contradiction.
So {(H ∗p,Hp) | H ∈ F} is not a sectional cover for G. By [10, 2.15(b)], {(H,Hp) | H ∈ F} is
not a sectional cover for G. Hence there exists A ∈ F such that A ∩ Hp = 1 for all H ∈ F(A).
Replacing A by any perfect element of F(A), we may assume that A is perfect. By [10, 3.3, 3.1],
there exist B ∈ F(A) and a maximal normal subgroup N of B such that B is perfect, A 〈aB〉
for all 1 = a ∈ A, B/N ∼= PSLK(V ) ∈ L(p) and dimK V  5.
(a) Let H ∈F(B). Then AH and so A∩Hp = 1. Pick 1 = a ∈ A∩Hp . Then A 〈aB〉
〈aH 〉Hp .
(c) Let L be a finite field, W a finite-dimensional L-vector space with dimLW  4 and
θ : B˜ → SLL(W) a homomorphism. Put π :B → PSLK(V ) :b → bN . Suppose that Ker θ 
Op(Z(B˜)). Then Ker θ  Ker(ψBπ) since B˜/Ker(ψBπ) ∼= PSLK(V ). Hence there exists an
epimorphism ϕ : B˜θ → PSLK(V ) such that θϕ = ψBπ . Note that B˜θ ∩ Z(SLL(W))  Kerϕ.
By Lemma 1.1, dimK V = mdeg(PSLK(V ))  dimLW , a contradiction since dimK V  5 >
dimLW . Hence Ker θ Op(Z(B˜)). 
Let A and B be as in Lemma 4.8. Pick C ∈ F(B) with B  〈b〈AC 〉〉 for all 1 = b ∈ B . Put
H= {〈A〈AF 〉〉 | F ∈F(C)}.
Lemma 4.9. Let H ∈H. Then B H = Hp = 〈AH 〉 = 〈BH 〉.
Proof. Pick D ∈ F(C) with H = 〈A〈AD〉〉. Pick 1 = a ∈ A. Then B  〈a〈AC 〉〉 〈A〈AD〉〉 = H .
By Lemma 4.8(a), AHp and so H = 〈A〈AD〉〉 〈H 〈A
D〉
p 〉 = Hp . By Lemma 4.8(a), ADp .
Note that
Dp/Op(Dp) = Dp/
(
Op(D)∩Dp
)∼= DpOp(D)/Op(D) = D∗∞p Op(D)/Op(D)
= (D∗p/Op(D))∞ = D∗p/Op(D).
So Dp/Op(Dp) = L1 . . .Ln := L where Li is a component of Dp/Op(Dp) with Li/Z(Li) ∈
C(p). Then Dp/Sol(Dp) ∼= L/Z(L) ∼= L1/Z(L1) × · · · × Ln/Z(Ln). Put Li = Li/Z(Li) for
all i. If X  D, put X = X Sol(Dp)/Sol(Dp). Suppose that A centralizes Lk+1, . . . ,Ln but
does not centralize L1, . . . ,Lk . Then A  L1 . . .Lk  Dp . Since A  Dp  D, 〈AD〉  Dp .
Hence 〈A〈AD〉〉  L1 . . .Lk and 〈A〈AD〉〉Dp . Since A does not centralize L1, . . . ,Lk , H =
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〈AH 〉. So H Sol(Dp) = 〈AH 〉Sol(Dp). Taking perfect parts, we get H = 〈AH 〉. 
It follows now immediately from Lemma 4.9 that H⊆P .
Corollary 4.10. Let H ∈H and N H . Then the following holds:
(a) Hi  〈AHi 〉 for i = 1, . . . , nH .
(b) If C H and B ∩N = 1, then H = N .
Proof. (a) Pick 1  i  nH . If X  H , put X = X Sol(Hi)/Sol(Hi). Suppose that Hi ∩
〈AHi 〉 = 1. Then [A,Hi] = 1. By Lemma 4.9, [H,Hi] = [〈AH 〉,Hi] = 1. In particular,
[Hi,Hi] = 1 and so Hi = [Hi,Hi]  Sol(Hi), a contradiction. Hence we can pick 1 = x ∈
Hi ∩ 〈AHi 〉. So Hi = 〈xHi 〉 〈〈AHi 〉Hi 〉 = 〈AHi 〉 and Hi  〈AHi 〉Sol(Hi). Taking perfect parts,
we get that Hi  〈AHi 〉.
(b) Pick 1 = b ∈ B ∩ N . Then B  〈b〈AC 〉〉  〈bH 〉  N . By Lemma 4.9, H = 〈BH 〉 
〈NH 〉 = N . 
Lemma 4.11. Let F ∈F . Then the following holds:
(a) H(F ) = ∅.
(b) For every n  2, there exists Rn ∈ F(〈F,C〉) such that if L ∈H(Rn) and M is a maximal
normal subgroup of L then:
(i) F  L and F ∩M = 1.
(ii) There exists an F -invariant singular subspace U of V jL with dimU  4, dimU⊥/
U  5, pdegU(f )  1 and pdegU⊥/U (f )  1 for all 1 = f ∈ F where 1  j  nL
with L/M ∼= Lj/Z(Lj ).
(iii) dimV iL  n for i = 1, . . . , nL.
(c) There exists H ∈H(F ) and a maximal normal subgroup M of H such that F ∩M = 1 and
H/M ∈ L(p).
Proof. (a) Pick X ∈F(C) such that F  〈A〈AX〉〉. Then 〈A〈AX〉〉 ∈H(F ).
(b) Put t = max{n,4}. By (a), we can pick H ∈H(F ). Pick D ∈ F(〈C,H 〉) with H  〈xD〉
for all 1 = x ∈ H . By [10, 3.3] and [10, 3.1], there exists Tn ∈ F(D) and a maximal nor-
mal subgroup Nn of Tn such that D ∩ Nn = 1, Tn/Nn ∼= PSLK(W) ∈ L(p) and pdegW(x) 
l(2t |D| + f (|D|)) for all 1 = x ∈ D (l (respectively f ) is the function of [10, 2.5] (respec-
tively [10, 2.2])). Pick Rn ∈ F(Tn) with Tn  〈xRn〉 for all 1 = x ∈ Tn. Let L ∈ H(Rn) and
M a maximal normal subgroup of L. Pick 1  j  nL with L/M ∼= Lj/Z(Lj ). Suppose that
1 = x ∈ Tn ∩ M . If X ⊆ L, put X = XOp(L)/Op(L). Then Tn  〈xRn〉  〈ML〉 = M . By
Lemma 4.9, B  H  Tn  M and so B  M . By Corollary 4.10(b), M = L, a contradic-
tion. Hence Tn ∩ M = 1. Fix an involution h ∈ H . By the projective version of [10, 2.5],
pdeg
V
j
L
(h) > 2t |D|+f (|D|). By the projective version of [10, 2.3(c)], there exists a D-invariant
singular subspace U of V iL such that dimU  t |D| and pdegU(h)  t . Hence dimU  t  4,
dimV iL  dimU  t  n and dimU⊥/U  dimV iL − 2 dimU > f (|D|)  5. Suppose that
1 = x ∈ H acts trivially on U . Then H  〈xD〉 acts trivially on U , a contradiction since
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on U⊥/U . Then H  〈xD〉 acts trivially on U⊥/U . Let y be a pre-image of h in GLKiL(V
i
L).
Then y acts like a scalar λ on U⊥/U . Hence [U⊥, λ−1y]U and pdegV iL(h) degV iL(λ
−1y)
2 dimU  2t |D|, a contradiction. Hence pdegU⊥/U (x) 1 for all 1 = x ∈ H .
(c) Let R2 be as in (b). Pick X ∈ F(R2) such that R2  〈A〈AX〉〉. By [10, 33], there exist
T ∈ F(X) and N  T such that X ∩ N = 1 and T/N ∈ L(p). Put H = 〈A〈AT 〉〉 ∈ H. Since
X ∩ N = 1 and R2  X ∩ H , HN/N = 1. So H/H ∩ N ∼= HN/N = T/N ∈ L(p). Since
R2 H , F H and F ∩ (H ∩N) = 1 by (b). 
Lemma 4.12. There exist H ∈H(C) and a maximal normal subgroup M of H such that H/M ∼=
PSLF (V ) ∈ L(p) and tFV (B˜) is maximal under all possible choices of H and M with H ∈H(C).
Remark. By Corollary 4.10(b), B ∩M = 1. So we can view B as a subgroup of PSLF (V ).
Proof. Let H ∈H(C) and M a maximal normal subgroup of H with H/M ∼= PSLF (V ) ∈ L(p)
(note that this is possible by Lemma 4.11(c)). We will prove that tFV (B˜) < [B˜ : Op(Z(B˜))] − 1.
So suppose that tFV (B˜)  [B˜ : Op(Z(B˜))] − 1. By Lemma 3.2(h), there exists a system
of imprimitivity Δ for B˜ on some FB˜-submodule of V with CB˜(Δ) = Op(Z(B˜)). Put
Y = NH(Δ)′ and X = CH(Δ). Since H/M ∼= PSLF (V ), Alt(Δ)  NH(Δ)/CH (Δ) and so
Alt(Δ) = (NH (Δ)/CH (Δ))′ = YX/X. Pick b ∈ B ∩ X and g ∈ B˜ with gψB = b. Then
g ∈ CB˜(Δ) = Op(Z(B˜)). So b = gψB ∈ Op(Z(B)). Hence B ∩ X  Op(Z(B)). Note
that B  Y and so A  Yp by Lemma 4.8(a). If Yp  X, then A  B ∩ Yp  B ∩ X 
Op(Z(B)), a contradiction. So Yp/(Yp ∩X)∼= YpX/X = YX/X ∼= Alt(Δ) and Alt(Δ) is a non-
abelian composition factor of Yp . But Yp/Op(Yp) = Yp/(Yp ∩ Op(Y )) ∼= YpOp(Y )/Op(Y ) =
(Y ∗p)∞Op(Y )/Op(Y ) = (Y ∗p/Op(Y ))∞ = Y ∗p/Op(Y ) = L1 . . .Lk where Li is a component
of Y/Op(Y ) with Li/Z(Li) ∈ C(p). Since (L1 . . .Ll)/Z(L1 . . .Lk) ∼= L1/Z(L1) × · · · ×
Lk/Z(Lk), Alt(Δ) is not a non-abelian composition factor of Yp , a contradiction. 
Let H and M be as in Lemma 4.12. Put H/M ∼= PSLF (V ) ∈ L(p) and m = nH . Note that
there exists 1 i m with H/M ∼= Hi/Z(H i), say i = 1. So M = Sol(H1)H2 . . .Hm.
Let R be the element of F we get from Lemma 4.11(b) for the case ‘F = H ’ and ‘n = 2’.
Lemma 4.13. Let S,T ∈H(R) with S  T , N a normal subgroup of T with T/N ∼= PSLK(W) ∈
L(p). Then W is block-diagonal for S.
Proof. Put n = nS . By Corollary 4.10(b), B ∩ N = 1 and so S is not trivial on W . Let C
be a non-trivial composition factor for S on W . Then Si is not trivial on C for some i,
say i = 1. By Lemma 4.11(b)(ii), there exists an H -invariant singular subspace U of V 1S
with dimU  4, dimU⊥/U  5, pdegU(h)  1 and pdegU⊥/U (h)  1 for all 1 = h ∈ H .
Put L1 = {s ∈ S1 | s acts trivially on U⊥/U}∞ and L2 = {s ∈ S1 | s acts trivially on U}∞.
Then NS1(U)∞ = L1L2. Since H normalizes U and H is perfect, Hα
1
S  Lα
1
S
1 L
α1S
2 . So H 
L1L2 Kerα1S = L1L2S2 . . . Sn Sol(S1). Taking perfect parts, we get that H  L1L2S2 . . . Sn. Put
X = L2S2 . . . Sn, Xi = L1 ∩HiX and Yi = X∞i for 1 i m and Y = Y2 . . . Ym.
We prove that [Y1, YX] is a p-group.
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Pick 1 i m. Since H  L1X, HiX = L1X∩HiX = (L1 ∩HiX)X = XiX. So XiX/X =
HiX/X. Taking perfect parts, we get that YiX/X = HiX/X.
(b) [X1,X2 . . .Xm]X/X is a p-group.
By (a), [X1,X2 . . .Xm]X/X = [H1,H2 . . .Hm]X/X Op(H1)X/X.
(c) [L1,L2] is a p-group.
Put Q = Op(NPG1S (U))
(α1S)
−1 ∩ S1. Then [Lα
1
S
1 ,L
α1S
2 ]  Op(NPG1S (U)) = Q
α1S and
[L1,L2]  Q. If F  S1, put F = FOp(S1)/Op(S1). Since Q/Sol(S1) ∼= Q/Sol(S1) ∼=
Qα
1
S is a p-group and [S1,Sol(S1)] = 1, Q is nilpotent and so Q = Op(Q)Sol(S1). Hence
[L1,L2,L1]  [Q,L1] = [Op(Q)Sol(S1),L1] = [Op(Q),L1]  Op(Q). So [L1,L2] 
Op(Q) by the Three Subgroup Lemma. Hence [L1,L2]Op(S1)/Op(S1) is a p-group.
(d) [L1,X]Op(X).
[L1,X] = [L1,L2S2 . . . Sn] [L1,L2][L1, S2 . . . Sn] [L1,L2]Op(S1) which is a p-group
by (c).
(e) [Y1, Y ] is a p-group.
Put Q = [Y1, Y ]. If F  L1X, put F = FOp(X)/Op(X). By (d), [Q,Q∩X]  [L1,X] = 1
and so Q∩X  Z(Q). Also, Q/Q∩X ∼= QOp(X)/(Q ∩ X)Op(X) ∼= Q/(Q ∩ X)(Q ∩
Op(X)) which is a quotient of Q/Q ∩ X ∼= QX/X. But QX/X = [Y1, Y ]X/X 
[X1,X2 . . .Xm]X/X which is a p-group by (b). Hence Q/Q∩X is a p-group. So Q
is nilpotent and Q = Op(Q)Q∩X. By (d), [Y ,X]  [L1,X] = 1. So [Y1, Y ,Y ] =
[Q,Y ] = [Op(Q)Q∩X,Y ] = [Op(Q),Y ]  Op(Q). By the Three Subgroup Lemma,
QOp(X)/Op(X) = Q = [Y ,Y1]Op(Q), which is a p-group.
(f) [Y1, YX]Op(Y1YX).
[Y1, YX] [Y1, Y ][Y1,X] [Y1, Y ][L1,X], which is a p-group by (d) and (e).
By (a), we have that H HX = H1 . . .HmX = Y1 . . . YmX = Y1YX.
Suppose that Y1 acts trivially on every composition factor for Y1YX on C. Then Y1 acts triv-
ially on C since Y1 is perfect. Note that H ∩ X = 1 since every element of X acts trivially on
U and pdegU(h)  1 for all 1 = h ∈ H . So H1 ∼= H1X/X = Y1X/X by (a). Hence Y1 = 1 and
Y1  Sol(S1) since Y1 is perfect. So 〈YS11 〉Sol(S1) = S1 since S1/Sol(S1) is simple. Taking per-
fect parts, we get that 〈YS11 〉 = S1. But this implies that S1 acts trivially on C, a contradiction to
the choice of S1.
Hence there exists a composition factor D for Y1YX on C with Y1 not trivial on D. Let
α : Y1YX → PSLK(D) describe the action of Y1YX on D. Put π : SLK(D) → PSLK(D) :x →
xZ(SLK(D)), A1 = (Y απ−11 )∞ and A2 = ((YX)απ
−1
)∞. Then Aπ1 = Yα1 and Aπ2 = (YX)α since
Y1, YX are perfect. By (f), [A1,A2]π = [Y1, YX]α Op(Y1YX)α = 1 since Y1YX is irreducible
on D. So [A1,A2]  Kerπ ∩ A1A2  Z(A1A2) and [A1,A2,A2] = 1. Hence [A1,A2] = 1
by the Three Subgroup Lemma. By Lemma 1.4, D ∼= D1 ⊗L D2 as LA1A2-modules where
L = EndKA1A2(D) and Di is an irreducible LAi -module for i = 1,2 (so Ai  SLL(Di)). For
i = 1,2, define αi : Y1YX → PSLL(Di) :f → aiZ(SLL(Di)) where a1 ∈ A1, a2 ∈ A2 with
f α = (a1a2)π . Note that this is well defined: if (a1a2)π = 1 for some a1 ∈ A1, a2 ∈ A2, then
a1a2 ∈ Z(A1A2); so ai ∈ Z(Ai) and ai ∈ EndKA1A2(D) = L for i = 1,2. For i = 1,2, put
πi : SLL(Di) → PSLL(Di) :x → xZ(SLL(Di)). By Lemma 3.4, there exist unique homomor-
phisms α˜ : B˜ → SLK(D) and θi : B˜ → SLL(Di) such that α˜π = ψBα and θiπi = ψBαi for
i = 1,2.
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α˜
SLK(D)

π
PSLK(D)
ψB αB B˜

θi
SLL(Di)

πi
PSLL(Di)
ψB αiB
Pick x ∈ B˜ . Note that B˜α˜ A1A2 and B˜θi Ai for i = 1,2 since B˜ , Y1, YX, A1 and A2 are
perfect. So xα˜ = a1a2xθ1xθ2 with ai ∈ Ai for i = 1,2. Then xψBα = xα˜π = ((a1xθ1)(a2xθ2))π .
So for i = 1,2, xθiπi = xψBαi = (aixθi )πi ; hence aπii = 1 and ai ∈ Z(Ai). So a1a2 ∈ Z(A1A2).
Then [x, y ]˜α = [x, y]θ1 [x, y]θ2 for all x, y ∈ B˜ . So xα˜ = xθ1xθ2 for all x ∈ B˜ since B˜ is perfect.
By Lemma 3.2(d), (c) and Lemma 3.3, tKW (B˜) tKD (B˜, α˜) tLD(B˜, α˜) tLD1(B˜, θ1)+ tLD2(B˜, θ2).
We show that Kerα1 ∩H = M . If F  Y1, put F = FOp(Y1)/Op(Y1). Put Op(Y1/Y1 ∩X) =
Q/Y1 ∩X and Q = Q∗/Op(Y1). Note that Op(Q) = 1. By (f), [Q,Y1 ∩X] = [Q∗, Y1 ∩ X]×
Op(Y1)/Op(Y1) = 1. Hence Q is nilpotent and Q = Op(Q)Y1 ∩X = Y1 ∩X. So Op(Y1/
Y1 ∩X) = 1. Put Op(Y1/Y1 ∩ X) = P/Y1 ∩ X. Then P/Y1 ∩X  Op(Y1/Y1 ∩X) = 1. So
Op(Y1/Y1 ∩ X) = Op(Y1)(Y1 ∩ X)/Y1 ∩ X. Hence Op(Y1X/X) = Op(Y1)X/X. By (a),
[Y1,Sol(H1)X]X/X = [H1,Sol(H1)]X/X  Op(H1)X/X  Op(H1X/X) = Op(Y1X/X) =
Op(Y1)X/X. So [Y1,Sol(H1)X] Op(Y1)X. Hence [Y1, Y1 ∩ Sol(H1)X]  Y1 ∩ Op(Y1)X =
Op(Y1)(Y1 ∩ X). So [Y1, Y1 ∩ Sol(H1)X,Y1]  [Op(Y1)(Y1 ∩ X),Y1]  [Op(Y1), Y1] ×
[Y1, Y1 ∩ X]  Op(Y1) by (f). Hence [Y1, Y1 ∩ Sol(H1)X]  Op(Y1) by the Three Sub-
group Lemma. So [Yα1 , (Y1 ∩ Sol(H1)X)α]  Op(Y1)α  Op(Y1YX)α = 1 since Y1YX is ir-
reducible on D. Hence (Y1 ∩ Sol(H1)X)α  Z(Yα1 ). Put B1 = {a ∈ A1 | aπ ∈ Z(Yα1 )}. Then[Bπ1 ,Aπ1 ] = [Z(Yα1 ), Y α1 ] = 1 and [B1,A1]Kerπ ∩A1  Z(A1). So [B1,A1,A1] = 1. By the
Three Subgroup Lemma, [B1,A1] = 1. Hence B1  Z(A1)  Z(A1A2) ⊆ EndKA1A2(D) = L.
So B1  Z(SLL(D1)). Recall that H/M ∈ L and M = Sol(H1)H2 . . .Hm. By (a), Hi  YX 
Kerα1. Pick h ∈ Sol(H1). Again by (a), h = y1x for some y1 ∈ Y1 and x ∈ X. Note that
yα1 = (hx−1)α ∈ (Y1 ∩ Sol(H1)X)α  Z(Yα1 ). Pick a ∈ B1 with yα1 = aπ . Then hα1 = (y1x)α1 =
y
α1
1 = aZ(SLL(D1)) = 1. Hence Sol(H1)  Kerα1. So M  Kerα1. Hence Kerα1 ∩ H = M
since (by (a)) Hα1 = (HX)α1 = (Y1YX)α1 = Yα11 = A1 = 1.
Put β : PSLK1H (V
1
H ) → PSLL(D1) :hM → hα1 (see the diagram below). By Lemma 4.8(b),
there exists a maximal normal subgroup P of B , a finite field K with charF = p and a finite-
dimensional F -vector space V such that B/P ∼= PSLF (V ) and dimF V  5. By Lemma 4.10(c),
B ∩ M = 1 and so we can view B as a subgroup of PSLK1H (V
1
H ). Put Y = B(π
1
H )
−1
and X =
P (π
1
H )
−1
. Then Y GLK1H (V
1
H ), Y/X
∼= PSLF (V ) and Y ∩Z(GLK1H (V
1
H ))X. By Lemma 1.1,
5  dimF V = mdeg(PSLF (V ))  dimK1H V
1
H . By [5, p. 302], SLK1H (V
1
H ) = ̂SLK1H (V
1
H ). So
there exists a unique homomorphism γ : SLK1H (V
1
H ) → SLL(D1) such that γπ1 = π1Hβ .
PSLK1H (V
1
H )
β PSLL(D1)

π1H
SLK1H (V
1
H )

π1
SLL(D1)
γ
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→ SLK1H (V
1
H ) such that
θV 1H
π1H = ψB (see the diagram below). For all b ∈ B , bβ = (bM)β = bα1 . Hence θV 1H γπ1 =
θV 1H
π1Hβ = ψBβ = ψBα1 = θ1π1. Since B˜ is perfect and Kerπ1 = Z(SLL(D1)), θV 1H γ = θ1.
SLK1H (V
1
H )

π1H
PSLK1H (V
1
H )
	
	
	
	
	

θ
V 1
H
ψBB˜
Since Hα1 = Yα11 , SLK1H (V
1
H ) acts irreducibly on D1. Note that Ker θV 1H  Kerψβ 
Op(Z(B˜)). Similar as in the proof of Lemma 3.5, we get that Ker θ1 Op(Z(B˜)). So by Lem-
mas 3.5 and 4.8(c), tLD1(B˜, θ1) t
K1H
V 1H
(B˜, θV 1H
). Since T ∈H(C) and T/N ∼= PSLK(W) ∈ L(p),
t
K1H
V 1H
(B˜, θV 1H
) tKW (B˜) by the choice of H . Putting everything together we get:
t
K1H
V 1H
(B˜) tKW (B˜) tKD (B˜) tLD(B˜) tLD1(B˜)+ tLD2(B˜) t
K1H
V 1H
(B˜)+ tLD2(B˜).
Hence tLD2(B˜, θ2) = 0. So Ker θ2  Op(Z(B˜)) by Lemma 3.2(b). If Kerα2 ∩ B = 1, then
Ker θ2  KerψB  Op(Z(B˜)), a contradiction. Hence B ∩ Kerα2 = 1. So B  H  Kerα2
by Corollary 4.10(b).
Fix 2 j  n. By Corollary 4.10(a), Sj  〈BSj 〉 〈KerαSj2 〉 = Kerα2. Put Mj = (Sαπ
−1
j )
∞
.
Since Sj is perfect, Mπj = Sαj . Since Sj  Kerα2 and Mj  A2, Mj  Z(SLL(D2)). Then
Mj = 1 since Mj is perfect. So Sαj = 1. Hence Sj has a trivial composition factor on C. By
Lemma 4.1, Sj is trivial on C.
Put X∗ = L1S2 . . . Sn and Z = L2 ∩ HX∗. Then H ∩ X∗ = 1 since every element of X∗
acts trivially on U⊥/U while pdegU⊥/U (h)  1 for all 1 = h ∈ H . Hence Z/Z ∩ X∗ ∼=
ZX∗/X∗ = HX∗/X∗ ∼= H/H ∩X∗ = H . So Z is not solvable. Hence 〈ZL2〉Sol(L2) = L2 since
L2/Sol(L2) ∼= PSLK1S (U
⊥/U). Taking perfect parts, we get L2 = 〈ZL2〉. Note that [Z,L2] =
[Zl,Ll2] = [Zl,L2] for all l ∈ L2. So L2 = [L2,L2] = [〈ZL2〉,L2] = [Z,L2] = [L2 ∩HX∗,L2].
Hence L2 = L2 ∩ [HX∗,L2] L2 ∩ [X∗,L2][H,L2] = L2 ∩ [L1S2 . . . Sn,L2][H,L2] L2 ∩
[L1,L2][H,L2]Op(S1) = [L1,L2][H,L2](L2 ∩ Op(S1))  [H,L2]Op(L2) by (c). So L2 
〈HL2〉Op(L2). Taking perfect parts, we get that L2  〈HL2〉  〈KerαL22 〉 = Kerα2. Similar as
above, we get that L2 Kerα.
We can now finish the proof. Let E be a composition factor for L1L2 on C. Since S2, . . . , Sn
are trivial on C, E is L1X-invariant and hence also Y1YX-invariant. Suppose first that Y1 is trivial
on every composition factor for Y1YX on E. Then Y1 is trivial on E since Y1 is perfect. Also,
L1 = 〈YL11 〉Sol(L1) since L1/Sol(L1) ∼= PSLK1S (U). Taking perfect parts, we get L1 = 〈Y
L1
1 〉.
So L1 is trivial on E. Suppose next that there exists a composition factor D for Y1YX on E with
Y1 not trivial on D. As shown above, L2 is trivial on D. So L2 has a trivial composition factor
on E. By Lemma 4.1, L2 is trivial on E.
Let θ :T → T/N ∼= PSLK(W) describe the action from T on W . Put πC : SLK(C) →
PSLK(C). Let τC :NPSLK(V )(C) and τ̂C :N |SLK(V ) → SLK(C) be the restriction maps. We use
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be an epimorphism. By Lemma 1.2, there exists a unique epimorphism γ 1S : Ŝ → Ĝ1S such that
γ 1S ϕπ
1
S = ϕSα1S . We will show that Kerγ 1S = Op(S∗1 )S∗2 . . . S∗n  Ker(θ̂ τ̂C). Pick 2  j  n.
Then 1 = Sα1Sj = (S∗j )ϕSα
1
S = (S∗j )γ
1
S ϕπ
1
S
. Hence (S∗j )
γ 1S  Ker(ϕπ1S ), which is abelian. Since
S∗j is perfect, (S∗j )
γ 1S = 1. Similarly, (S∗j )θ̂ τ̂C = 1. Note that Op(S∗1 )γ
1
S ϕπ
1
S = Op(S∗1 )ϕSα
1
S 
Op(S)
α1S = 1 since S is irreducible on V 1S . Hence Op(S∗1 )γ
1
S ϕ Kerπ1S , which is a p′-group. So
Op(S
∗
1 )
γ 1S ϕ = 1 and Op(S∗1 )γ
1
S  Kerϕ. By Lemma 4.11(b)(ii), dimK1S V
1
S  9. By [5, p. 302],
Kerϕ = 1 unless G1S = ΩK1S (V
1
S ) and p is odd, in which case |Kerϕ| = 2. Hence Op(S∗1 )γ
1
S = 1.
Similarly, Op(S∗1 )θ̂ τ̂C = 1. So Op(S∗1 )S∗2 . . . S∗n  Kerγ 1S ∩ Ker(θ̂ τ̂C). If X  Ŝ, put X =
XOp(S
∗
1 )S
∗
2 . . . S
∗
n/Op(S
∗
1 )S
∗
2 . . . S
∗
n . Then [Ŝ,Sol(S∗1 )S∗2 . . . S∗n] = [S∗1 ,Sol(S∗1 )]Op(S∗1 ) = 1.
Also 1 = Ŝ/Sol(S∗1 )S∗2 . . . S∗n = S∗1/Sol(S∗1 ) ∼= S∗1/S∗1 ∩ Sol(S∗1 )S∗2 . . . S∗n ∼= S∗1/Sol(S∗1 )(S∗1 ∩
S∗2 . . . S∗n), which is a quotient of S∗1/Sol(S∗1 ) ∼= PG1S . So Ŝ is a perfect, central extension of
PG1S . Since γ 1S is onto, Kerγ
1
S  Z(Ŝ) and Ŝ/Kerγ 1S ∼= Ĝ1S . Hence Kerγ 1S = 1. So Kerγ 1S =
Op(S
∗
1 )S
∗
2 . . . S
∗
n Ker(θ̂ τ̂C).
Hence there exists a homomorphism γ : Ĝ1S → SLK(C) such that γ 1S γ = θ̂ τ̂C .
Ĝ1S
	
	
	
	
	
	
	

γ 1S ϕ
G1S
π1S

β1S
Ŝ 
ϕS
S 
α1S
PG1S

γ
Ĝ1S

γ 1S
Ŝ 
ϕS
S 
θ
PSLK(W) 
τC
PSLK(C)

πC
SLK(C)
π
SLK(W)
	
	
	

τ̂C

θ̂





β1S
G1S
ϕ
For i = 1,2, put Pi = (Lϕ
−1
S γ
1
S
i )
∞
. Then P1 = CĜ1S (U
⊥/U)∞ and P2 = CĜ1S (U)
∞
. We have
just shown that for every composition factor E for P1P2 on C, P1 or P2 is trivial on E (since
P1 and P2 are perfect). By Lemma 2.6 or Lemma 2.7, Kerϕ  Kerγ and C is a natural module
for G1S . Hence W is block-diagonal for S. 
Lemma 4.14. Let S,T ∈H(R) with S  T . Then V jT is block-diagonal for S for 1 j  nT .
Proof. By Lemma 4.11(c), there exist L ∈H(T ) and a maximal normal subgroup N of L such
that T ∩ N = 1 and L/N ∼= PSLK(W) ∈ L(p). Let θ :T → PSLK(W) describe the action of
T on W . If V is a vector space, put V 0 = V and V # = V 1. Fix 1  j  nT . By Lemma 4.6,
it is enough to show that V jT is GF(p)-block-diagonal for S. Let C be a non-trivial GF(p)-
composition factor for Ŝ on V jT . By Lemma 1.2, there exists a unique homomorphism ϕ : Ŝ → T̂
with ϕϕT = ϕS . Note that ϕθ̂ (respectively ϕβjT ) describes the action of Ŝ on W (respectively V jT )
(see the diagram below). Since Tj ∩ N = 1, [W,T ∗j ] = 0. Since T ∗j is perfect, there exists a
GF(p)-composition factor D for T̂ on W with [D,T ∗j ] = 0. By Lemmas 4.13 and 4.6, W is
GF(p)-block-diagonal for T . Hence there exist α ∈ {0,1} such that D ∼= (V j )α as GF(p)T̂ -T
452 S. Delcroix / Journal of Algebra 315 (2007) 419–453modules and so also as GF(p)Ŝ-modules. Let ψ :V jT → Dα be a GF(p)Ŝ-isomorphism. Then
Cψ,α is a GF(p)-composition factor for Ŝ on D. By Lemmas 4.13 and 4.6, W is GF(p)-block-
diagonal for S. Hence there exist i ∈ {1, . . . , nS} and β ∈ {0,1} such that [Cψ,α, S∗k ] = 0 for all
k ∈ {1, . . . , nS} with k = i and Cψ,α ∼= (V iS)β as GF(p)Ŝ-modules. Put γ = α + β mod 2. Then
[C,S∗k ] = 0 for all k ∈ {1, . . . , nS} with k = i and C ∼= (V iS)γ as GF(p)Ŝ-modules.
Ŝ 
ϕ
T̂

θ̂
SLK(W)

π
PSLK(W)
ϕT 
θ
T
G
j
T

β
j
T
So V jT is GF(p)-block-diagonal for S. 
Theorem 4.15. Let G be an LFS-group of p-type. Then G has a Kegel cover K such that
(a) S/M ∈ L(p) for all (S,M) ∈K.
(b) S ∈P for all (S,M) ∈K.
(c) V iT is block-diagonal for S for all (S,M), (T ,N) ∈K with S  T and all 1 i  nT .
(d) S X for all (S,M), (T ,N) ∈K with S  T and all proper normal subgroups X of T .
(e) For all (S,M) ∈ K, there exists RS ∈ F(S) such that [V jT , S∗i ] = 0 for all (T ,N) ∈ K with
RS  T , all 1 j  nT and all 1 i  nS .
(f) {(S,M) ∈K | dimKiS V
i
S  n for 1 i  nS} is a Kegel cover for G for all n.
(g) Si is a central quotient of GiS for all (S,M) ∈K and all 1 i  nS .
Proof. Pick F ∈F . Then by Lemma 4.11(c), there exist HF ∈H(〈F,R〉) and a maximal normal
subgroup MF of HF such that HF/MF ∈ L(p) and F ∩MF = 1. Put K= {(HF ,MF ) | F ∈F}.
Then K is a Kegel cover for G, (a) holds, (b) holds since H⊆ P , (c) follows from Lemma 4.14
and (g) follows from Lemmas 4.11(b)(ii) and 4.7.
(d) Pick (S,M), (T ,N) ∈ K with S  T and X a proper normal subgroup of T . If S  X,
then B ∩X = 1 since B X and so T = X by Corollary 4.10(b), a contradiction.
(e) Pick (S,M) ∈K. Pick RS ∈ F(S) such that S  〈sRS 〉 for all 1 = s ∈ S. Pick (T ,N) ∈K
with RS  T , 1  i  nS and 1  j  nT . Suppose that [V jT , S∗i ] = 0. Then Si  KerαjT . So
S  〈SRSi 〉KerαjT , a contradiction to (d).
(f) Pick F ∈ F . Let Rn be the subgroup of G we get from Lemma 4.11(b). Pick (S,M) ∈K
with Rn  S and Rn ∩ M = 1. Since F  Rn, F  S and F ∩ M = 1. By Lemma 4.11(b),
dimKiS V
i
S  n for 1 i  nS . 
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