ABSTRACT Fuzzy relation inequalities composed by the min-product operation are established to model the pricing relation in a supply chain system. Basic properties of the min-product fuzzy relation inequalities are presented first, based on which the complete solution set could be characterized and obtained. In fact, each solution of the corresponding fuzzy relation inequalities is exactly a feasible price scheduling. Considering the fixed priority grade of the suppliers, the concept of lexicographic maximum solution is introduced and investigated, as an optimal price scheduling that maximizes the benefits. A detailed algorithm is developed to search the unique lexicographic maximum solution with a numerical illustrative example.
I. INTRODUCTION A. FUZZY RELATION EQUATION AND THE CORRESPONDING OPTIMIZATION PROBLEM
A fuzzy relation equation with max-min composition operator is formulated as:
where 1] , i = 1, 2, · · · , m, j = 1, 2, · · · , n, and • denotes fuzzy composition operator max-min. I = {1, 2, · · · , m} and J = {1, 2, · · · , n} are two index sets. In this paper, we always assume that b 1 b 2 · · · b m . Sanchez [1] - [3] proposed and investigated the fuzzy relation equations for the first time. After then, many researchers were interested in the resolution of fuzzy relation equations. The resolution of (1) is to determine the solution set X * = {x|A • x = b, x ∈ [0, 1] n }. Various methods were proposed for obtaining the solution set [4] - [16] . The system A • x = b is said to be consistent if X * = ∅. Otherwise, it is said to be inconsistent. It is well known that A • x = b is consistent if and only if it has a maximum solution. The solution set of A • x = b, which is consistent, is completely determined by one maximum solution and a finite number of minimal solutions. It is easy to obtain the maximum solution, if there exists. While finding all the minimal solutions is much more difficult. Hence, to solve the fuzzy relation equations, detecting all the minimal solutions is valuable and important. Some researchers focused on this problem and proposed methods to deal with it [9] - [18] .
As an extension, the max-min composition operator could be replaced by other ones [57] - [59] . The fuzzy relational equations can be well defined with respect to the max-t-norm composition operator, although the minimum operator is the most frequently and commonly used t-norm. Fuzzy relational equations with max-t-norm may be handled by the similar way to that of the ones with max-min operator. Moreover, it has the same structure of solution set as that of fuzzy relation equations with max-min operator.
The relevant optimization problems were introduced and studied associated with the investigation of fuzzy relation equations [20] - [36] , [40] - [47] .
Wang et al. [33] studied the latticized linear programming subject to the fuzzy relation inequalities with max-min com-position operator. The authors used the conservative paths of the characteristic matrix to obtain all the minimal solutions of the fuzzy relation inequality and then solved the latticized linear programming. Fang and Li [20] investigated the linear programming subject to the fuzzy relation equations as the following form:
c i is real number, i ∈ I . Problem (2) was separated into two sub-problems. One of the sub-problems could be easily solved and the other was converted into a 0-1 integer programming and solved by the branch-and-bound method. Fang and Li [20] avoided finding all the minimal solutions and searched the optimal solution from the quasi-minimal solution set. In fact, this idea to separate the main problem into two sub-problems was useful and widely applied other literatures later.
Optimizing a linear function subject to the fuzzy relations or inequalities is an attractive problem. To deal with this kind of problems, many researchers proposed or improved some methods to find the optimal solution(s) [17] , [20] - [29] . In recent years, some researchers have turned their attention to the fuzzy relation nonlinear optimization problems [30] , [31] , [34] , [35] , [40] - [42] , especially to the fuzzy relation geometric programming problems [36] , [52] - [54] .
Yang and Cao. [36] , [39] were the pioneers who investigated the fuzzy relation geometric programming problems. Yang and Cao [36] introduced the monomial geometric programming with fuzzy relation equation constraints as follows:
in which the coefficient c and exponent r j , j ∈ J , were arbitrary real numbers. Based on the structure of the solution set to the fuzzy relation equations, the optimal solution was obtained after the main problem was separated into two subproblems. Inequality is a useful tool for describing various of quantitative relations in the real world [43] - [51] . It plays important role in mathematics. Fuzzy relation inequality, as a special kind of inequality, was also studied. Shivanian and Khorram [52] improved the method to solve the following monomial geometric programming subject to fuzzy relation inequalities with max-product composition:
where c is positive real number, r j is real number, j ∈ J , A, B are fuzzy matrices, d 1 , d 2 are fuzzy vectors. By removing the components having no effect on finding the optimal solution, the authors accelerated the resolution process.
The following mathematical models:
and
where c is positive real number, r j is real number, j ∈ J were studied by Wu [53] and Zhou et al. [54] , respectively. In these two models, the coefficients c 1 , c 2 , · · · , c m were restricted to nonnegative real numbers. Without looking for all the potential minimal solutions of the fuzzy relation equations, the authors find an optimal solution by the proposed method.
In this work we construct system of min-product fuzzy relation inequalities to model the pricing relation in a supply chain including multiple suppliers and multiple retailers. As an optimal pricing schedule, the lexicographic maximum solution is further investigated. The rest of the paper is organized as follows. In Section 2, the pricing relation in a supply chain is characterized by a system of min-product fuzzy relation inequalities. We present detailed results on such system. Lexicographic maximum solution is defined and studied in Section 3. We provide step-by-step resolution algorithm and illustrative numerical example. Section 4 is simple conclusion and further work.
II. MIN-PRODUCT FUZZY RELATION INEQUALITIES AND ITS APPLICATION FOR DESCRIBING THE PRICING RELATION IN SUPPLY CHAIN A. APPLICATION BACKGROUND OF THE MIN-PRODUCT FUZZY RELATION INEQUALITIES
We consider the price management in a supply chain. In such supply chain system, there are n suppliers. They supply a single kind of commodities to m retailers, locating at m markets. Denote the suppliers by S 1 , S 2 , · · · , S n , while the retailers by R 1 , R 2 , · · · , R m . For each j ∈ J , the supplier S j is permitted to supply the commodities to arbitrary retailer. On the other hand, the ith retailer R i is free to select the supplier(s) according to its/their commodities-supplying price(s). To make the commodities salable in the ith market, the price of this kind of commodities should be less than or equal to the highest acceptable price, denoted by b i > 0, ∀i ∈ I .
Each supplier provides its local commodities to all the retailer with an unified price. However, the prices from different suppliers might be distinguishing. Assume that the commodity price from the jth supplier S j to the retailers is x j > 0, while its cost price is x j > 0, ∀j ∈ J . Hence the price spread of the commodity for S j is indeed x j − x j , which contributes to the benefit to S j . Considering the transportation expense and the profit of the retailer, the selling price of the commodities which are supplied by S j and sold by R i (at the ith market), denoted by p ij , should be bigger than the prime price x j . Since p ij > x j , there exists some a ij > 1 such that p ij = a ij x j , ∀i ∈ I , j ∈ J . Furthermore, the lowest selling price of this kind of commodities at the ith market is
for arbitrary i ∈ I . Combining the price limitation of the commodity to make it salable, it turns out to be
On the other hand, as precondition of trade activity, it should be profitable for the suppliers too. Thus the supplying price x j of S j should be bigger than or equal to the cost price x j , i.e.
for any j ∈ J . As a result, the supplying prices x 1 , x 2 , · · · , x n exactly satisfy the following min-product system:
System (10) ensures that every market is supplied with the commodity by at least one supplier. However, it is not able to make all the suppliers take part in the trade activity. In other words, even a pricing scheduling x satisfies system (10), it is possible that some suppliers has no market to supply its local commodity. In order to avoid such situation and make all the suppliers take part in the supply chain, we next further improve the above system (10) .
Notice that the first suppler, i.e. S 1 , is able to supply its commodity to the retailer in the ith market, i.e. R i , if and only if it holds that
Obviously, there exists at least one retailer for S 1 to supply its commodity, if and only if at least one of the following inequalities
holds. This is equivalent to
Analogously for the suppliers S 2 , · · · , S n , it also holds that
Consequently, to make all the suppliers take part in the trade activity, system (10) should be improved to be
. (12) Since all the variables and parameters in the above system are bounded, they could be normalized into the unit interval [0, 1]. After normalization, system (12) could be viewed as a system of min-product fuzzy relation inequalities, with
System (12) can be written in its matrix form, i.e.
where
variable vector and all the other symbols represent the given parameters.
We first try to investigate the properties and structure of the solution set of system (12) or (13). (13) In this subsection we define some basic concepts to (13) .
B. BASIC CONCEPTS AND CONSISTENCY CHECKING FOR SYSTEM
In what follows we always set X = [0, 1] n . Moreover, the order relation used in (13) on the set X is as follows. For
Besides, we denote the solution set of system (13) by
).
Definition 1 [37] , [38] : System (13) is said to be consistent, if X (A, b) = ∅, i.e. there exists at least one solution.
Definition 2 [37] , [38] : A solution is said to be minimum/ maximal (or minimum solution/ maximal solution), if it is minimum / maximal element in the solution set X (A, b) = ∅. That is,x is minimum if and only ifx ≤ x for any x ∈ X (A, b), whilex is maximal if and only ifx ≤ x indicates x =x for any x ∈ X (A, b).
The minimum solution and maximal solution play important role in constructing the complete solution set of system (13) . Next we first discuss how to check the consistency of a system of min-product fuzzy relation inequalities.
Lemma 1: For any
Proof: It is obvious that x ≤ y indicates x j ≤ y j for all j ∈ J . Since a ij ≥ 0, we have 
By Lemma 1 we get
Hence x is also a solution of system (13) .
Define the matrix D = (d ij ) m×n , where . Let I j = {i ∈ I |d ij > 0}, ∀j ∈ J . Since there exists at least one nonzero element in each column in the matrix D, so we have I j = ∅ for all j ∈ J . Moreover it holds that
Define a vector d according to D as follows:
Next we will verify that d is a solution of system (13) .
We further get
Take arbitrary i ∈ I . Since each row in D has at least one nonzero element, there exists j
According to the definition of I j , it is clear that i ∈ I j . So we get
Consequently, d is a solution of system (13), i.e. (13) is consistent.
(⇒) Suppose system (13) is consistent. There exists a solution
For
. Combining
. It follows from (15) . According to (17) ,
It follows from (15) 
where 
Next we check the consistency of system (18) by Theorems 1 and 2 respectively. Method 1: It is easy to check that x 2 = 0.7 > 2 3 = x 2 . Thus the inequality x ≤ x doesn't hold. Consequently, x is not a solution of system (18) . It follows from Theorem 1 that system (18) By evident observation, the matrix D has a zero column. That is the second column. Therefore, it follows from Theorem 2 that system (18) is inconsistent. Example 2: Consider the following system (19) and check its consistency.
After simple computation according to (15) , we obtain the corresponding matrix D (See (20)). Moreover, the vector x is It could be easily found that in the matrix D, there exists at least one nonzero element in each row, and also in each column. Thus system (19) is consistent following Theorem 2.
C. PROPERTY AND STRUCTURE OF THE SOLUTION SET OF SYSTEM (13) In this subsection we investigate some properties of system (13) , based on which the complete solution set of (13) 
Proposition 2: If system (13) is consistent and y ∈ X (A, b), then it holds that y ≥ x and [x, y] ⊆ X (A, b).
Based on Theorem 1 and Proposition 2, we could conclude that when system (13) is consistent, the vector x is always its minimum solution, following Definition 2.
Proposition 3: If system (13) is consistent and x ∈ X (A, b), then the solution set of (13) is X (A, b) = [x, x]. Proposition 4: If system (13) is consistent and y 1 , y 2 ∈ X (A, b), then it holds that y
Remark 1: Here we have to point out that, when system (13) is consistent with y 1 , y 2 ∈ X (A, b), it is possible that y 1 ∨ y 2 / ∈ X (A, b). As pointed out above, when system (13) is consistent, its minimum solution should exist. The unique minimum solution happen to be x. However, Remark 1 tells us the maximum solution might not exist. Instead of the unique maximum solution, there are often a number of maximal solutions. If we denote the set of all maximal solutions of system (13) bŷ X (A, b), then we have the following Theorem 3 to describe the structure of the complete solution set of (13) .
Theorem 3: If system (13) is consistent, the its complete solution set is
X (A, b) = x∈X (A,b) [x,x],(21)
wherex = x is the minimum solution andX (A, b) represents the maximal solution set.
It is shown in Theorem 3 that the solution set of system (13), when it is consistent, is determined by one unique minimum solution and a number of maximal solutions.
III. LEXICOGRAPHIC MAXIMUM SOLUTION OF SYSTEM (13) A. BASIC CONCEPTS AND RESULTS OF LEXICOGRAPHIC MAXIMUM SOLUTION
As explained in last section, each solution x = (x 1 , x 2 , · · · , x n ) of system (13) exactly represents a feasible pricing scheduling in the supply chain. The jth component x j is the price on which the jth supplier S j provides its local commodity the retailers. The bigger the value of x j is, the higher profit the supplier S j will get. Consequently, in order to maximize the profit of the suppliers, we should maximize all the prices, i.e. x 1 , x 2 , · · · , x n . However, in most cases it is not possible to maximize all the prices simultaneously. Hence, in this paper we try to maximize x 1 , x 2 , · · · , x n under some fixed priority grade, denoted by x j 1 → x j 2 → · · · → x j n , where j 1 j 2 · · · j n is an arbitrary total permutation of n. The symbol x j 1 → x j 2 → · · · → x j n means that, we first maximize the variable x j 1 , and then continue to maximize x j 2 . And so on, the last variable x j n will be maximized at last. Without loss of generality, we only discuss the optimal solution with the natural priority grade x 1 → x 2 → · · · → x n in this paper. Such optimal solution is called the lexicographic maximum solution (See Definition 4).
Concept of lexicographic minimum solution of fuzzy relation system was first introduced in [60] for optimal control in P2P file sharing system. Next we give some relevant definitions and results.
Definition 3 [60] :
We denote x ≺ y, if there exists some j ∈ J such that x k = y k for all k ≤ j−1 and x j < y j . Moreover, x y means either x ≺ y or x = y holds. The dual notations of '≺' and ' ' are ' ' and ' ' respectively.
In fact the order '' '' defined in Definition 3 is a total order on the set X , as shown in Proposition 5 below.
Proposition 5 [60] : Let x, y, z ∈ X .
Then (i) x x; (ii) x y and y x imply x = y; (iii) x y and y z imply x z; (iv) Either x y or y x holds.
The above-defined total order '' '' is called lexicographic order. Next we provide another equivalent definition for the lexicographic order '' ''.
Then x y if and only if it holds that
(1) x 1 ≤ y 1 ; and (2) if x 1 = y 1 , then x 2 ≤ y 2 ; and
The proof is trivial according to Definition 3.
Then x ≺ y if and only if it holds that
(1) x 1 ≤ y 1 ; or (2) x 1 = y 1 , and x 2 ≤ y 2 ; or
, and x n ≤ y n . Proof: The result in this proposition is equivalent to that in Proposition 6.
Definition 4: A solution x * ∈ X (A, b) is said to be a lexicographic maximum solution of system (13), if x * x holds for all x ∈ X (A, b).
Theorem 4 [60] : In system (13), the lexicographic maximum solution exists if and only if (13) is consistent. 
then the lexicographic maximum solution is one of its maximal solution(s).
Theorem 6 indicates the unique lexicographic maximum solution of system (13) could be obtained from its maximal solution set by pairwise comparison. However, solving all the maximal solution of (13) is not easy (NP hard). Hence such resolution approach by the maximal solution set is not our priority selection. In next subsection we propose another polynomialtime algorithm for solving the lexicographic maximum solution.
B. RESOLUTION ALGORITHM FOR LEXICOGRAPHIC MAXIMUM SOLUTION
In this subsection we propose an effective algorithm based on the concept of feasible index set, to find the lexicographic maximum solution.
For y ∈ X , denote
and call I (y) the feasible index set of y in system (13) . Obviously, a vector y ∈ X is a solution of (13) 
Algorithm: for solving the lexicographic maximum solution
Step 1: Check the consistency of system (13) by Theorem 1 or 2. If it is consistent, then go to Step 2. Otherwise, system (13) is inconsistent and has no lexicographic maximum solution.
Step 2:
Step 3: Compute the feasible index set I (y 1 ) by (22) . VOLUME 6, 2018 Step 4: Compute x * 1 by
Step 5: Let k = 2.
Step 6:
Step 7: Compute I (y k ) by (22) .
Step 8:
Step 9: If k = n, go to Step 10. Otherwise if k < n, then let k := k + 1 and return to Step 6.
Step 10: Generate the lexicographic maximum solu-
The vector x * derived by the above algorithm is the unique lexicographic maximum solution of system (13) .
Proof:
Next we need to prove that x * x, where x * is obtained by the above algorithm.
. Take arbitrary i ∈ I − I (y 1 ). Due to the definition of the feasible index set, we get
i.e.
It follows from (29) that
Besides, inequality (27) 
Thus we have
On the other hand, by inequality (26) ,
It follows from (31) and (32) that a i1 x 1 ≤ b i , ∀i ∈ I − I (y 1 ), which implies that
i.e. x * 1 = i∈I −I (y 1 )
. Take arbitrary i ∈ I − I (y 2 ). Due to the definition of the feasible index set, we get
Since
It follows from (35) that
Besides, inequality (27) indicates x j ≥ x j , j ≥ 3. Combining the assumption that x 1 = x * 1 , we have
On the other hand, by inequality (26),
It follows from (37) and (38) that a i2 x 2 ≤ b i , ∀i ∈ I − I (y 2 ), which implies that
i.e. x * 2 = i∈I −I (y 2 )
(iii) And so on, similar to the proof in point (ii), we are able to check it holds for all k = 3, · · · , n that, if x * j = x j , ∀j ∈ {1, 2, · · · , k − 1}, then it follows x * k ≥ x k . The above-proved points (i)-(iii) verify that x * x. It follows from Definition 4, Proposition 6 and Theorem 5 that x * is the unique lexicographic maximum solution of system (13).
C. NUMERICAL EXAMPLE
Example 3: Considering Example 2, search the lexicographic maximum solution of system (19) .
Solution:
Step 1: The consistency of system (19) has been checked in Example 2. The system is consistent.
Step 2: Let y 1 = (1, x 2 , x 3 , · · · , x n ) = (1, 0.8, 0.78, 0.72, 0.65, 0.7, 0.65, 0.75).
Step 3: Substituting y 1 into system (19), we obtain the feasible index set I (y 1 ) by (22) as I (y 1 ) = {1, 2, 3, 4, 5, 6} = I .
Step 4: By (23), we get x * 1 = x 1 = 0.9143, since I (y 1 ) = I .
Step 6 -Step 9: For k = 2, by (24), we compute the vector y 2 as Again by (22), we have I (y 2 ) = {1, 2, 4, 6}. By (25) , since I (y 2 ) = {1, 2, 4, 6} = I , we have
For k = 3, in the similar way we are able to compute 
Analogously, for k = 4, we have 
For k = 5, we have 
For k = 6, we have 
For k = 7, we have 
For k = 8, we have 
Step 10: Generate the lexicographic maximum solution Example 4: Suppose there are three supplers, denoted by S 1 , S 2 , S 3 , and five retailers, denoted by R 1 , R 2 , R 3 , R 4 , R 5 , in a supply chain system (see Fig. 1 ). Assume that the commodity price from the jth supplier S j to the retailers is x j , while the cost price is x j . Besides, p ij = a ij x j represents the selling price of the commodity which is supplied by S j and sold by R i . The acceptable price of the commodity for the consumers at the retailer R i is no more than b i . Here i ∈ I = {1, 2, 3, 4, 5}, j ∈ J = {1, 2, 3}, and the corresponding values of 
Now we try to search an optimal pricing scheme maximizing the profit of the supplers with priority grade S 1 → S 2 → S 3 .
The given supply chain system could be reduced into 5 , i ∈ I , j ∈ J . Then system (47) turns out to be the following min-product fuzzy relation system 
It is indeed to find the lexicographic maximum solution of system (48) , with priority grade
Step 1: Check the consistency of system (48) . By (15), we are able to compute the matrix D as 
Obviously there exists at least one nonzero element in each row and also each column in the matrix D. Hence system (48) is consistent according to Theorem 2. Continue to step 2.
Step 2: Let y 1 = (1, x 2 , x 3 ) = (1, 0.62, 0.65).
Step 3: Substituting y 1 into system (48), we obtain the feasible index set I (y 1 ) by (22) as I (y 1 ) = {1, 3, 4, 5}.
Step 4: By (23), we get x * 1 = i∈I −I (y 1 )
= 0.6545.
Step 6 -Step 9: For k = 2, by (24), we compute the vector Step 10: Generating the lexicographic maximum solution x * by the value of x * j (j = 1, 2, 3) obtained above, we get x * = (0.6545, 0.7000, 0.6667). Notice that x j = x j 2.5 , i.e. x j = 2.5 x j , j = 1, 2, 3. We have x * = 2.5x * = (1.6363, 1.7500, 1.6668).
Hence the optimal pricing scheme maximizing the profit of the supplers with priority grade S 1 → S 2 → S 3 is $1.6363, $1.7500, $1.6668 for S 1 , S 2 , S 3 , respectively.
IV. CONCLUSION
In this paper we propose a mathematical model to describe the pricing relation in a supply chain including multiple suppliers and retailers. Two aspects are considered in such system: (i) all the retailers (in some market) should be supplied with the target commodities, (ii) each suppler is able to supply its local commodities to at least one retailer. In order to satisfies these two aspects, we establish the min-product fuzzy relation inequalities. We first investigate some relevant properties of such system, including the consistency checking method, the properties and structure of its solution set. It is clear that every solution reflects a feasible pricing. Next we try to search an optimal pricing, considering the priority grade of the supplers, in sense of the benefit. The lexicographic maximum solution is such optimal pricing. We present its definition and relevant properties. Furthermore, detailed algorithm is developed to search the unique lexicographic maximum solution step by step. Numerical example shows that our proposed algorithm is effective.
In the further research, due to different optimal management objectives in the supply chain, relevant optimization problems with min-product fuzzy relation inequalities constraint should be interesting topic. 
