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Abstract
The global energy market is challenged with an ever increasing need for resources to meet
the growing demands for electric power, transportation fuels, etc. Although we witness the
expansion of the renewable energy industry, it is still the fossil fuels, with oil and gas dominating
the scene of global energy supply sector, that provide majority of worldwide power generation.
However, many of the easily accessible hydrocarbon reserves are depleted which requires from
the producers of drilling equipment to focus on cost-effective operations and technology to
compete in a challenging market.
Particularly high level of activity is observed in both industry and academia in the field of
electrical actuation systems of drilling machines, as control methods of alternating current (AC)
motor drives have become an industrially mature technology over the past few decades. In
addition, state-of-the-art AC motors manufacturing processes allow to conform to the strict
requirements for safe operation of electrical equipment in explosive atmospheres. These two
main reasons made electric actuation systems a tough competitor to hydraulic powertrains
used traditionally by the industry. However, optimal design of induction motor drives and
systematic analysis of factors associated with operation in harsh offshore conditions are still
considered as a major challenge.
In this thesis, effective methods for design and analysis of induction motor drives are pro-
posed, including aspects of optimization and simulation-based engineering. The first part
of the thesis is devoted to studying methods for modeling, control, and identification of in-
duction machines operating in offshore drilling equipment with the focus to improve their
reliability, extend lifetime, and avoid faults and damage, whereas the second part introduces
more general approaches to the optimal selection of components of electric drivetrains and to
the improvement of the existing dimensioning guidelines.
A multidisciplinary approach to design of actuation systems is explored in this thesis by
studying the areas of motion control, condition monitoring, and thermal modeling of electric
powertrains with an aspiration to reach the level of design sophistication which goes beyond
what is currently considered an industrial standard. We present a technique to reproduce oper-
ation of a full-scale offshore drilling machine on a scaled-down experimental setup to estimate
the mechanical load that the designed powertrain must overcome to meet the specification
requirements. The same laboratory setup is used to verify the accuracy of the estimation
and control method of an induction motor drive based on the extended Kalman filter (EKF)
to confirm that the sensorless control techniques can reduce the number of data acquisition
devices in offshore machines, and thus decrease their failure rate without negatively affecting
their functionality. To address the challenge of condition monitoring of induction motor drives,
we propose a technique to assess the expected lifetime of electric drivetrain components when
subjected to the desired duty cycles by comparing the effects of a few popular motion control
signals on the cumulative damage and vibrations. As a result, the information about the in-
fluence of a given control strategy on drivetrain lifecycle is made available early in the design
stage which can significantly affect the choice of the optimal powertrain components.
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Abstract
The results show that some of the techniques that have a well-proven track record in other
industries can be successfully applied to solve challenges associated with operation of offshore
drilling machines. One of the most essential contributions of this thesis, optimal selection
of drivetrain components, is based on formulating the drivetrain dimensioning problem as a
mixed integer optimization program. The components of powertrain that satisfy the design
constraints and are as cost-effective as possible are found to be the global optimum, con-
trary to the functionality offered by some commercially available drivetrain sizing software
products. Another important drawback of the dimensioning procedures recommended by the
motor drives manufacturers is the inability to assess if the permissible temperature limits given
in the standards do not become violated when the actuation system experiences overloads
different than these tabulated in the catalogs. Hence, the second most significant contribu-
tion is to propose a method to monitor thermal performance of induction motor drives that
is based exclusively on publicly available catalog data and allows for evaluating whether the
standard thermal performance limits are violated or not under arbitrary load conditions and at
any ambient temperature. Both these solutions can effectively enrich the industrially accepted
dimensioning procedures to satisfy the level of conservatism that is demanded by the offshore
drilling business but, at the same time, provide improved efficiency and flexibility of the prod-
uct design process and guarantee optimality (quantitatively, not qualitatively, measurable) of
the final solution. An attractive direction for additional development is to further integrate
knowledge from different fields relevant to electric powertrains to enable design of tailored
solutions without compromising on their cost and performance.
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1 Introduction
1.1 Motivation
It is expected that the global net electricity generation will increase by 93 %, from 20.2 trillion
kW h in 2010 to 39.1 trillion kW h in 2040, according to [86]. 42 % of this energy is nowadays
used in industry. Specifically, electric motors use 67 % of this share, which corresponds to
approx. 30 % of global electricity consumption [49]. The number of industrial electric motors
installed worldwide amounts to 300 million and this figure increases by 10 % each year [352].
Over the past decades, direct current (DC) commutator machines have gradually been re-
placed by alternating current (AC) motors: induction motors (IMs) and permanent magnet
brushless motors (PMBMs) [121]. PMBMs can be further classified into two principal groups:
sinusoidally excited motors, called permanent magnet synchronous machines (PMSMs); and
trapezoidally excited motors, called brushless DC motors (BDCMs). Currently, IMs are by far
the most popular in industry, as almost 50 % of all the electricity generated is converted back
to mechanical energy using these machines [149]. The history of induction motor dates back to
1885 and 1886 when Galileo Ferraris and Nicola Tesla made their inventions. These milestones
were possible thanks to discovery of electromagnetic induction law by Michael Faraday around
1831 and formulation of laws of electricity by James Clerk Maxwell around 1860. Actually,
electrical engineering is among the most popular and oldest engineering disciplines [210]. More
than 200 years of modern applied research (dated back to the invention of an early electric
battery by Alessandro Volta in 1800) and around 140 years of formal education in this field (e.g
first official curricula in the U.S. started in the 1880’s [334]) created a thorough foundation
for further innovation and development.
Despite the fact that usage of IMs in industry have steadily increased since the end of 19th
century, until the 1980’s a DC machine was a natural choice in applications where speed or
torque control was required [149]. Complex governing equations of induction machine became
tractable with computer simulation in the 1970’s, which increased understanding of stator cur-
rents regulation to achieve torque control. Development of pulse-width modulation (PWM)
inverters enabled fast current control in AC machines but it turned into an industrially mature
technology only after power electronics components became cheap and fast enough to handle
such control strategies as field-oriented control (FOC) [46] or direct torque control (DTC)
([97] and [328]). Since then, variable-frequency drives (VFDs) began to be more popular
and accessible, mainly thanks to higher efficiency, feasible speed/torque control, and im-
proved cost-effectiveness. Electric motors and drives have been put into use in an increasing
number of applications over the past few decades, such as e.g. locomotives [114], automo-
tive [288], robotic assembly [264]/manufacturing [365], aerospace [48], ship propulsion [185],
or energy [57]. The overall trend to electrify more and more industrial processes and areas is
attributed to improved control features, reduced energy consumption, higher reliability over
time as well as minimal routine and preventive maintenance of VFDs [349].
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Petroleum drilling industry recognized the importance of electric motors as early as in the
1940’s – see for instance [293]. Initially, diesel engines and locomotive traction type DC
motors were applied on onshore drilling rigs, however, discoveries of oil and gas offshore ne-
cessitated development of more compact and reliable powertrains. The first oilfield in North
Sea, “Ekofisk”, has been found in 1969 by Phillips Petroleum Company and oil production
started two years later [147]. At that time, however, because of the problems associated with
control of AC machines, still either DC motors or mechanical transmissions were applied on
offshore oil platforms [323]. These were not favorable due to risk of spark generation or too
large footprint. A solution that offered a significant improvement was to utilize a fluid cou-
pling (i.e. a hydraulic drivetrain) which is by far more flexible and provides for effective speed
control. Hydraulic actuation systems turned out to be particularly well suited for offshore
drilling applications due to higher power densities than those available from electric motors,
fail-safe circuits which prevent dropping the load in case of power loss, convenient translational
motion control, or effective heat dissipation [166]. These features made fluid power transmis-
sions dominant in the offshore drilling industry for a few decades [335]. It was not until the
1990’s when the advent of modern power electronics and novel control methods of AC ma-
chines made producers of offshore drilling equipment start to investigate feasibility of electric
actuation systems [351]. Although the drawbacks (e.g. nonlinearities of valves, difficulties
with control systems’ tuning, deterioration of hydraulic components, or risk of leakage) of
hydraulic powertrains are well-known, it was only recently that electrically actuated equipment
has become more common in offshore drilling applications. This is dictated by the fact that as
the search for oil and gas gradually moves into more hostile and harsh environments (Arctic,
subsea), drivetrain solutions that are efficient, easy to maintain, and environmentally friendly
are favorable. However, the petroleum industry is one of the most conservative industries
when it comes to adoption of new technology [317]. This is of course understandable and
dictated by high financial, environmental, social, and political consequences of serious failures
of drilling equipment. It is common that solutions which have a long track record are prefer-
able (“We-have-always-done-it-that-way” attitude) and potential innovations require extensive
testing before they become an industrially accepted standard. Therefore, there still exists a
gap in knowledge base and expertise within the offshore drilling industry regarding feasibility
of electrical actuation systems. The objective of this Ph.D. thesis is to reduce it.
1.2 Actuation Systems
The ongoing process of integration of products or processes and electronics has been observed
(especially for mechanical systems) since the 1980’s [45]. The old-fashioned electro-mechanical
systems, considered to be sum of separate parts and subsystems, have been gradually replaced
by integrated electronic-mechanical systems with sensors, actuators, and digital microelectron-
ics. These synergistic combinations of components from various domains are called mecha-
tronic systems. The following elements are considered to be their main building blocks [95]:
mechanical structure, actuators, sensors, controllers, signal conditioning devices, computer
hardware and software, interface devices, and power sources, as illustrated in Fig. 1.1. This
Ph.D. thesis focuses on the actuation part of the system. Actuator is a functional element
which connects the information processing part of the control system with the controlled pro-
cess [166]. Actuators typically control the flow of energy, mass, or volume; and their functional
components are classified into two main groups:
1. Energy controllers – the energy of the power supply is controlled via the input variable
to generate actuator’s output (classic examples are transistors and valves).
2
1.2 Actuation Systems
Energy Conversion
Energy 
Source
Actuators
Signal Processing
Physical 
Process
Energy Conversion
Information
Processing
Power Amplification 
and Modulation
Sensors
Operator / 
Communication
Figure 1.1: Mechatronic system [45].
2. Energy converters – input and output are energies: they might be of the same type (e.g.
gears or transformers) or different (e.g. electric motors or hydraulic cylinders).
Actuators are therefore normally composed of at least one energy controller (to control flow
of matter or energy) and one energy converter. To enable control of an actuator, it is required
to intensify the low-power electrical command signal, hence, the energy controller is often
referred to as the power amplifier. According to [45], there are three main types of power
utilized by actuation systems:
1. Electric power.
2. Hydraulic power.
3. Pneumatic power.
Motors (linear and rotating), solenoids, and electromagnets are typically used with the option
no.1 above. The remaining two options take advantage of cylinders (linear motors) and
rotary motors, which motion is regulated by flow of compressible (e.g. compressed air) or
incompressible (e.g. hydraulic liquid) fluids. As discussed in Section 1.1, electric and hydraulic
actuation systems are the most popular in offshore drilling industry nowadays. Therefore, we
review their characteristic features and components in more detail.
Hydraulic Actuation System
Fig. 1.2 illustrates a typical hydraulic actuation system. The energy conversion part of the
actuator is in this case a double-acting cylinder. The energy controller (also called an inter-
face) is a 4/2 distributor valve which regulates the flow of hydraulic fluid by receiving order
signals from the control system. Controller’s outputs are generated according to the opera-
tor’s commands (e.g. to achieve a certain motion pattern of the cylinder) and feedback signals
provided by the sensors (depicted here by the limit switches). The complete actuation system
is therefore composed of an actuator (including interface and transformer – e.g. a gearbox),
sensors, and controller [45]. Electric power (typically, an induction motor operated at full rated
load) is used to drive a hydraulic pump which provides fluid flow to the actuation system. The
displacement of the pump might also be controlled to regulate the speed of the actuator. This
solution is referred to as a hydrostatic transmission [166].
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Figure 1.2: Typical hydraulic actuation system [45].
Electrical Actuation System
An example of an electrically actuated system is shown in Fig. 1.3. Since induction motor
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Figure 1.3: Typical electrical actuation system [73].
is among the most popular electric machines used in industry, it is illustrated as the energy
conversion part of the considered electric powertrain. The AC motor is supplied with electric
power by the connection of two energy converters, a rectifier and an inverter [111]. The AC
power from the grid is converted to DC power on the rectifier. Control of the voltage in DC
link is not always implemented but it allows e.g. to regenerate power to the grid. The inverter
transforms the DC voltage into the AC voltage with a frequency and amplitude specified by
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the controller, which enables variable speed operation of the motor. Current and voltage
sensors are normally utilized in torque control applications, whereas encoders (or sophisticated
speed/position estimation algorithms) make it possible to control motor’s speed/position.
Remark 1.1. In this thesis, the term “actuation system” is used interchangeably with “drive-
train” and “powertrain”. Also, if not specified otherwise, an “electric(al) actuation system” is
by default composed of an induction motor, a VFD (including control software and necessary
sensors), and a gearbox.
1.3 Problem Definition
With the increased attention of oil and gas industry on AC motor drives, the goal of this Ph.D.
thesis is to examine the topics associated with the following general research question:
Can electric actuation systems replace and offer benefits compared to hydraulic
powertrains for offshore drilling applications in a system perspective?
Since the offshore drilling equipment in general falls within the category of mechatronic
systems, multidisciplinary approach is adopted to explore capabilities of its actuation system.
Instead of focusing exclusively on the actuator’s construction and design in isolation from
the system it drives, a system-based design is followed which tries to improve the product
performance from different viewpoints, considered simultaneously [95]. Therefore, the areas of
modeling, identification, control, optimization, and design are studied to conduct investigations
centered around the following set of research problems particularly relevant to the industry
(consult Chapter 2 for evidence):
1. What modeling strategies are most suitable from the industrial point of view to simulate
the offshore drilling equipment?
2. Which identification techniques are relevant to estimate parameters of such models and
validate them against field data?
3. What benefits are obtained by using a scaled-down test bench to reproduce operation
of a full-scale machine?
4. Which motion profiles and control strategies mitigate fatigue damage and vibration
severity of electric powertrains?
5. Is it possible to decrease failure rate of AC motor drives by using sensorless control
methods?
6. How can we increase flexibility and reduce conservatism in selection of electric drivetrain
components?
7. How can we guarantee that an actuation system is optimally designed (e.g. maximum
performance at minimum cost)?
8. How to predict temperature rise of an induction motor under arbitrary operating and
ambient conditions?
9. Can this information be used to design tailor made electric actuation systems and en-
hance the existing dimensioning procedures?
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Finally, this thesis recognizes the main driving factors which make electric powertrains be-
come increasingly popular in offshore drilling operations and benchmarks their characteristic
features with the ones of hydraulic drivetrains.
1.4 Outline and Contributions
The main contributions of this thesis are:
1. Development of an efficient optimization algorithm based on mixed integer program-
ming (MIP) which allows for optimal selection of electric powertrain’s components
(namely, a motor, a drive, and a gearbox) from the manufacturers’ catalogs.
2. Introduction of a method for evaluating temperature rise of an induction motor drive
for an arbitrary overload magnitude, duty cycle, and ambient temperature in order to
avoid relying on fragmentary information and rules of thumb provided in the catalogs
concerning allowable thermal overloads.
3. Formulation of a systematic approach for selection of appropriate motion profiles for
electric drivetrains, which permits to avoid the need to specify some machine require-
ments (such as operating speed or permissible load) a priori and offers the possibility to
determine them as a result of fatigue and/or vibration severity minimization.
4. Verification of a sensorless method based on the extended Kalman filter (EKF) to es-
timate and control an induction motor operating under duty cycles characterized by
offshore conditions to enhance motion control systems of drilling machines and reduce
the number of sensors in their electric powertrains.
5. Comparative analysis of electrical and hydraulic actuation systems used in offshore
drilling applications with an emphasis on cost, safety, environment, and automation
capabilities.
6. Installation of laboratory equipment that enables to run scaled-down experiments to
emulate operation of full-scale machinery.
In addition, the outline and contributions of each part of this thesis are summarized as follows.
Part I gives the relevant theoretical background and positions the thesis in a broader re-
search perspective. In Chapter 2, the concept and methods of variable speed control of
induction motor drives are discussed, and an overview on the current challenges associated
with dimensioning and analysis of electric powertrains for offshore drilling applications is pro-
vided, particularly focusing on design optimization, motion control, and modeling strategies.
In Chapter 3, characteristic features of hydraulic and electric actuation systems that are signif-
icant to their successful operation in offshore conditions are reviewed, and potential of these
two solutions is assessed from the perspective of two emerging fields of application: subsea
drilling/production and drilling systems automation.
Part II presents basic definitions and mathematical formulations from the fields of modeling
and control of induction motors, design of electric actuation systems, and optimization tech-
niques. The focus is on gathering in one place elementary knowledge that is necessary to model
an induction motor drive and optimally select its components to satisfy sizing requirements
and achieve design goals. Commonly used mathematical modeling and control methods for
IMs are summarized in Chapter 4. Chapter 5 introduces state-of-the-art, industrially accepted
6
1.4 Outline and Contributions
procedures for design of electric powertrains composed of variable frequency drives and induc-
tion motors, and identifies major shortcomings of these guidelines. Chapter 6 recapitulates
fundamental notions, equations, and principles related to optimization methods, with partic-
ular attention to mixed integer programming as a solution approach to design optimization
problems. A number of examples is given throughout Part II to better illustrate the discussed
theory and demonstrate the relevance of the selected research methods.
Part III is devoted to the first area of contributions of this thesis: the reduction of failure rate
of offshore drilling equipment by the integrated selection of motion control strategies aided by
the the use of experimental testing and simulation tools. In Chapter 7, a method to identify
parameters of an electric drivetrain is presented, and a laboratory setup is introduced in order to
estimate the full-scale electromagnetic torque that must be delivered by a designed powertrain
to meet the specification requirements. In Chapter 8, it is confirmed that the EKF algorithm
can be successfully applied to estimate states of induction motors operating in drivetrains
of full-scale offshore drilling equipment, which is particularly important from the reliability
perspective, as it reduces the number of data acquisition devices that might potentially fail in
harsh offshore conditions. Chapter 9 focuses on assessment of fatigue damage and vibration
severity that an actuation system is exposed to in the presence of changing cyclic loads.
Monitoring both the fatigue life and impact of vibrations over time enables to formulate a
framework for systematic selection of motion profiles for a given machine which, in turn, has
a potential to become an integral part of the drivetrain design process. This can extend the
scope of dimensioning guidelines being currently in use to include considerations related to
condition monitoring of equipment early in the design phase. The proposed methods do not
seem to be associated with high implementation costs and allow for reducing uncertainties
when designing and operating electric powertrains on offshore drilling rigs while being easily
applicable in industrial environment.
Part IV focuses on two powerful approaches towards design of electric powertrains com-
posed of frequency converters, induction motors, and mechanical transmission, however, the
presented methodology is undoubtedly relevant to other actuation systems and applications.
The optimization method introduced in Chapter 10 is based on mixed integer programming
and enables to select from manufacturers’ catalogs such a combination of drivetrain com-
ponents that satisfies specification inequalities and offers the lowest value of the objective
function. Contrary to commercial dimensioning software products, the proposed technique
allows for selection of an optimal gear ratio, comparison of components from different pro-
ducers, and determines the globally optimal design. In Chapter 11, a method to estimate
temperature rise of an induction motor drive is developed based on identification of a first
order thermal model derived from the popular loadability curves accessible in catalogs. The
phenomenon of reduced torque availability at low speeds for self-ventilated IMs is captured,
which enables evaluation of drivetrain thermal performance not only in the few scenarios that
are typically covered by equipment manufacturers but in arbitrary overload conditions. This, in
turn, makes it possible to investigate how realistic overload durations and magnitudes (as well
as freely adjustable ambient temperature) affect motor drive’s loadability. To our knowledge,
such a degree of flexibility of the dimensioning process cannot be reached when relying exclu-
sively on manufacturers’ recommendations. The fact that the identification algorithm utilizes
publicly available data reduces the need to contact suppliers for more specific information.
The proposed method is verified against guidelines regarding permissible overloads specified in
catalogs and standards, yielding the same thermal performance limits. These combined contri-
butions improve the design process of electric actuation systems by allowing design engineers
to select such drivetrain components that enable to shift operating conditions closer to design
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constraints. Therefore, when the discussed strategy is followed, it is no longer necessary to
depend to such extent on fragmentary information and rules of thumb which might result in
unnecessarily over-dimensioned powertrains.
Part V contains additional material that improves ease of understanding of the results
shown in this thesis. Chapter A presents an overview on both laboratory test benches and full-
scale offshore drilling equipment that are used throughout this work to validate the proposed
techniques and bolster their impact. Chapter B restates essential theory on modeling of
dynamic mechanical systems, explains the workflow for simulation of the considered offshore
drilling machine, and provides some numerical examples.
Concluding remarks are outlined at the end of every chapter in Parts III and IV. The summary
of the results presented in this thesis is given in Chapter 12, together with the directions for
possible further research on the discussed topics.
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Part I
Preliminaries

2 Theoretical Background
2.1 Variable Speed Drives
In majority of industrial applications there is at least one variable which affects the system
performance [6]. Therefore, in order to achieve satisfactory output of the considered process, it
is necessary to provide some form of control of that variable. In general, processes are divided
into two main classes: material treatment and material transport, with each of these categories
being composed of numerous sub-groups. Typical representative examples of processes are:
chemical, pulp, paper, printing, power plants, mining, metal, plastic, heating, ventilation, air
conditioning (HVAC), vehicle traction, marine propulsion, water treatment, etc. The need for
variable speed control is what unifies them all. For instance, temperature and humidity in
the room is what affects air flow requirements in air conditioning applications, which can be
satisfied by regulating the supply and return air fans. There are many simple control methods
that allow to adjust process variables, such as throttling or bypass control, however, high
operating costs, difficulties to achieve optimal capacity, or risk of damage at startup are their
main limiting factors [6]. Therefore, the best way to provide control in most systems is to use
variable speed drive (VSD) [108]. VSDs that are particularly popular in the industrial sector
are classified into four groups, according to [6]:
• Mechanical coupling – belt drives/gears are usually used to achieve mechanical vari-
able speed control by moving pulleys/gears into appropriate positions to achieve desired
transmission ratios – see for instance [42].
• Hydraulic coupling – controlling the volume of oil in the system by the means of pumps
and valves makes it possible to regulate the speed difference between the driving and
driven shafts [234].
• DC drive – direct current is changed to alternating current using a commutator and the
motor supply voltage is varied on a DC converter to enable motor speed control [149].
• AC drive – frequency converter (controlled with electric signals) adjusts the frequency
of the motor voltage which in turn affects its speed [34].
In mechanical and hydraulic VSDs, the control equipment (e.g. valve manifold) is situated
between the actuator and the operated system. Hence, maintenance of such drivetrains be-
comes particularly difficult. On the other hand, in electrical VSDs, control systems are typically
located far from the working machine. The list of benefits of electrical VSDs is longer [6]:
lower maintenance costs, increased productivity, improved energy savings, and higher quality
of the end product/process. As a result, as already described in Section 1.1, electrical VSDs
dominate the market, with AC drives accounting for more than 60 % of the total VSD sales
in Europe. In addition, the total growth of the electrical VSD market is exclusively caused by
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the growth of the AC drives share by almost 10 % per year [6]. Stagnation (and in the long
run – also reduction) of the DC drives percentage is mainly related to the fact that they utilize
mechanical commutator and carbon brushes which complicate the motor structure and cause
extra energy consumption and potential maintenance problems.
When VSDs are used to control AC drives, they are commonly referred to as variable fre-
quency drives (VFDs) [146]. A typical VFD applied to control an induction motor is illustrated
in Fig. 2.1. General purpose VFDs produced today are composed of four main parts [146]:
1. Input rectifier or converter – converts the AC voltage input into DC voltage and charges
the capacitors in this part of the circuit. In the figure, the most common diode rectifier
is shown which allows the current to flow only in the direction towards the load.
2. DC bus – acts as a power reservoir from which the VFD draws the output. If there is any
regenerated energy from the load, it is either stored in the DC bus capacitors, dissipated
on the brake resistor (if DC bus voltage exceeds the threshold of the control circuit) or
fed back to the grid if insulated gate bipolar transistor (IGBT) rectifier is used [8].
3. Inverter – draws the power from the DC bus and creates the AC power supply, the
frequency, amplitude, and phase of which are adjusted by the controller. The resulting
output voltage is used to drive the electric motor.
4. Controller – is an integral part of a commercially available VFD. Sophistication of the
control algorithm affects the dynamic performance, energy consumption, and overall
productivity of the motor drive.
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Figure 2.1: Variable frequency drive of induction motor [6].
As already discussed, induction motors are currently the most popular actuators in industrial
applications. Compared with DC motors, they offer significant advantages, such as [73]: no
commutator and brushes (for cage induction motors), ruggedness, lower rotor inertia, simpler
maintenance and protection, smaller size and weight, and lower price. However, an induction
motor is inherently a dynamic, recurrent, and nonlinear system, which makes it difficult to
continuously control its performance without additional equipment, which, in turn, is by far
more complex and costly than that of a DC machine. “There ain’t no such thing as a free
lunch” [115]. Therefore, it comes as no surprise that the extra effort to design and implement
control systems of AC machines is the price to pay in order to benefit from the improvements
they provide.
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2.2 Control Methods for Induction Motors
Initial work on induction motors’ control strategies can be traced back to the 1940’s – some
of the most significant contributions in this field are (see for instance [73] and the references
therein):
1. Investigation of transient performance of induction motors using an analog computer in
1946 [348].
2. Invention of thyristor (or silicon-controlled rectifier) by Bell Laboratories in 1956 [55].
3. Application of rotating reference frames and space vectors to the study of induction
motor transients in 1959 [188].
4. Evolution of various scalar control strategies since the 1960’s [54].
5. Development of inverter circuit with pulse width modulation (PWM) in 1961 [229].
6. Formulation of field orientation principle in 1972 [46].
7. Introduction of direct self control (DSC)/direct torque control (DTC) in 1985 [97] and
in 1986 [328].
8. Expansion of advanced control methods of induction motor drives since the 1990’s [56].
2.2.1 Classification
Voltage and current supplied to an induction motor can be represented as sinusoidal function of
either magnitude and frequency or magnitude and phase, according to [73]. Control methods
of induction motors follow this classification and fall into two main categories, as illustrated
in Fig. 2.2:
• Scalar control – based on adjusting magnitude and frequency of voltage.
• Vector control – based on adjusting magnitude and phase of voltage.
Control of magnitude and frequency (angular speed) of voltage, current, and flux linkage
space vectors (which is done in scalar control) is valid only for steady state relationships,
according to [178]. Consequently, the scalar control does not affect space vector position in
transients. On the other hand, since vector control is based on relations valid for dynamic
states, the orientation of the space vector can be controlled in both steady and transient states.
The most common method of implementation of vector control is called field-oriented con-
trol (FOC) and was formulated by Hasse (indirect FOC) [134] and Blaschke (direct FOC) [47].
The underlying assumption behind this control principle is that IM equations are expressed in
the rotor flux vector oriented coordinate system. Using these coordinates guarantees a linear
relationship between current vector components and machine torque. In addition, similarly to
DC machines, IM equations correspond to the decoupled torque generation and the reference
flux amplitude is also reduced in the field-weakening range.
Although in the 1980’s the trend was to standardize control systems based on the FOC
methodology, Depenbrock [97] as well as Takahasi and Nogouchi [328] have proposed a new
strategy that does not rely anymore on the analogy to DC machine control. The main idea
behind the new method, called direct torque control (DTC), is to replace the averaging-based
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Figure 2.2: Classification of IM control methods [349].
decoupling control with the instantaneous bang-bang control, which corresponds to on-off
operation of the voltage source inverter (VSI) semiconductor power devices [349]. The main
advantages of DTC are simple structure, good dynamic behavior, and that it is inherently a
motion-sensorless control method. Its drawbacks, such as variable switching frequency, high
torque pulsation, and low-speed operation performance, however, necessitated development of
improved IM control techniques. Therefore, space vector modulation (SVM) was introduced
in [129] to eliminate the classical disadvantages of DTC. From the formal point of view, DTC-
SVM can also be referred to as stator field-oriented control (SFOC). Similarly, natural field
orientation (NFO) generates a rotating reference frame that is also aligned with the stator
flux [171].
Another approach to decouple and linearize IM equations is to apply modern nonlinear
control. Two common methods are feedback linearization control (FLC) described in [194]
and [218] and passivity-based control (PBC) [179]. The former technique involves decoupling
the speed and rotor flux amplitude by feedback, whereas the latter concept is based on the
variation theory and energy shaping.
As far as industrial applications are concerned, scalar control, FOC, and DTC are the most
popular types of control [5]. Depending on complexity of the controlled process, a decision
is made whether to employ vector control or to use V /Hz mode. Nowadays, motor drives
manufacturers provide a wide spectrum of VFDs offering both control strategies. Operation
of automatic topside drilling equipment demands precise motion control, therefore commer-
cially available frequency converters that utilize FOC or DTC are typically chosen for such
applications.
2.2.2 Challenges in Offshore Drilling
Controlling induction motors without mechanical speed sensors is advantageous from both
the cost and reliability points of view.1 Reducing the number of data acquisition devices is
particularly relevant for offshore drilling industry, since sensors operating in harsh conditions
1. Parts of this literature review are reproduced from publication [274].
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which characterize this working environment are prone to failures or generating misleading
measurements. Hence, lowering the number of data acquisition devices to control and monitor
such systems without losing reliability and to improve the safety of personnel is highly desired.
Many authors have addressed the problem of sensorless motion control of induction motors
using either a continuous-time model or a discrete-time model (see e.g. [19] and the references
therein). Determination of rotor flux vector and motor speed is a typical challenge in such
a type of control [70, 120, 365, 369]. A popular approach (almost considered to be an
industrial standard in many fields [26]) to state estimation is based on the prediction filter
proposed by Rudolf E. Kalman in 1960 [174]. His original idea has been further developed
to become applicable to nonlinear systems, which makes the extended Kalman filter (EKF)
widely used for control and estimation problems of induction motor drives as well [69, 137, 181].
There exist different variants of EKF and methods for tuning its parameters [35, 201, 312].
There are also other approaches to estimate motor states that are not based on Kalman
filtering [79]. However, to our knowledge, the literature concerning EKF-based estimation and
control of induction motors operating in drivetrains of offshore drilling machinery is limited.
Since the need for speed/position sensorless control is particularly relevant for harsh operating
environments [26], the EKF-based estimation and control method is applied in Chapter 8 to
an electric actuation system operating on a drilling rig.
2.3 Design Aspects of AC Motor Drives
In this Section, some typical challenges associated with a general engineering design process
are identified.2 In addition, particular problems experienced when designing electric drivetrains
for offshore drilling applications are recognized and their solutions proposed in this thesis are
indicated.
2.3.1 General Considerations
The traditional sequential approach to product design considers each of the design stages
separately. As a consequence, no information from later steps can be used in preliminary
phases of product development. Therefore, evaluation of subsequent specification constraints
and objectives becomes an iterative process, which has a negative impact on the overall
efficiency of design activities. To address this problem, the so-called concurrent (or parallel)
design approach is often followed which allows to integrate early in the design stage these
requirements that come after in product development, according to [74]. It is well-known,
that the ability to influence the final design is inversely proportional to the time spent in a
project and that the cost of making such adjustments grows over time [227], as visualized
in Fig. 2.3. Therefore, the design stage is often the most critical in many applications, as
it predominantly affects both the total cost and functionality of the final product. As far as
electrical actuation systems are concerned, it is always an initial phase of the design process
(i.e. specification of requirements and selection of components) which allows for the highest
level of design flexibility at the lowest cost. Hence, planning and design stages should receive
a considerable amount of attention when developing electric powertrains, as any changes
implemented later would result in a significant increase of cost and loss of design efficiency.
This is why the unproductive time spent on iterative design approaches should be avoided and,
2. Parts of the literature reviews presented throughout this Section are reproduced from publications [266,
270–272, 276].
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instead, these design techniques should be used that allow to effectively utilize the available
engineering time. This is dictated by the increasing integration level of subsystems (e.g.
sensors, actuators, control, etc.) with the remaining components (e.g. mechanical, electric,
hydraulic, etc.) of a final product. Therefore, the growing synergy of equipment calls for
solutions that allow for smooth and seamless increase of product functionality early in the
design phase to detect potential failures and reduce unnecessary engineering efforts. One of
the goals of this thesis is to investigate which aspects of design and operation of actuation
systems of drilling equipment should be improved (and how) in order to come closer to a
concurrent design paradigm, as explained further in the text.
2.3.2 Sizing of Components
Electrically actuated offshore drilling machines are often designed overly conservative which
results in high initial investment and too costly maintenance. In case of uncertainty, it is
safer to pick e.g. a larger motor than risk lack of machine performance or even the safety of
personnel. Although imposing certain safety margins on a system is critical to compensate
for unexpected events which are likely to occur in offshore environment, it is not acceptable
to over-dimension drivetrain components due to the lack of information characterizing load
conditions. Otherwise, the final solution would fail to meet some of the most important design
objectives such as lowering the cost of an electric drivetrain or maximizing its efficiency. When
the most significant phenomena such as dynamics or friction present in a designed machine
are considered, determining the required motor performance turns out not to be a trivial task.
Especially, when offshore conditions characterized by changing weather, strong wind, irregular
heave motion, and induced cyclic loads are investigated.
One solution to optimal sizing of drivetrain components is adoption of a suitable selection
procedure, as presented in [283] and [300], for instance. The techniques for design optimization
proposed so far are also usually based on expert systems [81], genetic algorithms [204], particle
swarm optimization [139], or other metaheuristic approaches and exact methods (such as
e.g. branch and bound) [195]. In the offshore technology there are numerous examples of
using optimization techniques to design structures or control related processes [44, 220, 248,
331]. In general, both everyday life and more complicated industrial cases involve optimization
challenges – they range from easily solvable tasks to complex combinatorial problems [118,
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123, 127, 148, 173, 283]. Even though mathematical programming models and optimization
techniques have been widely used in many industrial applications [214, 292, 300, 356], much
less work has been reported in using these tools in optimization of electrical actuation systems,
especially in the offshore drilling industry [170]. The need to strengthen the expertise regarding
design procedures and system analysis of the equipment which uses VFDs and induction motors
is addressed in Chapter 10 where we introduce a method which aids the design of electric
drivetrains and allows to choose optimally dimensioned powertrain components.
Successful application of design optimization methods, however, requires that all relevant
information about load types and their magnitudes, as well as other design specifications and
constraints are available [23, 67, 314]. In reality, the process of collecting these essential data
is problematic, since design specifications are often influenced by factors that are burdensome
to be specified a priori (e.g. friction or transient overloads). For topside drilling equipment,
the occasional peak loads might lead to temporary loss of machine performance which may
pose a threat to platform personnel. Therefore, it is particularly important to investigate these
irregular scenarios in order to accurately determine the torque/force demand on actuation
system rather than use rules of thumb and imprecise safety factors to account for intermittent
overloads and friction. The information about the exact load profiles that must be withstand by
the powertrain is critical for effective design process and to find an optimal solution. Although
there are examples of online torque prediction [87, 263, 357], to the best of our knowledge, not
much activity has been reported in oﬄine estimation of load torque levels for offshore drilling
machines. Thus, Chapter 7 proposes to fill this gap and presents a method to identify the
required torque of a motor operating in offshore drilling equipment by performing scaled-down
tests on an experimental setup and its virtual model.
2.3.3 Motion Control
Offshore drilling equipment is typically designed to handle high loads in harsh conditions. Be-
cause of potential risk factors, safety of offshore rig personnel is a top priority when planning
functions of machinery and its layout on the drill floor. Therefore, it is of key importance to
eliminate as many unexpected situations as possible when designing offshore machines. How-
ever, practical experience shows that some factors which influence performance of offshore
drilling equipment are difficult to detect early in the design process. One of such examples is
saturation of induction motors in transient state. Even though the maximum mechanical load
is one of the criteria to consider when selecting components of electric drivetrains, in some
exceptional cases the motor might not provide enough torque to compensate for the intermit-
tent loads because of magnetic saturation effects. Solving this problem is not only related to
definition of realistic design requirements but also to selection of appropriate trajectories that
are used to control the offshore drilling equipment. According to [281], it is important that
machine motions be smooth without any unwanted variations in the movement. Jerk (deriva-
tive of acceleration) directly influences and ensures smooth motion of a mechanism. Limiting
its value is a well established strategy which reduces wear of equipment and improves tracking
accuracy and speed. A trapezoidal velocity profile, which is popular among various industries
because of its simplicity and straightforward implementation, is inherently associated with an
infinite value of jerk. This has a negative impact on loads experienced by actuation systems
where such a reference trajectory is used. In particular, infinite value of jerk is one of the
reasons for excessive IM overload – and in some cases – saturation.
Some work has been done in the areas of thermal monitoring of induction motors [38] and
improving their lifetime by using thermal model overload protection [290]. Similarly, overload
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monitoring has been proven to be an effective tool to detect faults in induction motors as well,
according to e.g. [237]. Induction motor failure analysis is a topic which is particularly relevant
for oil and gas industry, since, as described in Chapter 3, the business moves towards all-electric
drilling equipment and reliability-based maintenance. According to surveys presented in [50]
and [335], stator winding and bearing are identified to be the components of an induction
motor which are most prone to failures – see Fig. 2.4. Damages to the stator winding are
mainly caused by overheating and deterioration of thermal insulation, whereas fatigue and
vibration are primary reasons for bearing faults.
51%
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Figure 2.4: Distribution of failed components in an induction motor [271] – reproduced from [50].
There are many studies in the literature concerned with damage of structures, actuators
fatigue and vibration mitigation – for instance [244, 296, 364] and the references therein.
Particularly, evaluating an influence of motion profiles and the associated loads on drivetrain
components has been popular in automotive applications [72, 199, 240]. Similar efforts are
pursued nowadays with a special emphasis on propulsion systems and charging strategies for
electric vehicles, as explained in [187] and [239]. Experiences from the renewable energy
market, especially from the energy conversion systems [217], fault diagnostics and prognos-
tics [175], and fatigue estimation methods of wind turbines [94] are also relevant for the
offshore drilling equipment. Some techniques and methods could easily be adopted from both
the automotive and wind energy applications and implemented to solve similar problems ex-
perienced by drivetrains of offshore drilling machines. There is evidence that selection of an
appropriate motion profile for a powertrain can either solve or partially mitigate problems as-
sociated with fatigue damage and vibrations without the need to implement costly condition
monitoring systems or redesigning drivetrains [231, 246, 247].
Therefore, Chapter 9 focuses on bearing faults and proposes a method to evaluate, and
possibly reduce, damage caused to bearings in drivetrains equipped with induction motors.
Four popular motion profiles are compared to benchmark their influence on both fatigue dam-
age and vibration severity. The aim is to formulate the guidelines for systematic selection of
reference input signals for motion control systems of industrial equipment. Even though the
proposed methods and tools are well-known, the practical experience shows that they are not
frequently used when designing drivetrains for offshore drilling applications.
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2.3.4 Thermal Performance
As discussed in Section 1.1, the number of electric motor drives in industrial applications
constantly grows. According to [342], despite reliability and successful operation of induction
motors, their annual failure rate is estimated to be 3–5 % up to even 12 % in harsh applications.
Statistics show (still up to date [238]) that motor bearing and stator winding insulation are the
two components which fail the most frequently – see Table 2.1. The major reason of stator
IEEE study EPRI study Average
Failure contributor [%] Failed Component [%] [%]
Persistent Overload 4.20 Stator Insulation 23.00
Normal Deterioration 26.40 Turn Insulation 4.00 Electrical
Bracing 3.00 Failures
Core 1.00
Cage 5.00 33
Electrical Total 30.60 Electrical Total 36.00
High Lubrication 15.50 Sleeve Bearings 16.00
Poor Lubrication 15.20 Antifriction Bearings 8.00 Mechanical
Thrust Bearings 5.00 Failures
Rotor Shaft 2.00
Rotor Core 1.00 31
Mechanical Total 30.70 Mechanical Total 32.00
High Ambient Temp. 3.00 Bearing Seals 6.00
Abnormal Moisture 5.80 Oil Leakage 3.00 Environmental,
Abnormal Voltage 1.50 Frame 1.00 Maintenance
Abnormal Frequency 0.60 Wedges 1.00 &
Abrasive Chemicals 4.20 Other
Poor Ventilation 3.90 Failures
Other Reasons 19.70 Other Components 21.00
Environmental & 38.70 Maintenance & 32.00 36Other Total Other Total
Table 2.1: Motor reliability and major causes of failures [276] – adapted from [238].
damage is insulation failure, which is related to excessive heat and insufficient cooling. It
is estimated, that particularly in offshore applications overheating and insulation breakdowns
cause more than 30 % of all stator winding failures [335]. Since downtime in operation
is often more expensive than motor drive replacement (especially in the offshore industry),
proper protection is required to prevent drivetrain failures and to ensure both the safety of
personnel and production objectives.
Motor thermal protection has been an important aspect of condition monitoring of electric
actuation systems – see for instance [51] and [62] and the references therein. Currently, there
are numerous examples of estimation of motors’ lifetime expectancies based on their thermal
performance [63], application of motor thermal protection strategies [222], thermal modeling
of electric drivetrains [41, 347, 367], or design optimization driven by the need to reduce
thermal overloads [52]. There are also examples of using a thermal analysis-based approach to
design electric drivetrains – see for instance [158], or to derive the parameters of a first order
thermal model of an induction motor drive using thermal limit curves – see for instance [370]
and [371].
Since efficiency of a typical induction motor is in the range of 0.82–0.97 and that of a
frequency converter 0.97–0.99 [6], thermal losses are inherently present in these machines
and decisively affect their performance. According to [149], most induction motors produced
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nowadays tend to be totally enclosed with a fan mounted on the shaft for self-ventilation. The
internal air circulation, however, is not sufficient to allow them to operate continuously at low
speeds without overheating. Hence, even though the VFD is able to make the motor deliver full
torque at low speeds, such operation is not recommended without using an external cooling
system. Heat management of industrial motor drives is therefore an important and broad
research topic – see for instance [48, 165, 340, 345, 370] and the references therein. Especially
manufacturers of electric motor drives recommend using guidelines based on thermal loadability
when selecting components of industrial electric drivetrains [2, 10, 13, 146, 297, 310, 315].
These instructions are often provided in the form of the so-called loadability curves that
illustrate the allowable motor torque at particular values of speed.
However, as far as we know, there is limited work done in the area of thermal modeling of
motor drives based on these loadability curves. Although they are easily accessible in catalogs
and are among fundamental design constraints of electric drivetrains, they are not sufficient
alone to assess the duration of permissible overloads that a powertrain can withstand. Since
one of the main design criteria is to prevent motor drives from reaching thermal protection
limits [146], this has a critical impact on designing tailor-made electric actuation systems.
Therefore, a technique based on the loadability curves to estimate motor temperature rise
under various operating conditions and ambient temperatures is formulated in Chapter 11 in
order to verify if a given drivetrain design does not violate the thermal restrictions specified in
the IEC standard [154].
2.4 Modeling and Simulation of Drilling Equipment
The offshore drilling equipment produced nowadays is characterized by high level of techno-
logical sophistication, high price and low production numbers [213]. Constructing full-scale
prototypes of such machines is obviously too costly, which requires that the manufacturers
have enough experience and skills to design and develop them without performing experi-
ments on-site [31]. This, in turn, puts a lot of pressure on design engineers to correctly choose
(early in the design phase) between such contradictory objectives as reliability, capacity, per-
formance, and cost of the produced equipment. Therefore, virtual modeling tools that allow
to test, redesign, adjust, and optimize a solution before it is manufactured attract more and
more attention of the offshore industry [104].
Modeling and simulation software aids efforts of design engineers, enables detection of
critical or possibly malfunctioning components of a designed system, and, generally speaking,
improves the quality of the final product, according to [32]. In addition, what drives the more
frequent use of simulation-based engineering techniques is an increasing level of automation
of offshore drilling equipment, as discussed in more detail in Section 3.4.5. Nowadays, it is
widely recommended to first test a developed control system in a virtual simulation environment
against a reliable model, before deploying it on a real-world machine [167]. Hardware-in-the-
loop (HIL) testing methods are recognized as particularly effective to disclose failure effects
caused by software failures and design flaws [80]. According to [279], HIL testing is a dynamic
method of testing of the control system software, where the actual software is executed on its
native hardware. The control system software acts against the simulator which imitates the
behavior of the actual equipment. To fully benefit from using this method, it is necessary to
satisfy at least two contradictory conditions: 1) the model of the real-world machine has to
be accurate (both in terms of inputs/outputs mapping and results fidelity) and 2) it has to be
real-time (RT) compatible (e.g. to enable RT interaction of the human operator). Therefore,
it is important to execute the modeling process wisely and thoroughly to focus on only these
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functions of the system that are really relevant, and to avoid the temptation of modeling as
many details as possible, just for the (apparent and misleading, of course) sake of making the
model more accurate simply by increasing its level of complexity [208].
One of the topics that this thesis touches upon is modeling and simulation of dynamic
mechanical systems based on multibody models [193]. The study of motion of bodies can be
classified into two distinct parts [233]:
• Kinematics – which describes the motion of bodies without reference to the forces which
either cause the motion or are produced as a result of the motion.
• Dynamics – which relates the action of forces on bodies to their resulting motions.
If the forces acting on a mechanical system are known, then the equations of motion can be
solved to obtain the motion of the system [251]. This process is called forward dynamic analysis
or just – forward dynamics. Contrary to that, if the objective is to find the forces that must
act on the system to produce the required motion, such a process is referred to as the inverse
dynamic analysis. Similarly, the kinematic problem usually consists of two sub-problems [196].
The forward (or direct) kinematics problem is to find the resulting motion of the machine
given its actuators’ or – generally speaking – joints’ kinematic presets (e.g. input velocities),
whereas the inverse kinematics problem is to determine the kinematic actuation signals that
make the machine follow a predefined motion profile. Chapter B introduces the relevant
theory and presents a case study of modeling a full-scale offshore pipe handling machine using
both a commercial multibody software and analytical methods (aided by numerical solving
software). The focus is to present the mathematical background that allows to create models
of mechanical systems from scratch to double-check and troubleshoot potential glitches that
might occur when using software products available on the market.
2.5 Mathematical Programming
This Section gives a general outlook on optimization techniques, introduces their common
classification methodologies, and discusses two applications of these tools that are dealt with
in this thesis.
Examples of optimization can be found virtually everywhere [253]: from portfolio creation,
through engineering design, to reaching equilibrium in physical systems. Optimization tech-
niques enable to solve problems in the domains of decision making and analysis of physical
systems. Fundamental notions related to optimization methods are:
• objective – measure of the performance of a considered process/system/phenomenon/de-
sign, etc.; the goal is to achieve the best possible one,
• variable – characteristics of a system; the goal is to find these that minimize/maximize
the objective,
• constraint – restrictions on variables; e.g. bounds on the required power of a motor,
• modeling – mathematical formulation of the considered system in terms of objectives,
variables, and constraints; often the most critical step,
• algorithm – a method for finding an optimum of the given model; there are differ-
ent algorithms (usually available nowadays as software products) for different types of
optimization problems.
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Remark 2.1. The historical term from the 1940’s, “mathematical programming”, is still often
used when referring to “optimization”, according to [253]. Therefore, this thesis follows the
convention of [253] and whenever calling an optimization problem a mathematical (or linear,
quadratic, etc.) program, the intention is to retain this historical meaning rather than to evoke
in the reader connotations with computer software.
2.5.1 Brief History
The following events can be attributed to the development of the field of (linear) optimization,
according to [316]: formulation of the method for solving systems of linear inequalities by
Jean-Baptiste Joseph Fourier in 1827, research on resource allocation problems by Leonid V.
Kantorovich in 1939, and work on linear optimization models in economics by Tjalling C.
Koopmans in the 1940’s (Kantorovich and Koopmans received the Nobel Prize in economic
sciences in 1975 for their work). Actually, the problem of minimizing the cost of food to
meet certain nutritional requirements is considered to be some of the earliest applications of
linear programming techniques. It is also called the “Stigler Diet” problem named for George
Stigler who also posed this question in 1939 to address the army’s nutritional difficulties to
feed soldiers at minimum cost [321] (the work of Kantorovich remained unknown in the West
for several years). Stigler, however, solved this problem using heuristic techniques due to lack
of satisfactory algorithms to deal with linear programs. It was not until 1947 when Dantzig
developed the method, called simplex, for solving such problems and Laderman applied it to
solve the original Stigler problem [92]. Interestingly, the initial Stigler’s solution of 39.93 $ per
year was very close to the optimal Laderman’s solution of 39.69 $ per year. The computational
effort of the latter one, however, was tremendous and amounted to 120 man-days using hand
operated desk calculators [36]. The first software tools to solve optimization problems became
available on the market at the end of the 1960’s (some of the well-known companies are e.g.
CPLEX and GUROBI co-founded by Robert Bixby later on).
2.5.2 Categories
Optimization problems can be classified according to properties of objective and cost functions,
as well as the type of optimization variables, as described in [253]. A comprehensive explanation
of each of the category listed below can be found in textbooks on optimization techniques,
e.g. [53, 60, 253].
Continuous vs. Discrete
In some applications, the decision variables do not make sense if they are continuous, e.g. the
number of shops to be opened (or a decision whether to open a shop at all). These problems
are referred to as integer (or binary) programming problems and are separately discussed in
Section 6.4. In general, continuous problems are considered to be easier to solve because
information about the objective and constraints at a given point can be used to extract similar
information about the vicinity of that point, as far as smooth functions are concerned. On the
contrary, this is not applicable to discrete problems because two feasible points might drastically
differ in terms of objective and constraints, even though they do not differ significantly in some
other sense.
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Constrained vs. Unconstrained
If there are no restrictions on optimization variables, such problems are called unconstrained.
They might either be used to directly describe some practical problems (e.g. least-squares ap-
proximation) or to reformulate constrained optimization problems by removing the constraints
and appropriately modifying the objective function. Constrained optimization problems, on
the other hand, exhibit some limits on decision variables – they can either take the form of
simple bounds or more complex relationships.
Global vs. Local
An ideal scenario for solving an optimization problem is to determine the global optimum,
i.e. the solution that has the lowest objective function value among all feasible solutions.
An important feature of convex programming problems is that all local solutions are global
solutions as well. However, in many applications, finding a global optimum is difficult and not
always possible. Especially, the general nonlinear problems might have local solutions that are
not globally optimal. In practice, it is common to define the acceptable approximation limits
for the local solutions and let the optimization algorithms find them numerically.
Convexity
The property of convexity is particularly important in optimization, as the convex optimization
problems are considered to be effectively solvable in practice. The major challenge related
to convex optimization is the ability to recognize convex optimization problems or these non-
convex problems that can be reformulated into the convex ones. The focus of many research
works is to develop effective methods for arriving at convex optimization problems, since this
step is often critical to solve an original problem. In particular, solving nonlinear convex
optimization programs is not yet a mature technology, however, it is expected that within a
few years the consensus will be reached regarding the best method/methods [60]. Convex
optimization programming and all related definitions are thoroughly discussed in Section 6.2.
Stochastic vs. Deterministic
In case where the model depends on parameters that are uncertain or not known at the time
of formulation of an optimization problem, instead of approximating their values, it is often
worthwhile to use additional information about the model and quantify parameters’ uncertainty.
Stochastic optimization deals with such problems by optimizing the expected performance of
the model. There are two common approaches here: in chance-constrained optimization, it is
assumed that the variables meet the constraints with a certain degree of probability, whereas
in robust optimization, the constraints have to hold regardless of the values of the uncertain
data. On the opposite, the problems which require that the models are completely known are
called deterministic optimization problems and are considered in this thesis.
Multiparametric Programming
Variation of parameters in mathematical programs is typically handled in two ways: by per-
forming sensitivity analysis to evaluate the impact of parameters’ change on the solution and
by utilizing (multi)parametric programming to determine the solution for a range of parame-
ters [53]. The latter approach requires that the optimization problem is solved a number of
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times for varying problem characteristics which can be translated into the dependence of the
cost function and/or the constraints on the parameters that become additional inputs to the
optimization problem [363]. The challenge is to establish relationships between the cost/con-
straint functions and the parameters, however, once it is done, this technique can be applied to
solve a number of practical problems with optimal control of discrete-time dynamical systems
or model predictive control (MPC) being some of the most typical examples ([53] and [258]).
Single- vs. Multiobjective
It often occurs in practice that an optimization problem is characterized by more than one
objective function, e.g. simultaneous minimization of cost, volume, mass, and energy con-
sumption of a designed machine. In order to solve such problems, it is essential to understand
relative importance of different (often contradictory) objectives and quantify the associated
trade-offs. Usually, there is no unique solution to such problems and the concept of noninferi-
ority [360] (also referred to as Pareto optimality [71]) is used to define a front of points that
cause improvement in one objective at the cost of degradation of another [224]. There are dif-
ferent techniques for solving multiobjective optimization problems (see e.g. [224] for a review
of some common algorithms), however, the scope of this thesis is to focus on single-objective
applications.
2.5.3 Applications
Optimization techniques have been used to solve a huge variety of practical problems and
the list of applications is continuously growing [60]. The two trends when using optimization
are either to consider it as an aid in decision making (which eventually still has to be made
by a human) or let the embedded optimization algorithm perform necessary actions with no
or limited human intervention. The latter field has recently flourished and become especially
popular in automatic control applications, according to [102] and [103]. The list of areas
where optimization techniques are used is impressive, with some of the most representative
industries and applications being ([60] and [253]):
• Transportation – crew scheduling, fuel allocation, airport traffic planning, vehicle routing.
• Finance – portfolio selection, stock exchange operations, lease analysis.
• Process industries – plant logistics, expansion planning, chemical blending.
• Manufacturing – inventory management, job scheduling, production organization.
• Agriculture and forestry – farm land management, planting and harvesting models, pric-
ing models, product distribution.
• Oil and gas/mining – sourcing and transportation logistics, production scheduling, op-
eration management.
• Public utilities – electric power distribution, power generator scheduling, water resource
management.
• And many more . . .
The two application areas of optimization techniques identified in [60] and particularly relevant
for this thesis are device sizing and data fitting, as discussed in more detail in Chapters 5 and 6.
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Device Sizing
Equipment dimensioning is a task of choosing the right parameters, sizes, or components of a
system/product/machine, etc. In such applications, the variables can represent e.g. a set of
available parts that can be selected from the catalogs, and the constraints can describe various
engineering requirements, such as allowable torque or power levels, operating hours per day,
or other specifications that must be met to achieve design goals. Usually, the objective is to
minimize the cost of initial investment, however, some other typical goals might be to optimize
the power consumption or keep the device as small as possible [60].
Data Fitting
Another popular example of using optimization methods is to establish a model, from a set
of potential models, of a system/phenomenon/proces, etc. based on a collection of measured
data. The variables of such a mathematical program are the parameters of the model, whereas
the constraints normally represent the desired limits on the parameters or prior system infor-
mation [60]. The cost function to be minimized is the discrepancy between the measured data
and the response estimated by the model.
2.5.4 Artificial Intelligence Methods
One of the common difficulties related to solving optimization problems is that many real world
phenomena or systems cannot be easily represented by reliable optimization models [60]. In
addition, the time required to find a solution of a complex mathematical program might grow
exponentially with the size of the problem [39]. Therefore, it is important to select appropriate
numerical methods for solving optimization problems to mitigate the computational effort of
the available hardware. The popular iterative algorithms (such as simplex, gradient, interior
point, or branch and bound) permit to solve the optimization problem exactly or approximately
with a possibility to assess the quality of the solution. Even though in many cases using them
would be favorable, they might not be the best choice when solving complex and large-scale
problems because of huge demands on computational power and time, the need to formulate
an exact model of the considered problem, and troublesome implementation [60]. Therefore,
the other approaches for solving optimization problems also receive substantial attention in the
literature, especially the methods based on metaheuristics (e.g. evolutionary algorithms [319]
or particle swarm optimization [216]) and artificial intelligence (e.g. expert systems based on
“if-then” rules [136]), as they are known to tackle the above limitations, however, at the cost
of no guarantee on solution’s optimality.
Artificial Neural Networks
Artificial intelligence (AI) is understood as a merger of information technology and control
engineering with an ultimate goal to resemble human intelligence [66]. Intelligent behavior is
associated with such skills as the ability to adapt, learn new things, and establish complex re-
lationships [353]. Some of the most prominent examples of the developed artificial intelligence
methods are [353]:
• Artificial neural network (ANN) – developed since the 1940’s [130], the method is in-
spired by the complexity of human brain. Basic building blocks (neurons) are intercon-
nected with each other and form various architectures to mimic behavior of modeled
systems.
27
2 Theoretical Background
• Support vector machine (SVM) – first proposed in 1992 [59], this technique is based
on statistical learning and its objective is to estimate unknown dependencies between
inputs and outputs from a set of exemplary data.
• Adaptive neuro-fuzzy inference system (ANFIS) – based on fuzzy logic introduced in the
1960’s by Zadeh [361], it combines fuzzy logic and neural networks by using linguistic
variables and structure of layers to approximate complex functions [368].
Artificial neural networks (ANNs) are considered to be one of the most popular tools among AI
methods [66]. They find wide range of applications, especially in pattern recognition, market
forecasting, estimation of process variables, engineering design, or – in general – optimization,
in various industries such as automotive, finance, manufacturing, transportation, and many
others [130].3 Due to the inherently parallel operation of particular neurons, ANNs are easy to
implement on modern graphics processing units (GPUs) that enable massive parallel compu-
tational power which, in turn, significantly speeds up the training process of the ANNs [203].
ANN’s Architecture
Neurons of a network can be arranged in different patterns. It is common to group a few
neurons in parallel, in a so-called layer, and connect them with the neurons in other layers. The
number of neurons in the input layer is determined by the number of problem inputs, whereas
the number of neurons in the output layer is equal to the number of problem outputs [130].
If all neurons in a given layer have connections with all neurons in a subsequent layer, such a
network is called a fully connected multilayer network [66]. Normally, selection of the number
of neurons and hidden layers (i.e. these between input and output layers) affects network’s
performance and is considered to be more art than science, however, there exist some rules
of thumb and general recommendations for this subject that can be checked by the interested
reader in textbooks on artificial neural networks, e.g. in [130]. The two common architectures
of ANNs are called feedforward neural network (FNN), in which the information is propagated
in the forward direction only, and recurrent neural network (RNN), which contains feedback
paths and allows to store information for later use [66]. FNNs are commonly applied to solve
parameters estimation or approximation problems [29], whereas RNNs deal effectively with
speech/writing recognition or text generation [203].
ANN’s Learning
Learning of a neural network is the process of selecting weights and biases of its particular
neurons with the objective to achieve the best convergence of the network’s response to the
desired output [66]. The two broad categories of neural network learning rules are supervised
and unsupervised learning. In supervised learning, the network outputs are compared to the
target (desired) values for a given set of inputs and the weights and biases are adjusted
such that the network’s response is moved closer to the desired output [130]. The back-
propagation algorithm (BPA), which is one of the most popular training techniques, falls
within this category. On the other hand, in unsupervised learning, no feedback information
is used to update the network’s parameters [66]. Even though this approach might seem
impractical at the first glance, there are algorithms which adopt it and solve such practical
problems as, e.g. image compression or speech recognition, by categorizing the input patterns
into a finite number of classes [130].
3. The list of applications of ANNs presented in [130] is actually quite similar to the one shown in Section 2.5.3
for general optimization problems.
28
2.5 Mathematical Programming
ANN’s Simulation
An important characteristic of a neural network trained using BPA is that no knowledge about
the process or system it represents is required [66]. Therefore, ANN-based modeling and
estimation techniques are considered to be “black-box” methods, since the network learns
from the provided information rather than from analytical modeling. As a result, the network
can be used to predict values of parameters or time-series data for a set of inputs that is
different from the one used in the training stage. This feature makes ANNs particularly useful
to deal with highly complex and/or nonlinear systems that are difficult to be modeled entirely
from previous knowledge and physical insight [207], as presented in Chapters 6 and 7.
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3 Review of Hydraulic and Electric
Actuation Systems
This Chapter presents a survey on actuation systems encountered in offshore drilling appli-
cations.4 Specifically, it focuses on giving a comparison of hydraulic and electric drivetrains
along with detailed explanations of their advantages and drawbacks. A significant number
of industrial case studies is examined in addition to the collection of academic publications,
in order to accurately describe the current market situation. Some key directions of research
and development required to satisfy increasing demands on powertrains operating offshore
are identified. The impact of the literature and application surveys is further strengthened
by benchmarking two designs of a full-scale pipe handling machine presented in Section A.3.
Apart from other benefits, the electrically actuated machine reduces the total power consump-
tion by 70 % compared to its hydraulically driven counterpart, as shown in Section A.3.2. It
is concluded that electric actuation systems, among other advantages, in general offer higher
efficiency and flexibility, however, in some specific applications (such as energy accumulation
or translational motion control) hydraulic powertrains are favorable.
3.1 Introduction
3.1.1 Historical Perspective
Electrification of onshore drilling rigs started in the 1930’s [295]. The overall trend back then
was to shift from steam power to internal combustion engine power. However, despite the
substantial cost of the equipment and the general fear of electricity that existed then, in several
cases DC transmission was used [293]. The reason for internal combustion engine fitted rigs to
become prevalent was their portability and improved efficiency, as compared to steam power
solutions. The situation changed in the 1950’s due to a significant number of new offshore
locations. Placement of machinery in such applications was dictated by vessel design and did
not allow for such flexibility as for conventional land rigs, hence it excluded both steam power
and internal combustion engines. What solved the problem was to apply locomotive traction
type direct current (DC) equipment which paved the way for future development of electrified
drill rigs, as reported in [323], for instance. Initially, the generator was placed onshore and
the electrical power was transmitted to the platform via submarine cable. Since then, many
improvements have been made in designing optimized electric power systems for drilling and
production platforms [83].
The history of electrification in the offshore drilling industry begins in 1947 when the first
offshore platform was installed off the coast in Louisiana in 8 m of water [322]. Although
at that time the need for electrical systems was limited (e.g. to navigation systems), further
4. This Chapter is reproduced (with minor changes) from publication [265].
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discoveries of oil and gas led to location of platforms further offshore. This in turn necessitated
an increase in electricity generation on platforms to meet growing requirements to include
living quarters and associated amenities (cooking, air conditioning, lighting, etc.) offshore.
Traditionally, starting from the 1950’s, gas turbines or engines were used for power generation
and – by coupling to mechanical drives – for load handling [346]. An alternative approach is to
use electric power to supply machinery which manipulates the payload and to apply a separate
energy source (typically gas turbines) for power generation. This solution is the most popular
nowadays. Normally, actuation types which take advantage of electric motors are variable
frequency drives (VFDs) and hydraulic drives, as described in [346].
3.1.2 State-of-the-Art
The idea to use gas turbines as prime movers to turn alternating current generators which drive
all major drilling components of offshore rigs has a well-proven track record in the industry [18].
Traditionally, the solution that provided for speed control was to apply a fluid coupling, i.e. a
hydro-kinetic device with a primary rotor (a pump to add energy to the fluid) connected to the
power source and a secondary rotor (to extract stored energy from the fluid) connected to the
driven machine [22]. This solution, referred in this thesis to as a hydraulic actuation/drivetrain,
owes its popularity to a number of factors. According to [166], fluid power systems are capable
of providing high forces at high power levels simultaneously to several actuating locations in
a flexible manner. This results in higher torque/mass ratios than those available from electric
motors, particularly at high levels of torque and power [33]. Another advantage of a hydraulic
actuation system is that any heat generated at the load is automatically transferred to another
location away from the point of heat generation by the hydraulic fluid itself and effectively
removed by means of a heat exchanger [347]. These features together with total automation
capabilities and accessibility as well as explosion proofness made hydraulic drives a primary
solution for offshore drilling equipment since the 1960’s.
However, for some applications the disadvantages of fluid power systems are more significant
than their benefits. Due to friction and nonlinearities of valves, variations in fluid viscosity, and
stiffness, fluid power systems are more nonlinear than electrical actuation systems and more
prone to oscillations. These negative factors cause additional difficulties for a control system
design [32]. Other challenges include leakage, noise, or difficulties in synchronization of several
degrees of freedom [31]. Finally, when the necessary accessories are included, fluid power
systems might be by far more expensive and less portable than electrical actuation systems. In
the past it was not possible to replace hydraulic actuators by alternating current (AC) drives
due to the limited control features the latter solution offered. Even though when Blaschke
introduced a novel method to control AC motors in [46], it was not an industrially mature
technology yet. Moreover, although DC drives provided sufficient control characteristics, they
were not desired solutions neither due to high cost, maintenance, and risk of spark generation.
Nevertheless, enhanced control strategies of AC motor drives and recent advancements in
power electronics (mainly development of semiconductor switching devices that started in the
1980’s) made VFDs more popular and accessible [97, 120, 263, 336]. Cost-effectiveness of
VFDs and use of convenient power source distinguish them from other types of actuation
systems. They are especially suitable for petrochemical industry, since there is virtually no risk
of electric spark generation or arcing. The main advantages of VFDs are high reliability, high
robustness, easy maintenance, long life and low cost [189, 309, 327]. These are the reasons for
electric powertrains to become increasingly popular in the offshore drilling business. A typical
drivetrain which uses electrical variable speed drives is illustrated in Fig. 3.1.
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Figure 3.1: Conceptual representation of electric actuation system.
3.2 Electric Motor Drives in Offshore Applications
3.2.1 Overview
A number of successful examples shows that oil and gas producing plants may now rely to
a higher degree on electric drives – see for instance [116, 268, 286, 335]. Advantages and
disadvantages of both hydraulic and electric top drive systems with a special emphasis on
their performance and productivity are outlined in [351]. Since in hydraulic actuation systems
energy changes its form more often, their overall efficiency is lower compared to electrically
driven machines. According to [351], for the same top drive application the electrical system
is more efficient by nearly 21 %. In addition, the key to reliability of the hydraulic system is
cleanliness of oil. This of course involves additional expenses on appropriate filtration in both
high pressure and return systems, as well as on a reservoir that will maintain clean oil.
Hydraulic drives take the major lead in applications where high power density is required [261].
To address the issue of generating high power from linear actuators, a concept of a permanent
magnet linear actuator combined with a double gas spring is introduced in [339]. Similarly, a
hammer drilling system driven by a tubular reciprocating translational motion PMSM is pre-
sented in [365]. Gas springs make it possible for the piston to oscillate at high frequency. In
addition, permanent magnets allow to produce large electromagnetic force, which, combined
with large stroke lengths, is particularly useful in drilling applications. A similar concept, based
on magnetic lead screw (MLS), can be utilized in ocean wave power extraction to convert low
speed, high force power to high speed, low force power [143].
A problem of controlling wellhead gate valves by hydraulic actuators is described in [294].
So far, they were operated from a pneumatically powered control panel which used electrically
driven compressors to generate the instrument air. Not only such a solution was found to be
inefficient due to losses associated with energy conversion but it was maintenance intensive as
well. Therefore, an all-electric system that uses electric gate-valve actuators was proposed to
overcome these historical difficulties. It eliminated the risk of leakage of fluid/gas, provided
a clean power source, and made control and response times independent of temperature and
fluid/gas displacement. Conceptually, the all-electric system contains fewer subsystems –
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see Fig. 3.2. Although there are additional accessories that have to be considered with this
solution (e.g. harmonics reduction systems mentioned in Section 3.2.3), the resulting increase
in system complexity is still lower than for the other actuation types. The reason is that this
supplementary equipment does not necessitate extra energy conversion processes and is usually
built-in in commercial products that are to be used anyway (e.g. harmonic filters on VFDs).
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Figure 3.2: Comparison of complexity levels of popular types of actuation systems [294].
Smooth control and relatively silent operation that variable speed AC drives provide is
recognized in shipping and marine sectors as well [305]. Recently, all-electric vessels have
become increasingly popular with dynamic positioning (DP) systems receiving special attention
– see for instance [355] and the references therein. A solution with a variable pitch propeller
and a fixed rotational speed has been the most popular so far. What is more beneficial,
however, is to fix pitch propeller and control the rotational speed instead, since in majority
of cases the thrust needed is minimal (which reduces the shaft speed) [200]. This results in
lower energy consumption, as the electrical systems only require the power that is needed for
the work, contrary to hydraulic drives which normally provide full torque at all speeds, causing
the supply to operate at full power at all times.
As exploration of new offshore oil and gas fields is moving into deeper waters, marine oper-
ations related to development, completions, and production activities require more power and
design of optimal power generation systems ([89] and [221]). Since technology which enables
well control in ultra-deepwater has emerged, there is observed the trend to move all infrastruc-
ture subsea. It was already in the 1990’s when it was recognized that an all-electric control
system for subsea well control would be simpler and less expensive compared to a conventional
electro-hydraulic control system [169]. Some advantages of using this new solution are: higher
flexibility when expanding an existing system, removal of significant environmental, technical,
and economical problems associated with hydraulic fluids, and possibility to develop marginal
fields at large distances from processing facilities. The topic of subsea systems and installa-
tions deserves a closer attention when seen from the perspective of electric powertrains, and
is therefore widely discussed in Section 3.4.4. Another field that is expected to play a key role
in the future and which is related to electric actuation systems is drilling automation [291],
covered in Section 3.4.5.
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3.2.2 Challenges in Design and Operation
One of the challenges that arises with an increased use of electric motor drives in offshore
applications is susceptibility to poor power quality in the form of voltage notches and over-
voltage ringing [140]. Such distortion might lead to failures in other equipment connected to
the power distribution bus. It is therefore important to apply harmonic mitigation techniques
such as filters discussed in [140] and [141] to ensure no power-quality problems. We elabo-
rate more thoroughly on this topic in Section 3.4.1. Similarly, pressure oscillations in wells,
caused by heave motion, present a serious threat to personnel and the environment, and a
risk of a significant economic damage in case of loss of the well. Hence, appropriate vibration
and oscillation mitigation techniques have to be applied to suppress pressure fluctuations [17].
Drilling of complex curved boreholes in order to access unconventional reservoirs of oil and
gas is associated with an additional problem of increased drag losses while drilling. To prevent
borehole spiraling, a model-based control strategy is developed in [192], for instance. Not only
guarantees the method the stable generation of complex curved boreholes, but it also requires
only the limited measurement data.
When designing electric drivetrains, an extra effort should be made to select an appropriate
motor type. Generally speaking, induction motors are the most frequent in use because of their
simple and rugged construction, and simple installation and control [88]. Synchronous motors,
on the other hand, offer slightly higher efficiencies than that of induction motors, especially
at low speed. They are particularly useful in high power and/or low speed applications, and
usually have higher power density compared to induction motors (at the cost of higher price).
Electrically actuated offshore drilling machines are often designed overly conservative, as
discussed in Section 2.3.2. Of course, sensible over-dimensioning to account for unexpected
events which are likely to occur in offshore environment is acceptable. What should not be
tolerated, however, is to over-dimension drivetrain components due to the lack of information
characterizing load conditions. To address this problem, in Chapter 7 an approach is presented
to estimate the required full-scale motor torque using a scaled-down experimental setup and its
computational model. In addition, to reduce conservatism when designing electric powertrains,
a method to optimally choose elements of drivetrains from manufacturers’ catalogs is proposed
in Chapter 10.
3.2.3 Summary
The following main advantages of electric actuation systems are identified for offshore drilling
operations [16] (refer to Section A.3.2 for evidence):
1. Reduced fuel/energy consumption – especially when there is a large variation in load
demand.
2. Less space occupation – increase of rig’s payload due to the lack of hydraulic power
unit (HPU) and extra control elements (valves).
3. Flexibility in location of actuators – electric power is supplied through cables, therefore
an actuator could be placed independently of the location of the power generator.
4. Lowered noise – optimized operation of power generators.
5. Improved control features – accessible speed control of AC motor drives and limited
nonlinearity of the system.
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6. High positioning accuracy – convenient control of motion profiles.
7. No risk of leakages – removal of hoses, pipes, tanks, valves, pumps, etc.
8. Fewer maintenance tasks – no need to replace worn out hydraulic components and to
retune control systems.
9. Regenerative braking – the kinetic energy can be recovered as electricity directly by the
frequency converter.
These benefits have to be, however, weighted up against the following drawbacks:
1. Lower power density – hydraulic actuators develop relatively large forces/torques for
comparatively small devices.
2. Fail-safe brake – in case of power loss, a mechanical brake has to hold the load.
3. Extra components – harmonics reduction systems, transformers, extra cooling, etc.
4. Stall conditions – it is dangerous to operate an electric motor continuously at full load
and low speed.
3.3 Hydraulic Powertrains – Recent Developments
There are many unique features of hydraulic drivetrains pointed out in [234] that are still
relevant when compared to other types of control. The most significant ones are:
1. The fluid carries away the generated heat to a convenient heat exchanger.
2. It acts as a lubricant as well and extends life of drivetrain components.
3. Hydraulic actuators are characterized by relatively large force densities.
4. Torque to inertia ratios are large which results in high acceleration capabilities.
5. Actuators can directly be used for dynamic braking (with relief valves protection).
6. They can be operated under continuous, intermittent, reversing, and stalled conditions
without damage.
7. Higher stiffness results in little drop in speed as loads are applied.
8. Energy storage is relatively straightforward with hydraulic/pneumatic accumulators.
9. Natural damping due to the compressibility of the hydraulic oil. This behavior makes
the hydraulic actuators more tolerant of impact (shock) loads.
Apart from numerous proven examples of using hydraulic powertrains in the offshore drilling
applications – see for instance [30] and the references therein – we would like to discuss
some recent developments and innovative solutions that make hydraulic systems a vigorous
competitor to all-electric drivetrains [254].
An area that attracts significant attention of the industry is the use of VFD-fed IMs in
fluid pumping applications [164]. It is considered to be more efficient solution for achieving
adjustable flow rates compared to old-fashioned (but still popular) method to drive pumps by
36
3.4 Comparative Analysis
three-phase IMs operating at fixed speeds. However, what still might occur at low speeds and
high static heads is that pumps run at efficiencies that are far from the optimum. Therefore,
adjusting the flow rate and total head within the best efficiency region of the pump by using
appropriate induction motor control strategies becomes a challenge [172]. Additional design
factors such as serial or parallel connections of pumps and motors have to be considered to
achieve the best possible system performance [245]. Some other recent innovations to achieve
low-cost, low-maintenance, and high-efficiency hydraulic solutions, involve fast switching digi-
tal valves [299], robust control of hydraulic linear drives [307], or optimal design of hydrostatic
transmissions [278].
Finally, the conventional drilling rigs are known to waste the deposited potential energy dur-
ing hoisting/lowering operations and active/passive heave compensation. However, there are
efforts to store this energy in the form either available as pressure boost in hydraulic systems
or electricity induced during regenerative braking [211]. So far, the capabilities of hydraulic/p-
neumatic accumulators are superior to energy storage options that modern battery systems
offer [40]. Especially, when offshore operating conditions characterized by high loads/inertias
and heave motion are considered.
3.4 Comparative Analysis
Some of the additional aspects that might affect selection of an actuation method (hydraulic
vs. electric) are discussed below. The list is by no means complete, however, it highlights
some of the supplementary factors which should be considered and which are different from
the indicators and features discussed in Sections 3.2 and 3.3.
3.4.1 Safety and Environment
Actuation systems that provide for high fuel efficiency and lower emissions are preferred nowa-
days to mitigate the greenhouse effect and address environmental concerns of governments
and various agencies [181]. Standard HPUs which supply fluid flow in hydraulic actuation sys-
tems are known to have higher power demands than all-electric systems. This results in higher
energy consumption and CO2 emissions [325]. The effect of reduced environmental footprint
is more pronounced for applications utilizing VFDs when operating at load conditions different
than the rated [182]. Hence, variable speed electric drivetrains not only improve efficiency
of driven equipment and allow for continuous process control over a wide range of speeds,
but also decrease the emissions of greenhouse gases [358]. In addition, the problem which
completely disappears in applications involving the use of electric powertrains is leakage from
hydraulic pipes, hoses, pumps, etc. [294].
According to [287], the major sources of noise on drilling rigs are ventilation ducts, genera-
tors, hydraulic pumps, and the drawworks on the rig floor. The study revealed that the noise
in offshore applications is a complex issue both in terms of vibration and structural noise as
well as personnel noise exposures. It is therefore essential not only to install acoustic panels or
enclosures in highly sensitive areas (e.g. to protect personnel in their living quarters), but also
to substitute/upgrade equipment producing too much acoustic emission. Replacing hydraulic
drivetrains or moving them away from personnel working areas is identified as a key factor
in [287] to improve noise control on offshore production platforms and drilling rigs.
Additional critical safety issue related to an increasing use of electric drives in marine ap-
plications (e.g. electric propulsion or offshore drilling operations) is harmonic distortion [142].
Since VFDs draw current in a nonlinear or sinusoidal manner, they can introduce excessive
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levels of both current and voltage harmonics. Harmonics are dangerous especially in oil re-
fineries and oil production platforms, i.e. in zones 1 and 2 of explosive atmospheres ([155]
and [156]) described thoroughly in Section 5.1.2. Degradation of bearing lubrication caused by
rotors overheated by harmonics might lead to frictional sparking. Similarly, a risk of explosion
increases as quality of shaft seals decreases. Therefore, specific requirements are given in
the standards in an attempt to protect against this risk and to keep voltage distortion below
acceptable levels, as shown for instance in [15, 100, 153, 154]. Typically, the techniques to
mitigate total harmonic voltage distortion (THDv) involve application of filters or active front-
end (AFE) drives which became a common industrial practice [235]. Finally, to ensure safe
load handling/parking in case of loss of electrical power, proper brake mechanisms have to
be applied. Traditionally, mechanical friction brakes that are costly and require maintenance
have been used for AC motor drives [176]. They are a well-proven solution still used in many
industrial applications [186]. On the other hand, drive-by-wire systems without mechanical
backup become increasingly popular in automotive and aerospace industries [159]. They are
based on a number of redundant control systems that transfer electrical commands to elec-
tromechanical actuators, resulting eventually in a scheme that is usually not fail-safe but has
fault-tolerant properties. In this regard, hydraulic actuators are more convenient to operate,
since it is enough to design a fail-safe circuit which ensures that the actuator (e.g. a hydraulic
cylinder) will stand still in case of a hydraulic line rupture or power loss [284].
3.4.2 Cost and Maintenance
In [311], an individual cost of major parts of various transmission systems is compared. Already
in 1951, for a rig under question, the electric transmission turned out to be slightly more cost-
effective than the widely spread mechanical drives. In addition, the cost of initial investment
did not indicate the maintenance savings that result from the reduction of engine shock loads
or overload, and the elimination of many chain drives and clutches. Similarly, such intangible
effects on drilling costs and safety of operation as simple control, the ability to meter all loads,
or the reduction of engine noise at the derrick floor were impossible to be accurately assessed
but they generally speak in favor of electric transmissions.
Nowadays, the initial investment of electric and hydraulic drives in offshore drilling appli-
cations is in most cases comparable. There are of course some examples when one solution
is cheaper than the other [351]. However, given an increasing number of electric actuation
systems in various industries [84], it is expected that the cost of variable speed drives, motors,
and associated power electronics systems will further decrease. For instance, in [294], it is es-
timated that the total cost savings for an all-electric system controlling well production exceed
200 000 $ per well compared to the traditional pneumatic/hydraulic system. The savings that
are not included in this amount come from reduction of maintenance and service personnel
and are difficult to be precisely assessed.
Similarly, there is evidence that all-electric systems are more compact and flexible than their
hydraulic counterparts [30]. This directly translates to cost savings, since, according to [83],
platform deck area is valued at approximately 600–6 000 $/f t2, depending on the platform
location, and for every pound in weight saved, 1–5 $ of structural material is saved. Serious
maintenance tasks require stopping platform production. The cost of this operation ranges
from 37 500 $/h for small Gulf of Mexico platforms to 187 500 $/h for large North Sea
platforms. It is therefore essential to limit service and maintenance activities to an absolute
minimum – something that is within the reach when using all-electric solutions.
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3.4.3 Arctic Operations
According to [85], shrinking global energetic supplies and a continuously growing demand on
all kinds of fuels (especially on crude oil, natural gas, and oil-products) brought attention
of international community to an enormous hydrocarbonic potential of the Arctic. Despite
temporary interruptions and market difficulties, fossil fuels remain the dominant form of global
energy, accounting for almost 80 % of total energy supplies by 2035 [61]. In particular, the
global oil demand is predicted to increase by almost 20 Mb/d (millions of barrels per day)
within the same time period. The Arctic Ocean is ranked at the first place among all global
waters with respect to presence of oil and gas resources [372]. It is estimated that in the
Arctic there is 25–30 % of global deposits of natural gas and 10–15 % of global deposits of
crude oil. Drilling activities have already started in Pechora [282] and Barents [359] Seas, just
to name the two most famous examples. Therefore, the Arctic Ocean is definitely going to
play a key role in the near future when it comes to the shape of the global energy outlook.
Oil and gas production in the Arctic depends on a complex set of variables [133]. Harsh
winters with extreme temperatures and year-round ice represent highly challenging conditions
for the oil and gas industry. A few more factors that make drilling in the Arctic particularly
difficult are: thick ice cover present for 4–12 months per year, frequent storms and strong
gales, low temperatures reaching from −20 ◦C to −60 ◦C , high seismic activity, and floating
ice floes capable of destroying virtually every offshore installation. On top of that, governments
are not willing to give out drilling licenses without proper consideration of the environmental
impact of drilling in highly sensitive regions. Therefore, it is strongly recommended that the
petroleum enterprises in the years to come invest in technology which makes exploratory drilling
less difficult, more cost-effective, and environment friendly.
As already mentioned in Section 3.2, AC motors controlled by VFDs are characterized by
improved control features, reduced energy consumption, higher reliability over time, as well as
minimal routine and preventive maintenance. These features, together with lower emissions
and eliminated risk of oil leakages to sea water, cause VFDs to have a better impact on the
environment, and directly correspond to the above mentioned strict requirements for actuation
systems which are to be used in the Arctic environment.
3.4.4 Subsea Infrastructure and Control Systems
The trend of moving the production into deeper water and areas with hostile weather condi-
tions has been recognized already in the 1970’s [303]. Operation of control valves in subsea
equipment, such as blowout preventers (BOPs), satellite trees, and complex manifold systems,
requires suitable control systems. In addition, extra signals, such as production pressures and
valves positions, have to be made available to control system so that it can detect adverse
conditions and perform its automatic shut-down in case of serious failures. Normally, the fol-
lowing subsystems are needed for a successful operation of a subsea control system: hydraulic
power, communication, and electrical power. In the beginning of the 1980’s there were no
known examples of application of electrical energy to directly operate subsea systems, accord-
ing to [285]. This, however, has completely changed over 2–3 decades. For instance, the first
all-electric subsea system in the Dutch sector of the North Sea has been already in operation
in the 2000’s [14]. A few reasons for electric actuation systems to become dominant over
traditional hydraulic solutions in subsea equipment are: increased precision, increased energy
efficiency, fewer converting processes, reduced risk of pollution, less potential failure points,
smaller footprint, short response time, improved operability, extended monitoring possibilities,
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and enhanced maintenance, with the only drawback being identified as the limited track record.
This, however, can be justified by the relatively new state of technology, and – given many
advantages this solution offers – is going to change in the future. In addition, the overall
trend is not only to replace/supplement the existing hydraulic subsea control systems with
all-electric actuators but to move the production facilities from the sea surface into seabed,
as mentioned e.g. in [1]. The electric actuation systems will certainly play a key role in such
facilities operating in the Arctic, given the challenges described in Section 3.4.3 [135].
3.4.5 Drilling Systems Automation
The level of automation in the drilling industry is still relatively low compared to other indus-
tries. It was only in the last decade when significant amount of research and development
initiatives have been started in this field [64]. Automation can be defined as reduction of work-
load of human operators by introduction of control systems and information technology. It
goes one step beyond mechanization which only replaced human power by mechanical power.
Obviously, automation of all stages of drilling process is a challenging task. To better under-
stand different levels of automation and the role of the driller in such environment, Table 3.1
summarizes possible modes of automation based on automation strategies from the aviation
industry. The driller should be able to switch between different modes of automation so that at
all times he/she is the absolute authority of the operation. Experiences from other industries
show that increasing the mode of automation increases the overall operational and economic
performance of the controlled process.
Remark 3.1. The word “automation” must not be used interchangeably with “autonomy”,
since these two notions have totally different meaning, as it is clear from Table 3.1.
The oil and gas industry has always striven to improve both the safety and profitability of
drilling operations. Reaching these goals have recently become more difficult due to increased
challenge and risk of recovering today’s harder-to-reach reserves [304]. Due to these obstacles,
a need to automate drilling systems has emerged in order to improve rate of penetration (ROP)
and repeatability of drilling process, as well as to mitigate risks associated with health, safety,
and environment (HS&E). In addition, as more experienced people retire from the industry, it
is necessary to find ways to access the expertise regardless of human factors. A number of suc-
cessful examples to reduce mean time between failure (MTBF), improve safety, performance,
quality, reliability, consistency, and interoperability thanks to automation of drilling processes
is presented in [96].
However, to realize the vision of fully automated (and some day – autonomous) drilling
operations, one should think of using such components and subsystems that acquire, process,
provide information, and automatically execute instructions within a common information-
sharing framework. Hence, automated control of drilling process can only be achieved with
seamless communication and interoperability of various portions of the complete drilling pack-
age [304]. These features have to be supported by reliable decision-making systems to integrate
real-time data with optimal control actions [298].
Therefore, from the perspective of drilling automation, the favorable approach would be to
unify and integrate different subsystems of drilling process, software solutions, and types of
actuation systems. This is especially applicable when considering the fact that the level of
complexity and integration of various parts of offshore installations constantly grows [313].
Since offshore drilling machines driven by fully electric powertrains simplify design of actuation
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Mode ManagementMode Automation Functions Driller Functions
6 AutonomousOperation Fully autonomous operation.
No particular function. Operation goals
are self-defined. Monitoring is limited to
fault detection.
5 Management byException
The automation system
chooses operations and defines
operation goals, informs the
driller, and monitors responses
on critical decisions.
The driller is informed of the system
intent. Must consent to critical decisions
only. May intervene by reverting to
lower mode of management.
4 Management byConsent
The automation provides
coordinated control of
multiple control loops.
The driller feeds the automation system
with a chosen operation, operation
goals, and desired values for key
variables.
3 Management byDelegation
The automation system
provides closed loop control of
individual tasks.
The driller decides setpoints for the
individual control loops. Some tasks are
still performed manually.
2 Shared Control
The automation system could
interfere to prevent the driller
from exceeding specified
boundaries.
Envelope protection systems are
enabled. Decision support/advisory
systems are available.
1 Assisted ManualControl
Provides down-hole
information trends and detects
abnormal conditions in the
well. Does not intervene.
The driller has direct authority over all
systems. Decision-making is computer
aided.
0 Direct ManualControl Warnings and alarms only.
The driller has direct authority over all
systems. Unaided decision-making.
Table 3.1: Modes of automation in drilling control systems [64].
systems, they are more likely to faster reach certain levels of automation than their hydraulically
actuated counterparts.
One step towards an increasing level of drilling automation is simulation-based engineer-
ing [277]. Allowing the model of a designed system to grow to cover the complete process
and all scenarios is necessary in order to test more sophisticated control algorithms in a virtual
simulation environment before applying them on full-scale machinery [104]. Such approach
facilitates product development and shortens commissioning time by making it possible to
immediately implement each subsystem of automation engineering in simulation.
3.5 Future Trends
It is expected that electric actuation systems will constitute an increasing share of powertrain
solutions in offshore drilling applications in the future. In particular, more attention should
be devoted to selection of the best motor type for a given application – e.g. induction vs.
permanent magnet motors (PMMs). According to [65], on average, PMM uses 20 % less
energy than IM in applications that have high power demand. Therefore, it is anticipated that
the number of installations equipped with such machines will increase so that the industry will
formulate best practices and recommendations for selection of the optimal motor type given
particular specification requirements.
In addition, considering the amount of research that is currently being done to develop
linear electromagnetic actuators characterized by high power density and continuous force
control [181], it is predicted that hydraulic linear actuators might become less popular. Many
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components, such as hydraulic pump, valve module, and connecting hoses, as well as relatively
slow response times, are the negative features of hydraulic cylinder blocks. Their electromag-
netic counterparts, on the other hand, already offer improved dynamic response, high accuracy,
high efficiency, environmentally friendly design, and clean work area [131]. The only limiting
factor is their lower power density but this is likely to improve considering their increasing
popularity among various industries [48].
Finally, judging by the interest that the international community developed for the Arctic
resources, it is highly probable that subsea production sites will dominate the drilling landscape
in the years to come. Such solutions are desirable as they reduce or eliminate the surface
production platforms, improve cost-effectiveness, and lower threat to personnel [89]. For
the same reasons, drilling automation and robotic systems are expected to play a key role
and significantly change the way we understand and design drilling and production processes
today [27]. In both applications, all-electric systems would be superior to hydraulic drivetrains,
given their advantages discussed in Sections 3.4.4 and 3.4.5 [318].
3.6 Conclusion
This Chapter presents a survey on actuation systems in offshore drilling applications. Contrary
to previous works, this study is focused on electrically driven equipment and is not concerned
with one specific machine design but, instead, it tries to focus on drilling equipment in gen-
eral. In addition, not only academic publications are reviewed but – what we believe is equally
important – a significant number of industrial case studies and research activities. In order to
draw an informative picture describing the undergoing shift from hydraulically to electrically
actuated drilling machines, state-of-the-art in both the research front and the industrial ap-
plications is presented. Such an approach gives more credibility to the findings shown in this
thesis, since many industrial examples from the market are also discussed. Finally, the results
of comparative analysis of hydraulic and electric drivetrains, based on theoretical studies as
well as on literature and application surveys, are confirmed by the conclusions coming from
analyzing a case study of electrification of the actuation system of a full-scale pipe handling
machine presented in Section A.3.
Electric powertrains offer higher efficiencies, lower emissions, improved maneuverability and
positioning accuracy, reduced environmental impact, smaller footprint, as well as lighter and
more compact drivetrain designs, just to name a few of their advantages. Although hydraulic
actuation systems are still prevalent in some specific applications (e.g. well-established hy-
draulic linear drives, energy accumulators, or higher power density in general), it is expected
that electric drivetrains will become increasingly popular. This is dictated by the progressive
move of production into more hostile and remote environments, where the benefits of the
latter solution are dominant. Likewise, the developing need for robotic drilling systems, or au-
tomated drilling in general, as well as an increasing attention that the subsea systems attract,
all call for efficient, easy to maintain, and reliable powertrains.
42
Part II
Research Methodology

4 Induction Motor Fundamentals
Schematic representation of a two-pole, three-phase symmetrical induction machine is shown
in Fig. 4.1. It is assumed that the stator windings are identical and have the same electrical
resistance Rsw [219]. Similarly, the rotor windings are considered to be alike and characterized
by the resistance Rrw . The equivalent turns for stator and rotor windings are expressed as Nsw
and Nrw , respectively. In addition, the air gap is assumed to be uniform and both windings
are approximated as sinusoidally distributed ones. Typically, induction motors are classified
Shaft
Laminated 
steel rotor
Short-circuited 
rotor bars
Rotor 
winding
Armature stator 
winding
AC 
power 
supply
Air gap
Cross-section Electrical connections
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Figure 4.1: Three-phase induction motor [219].
according to the type of rotor’s construction [111]. Two most common classes are: squirrel
cage and wound rotor. In both cases the rotor consists of a stack of silicon steel laminations
with evenly spaced slots punched around the circumference [149]. Cage rotor is by far the most
popular nowadays. This is attributed to its simple construction: all rotor slots contain solid
longitudinal bars which are connected together at both ends and short-circuited by rings. The
construction of the cage might be two-fold: the rotor winding may be composed of individual
conducting bars and rings combined together, or it may be a single element produced by
die casting. Since the rotor circuit is not externally accessible, the motor is robust but its
control becomes more complex [111]. The other motor type, wound rotor, has one significant
difference compared to the squirrel cage motor: its rotor winding is made of separately insulated
coils which are connected together at collector rings. Hence, the rotor circuit itself is open and
its connection to slip rings make it possible to adjust resistance of each phase. This feature
was extensively used before the advent of VFDs, as it enabled control of motor by using the
slip ring and associated control gear, which was particularly justified for high-power machines.
Currently, however, comparatively few such machines are produced (and only in large sizes)
but many still remain in operation [149].
According to [111], a rotating magnetic field is generated by the stator that carries a
sinusoidal current of supply frequency ωs . The magnetic field induces the currents in the rotor
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bars. The induced currents produce opposite fluxes which contribute to torque generation in
the rotor. As a result, the rotor starts turning with mechanical speed ωm which makes rotor
currents oscillate at frequency ω2 = ωs − pωm which is called slip frequency and is caused
by the difference between the stator (synchronous) frequency ωs and rotor electrical speed
ωr = pωm. Number of pole pairs p decides about how fast ωr changes compared to ωm. The
electromagnetic torque produced by the induction machine is proportional to ω2.
4.1 Modeling Workflow and Assumptions
The following assumptions are adopted in this thesis when modeling induction machines [111]:
1. Proportionality of fluxes and corresponding induced currents.
2. Constancy of self- and mutual inductances.
3. Disregarding iron losses.
4. Neglecting saturation effects.
5. Symmetry, uniformity, and smoothness of air gap.
6. Symmetry of stator and rotor windings in the three-phase supply.
Modeling of induction motor consists of two steps: 1) application of electromagnetic laws
to the different windings and 2) formulation of equations of motion (EOMs) for the rotor
that drives the mechanical load. The challenge associated with the first step is that even
though the equations describing motor currents, voltages, and fluxes in the three-phase sys-
tem are informative, their complexity makes it difficult to implement them on real control
hardware [132]. Therefore, it is a common practice to transform motor variables from the
physical three-phase system (a, b, c) to a fictive rotating frame, two-phase system. Within
this approach the following three strategies of orientation of the artificial frame are the most
popular (refer to Fig. 4.2 for illustration of the discussed systems):
1. Coordinate system rotating with the stator frequency: ω1 = ωs . This (d , q) frame is
called synchronous reference frame. It is more convenient to analyze than a general
reference frame rotating with an arbitrary speed.
2. Coordinate system rotating with the rotor flux: ω1 = ρ˙. Aligning the d-axis of the
synchronous frame (ω1 = ωs) with the rotor flux is an assumption which is called
perfect field orientation. It is often used to further simplify analysis and modeling of
induction motor.
3. Coordinate system fixed to the stator: ω1 = 0. This frame is called stationary or (α, β)
frame. Such representation of the system is highly nonlinear (which is shown in the
following part of the text) but it is beneficial from the intelligibility point of view [219]:
it explicitly shows that the control input voltages (usα, usβ) have a direct effect on the
stator currents (isα, isβ), which in turn indirectly affect both motor speed ωm and the
rotor flux Ψr .
In all three cases, the transformation of stator variables is assumed, since this is the convention
that is followed in the thesis. However, it is also possible to work exclusively on rotor variables
but then the transformation angles become θ1 = θs − θr for rotating frame (d , q) and θ1 = θr
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Figure 4.2: Rotating frames diagram for induction motor.
for fixed frame (α, β). The considered angles are derived from their respective rotational speed
values
θ =
∫
ωdt + θ0. (4.1)
4.2 Park Transformations
In order to transform the three-phase current/voltage system (a, b, c) to an arbitrarily chosen
two-phase reference frame involving two orthogonal windings, the so-called Park transforma-
tion is used [111]. While both systems produce the same magnetomotive force (MMF), the
latter one is simpler to analyze and implement in real-time applications. The original Park
transformation dates back to 1929 and is defined as [46]

id
iq
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 (4.2)
which can be expressed in the vector form as (it holds for voltages and fluxes as well)
idq0 = P(θ1)iabc (4.3)
udq0 = P(θ1)uabc (4.4)
Ψdq0 = P(θ1)Ψabc . (4.5)
47
4 Induction Motor Fundamentals
Similarly, inverse transforms are used to convert (d , q) frame variables back to (a, b, c) coor-
dinates
iabc = [P(θ1)]−1 idq0 (4.6)
uabc = [P(θ1)]−1 udq0 (4.7)
Ψabc = [P(θ1)]−1 Ψdq0. (4.8)
Values of n1, n2, and K0 are assigned depending on whether the Park transformation preserving
energy or amplitudes is chosen. Their detailed derivation for both cases is presented in [111]
and omitted here for the sake of brevity.
Another popular notation is described in [132] and adopted in this thesis: space vectors,
i.e. these that change angle of rotation, are denoted by superscript “s”, whereas for their
transformed counterparts this superscript is omitted. The transformation removes the rotation
of the vector with respect to the reference frame which allows to rewrite (4.3)-(4.5) as
i = P(θ1)is (4.9)
u = P(θ1)us (4.10)
Ψ = P(θ1)Ψs (4.11)
and modify the inverse transforms accordingly
is = [P(θ1)]−1 i (4.12)
us = [P(θ1)]−1 u (4.13)
Ψs = [P(θ1)]−1 Ψ. (4.14)
Then, the space vectors in transformed coordinates can be expressed in the component form
which, in an exemplary case of a synchronous frame, is
i = id + j iq (4.15)
u = ud + juq (4.16)
Ψ = Ψd + jΨq. (4.17)
This notation is particularly useful in modeling induction motors for control applications, as
presented in Chapters 7 and 8.
Since the first application of the stationary reference frame to induction motor model-
ing in 1938 [320], limitations caused by modeling assumptions and inaccuracies have been
identified and improvements have been proposed to enhance fidelity of this approach (see for
instance [191] and [324]). As a result, representation of induction motor in two-phase reference
frame can be found in most literature on electrical machines nowadays [132].
4.2.1 Park Transformation Preserving Energy
In the first variant, the three free parameters are selected so that the power remains the same
when passing from the three-phase system to the two-phase system [111]. Then, n1/n2 =√
2/3 and K0 = 1/
√
2 which make the Park matrix become
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and its inverse
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Setting the angle θ1 = 0 in the above equations results in the Park matrix becoming a linear
transformation, commonly called Concordia matrix [111]
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4.2.2 Park Transformation Preserving Amplitudes
This transformation is followed in the remaining part of the thesis to stay consistent with
reference [132] on induction motor modeling. It entails two conditions: 1) the homopolar
current i0 is the same as the arithmetic mean value of the currents (ia, ib, ic) and 2) the
components of the two-phase current (id , iq) have the same amplitude as those of the three-
phase current (ia, ib, ic) [111]. These requirements are satisfied when n1/n2 = 2/3 and K0 =
1/2 which results in the following Park matrix
P(θ1) =
2
3
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and its inverse
[P(θ1)]−1 =
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In a special case of the stationary (d , q) frame, also referred to as (α, β) frame, the transfor-
mation angle θ1 = 0 yields the so-called Clarke matrices
K = 23
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4.3 Equivalent Circuits
It is common to represent induction motor in the form of an equivalent electrical circuit [149].
Such representation provides a natural way to assess both dynamic and steady-state perfor-
mance of a motor, facilitates controller design, and improves understanding of motor’s opera-
tion by substantially simplifying its modeling and simulation [132]. Since the construction of
the wound rotor induction motor is clearly similar to that of the three-phase transformer (stator
and rotor windings correspond to the primary and secondary windings of a transformer), their
equivalent circuits are conceptually the same [149].
4.3.1 T-equivalent Circuit
The traditional circuit of the induction machine is called T-equivalent circuit and is shown in
Fig. 4.3. As there are three inductances connected in a “T”, hence its name. The parameters
s
si
sR slL s
ri
rR
mL
s
mi


s
rrωj ψ
s
su
rlL
dt
d srψ
dt
d ssψ
Figure 4.3: Dynamic T-equivalent circuit of induction motor.
of this system are: stator and rotor resistances (Rs ,Rr), mutual inductance Lm, as well as
stator and rotor leakage inductances (Lsl , Lr l). Sometimes values of stator Ls = Lsl + Lm and
rotor Lr = Lr l + Lm inductances can be found in the catalogs instead. The space vector of
stator voltage uss is an input to the model, whereas the stator, rotor, and mutual current space
vectors are variables and are denoted by iss , isr , and ism, respectively.5 The mutual (magnetizing)
current vector ism = iss + isr decides about the value of the air-gap flux under linear magnetic
conditions [132]
Ψsa = Lmism. (4.24)
5. This thesis follows the notation of [132] where superscripts “s” are used for space vectors and subscripts
(e.g. “r” for rotor) are used for designation of coordinates.
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Similarly, the stator/rotor flux space vectors are found by adding the air-gap flux and the
stator/rotor leakage flux, and are equal to
Ψss = Lmism + Lsl iss (4.25)
Ψsr = Lmism + Lr l isr . (4.26)
According to [132], the induction machine represented by the T-equivalent circuit is described
by the following equations
dΨss
dt = u
s
s − Rsiss (stator) (4.27)
dΨsr
dt = jωrΨ
s
r − Rr isr (rotor) (4.28)
which, after combining with (4.25) and (4.26), become
uss = Rsiss + Lsl
d iss
dt + Lm
d ism
dt (4.29)
jωrΨsr = Rr isr + Lr l
d isr
dt + Lm
d ism
dt . (4.30)
4.3.2 Inverse-Γ -equivalent Circuit
According to [132], the model illustrated in Fig. 4.3 is physically relevant, however, its dynamic
analysis and controller design might become burdensome due to its over-parametrization. Since
the three currents ism = iss + isr are not linearly independent, it is sufficient to use only one
leakage inductance, not two. By defining new rotor variables
ΨsR = bΨsr , isR =
isr
b (4.31)
where the transformation factor b = Lm/Lr is chosen, the leakage inductance on the rotor
side is removed, the total leakage becomes referred to the stator side only, and the inverse-
Γ -equivalent circuit shown in Fig. 4.4 is obtained. Then, with the magnetizing current being
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Figure 4.4: Dynamic inverse-Γ -equivalent circuit of induction motor.
equal to isM = iss + isR , the flux equations become
Ψss = Lσiss + LMisM (4.32)
ΨsR = LMisM . (4.33)
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The new parameters: transformed magnetizing inductance LM , total leakage inductance Lσ,
and transformed rotor resistance RR are defined based on the parameters of the T-equivalent
circuit
LM =
L2m
Lr
(4.34)
Lσ = Ls − LM ≈ Lsl + Lr l (4.35)
RR =
(
Lm
Lr
)2
Rr . (4.36)
Since the stator flux remains the same as in the case of the T-equivalent model, the new rotor
equation is
dΨss
dt = u
s
s − Rsiss (stator) (4.37)
dΨsR
dt = jωrΨ
s
R − RR isR (rotor). (4.38)
By substituting (4.32) and (4.33) into (4.37) and (4.38), the following equations which char-
acterize the inverse-Γ -equivalent circuit are obtained
uss = Rsiss + Lσ
d iss
dt + LM
d isM
dt (4.39)
jωrΨsR = RR isR + LM
d isM
dt . (4.40)
4.3.3 Torque Production
In the new (d , q) frame, the initial electromagnetic system describing the induction machine
(three equations for stator voltages and the other three for rotor voltages) is simplified into
a four equations system (or three equations system for field-oriented coordinates) [111]. The
remaining equation describes the rotor behavior in the presence of mechanical loads and follows
the Newton’s second law
Ta = J
dωm
dt = Tem − Text − Tf r ict (4.41)
where Ta denotes the accelerating torque, J is the shaft moment of inertia, Tem is the electro-
magnetic torque, and the load torque Tl = Text + Tf r ict is composed of the external torque
and the friction torque, respectively. The electromagnetic torque can be derived either from
the energy balance [111]
Tem =
∂Wmag
∂θr
where Wmag =
1
2
(
[isabc ]T [Ψsabc ] + [irabc ]T [Ψrabc ]
)
(4.42)
or from the mechanical power Pmech developed by the motor
Tem = p
Pmech
ωs
where Pmech = [usabc ]T [isabc ] + [urabc ]T [irabc ] . (4.43)
Equations (4.42) and (4.43) are simplified and expressed in the (d , q) frame as (refer to [111]
and [219] for detailed derivation)
Pmech = (ψsd isq − ψsqisd) dθsdt + (ψrd irq − ψrqird)
dθr
dt (4.44)
Pmech =
3
2
Lm
Lr
(ψrd isq − ψrqisd) d (θs − θr)dt . (4.45)
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Hence, the electromagnetic torque produced by induction motor becomes
Tem =
3
2
Lm
Lr
p (ψrd isq − ψrqisd) . (4.46)
4.4 State Space Models
Since coordinates systems that are the most common in the analysis of induction motors are
these associated with the stator frequency and fixed to the stator [111], the state space models
presented in the thesis will follow this convention. In addition, since the T-equivalent circuit
is preferred by motor drives manufacturers [132], the formulated models are expressed using
its parameters. It is, however, possible to develop similar equations utilizing the inverse-Γ -
equivalent circuit parameters and new rotor variables by taking advantage of (4.34)-(4.36)
and (4.31), respectively.
4.4.1 Rotating (d , q) Frame
Typically, either a stationary reference frame or an oriented rotating frame are used in the
analysis of induction machine. Since sets of equations that characterize these two systems
share many similarities, it is not required to derive them separately. Instead, first the equations
for a rotating frame are developed and, from these general equations, state space models for
particular frames are formulated [191]. Such a time-varying (d , q) frame model which rotates
at the synchronous speed ωs is formulated according to [111] and [219] as
disd
dt = −γisd + ωs isq +
β
τr
ψrd + pωmβψrq +
usd
σ
disq
dt = −γisq − ωs isd − pωmβψrd +
β
τr
ψrq +
usq
σ
dψrd
dt =
Lm
τr
isd − ψrd
τr
+ (ωs − pωm)ψrq
dψrq
dt =
Lm
τr
isq − (ωs − pωm)ψrd − ψrq
τr
dωm
dt =
3
2µp (ψrd isq − ψrqisd)−
Tl
J
(4.47)
where stator currents (isd , isq), rotor fluxes (ψrd ,ψrq), and motor speed (i.e. mechanical rotor
speed) ωm are the states, motor voltages (usd , usq) are the control inputs, whereas rotor inertia
J , stator and rotor inductances (Ls , Lr), mutual inductance Lm, stator and rotor resistances
(Rs ,Rr), and the number of pole pairs p are the parameters. The following reparametrization
is used to simplify the notation [219]
µ = LmJLr
, τr =
Lr
Rr
, σ = Ls
(
1− L
2
m
LsLr
)
, β = Lm
σLr
, γ = Rs
σ
+ β
τr
Lm. (4.48)
The transformation angle θ1 = θs is used in (4.21) and (4.22) to convert variables from the
(a, b, c) frame to the (d , q) frame and vice versa. The state space model (4.47) could be
even more generalized by assuming a reference frame rotating with an arbitrary speed (not
associated with neither stator nor rotor coordinates) as explained in [191]. Even though such
representation is crucial to understand the concept of rotating frames and to arrive at the
remaining particular models, it is intentionally not included here to avoid highly theoretical
derivation.
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4.4.2 Stationary (α, β) Frame
By assuming the reference frame associated with the stator, the transformation angle becomes
zero (both θ1 = 0 and ω1 = 0) which simplifies (4.47) by removing the synchronous speed
ωs from the equations. Then, the continuous-time induction motor model in the (α, β)-
coordinates (stationary frame), represented by the T-equivalent circuit illustrated in Fig. 4.3
is formulated as [219, 341]
disα
dt = −γisα +
β
τr
ψrα + pωmβψrβ +
usα
σ
disβ
dt = −γisβ − pωmβψrα +
β
τr
ψrβ +
usβ
σ
dψrα
dt =
Lm
τr
isα − ψrα
τr
− pωmψrβ
dψrβ
dt =
Lm
τr
isβ + pωmψrα − ψrβ
τr
dωm
dt =
3
2µp (ψrαisβ − ψrβ isα)−
Tl
J
(4.49)
where stator currents (isα, isβ), rotor fluxes (ψrα,ψrβ), and motor speed ωm are the states,
motor voltages (usα, usβ) are the control inputs, whereas parameters of the system are the
same as in the case of the rotating frame model (4.47). Transformation of variables between
(a, b, c) and (α, β) frames is achieved by utilizing Clarke matrices (4.23). Although the
stationary frame-based model allows to avoid confusion typically associated with the rotating
reference frames and selection of the proper transformation angle [206], it suffers from rather
complex expression of the produced electromagnetic torque
Tem =
3
2
Lm
Lr
p (ψrαisβ − ψrβ isα) (4.50)
and nonlinear terms ωmψrα and ωmψrβ [219]. These factors might potentially cause difficulties
for implementing controller hardware and software. Therefore, in some cases, in order to model
IM, it is more beneficial to use the rotating frame being aligned with the rotor flux.
4.4.3 Oriented (d , q) Frame
When the transformation angle is chosen such that the d-axis of the reference frame coincides
with the rotor flux Ψsr , the so-called rotor-flux-oriented model is obtained [111]. This is
achieved when ω1 = ρ˙, which analytically is equivalent to letting Ψr = ψrd and ψrq = ψ˙rq = 0.
Hence, the model becomes a fourth order model
disd
dt = −γisd + ω1isq +
β
τr
ψrd +
usd
σ
disq
dt = −γisq − ω1isd − pωmβψrd +
usq
σ
dψrd
dt =
Lm
τr
isd − ψrd
τr
dωm
dt =
3
2µp (ψrd isq)−
Tl
J
(4.51)
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with the speed of the rotating (d , q) frame being equivalent to the rotor flux speed [111]
ω1 =
dθ1
dt = ρ˙ = pωm +
Lm
τr
isq
ψrd
. (4.52)
The field-oriented model is the most advantageous from the control point of view [219], as it
clarifies that the direct current component isd exclusively decides about the dynamics of the
rotor flux modulus ψrd and indirectly affects the electromagnetic torque production
Tem =
3
2
Lm
Lr
p (ψrd isq) (4.53)
through ψrd itself, whereas the quadrature current component isq directly controls the elec-
tromagnetic torque, which in turn determines the rotor mechanical speed ωm dynamics [219].
Conceptually, this reasoning is similar to the torque production mechanism in a DC machine.
However, the rotor flux is not readily available for measurement and has to be estimated,
which complicates the analysis of AC machines [132].
Remark 4.1. In the particular case of modeling induction motor using both perfect field
orientation and inverse-Γ -equivalent circuit, the electromagnetic torque produced by the motor
becomes
Tem =
3
2
Lm
Lr
p (ψrd isq − ψrq isd)
= 32p (ψRd isq − ψRq isd) (4.54)
= 32p (ψRd isq)
since, recall (4.31), ψRd = (Lm/Lr )ψrd and ψRq = (Lm/Lr )ψrq = 0. Similarly, the slip
frequency can be expressed as
ω2 =
Lm
τr
isq
ψrd
= LmRrLr
isq
ψrd
= LmRrLr
Lm
Lr
isq
ψRd
(4.55)
= RR
isq
ψRd
.
4.5 Control Aspects
There are two common objectives in controlling AC motor [111]: 1) to maintain a given torque
level no matter what the speed of the machine is (e.g. traction drives for electric vehicles [129])
and 2) to achieve certain motor speed (or position) in the presence of load variations (e.g.
payload hoisting with given acceleration [266]). The latter case is more complex, as speed
control makes it necessary not only to produce enough electromagnetic torque to overcome
the load torque, but also to develop sufficient accelerations of the rotor to meet the desired
dynamic performance of the controlled equipment. A typical control strategy that is applicable
to a general AC motor is illustrated in Fig. 4.5. However, given the scope of the thesis, closer
attention is given in the remaining part of the text to control issues of induction motors only.
To produce a given torque in an AC induction motor, it is necessary to provide a sufficient
level of rotor magnetization, i.e. a sufficiently high rotor flux magnitude [111]. Therefore,
flux and current control are important challenges to be solved in both torque and speed con-
trol applications. The motor supply voltages are normally obtained from the binary inverter
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Figure 4.5: Basic control strategy of AC motor: state-feedback control [111].
control signals (that command conduction nodes on and off) by using the pulse width modu-
lation (PWM) technique. It is also possible to control the rectifier (to regulate the DC voltage
or regenerate power to the grid) but this is not always required in industrial applications. What
adds to the complexity of AC motor control is its nonlinearity and high dimension of its math-
ematical model. These challenges are tackled by projecting three-phase variables (a, b, c) on
a two-phase fictive reference frame (d , q), as discussed in Section 4.2. Some other techniques
involve state- and output-feedback linearization, Lyapunov control, sliding-mode control or
passivity-based control [160, 180, 260, 306, 344]. Similarly, the basic control scheme shown
in Fig. 4.5 can be enhanced by applying e.g. adaptive output-feedback control, fault-tolerant
control, control with optimized flux, or power factor correction [111]. However, as this thesis
deals with industrial applications of AC motor control, particular attention is given to these
vector control strategies that are dominant in commercially available VFDs, i.e. field-oriented
control (FOC) and direct torque control (DTC).
4.6 Vector Control Methods
In a separately excited DC machine, magnitude of the armature current is proportional to the
produced torque and directly controlled by using power electronic converters [111]. In AC ma-
chines, on the other hand, speed/torque control is realized by controlling both magnitude and
phase of the three-phase current/voltage signals. In DC machines, the orientation of the field
flux and the armature MMF is fixed by commutator and brushes, whereas AC machines demand
external control to fix this orientation. Otherwise, the oscillatory dynamic response rises due
to the varying space angle between different fields caused by loads and transients [111]. FOC
controls this angle, as it tries to maintain the 90 ◦ angle between particular field components
in order to emulate DC machine and provide de-coupling control. In FOC, the currents isd
and isq are analogous to the field current if and armature current ia of the DC motor and,
therefore, the produced electromagnetic torque can be expressed as
Tem = KACψrd isq = KDC if ia = K
′
AC isqisd (4.56)
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where K is constant for a given motor. Since these two currents can be independently con-
trolled, to keep the analogy with a DC machine, the current isd is kept constant, whereas
the torque is varied by controlling the isq component. We can distinguish two fundamental
methods of FOC based on acquisition of the flux vector angle [111]: 1) the direct method
which is based on measurement or estimation of the magnitude and position of the flux vector
and 2) the indirect method which takes advantage of the slip relation.
4.6.1 Direct Field-oriented Control
Fig. 4.6 shows an exemplary representation of the direct vector control scheme for an inverter-
fed induction motor drive [111]. The torque command signal that generates the i refsq current
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Figure 4.6: A possible implementation of rotor flux-oriented direct vector control for a current regulated
PWM-fed induction motor [77].
reference is obtained from the speed control loop, whereas the reference current i refsd is produced
by the flux control loop. Both these currents are converted to the stationary reference frame
by taking advantage of the transformation angle estimated by the flux observer. Since the
rotor flux is not directly available for measurement, it is obtained from the air-gap flux. The
air-gap flux, on the other hand, can either be measured by using such sensors as e.g. Hall
probes or search coils, or estimated from machine variables such as stator voltage, current,
and speed [168]. There are different methods to estimate rotor flux and the corresponding
transformation angle – see for instance [25, 259, 343]. Normally, motor variables are converted
to the stationary frame before they are used in the flux estimator [90]. Also, the reference flux
Ψrefr is chosen based on the operating conditions in either constant torque or constant power
region [77]. Finally, for current-fed PWM inverter, the line currents have to be controlled so
that they follow the current reference.
4.6.2 Indirect Field-oriented Control
An alternative to estimation of the flux position is to utilize rotor voltage equations in a
synchronously rotating reference system to derive slip relation (4.55) by assuming that the rotor
flux is exclusively aligned with the d-axis of the reference frame [111]. The block diagram of a
typical indirect vector-controlled induction motor drive is illustrated in Fig. 4.7. The reference
current signals i refsq and i refsd are converted to the stator (a, b, c) frame in the same way as in the
case of direct field orientation. Similarly, the quadrature current component i refsq is adjusted to
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Figure 4.7: A possible implementation of rotor flux-oriented indirect vector control for a current regulated
PWM-fed induction motor [77].
provide the desired torque, whereas the direct current component i refsd is necessary to meet the
flux requirement (i refsd = ψrefrd /Lm in steady-state). Although the performance of indirect FOC
(also referred to as flux feedforward control) is strongly affected by calculation of the slip value
(which depends on machine parameters that might be different than the actual values [77]),
this method is particularly popular due to its simple concept and avoiding estimation of the
rotor flux vector. IFOC is applied in Chapter 7 to emulate operation of full-scale motors on
an experimental test bench.
4.6.3 Sensorless Control
Sensorless vector control is in principle the same as vector control but without any speed and
flux sensors [111], as illustrated in Fig. 4.8. The benefits of skipping a mechanical speed
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Figure 4.8: Simple block diagram of sensorless vector control system [111].
encoder are obvious: reduced cost, less reliability problems, and no extra mounting arrange-
ments, just to name a few. Machine terminal voltages and currents can be applied to estimate
speed/flux signals by using a number of methods, e.g. slip calculation, synthesis from machine
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state equations, speed adaptive flux observer, extended Kalman filter (EKF), or slot harmon-
ics [58]. Typical problems associated with these techniques are estimation near zero speed
and dependency on machine parameters. Some recent variants of EKF, such as unscented
Kalman filter [163] or bi-input EKF [35], effectively tackle the above challenges [19]. In addi-
tion, injection of high frequency signals in order to subject the motor to transient conditions
can also serve to detect motor speed/position in the low speed range where IM becomes an
unobservable system ([145] and [183]). Necessary and sufficient observability conditions for IM
are covered for instance in [19] and [69] and in the references therein. In general, a sufficient
condition for observability loss is when the excitation voltage frequency is zero and the motor
is operating at constant speed [69]. Since the applications that are dealt with in this thesis
do not involve lasting low speed operations, the formulation of EKF is followed in Chapter 8,
as its well-proven track record makes it the most popular nonlinear state estimator [163].
4.6.4 Direct Torque Control
The concept of direct torque control (DTC) was developed in the late 1980’s ([98] and [328]),
and subsequently patented and commercialized in the 1990’s by ABB. The basic scheme of
DTC is shown in Fig. 4.9 where both the flux and torque are controlled by a hysteresis controller
([77] and [336]). It can be shown that the electromagnetic torque generated by the machine
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Figure 4.9: Direct torque control (DTC) scheme [77].
is proportional to the product of the stator flux Ψs , rotor flux Ψr , and the angle between
them [111]. Stator flux (which is the main controlled variable) is directly controlled by the
stator voltage us . This method is inherently sensorless, as the adaptive motor model estimates
the actual torque, stator flux, shaft speed, and frequency from the motor current, line voltage,
and power switch positions input data [77]. An optimal switching flux vector selection table is
applied to get rid of the delays associated with the PWM. The role of this look-up table is to
select the most appropriate voltage vector to satisfy the torque and flux demands [111]. Not
only the DTC scheme has faster response than the FOC, but it also simplifies IM control, as
there are no PI regulators, current control loops, vector transformations, nor PWM blocks. In
addition, the need to use a physical speed sensor on the shaft is completely eliminated. The
limitation of this method, however, is that the feedback signals are estimated from the motor
model which makes the control performance sensitive to variations in machine parameters
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and which causes tracking problems at low speeds [111]. These problems have recently been
addressed by using e.g. improved switching logic, discrete space vector modulation (SVM)
techniques, or adaptive hysteresis-band control [257].6
Example 4.1 presents experimental results of controlling IM using IFOC.
Example 4.1 (Simulation of a Vector Controlled Motor)
This Example is fully reproduced from article [267]. A model of a vector controlled induction motor based
on the inverse-Γ -equivalent circuit is experimentally validated using the development platform described in
Section A.1. Some typical simulation results are illustrated in Fig. 4.10.
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(a) Amplitude i refq = 0.4 A.
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(c) Amplitude nref = 1800 rpm.
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Figure 4.10: Simulation results of an induction motor with indirect field oriented control (IFOC): (a) and
(b) – current control; (c) and (d) – speed control [267].
The obtained speed and current profiles indicate that the simulation model of the motor produces results
which closely resemble the field data recorded on the experimental motor. The IFOC method is used as a
case study here, however, depending on the application, available sensors, or design specifications, other
discussed control methods can be implemented on the laboratory setup shown in Section A.1.
6. Although the application of DTC to IM control is not further exploited in this thesis, its basic principles
are presented, since the experimental setup described in Section A.2 is composed of two ABB ACS800
drives that are controlled using this strategy.
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As discussed in Section 2.3.1, it is worthwhile to spent time on dimensioning and designing
drivetrains and execute that process as thoroughly as possible because this may lead to sub-
stantial cost savings in the overall product development perspective. Selecting components
of powertrains requires consideration of multiple factors and constraints, according to [7].
Typically, information regarding the whole system has to be synthesized and aspects such as
electric supply, driven machine, environmental conditions, as well as specifications of motors
and drives have to be examined. What makes this task complicated is that almost always there
is involved an engineering trade-off between the desired performance and the total cost of the
final design [34]. This thesis deals with the selection of components of an electric drivetrain
composed of a frequency converter, an induction motor, and a gearbox.
5.1 Design Procedure
When dimensioning an electric powertrain, it is essential to guarantee that both the motor and
the drive are correctly rated to perform satisfactorily under the anticipated circumstances [34].
The correct type and size of the motor provide its sufficient output torque, speed, and accuracy
for the considered load and environmental conditions, whereas the correct type and size of
the inverter ensure that its output voltage, current, and frequency satisfy the demands of the
selected motor.
5.1.1 Main Selection Criteria
The general steps for dimensioning the motor and the frequency converter are illustrated in
Fig. 5.1 and summarized as follows [7]:
1. Examine the initial conditions such as the mains supply voltage and frequency.
2. Go through the process requirements to determine the torque demand, speed range,
or type of load.
3. Select the motor which produces enough continuous torque and withstands process
overloads. In addition, its thermal loadability must not be exceeded.
4. Select the frequency converter. Its current and power ratings are determined by the
motor and initial conditions. Potential short term overloadability must be considered as
well.
Remark 5.1. Normally, the design procedures described by motor drives manufacturers do not
include selection of mechanical transmission. Instead, these guidelines assume that the gear
ratio is known when dimensioning the motor drive (e.g. [7] or [315]). However, to claim that a
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Figure 5.1: Schematic representation of the dimensioning procedure applicable to industrial electric drivetrains
– adapted from [7].
given design of electric drivetrain is optimal, it should include optimal selection of gearbox as
well [270]. Therefore, without violating the design procedure described above, the choice of
the transmission ratio should be made simultaneously with the selection of the motor. Details
on how this can be implemented in the design procedure are presented in Chapter 10.
5.1.2 Additional Concerns
A complete checklist covering most of the factors that need to be considered when dimen-
sioning an electric powertrain is quite extensive and apart from such obvious criteria like
torque, speed, and power requirements, it also encompasses such detailed points as:7 en-
vironmental conditions, allowable mechanical resonance, permissible noise levels, control ca-
ble specifications, maintenance considerations, harmonics/electromagnetic inference (EMI),
ventilation/enclosures, explosive atmospheres, or braking and regenerative action. It is self-
explanatory that properties like e.g. earthing and shielding requirements have to be taken
care of in the design stage but are not likely to drastically affect the final selection of drive-
train components (they would rather introduce some minor changes to additional accessories
or supplementary equipment). Therefore, this thesis studies the effect of only these features
that, according to [7], are identified to be the most relevant when designing a typical industrial
powertrain, as demonstrated in Chapters 10 and 11. However, the two last points in the list
above deserve particular attention, as they might fundamentally affect the final design of a
drivetrain.
Explosive Atmospheres
In 1994 the European Union has adopted the ATEX Directive 94/9/EC, recently replaced with
the updated ATEX Directive 2014/34/EU, which regulates usage of electrical equipment in
hazardous areas. It defines health and safety requirements as well as conformity assessment
7. Refer e.g. to [34] and [149] for a detailed discussion on each of the listed items.
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procedures for electrical products to enter the EU market [106]. What this legislation practically
means is that only the equipment that is “Ex” certified (i.e. complies with the ATEX Directive)
can be used in explosive atmospheres. The directive classifies the zones from the IEC/EN60079
standard (see for instance [155]) into similar categories, each designating whether it is gas (G)
or dust (D) present in the atmosphere. The three zones/categories which characterize explosive
atmospheres (and which, naturally, are common on oil and gas rigs) are [11]:
• Zone 0/20 or category 1G/1D – permanent presence of explosive atmosphere.
• Zone 1/21 or category 2G/2D – incidental presence of explosive atmosphere during
normal duty.
• Zone 2/22 or category 3G/3D – presence of explosive atmosphere only by accident but
not during normal duty.
This naturally limits the number of induction motor drives that can be installed on both
offshore and onshore drilling rigs. Normally, no electrical motors are allowed in zone 0. Zones
1 and 2, on the other hand, require using motors that exhibit one of the following additional
protection features [243]:8
• increased safety (denoted as “e”),
• flameproof enclosure (denoted as “d”),
• pressurized enclosure (denoted as “p”),
• protection by enclosure (denoted as “t”),
• non-sparking design (denoted as “nA”).
Especially the flameproof motors (“Ex d”) and these with the increased safety design (“Ex e”)
are popular in the oil and gas industry [11]. The flameproof enclosure (“Ex d”) guarantees
that a potential explosion inside the motor is not transmitted to the surrounding explosive
atmosphere. Usually, such motors are heavier than their “regular” counterparts and require
special design of shafts and bearings which form a part of the flameproof joint [243]. On
the other hand, the increased safety design motors (“Ex e”) are not allowed to include any
sparking or arcing parts, as their enclosure is not strong enough to resist a possible explosion.
According to [243], squirrel cage IMs are typically the most suitable for this type of protection,
however, there are a few commercial examples of PMSMs which are “Ex” certified as well.
Since only these components that are “Ex” certified can be used in offshore/onshore drilling
applications, the design process becomes more troublesome, as it might turn out that the
solutions which satisfy the requirements and objectives do not comply with the ATEX Directive.
Braking and Regenerative Action
To reduce the speed of the motor, the kinetic energy accumulated in the system during
the operation in the M-1 and M-3 quadrants (consult Fig. 5.5) has to be removed and
converted to other form of energy, which normally poses a significant challenge for high inertia
loads [34]. There are three usual ways of slowing down or stopping an electric variable speed
drive system [34]:
8. The list includes some of the most common definitions. Please refer e.g. to [117] for a more comprehensive
overview.
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1. Coast to stop – the kinetic energy is dissipated in the load itself.
2. Mechanical braking – the kinetic energy is transformed to heat on friction brakes.
3. Electrical braking – the kinetic energy is converted to electrical energy which is then
either fed back to the supply or dissipated as heat in the motor or a resistance.
In some applications, it is sufficient to stop the drive by removing the power and letting the
machine coast to a stop. This is adequate for e.g. conveyors or fans [34]. In other cases, where
shortening the braking time is required, the traditional approach is to use mechanical braking.
Of course, this solution is not desired due to e.g. excessive maintenance of the frictional
mechanical brakes. Therefore, nowadays, it is the electrical braking that is the most popular
option in VFDs. It offers significant advantages compared to the mechanical braking such as
wear reduction, more accurate speed control, or potential energy recovery. The disposal of
the excess electrical energy is normally achieved through the following operations [34]:
• DC braking – energy (heat) dissipation in the rotor.
• Flux braking – energy (heat) dissipation in the stator.
• Dynamic braking – energy (heat) dissipation in an external resistor.
• Regenerative braking – recovering the energy by the supply.
Details on each braking method can be found, for instance, in [34] and are omitted here.
Since, in principle, induction motors can equally well be operated as generators, it is up to the
frequency converter to decide what to do with the excess energy in G-2 and G-4 quadrants
of motor operation: whether to recover or dissipate it, as it is discussed in Section 5.2.3.
Regenerative action of VFDs is normally a costly option and, therefore, its usage should be
motivated by justified reasons. It is often not just the desire to recover the energy which
makes design engineers choose this option, but rather a necessity to achieve a certain dynamic
performance [149]. Typically, non-regenerative drives are characterized by an asymmetrical
transient speed response, which means that in the case of high speed demand it is possible to
quickly provide the extra kinetic energy. On the other hand, when a lower speed is desired,
what often happens is that the drive reduces the torque to zero and lets the speed coast
down [149]. These features can be improved by using high performance regenerative drives
which allow for rapid reverse operation and quick removal of the kinetic energy.
Remark 5.2. Current-source inverters (CSIs) enable regenerative braking, whereas voltage-
source inverters (VSIs) require costly modifications to the rectifier module to fed back the
energy to the supply [34].
5.2 Torque-speed Characteristics
To pick the right motor for handling a given mechanical load one needs to recognize both the
electromagnetic torque developed by the motor and its operating speed [34]. The so-called
torque-speed curves (or characteristic curves) are the basis of illustrating how the motor torque
changes over the speed range. They can be derived both experimentally and analytically (using
equivalent circuit models or any other simulation techniques, e.g. finite element analysis). The
output torque of the motor connected to the supply with rated voltage and frequency (direct-
on-line: DOL) is shown in Fig. 5.2. In addition, an exemplary load torque profile is presented
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Figure 5.2: Torque-speed characteristic curve of a three-phase AC induction motor [34].
as a dashed line. The necessary condition for the motor to start is that its breakaway torque
exceeds the initial load torque. To make the motor accelerate, its torque must be higher
than the load torque. The motor torque reaches its peak value at the breakdown point and
thereafter, for the increasing values of speed, it is gradually reduced until it stabilizes at the
point where the load torque is equal to the motor torque (in Fig. 5.2, the load torque is equal
to the rated torque) [34]. For higher loads, the motor speed is reduced, slip increases, and
more torque is developed. The range between the maximum torque and synchronous speed
is considered to be the stable operating range of the motor [7]. If the maximum torque is
exceeded, the machine would stall.
5.2.1 Variable Speed Operation
It is possible to derive a family of torque-speed curves similar to the one illustrated in Fig. 5.2.
A straightforward approach is to adjust the voltage at each frequency so that their ratio V /Hz
is kept constant up to the base speed [149]. This is illustrated in Fig. 5.3a. Both slope of
these curves and their breakdown torque are almost identical in the operating region close to
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(a) Constant V/Hz ratio up to base speed (fsup = 50 Hz) and
constant voltage at higher frequencies.
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voltage at higher frequencies.
Figure 5.3: Typical torque-speed curves for inverter-fed induction motor [149].
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the base speed. For low speeds, however, the voltage drop over the stator resistance becomes
significant as the applied voltage is reduced [149]. The negative consequences of such simple
V /Hz control are decreased flux and less available torque at low speeds. These features might
be improved by applying the so-called voltage boost technique. The V /Hz ratio is increased
at low frequencies to restore the flux that was previously missing. Modern control methods,
such as the ones discussed in Section 4.6, for instance, automatically boost the voltage as
compared to the linear V /Hz characteristic. An exemplary set of torque-speed curves for a
motor drive with improved performance at low speeds is shown in Fig. 5.3b. The region below
the nominal frequency presented in Fig. 5.3 is referred to as a constant flux range, whereas
the region above the rated frequency is called the field weakening range [7]. In the latter one,
the stator voltage reaches its maximum value [34]. Consequently, the air gap flux is reduced
which limits the output torque.
Even though the curves illustrated in Fig. 5.3 explicitly state what torques can be produced
by the motor at different values of speed, they convey no information regarding continuous
operation of the motor at a given point of interest [149]. It is this knowledge, however, that
is particularly relevant from the design engineer’s point of view and, therefore, it deserves a
separate discussion.
5.2.2 Inverter’s Imposed Limitations
A fundamental safety feature of an inverter is to keep the drive currents within certain protec-
tion limits so that neither switching devices nor the motor are damaged, according to [149].
The values of the current limits are selected differently by different manufacturers, however,
the general rule is that the drive output currents cannot exceed the values that would cause
excessive heating of both the inverter and the motor. Normally, catalogs provide only a
few discretized overload definitions which specify duration, frequency, and magnitude of the
permissible overloads, as discussed in more detail in Section 11.3.1. Since modern control
strategies allow to control independently flux- and torque-producing components of the motor
current, it is self-explanatory that the current limits of the drive impose upper limits on the
allowable motor torque [149]. Theoretically, up to the base speed, the permissible torque will
be limited by its rated value, as indicated in Fig. 5.4. Above the base speed, on the other
hand, the flux decreases inversely proportional to the speed and, since the stator current is
thermally limited too, the load torque capacity of the motor is also reduced inversely with the
speed. Therefore, to develop the full rated current (and the appropriately weakened torque),
the motor has to operate with higher slips compared to the region below the rated speed [149].
Normally, when the speed of the motor exceeds the base speed by two, the voltage drop over
the stator leakage inductance decreases the available torque so much that the constant power
operation of the motor is not possible anymore.
The breakdown (maximum) torque of the motor is proportional to the square of the magnetic
flux: Tb ∝ Ψ2, hence, it can be considered constant in the constant flux range [7]. However,
due to the field weakening, the maximum torque is reduced and it is inversely proportional
to the square of the frequency: Tb ∝ (fsup/f )2. Similarly, the continuous motor torque also
decreases in the constant power region but this time the relationship is linear: T contm ∝ (fsup/f ).
Remark 5.3. The maximum motor torque Tb is available for short term overloads, as illus-
trated in Fig. 5.4. Frequency converters, however, typically further limit this torque to approx.
70 % of Tb [7].
In addition to the limitations imposed by the inverter, there is also one important limitation
caused by the motor itself: its cooling capacity. Contrary to majority of industrial DC motors
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Figure 5.4: Influence of inverter on motor loadability in constant torque and constant power regions [34].
which typically come with an external air blower to guarantee continuous operation with full
torque at lower speeds, squirrel cage induction motors are usually totally enclosed with the
only fan mounted on the motor shaft [149]. Its role is to blow air over the outer case to avoid
spot heating but since these motors are primarily designed to operate continuously at base
speed, such cooling is not sufficient at low frequencies when the efficiency of the cooling fan
is significantly lower. It is, of course, possible to produce full motor torque at low speeds but
then the stator and rotor losses will be anyway the same as at the base speed which will cause
the motor to overheat if operated long enough [149]. Therefore, manufacturers derate the
continuous output torque for lower speeds if there is no external cooling system connected to
the motor (by the way, the most popular solution is to use an auxiliary fan) [34].
Remark 5.4. As discussed in Section 5.1.2, what is particularly relevant for the offshore drilling
industry when it comes to induction motors, is that they could easily be enclosed in flameproof
or waterproof enclosures. Since this operation is more cost-effective for AC squirrel cage IMs
than for DC machines, it comes as no surprise why the former solution is preferred in such
applications nowadays [34].
5.2.3 Four-quadrant Capability
An induction motor can also be operated as a generator, especially when the breaking, reverse
direction of operation, or – in general – the speed reduction is required [149]. Therefore,
a family of torque-speed curves for the other three quadrants of motor operation can be
derived analogously to the curves presented in Fig. 5.4. The shaded regions of Fig. 5.5
represent allowable continuous loadability in the motor quadrants (M-1 and M-3), whereas
the dashed black lines indicate breaking/regeneration during deceleration (G-2 and G-4). The
characteristic curves in the reverse motoring range (M-3) are obtained by mirroring the curves
from the forward motoring range (M-1).
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Figure 5.5: Torque-speed curves in four quadrants of induction motor operation [34].
5.3 Loadability of Inverter-fed Induction Motor
The most important selection criterion of an AC motor is to ensure that it does not become
overloaded or stall over the entire speed range and under any load conditions [34], as discussed
in Section 5.2. To avoid violating the temperature limits of the motor, the mechanical load it
experiences must stay below its torque capacity. When the motor is connected to the power
supply direct-on-line (DOL), it is normally sufficient to verify that the motor torque at the
rated speed is above the load torque. In this case, only the operation at the fixed speed is
possible. On the other hand, if the motor speed is supposed to vary, the available torque
usually changes as well. Then, in order to ensure that the motor produces enough torque
to overcome the mechanical load, the complete speed range has to be investigated. The
continuous load torque capacity (loadability) of an inverter-fed squirrel cage induction motor
is usually lower than its rated torque due to [34]:
1. At all speeds, harmonic currents cause additional heating in the motor which reduces
its load capacity. This is caused by nonsinusoidal drive output currents which occur even
with modern PWM inverters characterized by high switching frequencies.
2. At speeds below base speed, lower fan speed reduces its cooling capacity which
decreases the motor’s continuous loadability. If no manufacturer’s specific data are
provided, it can be assumed that the torque available at standstill is equal to approx.
40 % of the rated torque. To improve stator cooling and increase load capacity at low
speeds, an auxiliary cooling fan can be used. This solution, however, might not entirely
solve the overheating problem, since the rotor losses are usually higher and more difficult
to dissipate than the stator losses.
3. At speeds above base speed, the weakened air gap flux reduces the output torque
capability of the motor.
The loadability curve illustrated in Fig. 5.6 summarizes the above three comments. Inverter-
fed IMs can experience only such steady loads that stay below the solid line representing the
maximum available continuous torque T contm . In the constant flux range, motors can produce
68
5.3 Loadability of Inverter-fed Induction Motor
T / Tn
f / fsup
Constant Torque 
Region
Continuous 
Loadability 
Curve
0.5
1.0
1.0 2.00
Constant Power 
Region
0.4
Torque Overload 
Curve
Overload 
Region
Area of  
Reduced 
Cooling
1.50.5
Tm
cont
Tm
ovrl
Figure 5.6: An exemplary load torque capacity (loadability) over the speed range of an inverter-fed induction
motor [34].
higher torque levels (up to the rated torque) provided that an external cooling method is used.
Motors can also handle torques that go above the continuous loadability only if they do not
violate the overload torque limit T ovr lm and do not last for too long. Overloads are typically
encountered at motors’ startup or during the transients when certain accelerations have to be
reached. The duration of the allowed overload depends on e.g. the overload magnitude or
speed and cannot be extracted from the loadability curves alone, as it is discussed in more
detail in Section 11.3.1.
In addition, Fig. 5.6 presents the equivalent load power capacity curve [34]. In the region
below the base speed, the available power of the motor increases linearly to the rated power at
the base speed. This region is referred to as the constant torque region. In the constant power
region, on the other hand, further increase of power is not possible and the power remains
constant for speed values above the base speed. This name is attributed to the analogy with
a DC motor: as the torque in the field weakening range decreases, the motor can be operated
at the constant power. In practical applications, however, the power available in the field
weakening range might also be limited by the breakdown torque [315].
The loadability curves of commercially available motors are typically somewhat different
from the exemplary curves shown in Fig. 5.6. Manufacturers follow proprietary motor designs,
use particular control methods, or apply various materials, all of which affects the final shape
of the loadability curves – compare for instance [13, 297, 310, 315]. However, in general,
one type of loadability curve is applicable to a given class of motors which greatly simplifies
drivetrain design activities. Real loadability curves for an inverter-fed AC induction motor are
presented in Example 5.1.
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Example 5.1 (Conventional Loadability Curves)
When a motor is subjected to the action of an uninterrupted duty cycle (i.e. S1 continuous duty from the
IEC standard [154]), its thermal torque limits define allowable loads it can be exposed to over the complete
speed control range. Such exemplary loadability curves from [315] are reproduced in Fig. 5.7.
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Figure 5.7: Thermal torque limits for VFD-controlled induction motor – reproduced from [315].
The normalized values of the illustrated permissible continuous loadability curves for a self-ventilated
machine are characterized by the following equations, according to [315]{
T contm /Tn = 0.59 · (n/nn)3 − 1.77 · (n/nn)2 + 1.77 · (n/nn) + 0.41 if n ≤ nn
T contm /Tn = 1/n if n > nn.
(5.1)
When the external cooling is used, the continuous loadability in the region below the rated speed is equal
to the full motor torque T contm = Tn. The maximum loadability curves are obtained by reducing the catalog
value of the breakdown torque Tb by 1.3 [315]{
T ovr lm /Tn = Tb/Tn/1.3 if n ≤ nn
T ovr lm /Tn = Tb/Tn/1.3 · (1/n)2 if n > nn.
(5.2)
What is important to notice is that there is no uniformity among the manufacturers regarding the
allowable overload specifications as well: recall T ovr lm = 0.7 · Tb from Remark 5.3 suggested by [7] and
compare it with T ovr lm = Tb/1.3 advised by [315]. Therefore, the loadability curves seem to be a promising
tool to extract the synthesized producer-specific information relevant for drivetrain design, since individual
pieces of manufacturers data are typically not publicly available (e.g. detailed geometry of a motor).
5.4 Mechanical Loads
The correct definition of the specification requirements is an essential part of any drivetrain
design procedure. As illustrated in Fig. 2.3, any faults at this stage might turn out to be
extremely costly to be eliminated at later phases of product development. Therefore, it is of
such importance to properly analyze the mechanical system in order to accurately determine
the levels of loads to be sustained by the dimensioned powertrain. As far as the actuation
systems composed of IMs are concerned, their output torque is considered to be sufficient
when it [34]:
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• exceeds the breakaway load torque,
• is able to accelerate a given load from standstill to the required speed within the desired
time,
• surpasses the mechanical load during continuous operation by a sufficient safety margin
within a given speed range and under all conditions,
• does not result in violation of the thermal ratings of electrical components.
The fundamental information about the mechanical system required when designing an electric
drivetrain for variable speed applications is summarized in these three bullet points [34]:
• The load torque – its type, magnitude, duration.
• The speed range – its boundary and base values.
• The inertia – what load is actually seen by the motor.
5.4.1 Classification of Load Types
In a very general classification, loads can be divided into two main categories: constant torque
and variable torque [149]. Certain load patterns are characteristic for particular applications,
which makes it possible to distinguish some common steady-state load types. A comprehensive
list of them can be found in any textbook on practical aspects of variable speed drives, for
instance in [34]. In this thesis, only the most popular load types are presented, as illustrated
in Fig. 5.8.
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Figure 5.8: Torque and power curves for popular load types [7].
It is primarily the load torque coming from the machine which decides about both the size
of the motor and its cost [34]. A rule of thumb is that the cost of the motor is approximately
proportional to its rated torque capacity (not power!). Therefore, it is essential to investigate
not only what loads and inertias characterize the mechanical system but – most importantly
– what loads and inertias are actually experienced by the motor. When such mechanical
elements as gearboxes or conveyors are present, the loads on the machine must be converted
to torques acting on the motor shaft [34]. Some of the most popular transmission components
are compiled in Table 5.1 together with the corresponding basic conversion formulas.
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Table 5.1: Typical mechanical elements used in conversion of loads to motor shaft values [34].
The overload specifications might be superimposed on the steady-state profiles illustrated
in Fig. 5.8. Depending on the desired duty cycle, their duration and magnitude might vary.
In these cases, it is crucial to guarantee that not only the continuous loadability of the motor
is not exceeded by the steady-state machine load but also that the machine overloads do
not cause excessive heating of the motor drive. According to [7], to partially account for the
intermittent overloads it is often convenient to use their root-mean-square (RMS) value when
computing the continuous mechanical load.
Different aspects of drivetrains’ dimensioning discussed in this Chapter are based on the
case study of a popular winch mechanism demonstrated in Example 5.2.
72
5.4 Mechanical Loads
Example 5.2 (Winch Drive)
The hoisting system shown in Fig. 5.12 is composed of a winch/drum, gearbox, motor, frequency converter,
and the payload. The torque demanded by the mechanical system changes with the load on the hook, but
not with the speed of hoisting [149]. Therefore, this application falls within the first category of load types
presented in Fig. 5.8.
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Drive
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Gearbox Drum
Figure 5.12: Hoisting system driven by a motor – a constant torque load application [149].
The following numerical values are chosen to describe the system:
Parameter Value
Payload mass m = 1500 [kg]
Drum diameter D = 1 [m]
Efficiency η = 0.8 [−]
Gearbox ratio jgb = 80 [−]
Rotor inertia Jr = 0.35 [kgm2]
Table 5.2: Numerical data of the mechanical system.
By using the formulas summarized in Table 5.1, the effective mass moment of inertia is computed as
(JL is the inertia of the load seen by the motor)
Jeff = Jr + JL (5.3)
Jeff = Jr +
m
j2gb
·
(
D
2
)2
= 0.4086 kgm2. (5.4)
An interesting observation is that for the assumed parameters of the mechanical system, it is still the rotor
inertia Jr that dominates the effective inertia Jeff . For the same reason, the drum inertia is not considered
here, as the relatively high value of gear ratio jgb makes it negligible when referred to the motor side.
5.4.2 Constant Torque Loads
The first load type shown in Fig. 5.8 is represented by a constant torque over the entire speed
range [34]. It is commonly applied to drive such equipment as conveyors or positive displace-
ment pumps due to the constant torque and increasing power demands which characterize
this type of machinery. The following factors have to be considered when designing drivetrains
operating under such load circumstances [34]:
• Although in theory the starting motor torque should be the same as the load torque
at full speed, in practice the former is usually higher because of the breakaway and
acceleration torque requirements.
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• Running the motor at high torque (i.e. above the continuous loadability curve) and low
speed might cause severe damage due to motor overloads if no separate cooling is used.
• The risk of stalling the motor at speeds above the base speed must be taken into account
when operating in the field weakening range.
The solutions developed by the manufacturers that focus on the above problems are discussed
in Sections 5.2.2 and 5.3 and not repeated here. What should be emphasized, however, is the
fact that addressing the issues such as the stator voltage drop at low frequencies, short term
current overloadability, or motor drive thermal protection is mainly attributed to the frequency
converters. Therefore, the variable speed AC induction motor drives are not only characterized
by the features discussed in Section 2.1, but they also allow for improved flexibility and more
options for optimization when designing electric actuation systems.
Examples 5.3 and 5.4 present two case studies of identifying mechanical loads for the winch
drive.
Example 5.3 (Mechanical Requirements – Occasional Overload)
Let us consider the winch drive system presented in Example 5.2. As already discussed, the steady state
load torque T ss is constant in this application, whereas the acceleration torque T acc depends on the desired
hoisting speed and time. If an exemplary hoisting speed of v = 1.3 m/s together with the acceleration time
interval tacc = 3 s are considered, these two load torques are computed as, respectively (g = 9.81 m/s2
is the gravity constant)
T ss = mg
ηjgb
· D2 = 115 Nm (5.5)
T acc = ωtacc ·
(
Jr +
JL
η
)
= 29 Nm (5.6)
where the speed of the motor that corresponds to the desired linear hoisting speed can easily be obtained
both in [rad/s] and [rpm]
ω = vD/2 · jgb = 208 rad/s (5.7)
n = ω · 602pi = 1987 rpm. (5.8)
Hence, the total torque experienced by the motor during overloads becomes
T ovr l = T ss + T acc = 144 Nm. (5.9)
Similarly, the power levels that the motor has to deliver in both continuous and overload operations are
Pcont = T ss · ω = 24 kW (5.10)
Povr l = T ovr l · ω = 30 kW . (5.11)
In this Example, the mechanical torque demand is dominated by the steady-state torque and the acceleration
period is intermittent and does not occur frequently [149]. Therefore, it is allowed to consider the steady-
state torque as the continuous mechanical load: T cont = T ss . However, as illustrated in Example 5.4,
as soon as a specific duty cycle is requested, the continuous mechanical load T cont for which the motor
should be rated must include the RMS value of the desired load profile ([7] and [12]).
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Example 5.4 (Mechanical Requirements – Frequent Overload)
For the steady-state T ss and maximum T ovr l torque demands computed in Example 5.3 and summarized
in Fig. 5.13a we assume the duty cycle illustrated in Fig. 5.13b. It visualizes a case of overloading the
motor drive for 2 min every 3 min with the maximum mechanical torque T ovr l .
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Figure 5.13: Arbitrary operating conditions in hoist application.
Whether such a load profile is realistic or not for the considered winch mechanism, is of secondary impor-
tance here. What is important, however, is that according to catalogs and manufacturers’ guidelines (for
instance [7, 12, 13]), the continuous loadability of the motor must exceed not only the steady-state torque
T ss but also the RMS value of the desired duty cycle. Therefore, the motor has to continuously deliver at
least T cont = T RMS , which in the current Example is found to be 135 Nm, according to the definition of
RMS of function f
fRMS =
√
1
t2 − t1
∫ t2
t1
|f (t)|2 dt (5.12)
for the time interval bounded by t1 < t < t2. Therefore, the minimum continuous power rating of the
motor in the analyzed example becomes
Pcont = T cont · ω = 28 kW (5.13)
which is by 17 % higher than Pcont computed using the steady-state load torque T ss . Obviously, this
difference corresponds exactly to the percentage of increase of T cont with respect to T ss and explains
why more powerful motors should be selected for operation in frequent overload conditions. As illustrated
in Fig. 5.13, the maximum torque T ovr l and power Povr l demands remain the same as in Example 5.3.
A convenient way to characterize the overload OL and RMS magnitudes is to express the maximum and
continuous torques as percentages of the steady-state torque
OL = T
ovr l
T ss · 100 % = 125 % (5.14)
RMS = T
cont
T ss · 100 % = 117 %. (5.15)
Such notation is followed by some manufacturers (e.g. [7, 12, 13]) and is helpful in the dimensioning stage.
Remark 5.5. RMS of a periodic function is the same as RMS of its one period so it does
not take into account the absolute duration of the load profile (e.g. RMS of an overload
profile with a given magnitude would be the same no matter if the load is experienced for
2 min every 3 min or for 4 min every 6 min). Therefore, the so-called RMS10 value is
sometimes recommended by manufacturers [12], which is the RMS value computed over a
10 min interval instead of over a complete duty cycle. If the RMS10 value is greater than the
default RMS, it should then be used to compute the continuous mechanical capacity and to
avoid underestimating the actual loads during the initial 10 min of operation.
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5.4.3 Variable Torque Loads
The most representative example of the variable torque machine loads is depicted by the
second variant in Fig. 5.8 which exhibits a quadratic torque and cubic power characteristics.
It is common to assume that this load type is the least complicated to handle, since usually
the required initial torque is lower that the motor starting torque and the mechanical torque
demand increases with the speed [34]. The additional features listed below are typically
associated with the quadratic torque loads ([34] and [149]):
• Although, in general, the mechanical torque demand is proportional to the square of the
speed, this does not always hold at low speeds, since usually fans and pumps have a
significant static friction or breakaway torque that must be exceeded when starting.
• Nevertheless, in many applications, the required starting current is still low, which
eliminates the need to accommodate for the overload capacity of the inverters during
acceleration.
• As a consequence, it is normally not a problem to run the motor for long periods and
low speeds.
• However, if the operating speeds above the base speed are required, a special care
should be taken not to exceed the available motor power, since the load power increases
cubically with the speed.
Manufacturers normally take advantage of the reduced performance requirements for quadratic
torque applications and recommend using drives with lower output specifications to improve
cost-effectiveness of VSDs for pumps and fans [34]. In fact, in many cases it is sufficient to
use utility-fed IMs for fans which are expected to operate continuously at rated speed [149].
By comparing the constant and variable load types, the evident difference is observed when
it comes to the power-speed relationships [149]. In applications characterized by the quadratic
torque demands, if the motor is rated for continuous operation at full speed, the load it will
experience at half speed will be significantly lower (around 12 % of the rated power if there
is negligible starting torque). On the other hand, when the constant torque application is
considered, reducing the motor speed by half gives the reduction of the power rating by only
50 %. Therefore, there is typically no need for external cooling of inverter-fed IMs driving
fan-type loads at low speed.
5.4.4 Inertia Matching
Apart from handling steady-state loads, an electric drivetrain is typically expected to provide
sufficient dynamic acceleration torque, which is affected by the acceleration requirements
(magnitude and duration) as well as by the moment of inertia of the load [34], as shown in
Example 5.3. The acceleration torque is necessary for the machine to increase its operating
speed. Its shape, together with the machine moment of inertia, affects the torque and,
naturally, the size and cost of the motor. The dynamic torque contribution is computed as
T acc = Jeff · α = Jeff · ∆ω∆t = Jeff ·
2pi
60 ·
n2 − n1
∆t (5.16)
where Jeff [kgm2] is the effective mass moment of inertia seen by the motor, α [rad/s2] is the
angular acceleration, ∆ω [rad/s] is the desired speed change, and ∆t [s] is the time it takes to
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accelerate from speed n1 to n2 (these are given in [rpm] for convenience). Hence, the torque
delivered by the motor during acceleration T ovr lm must satisfy the combined steady-state T cont
and overload T acc conditions
T ovr lm ≥ T cont + T acc (5.17)
T ovr lm ≥ T ovr l . (5.18)
As summarized in Table 5.1, the effective moment of inertia Jeff which the motor actually feels
can be adjusted by the transmission (let us assume it is represented by the gear ratio jgb).
According to [149], if the design objective is to maximize the acceleration (or, in other words,
minimize the acceleration time), it turns out that the optimal gear ratio is the one that makes
the referred inertia of the load JL equal to the inertia of the motor Jr , where Jeff = Jr + JL
(or Jeff = J1 + J2/j2gb when using the notation from Table 5.1). By connecting the motor to
the input shaft 1 of the gearbox shown in Table 5.1, the following motor acceleration α1 is
arrived at9
T acc = Jeff · α1 (5.19)
T acc =
(
J1 +
J2
j2gb
)
· α1 (5.20)
α1 =
T acc
J1 +
J2
j2gb
(5.21)
which yields the value of time needed to accelerate to a certain speed ω (recall that α1 = jgbα2)
t = ω
α2
=
jgbJ1 +
J2
jgb
T acc · ω. (5.22)
By taking the partial derivative of (5.22)
∂
(
jgbJ1 +
J2
jgb
)
∂jgb
= 0 (5.23)
it becomes possible to compute the optimal value of gear ratio [78]
jgb =
√
J2
J1
(5.24)
or the optimal motor inertia
J1 =
J2
j2gb
(5.25)
that will minimize the acceleration time. It is important to note, however, that it might turn
out that some specification constraints like e.g. the maximum required speed, might not be
satisfied if the above inertia matching principles are followed [149]. In addition, the fact that
the motor inertia (or gear ratio) minimizes the acceleration time does not necessarily mean
that this solution is optimal from the cost perspective [270]. Therefore, it is recommended to
include selection of the optimal gear ratio in the drivetrain design procedure which is one of
the contributions of Chapter 10.
9. For the sake of simplicity, the efficiency losses are not considered.
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5.5 Dimensioning of Frequency Converter and Motor
The most important steps that have to be followed when selecting an induction motor and
a frequency converter are listed in Section 5.1. In practice, they mean that the motor has
to deliver enough torque to overcome mechanical loads over a given duty cycle, whereas the
drive has to provide sufficient current and power to make it possible for the motor to do its
job. Selection of the components depends upon the required speed range, loadability curves,
ventilation method, supply voltage, voltage drop due to e.g. cables, or other power losses. As
commented on in Section 5.1, the focus of this thesis is to study these criteria that mainly
decide about the size of a drivetrain. Therefore, the specification constraints regarded as
industrially accepted guidelines are extracted from [7]. For motors, they are formulated as [12]
Motor torque
{
T contm ≥ T cont
T ovr lm ≥ T ovr l
(5.26a)
Motor power
{
Pcontm ≥ Pcont . (5.26b)
Therefore, for a successfully chosen motor, its loadability is equal to or exceeds the mechanical
load – this applies to motor continuous T contm and maximum T ovr lm loadability and mechanical
steady-state load T cont and overload T ovr l . Considering the power constraints (5.26b) allows
to include the effect of speed on motor loadability. The ultimate goal is to prevent the motor
from overheating due to excessive loads.
On the other hand, the essential specifications for drives are summarized as [12]
Drive current
{
Icontd ≥ Icontm
Iovr ld ≥ Iovr lm
(5.27a)
Drive power
{
Povr ld ≥ Povr lm . (5.27b)
Likewise, the continuous drive current Icontd should be equal to or exceed the continuous motor
current Icontm (analogically, the same applies to the overload scenario). Also, an additional
criterion is that the maximum motor supply power Povr lm should remain lower than what the
drive can provide Povr ld . Finally, the thermal capacity of the drive must not be violated.10
The drivetrain dimensioning process is best understood when illustrated on an example.
Therefore, in the following part of this Section, it is shown how the above guidelines can be
applied in practice: Example 5.5 presents a procedure for picking the right motor, whereas
Example 5.6 demonstrates how to choose the appropriate frequency converter.
10. The topic of thermal protection of motor drives is studied in Chapter 11.
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Example 5.5 (Selection of Motor)
For the mechanical system presented in Example 5.2 and characterized by the working conditions and duty
cycle illustrated in Example 5.4, the following specification inequalities have to be satisfied when selecting
a motor [7]
Motor torque

T contm,min ≥ T contmin = 135 Nm
T contm,base ≥ T contbase = 135 Nm
T ovr lm,min ≥ T ovr lmin = 144 Nm
T ovr lm,base ≥ T ovr lbase = 144 Nm
(5.28a)
Motor power
{
Pcontm,min ≥ Pcontmin = 0 kW
Pcontm,base ≥ Pcontbase = 28 kW
(5.28b)
where the minimum speed of the motor is assumed to be nmin = 0 rpm (the motor starts from standstill) and
the base speed is nbase = 1987 rpm. In fact, as long as the torque demands are considered simultaneously
with the speed requirements in (5.28a), the relative motor power excess resulting from (5.28b) would be
identical to the relative motor torque excess, as presented in Chapter 10.
In this Example, the electric supply delivers Usup = 400 V at fsup = 50 Hz . For the sake of simplicity,
let us assume that we examine only two variants of a 4-pole induction motor M3BP 200 MLA 4 from
catalog [13], characterized by the rated power Pn = 30 kW matching the continuous mechanical power
demand at the base speed Pcontbase . The resulting loadabilities of these two motors are shown in Fig. 5.14.
0 500 1000 1500 2000 2500 300050
100
150
200
250
300
350
400
450
Tm,min
cont @unmin =u135uNm Tm,base
cont @unbase =u131uNm
Tm,min
ovrl @unmin =u405uNm
Tm,base
ovrl @unbase =u222uNm
Speedu[rpm]
To
rq
ue
u[N
m
]
Cont.uloadabilityuTm
cont
Max.uloadabilityuTm
ovrl
Cont.uloaduTcont =u135uNm
Max.uloaduTovrl =u144uNm
(a) Temperature rise class B.
0 500 1000 1500 2000 2500 300050
100
150
200
250
300
350
400
450
Tm,min
cont @unmin =u150uNm Tm,base
cont @unbase =u144uNm
Tm,min
ovrl @unmin =u405uNm
Tm,base
ovrl @unbase =u222uNm
Speedu[rpm]
To
rq
ue
u[N
m
]
Cont.uloadabilityuTm
cont
Max.uloadabilityuTm
ovrl
Cont.uloaduTcont =u135uNm
Max.uloaduTovrl =u144uNm
(b) Temperature rise class F.
Figure 5.14: Verification of the loadability curves for the M3BP 200 MLA 4 motor from catalog [13].
Clearly, the motor produced in the rise class B is not sufficient for the considered application, since its con-
tinuous loadability at nbase is less than the required continuous mechanical load (131 Nm < 135 Nm).The
resulting safety margins for both motors are summarized below:
Class B motor Class F motor
Torque [Nm] Required Result Margin Required Result Margin
nmin = 0 rpm 135 135 0 % 135 150 11 %
nbase = 1987 rpm 135 131 −3 % 135 144 7 %
Overload [Nm]
nmin = 0 rpm 144 405 181 % 144 405 181 %
nbase = 1987 rpm 144 222 54 % 144 222 54 %
Table 5.3: Resulting safety margins for the M3BP 200 MLA 4 motor – adapted from [12].
The choice of the F class motor seems to be more reasonable if no additional objectives (such as e.g.
initial cost) are considered. During operation up to the base speed, overloading the F class motor would
not be a problem, since in this range even T contm > T ovr l ! On the other hand, exceeding the continuous
loadability curve T contm for speed values greater than nbase is allowed only for limited time periods and as
long as the overload remains below the maximum loadability curve T ovr lm [7]. An attempt to asses whether
the overload limits are violated or not involves thermal analysis of the motor drive and is presented in
Chapter 11 (together with the definition of motor insulation and rise classes).
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Remark 5.6. Although the overload torque T ovr l in Example 5.5 is relatively low compared
to the continuous torque T cont and the loadability differences between classes B and F are not
significant, they are enough to illustrate the point: improved thermal capacity of the motor
increases its mechanical loadability.
Example 5.6 (Selection of Frequency Converter)
Fundamental conditions that must be met by the frequency converter to satisfactorily drive a given induction
motor are summarized as [7]
Drive current
{
Icontd ≥ Icontm
Iovr ld ≥ Iovr lm
(5.29a)
Drive power
{
Povr ld ≥ Povr lm (5.29b)
where the currents delivered by the drive during continuous Icontd and overload Iovr ld operations must exceed
motor currents Icontm and Iovr lm in these respective regions. Similarly, the resulting maximum drive power
Povr ld should be sufficiently high to overcome the required electrical motor power in the worst case load
scenario: Povr lm . For the considered M3BP 200 MLA 4 motor from Example 5.5 we have
Povr lm =
Povr lbase
ηm
= 32 kW (5.30)
where ηm = 0.932 is the motor efficiency and Povr lbase = 30 kW – recall (5.11). According to [7], the
following approximated formulas are used to compute motor currents in constant flux and field weakening
ranges for continuous and maximum loads, respectively
Constant flux

Im,cf = In
(
Tload
Tn
)
if 0.8 · Tn ≤ Tload ≤ 0.7 · Tb :
Icontm,cf = In
(
T contbase
Tn
)
Iovr lm,cf = In
(
T ovr lbase
Tn
) (5.31a)
Field weakening

Im,f w = In
(
Tload
Tn · nnn
)
if 0.8 · Tn
( nn
n
) ≤ Tload ≤ 0.7 · Tb ( nnn )2 :
Icontm,f w = In
(
T contbase
Tn · nnn
)
Iovr lm,f w = In
(
T ovr lbase
Tn · nnn
)
.
(5.31b)
Since for the M3BP 200 MLA 4 motor selected in Example 5.5 the operating speed is nbase = 1987 rpm,
the rated speed nn = 1480 rpm, the rated torque Tn = 193 Nm, and the rated current In = 55.3 A, the
desired motor currents are computed in the field weakening range as Icontm,f w = 52 A and Iovr lm,f w = 55 A. The
remaining criterion is to assess what maximum power can be delivered by the drive, according to [10]
Povr ld =
√
3 · Usup · Ihd · (OLhd/100) · PF (5.32)
where Ihd is the drive heavy duty current, OLhd is the heavy duty overload allowing 150 % of overload
for 1 min / 5 min at 40 ◦C , and PF is the motor power factor. There are two drive candidates from
catalog [10] that seem to match the motor power demands: ACS800-01-0030-3 (nominal power without
overload Pd ,n = 30 kW ) and ACS800-01-0040-3 (nominal power without overload Pd ,n = 37 kW ). By
using the catalog data from [10] and [13], the maximum powers of these two drives are computed as
Povr ld ,0030 =
√
3 · 400 V · 37 A · (150/100) · 0.84/1000 = 32 kW (5.33)
Povr ld ,0040 =
√
3 · 400 V · 49 A · (150/100) · 0.84/1000 = 43 kW . (5.34)
Hence, even though the continuous and overload current specifications of the drive ACS800-01-0030-3
exceed the motor demands (Icontd ,0030 = 55 A and Iovr ld ,0030 = 72 A), its power is identical to the maximum
required motor power Povr lm which makes it a feasible but risky choice. Therefore, the bigger drive ACS800-
01-0040-3 appears to be more appropriate alternative in the considered example (its current rating is even
higher: Icontd ,0040 = 72 A and Iovr ld ,0040 = 86 A).
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5.6 Concluding Comments
Although the drivetrain dimensioning approach presented in Examples 5.5 and 5.6 is recom-
mended by the manufacturers (e.g. [10, 12, 13, 315]), it is somewhat conservative and suffers
from the following (most important) limitations:
1. Highly iterative process: an example is the computation of the overload mechanical
torque – for calculation of T ovr l we assumed Jr = 0.35 kgm2 in Example 5.3 and
we cheated, since we deliberately made it close to the inertia of the selected motor
Jr = 0.309 kgm2 in Example 5.5. In reality, however, the rotor inertia is unknown
until the motor is selected so it has to be guessed before the scope is narrowed down
to a few motors only. So, the selection of the rotor inertia affects the maximum load,
which affects the motor selection and, hence, the rotor inertia! A solution would be to
automatically update the load conditions to tailor them for the available motors.
2. Isolation from the mechanical system: e.g. the gear ratio between the motor and
the machine has to be assumed a priori, whereas, ideally, it should also be optimized.
3. Time consumption: even though the manufacturers provide the software to aid driv-
etrain dimensioning, these tools just speed up the necessary computations and evaluate
the most critical design constraints. Finding an optimal (or actually even a sub-optimal)
combination of components using this technique requires performing the aforementioned
analysis a number of times. The dimensioning process should, therefore, be automated
to avoid the excessive manual interventions of design engineers.
4. Lack of optimality: one of the few properties of equipment which is typically under-
stood by top management in companies: price, is kept out of the picture. Therefore,
comparing the prices of different designs has to be done manually. Needless to say, this
is far from minimizing the objective function (e.g. cost) to find the solution that not
only meets the requirements but is also the cheapest possible.
5. Proprietorship: selection of one crucial drivetrain element normally determines the sup-
plier company for the remaining parts (at least usually in offshore drilling applications).
Although the reasons might be reasonable (e.g. better service and warranty options,
purchase discounts, etc.), it should be possible to quickly evaluate both the perfor-
mance and cost of solutions produced by different manufacturers to clearly quantify the
expected benefits/losses of choosing a given contractor.
6. Poor flexibility: e.g. when selecting the frequency converter in Example 5.6 the heavy-
duty overload is assumed, though the desired duty cycle in Fig. 5.13b is different.
7. Problematic evaluation of overloads: permissible durations of overloads are classified
into the discrete sets of operating conditions which makes it impossible to fully analyze
the temperature rise in drivetrains under arbitrary duty cycles.
8. Cryptic thermal performance indicators: the software selection tools supplied by
the manufacturers additionally check the drive temperature margins but this operation
cannot be reproduced without an access to such proprietary data as e.g. mass, dimen-
sions, or specific heat capacity of heat sinks applied in frequency converters. Therefore,
to compensate for these shortcomings, the selection of induction motor drives should
involve analysis and modeling of heat flow using the available catalog data.
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This thesis addresses all of the above points:
1–5 are solved in Chapter 10.
6–8 are solved in Chapter 11.
The combined effect of these contributions allows to formulate an automated selection proce-
dure that yields an optimal drivetrain configuration. In addition, it becomes possible to model
the temperature rise of a motor drive using openly accessible information in order to improve
dimensioning of electric powertrains and reduce unnecessary conservatism when choosing their
components.
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Optimization techniques are used to find a set of decision variables x , which can be somehow
regarded as optimal, according to [53, 60, 224]. Usually, this involves minimization or maxi-
mization (using a change of sign) of a property or feature of a system that depends on x . An
optimization problem is generally formulated as [53]
minimize
x
f (x)
subject to x ∈ X ⊆ X
(6.1)
which is often further simplified to
min
x∈X⊆X
f (x) (6.2)
where the vector x collects the decision variables, the set X is the domain of the decision
variables, the set X ⊆ X is the constraint set and describes the feasible decisions, and the
objective function f : X → R assigns a cost f (x) to each decision x [122].11
6.1 Fundamental Notions
Solving problem (6.2) is equivalent to computing the least possible cost f ? [53]
f ? = min
x∈X
f (x). (6.3)
The number f ? is considered to be the optimal value of problem (6.2) when
f (x) ≥ f (x?) = f ? ∀x ∈ X , with x? ∈ X . (6.4)
If the optimal value f ? = −∞, problem (6.2) is unbounded below. If the set X is empty,
the problem is said to be infeasible and, by convention [53], f ? = +∞. The problem is
unconstrained if X = X . Apart from minimizing the objective function, usually one is also
interested in finding the optimal solution, i.e. the one whose associated cost is equal to the
optimal value: x? ∈ X with f (x?) = f ?. The set of optimal solutions (there might be more
that one solution!) is denoted as [53]
arg min
x∈X
f (x) = {x ∈ X : f (x) = f ?} . (6.5)
The solution x? is called an optimizer (or global optimizer/optimal solution). The term min-
imizer (or global minimizer) can also be used when describing specifically an optimizer of a
minimization problem.
A feasibility problem is a process of detecting if the set of feasible solutions is empty or not
and finding a point which is feasible. A feasible solution is the vector x ∈ X which satisfies
all constraints.
11. The convention followed in this Chapter assumes that vectors and matrices are denoted by plain (not
boldface) letters, according to [53] and [60].
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6.1.1 Continuous Problem
If the problem domain X is a subset of the finite-dimensional Euclidean vector-space Rn, such
an optimization problem is referred to as a continuous problem. Then, the general optimization
problem (6.2) can be rewritten in a more common form as [60]
min
x
f0(x)
s.t. fi(x) ≤ di , i = 1, . . . , k
hj(x) = bj , j = 1, . . . , p
x ∈ X .
(6.6)
The vector x = (x1, ..., xn) is the optimization/decision variable of the problem defined in the
domain of the objective function X ⊆ Rn, the function f0 : Rn → R is the objective function,
the functions fi : Rn → R, i = 1, ..., k , and hj : Rn → R, j = 1, ..., p are the constraint
functions, and the constants b1, ..., bp and d1, ..., dk are the limits for the constraints, according
to [53, 60, 122]. A vector x? is called optimal, or a solution of the problem (6.6), if it yields the
lowest objective value among all vectors that satisfy the constraints. An optimization problem
of such a general form is called a continuous nonlinear program.
Standard Form
There are various ways of formulating optimization problems [53]. The convention of minimiz-
ing the cost function is presented in (6.6) with the right-hand side of the inequality and equality
constraints bounded by variable bounds. However, typically numerical methods of solving op-
timization problems require that the right-hand side of constraints is equal to zero [102].
According to [53], any problem in different form can be written in a standard form
min
x
f0(x)
s.t. fi(x) ≤ 0, i = 1, . . . , k
hj(x) = 0, j = 1, . . . , p
x ∈ X
(6.7)
where the constraint functions fi(x) and hj(x) are modified accordingly. Example 6.1 illustrates
this process.
Example 6.1 (Box Constraints)
The optimization problem where x ∈ Rn is the variable [60]
min
x
f0(x)
s.t. li ≤ xi ≤ ui , i = 1, . . . , n
(6.8)
is constrained by variable bounds (or box constraints). The problem can be expressed in standard form as
min
x
f0(x)
s.t. li − xi ≤ 0, i = 1, . . . , n
xi − ui ≤ 0, i = 1, . . . , n
(6.9)
with total number of inequality constraints equal to 2n
fi(x) = li − xi i f i = 1, . . . , n (6.10)
fi(x) = xi−n − ui−n i f i = n + 1, . . . , 2n. (6.11)
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Excluding Equality Constraints
Optimization problems are often considered in the form without equality constraints (i.e. when
p = 0) [53]
min
x
f0(x)
s.t. fi(x) ≤ 0, i = 1, . . . , k
x ∈ X .
(6.12)
A method to replace equality constraints with inequality constraints without compromising on
accuracy and efficiency of the optimization algorithm is discussed in [53] and omitted here. The
point is, however, that even though some advanced numerical solvers perform that operation
automatically, this is not always advisable. The negative effect of this transformation might
be that the problem becomes more difficult to understand and analyze or even some of its
properties can be affected (like sparsity, when the variable x has large dimension) – see for
instance [53] and [60] for a detailed discussion on this topic.
Local Optimality
Instead of achieving a global optimum, an optimization algorithm might in some cases settle
in a local optimum only. x is said to be locally optimal for problem (6.6) if there exists an
R > 0 such that z = x is optimal for [53]
min
z
f0(z)
s.t. fi(z) ≤ di , i = 1, . . . , k
hj(z) = bj , j = 1, . . . , p
‖z − x‖2 ≤ R
z ∈ X .
(6.13)
The point x is referred to as a local optimizer (or local minimizer) and it minimizes f (z) in a
feasible neighborhood of x defined by ‖z − x‖2 ≤ R where the 2-norm is the usual Euclidean
length
‖x‖2 =
( n∑
i=1
|xi |2
) 1
2
. (6.14)
Lagrange Duality
In order to find a locally optimal solution, the knowledge of the global optimum is still required,
as shown in (6.13). The primal problem (6.6) has an associated Lagrange dual problem, which
can be used to certify optimality of a primal feasible solution [363]. The difference between
a primal feasible and a dual feasible solution is referred to as a duality gap. Under certain
conditions, the duality gap is zero and values of these two solutions are equal (it is called
strong duality) [102]. A popular method of constraint qualification to prove strong duality
is Slater’s condition [60]. Therefore, duality is an indirect way of evaluating the accuracy of
the locally optimal solution. Lagrange duality theory which is necessary to derive optimality
conditions is thoroughly discussed in [53] and skipped in this thesis. The essential material
relevant for this aspect is also compiled in [102].
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Optimality Conditions
In order for a point x to be considered as an optimizer, it must satisfy certain analytical
conditions for optimality [60]. Necessary and sufficient optimality conditions for unconstrained
and constrained problems together with a thorough theoretical background are comprehensively
presented in [53] and [60]. The two most commonly used conditions are Slater’s condition
(constraint qualification) and Karush-Kuhn-Tucker (KKT) condition (global optimality). The
interested reader is referred to e.g. [363] for a practical summary of definitions and theorems
associated with these optimality requirements.
6.1.2 Integer and Mixed Integer Problem
If optimization problem (6.2) has a finite domain X , it is called combinatorial or discrete [53].
If x ∈ {0, 1}n or x ∈ Zn (integers), the problem is said to be integer [122]. In addition, if we
assume that some decision variables x apart from being binary or integer (xb) also belong to
a real Euclidean space (xc)
X ⊆ {[xc , xb] : xc ∈ Rnc , xb ∈ {0, 1}nb} (6.15)
the problem is called a mixed integer program (MIP) and can be formulated as [53]
min
[xc ,xb ]
f0(xc , xb)
s.t. fi(xc , xb) ≤ 0, i = 1, . . . , k
hj(xc , xb) = 0, j = 1, . . . , p
xc ∈ Rnc , xb ∈ {0, 1}nb
[xc , xb] ∈ X
(6.16)
where f0, fi , and hj are real-valued functions defined over X . All properties, terminology,
and definitions discussed so far are applicable to combinatorial, integer, and mixed integer
optimization problems as well.
6.2 Convex Optimization
The optimization problem (6.6) is considered to be convex if the cost function f0 is convex on
the domain X and the set of feasible decisions X is a convex set [53]. The interested reader
is referred to any textbook on optimization techniques (for instance [53] and [60]) for theory
related to convex sets and functions. In this thesis, however, the focus is rather on application
of optimization methods, therefore, the convex optimization problem is directly formulated
as [60]
min
x
f0(x)
s.t. fi(x) ≤ di , i = 1, . . . , k
aTj x = bj , j = 1, . . . , p
x ∈ X
(6.17)
where the functions f0, . . . , fk : Rn → R are convex, i.e. satisfy [60]
fi(αx + βy) ≤ αfi(x) + βfi(y) (6.18)
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for all x , y ∈ Rn and all α, β ∈ R with α+β = 1, α ≥ 0, and β ≥ 0. In addition, the equality
constraint functions hj(x) = aTj x − bj must be affine. An affine set is a convex set defined
as [122]
X = {x ∈ Rn : Ax = b} , (6.19)
which allows to gather the affine equality constraints into matrix A and rewrite (6.17) in a
more common form
min
x
f0(x)
s.t. fi(x) ≤ 0, i = 1, . . . , k
Ax = b, A ∈ Rp×n and b ∈ Rp
x ∈ Rn.
(6.20)
Therefore, simply put, an affine function includes a linear function and a constant. Also,
affinity is similar to the concept of linearity but generalized to Euclidean n-dimensional spaces.
An important advantage of convex optimization problems is that local optimizers are also
global optimizers which is proven in [53], for instance. Therefore, it is sufficient to compute
a local minimum of (6.17) to be guaranteed the global optimality of the solution. Although
reformulating an optimization problem in convex form might be difficult or not always possible,
it is worth the effort [122]. Many non-convex problems can be solved by iterating between the
solutions of convex sub-problems which has a practical significance when solving optimization
problems numerically [102].
6.2.1 Linear Programming
Optimization problem (6.17) is called a linear program (LP) if the objective and constraint
functions are linear (affine, to be more general), i.e. satisfy [60]
fi(αx + βy) = αfi(x) + βfi(y) (6.21)
for all x , y ∈ Rn and all α, β ∈ R. Therefore, we may say that convexity is more general than
linearity: in (6.18) the inequality sign is used, contrary to equality sign in (6.21), and (6.18)
is valid only for some specific values of α and β. As a consequence, convex optimization is
generalization of linear programming, as any linear program falls within the class of convex
optimization problems.
Standard Forms
For affine cost and constraint functions, the general form of a linear program is written as [60]
min
x
cT x
s.t. Gx ≤ d
Ax = b
(6.22)
where x ∈ Rn, c ∈ Rn, G ∈ Rk×n, A ∈ Rp×n, d ∈ Rk , and b ∈ Rp. Sometimes, a constant
w is used in the objective function, cT x + w , which makes the function affine, however it
has no effect on the optimal solution when minimizing the linear cost function cT x [60]. An
alternative representation of (6.22) includes only equality constraints and positive variables [53]
min
x
cT x
s.t. Ax = b
x ≥ 0.
(6.23)
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Standard manipulations described in [60] allow to convert (6.22) to (6.23), and vice versa.
Also, LPs are easily tractable in practice so there exists a great variety of solution methods
and software tools to handle such problems [363].
Feasible Point
Finding a feasible point, i.e. the one that satisfies the constraints without considering the
cost function (recall Section 6.1), is equivalent to solving the optimization problem with zero
objective function [122]
min
x
0
s.t. Gx ≤ d
Ax = b.
(6.24)
Example 6.2 presents a typical LP optimization problem.
Example 6.2 (Diet Problem)
A diet problem is one of the standard applications of linear programming – recall Section 2.5.1. Let us
assume that there are n different ingredients which can be chosen in x1, . . . , xn quantities [60]. Each
ingredient j contains an amount ai j of nutrient i , and is characterized by a cost cj . The goal is to formulate
the cheapest diet that satisfies the minimum nutritional requirements b1, . . . , bm for all m different nutrients.
This problem can be formulated as the following LP [60]
min
x
cT x
s.t. Ax ≥ b
x ≥ 0.
(6.25)
An interesting example of this problem is presented in [316], where the exact amounts of nutrients in the
diet are required. This leads to linear equality constraints and makes the optimization problem analytically
solvable for some numerical data presented below
min
x
20x1 + 50x2 + 70x3
s.t. x1 + 2x2 + 5x3 = 15
3x1 + 20x2 + 40x3 = 100
x1, x2, x3 ≥ 0.
(6.26)
There are two nutritional requirements: b1 = 15 and b2 = 100 (e.g. in [kg ]) in (6.26) and three different
types of foods: x1, x2, x3, to select from, associated with their respective cost: c1 = 20, c2 = 50, c3 = 70
(e.g. in [$]). The composition of each nutrient in a given food type is described by matrix
A =
[
1 2 5
3 20 40
]
.
By expressing the equality constraints in terms of x1
x2 = 1.25x1 − 5 (6.27)
x3 = −0.7x1 + 5 (6.28)
and modifying the objective function, the following rearranged problem is obtained
min
x
33.5x1 + 100
s.t. x1 ≥ 0
x1 ≥ 4
x1 ≤ 507 ≈ 7.14.
(6.29)
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Since the objective coefficient of x1 is positive, the optimal solution is found by selecting the least possible
x1, i.e. x?1 = 4. Therefore, the optimal solution of the original problem (6.26) is
x? = [4, 0, 2.2]T ,
since x?2 = 1.25 · 4− 5 = 0 and x?3 = −0.7 · 4 + 5 = 2.2. Finally, the optimal objective function becomes
f ? = 33.5 · 4 + 100 = 234 $ which is the lowest possible cost of the diet according to given nutritional
requirements.
6.2.2 Quadratic Programming
Optimization problem (6.17) is called a quadratic program (QP) if the constraints are affine
and the cost function is convex quadratic [60]
min
x
1
2x
T Px + qT x
s.t. Gx ≤ d
Ax = b
(6.30)
where x ∈ Rn, P = PT > 0 ∈ Rn×n, q ∈ Rn, G ∈ Rk×n, A ∈ Rp×n, d ∈ Rk , and b ∈ Rp.
Similarly to (6.22), a constant term w might be included in the objective function, however, it
can be omitted if one is exclusively interested in the optimizer [53]. Also, if P = 0 in (6.30),
an LP problem is obtained.
Typically, the complexity of solving a convex QP is comparable to solving an LP [363]. Some
popular solution methods are e.g. active-set, gradient, or interior-point methods [253]. QPs
play an important role as sub-problems in general constrained programming methods and they
can be used to represent many real-world optimization problems [363]. A demonstration of
using a QP to solve a typical engineering problem is illustrated in Example 6.3.
Example 6.3 (Least-squares Problem)
The problem of minimizing the convex quadratic function
min
x
‖Ax − b‖22 (6.31)
is a simple example of an unconstrained QP and is also called least-squares approximation or regression
analysis [60]. It is found in numerous applications, see for instance parameters identification in Chapter 7.
The objective of (6.31) can be represented as a sum of squares of residuals which results in the following
least-squares approximation problem
min
x
‖Ax − b‖22 = r21 + r22 + · · ·+ r2m (6.32)
which can be solved analytically by representing the cost to be minimized as the convex quadratic func-
tion [60]
f (x) = xT AT Ax − 2bT Ax + bT b (6.33)
and by taking its gradient
∇f (x) = 2AT Ax − 2AT b = 0. (6.34)
Therefore, point x minimizes f if and only if
AT Ax = AT b (6.35)
x =
(
AT A
)−1 AT︸ ︷︷ ︸
A†
b (6.36)
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where A† is called the pseudo-inverse matrix and (6.36) has a unique solution if the columns of matrix A
are independent [60]. Gradient is defined for a real-valued function f : Rn → R as the transpose of its
derivative Df (x) [60]
∇f (x) = Df (x)T . (6.37)
Since derivative Df (x) is a 1 × n matrix, i.e. a row vector, its transpose is a column vector in Rn.
Components of (6.37) are partial derivatives of f
∇f (x)i = ∂f (x)
∂xi
, i = 1, . . . , n. (6.38)
When extra linear constraints (here represented as lower and upper bounds) are added to (6.31), the
problem is called constrained regression [60]
min
x
‖Ax − b‖22
s.t. li ≤ xi ≤ ui , i = 1, . . . , n
(6.39)
and cannot be solved analytically anymore. Techniques for numerically solving optimization problems are
discussed in Section 6.3.
6.3 Numerical Optimization Methods
In general (except for some simple cases), an analytical solution of optimization problem (6.6)
does not exist [53]. To tackle this issue, an approximated solution is usually computed using
iterative algorithms [102]. The process starts from an initial guess x0 and a sequence of
xm,m = 0, ...,mmax is computed such that
xm+1 = Υ (xm, f0,X ) (6.40)
where Υ is an update rule that is selected depending on a particular optimization method.
The algorithm terminates after a finite number of iterations mmax (or earlier, if the desired
accuracy has already been obtained) and yields an estimated minimizer that satisfies
|f0(xmmax )− f0(x?)| ≤  and dist(xmmax ,X ) ≤ δ (6.41)
where
dist(x ,X ) = min
y∈X
‖y − x‖ (6.42)
is the shortest distance between a point and a set in Rn measured by the norm ‖ · ‖, and
parameters  and δ represent the allowable tolerances for optimality and feasibility, respec-
tively [102]. There is a huge number of algorithms for solving unconstrained and constrained
optimization problems – refer to [102] and the references therein for a comprehensive overview.
The role of this Section is to briefly present only some fundamental methods of solving (6.20).
The selection of the most suitable algorithm for a given application depends on the desired
accuracy, speed, and problem complexity. Advantages and disadvantages of each technique
are elaborated on in [53] and [102]. Since problems of type (6.16) are particularly relevant for
this thesis, the techniques for solving them are discussed separately in Section 6.4.3.
6.3.1 Unconstrained Optimization
Techniques for solving unconstrained (i.e. X = Rn – recall Section 6.1) smooth optimization
problems
min
x
f0(x) (6.43)
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where f0 : Rn → R is convex and continuously differentiable, have been in use for centuries
(Newton, Cauchy, Gauss, just to name a few who proposed iterative methods for moving
towards an optimum) [102]. The two most common approaches (discussed below) for solving
such problems are based on the so-called descent method in which the next iterate xi+1 is
obtained from the current state xi by taking a step of size hi > 0 along a certain descent
direction ∆xi [102]
xi+1 = xi + hi ∆xi . (6.44)
Gradient Method
The classic gradient method is applicable to convex, unconstrained optimization problems with
a smooth cost function. An important property of the gradient evaluated at xi , is that it points
into the direction of the steepest local ascent, which allows to apply the anti-gradient direction
as a descent direction [53] (for simplicity we can replace f0 from (6.43) by f )
∆xi = −∇f (xi). (6.45)
Therefore, the descent expression (6.44) can be reformulated as the following gradient update
rule
xi+1 = xi − hi∇f (xi) (6.46)
which actually results from minimizing a quadratic function (see [102] for detailed derivation).
Selection of the step size hi is a crucial part of this strategy and is based on the so-called
L-smoothness property of a twice continuously differentiable function f (see [53] for derivation)
‖∇2f (x)‖ ≤ L (6.47)
where L > 0 is the so-called Lipschitz constant. Then, the constant step size is selected to be
hi =
1
L (6.48)
and the algorithm is repeated m times until one of the following stopping criteria is met
f (xm)− f (x?) ≤ 1 (6.49)
‖xm − xm−1‖ ≤ 2 (6.50)
where 1 and 2 are user-defined tolerances.
Remark 6.1. Gradient method for unconstrained systems presented above can also be ex-
tended to constrained problems – refer to exhaustive explanations in [53] and [102].
Newton’s Method
A numerical approach to finding the roots of a differentiable function f is referred to as a
Newton–Raphson method and is explained in Section B.8. In optimization, however, one uses
the Newton’s method to find the roots of the derivative of a twice differentiable function
f [102]. It is more quickly converging algorithm than the gradient method, since it uses the
second-order information of f – the so-called Hessian ∇2f , contrary to using the first-order
information in the former approach. By introducing appropriate assumptions and limitations
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concerning properties of the function f (covered in [53]), the Newton’s method can be sum-
marized as minimization of the second-order approximation (Taylor expansion) of the function
f at the current state xi
xi+1 = arg minx f (xi) +∇f (xi)
T (x − xi) + 12(x − xi)
T∇2f (xi)(x − xi). (6.51)
Therefore, the so-called Newton direction
∆xi = −
(∇2f (xi))−1∇f (xi) (6.52)
is obtained which is used to compute the next iterate
xi+1 = xi − hi
(∇2f (xi))−1∇f (xi) (6.53)
using the step size hi > 0. Techniques such as line search (or backtracking line search) can
be applied to find the appropriate value of hi and are presented in details in [60].
6.3.2 Constrained Optimization
In this Section, the two most popular techniques (typically encountered in both free and
commercial software products [102]) to find solution of constrained optimization problems
are briefly presented. There exist other approaches as well (e.g. already mentioned gradient
projection or alternating minimization methods) but since they are not as common, they are
out of the scope of this thesis.
Interior Point Methods
The name of these techniques originates from the way the solution is achieved: an interior point
(i.e. the point which strictly satisfies the inequality constraints) is selected as a starting point
and the solution follows a so-called central path to the optimal solution, according to [363]. To
follow the central path, only the feasible iterates that strictly satisfy the inequality constraints
are chosen.
Interior point methods (IPMs) are classified into two groups: barrier methods, which were
the first practically relevant algorithms for linear programming, and primal-dual methods,
which are modern and most commonly applied nowadays [53]. The principal concept behind
the barrier method is to transform the constrained convex optimization problem (6.20) into
an unconstrained one (in terms of inequalities) by taking advantage of the so-called barrier
function Φf : Rn → R [102]
x?(µ) ∈ arg min
x
f0(x) + µΦf (x)
s.t. Ax = b
(6.54)
where µ > 0 is called barrier parameter and function Φf is typically selected to be the log
barrier function [363]
Φf (x) = −
k∑
i=1
ln(−fi(x)). (6.55)
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The domain, continuous gradient, and continuous Hessian of this function are [53]
{x ∈ Rn : fi(x) < 0 ∀ i = 1, . . . , k} (6.56)
∇Φf (x) =
k∑
i=1
1
−fi(x)∇fi(x) (6.57)
∇2Φf (x) =
k∑
i=1
1
fi(x)2
∇fi(x)∇fi(x)T + 1−fi(x)∇
2fi(x). (6.58)
Such formulation of the barrier problem allows to use the previously described Newton’s
method. The logarithmic barrier function is the most commonly applied in practical im-
plementations of barrier methods [53]. Selection of parameters and detailed description of this
technique are presented e.g. in [253].
On the other hand, primal-dual methods solve problem (6.20) by computing the Karush-
Kuhn-Tucker (KKT) conditions mentioned in Section 6.1.1 by a modified version of Newton’s
method [102]. The basic concept is to linearize the relaxed KKT conditions and solve the
modified Newton’s procedure at each iteration [363]. There are different interior point algo-
rithms, described comprehensively in [354], however, the one that is particularly well-suited for
practical implementations is Mehrotra’s algorithm [232].
Active Set Methods
Another method for solving the problem
min
x
f0(x)
s.t. x ∈ X
(6.59)
where X ⊂ Rn, is called an active set method [53]. As the name indicates, the major idea is to
determine the set of active constraints for the optimal solution. This is achieved by selecting
an initial set of active constraints and iteratively improving it until the optimal active set is
found which ultimately yields the optimum [363]. An i-th inequality constraint fi(z) ≤ 0 is
considered to be active at a feasible point x if fi(x) = 0. If fi(x) < 0, then the constraint
fi(z) ≤ 0 is inactive at x . Therefore, equality constraints are always active for all feasible
points [53]. Also, a constraint can be redundant if it does not affect the feasible set.
Active set methods are widely described in the literature on optimization techniques, e.g.
in [53] and [253]. The reason these methods are only briefly mentioned in this Section is that
different algorithms (namely: interior point and branch and bound discussed in Section 6.4.3)
are used to solve problems of the nature presented in this thesis (i.e. nonlinear programming
in Chapter 11 and mixed integer programming in Chapter 10, respectively).
6.3.3 Software Tools
There is a huge variety of software tools for solving optimization problems [122]. A popular
approach is to formulate an optimization problem in a mathematical language and pass it to
the solver [102]. The list below summarizes some of the most widely used:
• Modeling languages:
– YALMIP: language consistent with MATLAB syntax for modeling convex and non-
convex optimization problems [209],
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– CVX: MATLAB-based modeling system for convex optimization ([125] and [124]),
– AMPL: proprietary software, compatible with majority of solvers [113].
• Standalone solvers:
– MATLAB: solving wide range of optimization problems (practically useful for LP
and QP: functions linprog/quadprog) [224],
– CPLEX: commercial product, industry standard for (MI)LP [151],
– CVXOPT: free software package for convex optimization based on the Python
programming language [21].
• Solvers for embedded platforms:
– CVXGEN: generation of custom code for small LP or convex QP problems ([225]
and [226]),
– FORCES Pro: tool for generating decision-making software [103].
Tools and solvers listed above differ in terms of accuracy, availability (free vs. commercial),
ease of use, etc. In this thesis, YALMIP modeling software is interfaced with MATLAB to
solve MIP problems using CPLEX solver.
6.4 Mixed Integer Programming
As mentioned in Section 6.1.2, optimization problems that include a mixture of discrete and
continuous decision variables are referred to as mixed integer programming (MIP) problems.
In this Section, special attention is given to classification of MIPs depending on the type of
domain of optimization variables as well as to the solution of design optimization problems
using combinatorial approach [270] vs. modeling of logical decisions as linear inequalities [39].
Given the scope of the thesis (application of MIP to design optimization), the discussion is
limited to mixed integer linear programs (MILPs) only.12
6.4.1 Logical Constraints as Mixed Integer Linear Inequalities
Modeling and controlling systems characterized by interfering physical laws, logical rules, and
operating conditions have been recognized as a challenge and received substantial amount of
attention since at least the 1990’s [126]. Transforming propositional logic into linear inequality
constraints that involve both integer and continuous variables was a significant contribution
in this field and enabled to obtain mixed logical dynamical (MLD) systems described by linear
dynamic equations constrained by mixed integer inequalities [39]. The most prominent ex-
amples of MLD systems are hybrid systems (i.e. the ones that integrate logic-based discrete
dynamics and continuous dynamics with events and mode switches), finite state machines,
constrained linear systems, or nonlinear systems which can be linearized at different operating
points by convex piecewise linear functions [39].
To describe a hybrid system in a form compatible with optimization software, there are two
main steps that have to be followed [53]:
1. Reformulation of logic rules into linear integer inequalities.
12. In general, it is recommended to convert nonlinear optimization problems (which are difficult to solve)
into simpler, linear problems [39].
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2. Translation of continuous and logical parts of the system into linear mixed integer de-
pendencies.
Therefore, the goal is to arrive at a system represented by continuous and Boolean variables
that is constrained by linear equalities and inequalities. Dealing with such a compact model
is usually more efficient than studying separate continuous systems in each discrete operating
region.
Step no.1 above is solved by defining a polyhedral set P for a given Boolean formula
F (p1, p2, . . . , pn) such that a set of binary values {δ1, δ2, . . . , δn} satisfies the Boolean formula
F in P [53]
F (p1, p2, . . . , pn) “TRUE” ⇐⇒ Aδ ≤ B, δ ∈ {0, 1}n (6.60)
where the binary integer variable δi is associated to each Boolean variable pi such that
{δi = 1} ⇐⇒ pi = TRUE. (6.61)
Some of the most popular Boolean relations are summarized in Table 6.1 together with their
corresponding linear constraints, according to [39, 53, 350].
Relation Boolean Linear Constraints
AND δ1 ∧ δ2 δ1 ≥ 1
δ2 ≥ 1
OR δ1 ∨ δ2 δ1 + δ2 ≥ 1
NOT ¬δ1 (1− δ1) ≥ 1
XOR δ1 ⊕ δ2 δ1 + δ2 = 1
IMPLY δ1 → δ2 δ1 − δ2 ≤ 0
IFF δ1 ↔ δ2 δ1 − δ2 = 0
ASSIGN δ1 + (1− δ3) ≥ 1
δ3 = δ1 ∧ δ2 δ3 ↔ δ1 ∧ δ2 δ2 + (1− δ3) ≥ 1
(1− δ1) + (1− δ2) + δ3 ≥ 1
Table 6.1: Common Boolean relations and their corresponding linear constraints [53].
On the other hand, to address step no.2, it is necessary to establish mixed integer linear
inequalities, i.e. linear inequalities which contain both continuous variables x ∈ Rn and logical
variables δ ∈ {0, 1}. It can be shown (refer to [39] and [53] for proofs and derivation) that
for a linear real-valued function f : Rn → R defined over a bounded set x ∈ X , a product of
logical and continuous variables δf (x) can be replaced by an auxiliary real variable
y = δf (x) (6.62)
which satisfies
[δ = 0]→ [y = 0] (6.63)
[δ = 1]→ [y = f (x)]. (6.64)
According to [39], by defining
M = max
x∈X
f (x) (6.65)
m = min
x∈X
f (x) (6.66)
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it becomes possible to express y = δf (x) as a set of linear inequalities
y ≤ Mδ (6.67)
y ≥ mδ (6.68)
y ≤ f (x)−m(1− δ) (6.69)
y ≥ f (x)−M(1− δ). (6.70)
As shown later in Example 6.6, such a formulation enables efficient solution of optimization
problems which involve mixed integer decision variables. One of the software tools that allows
for modeling hybrid systems using the discussed approach is e.g. HYSDEL [337].
6.4.2 Common Formulations
The three most popular formulations of MILPs are binary, integer, and mixed integer programs.
They find many practical applications, with modeling and controlling MLD systems [39] and
decision-making being some of the most prominent examples [197].
Binary Programming
The most frequent decision-making schemes (also in our daily life) are based on alternatives. It
can be shown that a more or less complex set of variables can be used to reduce every decision
to a set of alternatives (as long as the number of states of the system is finite), according
to [177]. Boolean algebra operating on binary variables is particularly useful to represent such
problems, since the simplest reasoning behind the concept of an alternative is that either
a decision is made or not, which is equivalent to 0–1 interpretation. A general nonlinear
MIP (6.16) can be reformulated into the following linear program with binary variables [53]
min
x
cT x
s.t. Gx ≤ d
Ax = b
xi ∈ {0, 1}, i = 1, . . . , n
(6.71)
where x ∈ {0, 1}n is the decision variable, c ∈ Rn is the cost function to be minimized,
G ∈ Rk×n and A ∈ Rp×n are the constraint matrices, and d ∈ Rk and b ∈ Rp are the
constraint vectors. An illustration of a binary linear program is presented in Example 6.4.
Example 6.4 (Payload Optimization)
There are seven types of goods that can be transported between a warehouse and a shop – their mass,
volume, and profit are summarized below:
Payload Type Mass [kg ] Volume [m3] Profit [$]
1 400 0.9 300
2 600 2.3 700
3 900 2.5 200
4 1000 1.4 600
5 200 1.1 400
6 2000 3.6 1500
7 700 2.7 1100
Table 6.2: Numerical data for the payload optimization problem.
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Only one type of each good can be carried by a truck such that its maximum payload capacity of 4100 kg
and volume capacity of 11 m3 are not exceeded. In addition, due to the safety reasons, cargo type 1
cannot be transported simultaneously with cargo type 2, and if cargo type 5 is taken, cargo type 3 has to
be carried as well. The question is, which types of goods should be shipped from the warehouse to the
shop so that the potential profit is maximized?
The problem is formulated as the following binary linear program
min
x
−[300 700 200 600 400 1500 1100]︸ ︷︷ ︸
cT(1×7)
·
x1...
x7

︸ ︷︷ ︸
x(7×1)
s.t.
[
400 600 900 1000 200 2000 700
0.9 2.3 2.5 1.4 1.1 3.6 2.7
]
︸ ︷︷ ︸
G(2×7)
·
x1...
x7

︸ ︷︷ ︸
x(7×1)
≤
[
4100
11
]
︸ ︷︷ ︸
d(2×1)
x1 + x2 = 1
x5 − x3 ≤ 0
xi ∈ {0, 1}, i = 1, . . . , 7.
(6.72)
Problem (6.72) is implemented in YALMIP modeling language and solved using CPLEX solver as shown
below.
% Data
mass = [400 600 900 1000 200 2000 700]; % [kg]
vol = [0.9 2.3 2.5 1.4 1.1 3.6 2.7]; % [m^3]
profit = [300 700 200 600 400 1500 1100]; % [$]
% Variables
x = binvar (7,1); % decision if cargo is taken or not (0−1)
% Objective
obj = -profit*x; % objective to maximize profit
% Constraints
const = [ mass*x <= 4100; % mass constraints
vol*x <= 11; % volume constraints
x(1) + x(2) == 1; % either 1 or 2 (XOR)
x(5)-x(3) <= 0; % 5 −> 3 (IMPLY)
];
% Options
ops = sdpsettings(’solver ’,’cplex ’); % select CPLEX solver
% Solution
sol = optimize(const ,obj ,ops); % solve the problem
solution = find(value(x))’; % indices of the optimal solution
total_profit = -value(obj); % total profit
total_mass = mass*value(x); % mass of the carried goods
total_vol = vol*value(x); % volume of the carried goods
% Output
solution = 1 4 6 7
total_profit = 3500
total_mass = 4100
total_vol = 8.6000
Therefore, to maximize the cost of the carried cargo and to avoid violating the payload and volume
constraints, goods x1, x4, x6, x7 have to be transported by the truck. The total profit then becomes 3500 $.
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Integer Programming
In applications where the modeled quantities are integers, the domain of (6.71) is expanded.
Such applications normally involve problems associated with production rates (e.g. number
of cars, houses etc.) or, in general, these, where fractional solutions are not acceptable (e.g.
number of employees, capital budgeting, etc.) [177]. A binary linear program (BLP) (6.71) is
rewritten as an integer linear program (ILP) [53]
min
x
cT x
s.t. Gx ≤ d
Ax = b
xi ∈ Z, i = 1, . . . , n
(6.73)
only by changing the domain of the decision variable to integers x ∈ Zn (the remaining
symbols are defined as for (6.71)). Formulation of and solution strategy for a typical integer
linear programming problem are shown in Example 6.5.
Example 6.5 (Production Optimization)
A paper mill produces rolls of paper in four different widths: 10 cm, 20 cm, 30 cm, and 40 cm. Each day,
the paper mill is supposed to deliver to a customer at least
• 700 rolls of 10 cm width,
• 1500 rolls of 20 cm width,
• 1700 rolls of 30 cm width,
• 2300 rolls of 40 cm width.
Each paper roll that is used in the production process is 1 m wide and 100 m long. The paper mill can cut
the raw rolls according to 8 different methods summarized below:
Cutting Method Rolls Wasted Width [m]
10 cm 20 cm 30 cm 40 cm
1 5 2 0 0 0.1
2 0 2 2 0 0
3 0 1 1 1 0.1
4 2 0 0 2 0
5 0 0 3 0 0.1
6 1 1 1 1 0
7 6 0 1 0 0.1
8 0 4 0 0 0.2
Table 6.3: Cutting methods, the corresponding amounts of produced rolls, and generated waste.
Task 1
The first objective is to minimize the total number of 1×100 m rolls required to meet the daily production
goals. This problem can be formulated as the following integer linear program
min
x
8∑
i=1
xi
s.t.

5 0 0 2 0 1 6 0
2 2 1 0 0 1 0 4
0 2 1 0 3 1 1 0
0 0 1 2 0 1 0 0

︸ ︷︷ ︸
G(4×8)
·
x1...
x8

︸ ︷︷ ︸
x(8×1)
≥

700
1500
1700
2300

︸ ︷︷ ︸
d(4×1)
xi ∈ Z, i = 1, . . . , 8
xi ≥ 0, i = 1, . . . , 8
(6.74)
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which is solved by using YALMIP and CPLEX as presented below.
% Data
rolls_10 = [5 0 0 2 0 1 6 4]; % number of 10cm−rolls from a 1m−roll
rolls_20 = [2 2 1 0 0 1 0 4]; % number of 20cm−rolls
rolls_30 = [0 2 1 0 3 1 1 0]; % number of 30cm−rolls
rolls_40 = [0 0 1 2 0 1 0 0]; % number of 40cm−rolls
waste = [0.1 0 0.1 0 0.1 0 0.1 0.2]; % wasted width of a 1m−roll [m]
% Variables
x = intvar (8,1); % number of standard 1m−rolls being cut in 8 different ways
% Objective
obj = sum(x); % minimize the number of standard 1m−rolls
% Constraints
const = [ rolls_10*x >= 700; % daily production goal #1
rolls_20*x >= 1500; % daily production goal #2
rolls_30*x >= 1700; % daily production goal #3
rolls_40*x >= 2300; % daily production goal #4
x >= 0; % only positive solution
];
% Options
ops = sdpsettings(’solver ’,’cplex ’); % select CPLEX solver
% Solution
sol = optimize(const ,obj ,ops); % solve the problem
solution = value(x)’; % number of 1m−rolls cut in a given way
total_rolls = sum(value(x)); % optimal amount of 1m−rolls
total_waste = waste *100* value(x); % total waste [m^2]
% Particular numbers of produced rolls
rolls_10_no = rolls_10*value(x); % 10cm−rolls
rolls_20_no = rolls_20*value(x); % 20cm−rolls
rolls_30_no = rolls_30*value(x); % 30cm−rolls
rolls_40_no = rolls_40*value(x); % 40cm−rolls
% Output
solution = 0 750 0 1150 67 0 0 0
total_rolls = 1967
total_waste = 670
rolls_10_no = 2300
rolls_20_no = 1500
rolls_30_no = 1701
rolls_40_no = 2300
Given the daily production requirements, the most efficient ways of cutting the raw rolls into the final
products are methods 2, 4, and 5. The least number of 1 × 100 m rolls that has to be processed by the
paper mill is hence 1967 = 750 + 1150 + 67. The particular amounts of produced rolls are:
• 10 cm rolls: 2300,
• 20 cm rolls: 1500,
• 30 cm rolls: 1701,
• 40 cm rolls: 2300,
and significantly exceed only the production goal for 10 cm rolls: 2300 > 700.
Task 2
An interesting observation is made when instead of minimizing the total number of rolls, we minimize the
total waste generated by the paper mill. To achieve that, the cost function of problem (6.74) is modified
to be
min
x
[0.1 0 0.1 0 0.1 0 0.1 0.2]︸ ︷︷ ︸
cT(1×8)
·
x1...
x8

︸ ︷︷ ︸
x(8×1)
(6.75)
and the relevant portion of YALMIP code is updated as well:
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% Objective
obj=waste *100*x; % minimize surface area of waste
% Output
solution = 0 850 0 1150 0 0 0 0
total_rolls = 2000
total_waste = 0
rolls_10_no = 2300
rolls_20_no = 1700
rolls_30_no = 1700
rolls_40_no = 2300
Indeed, the surface area of the wasted paper is 0 m2. However, the total number of rolls required to
achieve this objective is higher when compared to the case in which the goal was to minimize the amount
of the required resource: 2000 vs. 1967 raw paper rolls, respectively. This is similar to the well-known
more-for-less paradox in linear programming [76]. In the considered example, the daily production goals are
achieved at lower expense when minimizing the cost (even though the waste is higher!) rather than when
minimizing the waste. Of course, it is only a seeming paradox because the available methods of cutting
raw paper rolls are what affect the solution. As expected, when minimizing the waste (i.e. increasing the
efficiency), the overall production output should increase. This is confirmed by obtaining additional 200
20 cm rolls:
• 10 cm rolls: 2300,
• 20 cm rolls: 1700,
• 30 cm rolls: 1700,
• 40 cm rolls: 2300,
which could be e.g. sold to a different customer to increase the paper mill’s income (which, depending on
the price of 20 cm rolls, might potentially exceed the investment of using 33 extra 1× 100 m rolls). This
simple example illustrates superiority of the efficient utilization of goods (Task 2) over direct allocation
approach (Task 1). Therefore, the optimal solution should always be understood to be optimal in the
sense of given constraints and cost function.
Mixed Integer Programming
The most common problems which MIP helps to solve are these which involve not only some
decision-making (e.g. whether to build a factory or not) but also quantification of optimiza-
tion variables (e.g. to achieve a certain production output). Typical examples of application
are crew assignment for airlines, electronic circuits design, development of telecommunication
networks [177], or modeling and control of hybrid systems [39]. A mixed integer linear pro-
gram (MILP) is obtained from (6.71) by letting some decision variables to be continuous [53]
min
x
cT x
s.t. Gx ≤ d
Ax = b
x ∈ {0, 1}nb ∪ Rn−nb
(6.76)
where the index nb denotes the number of binary optimization variables. Mixed integer linear
programming problem is illustrated in Example 6.6. The same problem is then reformulated as
a combinatorial binary linear program and solved in Example 6.7. Obviously, these examples
are significantly simplified compared to a more realistic case study of drivetrain dimensioning
presented in Chapter 10. Nevertheless, they present two common approaches for dealing with
optimal selection of components from a discrete set of data, discussed in more detail in [215]
and [270], respectively.
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Example 6.6 (Motor and Gearbox Selection – Mixed Integer Approach)
Let us consider a simple actuation system composed of a motor and a gearbox, as presented in Table 5.1.
A constant mechanical torque required by a driven machine is Tload = 440 Nm. The task of a design
engineer is to select such a combination of a motor and a gearbox that will deliver the required torque and
be as cheap as possible. For the sake of simplicity, only five motors (k = 5) are chosen to be available:
Motor Number 1 2 3 4 5
Rated Torque T [Nm] 2 5 10 20 30
Cost c [$] 200 400 600 800 1000
Table 6.4: Set of available motors.
Therefore, the selection of a motor is a binary problem. The permissible gear ratio jgb is real-valued and
defined on an interval jgb ∈ [m,M] where m = 30 and M = 180. The cost of the gearbox is assumed to
be proportional to its gear ratio
cgb =
10
3 jgb. (6.77)
The necessary design condition is that the torque delivered by the drivetrain is equal to or exceeds the load
torque
jgbTi ≥ Tload where i = 1, 2, . . . , 5. (6.78)
By using the principles formulated in Section 6.4.1, an auxiliary real-valued variable yi = jgbTi xi is intro-
duced and the optimization problem is expressed as the following mixed integer linear program
min
x
[200 400 600 800 1000]︸ ︷︷ ︸
cT(1×5)
·
x1...
x5

︸ ︷︷ ︸
x(5×1)
+cgb
s.t.
5∑
i=1
yi ≥ Tloady1...
y5
 ≤ 180 ·
T1x1...
T5x5

y1...
y5
 ≥ 30 ·
T1x1...
T5x5

y1...
y5
 ≤ jgb ·
T1...
T5
− 30 ·
T1 · (1− x1)...
T5 · (1− x5)

y1...
y5

︸ ︷︷ ︸
y(5×1)
≥ jgb ·
T1...
T5

︸ ︷︷ ︸
T(5×1)
−180 ·
T1 · (1− x1)...
T5 · (1− x5)

︸ ︷︷ ︸
T (1−x)(5×1)
jgb ∈ R ∩ jgb ∈ [30, 180]
yi ∈ R, i = 1, . . . , 5
xi ∈ {0, 1}, i = 1, . . . , 5
5∑
i=1
xi ≤ 1
(6.79)
which is solved by implementing the code provided below in YALMIP modeling language.
% Data
T = [2 5 10 20 30]; % motor torque [Nm]
cost_T = [200 400 600 800 1000]; % motor cost [$]
T_load = 440; % required load torque [Nm]
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% Variables
x = binvar (5,1); % binary variable for motor selection
j_gb = sdpvar (1,1); % continuous variable to find gear ratio
y = sdpvar (5,1); % auxiliary continuous variable y=j_gb∗T’∗x
% Objective
obj = cost_T*x+10/3* j_gb; % minimize drivetrain cost
% Constraints
const = [ sum(y) >= T_load; % maintain the load torque
y <= 180*T’.*x; % constraints to define variable y
y >= 30*T’.*x;
y <= j_gb*T’-30*T’.*( ones(5,1)-x);
y >= j_gb*T’ -180*T’.*( ones(5,1)-x);
30 <= j_gb <= 180; % allowable gearbox ratios
sum(x) <= 1; % no more than one motor is selected
];
% Options
ops = sdpsettings(’solver ’,’cplex ’); % select CPLEX solver
% Solution
sol = optimize(const ,obj ,ops); % solve the problem
solution = find(value(x)); % index of the optimal motor
motor_torque = T(solution ); % motor torque value
j_gearbox = value(j_gb); % selected gear ratio
drivetrain_torque = motor_torque*j_gearbox; % total delivered torque
total_cost = value(obj); % total cost
% Output
solution = 2
motor_torque = 5
j_gearbox = 88.0000
drivetrain_torque = 440
total_cost = 693.3333
The motor 2 characterized by the rated torque T2 = 5 Nm is selected as the optimal choice. The gearbox
ratio that in combination with the picked motor minimizes the drivetrain cost is found to be jgb = 88. Either
a manufacturer that produces such a gearbox has to be found, or a similar gear ratio has to be selected
from the available suppliers. The latter solution would naturally require recomputation of the total provided
torque and the total drivetrain cost. The drivetrain delivers the torque of jgb ·T2 = 88·5 = 440 Nm which is
exactly equal to the required mechanical torque. Of course, it is possible to include additional safety margins
in the final design by constraining the delivered drivetrain torque to be e.g. a few percent greater than the
load torque. The total cost of the designed system amounts to c2 + cgb = 400 + 10/3 · 88 = 693.33 $.
Example 6.7 (Motor and Gearbox Selection – Combinatorial Approach)
Instead of finding a continuous value of gear ratio, let us consider the case when, similarly to a motor, it
has to be selected from catalogs (which is actually a more common scenario in industrial environment).
Both the mechanical requirements and the list of motors to choose from are considered to be the same as
in Example 6.6. In addition, the following six gearboxes (kgb = 6) are available:
Gearbox Number 1 2 3 4 5 6
Gear Ratio jgb [−] 30 60 90 120 150 180
Cost cgb [$] 100 200 300 400 500 600
Table 6.5: Set of available gearboxes.
The solution strategy is to evaluate all possible combinations n of motors and gearboxes and assign to
each combination a binary variable xi , i = 1, 2, . . . , n. By doing so, rather than picking separately an
optimal motor and an optimal gearbox, what is selected first is their optimal combination which, obviously,
can be further decomposed to identify the particular motor and gearbox. In the considered example, the
total number of possible solutions is n = k · kgb = 5 · 6 = 30. Therefore, the cost of each combination
(cc,i , i = 1, 2, . . . , 30) is found by adding the particular cost of a motor (ci , i = 1, 2, . . . , 5) and a gearbox
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(cgb,i , i = 1, 2, . . . , 6) and creating a vector of all possible costs. Similarly, the resulting torque values
Tc = jgb · T (6.80)
are grouped in a vector (Tc,i , i = 1, 2, . . . , 30). Such a combinatorial problem can be formulated as the
following integer linear program
min
x
[300 400 500 600 700 800 500 . . . 1600]︸ ︷︷ ︸
cTc(1×30)
·
 x1...
x30

︸ ︷︷ ︸
x(30×1)
s.t. [60 120 180 240 300 360 150 . . . 5400]︸ ︷︷ ︸
T Tc(1×30)
·
 x1...
x30

︸ ︷︷ ︸
x(30×1)
≥ Tload
xi ∈ {0, 1}, i = 1, . . . , 30
30∑
i=1
xi ≤ 1.
(6.81)
Clearly, (6.81) contains less inequality constraints than problem (6.79) and, in general, is simpler to formu-
late. The only difficulty is a systematic creation of vectors containing all possible combinations of torque,
cost, etc. but, as shown below, this challenge is easily solved when implementing the optimization problem
in software.
% Data
j_gb = [30 60 90 120 150 180]; % gear ratio [−]
T = [2 5 10 20 30]; % motor torque [Nm]
cost_j_gb = [100 200 300 400 500 600]; % gearbox cost [$]
cost_T = [200 400 600 800 1000]; % motor cost [$]
T_load = 440; % required load torque [Nm]
% Evaluate all possible combinations
% Drivetrain torque
T_c_m = j_gb ’*T; % matrix
T_c = T_c_m (:)’; % vector
% Combined cost
[X,Y] = meshgrid(cost_T ,cost_j_gb ); % prepare vectors for adding their elements
cost_c_m = X+Y; % matrix
cost_c = cost_c_m (:)’; % vector
% Variables
x = binvar(numel(T_c),1); % binary variable for motor and gearbox selection
% Objective
obj=cost_c*x; % minimize drivetrain cost
% Constraints
const = [ T_c*x >= T_load; % maintain the load torque
sum(x) <= 1; % no more than one combination is selected
];
% Options
ops=sdpsettings(’solver ’,’cplex ’); % select CPLEX solver
% Solution
sol=optimize(const ,obj ,ops); % solve the problem
solution = find(value(x)); % index of the optimal combination
[sol_gearbox ,sol_motor ]= ind2sub(size(T_c_m),solution ); % index of gearbox and motor
motor_torque=T(sol_motor ); % motor torque value
j_gearbox=j_gb(sol_gearbox ); % selected gear ratio
drivetrain_torque = motor_torque*j_gearbox; % total delivered torque
total_cost = value(obj); % total cost
% Output
solution = 9
sol_gearbox = 3
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sol_motor = 2
motor_torque = 5
j_gearbox = 90
drivetrain_torque = 450
total_cost = 700
The combination that is found to be optimal is designated by the index i = 9. After decomposing it into
particular indices of motors and gearboxes, it turns out that the same motor (T2 = 5 Nm) is selected as
in Example 6.6. Also, the gearbox 3 picked from a discrete set of permissible gearboxes is characterized by
the gear ratio jgb,3 = 90 which is close to jgb = 88 found when solving mixed integer linear program (6.79).
Consequently, the torque delivered by the current actuation system is 10 Nm greater than the required
mechanical load. Finally, the total drivetrain cost is almost identical to the one computed in Example 6.6
(tabulated gearbox cost follows the previous relationship cgb = 10/3 · jgb).
6.4.3 Solution Techniques
In general, mixed integer programs are non-convex which causes a significant difficulty to ob-
tain their solutions [53]. MIP problems are categorized as NP-complete (non-deterministic
polynomial-time complete), which means that in the worst case, the solution time would grow
exponentially with the problem size [289]. There are several algorithms that are capable of
solving these problems despite their combinatorial nature. Some of the most commonly used
are [39]: cutting plane methods, decomposition methods, logic-based methods, brute force ap-
proach and branch and bound methods. The brute force approach is the most straightforward,
whereas the branch and bound is the most efficient [53].
Brute Force Approach
Brute force method is illustrated on an example of the following mixed integer linear program
min
[xc ,xb ]
cTc xc + cTb xb
s.t. Gcxc + Gbxb ≤ d
xc ∈ Rnc , xb ∈ {0, 1}nb
(6.82)
where the notation follows the one of (6.16) and (6.71). When one of the binary variables
xb ∈ {0, 1}nb is fixed, i.e. x b, the MILP becomes a linear program (LP) [53]
min
xc
cTc xc +
(
cTb x b
)
s.t. Gcxc ≤ d − Gbx b
xc ∈ Rnc .
(6.83)
The solution strategy is to enumerate the 2nb integer values of the variable xb and solve the
resulting LPs. Comparison of the computed 2nb optimal objective functions yields the optimizer
and the optimal cost of the original problem (6.82) [53].
Branch and Bound
The most widely used method for solving MIP problems is referred to as branch and bound [39].
The first step within this technique is to “relax” the binary constraints (i.e. {0, 1} → [0, 1]).
Then, the resulting optimization problem (linear or nonlinear) is solved and its solution is
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considered to be the lower bound on the optimal cost [53]. The upper bound on the optimal
cost is obtained by finding a feasible solution to the original problem. The branch and bound
method chooses one of the variables that have non-integer solutions and “branches” to create
two new subproblems in accordance with a tree search. A solution is considered to be improved,
if it is constrained tighter than the others. The process is repeated until the final solution is
found which meets all of the integer constraints [53]. Branch and bound algorithm is much
more efficient than the brute force approach, as it allows to exclude from further exploration
whole subtrees if the resulting subproblem is infeasible or if an integer solution is arrived at [53].
A comprehensive description of the branch and bound algorithm (and also its variations such
as e.g. branch and cut method) can be found in any textbook on mixed integer programming,
e.g. in [197] or [256]. In particular, book [110] gives a broad overview on algorithms to solve
MIP problems.13 The commercially available solver CPLEX is especially well-suited for solving
mixed integer programming problems and it uses the branch and cut technique (refer to solver
documentation [150] for additional information). As mentioned in Section 6.3.3, CPLEX solver
is used in this thesis to solve an optimal drivetrain design problem presented in Chapter 10.
6.5 Nonlinear Optimization
The scope of this brief Section is not to thoroughly elaborate on various challenges related
to nonlinear programming, but rather to communicate that solving nonlinear optimization
problems is usually associated with the lack of guarantees on global optimality of the solution.14
A popular area of application of optimization techniques is identification of unknown model’s
parameters based on full-scale data. Therefore, a case study of a nonlinear system is presented
in Example 6.8 and a method for identifying its parameters is discussed in Example 6.9.
6.5.1 Basics
A general optimization problem can be formulated by rewriting (6.2) as [60]
min
x
f0(x)
s.t fi(x) ≤ di , i = 1, . . . , k .
(6.87)
All symbols are defined according to (6.6) except for the domain of variable x which is not
constrained to be continuous here. Optimization problem (6.87) is referred to as a nonlinear
program (NLP). In NLP, objective or constraint functions are not linear, but not known to be
convex [60]. In general, NLPs are difficult to deal with and there are no universal (i.e. working
no matter what) methods to solve (6.87).
Often, a compromise has to be made between accuracy of the solution and computational
time. The methods that focus on local optimization are especially popular in some engineering
applications where the benefit of achieving a “good enough” result is already significant [60].
However, apart from compromising on global optimality, local optimization methods require
an initial guess which in many cases is critical and can strongly affect the local optimum.
Therefore, using local optimization techniques requires experimenting with the selection of
13. There are other, strictly heuristic (metaheuristic), methods such as e.g. genetic algorithms, that aim to
find a “good enough” solution to MIP problems, however, these methods give no guarantee on solution’s
optimality [256].
14. The reader interested in this particular subject is referred to textbooks on nonlinear optimization, e.g. [110,
197, 253, 256, 332].
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Example 6.8 (LuGre Friction Model)
A representative and fairly popular example of a nonlinear system is the LuGre (Lund-Grenoble) friction
model [68]. It captures the dynamic friction effects, such as varying breakaway force or hysteresis, by
approximating friction as a phenomenon originating from contacting bristles [82]. The friction force Ff r ict
in this model is expressed as [68]
Ff r ict = σ0z + σ1
dz
dt + σ2v (6.84)
dz
dt = v −
|v |
g(v)z (6.85)
where z denotes the average deflection of the bristles, σ0 is the bristle stiffness, σ1 is the damping coefficient,
and σ2 is the viscous coefficient. Function g is selected so that it describes the Stribeck effect, namely
g(v) = 1
σ0
(
FC + (FS − FC ) exp
(
−
(
v
vs
)2))
(6.86)
where FC is the Coulomb friction, FS is the stiction force, and vs is the Stribeck velocity. Parameters σ2,
FC , FS , and vs describe static friction effects, whereas parameters σ0 and σ1 characterize dynamic friction.
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Figure 6.1: Reference data set used for identification of the LuGre model’s parameters.
Numerical values of the LuGre model’s parameters considered in this Example are assumed based on [82]
and are slightly modified as summarized below:
Parameter σ0 [N/m] σ1 [Ns/m] σ2 [Ns/m] Fc [N] Fs [N] v [m/s]
Value 100000 1050 350 1450 950 0.005
Table 6.6: Reference parameters of the LuGre friction model – adapted from [82].
An arbitrary speed profile v = 0.15 · sin (2pit · 0.4) m/s shown in Fig. 6.1a is selected as an input to (6.84)
and the resulting friction force together with the obtained hysteresis loop are illustrated in Figs. 6.1b
and 6.1c, respectively. These plots serve as reference data in Examples 6.9 and 6.10 to evaluate feasibility
of different parameters identification techniques. The metrics used to quantify the accuracy of the models
to reproduce field data are discussed in Remark 6.2 and the general identification strategy adopted in
Examples 6.9 and 6.10 is briefly commented on in Remark 6.3.
algorithm, tuning its parameters, and picking the right starting point. According to [60], this
resembles more art than technology and the author of this thesis has nothing more to add to
this statement.
In some cases, however, a global solution of (6.87) can be found at the cost of efficiency.
According to [60], a typical engineering application is verification of a safety-critical system in
which optimization problem (6.87) is the problem of finding worst case values of the systems’
parameters. If they are acceptable in a given process or design, the system can be certified as
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safe (relative to parameter variations).
In this thesis, finding solutions of nonlinear optimization problems is handled in two ways: 1)
when solving a nonlinear optimization problem in Chapter 11, the goal is to find the solution
that is “sufficiently good” and 2) when dimensioning an electric drivetrain in Chapter 10, a
set of assumptions and limitations is introduced to linearize the default nonlinear optimization
problem in order to arrive at the global optimum.
Remark 6.2. Fidelity of estimated data can be conveniently evaluated by using two popular
metrics: variance accounted for (VAF) and root-mean-square error (RMSE) [266]. According
to [28] and [301], VAF is defined as
VAF =
(
1− var (yi − yˆi)var (yi)
)
· 100 % (6.88)
where yi is the reference signal, yˆi is the estimated signal, and var is defined as variance of
signal (also known as square of standard deviation)
var(y) = 1n − 1
n∑
i=1
(yi − y¯)2 (6.89)
where y¯ = 1n
n∑
i=1
yi . The formula for RMSE is well-known
RMSE =
√√√√ n∑
i=1
(yi − yˆi)2
n (6.90)
and is composed of both the sum of squared errors
SSE =
n∑
i=1
(yi − yˆi)2 (6.91)
and the mean squared error
MSE = 1n
n∑
i=1
(yi − yˆi)2 . (6.92)
For VAF being equal to 100 %, the fit of experimental or simulation results to reference data
logs is assumed to be perfect [266]. On the other hand, RMSE represents an average deviation
between the observed and predicted values given in the units of measurement. Consequently,
the predicted signal is considered to be identical to the reference one if RMSE = 0. In
addition, keeping track on the relative percentage error
y erri =
yi − yˆi
max(|y |) · 100 % (6.93)
might give a better insight into the error signal itself – i.e. whether it is growing over time or
stays within the given limits. Normalizing the error to the maximum absolute value of signal,
max(|y |), can equally well be replaced by normalizing it to e.g. its mean value y¯ , depending
on the application.
6.5.2 Solution Methods
Finding a locally optimal solution of a convex optimization problem is equivalent to discovering
its global optimum, as discussed in Section 6.2. Typical examples of such problems are LP,
QP, but also NLP problems with convex objective function and constraints. However, when
NLP problems are non-convex, finding their solution becomes a complicated task. Not only
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because there might be local optima shadowing truly optimal solution but also due to the
computational demands that grow rapidly with complexity of the problem [53].
Numerical methods for solving unconstrained NLP problems can be broadly classified into
two main groups, depending on whether the derivative information of the optimization problem
is required or not [224]. Methods based on function evaluations (e.g. Nelder-Mead search
method [242]) are practical only if a problem is characterized by many discontinuities and
is highly nonlinear. On the other hand, gradient-based methods perform much better if the
derivatives (first order for general gradient method and second order for Newton’s method) of
the minimized function are continuous.
Constrained optimization problems are usually converted to simpler subproblems which are
solvable and serve as the basis of an iterative process [224]. Techniques that involve using a
penalty function and solving a sequence of unconstrained optimization problems are consid-
ered to be inefficient nowadays (recall barrier methods from Section 6.3.2). The techniques
that are more common are called interior point methods. They are based on primal-dual al-
gorithms which involve numerical evaluation of KKT optimality conditions and offer improved
performance when compared to barrier methods [53].
According to [224], some of the most common algorithms for solving constrained and un-
constrained nonlinear optimization problems are:
• Unconstrained NLP:
– Quasi-Newton – avoids computing Hessian ∇2 numerically,
– Nelder-Mead – heuristic search method,
– trust region – approximates minimized function in its neighborhood.
• Constrained NLP:
– interior point – solution of KKT conditions,
– active set – finds optimum by evaluation of active constraints,
– sequential quadratic programming (SQP) – mimics Newton’s method for uncon-
strained optimization.
Description, advantages, and drawbacks of each method can be found in the literature on
numerical methods in optimization (e.g. in [53, 224, 253, 354]) and are omitted here. As
described in Section 6.3, the two most prominent methods for solving constrained optimization
problems are active set and interior point methods. In this thesis, MATLAB optimization
toolbox [224] and function fmincon with interior point algorithm are applied to solve the
parameters identification problem formulated as NLP, as shown in Chapter 11.
Remark 6.3. Even though the static friction parameters σ2, FC , FS , and vs of the LuGre
model (6.84) can be identified separately by performing static friction tests, in Examples 6.9
and 6.10 both static and dynamic parameters are identified simultaneously to better illustrate
capabilities of the discussed estimation techniques.
6.6 Feedforward Neural Network
Apart from the optimization methods discussed above, a popular approach to deal with es-
timation and identification problems is to apply artificial neural networks, as mentioned in
Section 2.5.4. Therefore, although artificial neural networks are not classified as optimization
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Example 6.9 (Parameters Identification as Nonlinear Optimization Problem)
Details on how to implement a nonlinear optimization problem for parameters identification are presented in
Chapter 11 and are omitted here. The main point is to minimize the sum of squared errors (SSE) between
the reference and estimated signals to find such parameters of the model that produce the model’s output
as similar to the original one as possible.
Here, the friction force from Example 6.8 is corrupted with some white Gaussian noise and is used as
reference data in the optimization problem. The solution strategy is to apply the fmincon solver with the
interior-point algorithm from MATLAB optimization toolbox [224]. In the considered scenario, the solution
was found after 81 iterations when the size of the last change in location where the objective function was
evaluated (the so-called step size tolerance) went below the requested tolerance. In such a case, there is a
possibility of achieving a local minimum, since the first-order optimality measure (based on KKT conditions
and thoroughly explained in [253]) is not less than the desired optimality tolerance [224].
The friction force predicted by the identified model is illustrated in Figs. 6.2a and 6.2b and closely reproduces
the reference signal. Fig. 6.2c shows the relative percentage error between the reference and estimated
friction profiles which does not exceed 8 % of the maximum force during the entire duration of simulation.
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Figure 6.2: Identification results of the LuGre model’s parameters based on nonlinear programming.
Exact values of the LuGre model’s parameters identified in this Example are listed below:
Parameter Reference Estimated Estimation Interval
σ0 [N/m] 100000 103660 0− 110000
σ1 [Ns/m] 1050 867 0− 10000
σ2 [Ns/m] 350 246 0− 3000
Fc [N] 1450 2723 0− 3000
Fs [N] 950 960 0− 2000
vs [m/s] 0.005 0.003 0− 1
Table 6.7: Parameters of the LuGre friction model estimated by nonlinear programming.
Even though some estimated parameters (especially FˆC ) diverge from the reference values, the estimated
friction force accurately replicates the original friction profile. The upper and lower bounds of the parameters
have to be indicated together with the initial values (all set to 1 in this Example) in order for the solver to
proceed with the optimization routine [224].
Finally, the accuracy of the established model is evaluated by using the following metrics:
VAF [%] RMSE [N]
99.9 29.6
Table 6.8: Numerical assessment of parameters estimation results’ fidelity.
The original friction force is ideally reproduced by the estimated model (VAF is almost 100 % and RMSE
is low and mainly attributed to the Gaussian noise). This indicates the potential of the proposed strategy
to sufficiently well identify models of nonlinear systems when the focus is on the overall response rather
than on particular parameters.
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techniques, fundamental information is provided here regarding a particular class of ANNs
especially suited for identification purposes: a feedforward neural network.
A multi-layer perceptron network (also-called feedforward back-propagation network, ab-
breviated simply as FNN) is widely used for approximation problems (see for instance [128]
or [368]).15 Typically, an input layer, several hidden layers, and output layer are building blocks
of the network. All nodes (i.e. neurons) are connected with each other in a sequential manner
along the layers. The output of a single neuron is equal to [66]
sj =
N∑
i=1
wj i xi + bj . (6.94)
A complete list of transfer functions that can be used inside a single neuron is given in [66].
In this thesis, the sigmoid activation function
yj = f (sj) =
1
1 + e−sj (6.95)
is applied in hidden layers together with a linear function in the output layer. According
to [130], such a configuration provides for efficient approximation of functions with minor
discontinuities. The back-propagation algorithm (BPA) is used to adjust the weights of the
connections in the network [302]. It utilizes a gradient descent optimization method known
as the delta rule which is described by the following equations ([66] and [275])
Delta rule: ∆wj i(tk) = ηδjxi (6.96)
New weight: wj i(tk) = wj i(tk−1) + ∆wj i(tk) (6.97)
Output layer: δj = yj(1− yj)(dj − yj) (6.98)
J = 12
M∑
j=1
(dj − yj)2 (6.99)
Other layers: [δj ]l = [yj(1− yj)]l
[ N∑
j=1
wj iδj
]
l+1
(6.100)
where xi – inputs, wj i – weight value for jth layer and ith input, ∆wj i – weight increment, bj
– bias for a neuron, dj – desired outputs, yj – actual outputs, M – total number of neurons,
N – total number of inputs, t – time instant, k – indexing variable, J – performance index
(cost function) – here represented as a mean squared error (MSE), f – activation function,
η – learning rate, and l – particular layer’s index. The weights are adjusted for a given set
of inputs. Then, for new inputs the information is fed forward through the network again to
compute the errors at the output layer. The BPA process continues until one of the following
criteria is met [66]: 1) the cost function J reaches an acceptable value; 2) a maximum
iteration count is exceeded; 3) a training-time period is exceeded. There is obviously a risk
that local minima might be achieved if conditions no.2 or no.3 are met. In these cases, the
BPA should be restarted and if the obtained results are still not satisfactory, another training
set should be used [66]. Similarly, the cost function might not reach the goal value but settle
at a different point if no improvement in data accuracy is observed for a given number of
consecutive iterations.
A demonstration of application of FNN to parameters identification is presented in Exam-
ple 6.10. In this thesis, MATLAB neural networks toolbox [223] is used to implement and
solve neural networks problems.
15. This Section is partially based on publication [267].
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Example 6.10 (Parameters Identification Using Feedforward Neural Network)
To illustrate how an FNN can be used to estimate parameters of a model, let us consider the same workflow
and ANN as presented in Chapter 7. The LuGre model from Example 6.8 is used to provide the reference
data for network training and simulation. To make the data more realistic (and the identification process
more difficult), the friction force from Fig. 6.1b is corrupted with some white Gaussian noise. For network
training, the maximum iteration count is set to 100 with the goal objective function MSE? = 0. In the
considered example, the network training stopped quite fast, only after 13 iterations, since the MSE did
not reach the goal 0 value and no improvement in further minimizing it was achieved after 5 validation
checks.
The friction force estimated by the established model is illustrated in Figs. 6.3a and 6.3b and closely tracks
the reference profile. Fig. 6.3c shows the relative percentage error between the reference and estimated
signals which stays within 10 % of the maximum force during the entire duration of simulation.
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Figure 6.3: Identification results of the LuGre model’s parameters based on FNN.
Specific parameters of the LuGre model identified by the FNN are listed below:
Parameter Reference Estimated Estimation Interval
σ0 [N/m] 100000 94897 90000− 110000
σ1 [Ns/m] 1050 740 700− 1100
σ2 [Ns/m] 350 234 150− 650
Fc [N] 1450 1242 1200− 1500
Fs [N] 950 949 800− 1100
vs [m/s] 0.005 0.020 0.001− 0.021
Table 6.9: Parameters of the LuGre friction model estimated by FNN.
It is observed that although there are some minor differences between the reference and estimated param-
eters, the response of the established friction model correctly reproduces the original friction force. The
so-called estimation interval has to be specified by the user in order for the FNN to know from which range
of parameters it can pick the solutions [223]. For the solution to converge, the intervals above are selected
in the trial and error method and are much tighter than the ones shown in Example 6.9. Obviously, this
is the limitation of this approach, since a relatively strict approximation of parameters is required a priori
before running the actual identification routine. This is not practical in cases when no such knowledge is
available or when it is required not only to accurately reproduce the model’s output but also to find exact
model’s parameters.
Finally, the performance metrics of the identified model are computed to be:
VAF [%] RMSE [N]
99.7 45.5
Table 6.10: Numerical assessment of parameters estimation results’ fidelity.
High value of VAF and relatively low value of RMSE (compared to the maximum friction force) obtained in
this Example demonstrate that parameters of nonlinear models can be estimated by using the ANN-based
methods.
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6.7 Discussion
The most important observations coming from the analysis of Examples 6.6, 6.7, 6.9, and 6.10
are briefly discussed below.
6.7.1 Optimal Design Problems
Example 6.6 presents a solution of a design optimization problem based on reformulation of
the original problem into a set of mixed integer linear inequalities. A similar approach to
design optimization is adopted e.g. in [215]. It is undoubtedly efficient and, in general, it
allows for solving nonlinear mixed integer programs. However, as Example 6.6 shows, even a
relatively simple problem requires a rather extensive mathematical formulation when following
this technique. Not to mention a tedious process of implementing the optimization problem
in a solver software when no modeling language is used.
Therefore, the same problem of drivetrain dimensioning is presented in Example 6.7, but
this time, a more straightforward solution strategy is proposed. This attractive alternative is to
investigate all possible solutions. Then, the solver finds these that are feasible and selects the
one that offers the lowest objective function. Such an approach seems to be more practical in
applications where the number of variables is not too high and there are no strict demands on
computational time (for drivetrain dimensioning it does not matter if the optimal configuration
of components is found within 1 s or 1 h). Both methods require approx. 100 ms to arrive
at the solution on a desktop PC given the exemplary numerical data. Although (6.81) looks
less complex than (6.79), a possible mitigation of computational effort should not be taken
for granted in this case, as it is typically the number of variables, not constraints, that make
MIP more demanding for a solver [53]. An illustration on how to solve a more realistic design
optimization problem using this approach is presented in Chapter 10.
6.7.2 Parameter Estimation Problems
Error signals, VAF, and RMSE of the identified friction models are similar to each other
regardless of the applied estimation technique. Whether it is the approach based on nonlinear
optimization programming shown in Example 6.9 or the FNN-based estimation technique
illustrated in Example 6.10, the simulated models closely track the reference data. In both
cases, however, the identified parameters are not unique: each time the neural network is
simulated or the optimization problem solved, a different set of friction model’s parameters is
produced (even without Gaussian noise). This is attributed to the local optimality limitation of
both estimation methods discussed in Section 6.5.1. However, the differences between values
of parameters arrived at in various simulation runs are much smaller when using the fmincon
function (it has higher “repeatability”). Also, in this case, the lower and upper bounds on
parameters do not have to be as tight as when using the FNN-based method. Therefore,
formulating a parameters estimation problem as a nonlinear optimization problem seems to be
more accurate, practical, and do not require precise knowledge about the physical system a
priori. Evaluation of both neural networks and nonlinear programming techniques to identify
parameters of nonlinear models based on real-world data is presented in Chapters 7 and 11,
respectively.16
16. After the FNN-based method was found to be insufficient in Chapter 7, the nonlinear optimization pro-
gramming was used for a different problem in Chapter 11.
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Part III
Modeling, Simulation, and Control of
Electric Drivetrains in Offshore Drilling
Applications

7 Assessment of Machine Load Torque
As discussed in the brief survey in Section 2.3.2, one of the main design objectives for electric
drivetrains operating in offshore drilling equipment is to keep them as small, yet as effective,
as possible, to minimize space they occupy on drill floor and maximize their performance.17
However, practical experience shows that typically choices made by design engineers are too
conservative due to the lack of enough data characterizing load conditions. This results in too
costly and too heavy selected components. Therefore, in this Chapter, we present a method
to estimate required full-scale motor torque using a scaled-down experimental setup presented
in Section A.1 and its computational model. The gripper arm of the offshore vertical pipe
handling machine introduced in Section A.4 is selected as a case study for which the practical
significance of this work is demonstrated. The presented method has a potential to aid design
of electrically actuated offshore drilling equipment and help design engineers choose correctly
dimensioned drivetrain components.
7.1 Modeling and Control of Induction Motor
7.1.1 Perfect Field Orientation
The experimental IMs from Section A.1 are modeled using the inverse-Γ -equivalent circuit
introduced in Section 4.3.2. The set of equations that describe motor behavior in synchronous
reference frame is obtained by substitution of
isR = isM − iss =
ΨsR
LM
− iss (7.1)
together with (4.39) and (4.40) in (4.37) and (4.38), according to [132]
Lσ
d is
dt = us − (Rs + RR + jω1Lσ)is +
(
RR
LM
− jωr
)
ΨR (7.2)
dΨR
dt = RR is −
(
RR
LM
+ jω2
)
ΨR (7.3)
where is = isd + j isq is the stator current vector, us = usd + jusq is the stator voltage vector,
ΨR = ψRd + jψRq is the rotor flux vector, ω1 = ωs is the stator frequency, ω2 = ω1 − ωr is
the slip frequency. Parameters of the model are defined as in Fig. 4.4. Under the assumption
of perfect field orientation, described in Section 4.4.3, the (d , q) reference frame is aligned
with the rotor flux of the induction motor, so that ΨR becomes real-valued: ΨR = ψRd and
ψRq = 0. The electromagnetic torque equation is expressed in terms of current and flux as
(recall Remark 4.1) [132]
Tem =
3
2p (ψRd isq) . (7.4)
17. This Chapter is reproduced (with minor changes) from publication [266].
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Finally, the equation of motion of the induction motor (4.41) is rewritten here for convenience
Ta = J
dωm
dt = Tem − Text − Tf r ict . (7.5)
According to [132], it can be shown that the actual and reference d-axis rotor fluxes are,
respectively (in the constant flux region):
ψRd =
isd LM
1 + sτr
(7.6)
ψrefRd =
∣∣∣∣ LM1 + jω2τr
∣∣∣∣ In (7.7)
where s is the Laplace variable, τr = LM/RR is the rotor time constant, and In is the rated motor
current. By keeping the rotor flux ψRd constant, the torque developed by the motor (7.4) can
be controlled by adjusting the value of isq. The speed of the oriented (d , q) frame is obtained
from (4.52) and, for the inverse-Γ -equivalent circuit, becomes
ω1 =
dθ1
dt = ωr + ω2 (7.8)
ω1 = pωm + RR
isq
ψRd
. (7.9)
Therefore, to model induction motor in the oriented frame, it is sufficient to substitute (7.9)
and ΨR = ψRd in (7.2) and (7.3). The discussed control strategy could easily be expanded by
adding the speed control loop which is included in the schematics shown in Fig. 7.1. To convert
the measured currents to (d , q) reference frame (and vice versa) Park transformations (4.21)
and (4.22) are used. Finally, the desired voltage levels urefsa , urefsb , and urefsc are passed to the
pulse width modulation (PWM) and switching logic sections which control the motor.
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Figure 7.1: Indirect field-oriented control of induction machine [267].
7.1.2 Mechanical Friction
Friction plays an essential role in control systems design, according to [68]. It can lead to many
unwanted phenomena such as tracking errors or undesired stick-slip motion. To find the most
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suitable friction representation for an induction motor, two approaches are analyzed: static
and dynamic friction. For a static model, a simple Coulomb and viscous friction is studied,
whereas for a dynamic model, a popular LuGre friction is selected for benchmarking purposes.
Static Friction
There is evidence [268] that even a simplified friction model (only Coulomb) satisfactorily
describes combined friction phenomenon for a setup composed of an induction motor and a
mechanical system. However, sign (signum) function typically present in this model does not
provide for smooth enough detection of velocity direction switching as it has discontinuity at
zero speed. Therefore, it is decided to use tanh (hyperbolic tangent) function for this purpose,
as it allows for both smoother transition between speed directions and adjustment of slope
close to zero. Hence, the static friction model becomes:
Tf r ict,static =
{
tanh (kωm) (|ωm| bneg + TC ,neg) if ωm ≤ 0
tanh (kωm) (|ωm| bpos + TC ,pos) if ωm > 0
(7.10)
where b is viscous coefficient and TC is Coulomb friction torque, both defined for negative
and positive speeds. Factor k controls the slope of the tanh function in the vicinity of zero
speed, so, in other words, it determines how fast the friction model responds to changes in
velocity direction.
Dynamic Friction
As already discussed in Example 6.8, LuGre model captures most friction phenomena that are
of interest for feedback control, according to [68] and [205]. For convenience, the translational
model from Example 6.8 is reformulated here to become applicable to rotational systems. The
varying friction torque Tf r ict from (7.5) characterized by the LuGre friction model is expressed
as [68]
Tf r ict,dynamic = σ0z + σ1
dz
dt + σ2ωm (7.11)
dz
dt = ωm −
|ωm|
g(ωm)
z (7.12)
where z denotes the average deflection of the bristles, σ0 is the bristle stiffness, σ1 is the
damping coefficient, and σ2 is the viscous coefficient. Function g is selected so that it describes
the Stribeck effect, namely:
g(ωm) =
1
σ0
(
TC + (TS − TC) exp
(
−
(
ωm
ωs
)2))
(7.13)
where TC is the level of Coulomb friction, TS is the value of the stiction torque, and ωs is the
Stribeck velocity.
7.2 Friction Parameters Identification
7.2.1 Static Friction
To identify parameters of the Coulomb and viscous friction model (7.10), the well-known
method of running a motor at a constant speed and monitoring the corresponding torque is
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applied. The static friction identified for the experimental setup is illustrated in Fig. 7.4a.
Static friction parameters are identified using the least squares estimation technique charac-
terized by the following equations
Tf r ict = bωm + TC (7.14)
=
[
ωm 1
] [ b
TC
]

Tf r ict,1
Tf r ict,2
Tf r ict,3
...
Tf r ict,n
 =

ωm,1 1
ωm,2 1
ωm,3 1
...
ωm,n 1

[
b
TC
]
. (7.15)
which could be expressed as
Tf r ict = Φq (7.16)
where vector Tf r ict contains all values of friction torque recorded during the experiment (n
samples) and vector q stores the parameters to be identified. The identification process itself is
conducted by performing the following matrix operations (recall linear least squares estimation
discussed in Section 6.2.2)
ΦT Tf r ict = ΦT Φq (7.17)(
ΦT Φ
)−1 ΦT Tf r ict = q. (7.18)
Friction parameters q are found by computing the product of the so-called pseudo-inverse
matrix
(
ΦT Φ
)−1 ΦT and friction torque values Tf r ict . The term tanh (kωm) is omitted here,
as it has no influence on identified parameters. Also, the identification process is performed
separately for the negative speed range, yielding bneg and TC ,neg , and for the positive speed
range, yielding bpos and TC ,pos . Parameters identified for the scaled-down experimental setup
from Section A.1 are summarized in Table 7.1. As shown in Fig. 7.4a, in the vicinity of
zero speed there is observed the Stribeck effect. However, to keep the friction model easy to
implement in a virtual modeling software, this phenomenon is neglected. Another reason for
this is that in the scope of the current work it is primarily to reproduce the conditions when
the VPR gripper arm motors run with higher speeds and are outside of the region where the
Stribeck effect occurs.
Parameter Value
Viscous friction coefficient (negative speed) bneg 1.92 · 10−4 [Nm s/rad ]
Coulomb friction (negative speed) TC ,neg −9.50 · 10−3 [Nm]
Viscous friction coefficient (positive speed) bpos 1.96 · 10−4 [Nm s/rad ]
Coulomb friction (positive speed) TC ,pos 1.24 · 10−2 [Nm]
Table 7.1: Identified parameters of the Coulomb and viscous model for the development platform motors [266].
7.2.2 Dynamic Friction
A method to identify parameters of a dynamic friction model is based on [267]. We assume
that for the dynamic friction model the positive static friction parameters are used wherever
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applicable (namely, σ2 = bpos and TC = TC ,pos), since differences among absolute values
of these parameters depending on the speed range are not significant (recall Table 7.1). In
addition, the parameters describing the Stribeck effect (TS and ωs) are identified from the
static friction curve illustrated in Figure 7.4a. The remaining two dynamic friction parameters
(σ0 and σ1) are identified using the approach based on artificial neural networks. The the-
oretical background on feedforward back-propagation neural network is given in Section 6.6.
Steps illustrated in Fig. 7.2 are to be followed to establish, train, and validate the FNN in
order to make it capable of identifying parameters of the LuGre dynamic friction model. The
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Figure 7.2: Procedure to establish and validate the neural network to identify parameters of the LuGre friction
model [267].
structure of the designed network is illustrated in Fig. 7.3. In the trial and error method it was
decided to select two hidden layers with sigmoid activation functions. The number of neurons
for each layer is I1 = 5 and I2 = 10, respectively. Length of the time-domain friction torque
vector depends on the applied sampling rate and duration of the experiment. Network training
stops when there is no improvement in lowering the mean squared error (MSE) value. This
is controlled by performing validation checks at subsequent points having the same value of
MSE. For the current problem, the best validation performance of the network is achieved at
epoch 34 and is equal to MSE = 4.89 · 10−5 (Nm)2, as illustrated in Fig. 7.4b. According
to [68], simulation of mechatronic systems with a full LuGre model is computationally de-
manding due to the fact that the model can become too stiff if large values of σ0 and σ1 are
used. To avoid this problem, it is decided to leave selection of these parameters purely to the
identification algorithm, without considering their physical meaning (high stiffness and damp-
ing of microbristles). Releasing these constraints results in mitigation of the computational
effort at the cost of loss of simulation accuracy in the vicinity of zero speed. In this region,
the friction torque for decreasing speed becomes higher than the friction torque for increasing
speed, which is opposite to what happens for higher values of absolute motor speed. However,
as shown in Fig. 7.4c, the identified LuGre model represents well the overall behavior of the
reference friction. Its estimated parameters are summarized in Table 7.2. A drawback of this
approach is that parameters identification based on neural networks produces different results
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Figure 7.3: Structure of the feedforward neural network [267].
each time a network is simulated. Therefore, network training and simulation processes have
to be repeated a few times before satisfactory results are achieved.
Parameter Value
Bristle stiffness σ0 5.10 · 10−4 [Nm/rad ]
Damping coefficient σ1 4.30 · 10−4 [Nm s/rad ]
Viscous friction σ2 1.96 · 10−4 [Nm s/rad ]
Stiction torque TS 1.40 · 10−2 [Nm]
Coulomb friction TC 1.24 · 10−2 [Nm]
Stribeck velocity ωs 15.71 [rad/s]
Table 7.2: Identified parameters of the LuGre friction model for the development platform motors [266].
Fig. 7.4d shows friction values estimated by both the static and dynamic models. They
are benchmarked against the real friction computed for the test bench during an arbitrary
experiment. It is observed that the friction profile produced by the LuGre model corresponds
better to the reference, real world friction. However, in terms of both amplitude and phase
values, static and dynamic friction models are equivalent. In addition, according to [68], the
real benefit of using dynamic friction models is observed in applications with high precision
positioning and low velocity tracking, which is not the case for VPR. Considering the cum-
bersome identification process of the dynamic friction model and limited benefits it offers in
the current application, we conclude that it is sufficient to use the friction model described
by static maps between velocity and friction force. It represents satisfactorily major phenom-
ena that are of our interest from the application point of view and it is easy to implement
in a typical industrial environment where the trade-offs between engineering time, financial
effectiveness, model complexity, and results accuracy have to be continuously made.
7.2.3 Friction in the Full-scale Machine
To relate the friction identified for the experimental setup (shown in Section A.1) to friction
identified for the VPR gripper arm as seen by the winch motor (shown in Section A.4), the
linear scaling factors are used [268]. Therefore, the combined friction model for the VPR
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Figure 7.4: Establishment of friction models [266].
winch motor becomes
Tf r ,real =
{
tanh (kωreal) (|ωreal | bI + TC ,I) if ωreal ≤ 0
tanh (kωreal) (|ωreal | bI I + TC ,I I) if ωreal > 0
(7.19)
where ωreal is speed of the winch motor and new friction coefficients are defined as
bI = rIbneg (7.20)
bI I = rI Ibpos (7.21)
TC ,I = rI I ITC ,neg (7.22)
TC ,I I = rIV TC ,pos . (7.23)
Linear friction scaling factors rI , rI I , rI I I , rIV > 0 are found in the trial and error method to
achieve the best possible convergence of the experimental results to the full-scale data logs.
This is an inevitable effort that needs to be taken if one wants to tune and validate either
an experimental setup or a simulation model a posteriori, i.e. against the data recorded in
reality. Once it is done for various operating points and payloads, the identified scaling factors
could be interpolated to represent friction levels in similar type of equipment and different load
conditions.
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7.3 Scaled-down Experiments for Mechanical Load
Estimation
An introduction on how the development platform test bench depicted in Fig. A.1 can be
used to reproduce operation of a full-scale winch motor of the VPR gripper arm illustrated
in Fig. A.13 is presented in Section A.1. The focus of the current Section is to discuss in
more detail the mathematical foundation of the proposed scaling techniques and present the
associated numerical results for running the scaled-down experiments to emulate operation of
the full-scale offshore drilling equipment.
7.3.1 Scaling of Operating Conditions
Performing scaled-down experiments to imitate behavior of full-scale systems is common
among different industries and applications – see for instance [107, 308, 329]. Using rated
parameters of motors (especially the torque) to scale between different operating conditions
is probably one of the simplest approaches [43], also followed in this thesis. In addition, since
the motors installed in the test bench shown in Section A.1 are much smaller than their cor-
responding full-scale counterparts, it is more likely that they will saturate if the scaling is only
based on the rated torques [138]. To avoid that, an additional linear scaling factor m > 0 is
used.
The reference speed nref ,exp that the experimental induction motor is supposed to follow is
expressed as
nref ,exp =
nref ,real
m (7.24)
where nref ,real is the reference speed of the full-scale motor. According to (7.5), the load torque
that the experimental induction motor needs to overcome in order to reproduce operation of
the reference full-scale induction motor becomes
Text =
1
m (Tst,exp + Tdyn,exp + Tf r ,exp) . (7.25)
The static torque experienced by the full-scale winch motor is directly related to the total
payload mass mtot , drum radius rd and gearbox ratio jgb (note division by 2 because of two
wire portions)
Tst,real =
mtotg
2jgb
· rd (7.26)
where g is the gravity constant and the total mass mtot is composed of the payload (pipe)
mass mp, mass of the machine itself mmech and mass of the sheave ms
mtot = mp + mmech + ms . (7.27)
Consequently, the scaled-down static torque becomes (we divide by 2 because in reality there
are two winch motors)
Tst,exp =
Tst,real
2 ·
Tn,exp
Tn,real
(7.28)
where Tn,exp is the rated torque of the experimental motor and Tn,real is the rated torque of
the full-scale motor. The dynamic torque component is related to the effective mass moment
of inertia seen by the motor and its angular acceleration ω˙real
Tdyn,real = Jeff ω˙real . (7.29)
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7.3 Scaled-down Experiments for Mechanical Load Estimation
The effective mass moment of inertia Jeff is calculated for the VPR winch axis as (recall
Table 5.1)
Jeff =
r 2d mtot
j2gb
+ 2Jm,real (7.30)
where Jm,real is the real motor inertia (the inertia of drum and gearbox are neglected). To
determine the scaled-down dynamic torque, the rated torque values and the number of motors
connected to the drivetrain in the real machine have to be considered
Tdyn,exp =
Tdyn,real
2 ·
Tn,exp
Tn,real
. (7.31)
The combined friction present in the gripper arm and its drivetrain is also scaled down using
the rated torque of motors
Tf r ,exp = Tf r ,real · Tn,expTn,real . (7.32)
This is justified, since as shown in Section 7.2.3, it is possible to express the full-scale friction
Tf r ,real as a linear combination of the friction identified for the experimental setup Tf r ict .
In order to compare experimental results with full-scale data logs, it is needed to perform
scaling up of the results. This is done in a straightforward way. The scaled up speed is
nsu,exp = mnexp (7.33)
where nexp is the actual speed of the experimental motor. Similarly, the scaled up combined
electromagnetic torque of the VPR gripper arm drivetrain is given by
Tsu,exp = 2mTem,exp · Tn,realTn,exp . (7.34)
7.3.2 Numerical Results
Data used for validation of the proposed method have been recorded during a regular machine
operation when a pipe that was handled was hoisted and lowered to certain positions. The
reference four hoisting scenarios are reproduced by performing scaled-down experiments on the
test bench and by running its virtual model in a simulation environment. Scaled-down real-
world velocity input signals are used in both experiment and simulator to excite the motors.
Simultaneously, the load motor follows the torque profile that represents scaled-down load
conditions experienced by motors in the real machine. The resulting electromagnetic torques
are recorded, scaled up, and benchmarked against full-scale torques developed in the same load
scenarios by VPR winch motors. Scaling principles are based on Section 7.3.1. Figs. 7.5a-7.5d
present results of running scaled-down experiments.
Both torque and speed profiles are normalized with respect to the nominal torque Tn and
speed nn of the motors used in the real machine. Mass of the payload mp which winch motors
need to manipulate is expressed in terms of the so-called safe working load mswl , which defines
a typical load being handled by the machine during regular operation. Profiles of the required
motor torque estimated by both the experimental setup and its computational model stay in
close accordance with the torque developed by the VPR gripper arm motors. In addition, in
Fig. 7.5c a case is presented where the full-size motor has been saturated due to too high
currents resulting from excessive acceleration demands. The resulting load torque is still well
estimated, since the experimental motor follows the saturated speed profile of the full-scale
machine.
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(c) Case I I I: mp = 37% · mswl and absolute speed amplitude
n = 143% · nn.
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Figure 7.5: Comparative analysis of winch motor operation [266].
In the current work, the variance accounted for (VAF) metric, defined in Remark 6.2, is used
to assess if operation of the real-world winch motor is correctly represented. Resulting values
of VAF for all the analyzed load scenarios are shown in Table 7.3. It is clear that the simulator
predicts the correct levels of motor torque with more than 90 % of accuracy in almost all
the four load cases. The results of running experiments on the scaled-down test bench also
produce high degree of fidelity – more than 85 % of accuracy in three scenarios out of four.
The presented method estimates not only the maximum value of the required full-scale motor
torque but also a complete profile of demanded electromagnetic torque including the effects
of static and dynamic loads as well as friction. The reason why it is the simulator that yields
more accurate torque predictions than the experimental setup is that it does not include the
effects of some real-world phenomena related to data acquisition (e.g. signal noise) which
decide about the quality of results in the case of real hardware.
Load case Experiment Simulation
Case I 89.1 % 94.4 %
Case I I 71.3 % 87.9 %
Case I I I 86.0 % 96.4 %
Case IV 87.1 % 91.3 %
Table 7.3: Results accuracy evaluation – VAF values.
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7.4 Conclusion
This Chapter presents a method to estimate profiles of electromagnetic torque needed to
be supplied by induction motors under offshore load conditions. This helps to assess with
a higher degree of confidence what levels of torque should be delivered by drivetrains where
such motors operate. Contrary to previous works, the techniques shown here are specifically
applied to electric motors operating in offshore drilling machines, however, they could easily
be adapted to other types of actuation systems and industries. The discussed methods are
based on representing real-world load circumstances by adjusting them to a scaled-down test
bench. By running such a minimized version of offshore drilling equipment operation, the
torque developed by an experimental induction motor is scaled up, giving the profile of the
torque needed to be produced by a full-scale motor. As a consequence, the proposed method
mitigates the effort of design engineers to select the best combination of components of an
electrical actuation system, as it allows to explicitly specify the required drivetrain torque over
a duty cycle.
The advantage of the proposed load torque estimation technique is the possibility to assess
the level of torque required by the motor in a given application, without a need to build
a machine’s prototype or conduct costly on-site tests, once the model validation has been
done. In the future, similar scaled-down tests should be performed on an experimental setup
composed of larger motors to further validate the proposed approach. Finally, another full-
scale machine should be investigated in order to estimate the levels of torque/force which its
actuators have to generate to meet design specifications by interpolating the already identified
scaling factors.
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8 EKF-based Estimation and Control of
Induction Motor
A typical challenge for electric drivetrains is to reduce the number of sensors required for con-
trol action or system monitoring.18 This is particularly important for electric motors operating
in offshore conditions, since they work in hostile environment which often damages data acqui-
sition systems, as mentioned in Section 2.2.2. Therefore, this Chapter deals with verification
and validation of the extended Kalman filter (EKF) for sensorless indirect field-oriented con-
trol (IFOC) of an induction motor operating in offshore conditions. The EKF is employed to
identify the speed of the induction motor based on the measured stator currents and voltages.
The estimated speed is used in the motor speed control mode instead of a physical encoder
signal. In addition, we utilize a stationary frame model of the induction machine to assess
the fidelity level of the EKF-based estimation of rotor fluxes. The experimental setup is used
to validate the accuracy of the EKF-based state estimation and motor speed control. The
importance of the current work is demonstrated on an example of a full-scale offshore drilling
equipment. Real-world speed and load profiles sustained by the gripper arm of the vertical pipe
handling machine shown in Section A.4 are scaled down and reproduced on the experimental
setup presented in Section A.1. The proposed EKF algorithm accurately estimates both speed
and electromagnetic torque experienced by the reference full-scale electric drivetrain, creating
a potential to reduce the number of data acquisition devices in similar type of equipment.
Although the EKF-based control of IMs is well-known, the novelty of this work is to apply this
technique with the goal to control topside drilling equipment.
8.1 Discrete-time IM Model
According to [341], the main design steps for a speed-sensorless induction motor drive imple-
mentation using the discretized EKF algorithm are as follows:
1. Selection of the time-domain IM model.
2. Discretization of the IM model.
3. Determination of the noise and state covariance matrices.
4. Implementation and tuning of the discretized EKF algorithm.
In this Chapter, we consider an induction motor model in the (α, β)-coordinates (stationary
frame discussed in Section 4.4.2), represented by the T-equivalent circuit illustrated in Fig. 4.3,
and characterized by static mechanical friction (7.10). To enable hardware implementation of
18. This Chapter is reproduced (with minor changes) from publication [274].
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the proposed EKF-based control scheme, the continuous-time model (4.49) is converted to
the discrete-time model of the form [73]
xn+1 = Anxn + Bnun
yn = Cnxn. (8.1)
Discretization is accomplished by the series expansion, approximated as ([201] and [202])
An = I + ATs +
A2T 2s
2! +
A3T 3s
3! + · · · ≈ I + ATs
Bn = BTs +
B2T 2s
2! +
B3T 3s
3! + · · · ≈ BTs (8.2)
where the system, input, and output matrices of the continuous system are denoted by A,B,C ,
and those of the discrete system by An,Bn,Cn, respectively. According to [73], the output
matrix of both systems is equivalent (Cn = C). The sampling period Ts , which defines the
frequency of taking measurements, should be significantly shorter than the dynamics of the
system. The discrete form (8.1) of the induction motor equation is derived from (4.49):

in+1sα
in+1sβ
ψn+1rα
ψn+1rβ
ωn+1m

︸ ︷︷ ︸
xn+1
=

1− γTs 0 β
τr
Ts pωmβTs 0
0 1− γTs −pωmβTs β
τr
Ts 0
Lm
τr
Ts 0 1− Ts
τr
−pωmTs 0
0 Lm
τr
Ts pωmTs 1− Ts
τr
0
−32pµTsψrβ
3
2pµTsψrα 0 0 1

︸ ︷︷ ︸
An

insα
insβ
ψnrα
ψnrβ
ωnm

︸ ︷︷ ︸
xn
+

Ts
σ
0 0
0 Ts
σ
0
0 0 0
0 0 0
0 0 −TsJ

︸ ︷︷ ︸
Bn

unsα
unsβ
T nl

︸ ︷︷ ︸
un
(8.3)
[
insα
insβ
]
︸ ︷︷ ︸
yn
=
[
1 0 0 0 0
0 1 0 0 0
]
︸ ︷︷ ︸
Cn

insα
insβ
ψnrα
ψnrβ
ωnm

︸ ︷︷ ︸
xn
.
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In order to transform currents and voltages measured in the physical three-phase system
(a, b, c) to the (d , q)-coordinates (and vice versa), the Park transformations (4.21) and (4.22)
are used. Actually, since the transformation angle is equal to zero (θ1 = 0) for the stationary-
frame model, these matrices are reduced to Clarke matrices (4.23) which are linear transfor-
mations only.
8.2 Extended Kalman Filter
8.2.1 Sensorless Control Scheme
The control strategy adopted in the current study is briefly characterized in Section 4.6.3 and
illustrated in Fig. 8.1. In principle, it is almost identical to the one discussed in Section 7.1.1
and presented in Fig. 7.1. The assumption of perfect field orientation enables to control the
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Figure 8.1: Sensorless indirect field-oriented control of induction motor [274].
quadrature current component isq which directly affects the electromagnetic torque produced
by the motor. Hence, by keeping the flux ψrd constant (indirectly, i.e. by controlling the
current isd – recall (7.6) and (7.7)), the torque is controlled by adjusting isq, according to the
torque equation (4.53)
Tem =
3
2
Lm
Lr
p (ψrd isq) . (8.4)
In this study, PI controllers are used for controlling both currents: isq and isd [132]. In
addition, the discussed torque control mode is expanded to the speed control, as shown in
Fig. 8.1. The output of the PI speed controller becomes a torque set point T ref . The EKF is
applied in sensorless control to provide the motor speed feedback signal ωˆm, instead of using
a physical sensor. The IM model that is used by EKF is also formulated in the stationary
reference frame and presented in Section 8.2.2. The reference voltage signals generated by
the current controller
(
urefsd , urefsq
)
are converted to
(
urefsα , urefsβ
)
, which in turn are used to
excite the stationary frame model of the induction motor (8.3). This way it is proven that
even though the controller is implemented in the (d , q)-coordinates, it can be successfully
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used (after coordinates transformations) to regulate operation of the model formulated in the
(α, β) frame. The associated simulation results are shown in Section 8.3.2.
8.2.2 Formulation
An alternative way of representing a three-phase induction motor (4.49) is to consider only its
dynamic electrical model with four state variables: stator currents (isα, isβ) and rotor fluxes
(ψrα,ψrβ). An extended model is obtained if the motor speed is included as a state variable
by using an augmented system matrix [73]. This formulation is particularly useful for motor
speed estimation problems, as it does not involve modeling of mechanical friction nor load
torque acting on the motor, hence it is followed in this thesis. In general, the discrete-state
model and the output model are defined for a nonlinear system as
x˙(t) = f [x(t), u(t), t] + G(t)w(t) (System) (8.5)
y(t) = h [x(t), t] + v(t) (Measurement).
The induction motor extended model is formulated based on (8.5) as [202]
x˙ = Ax + Bu + G(t)w(t) (System) (8.6)
y = Cx + v(t) (Measurement)
which takes the following form after discretization – recall (8.1), (8.2), and (8.3)
xn =

insα
insβ
ψnrα
ψnrβ
ωnm

; An =

1− γTs 0 β
τr
Ts pωmβTs 0
0 1− γTs −pωmβTs β
τr
Ts 0
Lm
τr
Ts 0 1− Ts
τr
−pωmTs 0
0 Lm
τr
Ts pωmTs 1− Ts
τr
0
0 0 0 0 1

un =
[
unsα
unsβ
]
; yn =
[
insα
insβ
]
; Bn =

Ts
σ
0
0 Ts
σ
0 0
0 0
0 0

; Cn =
[
1 0 0 0 0
0 1 0 0 0
]
(8.7)
where G(t) is the noise-weight matrix, w(t) is noise matrix of state model (system noise),
and v(t) is noise matrix of output model (measurement noise). The covariance matrices Q
and R of these noises are defined as [312]
Q = cov(w) = E{ww T} (8.8)
R = cov(v) = E{vv T}. (8.9)
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The extended Kalman filter is an extension of the standard Kalman algorithm to nonlinear
systems. It is a recursive state estimator that is applicable to multi-input multi-output systems
in which measurement and process noises are present. It utilizes the stochastic state-space
model together with the plant’s inputs and outputs to give optimal estimates of the states
in the sense of minimizing their mean-squared error ([35] and [79]. Since the motor speed
increases the dimension of the state vector, the state-space model becomes nonlinear (speed
is both a state and a parameter in the system matrix A(ωm)) [181]. Hence, the nonlinear-state
model is relinearized at each new time instant by applying the EKF algorithm to estimate
motor states. The EKF-based estimation is normally composed of the following stages ([184]
and [201]):
I Prediction
1) State: xˆ(k + 1|k) = f (xˆ(k|k), u(k)) (8.10)
2) Error Cov. Matrix: Pˆ(k + 1|k) = F (k)Pˆ(k|k)F T (k) + Q (8.11)
II Filtering
3) Kalman Filter Gain: K (k + 1) = Pˆ(k + 1|k)H
T (k)
H(k)Pˆ(k + 1|k)HT (k) + R (8.12)
4) State Estimation: xˆ(k + 1|k + 1) = xˆ(k + 1|k) + K (k + 1)(k + 1) (8.13)
5) Error Cov. Matrix: Pˆ(k + 1|k + 1) = [I − K (k + 1)H(k)] Pˆ(k + 1|k) (8.14)
where (k|k)/(k + 1|k) denotes a prediction at time k/k + 1 based on data up to time k and
F (k) = ∂f (x(k), u(k))
∂x T (k)
∣∣∣∣
x(k)=xˆ(k|k)
(8.15)
H(k) = ∂h (x(k))
∂x T (k)
∣∣∣∣
xˆ(k+1|k)
(8.16)
(k + 1) = y(k + 1)− h (xˆ(k + 1|k), k) . (8.17)
Based on (8.5), (8.7), (8.15), and (8.16) the matrices F (k) and H(k) are determined to
be [73]
F (k) =

1− γTs 0 β
τr
Ts pωkmβTs pβTsψkrβ
0 1− γTs −pωkmβTs
β
τr
Ts −pβTsψkrα
Lm
τr
Ts 0 1− Ts
τr
−pωmTs −pTsψkrβ
0 Lm
τr
Ts pωkmTs 1−
Ts
τr
pTsψkrα
0 0 0 0 1

(8.18)
H(k) =
[
1 0 0 0 0
0 1 0 0 0
]
. (8.19)
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Finally, the electromagnetic torque estimated by the EKF algorithm is computed as [219]
Tˆem =
3
2
Lm
Lr
p
(
ψˆrα iˆsβ − ψˆrβ iˆsα
)
. (8.20)
For the state estimator to converge, its observability property is essential. For the induc-
tion motor model, sufficient observability conditions are provided in the literature for both
continuous-time and discrete-time models – see for instance [19] and [69].
8.3 Experimental Results
8.3.1 Implementation Details
In the current work, the gripper arm actuated by the winch hoisting system shown in Sec-
tion A.4 is selected as a case study and its vertical motion (i.e. winch hoisting/lowering) is
reproduced by the scaled-down experimental setup presented in Section A.1. The EKF algo-
rithm is implemented in a simulation environment and the simulation results are compared
with the experimental data. The focus of this work is to:
1. Validate the proposed EKF-based speed estimation.
2. Investigate the accuracy of flux estimation.
3. Reproduce the scaled-down operation of a full-scale offshore drilling machine.
Since the state variables have different magnitudes (rotor flux amplitude could be 1 W b and
motor speed might reach 300 rad/s), the diagonal elements of the system covariance matrix
should be selected separately for different states, depending on their order of magnitude.
Hence, the system and measurement noise covariance matrices become, respectively
Q = diag
([
ζ ζ ζ ζ ξ
])
(8.21)
R = diag
([
ρ ρ
])
(8.22)
where ζ = 1 ·10−6, ξ = 10, and ρ = 1 ·10−9 are found in the trial and error process, according
to the rule of thumb which advices to assign greater values to ξ, since the estimated speed
typically experiences greater variations than the other state variables [73]. The sampling time
which produces satisfactory results is Ts = 1 · 10−5 s.
8.3.2 Verification
To verify the performance of the EKF, the IM model (8.3) is run in the speed control mode with
the reference speed signal illustrated in Fig. 8.2c in the presence of the constant external torque
Text = 0.2 Nm and static friction Tf r ict (7.10) identified in Section 7.2.1. The speed control
loop is closed using the speed signal estimated by the EKF algorithm. The EKF-based speed
sensorless IFOC presented in Fig. 8.1 is simulated on a computer by replacing the experimental
hardware with a discrete induction motor model. The resulting stator currents (isα, isβ), rotor
fluxes (ψrα,ψrβ), motor speed ωm, and electromagnetic torque Tem are compared with the ones
that the EKF estimates based on stator currents and voltages only. Actually, the current signals
(isα, isβ) are directly available by transforming the measured currents (isa, isb, isc), therefore,
current estimation by EKF is redundant. All the estimation results are identical to the reference
signals, as shown in Fig. 8.2.
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Figure 8.2: Verification of the EKF-based estimation and control against stationary model results [274].
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8.3.3 Validation
The next step to assess the performance of the proposed EKF is to validate the results by
using noisy voltage and current signals acquired on the experimental setup. The EKF-based
state estimation is simulated on a computer oﬄine and obtained results are benchmarked with
the experimental results produced by the test bench which uses the encoder speed feedback.
In addition, the reference velocity signals and load torques reproduced by the development
platform motors are the scaled-down profiles recorded during hoisting/lowering of tubulars by
the gripper arm of VPR, as explained in Section 7.3. Both motor speed and electromagnetic
torque estimated by the EKF closely resemble the original scaled-down signals, as illustrated
in Fig. 8.3.
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Figure 8.3: Validation of the EKF-based estimation and control against scaled-down experimental re-
sults [274].
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The obtained results are normalized with respect to the rated parameters of the experimental
motors. It is confirmed that a physical speed sensor could be removed from the hardware setup
and replaced by the implemented EKF to provide for a successful speed sensorless control of an
induction motor (as long as the continuous operation in the vicinity of zero speed is properly
addressed – recall the comment from Section 4.6.3).
8.4 Conclusion
The EKF-based estimation and control method of an induction motor is verified and validated
in this Chapter. The currents, fluxes, and speed estimation results are compared with the
reference signals of the stationary frame model. The predicted and original states are identical.
Also, the experimental setup is used to reproduce operation of a full-scale offshore drilling
machine. The scaled-down speed profiles and the corresponding load torques are replicated
by the test bench and the EKF algorithm is used to represent operation of the development
platform motors. The results obtained in both steps show a high degree of accuracy and
prove that the EKF-based sensorless control has a potential to reduce the number of data
acquisition devices in actuation systems working in offshore drilling equipment. Although at
the current stage of development the EKF is not yet running online (and cannot readily replace
the encoder), a fault in the speed sensor can still be detected by executing the EKF algorithm
at regular intervals.
There are three recommendations to boost the impact of this work in the future. One is to
apply other signals estimated by the EKF (e.g. rotor fluxes) in IM control schemes (e.g. in
DTC or DFOC) to benchmark their performance under offshore load conditions. The other is
to realize the proposed EKF on experimental hardware and validate its real-time performance
and control action. Finally, in order to implement this method in an industrial environment,
its robustness has to be improved by solving the problem of operation near zero speed (for
instance by using the techniques discussed in Section 4.6.3).
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The offshore drilling industry is among the most demanding markets for electrical equipment.19
Heave motion, irregular cyclic loads, harsh weather conditions, and vibrations are causing
accelerated deterioration of drilling equipment and contribute especially to mechanical failures,
as explained in Section 2.3.3. One of the most common solutions to these problems is to design
actuation systems of such machinery overly conservative to gain additional safety, which results
in too high initial investment and maintenance costs. Contrary to that, to mitigate the fatigue
damage and vibration severity of rotating elements of electric drivetrains operating offshore,
this Chapter presents a comparative analysis of four popular input functions used in motion
control of industrial systems. We evaluate them not only by using the well-known performance
indicators, such as maximum load or velocity, but also by assessing their influence on fatigue
life and vibration severity of electric drivetrains. The rainflow counting algorithm is used to
assign amplitudes and mean values of distinguished cycles from random loading history. Then,
the Palmgren–Miner rule together with S–N curves are applied to determine the total damage
for cycles with varying amplitudes. In addition, we quantify the cumulative effect of vibrations
and jerk on machine damage by using the metric based on the jerk energy. Importance of the
current work is illustrated on the full-scale offshore pipe handling machine from Section A.4
by benchmarking simulation results with the field data. The outcomes demonstrate not only a
serious decrease in damage caused by vibrations for smooth motion profiles, but also provide
for a basis to formulate rules of thumb for selection of the most suitable motion profile for
certain applications.
9.1 Review of Common Motion Profiles
When deciding about a motion control strategy, one of the aims is to minimize dynamic forces
experienced by the machine, and thus minimize the magnitude of the acceleration and keep
it continuous. Also, one should minimize stored kinetic energy, and, as a consequence, be
concerned with the magnitude of the velocity as well. In addition, the goal should be to
mitigate vibrations in the machine as well as to prevent fatigue damage. Hence, the selection
of the appropriate motion control input signal becomes not a trivial task. Therefore, in this
Chapter, we analyze and compare four motion profiles which are typically applied in industrial
actuation systems. According to [255], the following functions, which either minimize peak
acceleration/velocity or remove jerk discontinuities, are examined:
1. Constant acceleration.
2. Modified trapezoidal acceleration.
19. This Chapter is reproduced (with minor changes) from publication [271].
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3. Modified sinusoidal acceleration.
4. Trigonometric jerk.
The goal is to judge which of them provides for the best performance of a selected machine
given the above objectives. This Chapter considers the gripper arm and its drivetrain presented
in Section A.4 as a case study for testing the influence of different motion profiles on the
machine fatigue and vibration damage.
9.1.1 Constant Acceleration
A commonly used signal is a simple constant acceleration function expressed as
ac(t) =
{
amax if t0 ≤ t ≤ t3
−amax if t3 < t ≤ t7.
(9.1)
It provides for a minimum peak value of acceleration, resulting in fast motions. However, an
inherent problem related to the associated velocity signal is that when it reaches the maximum
value, there is a jump in acceleration from a constant value to zero [246]. Similar jumps occur
when velocity changes its orientation. These acceleration discontinuities lead to infinite jerks at
such time instants. Hence, the constant acceleration (also called trapezoidal velocity) profiles
typically lead to overshoots and induce vibrations which, among other drawbacks, can damage
the mechanical system and make it difficult for the final position to be reached with a desired
precision [272].
9.1.2 Modified Trapezoidal Acceleration
The discontinuities in the square acceleration wave are removed by smoothing its corners.
The removed area is replaced by increasing the peak magnitude as compared to the constant
acceleration profile to satisfy requirements on final position and duration. To avoid jerk discon-
tinuities which are associated with a simple trapezoidal acceleration profile, an improvement
is made where linear ramp portions of the signal are replaced by pieces of sine waves. The
most common approach, according to [255], is to assume that the acceleration ramp time is
equal to t1 = (1/8)T (this assumption is valid for the other examined profiles as well). The
modified trapezoidal acceleration function is then described as
amt(t) =

8pi
2 + pi ·
h
T 2 sin
(
4pi tT
)
if t0 ≤ t ≤ t1
8pi
2 + pi ·
h
T 2 if t1 < t ≤ t2
8pi
2 + pi ·
h
T 2 sin
(
4pi tT − pi
)
if t2 < t ≤ t5
− 8pi2 + pi ·
h
T 2 if t5 < t ≤ t6
− 8pi2 + pi ·
h
T 2 sin
(
4pi tT − 3pi
)
if t6 < t ≤ t7
(9.2)
where h is the final position and T is the duration of the profile. This function has the advan-
tage of relatively low theoretical peak acceleration and reasonably rapid, smooth transitions
at the beginning and end of the interval [255].
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9.1.3 Modified Sinusoidal Acceleration
Combination of two sinusoid curves of different frequencies allows to retain smooth character-
istics of the cycloid and reduce peak acceleration, as compared to the case of a single frequency
sine function. In addition, the peak velocity of this profile is lower than for the constant and
modified trapezoidal accelerations. The equations for the modified sine curve are as follows
ams(t) =

8pi2
2(4 + pi) ·
h
T 2 sin
(
4pi tT
)
if t0 ≤ t ≤ t1
8pi2
2(4 + pi) ·
h
T 2 cos
(
4pi
3
t
T −
pi
6
)
if t1 < t ≤ t6
8pi2
2(4 + pi) ·
h
T 2 sin
(
2pi
(
2 tT − 1
))
if t6 < t ≤ t7.
(9.3)
9.1.4 Trigonometric Jerk
The trigonometric jerk model removes all jerk discontinuities at the cost of increased jerk peak
value [272]
jt(t) =

Jpeak
2
(
1− sin
(
2pi
tj
t + pi2
))
if t0 ≤ t ≤ t1
0 if t1 < t ≤ t2
−Jpeak2
(
1− sin
(
2pi
tj
t + pi2
))
if t2 < t ≤ t5
0 if t5 < t ≤ t6
Jpeak
2
(
1− sin
(
2pi
tj
t + pi2
))
if t6 < t ≤ t7.
(9.4)
Equation (9.4) can be expressed as the following acceleration function of the trigonometric
jerk profile (refer to [246] and [247])
at(t) =

64
3pi ·
h
T 3
(
2pit − tj sin
(
2pi
tj
t
))
if t0 ≤ t ≤ t1
16
3 ·
h
T 2 if t1 < t ≤ t2
− 643pi ·
h
T 3
(
2pit − tj sin
(
2pi
tj
t
))
if t2 < t ≤ t5
−163 ·
h
T 2 if t5 < t ≤ t6
64
3pi ·
h
T 3
(
2pit − tj sin
(
2pi
tj
t
))
if t6 < t ≤ t7
(9.5)
where the jerk period is a parameter being equal to tj = (1/8)T .
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9.1.5 Summary
Fig. 9.1a shows the comparison of the normalized shapes and relative magnitudes of the four
considered motion profiles. For (9.1)-(9.5) the period of signal T is divided into such portions
ti = i
1
8T where i = 0, 1, 4, 5 (9.6)
ti = i
1
8T +
1
8T where i = 2, 6, 7 (9.7)
t3 = t4. (9.8)
In addition, (9.1)-(9.5) can easily be adapted to include a period of constant velocity at t3, as
stated in [255]. For the sake of brevity, the detailed derivation is omitted here, however, such
exemplary profiles are illustrated in Fig. 9.1b.
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Figure 9.1: Comparison of studied motion profiles [271].
According to [255], by expressing (9.1)-(9.5) in terms of the total displacement h and
duration of motion T , it becomes straightforward to formulate their maximum values of
velocity, acceleration, and jerk, which are summarized in Table 9.1. By doing so, it becomes
clear that the jerk peak value of the trigonometric jerk profile has the largest finite value and
that this profile yields smooth jerk during entire motion; the modified sinusoidal function has
the highest peak acceleration and the lowest peak velocity; and the peak acceleration of the
modified trapezoid is between that of the constant acceleration and trigonometric jerk.
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Function Max. Velocity Max. Acceleration Max. Jerk
Constant accel. 2.000 h/T 4.000 h/T 2 ∞
Mod. trap. accel. 2.000 h/T 4.888 h/T 2 61 h/T 3
Mod. sin. accel. 1.760 h/T 5.528 h/T 2 69 h/T 3
Trig. jerk 2.000 h/T 5.333 h/T 2 85 h/T 3
Table 9.1: Factors for peak velocity, acceleration, and jerk of selected functions [255].
9.2 Vibration Severity Evaluation
It is recognized that the jerk (the slope or time derivative of acceleration) is mainly responsible
for vibrations induced by the reference trajectory [37]. In general, the smoother the motion
profile, the less residual vibrations in the machine. There are different techniques to quan-
tify damage related to vibrations and jerk and to classify "smoothness" of motion profiles –
see [20] and [112] and the references therein. In this Chapter, we are interested in finding the
cumulative effect of jerk on machine damage, hence we use the metric which is based on the
jerk energy [241]
JE (t) =
∫ t
t0
(j(t))2 dt (9.9)
where j(t) is the variable jerk value over time. This method is suitable for evaluating dam-
age severity of rotating machine elements and, as compared to other vibration monitoring
techniques, it offers an advantage of semi-linear behavior for all fault types and at different
operating conditions, according to [161].
9.3 Fatigue Estimation Method
9.3.1 Fatigue Life Assessment
A popular approach for estimation of fatigue damage based on S–N curve assumes perfectly
cyclic loads. In reality, typically we deal with varying amplitude loads which have to be
converted first into the cyclic ones. For this purpose, according to [94] and [249], cycle
counting methods are applied which identify fatigue cycles by combining and extrapolating
information from extrema in a time series. Cumulative damage is then determined as a sum
of particular damages caused by distinguished cycles. The so-called rainflow counting method
is among the most popular ways of fatigue cycles identification [105]. Together with the
Palmgren–Miner rule of linear damage accumulation, it is used to calculate the expected
damage – see [236] and [262]. The proposed procedure for damage estimation is illustrated
in Fig. 9.2.
Structural 
Model
Time History Cycle Counting Load Range 
Histogram
Damage 
Accumulation
Fatigue Life
Figure 9.2: Fatigue damage estimation procedure based on rainflow counting [271] – adapted from [249].
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9.3.2 Rainflow Counting
The rainflow algorithm allows us to assign amplitudes and mean values to cycles distinguished
from random loading history [249]. Load signals are discretized to a certain number of intervals
and for each identified cycle, a corresponding value of amplitude and mean load is found. It
is a common assumption to neglect the time of the cycle occurrence and its period, as their
effect does not contribute significantly to fatigue life. Hence, the considered signal is analyzed
in terms of detected local extrema, instead of time. This enables to represent distinguished
cycles as the rainflow matrix which contains information about the number of counted cycles
with the given amplitude and mean value detected in the considered load history [24]. There
are different rainflow algorithms proposed in the literature. In this thesis, we use the toolbox
described in [250]. An exemplary signal subjected to the rainflow counting algorithm is shown
in Fig. 9.3. According to [326], the so-called half-cycles, i.e. a series of unmatched peaks and
0 1 2 3 4 5
0
5
10
15
Time [s]
y 
[−
]
 
 
Signal
Local extrema
0 2 4 6 8 10
0
5
10
15
Cycle ↑
Half−cycle ↓
Cycle ↑
Half−cycle ↑
Half−cycle ↓
Half−cycle ↑
Half−cycle ↓
Local extrema
y 
[−
]
 
 
Peak values
(a) Signal’s turning points and equivalent cycles and half-cycles.
1.4
1.6
1.8
2.4
2.6
2.8
3
0
0.5
1
1.5
 
Amplitude [−]
Mean [−]
 
N
um
be
r 
of
 c
yc
le
s
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
(b) Resulting rainflow matrix.
Figure 9.3: Exemplary signal subjected to the rainflow algorithm [271] – adapted from [250].
valleys, are also included in the cycle count, since they might carry information about the most
damaging events (the largest cycles) which are not counted by the classical formulation of the
rainflow algorithm. What is recommended in the IEC standard [152] is to treat all unclosed
cycles as half-cycles, and this is the approach followed in this thesis.
9.3.3 Cumulative Damage
The well-known S–N (or Wöhler) curve defines the relation between the number of cycles to
failure and cycle amplitude for a given material [94]. In log-log scale this curve is given as [230]
Ni = cS−bi (9.10)
where Ni is the number of cycles with stress amplitude Si needed to cause failure, c is the
material specific parameter, and b is the fatigue exponent. Using the Palmgren–Miner linear
accumulation damage law from [236] and [262], the total damage for cycles with different
amplitudes is determined to be
DS =
m∑
i
ni
Ni
= 1c
m∑
i
ni Sbi (9.11)
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where ni is the number of cycles with stress amplitude Si . According to [199] and [230], torque
is roughly proportional to average stress by a constant r . This is an assumption, as in reality,
stress may also depend on speed and/or present a non-proportional relation to the torque.
Since proportionality does not affect the use of fatigue damage accumulation for comparative
purposes, constants c and r can be set to unit values. Therefore, when the load is considered
in the form of torque instead of stress, the following damage equation is arrived at [230]
DT =
r b
c
m∑
i
ni T bi =
m∑
i
ni T bi . (9.12)
S–N curves can be applied only for completely reversed loads. Therefore, when mean stress
is present in loads, it has to be taken into account when finding an equivalent cyclic load.
One of the most common approaches is to use the so-called Goodman relation, which has the
following form
σmamp =
σamp(
1− σmean
σu
) (9.13)
where σmamp is the modified stress amplitude, σamp and σmean are amplitude and mean value of
stress in a given cycle, respectively, and σu is the ultimate strength. According to [101], (9.13)
is applicable to torque loads as well. Of course, loading cycles less than the endurance limit do
not contribute to fatigue in stress-based fatigue analysis. Therefore, to determine the critical
number of cycles that a component can withstand, it is essential to analyze only those stress
levels that correspond to its S–N curve. However, knowledge of the S–N curve is not required
if one’s goal is to asses only the relative magnitude of cumulative damage that a given motion
profile results in – which is the very goal of this Chapter.
9.4 Results and Discussion
The model of the full-scale electric drivetrain of the gripper arm illustrated in Fig. A.13 is
implemented in the software SimulationX, as mentioned in Section A.4.2. Standard libraries
and blocks from the domains of electro-mechanics and multibody systems are used to model
the reference machine and its powertrain in order to benchmark the presented simulation re-
sults against the full-scale data logs. This modeling strategy is deliberately chosen in contrast
to the techniques that require relatively deeper theoretical background and which are pre-
sented in Chapters 7 and 8. The reason is to illustrate that fatigue of drivetrain components
can be conveniently assessed in initial phases of product development by relying exclusively
on commercial multi-domain simulation software tools. What is particularly relevant in mul-
tidisciplinary industrial environment is that this modeling approach does not require expert
knowledge of induction motor drives (or, in general, electrical engineering).
9.4.1 Vibration Severity
The reference data used for benchmarking simulation results for different motion profiles were
acquired on the machine during hoisting and lowering a drill pipe for a simple constant ac-
celeration input signal. The remaining three motion profiles are tested in a virtual simulation
environment to reproduce operation of the full-scale machine in a pipe handling sequence. For
each motion profile, we determine the corresponding jerk signal (using smooth differentiation
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techniques from [144] and [212]) and the associated jerk energy, according to (9.9).20
The obtained results are illustrated in Fig. 9.4. They are normalized either with respect to
the rated motor parameters, nominal vertical travel of the gripper arm, or to the associated
nominal jerk values. Signal noise is neglected in the simulation, since it is justified for the
purpose of comparative analysis. Acceleration ramp up/down periods are equal to 1/8 of
the time provided to achieve a certain position (recall Section 9.1). The maximum allowable
vertical acceleration of the gripper arm is selected to be amax = 5 % · dn/s2, according to
specifications of the real machine for a constant acceleration function. The remaining three
motion profiles are determined based on this requirement, as explained in Section 9.1 (they
follow the relationships summarized in Table 9.1).
The resulting vertical travel of the machine is identical for each examined motion profile. The
highest accumulated jerk energy is obtained for the constant acceleration profile (normalized
value JE = 23.5%). On the other hand, the profile which offers the lowest damage due to jerk
discontinuities and vibrations is the modified trapezoidal one (normalized value JE = 12.7 %).
The modified sinusoidal acceleration function gives lower value of the steady velocity at the
cost of higher jerk energy. An interesting observation is made for the trigonometric jerk profile.
Even though it is continuous, its jerk energy is relatively high, leading to potentially higher
damage caused by vibrations. In the considered example, the increase in vibration severity for
the examined motion profiles follows the relationships for the maximum jerk values presented
in Table 9.1.
9.4.2 Fatigue Damage
For the period of machine operation shown in Fig. 9.4, we perform assessment of the fatigue
damage caused by the examined motion profiles. We apply the rainflow algorithm to each
torque signal in order to determine mean values and amplitudes of the corresponding cyclic
loads, as explained in Section 9.3.2. The results are shown in Fig. 9.5. The equivalent cyclic
amplitudes are found using the Goodman relation (9.13) and applied to determine the level of
cumulative damage on drivetrain bearings. To improve clarity, an absolute damage (9.12) is
expressed as the damage normalized with respect to the rated motor torque Tn
DT N =
m∑
i
ni T bi
m∑
i
ni T bn
. (9.14)
Since this study is focused on the relative damage rather than the absolute damage, material
properties (fatigue exponent b and ultimate load Su) of the considered drivetrain are selected
according to [362] for a typical roller bearing. The normalized cumulative damage caused by
each of the four examined motion profiles is summarized in Table 9.2. As expected, since the
constant acceleration profile offers the lowest value of maximum acceleration (recall Table 9.1),
it causes the lowest cumulative damage among the investigated functions. Although the
maximum acceleration of the trigonometric jerk profile is just slightly lower than that of the
20. It is well-known that flexibility in a system (caused not only by its structural properties but also by controller
action) smooths the actual velocity signal and mitigates the dynamic load on the machine, which is similar
to using motion profiles derived from smooth acceleration functions. Therefore, to disregard the effect
of the real-world controller on machine’s vibration severity (and to provide for a fair comparison of the
examined motion patterns), the jerk energy for the constant acceleration profile is computed based on the
simulated jerk profile.
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Figure 9.4: Influence of motion profiles on drivetrain kinematics, torque, and jerk energy [271].
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(a) Constant acceleration (VPR).
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(b) Modified trapezoidal acceleration.
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(c) Modified sinusoidal acceleration.
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(d) Trigonometric jerk.
Figure 9.5: Rainflow counting for examined motion profiles [271].
Motion profile Cumulative damage DT N
Constant accel. (VPR) 0.2963
Mod. trapezoidal accel. 0.5682
Mod. sinusoidal accel. 0.8138
Trigonometric jerk 0.6707
Table 9.2: Cumulative damage benchmark for each motion profile
modified sinusoidal acceleration, the cumulative damage caused by the latter one is significantly
higher. Therefore, even though the effect of torque on the cumulative damage is significant
– power of b in (9.14) – it is still the number of identified cycles that plays an important
role. Hence, in some cases, a profile that causes more oscillations of the machine but with
lower amplitudes might be more severe to its life than a smooth steady profile characterized
by higher loads.
Simulation results show that the popular constant acceleration profile gives the lowest cu-
mulative damage at the cost of high jerk energy. Therefore, if there is enough flexibility in the
machine (e.g. elasticity or dynamics affected by the control system) which could compensate
for high jerk values, this profile is a justified choice. However, as soon as we deal with sys-
tems where the effect of vibrations cannot be disregarded, it becomes necessary to use profiles
which provide for finite jerk shapes. The modified trapezoidal acceleration function gives both
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the lowest cumulative damage and jerk energy which makes it a reasonable choice for such
applications.
9.5 Conclusion
This study deals with comparative analysis of motion profiles used in actuation systems of
offshore drilling equipment. Contrary to previous works, the proposed approach allows not only
to benchmark which function gives the highest or lowest performance specifications (such as
torque or speed) but also to explicitly assess levels of both fatigue and vibration severity of the
system. In addition, it enables to estimate fatigue life of drivetrain components in the presence
of changing loads. This could be applied to determine with a higher degree of confidence when
a failure in rotating drivetrain elements might occur and schedule maintenance tasks well in
advance to avoid machine downtime and high replacement costs. As a consequence, the
current approach facilitates the drivetrain design process, since the information about the
estimated fatigue life of a given component related to a certain motion pattern can now be
made available to a design engineer early enough. This makes it possible not only to treat
fatigue minimization as one of the design objectives, but also to incorporate the selection of
the most appropriate motion profile into the drivetrain dimensioning procedure itself.
In the future, it is suggested to numerically evaluate the optimal selection of motion profiles
and include this as an additional constraint in the optimization routine presented in Chapter 10,
as it might lead to reduced conservatism when designing actuation systems. This should involve
studying the absolute effect of full-scale stress profiles on machine components’ life in order
to validate/reject the assumption of torque-stress proportionality. In addition, high levels of
torque experienced at low speeds are typically dangerous for induction motors due to the
lack of proper cooling. It is obvious that from such a perspective, the constant acceleration
profile is the worst, as it requires the full torque to be instantaneously available. Therefore,
it is recommended to investigate the impact of various motion profiles on motor thermal
behavior as well. Finally, analyzing their effects in combination with different controllers will
give a better insight into the associated influence on fatigue and vibration severity and enable
to quantify how much of e.g. jerk discontinuities can be additionally compensated by the
controller action.
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Part IV
Dimensioning of Induction Motor Drives

10 Optimal Selection of Drivetrain
Components
This Chapter presents a method to optimally select components of a drivetrain for an elec-
trically actuated machine.21 A simple mathematical model of the machine is established and
inequality constraints which determine the choice of drivetrain components are formulated,
based on the background information given in Chapter 5. Elements to be picked (namely, a
motor, a gearbox, and a drive) are taken from a discrete set of data provided in the catalogs of
industrial motors and drives manufacturers. By solving an optimization problem, established
by following the principles discussed in Chapter 6, a combination of components which both
satisfies design requirements and minimizes total drivetrain cost is selected. The operation of
the designed drivetrain is verified against the motor loadability curves. In addition, feasibility of
other possible drivetrain configurations is checked and benchmarked with the optimal solution.
Practical significance of the current work is demonstrated on a winch mechanism which is a
popular part of many engineering applications, however, methods presented here could easily
be adapted to other machines and industries. The results of the current work allow to reduce
conservatism when designing actuation systems, while still satisfying the safety requirements
specified by the designer. The system operating conditions are therefore effectively shifted to
be closer to the constraints, which results in increasing the overall efficiency of the design and
proving its cost-effectiveness.
10.1 Problem Statement
10.1.1 Drivetrain Design Optimization
A system being studied in the current work, as shown in Fig. 10.1, is a simplified representation
of many industrial drivetrains. It consists of four parts, namely: a drive, an induction motor, a
transmission, and a load. A common challenge for a design engineer is to pick from catalogs
such a combination of the drive, motor, and gearbox that will both provide for handling the
load according to specifications and be as cheap as possible. We present a method to optimally
select these components by considering both the design requirements (expressed as inequality
constraints) and the optimization objective (minimization of the drivetrain total cost).
10.1.2 Mathematical Formulation
As discussed in Section 6.4.2, if some decision variables x of a nonlinear optimization prob-
lem (6.2) are binary or integer (nb), and belong to a real Euclidean space [53], as well as
the objective and constraint functions are linear (recall Section 6.2.1), the problem is called a
21. This Chapter is reproduced (with minor changes) from publication [270].
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Drive Motor Gearbox Load
Figure 10.1: Schematic representation of a typical industrial drivetrain system [270].
mixed integer linear program (MILP). Such an optimization problem can be rewritten based
on (6.76) as
min
x
cT x
s.t. aTi x ≤ bi , i = 1, . . . , k
x ∈ {0, 1}nb ∪ Rn−nb
(10.1)
where the vectors c , a1, ..., ak ∈ Rn and scalars b1, ..., bk ∈ R are problem parameters that
specify the objective and constraint functions.
10.2 Case Study
10.2.1 Mechanical System Modeling
As an example of a mechanical system actuated by an electric drivetrain, we pick a simple
winch mechanism [7] – see Fig. 10.2. A common requirement for this type of a machine
M
Load
Drive Motor
Gearbox
J1
jgb
J2
r
ml
m0
3 ~
v
Jr
Figure 10.2: A hoist drive system used as a case study [270].
is to achieve certain vertical hoisting speeds of the payload within the given time intervals.
Typically, three operating speeds are defined: minimum vmin, base vbase, and maximum vmax
(all in [m/s]). The corresponding motor speed n [rpm] for each range satisfies
n = ω · 602pi =
v
r · jgb ·
60
2pi (10.2)
where ω [rad/s] is the angular velocity, r [m] is the drum radius and jgb is the gearbox ratio.
The effective mass moment of inertia Jeff [kgm2] seen by the motor is computed as (recall
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Examples 5.2 and 5.3)
Jeff = Jr + J1 +
J2 +
1
ηmech
· (m0 + ml) · r 2
j2gb
(10.3)
where Jr is the rotor inertia, J1 is the inertia of the motor’s side shaft, J2 is the inertia of
the drum’s side (shaft, winch, and gearbox), m0 is the mass of the wire, ml is the payload
mass, and ηmech is the total mechanical efficiency of the drivetrain. A constant torque/power
application illustrated in Fig. 10.3 is considered here, contrary to constant torque application
examined in Examples 5.3 and 5.4. It is a combination of the constant torque load type
P
T
nn
min
n
base
n
max
Figure 10.3: Torque and power curves in a conventional constant torque/power application [270].
(common for handling fixed volumes) and constant power load type (applicable where the
power demand is independent of motor speed). In this load scenario, the required torque at
nmin is the same as at nbase. The convention of notation assumes using the subscripts for
speed ranges and superscripts for load properties. Hence, the required continuous hoisting
torques are (in [Nm])22
T contmin = T contbase = T ssbase · RMS =
(m0 + ml) · g · vbase
ωbase · ηmech · RMS (10.4)
T contmax =
Pcontmax
ωmax
(10.5)
where g is the gravity constant. Similarly, the required hoisting powers become (in [W ])
Pcontmin =
(m0 + ml) · g · vmin
ηmech
· RMS (10.6)
Pcontmax = Pcontbase =
(m0 + ml) · g · vbase
ηmech
· RMS. (10.7)
22. Remember to increase the continuous torque and power demand by the RMS value of a desired duty cycle,
as presented in Example 5.4.
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By considering the required acceleration times for both speed ranges taccbase and taccmax , it is
possible to determine relationships for the maximum (i.e. overload) values of motor torque,
according to the specified constant torque/power load type [12]
T ovr lmin = T ovr lbase = T accbase + T ssbase =
ωbase
taccbase
· Jeff + T ssbase (10.8)
T ovr lmax =
{
T ovr l ,actmax if T ovr l ,actmax > T contmax
T contmax if T ovr l ,actmax ≤ T contmax
(10.9)
where
T ovr l ,actmax =
Pcontbase
ωmax
· OLmaxRMS (10.10)
OLmax =
T ovr l ,theormax
T ssbase
· 100 % (10.11)
T ovr l ,theormax = T accmax + T ssbase =
ωmax
taccmax
· Jeff + T ssbase. (10.12)
The theoretical overload torque at maximum speed T ovr l ,theormax (computed in (10.12) analo-
gously to (10.8)) has to be lowered due to constant power demand (if, of course, nmax > nn),
as visualized in Fig. 10.3. Therefore, the actual value of the overload torque T ovr l ,actmax is com-
puted in (10.10), according to [12]. There is no point in considering this torque as overload
anymore if its value is less than or equal to the continuous torque demand at maximum speed
T contmax , hence the if-condition in (10.9). Also, if T accmax is replaced in (10.12) by T accbase, the
familiar overload relationship at base speed is obtained (recall Example 5.4)
OL = T
ovr l
base
T ssbase
· 100 %. (10.13)
If the acceleration time and hoisting speed demands are identical, i.e.
vbase
taccbase
= vmaxtaccmax
(10.14)
the overload ratios at base and maximum speeds become equal: OL = OLmax . Similarly, as
there are no additional requirements on acceleration time at vmin, it is reasonable to assume
T ovr lmin = T ovr lbase , as shown in (10.8).
10.2.2 Electrical System Modeling
According to [7], below the field weakening point, the direct and quadratic current components
of the induction motor can be approximated as, respectively
Isd = In
(
sinϕn + cosϕn
(√(
Tb
Tn
)2
− 1−
√(
Tb
Tn
)2
−
(
Tload
Tn
)2))
(10.15)
Isq = In
(
Tload
Tn
)
cosϕn (10.16)
where Tb, Tn and In are the motor maximum and rated torques and current, respectively, and
cosϕn is the motor power factor. Hence, the total motor current is
Im =
√
I2sd + I2sq. (10.17)
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According to [7] and as already mentioned in Example 5.6, the final approximation for the
motor total current in the constant flux range is
Im,cf = In
(
Tload
Tn
)
if 0.8 · Tn ≤ Tload ≤ 0.7 · Tb. (10.18)
Therefore, to compute the resulting motor current, two cases have to be studied: the contin-
uous and maximum loads. This gives the values of motor currents in each scenario
Icontm,cf = In
(
T contbase
Tn
)
(10.19)
Iovr lm,cf = In
(
T ovr lbase
Tn
)
. (10.20)
In the field weakening region, the motor currents additionally depend on speed and can be
approximated as
Isd = In
[
nn
n
sinϕn + cosϕn
√(
Tb
Tn
)2
− 1
− cosϕn
√(
Tb
Tn
· nnn
)2
−
(
Tload
Tn
· nnn
)2]
(10.21)
Isq = In
(
Tload
Tn
· nnn
)
cosϕn. (10.22)
Hence, the final approximation for the motor total current in the field weakening range is
Im,f w = In
(
Tload
Tn
· nnn
)
if 0.8 · Tn
(nn
n
)
≤ Tload ≤ 0.7 · Tb
(nn
n
)2
. (10.23)
Therefore, we compute the resulting motor currents in the field weakening range in a similar
manner as in the constant flux range
Icontm,f w = In
(
T contbase
Tn
· nnn
)
(10.24)
Iovr lm,f w = In
(
T ovr lbase
Tn
· nnn
)
. (10.25)
Finally, the maximum power required by the drive is equal to
Povr lm =
Povr lbase
ηm
(10.26)
where ηm is the motor efficiency and the maximum required motor power is
Povr lbase = Pcontbase ·
T ovr lbase
T contbase
. (10.27)
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10.3 Method for Drivetrain Design
The electric drivetrain design procedure presented in Chapter 5 (illustrated in Examples 5.5
and 5.6) is benchmarked with the proposed modified design process. The former approach
assumes that the gear ratio is known a priori, however, as shown in Section 10.5, we incorporate
the selection of the transmission into the drivetrain dimensioning. Also, we introduce additional
performance/safety constraints, such as constraints on the available torque, that allow to
control how much additional safety is required for a given application. They are defined for
each speed region nmin, nbase, and nmax as
δT contm =
(
T contm
T cont − 1
)
· 100 % (10.28)
δPcontm =
(
Pcontm
Pcont − 1
)
· 100 % (10.29)
δId =
(
Id
Im
− 1
)
· 100 % (10.30)
δPd =
(
Povr ld
Povr lm
− 1
)
· 100 %. (10.31)
According to [7], the first step when designing an electric actuation system is to check the
mains supply voltage level Usup and frequency fsup. Then, process requirements are investigated
– starting torque, speed range, or load types. This information is a basis to select the motor.
It needs to withstand process overloads and deliver a specified amount of torque. Finally, the
frequency converter is selected according to the initial conditions and the selected motor. Its
capability of producing the required current and power is evaluated. The resulting drive power
is computed as (5.32) and rewritten here for convenience [12]
Povr ld =
√
3 · Usup · Ihd · (OLhd/100) · PF (10.32)
where Ihd is the drive heavy duty current, OLhd is the heavy duty overload allowing 150 % of
overload for 1min / 5min at 40◦C – see [10], and PF is the motor power factor. To check the
conditions for motor allowable torque, we use the motor loadability curves available from the
manufacturers catalogs, e.g. [13], as explained in Section 5.3. Loadability curves for a typical,
self-ventilated induction motor are shown in Fig. 10.4. Based on them, we also find the actual
motor power values at each point of interest, namely: Pcontm,min, Pcontm,base, and Pcontm,max .
The inequality constraints summarized in (10.33) define the conditions that need to be
satisfied by the selected drivetrain components, so that the machine performs according to
the design specifications. In addition, it should be checked that the required overload torque
stays below the maximum motor loadability curve T ovr l ≤ T ovr lm (as illustrated in Example 5.5,
for instance). This is omitted here to simplify the analysis, under the assumption that the
motor duty cycle is formulated in a way which prevents the motor drive from overheating. As
a consequence, no temperature rise of the motor drive is investigated, however, a solution to
this problem is thoroughly elaborated on in Chapter 11.
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Figure 10.4: Typical loadability curves for inverter-fed induction motor [276].
Motor torque

T contm,min ≥ T contmin
T contm,base ≥ T contbase
T contm,max ≥ T contmax
(10.33a)
Drive current
{
Icontd ≥ Icontm
Iovr ld ≥ Iovr lm
(10.33b)
Drive power
{
Povr ld ≥ Povr lm (10.33c)
Motor torque margins

δT contm,min ≥ δT
δT contm,base ≥ δT
δT contm,max ≥ δT
(10.33d)
Motor power margins

δPcontm,min ≥ δP
δPcontm,base ≥ δP
δPcontm,max ≥ δP
(10.33e)
Drive current margins
{
δIcontd ≥ δI
δIovr ld ≥ δI
(10.33f)
Drive power margin
{
δPovr ld ≥ δP,d . (10.33g)
10.4 Design Example
The selected parameters of the system shown in Fig. 10.2 and its design requirements are
summarized in Table 10.1. The required duty cycle which defines the magnitude and duration
of overloads both at nbase and nmax is illustrated in Fig. 10.5.
The lists of drives and motors available for selection, shown in Tables 10.2 and 10.4, are
composed of products chosen from [10] and [13], respectively. The allowable gear ratios are
listed in Table 10.3. The presented cost is not the real price of the components, rather it is an
estimate based on the motor weight, drive frame size, and gearbox ratio. This assumption is
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Figure 10.5: Duty cycle assumed for overloads at base and maximum speeds.
sufficient for testing the optimization algorithm. The task of a design engineer (here replaced
by the optimization routine) is to select such a combination of drive, motor, and gearbox so
that the design requirements from (10.33) and Table 10.1 are met and the total cost of all
components is the lowest possible.
System data Requirements Safety margins
m0 = 1000 [kg ] vmin = 0.1 [m/s] Motor torque δT = 10 %
ml = 4000 [kg ] vbase = 0.5 [m/s] Motor power δP = 10 %
ηmech = 0.855 [−] vmax = 0.8 [m/s] Drive current δI = 10 %
r = 1 [m] taccbase = 1 [s] Drive power δP,d = 10 %
J1 = 0.1 [kgm2] taccmax = 6 [s]
J2 = 1 [kgm2]
Table 10.1: Numerical data of mechanical system and powertrain design specifications [270].
No. Icontd [A] Iovr ld [A] Ihd [A] Cost [$]
#1 34 46 23 500
#2 44 62 32 800
#3 55 72 37 850
#4 72 86 49 1100
#5 86 112 60 1150
#6 103 138 69 1200
#7 145 170 100 1250
#8 166 202 115 1550
Table 10.2: Frequency converters catalog data [270].
No. jgb [−] Cost [$]
#1 200 145
#2 250 155
#3 300 195
#4 350 210
#5 400 230
#6 450 295
#7 500 310
#8 550 330
#9 600 395
#10 650 410
#11 700 430
Table 10.3: Gearboxes catalog data [270].
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No. Pn [kW ] Tn [Nm] nn [rpm] In [A] Jr [kgm2] 2p [−] PF [−] ηm [−] Cost [$]
#1 7.5 49.3 1450 14.9 0.037 4 0.81 0.89 73
#2 15 194 737 32.4 0.450 8 0.74 0.90 290
#3 18.5 178 988 36.4 0.382 6 0.80 0.92 269
#4 18.5 239 739 40.1 0.669 8 0.73 0.91 350
#5 22 142 1475 40.9 0.195 4 0.84 0.92 222
#6 22 212 987 42.0 0.448 6 0.82 0.92 291
#7 22 284 738 46.8 0.722 8 0.74 0.92 363
#8 30 193 1480 55.3 0.309 4 0.84 0.93 291
#9 30 290 986 56.2 0.663 6 0.83 0.93 349
#10 37 119 2959 63.5 0.196 2 0.90 0.93 298
#11 37 238 1479 68.0 0.356 4 0.84 0.93 324
#12 45 290 1480 81.3 0.440 4 0.85 0.94 356
#13 55 354 1480 98.9 0.765 4 0.85 0.94 414
Table 10.4: Induction motors catalog data [270].
10.5 Solution Strategy
Due to the nonlinearity of the drivetrain design optimization problem – e.g. the torque delivered
by the motor is multiplied by the gear ratio and both have to be optimized (i.e. (10.2) appears
in (10.4)) – adapting a nonlinear problem of the form (6.87) to find the solution will not be
efficient. Therefore, the optimization problem is reformulated according to (10.1) as a binary
linear program (BLP) (6.71) and becomes (recall Example 6.7)23
min
x
JT x
s.t. Ax ≤ b
xi ∈ {0, 1}, i = 1, . . . , n
(10.34)
where x ∈ {0, 1}n is the decision variable, J ∈ Rn is the cost function to be minimized,
A ∈ Rm×n is the constraint matrix, and b ∈ Rm is the constraint vector. Each xi is one
particular combination of a drive, a motor, and a gearbox. Hence, the length of the opti-
mization variable vector, n = 1144, is equal to the product of the number of available drives,
nd = 8, motors, nm = 13, and gearboxes, ngb = 11, whereas the number of rows of the con-
straint matrix A corresponds to the number of inequality constraints introduced in (10.33),
m = 16. The last constraint of A in (10.36) ensures that no more than only one combination
of drivetrain components is selected, i.e.
n∑
i=1
xi ≤ 1. (10.35)
Therefore, each of the specification inequalities from (10.33) is now considered to be a row
vector which elements are indexed according to a given combination of drivetrain components.
The objective function is the total cost of the selected parts. The final optimization problem
is formulated based on (10.33) and (10.34) as (10.36). This combinatorial problem is solved
using MATLAB interfaced with YALMIP modeling language [209] and CPLEX solver [151].
The obtained solution x? is a vector with all zeros and a single one, that corresponds to the
most cost-effective selection of components that satisfies the design requirements.
23. For better clarity, boldface letters are used to denote vectors and matrices.
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min
x
[Jd + Jm + Jgb]︸ ︷︷ ︸
J(1×n)
·
x1...
xn

︸ ︷︷ ︸
x(n×1)
s.t.

Tcontmin −Tcontm,min
Tcontbase −Tcontm,base
Tcontmax −Tcontm,max
Icontm − Icontd
Iovr lm − Iovr ld
Povr lm −Povr ld
−δT contm,min
−δT contm,base
−δT contm,max
−δPcontm,min
−δPcontm,base
−δPcontm,max
−δIcontd
−δIovr ld
−δPovr ld
1

︸ ︷︷ ︸
A(m×n)
·
x1...
xn

︸ ︷︷ ︸
x(n×1)
≤

0
0
0
0
0
0
−δT
−δT
−δT
−δP
−δP
−δP
−δI
−δI
−δP,d
1

︸ ︷︷ ︸
b(m×1)
xi ∈ {0, 1}, i = 1, . . . , n
(10.36)
10.6 Optimization Results
The combination of drivetrain components which is found to be the optimal solution of the
problem (10.36) has the index value of iopt = 696. Fig. 10.6a shows that this configura-
tion gives the lowest cost out of all the feasible solutions. The resulting loadability of the
designed drivetrain is benchmarked with the mechanical loads in Fig. 10.6b. The speeds
of the motor that correspond to the requirements from Table 10.1 are determined to be
nmin = 286 rpm, nbase = 1432 rpm, and nmax = 2292 rpm. The results show that the motor
continuous loadability is above the continuous mechanical load in the whole speed range and
that the maximum mechanical load stays almost entirely below the continuous motor load-
ability curve.24 Table 10.5 summarizes the optimization results, including the final values of
safety margins which are above the required limits specified in Table 10.1. In addition, this
drivetrain optimization problem was solved in less than 1 s on a desktop PC.
24. This is, by the way, similar to the observation made in Example 5.5.
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Figure 10.6: Optimization results.
Total Drive Motor Gearbox
Solution index iopt #696 #5 #12 #3
Cost [$] 1701 1150 356 195
Resulting safety margins – motor
δT contm,min δT contm,base δT contm,max δPcontm,min δPcontm,base δPcontm,max
12.1 % 34.0 % 28.3 % 12.1 % 34.0 % 28.3 %
Resulting safety margins – drive
δIcontd δIovr ld δPovr ld
36.0 % 41.7 % 17.7 %
Table 10.5: Optimal drivetrain design [270].
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10.7 Conclusion
In this Chapter, we develop a method to optimally select components of an electrical actu-
ation system. The resulting combinatorial problem is formulated as a binary linear program
and implemented in software composed of YALMIP as interface to MATLAB and CPLEX
solver. Although such problems are known to be computationally demanding, this particular
optimization problem appears to be tractable in practice, even for a large number of possible
components. The results indicate a potential improvement in terms of effectiveness of driv-
etrain design optimization compared to other available solutions, with a certificate of global
optimality being a significant advantage of the proposed method. In addition, the selection of
the gearbox ratio becomes an integral part of the optimization process, in contrast to some
toolboxes currently being used for drivetrains design, where the gearbox ratio has to be speci-
fied a priori. Finally, the solution time is negligible compared to the time that a design engineer
would spend finding the right components manually in the catalogs.
In the future, it is recommended to include more constraints in the design process, e.g.
maximum loadability curves, temperature limits for motor drives presented in Chapter 11, or
selection of an optimal motion control pattern discussed in Chapter 9. Also, the approach
introduced in Chapter 7 can be useful in order to determine the exact profile of the required
electromagnetic torque for similar type of equipment. Finally, further verification and validation
of an optimal drivetrain configuration will strengthen the impact of the proposed selection
algorithm. This should involve both the evaluation of the designed actuation system in a
virtual simulation environment and the experimental testing.
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Electric Powertrains
Selection of components of electric drivetrains should not only be based on evaluating their
ability to perform according to mechanical specifications, but – what is equally important
– on assessing their thermal protection limits.25 These are typically affected by electrical
and thermal properties of motors and drives. Although rated parameters (such as power,
torque, speed, current, etc.) are easily accessible in catalogs of equipment producers and driv-
etrain dimensioning based on using them is rather straightforward (as discussed in Chapters 5
and 10), more specific properties like mass/length of copper winding, heat dissipation factor,
rotor/stator dimensions etc. are not available to customers. Therefore, the effective selection
of drivetrain components is limited due to the lack of sufficient data and the need to consult
critical design decisions with suppliers. To overcome this limitation, we propose a method to
estimate temperature rise of motor drives based on popular loadability curves which are pro-
vided in catalogs. A simple first order thermal model is applied to represent heating/cooling
phenomenon of inverter-fed induction motor. Parameters identification process is formulated
as a nonlinear optimization problem and solved using commercial software products. Within
the proposed approach it becomes possible to include the effect of reduced torque availability
at low speeds in self-ventilated motors during design of electric actuation systems. Contrary
to using a discrete set of permissible overload conditions that are provided in catalogs, the
current methodology allows for evaluating a temperature rise of a motor drive for any overload
magnitude, duty cycle, and ambient temperature. This has a potential to further improve
the flexibility of the design process presented in Chapter 10 and facilitate communication in a
supplier-customer dialog. The discussed method is verified against the overload recommenda-
tions suggested by the suppliers, yielding the same limits of temperature rise as given in the
IEC standard [154].
11.1 Thermal Protection Theory
Degradation of stator insulation and rotor conductors are two main thermal risks for an over-
heated motor, according to [342]. It has been found ([63] and the references therein), that
thermal aging of insulation could be represented as the Arrhenius chemical rate equation,
which yields the following relationship for the life of insulation aged at elevated temperatures
L = D exp
( ϕ
kΘ
)
(11.1)
where L is the life in units of time, D is an experimentally determined constant, ϕ is the
activation energy [eV ], Θ is the absolute temperature [K ], and k = 0.8617 · 10−4 [eV /K ]
25. Some parts of this Chapter are reproduced (with minor changes) from publication [276].
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is the Boltzmann constant. The IEC standard [154] defines the permissible operating tem-
peratures and maximum allowable temperature rises above the ambient for induction motors.
Table 11.1 and Fig. 11.1 show these safety margins for different thermal classes of motors.
Typically, manufacturers use class F insulation with class B rise to gain additional 25 ◦C safety
margin [228]. The recommended maximum temperature for class F is 155 ◦C , which consists
of a maximum ambient temperature of 40 ◦C , permissible temperature rise of 105 ◦C , and a
hot spot temperature margin of 10 ◦C . Obviously, lowering the value of ambient temperature
allows for higher temperature rise, as long as the maximum limit of 155 ◦C is not violated.
Thermal level Class A Class B Class F Class H
Max ambient temp. [◦C ] 40 40 40 40
Permissible temp. rise [◦C ] 60 80 105 125
Hot spot temp. margin [◦C ] 105 130 155 180
Table 11.1: Composition of common insulation classes [276] – adapted from [154].
A B F H
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class
Figure 11.1: Temperature limits per thermal class – adapted from [154].
Exceeding the thermal limit causes gradual degradation of the expected lifetime of insulation.
Fig. 11.2 illustrates the relationship (11.1) for different classes of insulation and based on
the accepted rule that thermal life is halved for each increase of 10 ◦C above the maximum
thermal limit, according to [63] and [342].
Therefore, apart from checking if a given motor will satisfy mechanical specifications (in
short – if it provides sufficient torque at certain speeds), design engineers have to investi-
gate if overloads do not violate thermal margins of the drivetrains they design. Motors and
drives manufacturers provide guidelines and recommendations for maximum permissible ther-
mal overload magnitudes and durations, but these suggestions are typically so general that they
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Figure 11.2: Influence of thermal aging on motor insulation life – reproduced from [342].
could only be applied in a few very specific scenarios [10, 13, 146, 297, 310, 315], as briefly
commented on in Section 5.2.2. To address this issue, we introduce a more general framework
to examine drivetrains thermal performance, which allows to estimate motor temperature in
various operating conditions using the available limited catalog data.
11.2 Power Flow and Losses Modeling
The power flow diagram which represents the relationship between the input electric power
and the output mechanical power of an induction motor is illustrated in Fig. 11.3. The three-
PSCL 
Stator Copper 
Loss
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Rotor Copper 
Loss
Pfw 
Friction and 
Windage
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Pout, m = Tl ωm
PAG Pconv
Pin, m = √3 Usup Im PFm
Figure 11.3: Power flow diagram of induction motor [75].
phase electric supply determines the input power Pin,m to the motor. The stator winding losses
PSCL = I2Rs (also referred to as stator copper losses) and the core losses due to eddy currents
and hysteresis Pcore are the first encountered losses before the remaining power is transferred
to the rotor of the machine across the air gap [75]. The air gap power PAG is then reduced due
to the rotor copper losses PRCL = I2Rr and the remaining power is converted from electrical
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to mechanical form Pconv . Friction and windage losses Pf w as well as stray losses Pstray are
final factors that contribute to lowering the output motor power Pout,m. According to [75],
friction, windage, and stray losses increase with higher speeds of IM, while core losses become
lower (up to synchronous speed ωs). These three types of losses are normally combined and
called rotational losses. As a consequence, it is a common assumption to consider rotational
losses to be constant regardless of motor speed, since their components change in opposite
directions for variable frequencies [75].
A popular approach to model losses in induction motors is to represent each loss in Fig. 11.3
by the corresponding resistance element in the motor equivalent circuit [198]. In that case,
the resistive losses are separated from the other losses (core, stray, and mechanical). When
no field data are available, it is an accepted practice to assume their typical values in relation
to the total losses Ploss,m = Pin,m − Pout,m, for instance: mechanical losses constitute approx.
14 % of total losses, whereas core losses account for approx. 12 %. In addition, the IEEE
standard [157] defines guidelines for determining stray losses depending on motor size. Finally,
the resistive losses of stator and rotor windings can be identified analytically, as presented
in [198]. The overall efficiency of the drivetrain η = Pout/Pin is affected by efficiency of both
motor and VFD. Since both motor’s and VFD’s losses are of thermal character, they appear
as extra induced heat [6]. Therefore, Fig. 11.3 can be generalized to consider the nature of
losses of a generic electric powertrain, as presented in Fig. 11.4. The electrical input power
Drive Induction Motor
Pin, d = √3 Usup Id PFd Pout, m = Tl ωm
Mechanical Load
Ploss, d = Pthermal, d
Drive Thermal 
Loss
Ploss, m = Pthermal, m
Motor Thermal 
Loss
Pout, d = Pin, m 
= √3 Usup Im PFm
Figure 11.4: Simplified representation of thermal losses in electric drivetrain [6].
of a three-phase system Pin depends on the supplied voltage Usup, current I and power factor
PF (also denoted as cosϕn), and holds for both drive (subscript d) and motor (subscript
m). The power factor describes the share of active power (production of mechanical power)
and reactive power (production of motor magnetization) in the total electric power. The
mechanical motor power is affected by the required load torque Tl and motor rotational speed
ωm. VFD manipulates the voltage fed to the motor to meet these load demands and hence,
it controls its power consumption. Example 11.1 demonstrates a typical power flow in an
induction motor drive.
Example 11.1 (Drivetrain Power Consumption)
Suppose there is a 45 kW /400 V induction motor drive system, characterized as (it is actually composed
of motor #12 from Table 10.4) [13]:
• motor mechanical power Pn = Pout,m = 45 kW ,
• input voltage Usup = 400 V ,
• motor efficiency ηm = 93.9 %,
• motor power factor PFm = 0.85.
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The motor electrical input power and current (i.e. drive output power and current) become, respectively
Pin,m = Pout,d =
Pout,m
ηm
= 45 kW0.939 = 47.9 kW (11.2)
Im =
1000 · Pin,m√
3 · Usup · PFm
= 1000 · 47.9√
3 · 400 · 0.85 = 81.3 A. (11.3)
Therefore, assuming the drive efficiency ηd = 99 % and power factor PFd = 0.97, we obtain the drive
input power and current, respectively
Pin,d =
Pout,d
ηd
= 47.9 kW0.99 = 48.4 kW (11.4)
Id =
1000 · Pin,d√
3 · Usup · PFd
= 1000 · 48.4√
3 · 400 · 0.97 = 72.0 A. (11.5)
The drive input current Id is approx. 11 % lower than the drive output current to the motor Im. This
difference shows how VFD can improve the power factor of the three-phase system [280]. The price to pay,
however, is the drive input power Pin,d being higher than the motor input power Pin,m but this variation is
only 1 % in the considered example. Even though the primary reason for using variable speed AC drives is
not improvement of power factor but better process control, cost-effective operation, and reduced wear of
machinery, the lowered drive input current is a positive side effect that this solution offers [280].
Finally, the knowledge of the input and output power of both motor and VFD allows to compute their
total losses which contribute to increasing their temperature
Pthermal ,m = Pin,m − Pout,m = 47.9− 45 = 2.9 kW (11.6)
Pthermal ,d = Pin,d − Pout,d = 48.4− 47.9 = 0.5 kW . (11.7)
The total thermal losses, as the ones computed in Example 11.1, can be used to determine
losses of particular elements of both motor and drive, provided that their physical properties are
known. Although a model of the IM drive losses based on resistance elements and equivalent
circuit is confirmed to have a good level of accuracy, the identification process is troublesome
and requires both analysis of machine construction and knowledge/estimation of its specific
parameters, which typically are not publicly available. This, in turn, makes it not suitable
to efficiently assess the overall thermal performance of a large volume of motors, which is
normally required when designing electric drivetrains [34]. Therefore, the thermal model of an
induction motor drive proposed in this thesis is based on loadability curves which are one of
the most important constraints when designing electric powertrains, as discussed in Chapters 5
and 10.
11.3 Thermal Performance Modeling
11.3.1 Loadability Curves
According to manufacturers’ guidelines (for instance [2]), the continuous maximum load of a
converter driven motor is mainly influenced by the modulation pattern and switching frequency
of the converter and by the motor design.26 The practical solution that suppliers use is to
display these guidelines in the form of loadability curves. Loadability curves for a typical,
self-ventilated induction motor are already shown in Fig. 10.4 but, for convenience, they are
illustrated once more in Fig. 11.5. Loadability curves “present the maximum continuous load
26. This Section is partially based on publication [272].
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Figure 11.5: Typical loadability curves for inverter-fed induction motor [276].
torque of a motor as a function of frequency (speed) to give the same temperature rise as with
rated sinusoidal voltage supply at nominal frequency and full rated load” [2]. They do not
specify thermal limits of a motor alone, but are applicable only to inverter-fed motors. Hence,
they provide basic information about the thermal loadability of a VFD as well, which makes
them a convenient tool to monitor the combined heating effect on both motor and drive.
Therefore, loadability curves might be perceived as an attempt to integrate the influence of
different types of losses on thermal loadability of a VFD-controlled induction motor. Whether
such an approach is accurate enough or not, is a matter of how detailed thermal model one
seeks to obtain. The fact is, that loadability curves are not only recommended by producers
but – most importantly – followed by customers when designing electric actuation systems and
selecting their components (see for instance [7, 310, 315]). Taking advantage of loadability
curves to arrive at a thermal model of motor drive does not require neglecting some of the losses
to simplify the analysis (as done for instance in [190]), since the bottom line for constructing
these curves is the overall temperature rise of the inverter-fed motor.
Due to self-ventilation, motor thermal loadability decreases in the range below the rated
speed nn, limiting the continuous available torque, as mentioned in Section 5.3. If separate
cooling is used, however, motor loadability at low speeds is increased. For both separate
and self-cooling, torque is equally limited in the field weakening range as well. Two main
specification inequalities, taken from the more comprehensive list given in Section 10.3, that
need to be satisfied by the motor drive are
T cont ≤ T contm (11.8)
T ovr l ≤ T ovr lm (11.9)
where T cont and T ovr l are continuous and maximum loads experienced by the motor, respec-
tively, T contm specifies the maximum allowable continuous load, whereas T ovr lm determines the
permissible motor overload. In principle, the mechanical load during overload T ovr l should be
between the dashed and solid lines in Fig. 11.5. Such short term overloads are allowed as long
as they do not cause motor overheating.
However, the problem that loadability curves are associated with is that they do not give
sufficient information regarding permissible overload duration [276]. Instead, catalogs provide
only general guidelines regarding allowable overloads in the form of discretized set of operating
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conditions – for instance “light overload” of a frequency converter is defined as an overload
current of 110 % · In acting for 1 min every 5 min at an ambient temperature of 40 ◦C [10].
Therefore, in the case of arbitrary load profiles that differ from the tabulated catalog data,
it becomes impossible to assess the overall thermal performance of the drivetrain without
consulting the suppliers. This challenge is tackled in this thesis by proposing a thermal model
of the motor drive based on both loadability curves and permissible temperature margins
illustrated in Fig. 11.1.
Remark 11.1. In fact, catalogs (e.g. [10]) specify the allowable overload durations in terms
of drive currents to account for shorter temperature rises of frequency converters, i.e.:
• Light overload – 110 % · Ilo acting for 1 min every 5 min at an ambient temperature
of 40 ◦C , where Ilo is the light overload drive current.
• Heavy-duty overload – 150 % · Ihd acting for 1 min every 5 min at an ambient temper-
ature of 40 ◦C , where Ihd is the heavy-duty drive current.
Therefore, in order to separately assess the drive thermal loadability, one should evaluate the
temperature rise of the drive under light, heavy-duty, and arbitrary overloads, and benchmark
the results not with the limits given by the motor insulation classes in Fig. 11.1, but with
the maximum allowable temperature of the drive heat sinks [91]. These temperature limits
vary depending on the supplier but usually lie within the range of 85–125 ◦C ([4] and [91]),
depending on the size of the drive and its output rating. It means, that about the same
temperature limits are obtained for an average drive as for the motor manufactured in the
temperature insulation class B (hot spot temperature of 130 ◦C). Hence, in such cases,
it is enough to evaluate temperature rise of the motor alone to assess the overall thermal
performance of the electric drivetrain. In addition, since both Ilo and Ihd are lower than the
continuous drive current Icontd (refer e.g. to [10]), and – as shown in Chapter 10 – they are
also usually lower than the rated current In of the motor they drive, using the motor rated
current in the overload formulas is more conservative than relying just on the drive currents.
In that way, increasing the overload drive currents compensates for their shorter thermal time
constants but, of course, further research is required to quantify this influence. Although this
approach is sufficient for conventional induction motor drives, in the future it is recommended
to extend the analysis to the evaluation of the drive heat sinks temperature as well.
11.3.2 Temperature Rise Model
The thermal model of IM is derived from the same principles as in [342]. The difference is,
however, that the model presented there (or in [371], for instance) is applicable together with
the so-called motor thermal limit curves (which are typically not provided by the manufac-
turers), whereas the one introduced here requires knowledge of loadability curves (which are
easily accessible in catalogs) and thermal protection limits from the IEC standard [154]. It
is assumed that heating and cooling of an induction motor (its stator winding, to be more
precise) is represented by the simple first order thermal model illustrated in Fig. 11.6 and
expressed as ([342] and [371])
C d∆Θ(t)dt = R (Im(t))
2 − H∆Θ(t) (11.10)
where ∆Θ(t) = Θ(t) − Θamb is motor temperature rise above ambient [K ], Im(t) is motor
current [A], C is heat capacity [J/K ], H is the running heat dissipation factor [W /K ], and R
is electrical resistance [Ω].
Normally, detailed parameters of motors (such as copper winding length or mass) are not
available to customers, which makes it burdensome to determine fundamental thermal model
parameters (R ,C ,H). Therefore, we simplify model (11.10) so that it contains two unknown
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Figure 11.6: First order thermal model of IM [367].
parameters: factor B = R/C [K/(sA2)] and thermal time constant τ = C/H [s], according
to [342] and [367]
d∆Θ(t)
dt =
R
C (Im(t))
2 − HC ∆Θ(t) (11.11)
d∆Θ(t)
dt = B (Im(t))
2 − 1
τ
∆Θ(t). (11.12)
Parameter B includes the combined effect of electrical and thermal resistances as well as the
heat capacity of the motor. Such representation facilitates model identification, since what
influences its response is not the individual values of parameters (R ,C ,H), but the ratio of
electrical resistance and heat capacity R/C , and the thermal time constant τ . In addition, the
only input variable in (11.12) is motor current Im which accounts for torque variations only.
In reality, however, speed variations also have significant impact on thermal performance of
motor drives as they contribute to e.g. iron losses. This phenomenon is included in this study
by making parameters of model (11.12) speed-dependent
d∆Θ(t)
dt = B(n) (Im(t))
2 − 1
τ(n)∆Θ(t). (11.13)
In fact, since as shown further in the text, the reference time constant τref is independent on
speed, τ(n) is assumed to be close to a constant value as well.
Remark 11.2. The temperature increase of stator winding is the most critical factor that
affects thermal life of motor’s insulation [330]. Therefore, in this thesis, the term “motor
temperature” is used interchangeably with the more precise notion “stator winding average
temperature”.
Motor current Im could easily be obtained given motor torque and speed values, as shown
in Section 10.2.2. Reference values of thermal time constants τref are provided in [297] and
reproduced in Table 11.2. They are treated as general guidelines when generating reference
temperature rise profiles for model identification purpose. Although the single time constant
model is not always adequate to represent detailed temperature changes in a motor [51]
(e.g. in reality, there might be multiple time constants which describe temperature rise in
the stator), it is still an effective method to quickly assess thermal protection levels of motor
drives in industrial applications [342]. Even if using the approximated values of τref is not an
ideal approach and it requires further experimental validation, it is already by all means more
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Rated power Pn [kW ] 2 pole [min] 4 pole [min] 6 pole [min] 8 pole [min]
0.09 . . . 1.1 7 . . . 10 11 . . . 10 12 −
1.5 . . . 3.0 5 . . . 8 9 . . . 12 12 12 . . . 16
4.0 14 11 13 12
5.5 . . . 18.5 11 . . . 15 10 . . . 19 13 . . . 20 10 . . . 14
22 . . . 45 25 . . . 35 30 . . . 40 40 . . . 50 45 . . . 55
55 . . . 90 40 45 . . . 50 50 . . . 55 55 . . . 65
110 . . . 132 45 . . . 50 55 60 75
Table 11.2: Typical thermal time constants τref for induction motors [276] – reproduced from [297].
practical (and equally accurate – which is shown in Section 11.5.3) than relying on a discrete
set of allowable overload durations provided in catalogs.
There are the following limitations of the proposed method:
1. It is not applicable for checking the intermittent temperature rise caused by the motor
starting current (i.e. a short term overload with approx. 6In).
2. In general, parameters of the thermal model depend on both speed and load/current.
In this study, however, the parameters B(n) and τ(n) depend only on motor speed.
3. Actually (maybe even more importantly), these parameters also depend on temperature
which should ideally make the coefficients of (11.13) become functions of the dependent
variable ∆Θ as well (this is listed as a future work in Section 11.7).
Temperature rise estimated by (11.13) is shown in Example 11.2 for an arbitrary IM.
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Example 11.2 (Temperature Rise of Stator Winding)
Let us consider the 4 pole induction motor from Example 11.1 characterized by the additional
parameters [13]:
• rated torque Tn = 290 Nm,
• rated speed nn = 1480 rpm,
• rated current In = 81.3 A.
Its temperature rise is simulated using (11.13) by assuming constant values of B = 0.012 K/(sA2) and
τ = 40 min. The thermal time constant is selected according to the general guidelines summarized
in Table 11.2, whereas the value of factor B is identified for the rated speed operation of the motor, as
presented in Section 11.5.2. The load profile is varied under this constant speed, according to a typical duty
cycle specified in the standard [154]. The motion profile similar to the popular continuous-operation periodic
duty (designated by S6 duty type in the standard) is chosen in this Example. It is characterized by identical
duty cycles, where each period consists of two different levels of constant load [34]. Normally, under this
type of operation, the thermal equilibrium is not obtained. Two cases are investigated: Fig. 11.7a shows
a high pulse amplitude but shorter pulse duration, whereas Fig. 11.7b illustrates a small pulse amplitude
and longer pulse duration.
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Figure 11.8: Estimated temperature rise of the stator winding in a 45 kW , insulation class B motor.
Considering that the motor is produced in the insulation class B, short term overloads of up to 130 ◦C
are allowed. One can observe that what affects the thermal loadability of the motor is the root-mean-
square (RMS) value of the load profile, similarly to what is commented on in Example 5.4. Therefore,
monitoring temperature of the stator winding can be a convenient way to check if mechanical loadability
limits of the motor are not violated.
11.3.3 Further Comments
In general terms, Ploss in Fig. 11.6 represents heat losses in the stator winding which from the
physical point of view are mainly the copper losses [367]. However, as shown in Fig. 11.3, there
exist other types of losses that contribute to the increased waste heat emission of induction
motors, e.g. core losses, friction and windage, or no-load Joule stator losses. Since the
proposed thermal model is based on loadability curves that portray the overload capacity of
inverter-fed IMs, it is assumed that even though (11.13) describes the average temperature rise
of the stator winding, parameters of (11.13) are not those of the stator alone, but are rather
172
11.4 Parameters Identification as Optimization Problem
considered to represent the combined heating effects of both motor and drive which contribute
to increasing the temperature of the stator winding. Under this assumption, the total power
loss of the motor drive is consumed by the thermal heating Ploss = Ploss,m + Ploss,d .
Representing all kinds of losses in the electric powertrain exclusively as simple Joule losses
is a somewhat drastic simplification. However, as long as the parameters of such a thermal
model are not those of just the stator but they capture the complex drivetrain heating phe-
nomenon with a similar level of accuracy to what manufacturers recommend nowadays (recall
Remark 11.1), this assumption is reasonable. This, in turn, allows to claim (and this hypoth-
esis is confirmed in Section 11.5) that comparable effectiveness in predicting thermal limits of
induction motor drives can be achieved when following the general manufacturers’ guidelines
and when using the thermal model which parameters are deduced from the loadability curves.
This conviction rests on the following presumptions:
1. The definition of the loadability curves, quoted in Section 11.3.1, clearly correlates
mechanical performance of a motor drive with its thermal capacity.
2. The fact that the allowable motor operating temperatures and insulation classes (illus-
trated in Fig. 11.1) are defined in the standards (e.g. in [154]) means they must be
applicable to majority of commercially available machines.
3. Categorization of allowable overloads into discrete set of conditions in manufacturers’
catalogs (e.g. in [10]) indicates a rather simple and conservative approach to the eval-
uation of temperature rise of VFD-controlled IMs in typical industrial applications.
The remaining challenge is the selection of the parameters identification method which
allows for sufficient model’s accuracy and flexibility. This aspect is discussed in Section 6.7.2.
Although applying a single thermal time constant might not always be adequate to model
detailed heat transfer in IM [51], it is undoubtedly the most popular method to assess motor
drive temperature in industrial applications (in both dimensioning and operation) – see for
instance [3, 158, 190, 366] and the references therein.
Remark 11.3. Thermal time constants of inverters are typically a few times shorter than those
of induction motors, according to [7]. As a consequence, short term loadability of the drive is
often more critical than that of the motor. Therefore, manufacturers define maximum durations
of drive currents that can safely be supplied to the motor without causing damage not only
to motor’s insulation but also to drive’s electronic components. These guidelines (discussed in
Remark 11.1) are utilized in this thesis to calibrate the estimated drivetrain thermal models.
Hence, even though the thermal time constant τ in (11.13) characterizes only the motor,
rise times of frequency converters still play an essential role in model verification presented in
Section 11.5.3.
11.4 Parameters Identification as Optimization Problem
According to the information presented in Chapter 6 (especially Section 6.5.1 and Exam-
ple 6.9), the following nonlinear optimization problem is used to identify parameters of thermal
model (11.13) ([60] and [338])
173
11 Temperature Rise Estimation of Electric Powertrains
[
x1,1
x2,1
]
︸ ︷︷ ︸
x(2×1)
=
[
x1,init
x2,init
]
︸ ︷︷ ︸
xinit (2×1)
FOR j := 1 TO m
min
x
r∑
i=1
(
∆Θrefi ,j −∆Θˆi ,j
)2
︸ ︷︷ ︸
J(r×m)
s.t.
[
bBlow
bτlow
]
︸ ︷︷ ︸
blow (2×1)
≤
[
x1,j
x2,j
]
︸ ︷︷ ︸
x(2×m)
≤
[
bBup
bτup
]
︸ ︷︷ ︸
bup (2×1)
END
(11.14)
where x ∈ Rn×m is the matrix of parameters (x1,j = B and x2,j = τ), J ∈ Rr×m is the
cost function to be minimized, (blow ,bup) ∈ Rn are the constraint vectors, and xinit ∈ Rn
is the vector of initial values of parameters. The estimated temperature ∆Θˆi ,j is obtained by
solving (11.13) at each evaluation point j and time instant i . The length of time vector r
should be long enough for the motor temperature to settle at a steady state value, whereas
the final number of evaluation points m depends on how frequently we update the model with
a new set of parameters. The reference temperature rise ∆Θref (t) corresponds to an increase
in motor temperature at each point of the continuous loadability curve illustrated in Fig. 11.5.
It follows the first order model:
∆Θref (t) = ∆Θmax
(
1− exp
( −t
τref
))
(11.15)
where the maximum operating temperature ∆Θmax is taken from Table 11.1 for a given motor
insulation class, whereas the reference thermal time constant τref reflects the size of the motor,
as presented in Table 11.2.
11.5 Results
11.5.1 Parameters Estimation Procedure
The underlying assumption for constructing a loadability curve is that at each value of speed
and the corresponding torque the temperature rise is the same – recall Section 11.3.1. There-
fore, the loadability curve for a self-ventilated motor from Fig. 11.5 is discretized into m points,
such that the identified parameters of the thermal model (11.13) depend on motor speed n.
At each evaluation point, the thermal model is simulated and its parameters (B(n), τ(n)) are
adjusted until its response is as close to the reference temperature rise (11.15) as possible.
Then, the optimization routine (11.14) saves those identified parameters which yield the mini-
mum error signal and moves on to the next evaluation point. In this study, we use the fmincon
function with the interior-point algorithm from MATLAB optimization toolbox [52]. Detailed
information about this solver can be found in MATLAB documentation [224]. Since the so-
lution is not guaranteed to be the global optimum, the algorithm can be strongly influenced
by the initial point. Therefore, we determine the initial values of parameters xinit in the trial
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and error method to achieve the best convergence of the model’s response, so that the sum
of squared errors (SSE) between the reference and estimated temperatures is negligible.
11.5.2 Outcomes of Identification
We investigate four commercially available, self-ventilated IMs which parameters are summa-
rized in Table 11.3. As motor thermal time constants are rarely given by manufacturers, their
typical values follow the general guidelines summarized in Table 11.2. Each motor uses class B
Parameter Motor type
#1 #2 #3 #4
Rated power Pn [kW ] 0.75 18.5 45 132
Rated torque Tn [Nm] 5 119 290 847
Max torque Tmax [Nm] 3.2Tn 2.9Tn 3.2Tn 2.7Tn
Rated speed nn [rpm] 1430 1477 1480 1487
Rated current In [A] 1.83 34.5 81.3 232
Power factor cosϕn [−] 0.73 0.84 0.85 0.86
Time constant τref [min] 10 19 40 55
Table 11.3: Parameters of selected 4-pole IMs [276] – reproduced from [13].
temperature rise with class F insulation, which gives a permissible temperature rise of 120 ◦C
at rated conditions and a maximum allowable temperature of 155 ◦C . According to [41], given
the typical stator temperature of 100 ◦C at rated conditions, we assume an ambient temper-
ature of 20 ◦C , which results in the reference permissible temperature rise of ∆Θmax = 80 ◦C
(i.e. rise class B) at each point of the loadability curve. For every investigated motor we
generate a set of reference temperature rise profiles, according to (11.15). The last step is to
identify parameters of thermal models, as presented in Fig. 11.9.
For all four motors, the temperature rise estimated by the identified model ∆Θˆ(t) follows
exactly the same reference profile ∆Θref (t). Similarly, the differences between the reference
thermal time constant τref and the estimated one τˆ are negligible. Factor B clearly depends on
motor speed, allowing to capture the phenomenon of reduced torque availability in the area of
reduced cooling. It is also observed that its value becomes lower as the motor size increases.
11.5.3 Verification of Thermal Models
Two common definitions regarding the magnitude and duration of permissible motor drive
overloads are light overload and heavy-duty operation, which allow the overload motor current
of 110 % · In and 150 % · In, respectively, both acting for 1 min every 5 min at ambient
temperature of 40 ◦C , as discussed in Remark 11.1. We apply these two current patterns
to verify if responses of the identified models do not violate the thermal limits discussed in
Section 11.1. The simulation results illustrated in Fig. 11.10 confirm that our method, when
used together with the general overload instructions presented in catalogs, yields almost the
same thermal protection limits as these given in Table 11.1.
Under light overload conditions shown in Fig. 11.10a, the estimated motor drive’s tempera-
ture converges to 125 ◦C which is below the hot spot margin for insulation class B. Similarly,
as illustrated in Fig. 11.10b, the responses of estimated thermal models at rated motor speeds
under heavy-duty overload reach the same steady state temperature regardless of the size of
the motor: 140 ◦C , which is close to the permissible temperature rise for insulation class F.
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Figure 11.9: Results of thermal model’s parameters identification [276].
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Figure 11.10: Responses of identified thermal models benchmarked with general thermal protection guidelines
from [10] and [154] – reproduced from [276].
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In addition, as shown in Fig. 11.10a, even if the insulation class B is used, the light overload
conditions are specified in catalogs in such a way, that they do not violate the hot spot ther-
mal limit provided in the standard [154]. Of course, operating at ambient temperatures lower
than 40 ◦C increases continuous loadability of the motor, as it is the absolute value of the
permissible temperature rise which limits motor performance under continuous load.
The presented results confirm that about the same performance limits are obtained when
using the identified thermal models and when following the catalogs’ recommendations. In
addition, it is concluded that the constraints of light overload and heavy-duty modes of op-
eration of drives are satisfied when relying on the proposed thermal model based on motor
loadability curves. In other words, for instance, the restriction of the light overload of drive
OL = 110 % · In for 1 min / 5 min at 40 ◦C ambient corresponds to the temperature rise of
the motor almost reaching the hot spot of insulation class B at 40 ◦C ambient, i.e. approx.
130 ◦C . Finally, within the discussed approach it becomes possible to evaluate thermal per-
formance of motor drives operating at various overload conditions and ambient temperatures,
contrary to relying on general guidelines allowing only certain overload magnitudes and duty
cycles. To illustrate this, we show the temperature rise of each motor operating under arbitrary
load and speed profiles and at an ambient temperature of 20 ◦C . Two cases are presented:
class B insulation is shown in Fig. 11.11a and class F insulation is illustrated in Fig. 11.11b.
Based on these examples, we can conclude that e.g. the 18.5 kW motor’s temperature goes
above safety limits, as opposed to e.g. the 132 kW motor which temperature stays below the
hot spot limit throughout the entire motion cycles. Such information is crucial when designing
electric powertrains, as it allows to select such components which do not violate the thermal
constraints when operating under the desired load conditions.
11.6 Discussion
Validation of the developed thermal modeling method (e.g on an experimental setup) would
significantly strengthen its impact. This activity is listed in Section 11.7 as a future work.
However, given the scope of this thesis, which is to improve the flexibility of the industrially
accepted design procedure of electric drivetrains, to our understanding, benchmarking the
estimation results with the full-scale experimental data is not critical at this stage. The
following argumentation tries to defend this claim.
As mentioned in Section 5.6, the dimensioning procedure recommended by manufacturers is
characterized by a number of disadvantages. The most important limitation which this Chapter
aims to tackle are cryptic thermal performance indicators. In order for the improved selection
method to become attractive to the industry, it cannot be completely revolutionary but it has
to be based on what the industry is used to – at least in businesses where conservatism is
highly valued, such as the oil and gas offshore drilling. Therefore, to verify that the proposed
temperature rise prediction method is reliable, it has to be benchmarked with something that
is already recommended by the producers and followed by the customers.
One of these universally adopted guidelines is a discrete set of allowable overload conditions,
such as these discussed in Remark 11.1, suggested by manufacturers to do the final check of
thermal overloads. Since the allowable motor operating temperatures and insulation classes
are defined in the standards (e.g. [154]), it means they must be applicable to majority of
machines on the market. Therefore, the categorization of allowable overloads into the discrete
set of conditions must somehow be based on the thermal limits defined in these standards, as
discussed in Section 11.3.3. Since the proposed thermal modeling method does not violate the
limits listed in Table 11.1 when subjected to the overload profiles specified by suppliers, it can
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Figure 11.11: Responses of identified thermal models under arbitrary operating conditions [276].
be considered to offer the same degree of conservatism as their guidelines. This verification
step is presented in Fig. 11.10a (by assuming that the light overload conditions are calibrated
in catalogs to correspond to the thermal loadability of motors produced in class B) and in
Fig. 11.10b (by assuming that the heavy-duty overload conditions are calibrated in catalogs to
correspond to the thermal loadability of motors produced in class F). It turns out that these
assumptions are reasonable, since the model closely matches the limiting temperatures from the
IEC standard [154]. In addition, the proposed technique provides for improved flexibility, as it
enables evaluation of effects of any arbitrary overload profile on drivetrain thermal performance
– something that has not been possible so far without asking a supplier for an advice. These
seems to be already strong arguments, since, all in all, what is in general valued in the industry
is conforming to the standards. However, as mentioned above, in order to further enhance the
developed method, experimental testing is required.
11.7 Conclusion
The relationship between the loadability curves and the first order thermal model of VFD-
controlled IMs is established in this Chapter. The accuracy of the estimated model is verified
against thermal protection principles provided in catalogs. Not only does the presented ap-
proach reproduce particular thermal limits specified by manufacturers, but it also allows to
evaluate drivetrain thermal response in different operating conditions and ambient tempera-
tures. Since the loadability curves contain information about permissible overload of both the
motor and frequency converter, the current methodology makes it possible to assess thermal
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protection levels of combined electric drivetrains, not induction motors alone. This plays an
important role in enhancing the design process of electrically actuated systems, as it enables
to replace fragmentary information and rules of thumb from the manufacturers’ catalogs with
a more reliable method which is based on both fundamental principles and accepted industrial
practices. Ultimately, the proposed approach provides for more efficient product development,
as it reduces the need to contact suppliers for checking thermal performance of a design under
operating conditions which are not covered and explained in catalogs.
In addition, it is confirmed that it is not just the rated parameters of an electric powertrain
that should be looked into when selecting its components, but it is rather its combined thermal
behavior that should be used as one of the main design criteria. The permissible temperature
rise decides about the capability of the drivetrain to operate continuously under a given load,
whereas when the overload conditions are considered, a design engineer has to be concerned
with the hot spot limit.
Experimental testing is required to further strengthen the significance of the presented con-
cept and to assess the levels of accuracy of the established models under real load conditions.
Such validated models should then be implemented in the optimal drivetrain design algorithm
presented in Chapter 10, and the resulting solution be compared with the one obtained when
strictly following the essential producers’ guidelines summarized in Chapter 5. Also, the ap-
plication of a more detailed thermal model (e.g. with two distinct time constants or with
temperature-dependent parameters) has a potential to improve the fidelity of the method.
Likewise, the proposed temperature rise estimation procedure will become more robust if the
motor thermal time constant is determined separately for each investigated machine based on
e.g its nameplate (or, in general, catalog) data, instead of using only rough approximations
from Table 11.2. Finally, other methods (such as e.g metaheuristic techniques) can be used
to identify parameters of thermal models to avoid the problem of the influence of initial values
on estimation results.
179

12 Conclusion and Outlook
The objective of this thesis is the development of improved design and analysis methods for
electric powertrains operating in offshore drilling equipment.27 The benefits of using such
actuation systems compared to hydraulic drivetrains (which are still more popular nowadays)
are briefly identified and tools and techniques that improve the state-of-the-art dimensioning
guidelines are proposed. The problem is solved by adopting the mechatronic design approach
and by simultaneous consideration of constraints and objectives from a system perspective
rather than separate analysis of domain-specific issues.
The foundation for combining the choice of motor control strategy with assessment of
the expected lifetime of drivetrain elements is created by the application of cycle counting
methods and cumulative damage theory. Since the results show that the relative fatigue levels
and vibration severity can be estimated early in the design stage, the natural extension will
be to validate the absolute damage of the considered rotating powertrain components and
include this knowledge in the sizing process. Although we have shown that the selection of the
motion control pattern not only can reduce maximum loads of the machine but also extend its
lifecycle, an open question remains if, and how, the temperature rise of the electric drivetrain
can be lowered by optimizing the desired duty cycles. Since loadability of self-ventilated
induction motors is reduced in the low speed range, what seems to be an interesting idea is
to incorporate in the dimensioning process the minimization of high torque occurrences in the
area of reduced cooling. Extracting from a load history the relationship between the values
of torque, speed, and number of detected cycles, and using this information to select such a
motion control scheme that offers the least number (and/or the least magnitude) of torque
peaks for slow operation has a potential to partially solve the problems related to overheating.
We also show that apart from small adjustments to the control software that can be benefi-
cial to the overall machine performance, the modification of the control hardware might yield
positive effects too. Certainly, reducing the amount of physical devices that may fail is de-
sirable in industrial applications (especially in such harsh conditions as offshore environment).
However, the EKF-based control method of the induction motor discussed in this thesis has
an additional key feature – it allows for benchmarking of other sensorless control methods
implemented in the commercially available VFDs. Typically, the drives that can be purchased
do not give the possibility to access some signals that are measured on the motor and used
in their internal control algorithms, which reduces flexibility of operation if such third-party
devices have to be interfaced with the control system of a complete industrial product. There-
fore, further investigation should be carried out to determine whether some of the functions
of VFDs can be realized by the in-house proprietary control systems developed by producers
of the final equipment (e.g. by manufacturers of offshore drilling machines).
To tackle the problem of the lack of optimality of electric actuation systems, we propose
27. However, as mentioned several times throughout this thesis, the presented techniques can also be applied
to other industries.
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a method for the selection of their components based on mixed integer programming, which
results in a simple and easy to implement dimensioning algorithm. The optimization routine is
formulated in a way that allows for developing it further and including more constraints and cost
functions, e.g. these related to thermal performance or condition monitoring. Therefore, an
obvious direction for future work is to implement multiobjective design functionality within the
proposed approach to allow for an optimal trade-off between contradictory objectives typically
encountered in engineering applications (e.g. cost vs. reliability). So far, the introduced design
optimization algorithm has proven its effectiveness in dealing with a realistic but simplified
dimensioning problem, therefore, the next step will be to apply it to sizing an actuation
system of a full-scale machine and investigating its performance in practice (this can also
include laboratory testing). An interesting question is if the exact knowledge of the required
torque profile and its precise distribution over time and speed range can possibly give an
advantage when dimensioning drivetrains. Specifically, future research should focus on utilizing
the accurate load and speed profiles together with the statistical/probabilistic information
about the expected overloads when deciding about the size of the equipment, instead of
relying exclusively on a somewhat conservative approximation of the continuous loads by the
RMS values of overloads.
Optimization techniques can equally well be applied to standardize the produced equipment.
An example is evaluation of all feasible combinations of drives, motors, and gearboxes for each
manufactured machine and limiting the number of applied drivetrains to only a few “off-the-
shelf” solutions, contrary to designing a tailor-made actuation system for every product, which,
in turn, is usually associated with greater engineering effort. Although some combinations
might not be optimal and result in higher cost, the development process itself is optimized
and this is where the cost savings are generated. In addition, a higher cost of the over-
dimensioned powertrains may not necessarily increase linearly with the increase of their safety
margins (e.g. it might happen that a lot more additional safety is achieved for only a slight
growth of the drivetrain total cost). The knowledge of this kind is particularly relevant in
optimizing the product portfolio.
The last part of this thesis focuses on improving the flexibility of the industrially accepted
practices regarding dimensioning of induction motor drives. The proposed approach is based on
the estimation of temperature rise of stator winding by synthesizing the information concerning
loadability and thermal overloads available in catalogs and identification of a first order model
that can be used for arbitrary duty cycles and at any ambient temperature. Given the fact
that the loadability curves utilized to estimate the model’s parameters actually characterize
both the induction motor and the converter, the discussed temperature estimation technique
can be essentially applied to complete electric powertrains, which makes it a powerful tool to
be used when sizing their components. Since verification of the model against thermal protec-
tion limits given in the standards and manufacturers’ guidelines yields promising results, it is
recommended to further improve the robustness of the proposed approach by: a) formulating
a method for determining the motor thermal time constant based on catalog data; b) creating
separate thermal models of the frequency converter and motor; c) experimental validation of
the simulation results. The introduced technique allows for evaluation of the temperature
rise over time, however, what also appears to have practical relevance is specification of the
allowable duration and frequency of the desired motion profiles to arrive at a quantitative
measure of permissible overloads which can be used as a design constraint in the discussed
powertrain optimization algorithm. Our understanding of the obtained results is that such
flexible overload assessment methods can considerably speed up the drivetrain design process
and make the extensive support from suppliers obsolete at this stage of product development.
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Part V
Supplementary Material

A Experimental Hardware
Some methods proposed in this thesis and the associated findings require experimental valida-
tion (refer especially to Chapters 3, 7, 8, and 9). This Chapter presents the laboratory setups
and the full-scale offshore drilling machines that are used to test the developed techniques in
real-world conditions to prove their feasibility, accuracy, suitability, etc.
A.1 Development Platform
The first experimental setup is developed by Technosoft company [333] and consists of two
induction motors, 3-phase IGBT power bridges, and digital signal controller (DSC) boards
connected to a computer and supplied by a 5 V energy source as shown in Fig. A.1. The
setup is also equipped with brake resistors allowing for motor braking. Its schematics is
illustrated in Fig. A.2. The same connection scheme applies to the second induction motor
Figure A.1: Test bench for running the scaled-down experiments.
marked as “Load”. Parameters of motors are defined for a T-equivalent circuit illustrated in
Fig. 4.3, however, they can easily be converted to the parameters of the inverse-Γ -equivalent
circuit shown in Fig. 4.4 if needed, according to (4.34)-(4.36). The numerical values of
setup’s parameters are provided in Table A.1. The test bench allows for evaluation of control
algorithms and overall motor performance in the presence of external loads. One motor typically
runs in a speed control mode to follow the desired trajectory, whereas the other motor runs in
a torque control mode to reproduce a given load profile.
In this thesis, these load characteristics resemble conditions experienced by a reference
real-world machine. The motor labeled “Induction motor” is assumed to imitate the winch
motor that drives the gripper arm of the vertical pipe racker presented in Section A.4. The
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Figure A.2: Control system and interface diagram of the small-scale test setup.
Parameter Value
Stator resistance Rs 8.20 Ω
Rotor resistance Rr 5.37 Ω
Magnetizing inductance Lm 0.49 H
Stator inductance Ls 0.49 H
Rotor inductance Lr 0.49 H
Rated power Pn 0.37 kW
Rated speed nn 2780 rpm
Rated current In 0.95 A
Rated line voltage Usup 400 V
Frequency fsup 50 Hz
Pole pairs p 1
Power factor cosϕn 0.8
Motor inertia Jr 1.4e−4 kgm2
Table A.1: Parameters of the experimental induction motor.
motor labeled “Load” mimics all kinds of external loads acting on the full-scale drivetrain.
These include both static and dynamic load as well as the combined friction present in both
the mechanical system and in the motor itself. By using the appropriate scaling techniques,
discussed in Chapter 7, it becomes possible to scale down the load torque acting on the
reference drivetrain, emulate it on the “Load” motor, record the speed and torque profiles
measured on the “Induction motor”, and scale them up again. This helps to assess the level of
loads that a considered real-world powertrain is expected to withstand during regular machine
operation.
Also, the accuracy of the Kalman filter-based estimation and control method is verified by
using this lab setup, as discussed in Chapter 8.
A.2 Full-size Test Bench
The full-size test bench is supplied by ABB and, in principle, it offers similar functionality
to the development platform setup described in Section A.1. As illustrated in Fig. A.3, it is
composed of two industrial drives (from [10]) connected to two induction motors (from [13]).
VFDs are controlled by means of DTC. They are equipped with extension modules allowing for
communication with programmable logic controllers (PLCs) through Profibus protocol. The
current generated in the braking motor is converted into heat and dissipated on brake resistors.
Schematic representation of the test bench is shown in Fig. A.4 The two M3BP 132 SMB 6
motors are depicted in Fig. A.5 and their parameters are summarized in Table A.2. There is a
Dodge R© Para-Flex R© coupling installed on both motors’ shafts to provide the torque transfer.
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Figure A.3: Full-size experimental test bench.
VFD #1
Motor #1
VFD #2
Motor #2
PC 
(DriveWindow)
Fiber optic 
cables
Supply Supply
BrakingBraking
Figure A.4: Configuration of the full-size laboratory setup.
Figure A.5: Two M3BP 132 SMB 6 motors connected through the coupling.
The motors are controlled by two ACS800-01-0016-3 VFDs. They communicate with the
PC via fiber optic cables. The ABB software for commissioning and maintaining the drives,
DriveWindow [9], is applied to monitor and remotely control the motors. Fig. A.6 illustrates the
frequency converters installed inside a control cabinet. Exemplary testing results are depicted
in Fig. A.7. The first motor follows a velocity trajectory, whereas the second motor produces
an arbitrary torque profile to imitate the mechanical load coming from a machine.
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Parameter Value
Stator resistance Rs 1.21 Ω
Rotor resistance Rr 1.22 Ω
Magnetizing inductance Lm 0.13 H
Stator inductance Ls 0.14 H
Rotor inductance Lr 0.14 H
Rated power Pn 4.0 kW
Rated speed nn 960 rpm
Rated current In 10.0 A
Rated line voltage Usup 400 V
Frequency fsup 50 Hz
Pole pairs p 3
Power factor cosϕn 0.68
Motor inertia Jr 0.03 kgm2
Table A.2: Parameters of the M3BP 132 SMB 6 motor.
Figure A.6: Two ACS800-01-0016-3 frequency converters.
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Figure A.7: Exemplary results of running the full-size motors in torque-speed control modes.
Although the experimental results obtained on this setup are not explicitly included in the
body of this thesis, there are at least five areas where using it was identified as beneficial to
further strengthen the proposed techniques and approaches:
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1. Reproduction of the operation of a real-world machine (Chapter 7).
2. Implementation of the EKF to estimate and control IM (Chapter 8).
3. Investigation of the influence of motion profiles on motor thermal behavior (Chapter 9).
4. Validation of the proposed drivetrain design optimization algorithm (Chapter 10).
5. Evaluation of the developed method for temperature rise estimation (Chapter 11).
A.3 Gantry Crane
The gantry crane illustrated in Fig. A.8 is designed for handling drill pipes from pipe deck to
tubular shuttle and vice versa.28 The crane is equipped with a parallel yoke for single and
dual pipe handling. The lifting yoke is attached to the horizontal lifting telescope. The trolley
on which the lifting yoke is located is fitted with two winches: one for hoisting/lowering the
parallel yoke and the other (manually controlled) for utility operation. Main specifications of
the machine are summarized in Table A.3.
Figure A.8: The gantry crane – courtesy of MHWirth AS.
Property Value
Safe working load (SWL) 3.5 t
Gantry travel 50.0 m
Gantry rail span 18.5 m
Trolley travel 12.0 m
Trolley rail span 2.3 m
Telescope stroke 3.7 m
Total weight 37.8 t
Table A.3: Characteristic features of the gantry crane.
28. This Section is reproduced from publication [265].
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A.3.1 Electric Motion Control
The gantry crane is available as both hydraulically and electrically actuated system. The
gripper on the parallel yoke is the only part of the machine that is driven by a hydraulic
drivetrain in the electric version. Apart from it, there are 3 axes which are electrically actuated
by VFD-controlled IMs:
1. Crane travel using rack and pinion system.
2. Trolley travel using rack and pinion system.
3. Hoisting/lowering of parallel yoke using winch mechanism.
There is one induction motor on each of the two gantry crane carriages – see Figure A.9.
Each of the two motors has a hydraulic fail-safe brake activated when loss of electric power
is detected. The trolley travels horizontally on top of the main beam. Similarly to crane
Figure A.9: The carriage assembly – courtesy of MHWirth AS.
carriages, travel function of trolleys is achieved by using rack and pinion system and electric
powertrains with the same mechanism for emergency braking. The telescopic arm consists
of two rectangular hollow sections. The outer box is fixed to the trolley frame, whereas the
inner box moves up and down. The trolley telescope is actuated by means of an electrically
driven winch and wire sheave system. The wire runs from the winch to a sheave located on
top of the outer box and then down to the inner telescopic box. The winch is fitted with the
fail-safe brake as well, thus ensuring safe handling of loads in case of power loss. The complete
subsystem is shown in Figure A.10.
A.3.2 Benefits
Table A.4 summarizes some of the most important differences between the hydraulically and
electrically actuated gantry cranes. Although this list is not exhaustive (e.g. it does not contain
detailed information regarding scheduling and cost of maintenance tasks) and presents only the
most essential features, it clearly shows an advantage of using VFDs over traditional hydraulic
drivetrains. Not only offers the electrically actuated machine a significant reduction of power
consumption (no big-size HPU) but also provides for improved control performance and weight
reduction of the total system. The last feature is especially relevant for offshore applications,
since according to [83], the platform deck area is valued at approximately 6 500–65 000 $/m2
and every saved kilogram of weight yields a saving of 2–10 $ on structural material (recall
Section 3.4.2). Of course, the electrically actuated system demands additional equipment and
functions (e.g. fail-safe brakes) which are not required in the case of hydraulic drivetrains,
however, these drawbacks are of marginal relevance given the above advantages. In addition,
208
A.4 Vertical Pipe Handling Machine
Figure A.10: The trolley arrangement with the telescopic arm – courtesy of MHWirth AS.
Mass 3 Total weight reduced by 10 %.
Energy 3 Total power consumption reduced by 70 %.
3 Power optimization (higher speed at zero hook load).
Environment 3 Noise level reduced by 20 %.
3 Removal of high pressure hoses.
3 Hydraulic leakage and oil contamination reduced to minimum.
3 No need to warm up oil for operation in cold weather.
Control 3 Better dynamic control during load handling.
3 One VFD to control two winch motors.
3 No need for valve overlap correction/tuning due to wear of
hydraulic system.
Maintenance 3 Lower volume of oil.
3 Conservation tasks of pipes, pumps, valves, etc. reduced to
minimum.
Table A.4: Advantages of the electrically actuated gantry crane compared to its hydraulically driven counter-
part – courtesy of MHWirth AS.
although the initial investment is comparable for both electric and hydraulic systems, the former
offers, in general, significantly lower maintenance costs and reduced service tasks. Therefore,
the electrically actuated gantry crane grants all the benefits that are identified in the literature
survey presented in Chapter 3 (recall the summary in Section 3.2.3).
A.4 Vertical Pipe Handling Machine
The vertical pipe racker (VPR) shown in Fig. A.11 is a machine which assembles and delivers
stands or pipes to the well center as the drilling process continues. It is a column supported at
the top and bottom by tracks and a rack and pinion system [268]. The lower track is mounted
directly on the drill floor, whereas the upper track is connected to the derrick structure. At
both ends of the column there are located trolleys which allow for horizontal movement of the
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machine along the tracks. In total, the column includes three arms which role is to assemble,
handle, and deliver pipes. The upper and lower arms only guide tubulars, whereas the middle
arm (the so-called gripper arm) is responsible for holding them in a secure grip. It is possible
to hoist or lower this arm by using a winch located on top of the column. All three arms
are equipped with hydraulic cylinders which allow for their extension/retraction in order to
position pipes in the finger boards or well center. The machine can rotate about its vertical
axis thanks to slew motors mounted on the lower trolley. Key features of the machine are
listed in Table A.5. In this thesis, the gripper arm together with the winch hoisting system are
selected as a case study.
Figure A.11: Vertical pipe handling machine (VPR) – courtesy of MHWirth AS.
Property Value
Lifting capacity (SWL) 15.0 t
Gripper arm vertical travel 17.5 m
Maximum horizontal reach 4.7 m
Trolley travel (upper and lower) 11.0 m
Total height 50.0 m
Total weight 40.0 t
Table A.5: Characteristic features of the VPR.
A.4.1 Gripper Arm
The gripper arm illustrated in Fig. A.12 is connected to the column through two dollies that
are equipped with trolleys. Trolleys roll up and down on the column within the guide rails,
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allowing, together with the winch mechanism, for vertical motion of the gripper arm. The
geometry of the arms ensures that the head moves in a straight horizontal line from the column
during extension/retraction cycles. The winch drive consists of two motors, a hydraulic brake,
a planetary gearbox, and a winch drum directly connected to the hoisting wire. The hoisting
wire is connected to the dead anchor at the top of the column via the sheave, located on the
lower dolly. In addition, there are two hydraulic cylinders installed between the lower and upper
dollies that allow for horizontal extension/retraction of the arm by changing their stroke.
Figure A.12: The gripper arm of VPR – courtesy of MHWirth AS.
A.4.2 Modeling Simplifications
In this thesis, it is often assumed (refer especially to Chapter 9) that the only degree of freedom
in the machine is the relative motion of the lower dolly (with the upper dolly, gripper arm,
etc.) with respect to the winch. Therefore, in order to formulate a computationally efficient
model of the system, the simplified structure of the gripper arm is considered, as shown in
Fig. A.13. In addition, the following modeling assumptions are introduced:
1. Drum radius is constant. Normally, there are two layers of wire in use but, for the sake
of simplicity, it is assumed that there is no layer shift.
2. Wire mass is ignored, since it constitutes only a small portion of the system total mass.
3. Interactions between the winch and the combined mass mtot are modeled as kinematic
constraints, without considering wires elasticity.
4. Gearbox and drum inertia are neglected, as they do not contribute significantly to the
effective inertia of the modeled system.
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Figure A.13: Simplified representation of the gripper arm connected to the winch drivetrain [268].
The model of the gripper arm and its powertrain illustrated in Fig. A.13 is implemented in the
multi-domain modeling software SimulationX, according to [162]. This model is used e.g. in
Chapter 9 to evaluate the expected fatigue and vibration damage of the drivetrain. Details on
model validation (essentially – tuning parameters of the friction model) are explained in [268]
and omitted here.29
Also, an analytical model of the gripper arm is established, as discussed in Chapter B, in
order to verify the accuracy of the simulation results produced by the commercial software.
29. The complete multi-domain model is proprietary and cannot be disclosed. Conceptually, however, it is
identical to the system shown in Fig. A.13.
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Systems
The fundamentals of kinematic and dynamic analysis of a mechanical system can be best
understood when illustrated on an example. Therefore, this Chapter considers as a case study
the gripper arm of the vertical pipe handling machine presented in Section A.4.30
There are two typical approaches to simulate motion of mechanical systems [251]: analytical
modeling and commercial software-based modeling. The comparative analysis of modeling and
simulation of an offshore drilling machine using these two methods is conceptually represented
in Fig. B.1.
 
Full-scale Vertical Pipe Racker
Gripper Arm
Multibody Model
Analytical Model
Benchmarking
Upper dolly
Gripper arm
Lifting arm
Lower dolly
Gripper head
Figure B.1: Workflow for modeling and simulation of the vertical pipe handling machine [269].
The role of the numerical examples presented throughout this Chapter is to investigate two
simulation scenarios of this machine: forward kinematics – to verify that geometry of both
models is matching, and forward dynamics – to verify if both models handle external loads in
the same way.
B.1 Multibody Modeling
Although analytical modeling normally also involves using third-party software to solve equa-
tions of motion (EOMs) and determine the resulting motion numerically, the geometric, kine-
30. The analysis, examples, and results discussed in this Chapter are partially reproduced from publica-
tions [268] and [269].
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matic, and dynamic constraints have to be individually formulated beforehand. This step,
however, is omitted when using the commercial multibody products, as it is the software itself
that establishes equations which describe behavior of the modeled machine. Usually, the role
of the user is to determine parent-child relationships between the bodies, assign parameters
of the system, and define inputs to the model. The choice of the modeling and simulation
strategy usually depends on the desired level of complexity of the model, accuracy of the simu-
lation, modeling effort, and available time and resources. Example B.1 presents the case study
machine that is used in the following part of the text to benchmark the results of modeling
aided by commercial multibody software products and analytical methods.
Example B.1 (Gripper Arm of VPR)
The schematic representation of the gripper arm of the vertical pipe handling machine presented in Sec-
tion A.4 is illustrated in Fig. B.2. Details on modeling this machine using SimulationX are presented
in [268] and for the sake of brevity are omitted in this thesis, as explained in Section A.4.2.
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Figure B.2: Schematic representation of the gripper arm of the vertical pipe handling machine [269].
The software SimulationX consists of a number of libraries from various physical domains (e.g. rigid
body mechanics or hydraulic actuation systems) which elements can be conveniently connected to form
complex models of full-scale machines [162]. Therefore, design, analysis, and integration of subsystems
which typically a mechatronic system is composed of, become straightforward when following this modeling
strategy, which, in turn, contributes to its popularity in industrial environment. However, the accessibility of
such computer packages and relatively low level of expertise required to create moderately complex physical
models might be a potential source of errors and misinterpretations of simulation results [269]. Hence, in
some cases, it is advisable to verify if simulation results produced using different modeling approaches are
comparable to be able to assess their accuracy and reliability. This is exactly the goal of the numerical
examples presented throughout this Chapter.
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Remark B.1. If all bodies of a mechanical system undergo motion in one plane or in par-
allel planes, the system is said to be experiencing planar motion [251]. This Chapter deals
exclusively with planar mechanisms to simplify the analysis and reduce the computational bur-
den. Similarly, it introduces only the fundamental principles of mechanical systems analysis,
which are followed by numerical examples to illustrate the modeling workflow. Detailed deriva-
tion of mathematical formulas and discussion on accompanying assumptions and limitations is
comprehensively presented in [251].
B.2 Planar Kinematics of Rigid Body
A planar mechanical system can be described by an appropriate coordinate system which
specifies the configuration and state of each body, according to [251]. Fig. B.3 illustrates a
body i with the attached local frame (ξiηi) moving in a global reference frame (xy). Its motion
is fully described by the global coordinates of its fixed frame ri = [xi , yi ]T and by its angle of
rotation φi relative to the global frame (the superscript T stands for vector transpose).
y
x
ηi 
ξi
ϕi
Oi 
Pi 
ri 
ri
P
 
si
P
 
(i)
Figure B.3: Location of point Pi relative to the frame fixed to the body (i) and to the global frame (xy) [251].
Remark B.2. A vector denoted as e.g. a is understood to have geometric sense: it stretches
from the point of origin A to the end point B. Its coordinates, on the other hand, are included
in a so-called column matrix denoted by a boldface lower-case letter, e.g. a. Hence, the vector
a is uniquely defined by its Cartesian components and is written in matrix notation as [251]
a =
 a(x)a(y)
a(z)
 = [a(x), a(y), a(z)]T (B.1)
which, for planar coordinates, is simplified and becomes
a =
[
a(x)
a(y)
]
=
[
a(x), a(y)
]T . (B.2)
B.2.1 Cartesian Coordinates
The vector sPi describes the position of point Pi on body i relative to its local coordinate
system (ξiηi). The local position of point Pi is described by the components of the vector
sPi as s
′P
i = [ξPi , ηPi ]T (a vector with a superscript prime denotes local components). s
′P
i is a
constant vector, since Pi is fixed to body i . On the other hand, the global components (no
superscript prime) of vector sPi are denoted as sPi and vary when body i is in motion. Then,
the varying components of vector r Pi which describe the global position of point Pi are denoted
215
B Modeling of Dynamic Mechanical Systems
as rPi = [x Pi , y Pi ]T . The discussed position vectors rPi , sPi , s
′P
i , ri are 3×1 vectors, however, in
the planar case, since their z-component remains constant, they become 2× 1 vectors [251].
Hence, the location of point Pi in the global frame can be derived from its location in the
local frame [251]
rPi = ri + Ais
′P
i︸ ︷︷ ︸
sPi
(B.3)
where
Ai =
[
cos (φi) − sin (φi)
sin (φi) cos (φi)
]
(B.4)
is the rotational transformation matrix for ith body. It is derived from the following 3 × 3
matrix applicable to spatial systems
Ai =
 cos (φi) − sin (φi) 0sin (φi) cos (φi) 0
0 0 1
 . (B.5)
Therefore, (B.3) can be rewritten in its expanded form as [251][
x Pi
y Pi
]
=
[
xi
yi
]
+
[
cos (φi) − sin (φi)
sin (φi) cos (φi)
] [
ξPi
ηPi
]
. (B.6)
To fully describe kinematics of the body presented in Fig. B.3 one needs to determine its
velocity and acceleration as well. Their derivation is based on time derivatives of position
equation (B.3). By assuming that the local position of the point Pi attached to the body i
and the global coordinates of the body are known, the velocity of the point Pi in the global
reference frame (xy) is found by taking the time derivative of (B.3)
r˙Pi = r˙i + A˙is
′P
i (B.7)
= r˙i + Bis
′P
i φ˙i
where
Bi =
[ − sin (φi) − cos (φi)
cos (φi) − sin (φi)
]
. (B.8)
Likewise, the time derivative of (B.7) yields the acceleration of point Pi
r¨Pi = r¨i + A¨is
′P
i (B.9)
= r¨i + Bis
′P
i φ¨i −Ais
′P
i φ˙
2
i .
B.2.2 Vector of Coordinates
A useful approach is to combine coordinates of all bodies present in the mechanical system in
one vector q, the so-called vector of coordinates [251]. Such representation (together with the
corresponding vectors of velocities q˙ and accelerations q¨) facilitates analysis of the system,
as it helps e.g. to conveniently solve the equations of motion. The global position of a rigid
body’s i reference frame is hence denoted in Cartesian coordinates as [109]
qi =
[
rTi ,φi
]T (B.10)
= [xi , yi ,φi ]T .
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Similarly, if the mechanical system consists of b bodies, its vector of coordinates becomes
3× b vector [251]
q =
[
qT1 ,qT2 , . . . ,qTb
]T (B.11)
= [x1, y1,φ1, x2, y2,φ2, . . . , xb, yb,φb]T .
Finally, the velocities and accelerations of body i are derived from (B.11) as the corresponding
time derivatives
q˙i =
[
r˙Ti , φ˙i
]T (B.12)
q¨i =
[
r¨Ti , φ¨i
]T (B.13)
which for a system of b bodies become, respectively
q˙ =
[
q˙T1 , q˙T2 , . . . , q˙Tb
]T (B.14)
=
[
x˙1, y˙1, φ˙1, x˙2, y˙2, φ˙2, . . . , x˙b, y˙b, φ˙b
]T
q¨ =
[
q¨T1 , q¨T2 , . . . , q¨Tb
]T (B.15)
=
[
x¨1, y¨1, φ¨1, x¨2, y¨2, φ¨2, . . . , x¨b, y¨b, φ¨b
]T .
B.3 Kinematic Constraints
Kinematic joints typically connect bodies in a mechanical system [251]. In the case of planar
motion, each body is described by three coordinates – two translations and one rotation. In
such systems, the kinematic joints are formulated as algebraic constraint equations denoted
by Φ. To indicate a particular joint, Φ is accompanied by a superscript which indicates the
constraint type and the number of algebraic equations of that expression. There are two
common categories of joints [251]: lower-pair and higher-pair. The former group does not
require any information about the shape of the connected bodies, whereas for the latter one
it is essential to know the entire/partial shape of connected bodies (e.g. cam-follower pair).
Lower-pair category joints are usually simpler in construction and, hence, more common in
applications [251]. Therefore, the two lower-pair joints that are the most popular are further
discussed: revolute and translational joints.
B.3.1 Revolute Joint
A revolute joint is schematically represented in Fig. B.4. Center of the joint is located in point
P which is considered to be two coincident points: Pi on body i and Pj on body j [251].
Location of point P is described by two vectors sPi and sPj , respectively. By solving the vector
loop equation, we obtain
ri + sPi − rj − sPj = 0 (B.16)
which is equivalent to
Φr ,2 = ri + Ais
′P
i − rj −Ajs
′P
j = 0. (B.17)
Similarly to (B.7) and (B.9), by taking the time derivative of (B.17) it becomes possible to
formulate the corresponding velocity and acceleration constraints which are associated with
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Figure B.4: Revolute joint P connecting bodies i and j [251].
the revolute joint
Φ˙r ,2 = r˙i + A˙is
′P
i − r˙j − A˙js
′P
j = 0 (B.18)
= r˙i + Bis
′P
i φ˙i − r˙j −Bjs
′P
j φ˙j = 0
Φ¨r ,2 = r¨i + A¨is
′P
i − r¨j − A¨js
′P
j = 0 (B.19)
= r¨i + Bis
′P
i φ¨i −Ais
′P
i φ˙
2
i − r¨j −Bjs
′P
j φ¨j + Ajs
′P
j φ˙
2
j = 0.
The two constraints of (B.17) allow only rotational motion of a system and reduce its degree
of freedom (DOF) by two, according to [251].
B.3.2 Translational Joint
A translational joint depicted in Fig. B.5 enables relative motion of two bodies along an axis
known as line of translation [251]. Therefore, the relative rotation between the bodies as well
y
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Pj 
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ηi ξi
ηj 
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d
//ξi
Δϕ
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Figure B.5: Translational joint between bodies i and j [251].
as their relative motion in a direction perpendicular to the line of translation are eliminated.
To satisfy the former condition, it is sufficient to ensure that at all times both local coordinate
218
B.3 Kinematic Constraints
systems (ξiηi) and (ξjηj) have the same orientation. To exclude the latter one, however, the
auxiliary vector ni perpendicular to the line of translation must also be perpendicular to the
vector d which connects two points of reference on the selected line of translation: Pi on body
i and Pj on body j . These two conditions are satisfied when [251]
Φt,2 =
{
φi − φj −∆φ = 0 (prohibits relative rotation)
nTi d = 0 (constrains relative translation)
(B.20)
ni = Ain
′
i
d = rj + Ajs
′Pj
j − ri −Ais
′Pi
i
where ∆φ is the difference between the initial orientation of the local frames and n′i is a
constant vector (which is normal to the line of translation) in the ith body reference frame.
Analogously to (B.18) and (B.19), the velocity and acceleration constraints of the translational
joint become [251]
Φ˙t,2 =
{
φ˙i − φ˙j = 0
n˙Ti d + nTi d˙ = 0
(B.21)
n˙i = Bin
′
i φ˙i
d˙ = r˙j + Bjs
′Pj
j φ˙j − r˙i −Bis
′Pi
i φ˙i
Φ¨t,2 =
{
φ¨i − φ¨j = 0
n¨Ti d + nTi d¨ + 2n˙Ti d˙ = 0
(B.22)
n¨i = Bin
′
i φ¨i −Ain
′
i φ˙
2
i
d¨ = r¨j + Bjs
′Pj
j φ¨j −Ajs
′Pj
j φ˙
2
j − r¨i −Bis
′Pi
i φ¨i + Ais
′Pi
i φ˙
2
i .
The translational joint also reduces the number of DOFs of a system by two. The position
constraints of the gripper arm machine illustrated in Example B.1 are derived in Example B.2.
Example B.2 (Position Constraints)
Let us examine the vertical motion of the gripper arm with the effect of extension/retraction of the
hydraulic cylinder which is installed between the lower and upper dollies, as depicted in Fig. B.2. The
system is simplified by considering only the most important overall dimensions and masses which, together
with locations and types of joints, are kept the same as in the original equipment. In addition, only the
planar motion is analyzed and friction is neglected in the model [269].
The mechanical system depicted in Fig. B.2 is composed of 4 rotational and 2 translational joints. In
addition, there are 2 linear actuators driven by either velocity (vcyl and vwinch) or force (Fcyl and Fwinch),
and 1 immobilized rotational joint between bodies 3 and 5. The position constraints vector Φ12×1 is
therefore written as (without considering the actuators)
Φ(q) =

r1 + A1
[
0
0.5 · L1
]
−A2
[
0.5 · L2
0
]
− r2
r2 + A2
[
0.5 · L2
0
]
− r3
r4 + A4
[
0
0.5 · L4
]
−A3
[ −0.5 · L3
0
]
− r3
r3 + A3
[
0.5 · L3
0
]
−A5
[
0
0.5 · L5
]
− r5
φ1
x1
φ4
x4

= 0. (B.23)
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B.4 Kinematic Analysis
As already discussed in Section 2.4, kinematics deals with positions, velocities, and accelera-
tions of mechanisms. In kinematic analysis, forces and torques causing the motion are kept
outside the scope. Hence, to describe kinematics of a system, it is sufficient to consider only
its constraint equations. In constrained systems (which this thesis studies) the number of
defined coordinates is greater than the number of system’s DOFs. For a mechanism with nc
independent constraint equations and nv coordinates, the number of DOFs is [251]
nd = nv − nc . (B.24)
The position, velocity, and acceleration constraints represented by nc = nv − nd equations
become, respectively [252]
Φ(q) = 0 (B.25)
Φ˙(q) = Φqq˙ = 0 (B.26)
Φ¨(q) = Φqq¨ + Φ˙qq˙ = 0 (B.27)
where the right-hand side of the acceleration equation is denoted as γ = −Φ˙qq˙ [252] and the
Jacobian matrix Φq which contains partial derivatives of the constraint equations with respect
to the coordinates is defined as [251]
Φq =
∂Φ
∂q . (B.28)
The goal of the kinematic analysis is to solve (B.25)-(B.27) if nd is known. This necessitates
formulation of the so-called driver constraints that provide values for nd number of coordinates
as a function of time. The two most popular drivers are rotational and translational actuators
illustrated in Figs. B.6a and B.6b, respectively. Their role is to define motion of one or more
(a) Rotational driver. (b) Translational driver.
Figure B.6: Examples of popular drivers used in mechanical systems.
links using driver constraints. As discussed, the number of driver constraints must be equal
to the number of DOFs of the system. Typically, driver constraints are functions of time and
220
B.4 Kinematic Analysis
for the driving links presented in Fig. B.6 they take the following form [252]
Φd−r ,1 = φi − h(t) = 0 (rotational driver – Fig. B.6a) (B.29)
h(t) = φ0i + ωt (constant velocity ω preset)
h(t) = φ0i + φ˙0i t +
1
2αt
2 (constant acceleration α preset)
Φd−t,1 = xi − h(t) = 0 (translational driver – Fig. B.6b) (B.30)
h(t) = x0i + vt (constant velocity v preset)
h(t) = x0i + x˙0i t +
1
2at
2 (constant acceleration a preset).
Equations (B.29) and (B.30) contain some exemplary functions h(t) which either fix con-
stant velocity or acceleration of the driver, however, in principle, any arbitrary function can be
substituted as h(t) to preset any kinematic feature of the driving link. Also, the initial values
of positions/velocities should be assigned at t = 0. Therefore, for the system characterized
by nd degrees of freedom, the driver constraints are formulated as [252]
Φd = Φd(q)− h(t) = 0 (B.31)
Φ˙d = Φdq q˙ − h˙(t) = 0 (B.32)
Φ¨d = Φdq q¨ + Φ˙dq q˙ − h¨(t) = 0 (B.33)
where Φdq is the Jacobian of the driver constraints. Performing the kinematic analysis relies
on finding at each time instant ti positions, velocities, and accelerations of bodies in the
mechanical system based on their kinematic and driver constraints. A popular approach to
arrive at this solution is to use the so-called appended constraint method where the nd driver
expressions are appended to the nc kinematic constraints to constitute nv constraints in total.
The complete analysis is formulated by combining (B.25)-(B.27) with (B.31)-(B.33) [252]
Φ(q, t) =
[
Φ(q)
Φd(q)− h(t)
]
=
[
0
0
]
(B.34)
Φ˙(q, t) =
[
Φqq˙
Φdq q˙ − h˙(t)
]
=
[
0
0
]
(B.35)
Φ¨(q, t) =
[
Φqq¨ + Φ˙qq˙
Φdq q¨ + Φ˙dq q˙ − h¨(t)
]
=
[
0
0
]
. (B.36)
It is common to further simplify the notation in order to avoid dealing with separate expressions
for kinematic constraints and drivers [252]. Then, (B.34)-(B.36) simply become
Φ(q, t) = 0 (B.37)
Φ˙(q, t) = Φvqq˙ =
[
0
h˙(t)
]
(B.38)
Φ¨(q, t) = Φvqq¨ =
[
γ
h¨(t)
]
(B.39)
where Φvq =
[
Φq,Φdq
]T .
Kinematic analysis of the case study machine is presented in Example B.3.
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Example B.3 (Forward Kinematics)
According to (B.31), the following driver constraints are appended to the kinematic constraints (B.23) of
the considered gripper arm machine shown in Fig. B.2
Φd3×1 = Φd(q)− h(t) = 0
=
 y1 − swinch(t)y4 − y1 − (vcyl · t + L0cyl)
φ3 − φ5 + φ03−5 + ω3−5 · t
 = 0. (B.40)
Therefore, the dimension of the vector of constraints Φ15×1(q, t) is increased by 3, and the vector itself
becomes time-dependent. The cylinder velocity and winch position presets are arbitrarily defined as,
respectively
vcyl = 0.2 [m/s], swinch(t) = 0.7 · sin
(
2pi
3 t
)
+ 2 [m]. (B.41)
In addition, ω3−5 is set to zero, and the initial angle between bodies 3 and 5 is assigned a constant value
of ω03−5, similarly to the initial distance between the lower and upper dollies of L0cyl . This set of input data
allows to perform the forward kinematic analysis. The simulated Cartesian coordinates of each body of the
system in Fig. B.2 are illustrated in Fig. B.7.
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Figure B.7: Comparison of simulated positions of analytical (An.) and multibody (Mb.) models [269].
The results of the analytical modeling are identical to the simulation data generated by the commercial
modeling software. The shown positions verify that the models geometry, the constraints vector Φ(q, t),
and the Jacobian matrix Φvq are the same in both approaches. For further analysis of the investigated
example and discussion, please refer to publication [269].
B.5 Dynamics of System of Rigid Bodies
Individual bodies of a mechanical system can be regarded as constrained (if they are connected
by kinematic constraints) or unconstrained (if there are no kinematic joints in the system) [251].
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In addition to kinematic constraints, a typical constrained mechanical system is also composed
of force elements, such as springs and dampers, as illustrated in Fig. B.8.
f1 
τ2 
Figure B.8: A system of constrained bodies [251].
B.5.1 Center of Mass
A basis for describing dynamic behavior of a rigid body is to extend the governing laws of
dynamics of its individual particles [252]. In an exemplary system of particles illustrated in
Fig. B.9 each particle is characterized by its own mass mi , position ri , and a set of forces fi
y
x
r
C
 
ri 
si 
np 
ji
1
C
Figure B.9: Center of mass for a system of particles [252].
acting on it. The center of mass (centroid) is defined as [252]
rC = 1m
np∑
i=1
miri . (B.42)
and its motion is described by the Newton’s second law as
mr¨C = f (B.43)
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where m =
np∑
i=1
mi is the total mass and f =
np∑
i=1
f i is the sum of external forces acting on the
system. This reasoning allows to state that the resultant of all external forces that a system of
masses is subjected to is equal to the total mass of the system multiplied by the acceleration
of its centroid [251]. It means that the centroid moves as if it were a particle of mass m under
the action of the force f . This greatly simplifies the dynamic analysis of rigid bodies, as shown
further in the text.
B.5.2 Equations of Motion of Unconstrained System of Bodies
As long as planar motion is concerned, an unconstrained body can be described by the basic
three equations of motion
mi x¨i = f(x)i (B.44)
mi y¨i = f(y)i (B.45)
Ji φ¨i = τi (B.46)
or in vector form  mi mi
Ji
 x¨iy¨i
φ¨i
 =
 f(x)if(y)i
τi
 (B.47)
where fi =
[
f(x), f(y)
]T is the sum of forces acting on the centroid of the body in the xy plane,
τi denotes the moment (torque) acting in the direction perpendicular to the xy plane, mi is
mass of the considered body, and Ji is its polar moment of inertia. Equation (B.47) can be
rewritten in more compact form as [251]
Mi q¨i = gi (B.48)
where
Mi = diag [mi ,mi , Ji ] (B.49)
qi = [xi , yi ,φi ]T (B.50)
gi =
[
f(x)i , f(y)i , τi
]T (B.51)
which yields the following formulation of EOM for a system of b unconstrained bodies
Mq¨ = g (B.52)
where
M = diag [M1,M2, . . . ,Mb] (B.53)
q =
[
qT1 ,qT2 , . . . ,qTb
]T (B.54)
g =
[
gT1 ,gT2 , . . . ,gTb
]T . (B.55)
The mass matrix of the system M is a 3b × 3b constant diagonal matrix, and vectors q, q˙,
q¨, and g are 3b-vectors [251].
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B.5.3 Equations of Motion of Constrained System of Bodies
The system of b constrained bodies is described by reformulating (B.52) as
Mq¨ = g + g(c) (B.56)
where g(c) is the vector of reaction forces in constraints. It can be found (refer to [251] for
detailed derivation) that reaction forces can be computed as
g(c) = ΦTq λ (B.57)
where λ is the vector of Lagrange multipliers. Hence, the final set of equations of motion of
a system of constrained bodies is expressed as
Mq¨ −ΦTq λ = g (B.58)
Φ = 0. (B.59)
As already mentioned in Section B.4, this thesis presents modeling and simulation results of
constrained mechanical systems, as they are more common in industrial applications.
B.6 Force Elements
To describe the dynamic behavior of a mechanical system, it is not sufficient to consider only
the kinematic joints which connect its bodies, but one needs to take into account also the
internal and external forces acting on it. As already discussed in Section B.5, the vector of
forces g in (B.58)
g =
[
gT1 ,gT2 , . . . ,gTb
]T (B.60)
is constructed by determining all forces and torques acting on each body of the system
gi =
[
f(x)i , f(y)i , τi
]T . (B.61)
The most popular force elements which appear in mechanical systems are: gravity, actuation,
springs, and dampers [251]. Therefore, this thesis gives a brief overview on their role and effect
they have in translational motion. Similar relationships can also be formulated for rotating
components (e.g. rotational springs) and are comprehensively presented in [251].
B.6.1 Gravity
A body subjected to the action of the gravitational field is illustrated in Fig. B.10. The
negative y direction is chosen as the direction of gravity, which is a typical convention in
planar motion [251]. The gravity force acting on body i is denoted as wi and is basically equal
to the mass of the body multiplied by the gravity constant. Its contribution to the vector of
forces which the ith body is subjected to is
g(g)i = [0,−wi , 0]T . (B.62)
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y
x
wi 
(i)
ηi 
ξi
Figure B.10: Gravitational field acting on a body [251].
B.6.2 Single Force or Torque
The single force acting at point Pi on body i , as shown in Fig. B.11a, has two components:
f(x)i and f(y)i . For the known local coordinates of Pi denoted as s
′Pi
i =
[
ξPii , ηPii
]T , the torque
of f i acting on the body about its origin is (recall that sPii = Ais
′Pi
i )
τi = sPi(y)i f(x)i + s
Pi
(x)i f(y)i (B.63)
= − (ξPii sin (φi) + ηPii cos (φi)) f(x)i + (ξPii cos (φi)− ηPii sin (φi)) f(y)i . (B.64)
The single force contribution to the vector of forces acting on the body i is
g(s,f )i =
[
f(x)i , f(y)i , τi
]T . (B.65)
Similarly, the effect of the single torque acting on the ith body shown in Fig. B.11b is
g(s,τ)i = [0, 0, τi ]
T . (B.66)
Both (B.65) and (B.66) are applicable to either constant or time-varying forces or torques [251].
y
x
fi 
(i)
ηi ξi
si
Pi 
ri 
ϕi
Pi 
(a) Single force.
y
x
τi 
ηi ξi
ri 
(i)
(b) Single torque.
Figure B.11: Body subjected to the action of single force/torque [251].
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B.6.3 Actuator Force
Linear actuators produce constant or time-dependent pair of forces acting on two bodies
without a need to constrain them kinematically [251]. These forces act along the same line
but have opposite directions. As presented in Fig. B.12, the actuator exerts the force in point
Pi on body i and in point Pj on body j . The force is assumed to be positive (f (a) > 0) when
k, l0
y
x
(i)
ηj 
ξj
rj
(j)
ηi 
ξi
ri 
Pi Pj 
sj
Pj 
si
Pi d
f 
(a)
c
Figure B.12: Translational force elements acting between two bodies (actuator, spring, and damper) [251].
pulling the body and negative (f (a) < 0) when pushing the body. To find numerical values of
forces f (a)i and f
(a)
j acting on each body, a unit vector u is defined on the line of action of the
actuator [251]. A vector d which connects points Pi and Pj is rewritten (recall (B.20))
d = rj + Ajs
′Pj
j − ri −Ais
′Pi
i (B.67)
and its magnitude is found to be [251]
|d| = lPi Pj =
√
dT d. (B.68)
The unit vector is then formulated as
u = dlPi Pj
(B.69)
and it has the same direction as f (a)i in the case of pulling and f
(a)
j in the case of pushing
f (a)i = f (a)u (B.70)
f (a)j = −f (a)u. (B.71)
The contribution of the actuator force f (a)i (or f
(a)
j ) to the vector of forces gi (or gj) is described
by (B.65).
B.6.4 Spring Force
By replacing the actuator force in Fig. B.12 with the spring attached between the points Pi on
body i and Pj on body j , it is possible to consider the effects of compressibility in the system.
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It is self-explanatory that (B.67)-(B.69) also hold in this case. The force that the spring exerts
on bodies i and j is expressed as, respectively [251]
f (s)i =
(
lPi Pj − l0
)
ku (B.72)
f (s)j = −
(
lPi Pj − l0
)
ku (B.73)
where l0 is the undeformed length of the spring, lPi Pj is the deformed length found from (B.68),
k is the spring stiffness, and u is the unit vector defined in (B.69). The sign convention for
the spring force is identical to that of the actuator force, i.e. the spring force is positive in
tension/pull (lPi Pj > l0) and negative in compression/push (lPi Pj < l0) [252]. The contribution
of the spring force f (s)i (or f
(s)
j ) to the vector of forces gi (or gj) is also found from (B.65).
In the considered case, a linear spring characterized by a single value of stiffness k is as-
sumed. However, (B.72) and (B.73) may equally well involve nonlinear force-deformation
relationships [251].
B.6.5 Damper Force
By putting the dissipative element in the place of the force element in Fig. B.12, a point-
to-point damper is obtained. The damping force depends on the time rate of change of the
distance between the points Pi and Pj and is expressed as
f (d)i = l˙Pi Pj cu (B.74)
f (d)j = −l˙Pi Pj cu (B.75)
where c is the damping coefficient and l˙Pi Pj is the rate of change of the damper length which
is computed by taking the time derivative of (B.68) [251]
l˙Pi Pj =
dT d˙
lPi Pj
(B.76)
where d˙ is the time derivative of (B.67)
d˙ = r˙j + Bjs
′Pj
j φ˙j − r˙i −Bis
′Pi
i φ˙i . (B.77)
Naturally, (B.67)-(B.69) are valid for the damper element as well. Analogously to the case
of the spring force, the damper force is assumed to be positive for l˙Pi Pj > 0 and negative for
l˙Pi Pj < 0. Positive damper force between the bodies i and j indicates that they move away
from each other (pull), whereas the negative damper force means that they move towards
each other (push) [251]. Finally, it is also possible to use a nonlinear damper characteristic to
describe the relationship between force and deformation rate in (B.74) and (B.75).
B.7 Dynamic Analysis
In kinematic analysis, the sum of kinematic constraint equations nc and driver equations nd
is equal to the number of coordinates nv . This means that nv unknowns are found by solving
nv equations and, as a result, a unique solution is obtained. In dynamic analysis, however, the
driver constraints are usually not specified. Since nv > nc , the unique solution to the constraint
equations (B.59) is found only when they are solved simultaneously with the differential EOMs
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and proper initial conditions [251]. The procedure for solving a constrained dynamic system
with nc independent constraints is summarized in the following steps. First, the position,
velocity, and acceleration constraints have to be recalled
Φ = 0 (B.78)
Φ˙ = Φqq˙ = 0 (B.79)
Φ¨ = Φqq¨ − γ = 0. (B.80)
Then, by appending (B.80) to (B.58), it is possible to include the constraints (algebraic
equations – AEs) when solving equations of motion (ordinary differential equations – ODEs)[
M −ΦTq
Φq 0
] [
q¨
λ
]
=
[
g
γ
]
. (B.81)
The solution of (B.81) becomes[
q¨
λ
]
=
[
M −ΦTq
Φq 0
]−1 [ g
γ
]
(B.82)
which, under the assumption of constant, non-zero mass and inertia of each system’s body
(which makes calculation of the inverse mass matrix M−1 easy), is further decomposed
into [251]
q¨ = M−1
(
ΦTq λ+ g
)
(B.83)
where the Lagrange multipliers vector is computed as
λ =
(
ΦqM−1ΦTq
)−1 (
γ −ΦqM−1g
)
. (B.84)
The resulting velocities and positions of bodies are computed by taking the integral of the
accelerations (B.83) – a variety of software products can perform that task numerically [251].
The Jacobian matrix Φq is a function of q, whereas vectors g and γ are functions of q, q˙,
and time t. Therefore, when q and q˙ are known at any time instant, (B.81) can be solved for
q¨ and λ, as presented in (B.83) and (B.84), respectively. Finally, to solve mixed algebraic-
differential equations for constrained mechanical systems, (B.58) and (B.78)-(B.80) must be
considered simultaneously. There exist various methods for solving such equations of motion
numerically, however, the most frequently used technique is known as the Newton–Raphson
algorithm [251].
An illustration of dynamic analysis of the full-scale offshore pipe handling machine is demon-
strated in Example B.4.
Remark B.3. The solution of EOM (B.58) with known accelerations q¨ in the kinematic
analysis
Mq¨ = g + ΦTq λ (B.90)
gives the simplified expression of vector of Lagrange multipliers
λ =
(
ΦTq
)−1 (Mq¨ − g) (B.91)
which is applicable to finding reaction forces in joints of a mechanism also when performing
the kinematic analysis, as shown in (B.57).
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Example B.4 (Forward Dynamics)
For the considered gripper arm machine shown in Fig. B.2, only the kinematic constraints (B.23) are dealt
with when performing the dynamic analysis. Behavior of the mechanism is governed by the action of the
gravity, actuation, spring, and damper forces, as described by (B.60)
g = [0,−m1g + F (a)winch(t)− F (a)cyl (t), 0, 0,−m2g , 0,
0,−m3g ,−T (sd), 0,−m4g + F (a)cyl (t), 0, 0,−m5g ,T (sd)]T (B.85)
where g is the gravity constant and m =
5∑
i=1
mi is the total mass of the system. The actuation forces are
defined as
F (a)cyl (t) = 22000 + 15000 · sin (pit) [N], F (a)winch(t) = mg + 10000 · cos
(
2pi
3 t
)
[N] (B.86)
and the rotational spring and damper between bodies 3 and 5 is characterized by the following torques
T (s) =
(|φ3 − φ5| − φ03−5) · krot · φ3 − φ5|φ3 − φ5| (B.87)
T (d) =
(
φ˙3 − φ˙5
) · crot · φ3 − φ5|φ3 − φ5| (B.88)
T (sd) = T (s) + T (d). (B.89)
The forward dynamic analysis is then performed for the machine shown in Fig. B.2 and characterized by the
above force constraints. The simulated accelerations of each body of the system are shown in Fig. B.13.
The accelerations found by solving (B.83) and these computed by the commercial multibody software are
identical. To fully describe dynamic behavior of the machine, the resulting velocities and positions can
easily be obtained by numerically integrating the acceleration signals.
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Figure B.13: Comparison of simulated accelerations of analytical (An.) and multibody (Mb.) mod-
els [269].
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B.8 Newton–Raphson Method
A common problem in numerical analysis is to find the roots of one or a set of nonlinear
algebraic equations of the form [251]
Φ(x) = 0. (B.92)
Solving this type of equations is also needed in kinematic (and – implicitly – also dynamic)
analysis of mechanical systems. One approach to solve (B.92) is to use a popular iterative
technique called the Newton–Raphson method. For a set of n equations, the solution vector
x of (B.92) is found as a result of the following repetitive process [251]
xj+1 = xj −Φ−1x
(
xj
)
Φ
(
xj
)
(B.93)
where superscripts j and j + 1 are the iteration numbers and Φ−1x (xj) is the inverse Jacobian
matrix computed at x = xj . This method is illustrated graphically in Fig. B.14. The term
Φ(x) 
xx 
j
x 
j+1
Solution
Figure B.14: Graphical representation of Newton–Raphson method [251].
Φ (xj) is referred to as the vector of residuals which helps to monitor violation of the equations.
The algorithm (B.93) can be split into a two-step operation
Φx
(
xj
)
∆xj = −Φ (xj) (B.94)
xj+1 = xj + ∆xj (B.95)
where (B.94) is solved for ∆xj , which in turn is used in (B.95) to find xj+1. The expression
∆xj = xj+1−xj indicates by how much the approximated solution is corrected in jth iteration.
Remark B.4. The presented Newton–Raphson algorithm is known to experience problems
with robustness [251]. Not only are there multiple techniques to improve its convergence, but
also totally different methods can be used to solve problems of the form presented in (B.92), e.g.
the bisection method (characterized by improved robustness at the cost of longer computation
time). However, the other approaches are not discussed in this thesis, as they are explained in
textbooks on numerical analysis, for instance in [119].
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B.9 Final Remarks
In this Chapter, a case study of modeling and simulation of an offshore pipe handling machine
using the commercial multibody software and analytical methods is presented. Both forward
kinematics and forward dynamics scenarios are examined and the simulation results produced
by these two different approaches are confirmed to be identical. The technique aided by the
commercial modeling package seems to be more practical from the industrial perspective, since
it allows rapid prototyping of new designs, saves both time and engineering effort, and does
not require expert knowledge to use it successfully.
However, more thorough analysis makes it possible to check if the modeling process based
on using market products is executed correctly and to avoid (or at least identify) mistakes by
benchmarking the simulation outcomes of both modeling methods. The trade-off in this case
is a rather complex and time-consuming analytical model derivation. Such additional study
should be performed not only if simulation results do not appear to be realistic but also to
double-check if the design choices made based on using the commercial software would be the
same if another modeling strategy is employed.
In the future, it is advisable to investigate how specific multibody software products handle
dynamics of complex, closed-loop mechanisms, as arriving at their computationally efficient
models can be difficult [99]. One approach to troubleshoot potential problems associated with
these models would be to examine the reaction forces in their joints by performing a similar
comparative analysis to the one presented in this Chapter [93].
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