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Abstract
This paper is concerned with the problem of robust H∞ output feedback control for a class of uncertain discrete-time delayed
nonlinear stochastic systems with missing measurements. The parameter uncertainties enter into all the system matrices, the
time-varying delay is unknown with given low and upper bounds, the nonlinearities satisfy the sector conditions, and the
missing measurements are described by a binary switching sequence that obeys a conditional probability distribution. The
problem addressed is the design of an output feedback controller such that, for all admissible uncertainties, the resulting
closed-loop system is exponentially stable in the mean square for the zero disturbance input and also achieves a prescribed
H∞ performance level. By using the Lyapunov method and stochastic analysis techniques, suﬃcient condition are ﬁrst derived
to guarantee the existence of the desired controllers, and then the controller parameters are characterized in terms of linear
matrix inequalities (LMIs). A numerical example is exploited to show the usefulness of the results obtained.
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1 Introduction
Time delay, stochasticity and nonlinearity are arguably
three of the main sources that contribute to the com-
plexity of a system. First, various engineering systems
(e.g. electrical networks, turbojet engines, microwave os-
cillators, nuclear reactors and hydraulic systems) have
the characteristics of time delay in signal transmissions.
So far, the stability analysis and robust control for dy-
namic time-delay systems have attracted a number of
researchers over the past years. Second, as stochastic
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modeling has had extensive applications in control and
communication problems, the stability analysis problem
for linear stochastic time-delay systems has been studied
by many authors, see e.g. [2,7,8,13,19]. Third, it is well
known that nonlinearities exist universally in practical
systems, and therefore nonlinear control has been an ever
hot topic in the past few decades. It is worth mentioning
that, among diﬀerent descriptions of the nonlinearities,
the so-called sector nonlinearity [14] has gained much
attention for deterministic systems, and both the con-
trol analysis and model reduction problems have been
investigated, see [11, 15].
Recently, the control problem of nonlinear stochastic
systems has stirred renewed research interests, and a va-
riety of nonlinear stochastic systems have been investi-
gated by diﬀerent approaches [3,4,16,28]. Most recently,
in [1, 22, 30], an H∞-type theory has been developed
for a large class of continuous- and discrete-time nonlin-
ear stochastic systems. As for nonlinear stochastic time-
delay systems, the relevant literature has not been very
much. Most of the existing results have been only con-
cerned with the stability analysis issue, see e.g. [5, 29].
The performance indices of the controlled systems, such
as the robustness and disturbance rejection attenuation
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level, have not received enough attention despite their
importance in practical applications.
In almost all literature mentioned above, the assumption
of consecutive measurements has been made implicitly.
Unfortunately, in many practical applications, such an
assumption does not hold. For example, due to sensor
temporal failure or network transmission delay/loss, at
certain time points, the system measurement may con-
tain noise only, indicating that the real signal is miss-
ing. Such a phenomenon is also called dropout or inter-
mittence in networked control systems, see e.g. [23, 26].
One of the most popular ways to describe the missing
measurement is to view it as a Bernoulli distributed
(binary switching) white sequence speciﬁed by a condi-
tional probability distribution in the output equation.
The Bernoulli distribution descriptionwas ﬁrst proposed
in [18] to deal with the optimal recursive ﬁltering prob-
lem, and has then been used in [12, 23–26] for various
control and ﬁltering problems of linear systems with
probabilistic measurement losses. However, so far, the
robust H∞ output feedback control problem for nonlin-
ear stochastic time-delayed systems with missing mea-
surements has not been fully investigated, especially for
discrete-time cases, which motivates us to shorten such
a gap in the present investigation.
In this paper, we consider the robust H∞ control prob-
lem for a class of uncertain discrete stochastic time-delay
systems involving sector nonlinearities and missing mea-
surements. The parameter uncertainties are assumed to
be norm-bounded, the delays are time-varying, and the
sector nonlinearities appear in the system states and
delayed states. Similar to [12, 23–26], the missing mea-
surements are characterized as a binary switching se-
quence satisfying a conditional probability distribution.
An eﬀective linear matrix inequality (LMI) approach is
proposed to design the output feedback controllers such
that, for all admissible nonlinearities, time-delays and
probabilisticmeasurementmissing, the overall uncertain
closed-loop system is robustly asymptotically stable in
the mean square and a prescribed H∞ disturbance re-
jection attenuation level is guaranteed. We ﬁrst estab-
lish the suﬃcient conditions for the uncertain nonlinear
stochastic time-delay systems to be stable in the mean
square, and then derive the explicit expression of the de-
sired controller gains. A numerical example is provided
to show the usefulness and eﬀectiveness of the proposed
design method.
Notations: Throughout this paper, N is the set of nat-
ural numbers and N+ stands for the set of nonnegative
integers; Rn and Rn×m denote, respectively, the n di-
mensional Euclidean space and the set of all n×m real
matrices. The superscript “T ” denotes the transpose and
the notation X ≥ Y (respectively, X > Y ) where X and
Y are symmetric matrices, means that X − Y is pos-
itive semi-deﬁnite (respectively, positive deﬁnite). I is
the identity matrix with compatible dimension. l2[0, ∞)
denotes the space of square summable inﬁnite vector se-
quences. The notation ‖ · ‖ stands for the usual l2[0, ∞)
normwhile |·| refers to the Euclidean vector norm.More-
over, let (Ω,F , {Ft}t≥0, P ) be a complete probability
space with a ﬁltration {Ft}t≥0 satisfying the usual con-
ditions (i.e., the ﬁltration contains all P -null sets and is
right continuous). E{·} stands for the mathematical ex-
pectation operator with respect to the given probability
measure P . The asterisk ∗ in a matrix is used to denote
term that is induced by symmetry. Sometimes, the argu-
ments of a function will be omitted in the analysis when
no confusion can arise.
2 Problem Formulation
Consider the following uncertain discrete nonlinear sys-
tem with time delays of the form:
(Σ′) : x(k + 1) =A(k)x(k) + Ad(k)x(k − d(k))
+ E(k)f(x(k)) + Ed(k)fd(x(k − d(k)))
+ B1u(k) + D1w(k),
y˜(k) =Cx(k) + Cdx(k − d(k)) + φ(Sx(k)),
z(k) =Lx(k) + B2u(k),
x(j) =ψ(j), j = −dM ,−dM + 1, ...,−1, 0,
where x(k) ∈ Rn is the state vector, u(k) ∈ Rm is the
control input, z(k) ∈ Rp is the controlled output, and
w(k) ∈ Rq is the exogenous disturbance signal which is
assumed to belong to l2[0,∞).
For the system (Σ′), the positive integer d(k) denotes
the time-varying delay satisfying
dm ≤ d(k) ≤ dM , k ∈ N+ (1)
where dm and dM are known positive integers. ψ(j)
(j = −dM ,−dM +1, ...,−1, 0) are the initial conditions.
B1, B2, C, Cd, D1, D2, S and L are known real constant
matrices, and the matrices A(k), Ad(k), E(k) and Ed(k)
are time-varyingmatrices of the formA(k) = A+∆A(k),
Ad(k) = Ad + ∆Ad(k), E(k) = E + ∆E(k), Ed(k) =
Ed +∆Ed(k). Here, the constant matrices A,Ad, E and
Ed are known while ∆A(k),∆Ad(k),∆A(k),∆Ad(k) are
unknown matrices representing time-varying parameter
uncertainties that are assumed to satisfy the following
admissible condition:[
∆A(k) ∆Ad(k) ∆E(k) ∆Ed(k)
]
= MF (k)
[
N1 N2 N3 N4
]
, (2)
where M and Ni (i = 1, 2, 3, 4) are known real constant
matrices, and F (k) is the unknown time-varying matrix-
valued function subject to FT (k)F (k) ≤ I, ∀k ∈ N+.
In this paper, without loss of generality, we always as-
sume that f(0) = 0, fd(0) = 0 and φ(0) = 0. For vector-
valued functions f, fd, φ, we assume:
[f(x)− f(y)− U1(x− y)]T
×[f(x)− f(y)− U2(x− y)] ≤ 0, ∀x, y ∈ Rn, (3)
2
[fd(x) − fd(y)− V1(x− y)]T
×[fd(x)− fd(y)− V2(x− y)] ≤ 0, ∀x, y ∈ Rn, (4)
[φ(x) − φ(y)−W1(x− y)]T
×[φ(x) − φ(y)−W2(x − y)] ≤ 0, ∀x, y ∈ Rm, (5)
where U1, U2, V1, V2 ∈ Rn×n, W1,W2 ∈ Rm×m are
known real constant matrices, and U1 − U2, V1 − V2,
W1 −W2 are positive deﬁnite matrices.
Remark 1 It is customary that the nonlinear functions
f, fd, φ are said to belong to sectors [U1, U2], [V1, V2]
and [W1, W2], respectively (see [14]). The nonlinear de-
scriptions in (3)-(5) are quite general that include the
usual Lipschitz conditions as a special case. Note that
both the control analysis and model reduction problems
for systems with sector nonlinearities have been inten-
sively studied, see e.g. [11,15].
In the system (Σ′), y˜(k) ∈ Rm is the ideal system out-
put that always contains the real signal. However, as dis-
cussed in the introduction, in practical engineering sys-
tems (e.g., networked control systems) the system out-
put usually contains probabilistic missing data. In such
a case, the actual system output can be described prefer-
ably by
y(k) = γky˜(k) + D2w(k)
= γk [Cx(k) + Cdx(k − d(k)) + φ(Sx(k))]
+D2w(k), (6)
where the stochastic variable γk ∈ R is a Bernoulli dis-
tributed white sequence speciﬁed by the following dis-
tribution law:
Prob{γk = 1} = E{γk} = β, (7)
Prob{γk = 0} = 1− E{γk} = 1− β (8)
with β > 0 a known constant. Obviously, for the stochas-
tic variable γk, we have the mean value E{γk} = β and
variance σ2 = β(1− β).
Remark 2 The system measurement mode (6)-(8),
which can be used to represent missing measurements
or uncertain observations, was ﬁrst introduced in [18],
and has been subsequently studied in many papers, see
e.g. [12,23–26]. Note that when the real signal is missing
(i.e., γk = 0), the system measurement contains noise
only. Such a case does happen in practice. For example,
in target tracking control, due to high maneuverability
of the tracked target, there may be a nonzero probability
that any observation consists of noise alone if the target
is absent, i.e., the measurements are not consecutive but
contain missing observations. On the other hand, there
are still other ways to model the missing phenomenon,
such as those using randomly delayed sensor output and
probabilistic jumps.
Replacing y˜(k) in (Σ′) by y(k), we have the following
system to be investigated in this paper:
(Σ) : x(k + 1) =A(k)x(k) + Ad(k)x(k − d(k))
+ E(k)f(x(k)) + Ed(k)fd(x(k − d(k)))
+ B1u(k) + D1w(k),
y(k) =γk [Cx(k) + Cdx(k − d(k)) + φ(Sx(k))]
+ D2w(k),
z(k) =Lx(k) + B2u(k),
x(j) =ψ(j), j = −dM ,−dM + 1, ..., 0
In this paper, for the system (Σ), we consider the follow-
ing full-order dynamic output feedback controller:
(Σo) : xˆ(k + 1) = AK xˆ(k) + BKy(k),
u(k) = CK xˆ(k),
where xˆ(k) ∈ Rn is the controller state, AK , BK and Ck
are the controller parameters to be determined. Due to
the existence of the stochastic variable γk ∈ R, we will
need the following deﬁnition for the exponential stability
in the mean square.
Definition 1 The controlled system (Σ) is said to be
exponentially stable in the mean square if, in case of
w(k) = 0 and for all admissible uncertainties, there exist
constants µ > 0 and 0 < α < 1 such that
E|x(k)|2 ≤ µαk sup
−dM≤i≤0
E|ψ(i)|2.
The combination of the controller (Σo) and the system
(Σ) yields the following closed-loop system:
(Σc) : η(k + 1) =A˜(k)η(k) + A˜d(k)Hη(k − d(k))
+ E¯(k)f(x(k)) + E¯d(k)fd(x(k − d(k)))
+ γkB¯Kφ(Sx(k)) + Dw(k),
z(k) =L¯η(k),
where
ηk =
 

x(k)
xˆ(k)

 , H =
 

In×n
0n×n


T
, A˜(k) =
 

A(k) B1CK
γkBKC AK

 ,
A˜d(k) =
 

Ad(k)
γkBKCd

 , E¯(k) =
 

E(k)
0

 , E¯d(k) =
 

Ed(k)
0

 ,
B¯K =
 

0
BK

 , D =
 

D1
BKD2

 , L¯ =
 

LT
CTKB
T
2


T
.
For convenience, we denote
A¯(k) =
[
A(k) B1CK
βBKC AK
]
, A¯d(k) =
[
Ad(k)
βBKCd
]
,
C¯ =
[
0 0
BKC 0
]
, C¯d =
[
0
BKCd
]
,
3
A¯ =
[
A B1CK
βBKC AK
]
, A¯d =
[
Ad
βBKCd
]
, (9)
E¯ =
[
E
0
]
, E¯d =
[
Ed
0
]
,
∆A¯(k) =
[
∆A(k) 0
0 0
]
, A¯d(k) =
[
∆Ad(k)
0
]
,
∆E¯(k) =
[
∆E(k)
0
]
, ∆E¯d(k) =
[
∆Ed(k)
0
]
,
M¯ = [MT 0]T , N¯1 = [N1 0].
It is clear that
A¯(k) = A¯ +∆A¯(k), A¯d(k) = A¯d +∆A¯d(k),
E¯(k) = E¯ +∆E¯(k), E¯d(k) = E¯d +∆E¯d(k).
In this paper, we shall focus on the robust stabilization
problemwhose purpose is to design a full-order exponen-
tially stable H∞ controller for the system (Σ) via out-
put feedback. More speciﬁcally, an output feedback con-
troller Σo is to be designed such that (i) the closed-loop
system (Σc) is exponentially stable in the mean square;
and (ii) Under zero initial condition, the controlled out-
put z satisﬁes ‖z‖2 ≤ γ‖w‖2 for any nonzero w ∈ l2,
where γ > 0 is a prescribed constant.
The following lemmas will be used in establishing our
main results.
Lemma 1 Let D,S and F be real matrices of appro-
priate dimensions with FTF ≤ I. Then, for any scalar
ε > 0, we have DFS + (DFS)T ≤ ε−1DDT + εSTS.
3 Main Results
First of all, let us deal with the robust stability analysis
problem and derive a suﬃcient condition under which
the closed-loop system (Σc) with given controller and
w(k) = 0 is robustly exponentially stable in the mean-
square.
Theorem 1 Let the controller parameters AK , BK and
CK be given and the admissible condition hold. Then,
the closed-loop system (Σc) with w(t) = 0 is robustly
exponentially stable in the mean square if there exist two
matrices P > 0, Q > 0 and two positive constant scalars
ε, λ such that the following matrix inequality holds:
Ψ =
 

















Π ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 Πa ∗ ∗ ∗ ∗ ∗ ∗
−U˘T2 H 0 −I ∗ ∗ ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗ ∗ ∗
−WT2 H 0 0 0 −I ∗ ∗ ∗
A¯ A¯d E¯ E¯d 0 Πb ∗ ∗
σC¯ σC¯d 0 0 σB¯K 0 −P−1 ∗
N¯1 N2 N3 N4 0 0 0 −εI


















< 0,
(10)
with Πa = −Q−λV˘1 and Πb = −P−1+ εM¯M¯T , where
U˘1 = (UT1 U2 + U
T
2 U1)/2; U˘2 = −(UT1 + UT2 )/2; (11)
V˘1 = (V T1 V2 + V
T
2 V1)/2; V˘2 = −(V T1 + V T2 )/2; (12)
W1 = (STWT1 W2S + STWT2 W1S)/2; (13)
W2 =−(STWT1 + STWT2 )/2; (14)
Π=−P + (dM − dm + 1)HTQH −HT U˘1H
−HTW1H, (15)
and σ =
√
β(1 − β) with β = E{γk}.
Proof : For the stability analysis of the system (Σc), we
construct the following Lyapunov-Krasovskii functional:
V (k) = V1(k) + V2(k) + V3(k), (16)
whereV1(k) = ηT (k)Pη(k), V2(k) =
k−1∑
i=k−d(k)
ηT (i)HTQHη(i)
and V3(k) =
k−dm∑
j=k−dM+1
k−1∑
i=j
ηT (i)HTQHη(i).
Calculating the diﬀerence of V (k) along the system (Σc)
withw(k) = 0 and taking themathematical expectation,
we have
E{∆V (k)} =
3∑
i=1
E{∆Vi(k)}, (17)
where
E{∆V1(k)}=E{V1(k + 1)− V1(k)}
=E
{
AˆT0 (k)P Aˆ0(k) + σ2BˆT0 (k)P Bˆ0(k)
−ηT (k)Pη(k)} (18)
with
Aˆ0(k) = A¯(k)η(k) + A¯d(k)Hη(k − d(k)) + E¯(k)f(x(k))
+E¯d(k)fd(x(k − d(k))) + βB¯Kφ(Sx(k)), (19)
Bˆ0(k) = C¯η(k) + C¯dHη(k − d(k)) + B¯Kφ(Sx(k)). (20)
Similarly, it is not diﬃcult to check that
E{∆V2(k)} ≤ E
{
ηT (k)HTQHη(k)
−ηT (k − d(k))HTQHη(k − d(k))
+
k−dm∑
i=k−dM+1
ηT (i)HTQHη(i)
}
, (21)
E{∆V3(k)}=E
{
(dM − dm)ηT (k)HTQHη(k)
−
k−dm∑
i=k−dM+1
ηT (i)HTQη(i)
}
. (22)
Substituting (18)-(22) into (17) leads to
4
E{∆V (k)} ≤ E

ξT0 (k)Ψ1(k)ξ0(k) + ξ
T
0 (k)AT0 (k)P
×A0(k)ξ0(k) + σ2ξT0 (k)BT0 PB0ξ0(k)

, (23)
where
ξ0(k) = [ηT (k) xT (k − d(k)) fT (x(k))
fTd (x(k − d(k))) φT (Sx(k))]T ,
A0(k) = [A¯(k) A¯d(k) E¯(k) E¯d(k) 0],
B0 = [C¯ C¯d 0 0 B¯K ],
Ψ1(k) = diag {Π1,−Q, 0, 0, 0}
with Π1 = −P + (dM − dm + 1)HTQH.
It follows readily from (3)-(5) that
 

η(k)
f(x(k))


T  

HT U˘1H H
T U˘2
U˘T2 H I


 

η(k)
f(x(k))

 ≤ 0, (24)
 

x(k − d(k))
fd(x(k − d(k)))


T  

V˘1 V˘2
V˘ T2 I


 

x(k − d(k))
fd(x(k − d(k)))

 ≤ 0,(25)
 

η(k)
φ(Sx(k))


T  

HTW1H HTW2
WT2 H I


 

η(k)
φ(Sx(k))

 ≤ 0, (26)
where U˘1, U˘2, V˘1, V˘2,W1 andW2 are deﬁned in (11) and
(13). Then, it implies from (23), (24) and (26) that
E{∆V (k)}
≤ E

ξT0 (k)Ψ1(k)ξ0(k) + ξ
T
0 (k)AT0 (k)PA0(k)ξ0(k)
+σ2ξT0 (k)BT0 PB0ξ0(k)

− E

	


 

η(k)
f(x(k))


T  

HT U˘1H H
T U˘2
U˘T2 H I


 

η(k)
f(x(k))


+ λ
 

x(k − d(k))
fd(x(k − d(k)))


T  

V˘1 V˘2
V˘ T2 I


 

x(k − d(k))
fd(x(k − d(k)))


+
 

η(k)
φ(Sx(k))


T  

HTW1H HTW2
WT2 H I


 

η(k)
φ(Sx(k))





= E

ξT0 (k)

Ψ2(k) +AT0 (k)PA0(k) + σ2BT0 PB0

ξ0(k)

,(27)
where
Ψ2(k) =
 








Π 0 −HT U˘2 0 −HTW2
0 −Q− λV˘1 0 −λV˘2 0
−U˘T2 H 0 −I 0 0
0 −λV˘ T2 0 −λI 0
−WT2 H 0 0 0 −I









.
It is clear from Ψ < 0 that there exists a suﬃciently
small scalar ε0 > 0 such that
Ψ + ε0diag{I2n×2n, 0} < 0. (28)
In order to deal with the exponential stability, we shall
ﬁrst prove that (28) indicates
Ψ2(k)+ε0diag{I2n×2n, 0}+AT0 (k)PA0(k)+σ2BT0 PB0 < 0.
(29)
In fact, by the Schur complement, the above inequality
is equivalent to
Ψ3(k) =
 














Π+ ε0I ∗ ∗ ∗ ∗ ∗ ∗
0 −Q− λV˘1 ∗ ∗ ∗ ∗ ∗
−U˘T2 H 0 −I ∗ ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗ ∗
−WT2 H 0 0 0 −I ∗ ∗
A¯(k) A¯d(k) E¯(k) E¯d(k) 0 −P−1 ∗
σC¯ σC¯d 0 0 σB¯K 0 −P−1















< 0,
which can be decomposed as follows:
Ψ3(k) = Ψ3 +∆Ψ3(k), (30)
where
Ψ3 :=
 














Π + ε0I ∗ ∗ ∗ ∗ ∗ ∗
0 −Q− λV˘1 ∗ ∗ ∗ ∗ ∗
−U˘T2 H 0 −I ∗ ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗ ∗
−WT2 H 0 0 0 −I ∗ ∗
A¯ A¯d E¯ E¯d 0 −P−1 ∗
σC¯ σC¯d 0 0 σB¯K 0 −P−1















< 0,
(31)
∆Ψ3(k) :=
 














0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗ ∗
0 0 0 0 0 ∗ ∗
∆A¯(k) ∆A¯d(k) ∆E¯(k) ∆E¯d(k) 0 0 ∗
0 0 0 0 0 0 0















.
(32)
From (2) and Lemma 1, it follows that
∆Ψ3(k) = M˜F (k)N˜ + (M˜F (k)N˜)T
≤ εM˜M˜T + ε−1N˜T N˜ , (33)
5
where M = [0 0 0 0 0 M¯T 0]T and N˜ =
[N¯1 N2 N3 N4 0 0 0]. With (31) and (33), one
has
Ψ3(k) ≤ Ψ4 + ε−1N˜T N˜, (34)
where
Ψ4 :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Π + ε0I ∗ ∗ ∗ ∗ ∗ ∗
0 Πa ∗ ∗ ∗ ∗ ∗
−U˘T2 H 0 −I ∗ ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗ ∗
−WT2 H 0 0 0 −I ∗ ∗
A¯ A¯d E¯ E¯d 0 Πb ∗
σC¯ σC¯d 0 0 σB¯K 0 −P−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(35)
with Πa and Πb deﬁned in Theorem 1.
By Schur complement, the inequality (28) is true if and
only if the right-hand side of (34) is negative deﬁnite,
which implies that Ψ3(k) < 0.Therefore, (29) holds, and
it follows from (27) and (29) that
E {∆V (k)} ≤ −ε0E{|ηk|2}. (36)
We are now in a position to proceed with the exponential
stability analysis of the system (Σc). According to the
deﬁnition of V (k), we have
E{V (k)} ≤ ρ1E{|ηk|2}+ ρ2
k−1∑
i=k−dM
E{|ηi|2}, (37)
where ρ1 = λmax(P ) and ρ2 = (dM − dm + 1)λmax(Q).
For any scalar µ > 1, the above inequality, together with
(36), implies that
µk+1E{V (k + 1)} − µkE{V (k)}
= µk+1E{∆V (k)} + µk(µ− 1)E{V (k)}
≤ ω1(µ)µkE{|ηk|2}+ ω2(µ)
k−1∑
i=k−dM
µkE
{|ηi|2} , (38)
where ω1(µ) = −µε0+(µ−1)ρ1 and ω2(µ) = (µ−1)ρ2.
Furthermore, for N ≥ dM + 1, summing up both sides
of (38) from 0 to N − 1 with respect to k, we have
µNE{V (N)} −E{V (0)} ≤ ω1(µ)
N−1∑
k=0
µkE{|ηk|2}
+ω2(µ)
N−1∑
k=0
k−1∑
i=k−dM
µkE
{|ηi|2} . (39)
Note that for dM ≥ 1,
N−1

k=0
k−1

i=k−dM
µkE
|ηi|2

≤

−1

i=−dM
i+dM

k=0
+
N−1−dM

i=0
i+dM

k=i+1
+
N−1

i=N−1−dM
N−1

k=i+1

µkE

|ηi|2

≤ dM
−1

i=−dM
µi+dME
|ηi|2

+ dM
N−1−dM

i=0
µi+dME
|ηi|2

+dM
N−1

i=N−1−dM
µi+dME
|ηi|2

≤ dMµdM max−dM≤i≤0E{|ψ(i)|
2}+ dMµdM
N−1

i=0
µiE
|ηi|2

(40)
Then, from (39) and (40), one has
µNE{V (N)} ≤E{V (0)}+ [ω1(µ) + dMµdMω2(µ)]
×
N−1∑
k=0
µkE{|ηk|2}+ dMµdMω2(µ)
× max
−dM≤i≤0
E{|ψ(i)|2}. (41)
Let ρ0 = λmin(P )} and ρ = max{ρ1, ρ2}. It is obvious
that
E{V (N)} ≥ ρ0E{|ηN |2}. (42)
It also follows from (37) that
E{V (0)} ≤ ρ max
−dM≤i≤0
E{|ψ(i)|2}. (43)
In addition, it can be veriﬁed that there exists a scalar
µ0 > 1 such that
ω1(µ0) + dMµdM0 ω2(µ0) = 0. (44)
Substituting (42)-(44) into (41), we obtain
E{|ηN |2} ≤ c0
(
1
µ0
)N
max
−dM≤i≤0
E{|ψ(i)|2},
where c0 = 1ρ0
(
ρ + dMµdM0 ω2(µ0)
)
.This indicates that
the closed-loop system (Σc) with w(k) = 0 is robustly
exponentially stable in the mean square. The proof is
complete.
Next, we will analyze the H∞ performance of the closed-
loop system (Σc).
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Theorem 2 Let the controller parameters AK , BK and
CK be given and γ be a prespeciﬁed positive constant.
Then, the closed-loop system (Σc) is robustly exponen-
tially stable in the mean square for w(k) = 0 and satisﬁes
‖z‖2 ≤ γ‖w‖2 under the zero initial condition for any
nonzero w ∈ l2[0,+∞), if there exist two positive deﬁnite
matrices P , Q and two positive scalars ε, λ such that the
following matrix inequality holds:
Φ =
 




















Υ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 Πa ∗ ∗ ∗ ∗ ∗ ∗ ∗
−U˘T2 H 0 −I ∗ ∗ ∗ ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗ ∗ ∗ ∗
−WT2 H 0 0 0 −I ∗ ∗ ∗ ∗
0 0 0 0 0 −γ2I ∗ ∗ ∗
A¯ A¯d E¯ E¯d 0 D Πb ∗ ∗
σC¯ σC¯d 0 0 σB¯K 0 0 −P−1 ∗
N¯1 N2 N3 N4 0 0 0 0 −εI





















< 0.
(45)
where Πa,Πb, L˘1, L˘2, U˘1, U˘2,W1 and W2 are deﬁned as
in Theorem 1, and
Υ = −P+(dM−dm+1)HTQH−HT U˘1H−HTW1H+L¯T L¯.
Proof. It is not diﬃcult to verify that Φ < 0 implies
Ψ < 0. According to Theorem 1, the closed-loop system
(Σc) is robustly exponentially stable in the mean square.
We now deal with the H∞ performance of the closed-
loop system. Construct the same Lyapunov-Krasovskii
functional candidate V (k) as in Theorem 1. A similar
calculation as in Theorem 1 leads to
E{∆V (k)} ≤E{ξT (k)Φ1(k)ξ(k) + ξT (k)AT (k)PA(k)ξ(k)
+σ2ξT (k)BTPBξ(k)}, (46)
where
ξ(k) = [ηT (k) xT (k − d(k)) fT (x(k))
fTd (x(k − d(k))) φT (Sx(k)) wT (k)]T ,
A(k) = [A¯(k) A¯d(k) E¯(k) E¯d(k) 0 D],
B = [C¯ C¯d 0 0 B¯K 0],
Φ1(k) = diag{−P + (dM − dm + 1)HTQH,−Q, 0, 0, 0, 0}.
In order to deal with the H∞ performance of the system
(Σc), we introduce
J(n) = E
n∑
k=0
[
zT (k)z(k)− γ2wT (k)w(k)] , (47)
where n is non-negative integer.
Under the zero initial condition, from (24)-(26), (46) and
(47), one has
J(n) =E
n∑
k=0
[
zT (k)z(k)− γ2wT (k)w(k) + ∆V (k)]
−EV (n + 1)
≤E
n∑
k=0
[
ηT (k)L¯T L¯η(k)− γ2wT (k)w(k) + ∆V (k)]
≤E
n∑
k=0
[ξT (k)Φ2(k)ξ(k) + ξT (k)AT (k)PA(k)ξ(k)
+σ2ξT (k)BTPBξ(k)], (48)
where
Φ2(k) =
 











Υ 0 −HT U˘2 0 −HTW2 0
0 −Q− λV˘1 0 −λV˘2 0 0
−U˘T2 H 0 −I 0 0 0
0 −λV˘ T2 0 −λI 0 0
−WT2 H 0 0 0 −I 0
0 0 0 0 0 −γ2I












.
By Schur complement and along the same line as in
the proof of Theorem 1, we can show that J(n) < 0.
The details are omitted here for space saving. Letting
n → ∞, we obtain ‖z‖2 ≤ γ‖w‖2. This completes the
proof of the theorem.
Finally, we are ready to deal with the design of H∞
output feedback controller for the system (Σ) and give
the main result of this paper in the following theorem
where the technique of linearizing change of variables
[9, 10] is used.
Theorem 3 Let γ > 0 be a given positive constant.
Then, for the nonlinear stochastic system (Σ) with miss-
ing measurements, an output feedback controller can be
designed such that the closed-loop system (Σc) is robustly
exponentially stable in the mean-square for w(k) = 0 and
also satisﬁes ‖z‖2 ≤ γ‖w‖2 under the zero initial condi-
tion for any nonzero w, if there exist four real constant
matrices Y > 0, Ω, Γ and Λ, and a scalar λ > 0 such
that, for given matrices X > 0, Q > 0 and a scalar ε > 0,
the following LMI holds:
Φ0 :=
[
Φ011 ΦT21
Φ21 Φ22
]
< 0 (49)
where
Φ011 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Π ∗ ∗ ∗ ∗ ∗
0 −Q− λV˘1 ∗ ∗ ∗ ∗
Ξ1 0 −I ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗
Ξ2 0 0 0 −I ∗
0 0 0 0 0 −γ2I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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Φ021 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Θ1 Θ2 Θ3 Θ4 0 Θ5
Θ6 Θ7 0 0 Θ8 0
Ξ3 N2 N3 N4 0 0
Ξ4 0 0 0 0 0
Ξ5 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Φ022 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Π ∗ ∗ ∗ ∗ ∗
0 Π ∗ ∗ ∗ ∗
0 0 −εI ∗ ∗ ∗
0 0 0 −I ∗ ∗
0 0 0 0 −Qˆ−1 ∗
Ξ6 0 0 0 0 −ε−1I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Π =
[
−X −I
−I −Y
]
, Θ1 =
[
AX + B1Λ A
Ω Y A + βΓC
]
,
Θ2 =
[
Ad
Y Ad + βΓCd
]
, Θ3 =
[
E
Y E
]
, Θ4 =
[
Ed
Y Ed
]
,
Θ5 =
[
D1
Y D1 + ΓD2
]
, Θ6 = σ
[
0 0
ΓCX ΓC
]
,
Θ7 = σ
[
0
ΓCd
]
, Θ8 = σ
[
0
Γ
]
, Ξ1 = −U˘T2 [X I],
Ξ2 = −WT2 [X I], Ξ3 = N1[X I], Ξ4 = [LX + B2Λ L] ,
Ξ5 = [X I] , Ξ6 = εMT [I Y ] ,
Qˆ = (dM − dm + 1)Q− U˘1 −W1,
and L˘1, L˘2, U˘1, U˘2,W1 and W2 are deﬁned as in Theo-
rems 1.
In this case, the parameters of the output feedback con-
troller can be designed as
AK =R−1(Ω− Y AX − βΓCX + Y B1Λ)G−T , (50)
BK =R−1Γ, CK = ΛG−T , (51)
where G and R are any matrices satisfying
RGT = I − Y X. (52)
Proof : First, it follows readily from (49) that
Π =
[
−X −I
−I −Y
]
< 0,
which, by Schur complement, implies that Y −X−1 > 0
and I−Y X is nonsingular. Therefore, there always exist
nonsingular matrices G and R such that Eq. (52) holds.
Now, adopting the similar method as in [6], we deﬁne
Π1 =
[
X I
GT 0
]
, Π2 =
[
I Y
0 RT
]
, P = Π2Π−11 , (53)
and then
P =
[
Y R
RT Z
]
, (54)
where Z = G−1X(Y −X−1)XG−T > 0.
It is clear that
Z−RTY −1R = RT (XY−I)−1(Y−X−1)(Y X−I)−1R > 0,
which, by Schur complement, implies that P > 0.
By a tedious calculation, one can rewrite LMI (49) as
 




























−Π T1 PΠ1 ∗ ∗ ∗ ∗ ∗
0 −Q− λV˘1 ∗ ∗ ∗ ∗
−U˘T2 HΠ1 0 −I ∗ ∗ ∗
0 −λV˘ T2 0 −λI ∗ ∗
−WT2 HΠ1 0 0 0 −I ∗
0 0 0 0 0 −γ2I
Π T2 A¯Π1 Π
T
2 A¯d Π
T
2 E¯ Π
T
2 E¯d 0 Π
T
2 D
σΠ T2 C¯Π1 σΠ
T
2 C¯d 0 0 σΠ
T
2 B¯K 0
N¯1Π1 N2 N3 N4 0 0
L¯Π1 0 0 0 0 0
HΠ1 0 0 0 0 0
0 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
−Π T2 P−1Π2 ∗ ∗ ∗ ∗ ∗
0 −Π T2 P−1Π2 ∗ ∗ ∗ ∗
0 0 −εI ∗ ∗ ∗
0 0 0 −I ∗ ∗
0 0 0 0 −Qˆ−1 ∗
εM¯TΠ2 0 0 0 0 −ε−1I





























< 0.(55)
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Pre- and post-multiplying (55) by
diag{Π−T1 , I, I, I, I, I,Π−T2 ,Π−T2 , I, I, I, I}
and diag{Π−11 , I, I, I, I, I,Π−12 ,Π−12 , I, I, I, I}, respec-
tively, we can show by Schur complement that the in-
equality (45) holds. Therefore, from Theorem 2, the de-
sired result follows and the proof is complete.
Remark 3 The robust H∞ controller design problem is
solved in Theorem 3 for the addressed uncertain nonlin-
ear stochastic time-delay systems with missing measure-
ments. An LMI-based suﬃcient condition is derived for
the existence of state feedback controllers, which ensures
the robust exponential stability in the mean square for
the resulting closed-loop system and also reduces the ef-
fect of the disturbance input on the controlled output to
a prescribed level for all admissible uncertainties. The
feasibility of the controller design problem can be readily
checked by the solvability of an LMI, and this can be done
by resorting to the Matlab LMI toolbox.
Remark 4 Note that Lemma 1 has been used in the proof
of Theorem 1 to tackle the parameter uncertainties, hence
certain conservatism might be introduced. Such conser-
vatism can be signiﬁcantly reduced by imposing more con-
straints on the LMI parameters ε. A selection of more
general Lyapunov functional in latest literature (e.g. [10])
could reduce the possible conservatism as well. The con-
servatism reduction leaves an interesting topic for our
future research.
Remark 5 It is noticed that the only stochastic term in-
volved in the system (Σ) is from the stochastic variable γk
in (6). If γk = 1 all the time, our main results will reduce
to the case of robust H∞ control for a class of determin-
istic nonlinear discrete time-delay systems. Such special-
ized results are still believed to be new for two reasons: 1)
most existing LMI-based results have dealt with the non-
linearities satisfying Lipschitz conditions which are more
restrictive than the sector conditions, see e.g. [9, 17];
and 2) most existing literature has been concerned with
continuous-time systems, see e.g. [11,15], and the corre-
sponding results on discrete-time systems are relatively
few. Moreover, it would be interesting to further inves-
tigate the systems with Itoˆ-type stochastic disturbances
[27], and the corresponding results will appear in the near
future.
4 Numerical Example
Consider the system (Σ) with the following parameters:
A =
 



0.2 0 0.1
0.1 −0.3 0.1
0.1 0 −0.2




, Ad =
 



0.1 −0.1 0
0.1 −0.2 0
0 −0.2 −0.1




,
E =
 



0.1 0.1 0
0.1 0.2 0
0.1 0.2 0.1




, Ed =
 



0.1 0 0.1
0.1 0.2 0
0.1 0 0.1




,
B1 =
 



1 0.1
0.2 1
0 −0.1




, D1 =
 



−0.2 0
−0.1 0.1
0 0.2




,
C =
 

1 0.8 0.7
−0.6 0.9 0.6

 , Cd =
 

0.9 −0.6 0.8
0.5 0.8 0.7

 ,
S =
 

0.6 0.7 0.2
0.5 0.8 0.3

 , D2 =
 

0.9 −0.1
0.5 0.8

 ,
L =
 

−0.1 0 0.1
−0.1 −0.1 0

 , B2 =
 

0.2 0.1
0.1 0.2

 ,
D2 =
 



−0.2 0.1
0.1 0.2
0 0.3




, U1 = V1 =
 



0.2 0.1 0
0.1 0.3 0
−0.1 0.1 0.3




,
W1 =
 

0.3 0.1
0 0.4

 , U2 = V2 =
 



−0.2 0.1 0
0.1 −0.3 −0.1
−0.1 0 −0.3




,
W2 =
 

−0.3 0
−0.1 −0.4

 ,M =
 



0.1
0.1
0.1




, Ni =
 



0.1
0.1
0.1




T
,
(i = 1, ..., 4), β = 0.8, dm = 2, dM = 3.
In this example, the H∞ performance level is taken as
γ = 0.9. In order to design output feedback controller,
we ﬁrst choose ε = 0.4, Q = diag{0.4, 0.5, 0.4}, X =
diag{0.5, 0.6, 0.5}.
With the above parameters and by using the Matlab
LMI Toolbox, we can solve the LMI (49). Furthermore,
we choose
G =
 



4 1 0
0 2 1
1 0 3




, R =
 



−0.5412 0.2249 0.3215
0.4105 −0.9993 0.2696
−0.1454 1.0047 −0.5463




.
Therefore, by (50)(51), the parameters of the desired
output feedback controller can be designed as
AK =
 



3.7847 −2.3238 −1.5778
2.9212 −2.5302 −1.0455
3.8859 −3.0151 −1.6630




,
BK =
 



2.4653 −2.8886
1.5387 −2.2687
1.8090 −3.7140




,
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CK =
 

−0.0197 −0.0302 0.0152
−0.0462 0.0770 0.0113

 ,
with which, according to Theorem 3, the addressed
uncertain nonlinear stochastic time-delay systems with
missing measurements is robustly exponentially stable
in the mean square and the eﬀect of the disturbance in-
put on the controlled output is constrained to the pre-
scribed level.
5 Conclusions
In this paper, we have studied the problem of robustH∞
output feedback control for a class of uncertain discrete-
time delayed nonlinear stochastic systems with missing
measurements. An output feedback controller has been
designed for all admissible uncertainties such that the
resulting closed-loop system is exponentially stable in
the mean square for the zero disturbance input and also
achieves a prescribed H∞ performance level. A numeri-
cal example has been exploited to show the usefulness of
the results obtained. Further research directions would
include the investigation on more general nonlinear sys-
tems and the extension of our main results to more com-
plex discrete-time systems with distributed delays.
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