Correct estimation of soil and vegetation thermal emissivities is of huge importance in remote sensing studies. It has been shown that the emissivity of leaves retrieved from field observations show subtle spectral features that are related to leaf water content. However, such field measurements provide additional challenges before leaf water content can be successfully obtained, specifically atmospheric correction. The aim of this research was to investigate how information within hyperspectral thermal observations can be used to auto-correct the atmospheric influence. Hyperspectral thermal measurements were taken over a large variety of soil and vegetation types (including vineyard and barley) during ESA's REFLEX campaign in 2012 using a MIDAC FTIR radiometer. Using MODTRAN simulations, a simple quadratic model was constructed that emulates the atmosphere radiative transfer between the target and the sensor. Afterwards, this model was used to estimate the concentrations of H 2 0 (g) and CO 2 (g) while simultaneously correcting for these gas absorptions. Finally, a temperature-emissivity separation was applied to estimate the emissivities of the different land surface components.
Introduction
Correct estimation of soil and vegetation thermal emissivities is of huge importance in remote sensing studies. Applications such as estimating the land surface temperature (Prata et al., 1995; Sun et al., 2000; Zhang et al., 2004; Sobrino and Jimenez-Munoz, 2005; Wan, 2008) , retrieving the surface radiative fluxes (Sobrino et al., 1994; Yamaguchi et al., 1998; Payan and Royer, 2004; Zhang et al., 2004; Liu et al., 2007; Sobrino et al., 2007) and estimating the land-atmosphere interaction by means of evaporation (Bastiaanssen, 2000; Su, 2002; Cleugh et al., 2007; Maes and Steppe, 2012) require accurate values of the thermal emissivity of the surface, as larger uncertainties will propagate into these applications.
Limitations in the current estimations of thermal emissivity, from either ground or remote sensing acquisitions, create significant uncertainties. Ground retrievals of emissivity involve radiative measurements of thermal radiation; usually performed using 'box' measurements (Sobrino and Caselles, 1993) . However, such box measurements are very time-consuming and cannot easily be expanded to large areas because the approach requires sampling of the target with several lids of varying reflectivity/temperature. In contrast, remote sensing retrievals focus on estimating the thermal emissivity for large extended objects. These retrieval algorithms rely on the relationship between the emissivity and optical indices, such as NDVI (Su, 2002; Jimenez-Munoz et al., 2006) . However, this relationship imposes limitations as it does not account for the variations found in the emissivity values (Salisbury and D'Aria, 1992) for different soil types and water content levels.
Alternatively, remote sensing approaches exist that perform temperature emissivity separation (TES) (Payan and Royer, 2004 ) using multiple thermal bands (Yamaguchi et al., 1998; Payan and Royer, 2004; Sobrino et al., 2007) . However, these investigations were limited to retrieving spectrally averaged emissivity values (Sobrino and Caselles, 1993; Olioso, 1995; Chen et al., 2004; Jimenez-Munoz et al., 2006; Lopez et al., 2012) due to lack of equipment with appropriate spectral sampling, signal to noise ratios, and spatial resolutions. However, recent research has shown that it is possible to discriminate spectral emissivity features of leaves (Ribeiro da Luz and Crowley, 2007) . Such investigations are now feasible due to new instruments T capable of hyperspectral acquisitions of the thermal spectral response (Vaughan et al., 2003; Liu et al., 2007; Hecker et al., 2010; Hecker et al., 2011; Schlerf et al., 2012) .
Such thermal hyperspectral emissitivies can be used to enhance the retrieval of vegetation traits. While in the past only optical (0.4 m-2.5 m) hyperspectral measurements were possible, for retrieval of leaf constituents based on PROSPECT (Jacquemoud et al., 1996; le Maire et al., 2004; Colombo et al., 2008; Jacquemoud et al., 2009 ), these new thermal hyperspectral sensors (using the spectral absorption/ emission behavior between 2.50 μm and 15.00 μm), provide the possibility to species identification (Ribeiro da Luz and Crowley, 2010; Ullah et al., 2012; Rock et al., 2016) , and to estimate plant constituents (Elvidge, 1988; Salisbury and md, 1998) . Specifically, research has focused on estimating leaf chemistry (Ribeiro da Luz and Crowley, 2007) and leaf water content (Fabre et al., 2011; Ullah et al., 2014) from the lab thermal hyperspectral acquisitions. The lab-based approaches have limitations that limit applicability. Specifically, they require that the samples be heated to a temperature above ambient conditions and that the leaves are cut from the plant (Ribeiro da Luz and Crowley, 2007) ; thereby disturbing the natural behavior of the leaves (such as the opening and closing of the stomata). In order to minimize this effect, additional measurements should be considered on live plants in the field.
Field measurements provide additional challenges before leaf constituents can successfully be retrieved. In particular, the radiative path between sensor and target needs to be considered. While in the laboratory the influence of the atmospheric conditions can be controlled by flooding the integrating sphere with nitrogen (Hecker et al., 2011) , in field experiments this cannot be done. As a consequence, the radiative measurements should be atmospherically corrected (Su et al., 2005; Su et al., 2008) . This is generally performed using simulations from dedicated atmospheric radiative transfer models such as MODTRAN (Berk et al., 1998 ) using a priori information about concentrations of atmospheric constituents. In most cases such concentrations are not known. This is because measurements by gas-analyzers, such as the LICOR 7500 (LICOR Biosciences, Nebraska, USA), are very expensive. The objective of this research is therefore to develop an approach to auto-atmospherically correct thermal hyperspectral emissivity measurements.
Materials and methods
For the hyperspectral measurements, a thermal radiometer from the MIDAC Corporation (MIDA, Costa MESA, CA, USA) was used, see , see Table 1 . While the sensor itself is cooled with Liquid Nitrogen to improve signal to noise ratio levels, the housing of the instrument is not thermally controlled. Instead its thermodynamic properties are assumed to be 'semi-static' due to the thickness of the aluminium casting (providing a weight of 16 kg).
The spectrometer has been modified in order to look down at the specific targets, as the instrument was initially designed by MIDAC for open path atmospheric measurements (Hecker et al., 2011) . This is accomplished by a gold-plated folding mirror in the fore-optics (built by the Advanced Photonics Internal Corporation), see Fig. 1 . In addition to the gold-plated mirror, two blackbodies required for the calibration of the system were also mounted on the fore-optics. These are set to temperatures 'higher than target' and 'lower than target' (Hecker et al., 2011 ). An additional modification was implemented to enable multidirectional observations similar as in a goniometer Timmermans et al., 2009) , with 5°incremental steps from 0 up to 90°v iew direction.
Study area
The MIDAC setup was used during ESA's REFLEX field campaign in 2012 at the Las Tiesas agricultural test farm in Barrax, Spain. In total, 13 types of target in 6 locations were measured in a period of 5 days (22-07-2012 till 26-07-2012 ), see Table 2 .
Processing steps
In field spectrometry, radiometric measurements are not only influenced by the reflected incoming atmospheric radiation, but also attenuated by the atmosphere, as shown in following radiative transfer equation. ]. In order to retrieve ε λ ( )
target
, not only the downwelling radiance should be well known, but also the atmospheric transmissivity and the upwelling radiance needs to characterized (Hecker et al., 2013) . The contribution of the outgoing atmospheric radiance to the total measured radiance is very small due to the close range of the instrument to the target, and therefore in this research is omitted from the atmospheric correction
. The radiative transfer equation therefore simplifies to Eq. (1).
In order to use this equation, a single measurement consists of several acquisitions which are performed before/after the target acquisition. In optical hyperspectral measurements, the incoming radiation is characterized by performing an acquisition of a spectrally flat Lambertian reflector (with low absorption/transmission coefficients). A similar approach is performed for thermal measurements by using a highly (thermal) reflective body with a well-known temperature. Additionally, the MIDAC instrument does not provide calibrated radiances; the radiances are provided only in DN-values. The calibration requires the acquisition of thermal radiances of a hot and cold blackbody (mounted on the fore-optics of the setup). Within the presented setup, these auxiliary acquisitions are performed not only before, illustrated by Fig. 2 ), but also after the target acquisition, in order to characterize the stability of the atmosphere/blackbodies.
A single measurement consequently consists of 7 acquisitions by the thermal hyperspectral radiometer, namely: 1× hot and 1xcold blackbody, 1× reference plate, 1× target, 1× reference plate, and finally again 1× hot and 1xcold blackbody. As illustrated in Fig. 3 , the processing of each acquisition into a spectral emissivity is provided in the following sections.
Calibration
The MIDAC instrument only provides digital counts (DN). Consequently these observations need to be calibrated using the acquisitions of two blackbody (BB) targets with known emissivity and temperature. The quantum efficiency of the instrument is afterwards estimated as a linear function between these two temperatures for each wavelength, see Eq. (2).
Here DN ]estimated from the black body measurements, as shown in Eqs. (3) and (4). It should be noted that the linearity assumption is only true when the temperatures of the BB are close to each other. However, this is not applicable in the field as temperatures can vary between 30 and 55°, especially for a vegetation soil mixture . For this reason, the temperatures of the hot black body (BBhot) and cold black body (BBcold) is respectively set to 60°C and 20°C.
Gold measurements
Information about the incoming thermal radiation is of crucial importance in the estimation of emissivity, as the hyperspectral emissivity of the various targets is less than unit. In that respect the incoming thermal radiation at the target level during the acquisition needs to be known. This is performed by measuring the reflected radiances from an Infragold-plate (by Labsphere) (held up to the target level), as illustrated by Eq. (5).
For the estimation of the incoming radiation the following requirements need to be met: 1) the transmissivity of the atmosphere is characterized, 2) the temperature of the gold is measured and 3) the emissivity of the gold plate is very low and well known. In this research all of these boundary conditions are met: the transmissivity is estimated on the basis of the Blackbody measurements (see 2.2.4), the skin temperature of the gold plate is measured using a contact probe at the backside of the plate, and the gold plate itself has been calibrated to well known specifications.
Emissivity estimation
The hyperspectral emissivity can be determined using the measured radiation from the target, the incoming radiation and the 'theoretical' radiation as calculated by the Planck Curve.
Here, atmospheric transmissivity is estimated on the basis of the blackbody measurements and the skin temperature of the target, T s , is obtained by partial least square fitting of the Planck curve against the retrieved radiation. The window for which we estimate the RMSE can be defined statically or based on an iterative approach to find the maximum temperature.
Estimating atmospheric transmissivity from MIDAC measurements
In the calculation of incoming radiation and, afterwards, the emissivity, the atmospheric transmissivity needs to be known. The atmospheric transmissivity between the sensor and the target is defined as ] at 2 m height. Unfortunately no measurements were performed at the soil/vegetation level and therefore direct application of Eq. (8) is not possible. Alternatively, the atmospheric transmissivity can also be calculated from radiance measurements of the hot & cold blackbodies, see Eq. (9).
This transmissivity can be converted into the τ λ ( ) target when assuming that atmospheric gas concentrations between sensor and hot/ cold blackbody are the same for the sensor-target path. In that case the only difference in the transmissivity is caused by the difference in path length. Assuming near-mono-chromatic radiation, characterized by low variation in k, this transmissivity can be calculated by Eq. (10).
where k τ ( ) is the atmospheric extinction coefficient due to scattering/ absorption by the atmospheric gasses along the pathlength, and x BB [m] , between the sensor and the blackbody. Note, that the relationship between from τ λ ( )
is given in Eq. (11).
From this transmissivity the concentrations of the atmospheric gases can be determined by inverting simulations of the bottom of atmosphere radiative transfer. However Eq. (8) assumes that the measurements have been calibrated already and that in the calibration step no atmospheric effects were present. As can be observed from Fig. 2 atmospheric effects are clearly visible in the measurements of both Blackbodies and will also be present in G λ ( ) and O λ ( ). This can be solved by first atmospherically correcting the raw measured DN values of all measurements (blackbodies/gold/target) before calibrating the data with Eq. (2). In that respect the atmospheric transmissivity should be retrieved from uncalibrated measurements. Considering the original Eq. (8), this can be rewritten to Eq. (12).
Here the DN BB is the uncalibrated emitted radiance [−] from the hot/ Fig. 3 . Dataflow in the atmospheric auto-correction of hyperspectral thermal data.
cold black bodies, from which atmospheric absorption features are omitted. This variable can be obtained by first filtering out the absorption features from the measurements and afterwards interpolating the filtered data. The removal of the absorption features is performed by estimating atmospheric windows on the basis of MODTRAN simulations. These windows are defined for which the simulated transmissivity is higher than a threshold value (in this case 0.99), see Eq. (13).
Afterwards the reference spectrum, DN λ ( ) ref , is found by filling the gaps using simple linear interpolation.
2.2.5. Emulating the MODTRAN atmospheric radiative transfer model Using the approach specified in 2.2.4, the atmospheric transmissivity can be estimated using the blackbodies (mounted in the foreoptics). However, this atmospheric transmissivity is only for the short path length between sensor and blackbody. The most important step in correcting the MIDAC target acquisitions is scaling this 'short' atmospheric transmissivity, by characterizing the radiative transfer at the bottom of the atmosphere. Atmospheric radiative transfer characterization has successfully been performed in the past (Verhoef and Bach, 2007 ) using the MODTRAN model (Berk et al., 1998) . Although mostly used at coarse spectral resolution (Verhoef and Bach, 2007) , MODTRAN is also capable of very high spectral resolutions, 0.1 cm −1 , and consequently is very suitable for atmospherically correcting MIDAC observations at 0.5 cm
. However, a full inversion of MODTRAN for the retrieval of emissivity would be timely due to the computation time of the model, since MODTRAN was designed for simulating the non-linear impact of the full atmosphere on the radiation.
A simple model was therefore constructed for estimating gas concentrations at the bottom of the atmosphere. This model was than calibrated with a limited set of MODTRAN runs using a path length of L = 1 m. Considering the MODTRAN simulation with default concentrations we can then ascribe the difference in transmissivity to this default simulation.
n n (8)
gas gas 1 (9)
gas n gas n gas 1 (10) where τ n is the atmospheric transmissivity under standard conditions, τ gas the atmospheric transmissivity with a change in either C0 2 (g) or H 2 0(g) concentration, and τ' describes the specific impact of these gas concentrations on the normal transmissivity. This impact is caused by the change in the extinction coefficient dk λ ( ) gas which can be described as
gas gas
where S gas = C gas /C n describes the scaling of the CO 2 variations relative to the default scenario (C n ). Two functions (Linear and quadratic) were evaluated against MODTRAN simulations with different gas concentrations.
The coefficients of this functions can be determined on the basis of only 3 scenarios. For the quadratic function this is illustrated below.
S = 0:
2. S = 1: τ s=1 = τ n or τ' = 1, which implies that = = dk λ S ( , 0) 1 3. S = 2:
s Q n , which implies that
These scenarios are then used to analytically estimate the quadratic coefficients A λ ( ), B λ ( ) and C λ ( ).
, which leads to
, which leads to after some rearranging to
Consequently the coefficients can therefore analytically be calculated using these three sets of coupled equations, which only uses 2 MODTRAN simulations per atmospheric gas: 1 default simulation and 1 simulation for which Q > 1. It should be noted that within scenario 1, the assumption that τ s=0 = 1 only holds when no other gas is interfering at those wavelengths.
The evaluation of the results (between the MODTRAN simulations and the two emulated spectra) involved 1) the fitting of the functions against the simulations, 2) the reconstruction of dk λ ( ) gas using these fitted functions, and 3) the comparison of the difference between the original and reconstructed values of dk λ ( ) gas .
Estimating concentrations of atmospheric gasses
Using the transmissivity estimated from Eq. (14) and the simple atmospheric radiative transfer model, the H 2 0 and C0 2 gas concentrations can be determined. In order to evaluate the retrieval of these atmospheric constituents, a comparison was performed with measured concentrations. In the REFLEX 2012 field campaign, several eddy covariance stations were deployed (in the Camelina, wheat stubble and vineyard measurement locations) for estimating the land surface exchange processes. Each of these stations contained multiple CSAT 3D-anemometers and LICOR 7500 gas analyzers at different heights. The measured values of the H 2 0 concentrations were used in this analysis for evaluating the estimations using the MIDAC measurements.
Results
In this section, only the results of 1) for the emulation of the MODTRAN, 2) the intercomparison of atmospheric gas constituents and the 3) final atmospheric correction are shown.
Estimating atmospheric transmissivities
Results for estimating the atmospheric transmissivity are illustrated by Fig. 4 . Here initial MODTRAN simulations are used to indicate the location of large absorption bands, as is shown by Fig. 4A (top panel) . This information is used to filter the original DN acquisitions of the blackbody radiation. The gaps that have been created by this filtering have been linearly interpolated, as is illustrated by Fig. 4a (bottom  panel) . Finally the atmospheric transmissivity is estimated as the ratio of the interpolated with original acquisition, as is shown in Fig. 4b .
In Fig. 4B the atmospheric transmissivity calculated using acquisitions of the cold blackbody before (1, represented with a blue line) and after (2, represented with a green line) the target acquisition is shown. A clear difference is observed between these observations, indicating temporal dynamics in atmospheric gas concentrations during the target acquisition. As such, the atmospheric transmissivity during target acquisition is estimated by weighing τ λ ( ) 1 and τ λ ( ) 2 .
Simplistic emulation of MODTRAN
In order to retrieve the gas-concentrations from the retrieved atmospheric transmissivity, a simplistic emulation of the MODTRAN RTM was performed. This investigation was done using the original sampling of MODTRAN (0.1 cm −1 ) and MODTRAN data resampled to MIDAC spectral resolution (0.5 cm
). In both scenarios, the quadratic RTMs showed lower errors over the Fig. 4 . Estimation of Atmospheric Transmissivity using the MIDAC measurements of a hot black body (60°C). In panel A the filter process is shown. In Panel B the atmospheric transmissivity estimated from the original data and the absorption free data is shown. . In panel A the filter process is shown. In Panel B the atmospheric transmissivity estimated from the original data and the absorption free data is shown. . In panel A the filter process is shown. In Panel B the atmospheric transmissivity estimated from the original data and the absorption free data is shown. whole H20 scaling range than the linear RTMs, shown in Figs. 5 and 6 . In addition the relative errors between the MODTRAN and the quadratic RTM showed a flatter response to the H 2 0-scaling than the linear RTM.
Specifically, for the original 0.1 cm −1 spectral resolution using the simple linear RTM, it was found that relative errors were lower than ± 5% for most of the H 2 0 scaling range when considering MODTRAN absorption features with τ > 0.5. When the absorption features become more pronounced (0.1 < τ < 0.5) the linear model has more difficulty in representing these dips, and consequently the relative errors grow to about ± 8%. These relative errors decreased when using a quadratic RTM to values lower than ± 1% for most of the H 2 0 scaling range when considering MODTRAN absorption features with τ > 0.3. Only for absorption features with 0.1 > τ > 0.3 and a H 2 0-scaling larger than 1.3, do the errors grow larger. In those extreme conditions nearly all the emitted radiation will be absorbed by the atmosphere, and consequently the signal measured by the MIDAC will not originate from the target. For the resampled 0.5 cm −1 spectral resolution, similar results were found except that errors in general were larger. In particular, it was found that, for pronounced absorption features (0.1 < τ < 0.5), errors increased to around 20% in the case of a linear RTM and to around 10% in the case of a quadratic RTM. In addition, the errors for the quadratic feature also start to display a dependence on the H 2 0-scaling. However, for small and medium absorption features (0.5 < τ < 1.0), errors in retrieving the MODTRAN simulated transmissivity are still acceptable (< 10%). Consequently it was decided that a quadratic function was used for representing the bottom of atmosphere radiative transfer.
Estimating concentrations of atmospheric gasses
After the atmospheric transmissivity was identified on the basis of the Hot/Cold blackbody uncalibrated measurements the simple radiative transfer model was used to retrieve the H20 and CO2 gas concentrations. The errors between the transmissivity estimated empirically by the MIDAC measurements and simulated by the simple RTM is shown in Fig. 7 . It is observed that for the majority of the spectrum the errors between the retrieved and simulated transmissivity is lower than 1% resulting in a good estimate of the gas concentrations.
Afterwards the H20 and C02 gas concentrations found were compared against the LICOR 7500 measurements of the closest station, see Table 3 .
It is observed (apart from the highlighted measurements) relative errors are below 30%, with an average of 27.53%. These errors are similar as the errors of most ET remote sensing algorithms, which are around 15-30% (Kalma et al., 2008) . In that aspect the retrieval of H20 concentrations with the MIDAC (as a non-dedicated instrument) exceeds expectations. In contrast to these results, some additional anomalous results were found for Reforestation vegetation, wetted soil for Reforestation (highlighted in bold). For these measurements, the relative errors are much higher (> 40%). This is discussed in more detail in Section 4.
Apart from these anomalous results, the estimation of the H20 gas concentration provides reasonable values in comparison to the LICOR 7500 measurements. In future researches MIDAC measurements it should be investigated how the placement of the LICOR 7500 measurements impacts the accuracy of the retrieval.
Atmospheric correction of the radiative measurements
After the gas concentrations are determined that MIDAC measurements can be corrected for the atmospheric transmissivity, as illustrated by Fig. 8 .
It is observed that the atmospheric correction of the data at the absorption features provides too high DN values, in particular the overcorrection of the CO2 features at around 4.3 μm. While some of the errors occur from trying to correct observations inside deep absorption features (0.1 < τ < 0.3) while the original emitted radiation was already very low, this does not explain the errors found at the C02 absorption feature around 14.8 μm. In the following paragraph possible errors are discussed in more detail.
Discussion
The large relative errors of retrieving water vapor content, is explained because 1) the effect of the surface heterogeneity and 2), the evaporation of the soil. The large errors found for the Reforestation measurements is explained by the heterogeneity of the surface, with the area consisting of large rows of planted trees and large patches of bare soil. While the MIDAC measurements of the vegetation is performed at close proximity to one of these trees, the LICOR 7500 measurement was performed at 5 m height at around 100 m away from the MIDAC measurement. At this height the footprint of the LICOR system is about 200 m × 200 m (depending on the wind speed), and the evaporation of multiple trees and soil are measured. This creates errors between the MIDAC retrieved H20 and the LICOR7500 measurement are larger than for the other vegetation types. The large errors for the wetted soil at the Reforestation and Vineyard sites are explained by the evaporation of the wetted soil. By wetting the soil, the local humidity is increased. By comparing this local H20 concentration to the area averaged H20 concentration provides an error, especially if the surrounding atmosphere is as dry as the Barrax region. As can be observed from Fig. 8 , errors are found when auto-correcting the atmospheric effects in the thermal hyperspectral MIDAC measurements. These errors can be split into two parts: the overcorrection of the atmospheric absorption features and the mismatch between MODTRAN and MIDAC resolution.
The starting hypothesis of this research was that the outgoing radiation by the atmosphere, as measured by the instrument, was very small and could be neglected. The amount of the outgoing radiation can be considered as , assuming that the reflection coefficient can be neglected, = ρ λ ( ) 0 atm . The contribution of the outgoing atmospheric radiation to the total radiation therefore increases when the atmospheric transmissivity decreases. Although this has a low effect when estimating the gaseous constituents (as the methodology focusses on 'high' transmissivity ranges) it is still required for correcting the measured radiances in the case of low atmospheric transmissivities. However, this presents an extra processing step. In this processing step not only the atmospheric emissivity is required, but also the temperature of the air between the target and the measurement needs to be characterized. This could still be performed within an auto-correcting methodology by using both the measurements of hot and cold blackbodies. At present, the atmospheric transmissivity is derived using either hot or cold blackbody acquisitions. The impact of outgoing atmospheric radiation on the measurement is different for (blackbody) targets of different temperature. This provides the potential of estimating also air temperature using the combination of hot and cold blackbody observations.
The second source of errors in the emissivity estimations originates from the mismatch between MODTRAN and MIDAC spectral resolutions. Considering the CO2 absorption feature at 14.8 μm it is argued that the estimation of the CO2 concentration was successful. The autocorrection resolves accurately most of the right-sided (< 14.8 μm) absorption feature. However on left-sided part of the feature is completely overcorrected. This happens if the simulated transmissivity and the MIDAC measured are not spectrally collocated. The FTIR spectrometer was specified to have a spectral resolution of 0.5 cm −1 by the MIDAC Corporation. However, considering the data a spectral resolution of 0.482 cm −1 was found. Under normal conditions this does not provide a problem, but considering the narrow Fraunhofer line features, this difference in sampling becomes much more complicated. Interpolating this data to higher spectral resolution is not problem due to the nonlinearity of the shape of the Fraunhofer lines. One method of solving this problem is by taking into consideration the spectral sensitivity of the MIDAC FTIR sensor when resampling the MODTRAN simulations. The MIDAC observations can then be simulated by convoluting the simulations (by MODTRAN or the simple RTM) with the sensor sensitivity. However, this sensitivity is not provided for. A possible solution for this is performing measurements of specific well known features (such as specific quartz-crystals) for which the whole spectrum is well known, and de-convoluting the measured DN values against the a-priori spectrum. This investigation however falls outside the scope of this research. A third source of error's might arise by the simplication of the MODTRAN model. In this model, it is assumed that the transmissivity behaves according to the Beer's Law. However, when strong absorption features are present, this does no longer apply. In fact, MODTRAN itself uses a correlated-k approach in these regions. Here, MODTRAN devides the absorption band up into 16 bins. Beer's law is than calculated for each bin and aggregated afterwards. Assuming a single beer's law (Eq. (9)) might oversimplify the scenario too much, leading to higher error's in these bands.
Conclusions
In this paper, a method for auto-correcting the atmospheric effects in thermal hyperspectral measurements from a MIDAC field-spectrometer were presented. First, the local atmospheric transmissivity was estimated using the acquisitions of the two (hot and cold blackbodies). Afterwards, a simple atmospheric radiative transfer model was created to be coupled with these transmissivities. It was found that a quadratic simple RTM was capable of correctly capturing the radiative transfer of the bottom of the atmosphere as simulated by the detailed MODTRAN model. Finally, The H2O gas concentrations were estimated on the raw DN data of the MIDAC, instead of the calibrated measurements and compared against the values measured by LICOR 7500 gas analyzers from different stations in the study area. It was found that for most measurements the retrieval of H20 gas concentrations performed reasonably well (particularly in comparison to retrieval accuracies in RS ET algorithms). After the retrieval of the atmospheric gas-constituents, an atmospheric correction was performed on the target acquisitions. In the attempt severe overcorrections were observed. This error originates from two sources: 1) the method tries to correct for radiative fluxes at deep absorption features for which all of the radiation is already been absorbed by the atmosphere, 2) the spectral collocation of the MODTRAN simulations with the MIDAC observations is affected by spectral sensor sensitivity. No additional correction is possible for the first type of error. For the second type of error more investigation is required, in particular about the spectral sensor sensitivity, using a spectral deconvolution approach.
