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a b s t r a c t
The existence of a small partition of a combinatorial structure into random-like subparts, a
so-called regular partition, has proven to be very useful in the study of extremal problems,
and has deep algorithmic consequences. The main result in this direction is the Szemerédi
Regularity Lemma in graph theory. In this note, we are concerned with regularity in
permutations: we show that every permutation of a sufficiently large set has a regular
partition into a small number of intervals. This refines the partition given by Cooper (2006)
[10], which required an additional non-interval exceptional class. We also introduce a
distance between permutations that plays an important rôle in the study of convergence
of a permutation sequence.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider permutations on the set [n] = {1, 2, . . . , n}, which are bijective functions σ : [n] → [n]. The
positive integer n is called the length of the permutation σ and is denoted by |σ |. A graph G = (V , E) is given by its vertex
set V and its edge set E ⊆ {{u, v} ⊂ V : u ≠ v}.
In recent years, there has been growing interest in the study of the structural behavior of permutations with some
given extremal property. Two examples thereof involve the occurrence of patterns in permutations. Given permutations
τ on [m] and σ on [n], we say that a strictly increasing m-tuple (x1, . . . , xm) ∈ [n]m induces a subpermutation τ in σ if
τ(i) < τ(j) implies that σ(xi) < σ(xj) for every (i, j) ∈ [m]2. For instance, there is a subpermutation τ = (3, 1, 4, 2) in
σ = (5, 6, 2, 4, 7, 1, 3),1 since σ maps the strictly increasing 4-tuple (1, 3, 5, 7) onto (5, 2, 7, 3), whose elements appear
in the relative order given by τ .
Naturally, onemay ask about the structure of τ -avoiding permutations, that is, of the permutations σ that do not contain
some fixed subpermutation τ on [m]. In this direction, an important result is the proof by Marcus and Tardós [18] of the
Stanley–Wilf Conjecture, which states that the number of τ -avoiding permutations on [n] is bounded by Cn, where C is a
constant (depending on τ ). Another natural problem is, for a given permutation τ and a fixed positive integer n, to find
a permutation σ on [n] with the maximum number of copies of τ . An approach to this problem for a particular family of
✩ The statements of some of the results of this paper have appeared in the Proc. of the V Latin-American Algorithms, Graphs andOptimization Symposium
(LAGOS 2009).∗ Corresponding author. Tel.: +55 85 32874643; fax: +55 85 33669847.
E-mail addresses: choppen@ufrgs.br (C. Hoppen), yoshi@ime.usp.br (Y. Kohayakawa), rudini@ufc.br, rudinims@gmail.com (R.M. Sampaio).
1 A permutation σ on [n] is represented by σ = (σ (1), . . . , σ (n)).
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permutations τ was given by Hildebrand, Sagan and Vatter [13]. For further developments in this area, see also Bóna [6] and
Hästö [12].
In the case of graphs, a tool that has achieved great success in the solution of extremal problems is the Szemerédi
Regularity Lemma [20]. More recently, Cooper [10] obtained a permutation analogue of the Regularity Lemma, which was
used to provide a structural description of permutations that avoid a specified pattern and to prove that every permutation
avoiding a specified pattern has a nearlymonotone linear-sized subset, among other things. A substantial difference between
graph regularity and permutation regularity is that, unlike in the graph case, the partition classes of a permutation on [n]
have an order constraint, as they are associated with intervals of [n]. Moreover, Cooper’s result does not provide a uniform
partition, as one of the partition classes, the exceptional class, is not an interval. We show that this class may be avoided; in
other words, sufficiently large permutations have a regular partition on a small number of classes, all of which are intervals.
Furthermore, we may always find a positive integer k for which all uniform equitable partitions into k intervals are regular.
This uniformity is not only aesthetically pleasing, but allows one to create ever more regular partitions through an iterative
partition process. In the graph context, this has proven to be a useful technical tool, applied for instance in the study of
convergence of permutation sequences by Lovász and Szegedy [17] and of property testing by Alon et al. [1].
A relaxation of Szemerédi’s regularity has been introduced in the context of graphs by Frieze and Kannan [11]
with the name of weak regularity, also known as pseudo-regularity. This concept has important consequences in matrix
decompositions and in the design of efficient approximation algorithms for NP-hard problems, to mention just two of the
applications in the original paper. Furthermore, weak regularity has played an important rôle in the study of convergence
of dense graph sequences in [17]. Indeed, there is a connection between weak regularity and a notion of distance for graphs,
called the rectangular distance, which, as shown by Borgs et al. [7], leads to a definition of convergence of graph sequences
that is equivalent to the convergence defined in [17].
In this note, we introduce a distance between permutations motivated by the discrepancy of a permutation, defined by
Cooper [9]. In consonance with the graph case, this distance is used in [15] to determine the convergence of permutation
sequences. An important step in that work is to relate permutations with a family of continuous functions in a ‘‘regular’’
way, which is reminiscent of weak regularity.
Ourwork consists of twomain sections. The first discusses regularity for permutations and states ourmain result, namely
that every sufficiently large permutation has a regular partition into a small number of intervals. Section 3 is devoted to
the rectangular distance for permutations and to its connection with weak regularity and the convergence of permutation
sequences. Open problems and concluding remarks are included in Section 4.
2. Regularity for permutations
Cooper [10] established a permutation counterpart of the Szemerédi Regularity Lemma. To state his result, some
preliminary definitions are needed. First, we encode permutations as graphs. Given a permutation σ on [n], the graph Gσ of
σ is the bipartite graph with disjoint copies of [n] as color classes A and B, where {a, b}, with a ∈ A and b ∈ B, is an edge if
σ(a) < b. An interval in [n] is a set of the form {x ∈ [n] : a ≤ x < b}, where a, b ∈ [n + 1] are called the endpoints of the
interval. The set of all intervals in [n] is denoted by I(n). For intervals S, T ∈ I(n) and a permutation σ on [n], the σ -density
dσ (S, T ) of S into T is the edge density of the bipartite subgraph of Gσ induced by S ⊆ A and T ⊆ B, that is,
dσ (S, T ) = eσ (S, T )|S||T | =
1
|S||T | |{(s, t) ∈ S × T : σ(s) < t}|.
A k-partition P = (Ci)ki=0 of a permutation σ on [n] is a partition of [n] into k+1 sets C0, C1, . . . , Ck, where Ci is an interval
for every i ≥ 1. A partition P is uniform if C0 = ∅ and P is said to be equitable if ||Ci| − |Cj|| ≤ 1 for every i, j ∈ [k]. Note that
there is a slight abuse of terminology, as P partitions the set [n] rather than the permutation σ .
For a constant ε > 0, a permutation σ on [n] and intervals Cs, Ct ∈ I(n), we say that (Cs, Ct) is ε-regular with respect
to σ if, for all subintervals Is ⊂ Cs and It ⊂ Ct satisfying |Is| ≥ ε|Cs| and |It | ≥ ε|Ct |, we have |dσ (Is, It)− dσ (Cs, Ct)| < ε. In
other words, the ε-regularity of (Cs, Ct) with respect to σ implies that the set of pairs (x, y) ∈ Cs × Ct such that σ(x) < y
is not concentrated on Is × It , for any pair (Is, It) of subintervals of (Cs, Ct); thus, restricted to (Cs, Ct), the permutation σ is
evenly distributed, or random looking.
Definition 2.1. An equitable k-partition P = (Ci)ki=0 of a permutation σ on [n] is said to be ε-regular if |C0| < εn and, for all
but at most εk2 pairs (s, t) ∈ [k]2, the pair (Cs, Ct) is ε-regular with respect to σ .
Theorem 2.2 (Cooper [10]). For every ε > 0 and every integer m > 1, there exist integers n0 and M with the following
property. Let n ≥ n0 and let σ be a permutation on [n]. Then there is an ε-regular equitable k-partition P = (Ci)ki=0 of σ for
which m ≤ k ≤ M.
We show that the exceptional class C0 is unnecessary, that is, the ε-regular k-partition may be chosen to be uniform.
From one such partition, it is easy to conclude that, for this value of k, every uniform equitable k-partition is ε-regular for σ .
Formally, we have the following.
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Theorem 2.3 (Uniform Permutation Regularity Lemma). For every ε > 0 and every m > 1, there exist integers M > m and
n0 with the following property. Let n ≥ n0 and σ be a permutation on [n]. Then there is a constant k ∈ [m,M] such that every
uniform equitable k-partition P = (Ci)ki=1 of σ is ε-regular.
Apart from providing a neater partition, this Regularity Lemma may be used to show that, for any ε-regular uniform
partition P of a sufficiently long permutation and any fixed ε′ < ε, there is a refinement P ′ of P that is ε′-regular. Note that
the occurrence of an exceptional class C0 in P could be a hurdle for this, as it may be too large to be part of an exceptional
class of P ′. Iterations of this partition step would yield ever more regular partitions, which has been successfully used in
graph theory to obtain stronger forms of regularity, as illustrated by the work of Alon et al. [1].
The remainder of this section is devoted to the proof of Theorem 2.3, which starkly resembles the proof of Theorem 1
in [10]. As a matter of fact, the general structure of the proof is very similar, with the addition of a very important step: we
provide a tighter estimate of a crucial inequality. (See Lemma 2.6.)
We start with some definitions and notation. Owing to the strong connection between the two papers, we follow the
notation and terminology of [10] rather closely. Let n be a positive integer and let σ be a permutation on [n]. Henceforth,
we use the notation d(·, ·) and e(·, ·) for dσ (·, ·) and eσ (·, ·), respectively. For intervals X, Y ∈ I(n), define the index of the
pair (X, Y )with respect to σ to be
q(X, Y ) = d2(X, Y ) |X ||Y |
n2
.
Moreover, for partitionsX and Y of X and Y , respectively, into subintervals, the index q(X,Y) is given by
q(X,Y) =

X ′∈X

Y ′∈Y
q(X ′, Y ′).
Finally, for a partition P = (Ci)ki=1 of [n] into subintervals, we let the index q(P) be
q(P) =

i,j∈[k]
q(Ci, Cj) ≤ n−2

i,j∈[k]
|Ci||Cj| = 1.
The following lemma has been established by Cooper [10, Lemma 12]. It says that, as a partition of [n] is refined, the index
cannot decrease. The reader is referred to [10] for a proof, which is a straightforward application of the Cauchy–Schwarz
inequality.
Lemma 2.4. Let C,D ∈ I(n) be intervals. If C andD are partitions of C and D, respectively, then q(C,D) ≥ q(C,D). Moreover,
if the partition P ′ refines a partition P of [n], then q(P ′) ≥ q(P).
It can be shown that evenmoremay be achieved for pairs of intervals that are not ε-regularwith respect to a permutation
σ . The proof of the next result is adapted from Cooper [10], but it is provided here due to its importance for forthcoming
results.
Lemma 2.5 (Lemma 13 in [10]). Fix ε > 0, a positive integer n, and a permutation σ on [n]. Consider disjoint intervals
C,D ∈ I(n). If (C,D) is not ε-regular with respect to σ , then there exist partitions C = (CL, CI , CR) and D = (DL,DI ,DR)
of C and D into intervals, respectively, such that
q(C,D) ≥ q(C,D)+ ε4 |C ||D|
n2
,
where CL ∪ CR ≠ ∅ and DL ∪ DR ≠ ∅.
Proof. Since (C,D) is not ε-regular with respect to σ , there exist subintervals CI ⊂ C and DI ⊂ D for which |CI | > ε|C | and
|DI | > ε|D|, but η = d(CI ,DI)− d(C,D) satisfies |η| = |d(CI ,DI)− d(C,D)| > ε.
Consider the partitions C = (CL, CI , CR) and D = (DL,DI ,DR), where CL and CR consist of the elements respectively to
the left and to the right of CI in C . The analogous holds forD . Applying the Cauchy–Schwarz inequality, one obtains
q(C,D) = 1
n2

i,j∈{L,I,R}
e2(Ci,Dj)
|Ci||Dj| =
1
n2

e2(CI ,DI)
|CI ||DI | +

(i,j)≠(I,I)
e2(Ci,Dj)
|Ci||Dj|

≥ 1
n2

e2(CI ,DI)
|CI ||DI | +
(e(C,D)− e(CI ,DI))2
|C ||D| − |CI ||DI |

. (1)
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Now, the definition of η tells us that
e(CI ,DI) = |CI ||DI ||C ||D| e(C,D)+ η|CI ||DI |,
which, substituted into (1), leads to
q(C,D)n2 ≥ 1|CI ||DI |
 |CI ||DI |
|C ||D| e(C,D)+ η|CI ||DI |
2
+ 1|C ||D| − |CI ||DI |
 |C ||D| − |CI ||DI |
|C ||D| e(C,D)− η|CI ||DI |
2
= e
2(C,D)
|C ||D| + η
2|C ||D| |CI ||DI ||C ||D| − |CI ||DI | . (2)
We use the facts that |CI | ≥ ε|C |, |DI | ≥ ε|D| and η2 > ε2 to obtain
q(C,D)n2 ≥ e
2(C,D)
|C ||D| + ε
4|C ||D| = q(C,D)n2 + ε4|C ||D|, (3)
as required. 
The following result is a refinement of Lemma 2.5 and will be essential for obtaining an ε-regular partition of σ with no
exceptional class. Roughly, it states that the conclusion of Lemma 2.5 remains unchanged if we reduce the ‘‘middle’’ intervals
CI and DI up to a proportion of 1− ε5 of their original length.
Lemma 2.6. Fix 0 < ε ≤ 1/4, an integer n and a permutation σ on [n]. Consider disjoint intervals C,D ⊂ [n] such that (C,D)
is not ε-regular with respect to σ , and let C = (CL, CI , CR) and D = (DL,DI ,DR) be the partitions of C and D, respectively,
provided by Lemma 2.5. Let C ′I ⊆ CI and D′I ⊆ DI be subintervals satisfying |C ′I | ≥ |CI |(1 − ε5) and |D′I | ≥ |DI |(1 − ε5), and
let C ′ (resp.D ′) be the partition of C (resp. D) into at most three intervals for which C ′I (resp. D
′
I ) is the middle interval. Then the
following inequality holds:
q(C ′,D ′) ≥ q(C,D)+ ε4 |C ||D|
n2
.
Proof. The proof of this result depends on a sharper analysis of the error between the inequalities (2) and (3) in the proof
of Lemma 2.5.
We consider C ′I ⊆ CI and D′I ⊆ DI with |C ′I | = |CI |(1− x) and |D′I | = |DI |(1− y), where 0 ≤ x, y ≤ ε5. With the notation
a = b± ε standing for a ∈ [b− ε, b+ ε], we have
d(C ′I ,D
′
I) =
e(C ′I ,D
′
I)
|C ′I ||D′I |
= e(CI ,DI)± (x+ y)|CI ||DI ||CI ||DI |(1− x)(1− y) =
d(CI ,DI)± (x+ y)
(1− x)(1− y) .
As a consequence,
|d(C ′I ,D′I)− d(CI ,DI)| =
d(CI ,DI)1− 1(1− x)(1− y)

± x+ y
(1− x)(1− y)

=
d(CI ,DI)(x+ y− xy)± (x+ y)(1− x)(1− y)
 < 2(x+ y)(1− x)(1− y) .
Now, the hypothesis x, y ≤ ε5 ≤ (1/4)5 implies that 4ε5 < 5ε5(1− ε5)2, so that, with the triangle inequality, the quantity
η′ = d(C ′I ,D′I)− d(C,D) satisfies
|η′| > ε − 2(x+ y)
(1− x)(1− y) > ε − 5ε
5.
We may now follow the proof of Lemma 2.5 with CI and DI replaced by C ′I and D
′
I , respectively, to obtain the following
equivalent form of (2). Here C ′ = (C ′L, C ′I , C ′R) andD ′ = (D′L,D′I ,D′R), and
q(C,D) ≥ q(C,D)+∆ |C ||D|
n2
,
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where
∆ = η′2 |C
′
I ||D′I |
|C ||D| − |C ′I ||D′I |
≥ (ε − 5ε5)2 ε
2(1− x)(1− y)
1− ε2(1− x)(1− y)
≥ ε4 (1− 5ε
4)2(1− ε5)2
1− ε2(1− ε5)2 ≥ ε
4 (1− 5ε4 − ε5)2
1− ε2 + 2ε7 − ε12 ≥ ε
4

1− 10ε4 − 2ε5
1− ε2 + 2ε7

≥ ε4

1− 10ε4 − 2ε4(1/4)
1− ε2(4ε)2 + 2ε4(1/4)3

≥ ε4

1− 11ε4
1− 15ε4

≥ ε4.
Our result follows. 
We are now ready to prove that, given a uniform equitable k-partition P that is not ε-regular, it is possible to obtain a
uniform equitable partition P ′ that refines P and increases the index by at least ε5/2.
Lemma 2.7. Fix 0 < ε ≤ 1/4, and let k and n be integers such that n > k81k > 3k/ε6. Let σ be a permutation on [n] with
uniform equitable partition P = (Ci)ki=1. If P is not ε-regular, then there exists a uniform equitable ℓ-partition P ′ = (C ′i )ℓi=1 of σ
refining P, where k ≤ ℓ ≤ k81k, for which
q(P ′) ≥ q(P)+ ε5/2.
Proof. For every i ∈ [k], we consider a partition P ′i = (C ′i,j)j of the interval Ci into 81k subintervals of size ⌊|Ci|/81k⌋ or
⌈|Ci|/81k⌉, and consider the partition P ′ =ki=1 P ′i of σ . We prove that P ′ has the required properties.
We first show that P ′ is equitable. For c = ⌊n/k⌋ > 81k, we know that c ≤ |Ci| ≤ c+1 for every i ∈ [k], as P is equitable.
Because of this, the intervals in P ′ have sizes ranging from ⌊c/81k⌋ to ⌈(c + 1)/81k⌉. Now, suppose for a contradiction that
P ′ is not equitable, so that, for some integerm, ⌈(c + 1)/81k⌉ = m+ 1 and ⌊c/81k⌋ = m− 1. By definition,
m− 1 ≤ c
81k
< m <
c + 1
81k
≤ m+ 1.
This implies that c < m81k < c + 1, contradicting the fact that c ,m and k are integers. Hence, P ′ is equitable.
It remains to prove that the index of P ′ surpasses the index of P by at least ε5/2. To this end, for every 1 ≤ i ≠ j ≤ k, let
Ci,j and Cj,i be partitions of Ci and Cj defined as follows. If (Ci, Cj) is ε-regular, then Ci,j = (Ci) and Cj,i = (Cj). Otherwise,
Ci,j = (Ci,L, Ci,I , Ci,R) and Cj,i = (Cj,L, Cj,I , Cj,R) are the partitions of Ci and Cj, respectively, given by Lemma 2.5. Recall that,
in this case,
q(Ci,j,Cj,i) ≥ q(Ci, Cj)+ ε
4c2
n2
. (4)
Let A be the set of all endpoints of the intervals inCi,j, for every pair i, j ∈ [k], and let Q be the partition of σ induced by these
endpoints (that is, Q is the coarsest partition of σ that refines Ci,j for every i and j). Note that Q is not necessarily equitable.
We claim that this partition Q may be chosen in such a way that P ′ is a refinement of Q . Let A′ be the set of all endpoints
of intervals in P ′. First note that, because both P ′ and Q refine P , the only elements in A \ A′ come from the central interval
CI of some tripartition Ci,j. Moreover, the definition of P ′ implies that the endpoints of any interval J ∈ Ci,j, i, j ∈ [k], are at
distance at mostm− 1 = ⌊c/81k⌋ of an endpoint of an interval of P ′.
Combining the fact that |Ci,I | > ε|Ci| > εc with the hypothesis 81k ≥ 3/ε6, we have
2(m− 1) = 2
 c
81k

≤ cε6 ≤ |CI |ε5.
Hence, we may apply Lemma 2.6 to adjust the endpoints of the central intervals Ci,I to have them in A′. As the change in the
size of Ci,I is at most 2(m− 1) ≤ |Ci,I |ε5, Eq. (4) holds. This proves our claim.
Now, because P is not ε-regular, we know that at least εk2 pairs Ci, Cj are not ε-regular, and, in particular, neither Ci,j nor
Cj,i consists a single interval. Using this in conjunction with (4), we obtain
q(Q ) =

i≠j∈[k]
q(Ci,Cj) ≥

i≠j∈[k]
q(Ci,j,Cj,i) ≥

i≠j∈[k]
q(Ci, Cj)+ εk2 ε
4c2
n2
= q(P)+ ε5

kc
n
2
≥ q(P)+ ε5/2,
since c = ⌊n/k⌋ > 34 (n/k). Because the partition P ′ is a refinement of Q , wemay apply Lemma 2.4 to obtain q(P ′) ≥ q(Q ) ≥
q(P)+ ε5/2, which leads to our result. 
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We are now ready to prove Theorem 2.3.
Proof of Theorem 2.3. Letm be a positive integer and assume, without loss of generality, that ε < 1/2. Let εˆ = ε/2.
The proof goes as follows. In the first step, we find n0 and M such that, for n ≥ n0, every permutation σ on [n] has an
εˆ-regular uniform equitable k-partition Pˆ , for some k = k(σ ) with m ≤ k ≤ M . We then show that, for this value k, every
uniform equitable k-partition of σ is ε-regular.
Let s = ⌈2/εˆ5⌉, let k0 > m satisfy 81k0 ≥ 3/εˆ6 and consider the function f (x) = x81x. With foresight, fix M > f (s)(k0),
where f (s) indicates that the function f is iterated s times. Also let n0 = M81M .
Fix a uniform equitable k0-partition P0 of σ . If P0 is εˆ-regular, we are done, so assume that this is not the case. By
Lemma 2.7, there exists a uniform equitable k1-partition P1 of σ for which k0 ≤ k1 ≤ k081k0 and q(P1) ≥ q(P0) + εˆ5/2.
Once again, either P1 is εˆ-regular or wemay find a uniform equitable partition P2 refining P1 for which the index is increased
by at least εˆ5/2. This process may be continued inductively. Because the index function q is bounded above by 1, we must
obtain an εˆ-regular uniform equitable k(σ )-partition Pˆ of σ after at most (εˆ5/2)−1 ≤ s iterations. Our choice ofM ensures
thatm ≤ k(σ ) ≤ M , while our choice of n0 makes sure that Lemma 2.7 is applicable.
To conclude the proof, let P be a uniform equitable k(σ )-partition of σ . We show that P is ε-regular.
Given a uniform partition Q = (Ci)ki=1 of σ whose intervals have endpoints a0, . . . , ak, we say that the uniform partition
Q ′ = (C ′i )ki=1 is obtained from Q by a simple transformation if its sequence of endpoints a′0, . . . , a′k satisfies a′j = aj for every
jwith the exception of one element h ∈ {1, . . . , k− 1}, for which a′h ∈ {ah − 1, ah + 1}.
If Q is ε′-regular and if the constraints on k,M and n hold, we claim that a simple transformation Q ′ of Q is δ = ε′+ 28kn -
regular. Indeed, for a regular pair (Ci, Cj) in Q , consider the corresponding pair (C ′i , C
′
j ) in Q
′ and fix D′i ⊆ C ′i and D′j ⊆ C ′j
such that, for ℓ ∈ {i, j}, |D′ℓ| ≥ δ|C ′ℓ|. Due to our choice of δ and to our hypotheses on n and k, we have
|D′ℓ| ≥ δ|C ′ℓ| ≥ δ|Cℓ| − δ ≥ ε′|C ′ℓ| +
28k
n
n
k

− ε′ − 2
8k
n
≥ ε′|Cℓ| + 1.
If D′ℓ ≠ C ′ℓ, let Dℓ = D′ℓ ∩ Cℓ for ℓ ∈ {i, j}. We clearly have e(D′i,D′j) = e(Di,Dj)±max{|Di|, |Dj|}, so that
|e(Di,Dj)− e(D′i,D′j)| ≤ max{|Di|, |Dj|} ≤
n
k

for every i ≠ j.
In particular,
|d(D′i,D′j)− d(Di,Dj)| =
 e(D′i,D′j)|D′i||D′j| − e(Di,Dj)|Di||Dj|

= |e(D
′
i,D
′
j)|Di||Dj| − e(Di,Dj)|D′i||D′j||
|Di||Dj||D′i||D′j|
≤ ⌈n/k+ 1⌉⌈n/k⌉
2
⌊n/k− 1⌋⌊n/k⌋3 ≤

2n
k
3  n
2k
−4 = 27k
n
.
The same is clearly true for Dℓ and D′ℓ replaced by Cℓ and C
′
ℓ, respectively. As a consequence, the triangle inequality leads to
|d(D′i,D′j)− d(C ′i , C ′j )| ≤ |d(Di,Dj)− d(Ci, Cj)| + |d(D′i,D′j)− d(Di,Dj)|
+ |d(Ci, Cj)− d(C ′i , C ′j )|
≤ ε′ + 2
8k
n
.
Thus Q ′ is indeed δ-regular.
Back to our result, it is easy to see that P can be obtained from Pˆ with at most k2 simple transformations, so that the
εˆ-regularity of Pˆ implies that P is δ-regular with
δ = εˆ + k2 2
8k
n
≤ εˆ + 2
8M3
M81M
< 2εˆ = ε,
as required. 
3. Rectangular distance
The seminal work of Lovász and Szegedy [17] on the convergence of dense graph sequences can be transposed to
permutations. Given permutations τ and σ on [m] and [n], respectively, letΛ(τ , σ ) denote the number of occurrences of τ
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as a subpermutation of σ and let t(τ , σ ) =  nm −1Λ(τ , σ ) be the density of the permutation τ as a subpermutation of σ . A
convergent permutation sequencemaybe defined in a naturalway: it is a sequence forwhich the density of subpermutations
of any given type converges. In [15], Moreira and the present authors investigate convergent permutation sequences and,
among other things, associate a limit object with any such convergent sequence, which turns out to be a special class of
bounded functions on [0, 1]2. An important tool in this work is the rectangular distance between permutations. This distance
reflects the closeness of both local and global properties of two permutations.
Definition 3.1. Given permutations σ1, σ2 on [n], the rectangular distance between σ1 and σ2 is given by
d(σ1, σ2) = 1n maxS,T∈I[n] ||σ1(S) ∩ T | − |σ2(S) ∩ T ||.
This is related to the discrepancy of a permutation σ introduced by Cooper [9], which measures the ‘‘randomness’’ of a
permutation; indeed, a permutation σ is said to be quasi-random if it is within rectangular distance o(1) of being evenly
distributed.
Now, as different permutations in a permutation sequence will typically not be on the same set, the rectangular distance
between them is not defined, so we shall compare them in terms of partitions of the same size. For a uniform equitable
partition P = (Ci)ki=1 of a permutation σ on [n], the partition matrix of σ induced by P is the matrix Qσ ,P : [k]2 → [0, 1] for
which, given u, w ∈ [k],
Qσ ,P(u, w) = eσ (Cu, Cw)|Cu||Cw| .
Note that, when each interval in P contains a single element, the partition matrix Qσ ,P is just the bipartite adjacency matrix
of Gσ , which is denoted by Qσ .
We now look at partition matrices through a slightly different lens.
Definition 3.2 (Weighted Permutation). Given an integer k, a weighted permutation is a matrix Q : [k]2 → [0, 1]2 with the
following two properties:
(a) for every i ∈ [k] and j ≤ j′ ∈ [k], we have Q (i, j) ≤ Q (i, j′);
(b) for every j ∈ [k], we have
j− 1 ≤
k
i=1
Q (i, j) ≤ j.
Proposition 3.3. If σ is a permutation on [n] and P = (Ci)ki=1 is a uniform equitable k-partition of σ , where n > 4k2, then the
partition matrix Qσ ,P is a weighted permutation.
Proof. Property (a) in the definition of weighted permutations is an immediate consequence of the definition of the graph
Gσ . To prove property (b), let j ∈ [k] and consider the expression
k
i=1
Qσ ,P(i, j) =
k
i=1
eσ (Ci, Cj)
|Ci||Cj| =
1
|Cj|
k
i=1
eσ (Ci, Cj)
|Ci| .
Let aj be the smallest element in Cj. It is clear that
(j− 1)
n
k

− 1

+ 1 ≤ (j− 1)
n
k

+ 1 ≤ aj ≤ (j− 1)
n
k

+ 1 ≤ (j− 1)
n
k

+ 1

+ 1.
Moreover, we have
k
i=1
eσ (Ci, Cj) = eσ ([n], Cj) =
aj+|Cj|−1
h=aj
(h− 1) = |Cj|
2
(aj − 1+ aj + |Cj| − 2) = |Cj|

aj + |Cj| − 32

.
Combining the previous equations with the condition j ≤ k ≤ n/4k, we obtain
k
i=1
eσ (Ci, Cj) ≤ |Cj|
n
k

j− 1+ j⌊n/k⌋ +
|Cj| − 3
2⌊n/k⌋

≤ |Cj|
n
k

j,
k
i=1
eσ (Ci, Cj) ≥ |Cj|
n
k

j− 1− (j− 2)⌈n/k⌉ +
|Cj| − 3
2⌈n/k⌉

≥ |Cj|
n
k

(j− 1).
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Finally, these upper and lower bounds lead to
k
i=1
Qσ ,P(i, j) = 1|Cj|
k
i=1
eσ (Ci, Cj)
|Ci| ≤
1
|Cj|
 n
k
 k
i=1
eσ (Ci, Cj) ≤ 1|Cj|
 n
k
 |Cj|nk j = j,
k
i=1
Qσ ,P(i, j) = 1|Cj|
k
i=1
eσ (Ci, Cj)
|Ci| ≥
1
|Cj|
 n
k
 k
i=1
eσ (Ci, Cj) ≥ 1|Cj|
 n
k
 |Cj|nk (j− 1) = j− 1.
This establishes our result. 
We wish to extend the definition of rectangular distance between permutations to a distance between weighted
permutations. Note that, for permutations σ1 and σ2 on [n], and intervals S and T of [n], where T = {x ∈ [n] : a ≤ x < b},
we have
|σ1(S) ∩ T | − |σ2(S) ∩ T | =

x∈S
|σ1(x) ∩ T | − |σ2(x) ∩ T |
=

x∈S
((Qσ1(x, b)− Qσ1(x, a))− (Qσ2(x, b)− Qσ2(x, a))).
Therefore, the following is a natural extension of the concept of rectangular distance to weighted permutations. To simplify
notation, for a weighted permutation Q : [k]2 → [0, 1], we henceforward assume that Q (i, 0) = 0 and Q (i, k+ 1) = 1 for
every i ∈ [k]. Then
d(Q1,Q2) = 1k maxS∈I[k]
a<b∈[k]

x∈S
((Q1(x, b)− Q1(x, a))− (Q2(x, b)− Q2(x, a)))
 .
For n > 0 and an equitable k-partition P = (Ci)ki=1 of [n], and given a matrix Q : [k]2 → [0, 1], we let the blow-up matrix
K(P,Q ) : [n]2 → [0, 1] be the matrix obtained by replacing a single entry (i, j) of Q by a block of size |Ci||Cj| assuming the
same value. In other words,
K(x, y) = Q (i, j) foreveryx, y ∈ [n]withx ∈ Ciandy ∈ Cj.
With this definition, we may derive a partition P of a permutation that, in some sense, resembles the weakly regular
partition introduced for graphs by Frieze and Kannan [11]. The key property of such a partition P is that, with respect to
the rectangular distance, the bipartite adjacency matrix of the graph of the permutation can be well approximated by the
blow-up matrix of the partition matrix with respect to P . We point out, however, that unlike in the graph case and due to
our restriction to considering subintervals of [n] as opposed to more general subsets, this partition does not convey any
particular structural information of the partitioned permutation. In spite of this, such ‘‘weak regularity’’ is a convenient way
of encoding permutations, and has been used in [15].
Proposition 3.4. Given ε > 0, there exists k0 > 0 such that, for every k > k0 and every n > 2k, the following property holds. If
σ is a permutation on [n] and P is a uniform equitable k-partition of σ , then
d(Qσ ,K(P,Qσ ,P)) ≤ ε.
We say that one such partition P is a weak ε-regular partition of σ .
Proof. Without loss of generality, we fix 0 < ε < 1/2 and let k ≥ 8/ε2. Let P be a uniform equitable k-partition of the set
[n], n > 2k, and consider a permutation σ on [n]. Let Q be the partition matrix of σ induced by P . The adjacency matrix Qσ
and the blow-up matrixK(P,Q ) are denoted by Q1 and Q2, respectively.
We need to show that d(Q1,Q2) ≤ ε, that is, for every pair a < b ∈ [n + 1] and every interval S ∈ I(n), the following
inequality holds:
∆(a, b, S) = 1
n

x∈S
((Q1(x, b)− Q1(x, a))− (Q2(x, b)− Q2(x, a)))
 ≤ ε.
So, fix a < b ∈ [n + 1] and an interval S ∈ I(n). If |S| ≤ εn, then the inequalities 0 ≤ Qℓ(x, b) − Qℓ(x, a) ≤ 1 valid for
ℓ ∈ {1, 2} immediately lead to∆(a, b, S) ≤ ε.
We thus assume that |S| > εn. By definition, Q1(x, a) = 1 if σ(x) < a and Q1(x, a) = 0 otherwise. So
x∈S
Q1(x, a) = e(S, {a}) = |S| · d(S, {a}). (5)
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Clearly, we also have

x∈S Q1(x, b) = d(S, {b}). Now, let Cα and Cβ ,α, β ∈ [k] be the intervals in the k-partition P containing
a and b, respectively, and let ℓ, r ∈ [k] be the indices of the leftmost and the rightmost intervals of P whose intersection
with S is non-empty. Then
x∈S
Q2(x, a) =
k
i=1

x∈Ci∩S
Q2(x, a) =
k
i=1

x∈Ci∩S
d(Ci, Cα) =
k
i=1
|Ci ∩ S|d(Ci, Cα)
=
k
i=1
|Ci ∩ S|d(Ci ∩ S, Cα)+

q∈{ℓ,r}
|Cq ∩ S|(d(Cq, Cα)− d(Cq ∩ S, Cα))
= |S|d(S, Cα)+

q∈{ℓ,r}
|Cq ∩ S|(d(Cq, Cα)− d(Cq ∩ S, Cα)). (6)
The following analogous formula holds for b:
x∈S
Q2(x, b) = |S|d(S, Cβ)+

q∈{ℓ,r}
|Cq ∩ S|(d(Cq, Cβ)− d(Cq ∩ S, Cβ)).
As |Cq ∩ S| ≤ |Cq| ≤ ⌈n/k⌉, we have
q∈{ℓ,r}
|Cq ∩ S||d(Cq, Cj)− d(Cq ∩ S, Cj)| ≤ 2
n
k

≤ 4n
k
for j ∈ {α, β}. Using the triangle inequality and Eq. (5), (6) and their counterparts with b replacing a, we have
1
n

x∈S
((Q1(x, b)− Q1(x, a))− (Q2(x, b)− Q2(x, a)))

≤ |d(S, {b})− d(S, Cβ)| + |d(S, {a})− d(S, Cα)| + 8k . (7)
To conclude the proof, we estimate |d(S, {a})− d(S, Cα)|. Let nℓ, nc and nr be the number of elements of σ(S) to the left
of Cα , to the left of a in Cα and to the right of a in Cα , respectively. By definition,
nℓ + nc ≤ e(S, {a}) ≤ nℓ + nc + 1,
nℓ|Cα| ≤ e(S, Cα) ≤ (nℓ + nc + nr + 1)|Cα|.
If we divide the first equation by |S| and the second by |S||Cα|, we may use them to obtain
−(nr + 1)/|S| ≤ d(S, {a})− d(S, Cα) ≤ (nc + 1)/|S|.
As nc and nr are smaller than |Cα| < 2n/k, k > 8/ε2 and |S| ≥ εn, we have
|d(S, {a})− d(S, Cα)| ≤ |Cα|/|S| ≤ 2kε ≤
ε
4
.
Analogously, |d(S, {b})− d(S, Cβ)| ≤ ε/4. Eq. (7) now tells us that
1
n

x∈S
((Q1(x, b)− Q1(x, a))− (Q2(x, b)− Q2(x, a)))
 ≤ ε/2+ ε2 < ε,
as ε < 1/2. This establishes our result. 
The concept of subpermutation density in a permutation can also be extended to weighted permutations in a
straightforward way. Indeed, given a weighted permutation Q : [k]2 → [0, 1] and a permutation τ on [m], m < k, the
subpermutation density of τ in Q is given by
t(τ ,Q ) =

k
m
−1 
X∈[k]m<

A∈[k+1]m<
m
i=1
(Q (xi, aτ(i))− Q (xi, aτ(i) − 1)).
Here, [k]m< denotes the set of elements of [k]m whose entries are in strictly increasing order. We may now state our main
result in this section.
Theorem 3.5. Fix positive integers n and mwith n ≥ 2m, and let τ be a permutation on [m]. Then, given weighted permutations
Q1,Q2 : [n]2 → [0, 1], we have
|t(τ ,Q1)− t(τ ,Q2)| ≤ 2m2 · d(Q1,Q2).
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In particular, if σ1 and σ2 are permutations on [n], this inequality becomes
|t(τ , σ1)− t(τ , σ2)| ≤ 2m2 · d(σ1, σ2).
It is shown in [15] that this distancemay be naturally extended to squarematrices of different sizes, and that Theorem3.5
also holds in this new setting. Therefore, to determine that the sequence (t(τ ,Qk))k∈N is convergent for every fixed
permutation τ , it suffices to show that the sequence ofmatrices (Qk)k∈N is a Cauchy sequence in themetric space ofmatrices
with respect to this ‘extended’ rectangular distance. The connection of this with the convergence of a permutation sequence
(σn)n∈N is immediate, as determining the latter amounts to proving that, for every fixed permutation τ , the sequence
(t(τ , σn))n∈N converges.
Proof (Proof of Theorem 3.5.). Let1T =  nm  |t(τ ,Q1)− t(τ ,Q2)|. Given X = (x1, . . . , xm) ∈ [n]m< and A = (a1, . . . , am) ∈[n]m<, we consider, for ℓ ∈ {1, 2}, the quantity Yℓ(i) = Qℓ(xi, aτ(i)) − Qℓ(xi, aτ(i) − 1). By the definition of subpermutation
density in a weighted permutation, we have
1T =


X∈[n]m<

A∈[n+1]m<

m
i=1
Y1(i)−
m
i=1
Y2(i)

=


X∈[n]m<

A∈[n+1]m<
m
i=1
(Y1(i)− Y2(i))
i−1
u=1
Y1(u)
m
v=i+1
Y2(v)
 .
Let X(i) = (x1, . . . , xi−1, xi+1, . . . , xm) ∈ [n]m−1< be the vector obtained from X by the removal of the entry xi, and let
A(i) ∈ [n + 1]m−1< be the corresponding vector for the removal of the entry aτ(i) from A. For use in summations, we set
x0 = 0, xm+1 = n+ 1, a0 = 0 and am+1 = n+ 1. Using this, the above equation becomes
1T =

m
i=1

X(i)
xi+1−1
xi=xi−1+1

A(i)
aτ(i)+1−1
aτ(i)=aτ(i)−1+1
(Y1(i)− Y2(i))
i−1
u=1
Y1(u)
m
v=i+1
Y2(v)

≤
m
i=1

X(i)

A(i)

xi+1−1
xi=xi−1+1
aτ(i)+1−1
aτ(i)=aτ(i)−1+1
(Y1(i)− Y2(i))

i−1
u=1
Y1(u)
m
v=i+1
Y2(v).
Observe that
aτ(i)+1−1
aτ(i)=aτ(i)−1+1
(Y1(i)− Y2(i)) = (Q1(xi, aτ(i)+1 − 1)− Q1(xi, aτ(i)−1))− (Q2(xi, aτ(i)+1 − 1)− Q2(xi, aτ(i)−1)).
The definition of rectangular distance now leads to
1T ≤
m
i=1

X(i)∈[n]m−1<

A(i)∈[n+1]m−1<
d(Q1,Q2) n
i−1
u=1
Y1(u)
m
v=i+1
Y2(v)
= d(Q1,Q2) n
m
i=1

X(i)∈[n]m−1<

A(i)∈[n+1]m−1<
i−1
u=1
Y1(u)
m
v=i+1
Y2(v).
Also note that
A(i)∈[n+1]m−1<
i−1
u=1
Y1(u)
m
v=i+1
Y2(v) ≤ 1,
since we may eliminate the variables of A(i) one by one, as follows. To simplify notation, we suppose here that i ∉
[τ(m)− 1, τ (m)+ 1]. Then

A(i)
i−1
u=1
Y1(u)
m
v=i+1
Y2(v) =

A′
(i)∈[n+1]m−2<
i−1
u=1
Y1(u)
m−1
v=i+1
Y2(v)
aτ(m)+1−1
aτ(m)=aτ(m)−1+1
Y2(m),
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where A′(i) ∈ [n+ 1]m−2< is obtained from A(i) ∈ [n+ 1]m−1< by removing the coordinate aτ(m). Now,
aτ(m)+1−1
aτ(m)=aτ(m)−1+1
Y2(m) = (Q2(xm, aτ(m)+1 − 1)− Q2(xm, aτ(m)−1)) ≤ 1.
As a consequence
1T ≤ d(Q1,Q2) · n ·m ·

n
m− 1

.
Dividing this equation by
 n
m

and using the inequality n ≥ 2m, we have
|t(τ ,Q1)− t(τ ,Q2)| ≤ d(Q1,Q2) · n ·m · mn−m+ 1 ≤ 2m
2 · d(Q1,Q2),
concluding our proof. 
4. Concluding remarks
In this note, we have addressed the subject of permutation regularity. There are two main contributions. On the one
hand, we have shown that every permutation of a sufficiently large set may be partitioned regularly into a small number
of intervals, with no reference to an exceptional class. This refines the partition introduced by Cooper [10]. On the other
hand, we have introduced a concept of distance between permutations. This distance can be used to bound subpermutation
densities, and therefore plays an important rôle in the study of convergence of permutation sequences.Moreover, it is related
to a concept of weak regularity for permutations.
Regarding the convergence of permutation sequences, in a joint work with Moreira [15], we establish that, associated
with every permutation sequence (σn)n∈N such that |σn| → ∞, there is a limit object, namely a Lebesgue measurable
function Z : [0, 1]2 → [0, 1]with the additional properties that, for every fixed x ∈ [0, 1], the function Z(x, ·) is a cumulative
distribution function and, for every y ∈ [0, 1], the function Z(·, y) satisfies a ‘‘mass’’ condition.Moreover, we show that every
such limit object is the limit of some permutation sequence and that two limit objects are limits of the same permutation
sequence if and only if they are equal almost everywhere.
One application of this theory is a newmethod of generating random permutations [15]. Furthermore, as shown in [14],
this theory is intimately related with the study of property testing and parameter testing in permutations, extending graph-
theoretical results by Alon and Shapira [4,5] and by Borgs et al. [8] to the context of permutations. Roughly speaking, the
objective is to decide whether a combinatorial structure satisfies some property, or to estimate the value of some numerical
function associated with this combinatorial structure, by considering only a randomly chosen substructure of sufficiently
large, but constant size. These problems are called property testing and parameter testing, respectively, where a property or
parameter is said to be testable if it can be estimated accurately in this way. The algorithmic appeal of testability is evident,
as, conditional on sampling, this leads to reliable constant time randomized estimators for the said properties or parameters.
Despite the advances already made, there is a wide array of open questions related with permutation sequences
and testability. A very natural question in light of the current paper is to investigate the relationship between testable
permutation properties and permutation regularity, in themold of thework of Alon et al. [2,3] for graphs.Moreover, it would
be interesting to find natural permutation problems whose solution requires stronger forms of regularity. For instance,
strong regularity has been used to settle the version of the Removal Lemma associated with infinite families of graphs [1],
but, as observed by Schacht, Cooper’s uniformity [10] is sufficient to settle the analogous question for permutations [19].
Additional questions related to permutation sequences and property testing may be found in [15,14].
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