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ABSTRACT

Graphs are extensively employed in many systems due to their capability to capture the
interactions (edges) among data (nodes) in many real-life scenarios. Social networks, biological networks and molecular graphs are some of the domains where data have inherent graph
structural information. Built graphs can be used to make predictions in Machine Learning
(ML) such as node classifications, link predictions, graph classifications, etc. But, existing
ML algorithms hold a core assumption that data instances are independent of each other and
hence prevent incorporating graph information into ML. This irregular and variable sized
nature of non-Euclidean data makes learning underlying patterns of the graph more sophisticated. One approach is to convert the graph information into a lower dimensional space

and use traditional learning methods on the reduced space. Meanwhile, Deep Learning has
better performance than ML due to convolutional layers and recurrent layers which consider
simple correlations in spatial and temporal data, respectively. This proves the importance
of taking data interrelationships into account and Graph Convolutional Networks (GCNs)
are inspired by this fact to exploit the structure of graphs to make better inference in both
node-centric and graph-centric applications. In this dissertation, the graph based ML prediction is addressed in terms of both node classification and link prediction tasks. At first,
GCN is thoroughly studied and compared with other graph embedding methods specific to
biological networks. Next, we present several new GCN algorithms to improve the prediction performance related to biomedical networks and medical imaging tasks. A circularRNA
(circRNA) and disease association network is modeled for both node classification and link
prediction tasks to predict diseases relevant to circRNAs to demonstrate the effectiveness
of graph convolutional learning. A GCN based chest X-ray image classification outperforms
state-of-the-art transfer learning methods. Next, the graph representation is used to analyze
the feature dependencies of data and select an optimal feature subset which respects the
original data structure. Finally, the usability of this algorithm is discussed in identifying
disease specific genes by exploiting gene-gene interactions.
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CHAPTER 1
Introduction

Data have inherent relations by nature and these relations are important as the data themselves. In many real world applications, we can see such intrinsic dependencies among data.
For example, many biological studies witness that genes are likely to work in groups and
there are strong interactions among them according to their biological functions [1]. Furthermore, in natural language processing, there are synonyms and antonyms relationships
among words [2].
Graphs are the backbone for many domains as they can model these important interactions where nodes represent data and edges show the relationships. Social networks, biological networks, molecular graphs and recommender systems are instances of inherent graph
structures which can capture complex relationships among different objects. Then, graph
data can be used to make predictions or discover new patterns. For example, one might be
interested in predicting the role of an Ribonucleic acid (RNA) in a progression of a disease,
finding communities in a social network and recommending a product to a customer based
on buying patterns, etc.

1.1 Motivation

Though there are important relations among data, existing ML algorithms do not take these
relations into consideration and instead they hold an assumption that data are independent
from each other. If it is possible to capture relationships of data, performance can be greatly
improved over the algorithms which consider only data themselves. The major challenge is
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how to incorporate graphs into existing ML. Further, graphs are from non-Euclidean domains
which have irregular, variable sized data that make the learning process more difficult. In
addition to that, graph representations can be extended to other domains and tasks in ML
such as feature selection, clustering and different applications as well.
Therefore, there are two major problems which are addressed in this dissertation and
they are listed below:

1. Predictions on graph data: How to make predictions and learn patterns directly
on graph data. This contains several applications including, node classifications, link
predictions and graph classifications, etc.
2. Extending graph representation: Extending the graph representation to other
tasks and applications in ML beyond predictions (Ex: feature selection).

1.2 Predictions on Graph Data

In order to perform node classification or link prediction, we need to incorporate nodes’
information such as the local structure and pairwise properties of nodes into ML. Early ML
methods relied on manually calculated graph properties such as degrees, kernels and other
graph related statistics which are not efficient and flexible. Another approach is to learn the
graph representation and map it into lower dimensional space. Then learnt embeddings are
fed to traditional ML methods as feature vectors. DeepWalk [3] and node2vec [4] are some
of the Random walk [5] based methods which learns such graph representations [6, 7].

3
Deep learning is a powerful method that can capture high-level features from Euclidean
data from various domains like computer vision, speech recognition and many more. Specialized neural network layers in deep learning which have parameter sharing capability are
the reasons behind the effectiveness of these applications. Convolutional layers and Recurrent layers which consider the simple correlation of spatial and temporal data, respectively,
leads to this performance improvement. As a result, there are many ongoing studies which
try to integrate deep learning operations into the graph domain motivated by Convolutional
Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). Thus, GCNs [8, 9] are
such models that deploy convolution operations on graphs to learn both data patterns and
their interactions to perform various predictions and classifications in ML.

1.3 Extending Graph Representations

(a) K-means

(b) Spectral Clustering

Figure 1.1 Performance comparison between distance based and connectivity based
Beyond the aforementioned classification and prediction tasks, graph representations can
also be extended to other tasks and different data domains. As we know, inherent graphs
are coming from non-Euclidean domains where the connectivity of two nodes is curated or
inferred and hence cannot be defined using simple heuristics such as Euclidean distance.
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Fig. 1.1 shows the clustering performance between K-means and Spectral Clustering which
are distance based and graph based techniques on the same data distribution, respectively
[10]. There, we can observe that K-means fails to identify moon-shaped data clusters while
Spectral Clustering classifies the data points correctly.
Thus, the importance of “connectivity” over “distance” is proven even in the Euclidean
domain showing the capabilities of graphs in this well-known example. This implies that the
most important step of building graphs is to calculate the similarity among data that fit the
domain appropriately.

1.4 Contributions

The contributions of this dissertation are depicted in the Fig. 1.2.

Figure 1.2 Contributions of works on graph data

1. We introduce various algorithms which leverage graph structural information to im-
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prove the performance and interpretability in two aspects: ML predictions and feature
selection.
2. We developed novel computational methods in terms of node classification [11] and link
prediction [12] tasks related to biological networks, and demonstrate the effectiveness
of proposed methods for the circRNA-disease association prediction.
3. We present the performance improvement of graph based image classification using
chest X-ray images which outperforms the state-of-the-art transfer learning in the
medical imaging domain [13].
4. We propose a novel feature selection method based on the graph representation which
analyzes the feature interactions to select an optimal feature subset which respects the
original data structure [14].
5. We demonstrate the use of proposed graph based feature selection for recognizing cancer specific genes in high dimensional gene data [15] and the importance of appropriate
proximity calculations for non-Euclidean data.
1.5 Outline

The chapters of the dissertation are organized as follows. In Chapter 2, the background details of the basic GCN algorithm and its applications, performance comparison between GCN
and other graph embedding methods and different graph representations based on different
data domains are presented. These discussions are the basis for works introduced in upcoming chapters. Chapter 3 and Chapter 4 introduce our novel GCN based node classification
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and link prediction methods to predict circRNA-disease associations, respectively. Chapter
4 further includes a comparison between node classification and link prediction methods on
the same data. Then in Chapter 5, we discuss how to improve the medical image classification by adopting GCN using our proposed chest X-ray (CXR) based severe acute respiratory
syndrome coronavirus 2 (Covid-19) detection. Chapter 6 presents a novel feature selection
method based on graph representations and the importance of identifying appropriate similarities among data from non-Euclidean domains using a cancer specific gene recognition
application on gene-gene interactions. Finally, Chapter 7 summarizes the dissertation and
provides future directions.
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CHAPTER 2
Background

2.1 Graph Convolutions

The first GCN was introduced in 2014 [16] but became a hot research topic in NeurIPS
2019, being the most popular workshop title. Since 2014, there have been a number of
efforts which re-visited this problem of generalizing neural networks to work on irregular
graph data [8, 9, 17, 18, 19].
The GCN enables parameter sharing with neighboring nodes to exploit the topology of a
graph for inferences. There are two types of convolutions in the GCN: spectral and spatial.
The spectral convolution [16, 17, 18] which computes the full convolution is expensive and
hence, the spatial convolution [8] which computes local convolutions has been developed to
approximate the full graph convolution. The basic GCN algorithm mainly can be divided
into two phases: forward pass and backward pass. The forward propagation equation is
given in Eq. 2.1.

H (i+1) = f (H (i) , A) = σ(AH (i) W (i) )

(2.1)

Here, H (i) , i = 0, 1, 2, ... is the output of ith convolutional layer, W (i) is the weight matrix
of ith convolutional layer where A is the adjacency matrix of the graph. In the 0th layer
H (0) = X where X consists of feature vectors for all the nodes. σ denotes the activation
function such as ReLU. Aggregation and update are the two components belonging to the
forward pass where adjusting the parameters based on the loss calculation is performed in
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the backward pass.
The main components of the GCN are depicted in Figure 2.1 and listed below.

Figure 2.1 Basic steps of GCN Algorithm

1. Aggregation: Works on locally to aggregate features from the neighbourhood (This is
passed through a neural network followed by a non-linear activation).
2. Update: Assign the high level features for each node based on the aggregated information.
3. Multiple layers: The k number of layers are stacked to consider a local neighborhood
of k hops.
4. Training : Weight parameters are trained based on the loss calculation of the output.

2.1.1 Applications of GCN
Given node features and graph structures, common applications of the GCN can be classified into two types: node-centric applications and graph-centric applications. Node-centric

9
applications include node classification and link prediction tasks and graph classification is
a graph-centric problem. Example applications for these problems are listed below.
1. Node classification: Predict the association of a disease to an RNA, functions of a
protein in a Protein-Protein Interaction (PPI) network.
2. Link prediction: Predict future associations among people in a social network, interrelations among molecules in biological networks.
3. Graph classification: Predict whether a protein is an enzyme or not, new properties
for drug molecules.
2.2 Other Graph Embedding Methods

The purpose of graph embedding is to learn low dimensional vector representations to reflect
the structural information of the graph. Usually these learnt embeddings need to be fed as
features for another ML classifier in order to give the final predictions. This process is shown
in Fig. 2.2.
The GCN is different from the above two-step process as the GCN constitutes classification within itself. There are different embedding methods that can be categorized into three
groups: Matrix factorization based, random walk based and neural network based methods.
Fig. 2.3 provides a high-level categorization of these methods.

2.2.1 Matrix Factorization (MF)
MF methods are the early approaches which aim to factorize the graph matrix into lower
dimensional matrices with preserving topological properties. Laplacian [20] is one of such

10

Figure 2.2 The steps of generating node embeddings and feeding them to another classifier
for prediction tasks

Figure 2.3 Overview of graph embedding methods
methods which rely on eigen value decomposition of the Laplacian matrix instead of the
adjacency matrix. Graph Factorization (GF) [21], GraRep [22] and HOPE [23] are all belong
to the same family with only difference being calculation of the graph proximity to compare
with output embeddings to optimize the representation. Thus, GF uses adjacency, GraRep
uses multiple hop adjacency and HOPE encounters measures like Jaccard similarity (Ex:
overlap between node neighbourhoods) as proximity measures, respectively.
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2.2.2 Random Walk based Methods
Different from deterministic proximity measures in MF based methods, random walk based
methods optimize node embeddings so that embeddings are similar for two nodes if they tend
to co-occur on short random walks in the graph. DeepWalk [3] and node2vec [4] are example
methods in this category where DeepWalk uses unbiased random walks while node2vec uses
p and q hyperparameters which adopts a flexible, biased random walk procedure which
controls breath-first and depth-first sampling. LINE [24] is another method which combines
two encoders that contain characteristics from both MF and random walk based methods.

2.2.3 Neural Network based Methods
Structural Deep Network Embedding (SDNE) [25] is a neural network based method which
uses the autoencoders to compress information about node structures in the graph. Also
each node starts from a high dimensional neighbourhood vector which includes the proximity
to all other nodes in the graph.

2.3 Comparison of GCN with Other Embedding Methods

Here we discuss the strength of the GCN both in terms of theoretically and empirically.
First, we list the strengths of the GCN compared with other embedding methods. Next, we
demonstrate the prediction performance of the GCN and other embedding methods using
biological networks in a set of experiments.
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2.3.1 Advantages of GCN
• The GCN depends on local neighbourhood aggregations and not necessarily the entire
graph while other embedding methods such as MF need to process the entire graph.
• The GCN allows parameter sharing with neighbour nodes which enables capturing
important relations in graphs where none of the other methods consider these relations
except SDNE.
• The GCN method leverages on both the graph structure and node attributes whereas
none of the other embedding methods can incorporate all this information.
• Performance of all other embedding methods are variant on different classifiers and
their optimizations while the GCN is independent of a classifier.

2.3.2 Experiments
We used a protein function prediction task on several protein-protein interaction (PPI) networks to evaluate the classification performance of the GCN and other embedding methods.
For that, we adopted PPI networks with different sizes available in [26]. Table 2.1 contains
the details of five PPI networks used for these experiments. We utilized Deep Graph library
[26] for the implementation of the GCN algorithm and a GitHub repository1 was used for
the implementation of other embedding methods on our PPI graph data.
1

https://github.com/thunlp/OpenNE
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Table 2.1 Compositions of five PPI network data
Graph

No. of Nodes

No. of Edges

Average Edges per Node

1
2
3
4
5

591
1021
1578
1878
2401

8299
19237
37740
48146
66619

14
19
24
26
28

2.3.2.1 Visualization of 2D Embeddings
Here we used Graph 1 in Table 2.1 as a binary classification problem for one protein function
prediction. Different graph embeddings and the GCN method were then adopted on Graph
1 to generate 2D feature vectors. As 2D vectors can be visualized based on the already
known class labels, we can compare the performance of each method using scatter plots.
The idea is that, similarity in the embedding space should approximate the node similarity
in the graph. The results of this experiment are shown in Fig. 2.4.
The color of each data point (blue or brown) is given based on known labels for each
method. In GCN based visualization, there is a clear spatial separation between two color
data points where other embeddings do not perform well in this 2D embedding space. Specially, the data points are mixed in all cases where scattered or dense behaviours are visible
in Laplacian, GF, LINE and SDNE. Further, DeepWalk, node2vec, HOPE and GraRep are
showing data are fitted to some distributions and it may emphasize the need of another
classifier to differentiate data points to two classes.
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Figure 2.4 Visualization of protein data using GCN and different embedding methods (output
dimension of each method is 2). Each point corresponds to a node in the PPI network and
color of a node represents its class
2.3.2.2 Node Classification Performance
Here we analyze the node classification performance on five PPI networks with different sizes.
For that we adopted five graphs given in Table 2.1 and defined as multi-label classification
tasks. The reason behind this is that the objects of biological networks tend to relate to
multiple classes and hence they produce multiple outputs. For the experiments, we utilized 10
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dimensional output embeddings of each method and a Random Forest classifier was adopted
on the generated output embeddings. Further, a GCN network with layers (50, 30, 10, 2)
was employed on the same datasets. The comparison of the prediction performance was
carried out based on F1-score measure and Fig 2.5 contains the results of five PPI graphs
relevant to each method.

0.76
0.74
F1 score

0.72
0.70
0.68
0.66
0.64
0.62

Lap

GF

GraRep

HOPE

Line DeepWalknode2vec SDNE

GCN

Figure 2.5 Protein function multi-label classification performance comparison of GCN
(50,30,10,2) and other embeddings (embedding dimension = 10) for different graph sizes

We can clearly observe that the GCN outperforms other embedding methods in all five
graphs with the range of F1-score 68% to 77%. It is worth to note that the GCN is better than
both Neural Network (SDNE) and Random Walk (DeepWalk, node2vec) based methods with
a significant difference. Further, it is interesting to observe that some of MF based methods
such as GF are better performing than DeepWalk, node2vec and SDNE in this biological
network domain.
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2.3.2.3 Execution Time Comparison
It is important to compare the time taken by each embedding method for generating embeddings and the final classification. We measure the time in seconds for each embedding
method execution for seven PPI networks with different sizes ranging from 500 through 3500.
The purpose behind this is to observe how the time changes with the increase of input graph
size for different embedding methods and the GCN. The results of this experiment are shown
in Fig. 2.6.
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Figure 2.6 Execution time comparison of GCN (50,30,10,2) and other embeddings (embedding dimension = 10) for different graph sizes, scaling y axis across three plots for clear
visibility

Three different views of the same plot are given for more visibility for the above figure.
The highest time consuming methods are DeepWalk and node2vec which are random walk
based methods while Line comes the next as it consists of two encoding methods. MF based
methods take only few seconds for smaller graphs due to their lightweight linear operations
but the time taken for the graphs with large sizes from 2000 nodes to 3500 nodes is drastically
increased. We see the same behaviour in SDNE as well. Meanwhile, the time for the GCN
varies in a small range 10 s to 25 s for seven graphs. The rate of increment in time duration
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of the GCN is low with the increase of graph size, opposed to other embedding methods.

2.4 Extending Graph Representations to Other Domains

So far we discussed making predictions and identifying patterns in inherent graph structures.
But we can further extend graph representations to other applications and data domains.
For that, a proper identification of data similarity is crucial and hence we elaborate the
details of similarities relevant to different applications and domains based on our research
studies. This can improve tasks such as feature selection, clustering, etc., in addition to
predictions and classifications.
The nature of different similarities and interactions among objects can be classified into
three types: curated information, inferred information and derived information. The inherent
graph structures such as social networks, molecular structures, some biological networks are
curated information which are available in published literature, online content, based on
professional and expert knowledge. Some of the relations and interactions among data can
be inferred from curated knowledge. There is another set of relations that we can derive
using appropriate functions for different data types. Accurate definitions of similarities and
interactions are critically important to the final output of graph based applications in ML.
Thus, the sample data domains and appropriate similarities along with their nature and
possible sources are summarized in Table 2.2.
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Table 2.2 Sample data domains and relevant similarities for graph representation
Domain

Similarity

Nature

Sources

Drug-drug

molecular structure and functional
similarity

curated/
inferred

published literature, Online
database, expert knowledge

Social network

friendships

curated

online/information

Protein-protein

bio-chemical, gene associations

curated/
inferred/
derived

published literature, expert kn
owledge

Citation networks

co-authorships

curated

online/information

RNA-RNA

bio-chemical, sequenc
e, functional similarity

curated/
inferred/
derived

online databases, published literature

Drug-disease

bio-chemical

curated/
inferred

published literature, expert/
professional knowledge

Molecules

chemical bonds

curated/
inferred

published literature, expert/
professional knowledge

Disease-disease

semantic similarity
(disease ontology,
gene ontology)

curated/
inferred/
derived

published literature, expert
knowledge, Online databases,
ex: Wang method [27]

Image

pixel similarity

derived

Euclidean distance

Text

frequency vectors

derived

cosine similarity
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CHAPTER 3
CircRNA Node Classification for Multiple Diseases using Graph Convolutions

Graphs have been widely used to represent biomedical networks. This is due to existing interactions such as drug-disease, RNA-RNA, protein-protein which can be utilized to predict
potential drug indications, assisting clinical decisions, etc. Further, exploring these associations with real biological experiments is time consuming and expensive. Therefore, there
is an appeal for different computational models to do predictions based on known biological
data.
Prediction of circRNA-disease associations is one such extensively employed problem
which can be used for discovering pathogenesis of various human diseases. Compared with
other non-coding RNAs, circRNAs do not have 5’ and 3’ polyadenylated tails and have a
closed loop structure which allow them to stably present in various types of cells [28, 29].
As a result, circRNAs are closely related to many diseases such as diabetes, cancers and
neurological disorders. Hence, circRNAs can be used as good biomarkers for disease diagnosis
and therapeutic targets for treatments. However, the number of experimentally verified
circRNA-disease associations are still fewer and also conducting wet-lab experiments are
constrained by the small scale and cost of time and labour. Therefore, effective computational
methods are required to predict associations between circRNAs and diseases which will be
promising candidates for small scale biological and clinical experiments.
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3.1 Overview of the Proposed Method and Materials

Most of the existing works have been focused on microRNA(miRNA) and long non-coding
RNA(lncRNA) while there are few works for circRNAs in recent years [30]. Existing works
are limited to simple similarity based calculations or graph embedding methods that we
covered in section 2.2. Matrix factorization (MF) is one of the most popular methods and
the works in [31, 32, 33, 34] have used MF with circRNA-disease interaction profiles to
predict the circRNA-disease associations while [35, 36, 37, 38] works apply MF on other
types of RNA. Another type of method is to use random walk and meta-paths on built bio
networks which fuse disease similarity and RNA similarity sub networks [39, 40, 41, 42, 43].
But performance of these models are constrained by shallow learning or limited capabilities
of linear features.
Some prediction methods tend to use biological information related to RNAs such as
genome location and tissue specificity [44, 45, 46, 47]. As an example, the RNAs close to
each other in the genome are frequently associated with the same disease. However, these
prediction methods need to collect more data to correctly find the similarity. So, this is not
applicable to diseases and RNAs in which tissue specific gene records are not available. Also,
the performance of the methods leverages on the correctness of the similarity definitions.
To overcome the limitations, hybrid computational models with deep learning techniques
have been developed to extract non-linear features of RNA and diseases [48, 49, 50, 51]. As
an example, combined models with CNNs are proposed to detect high level features from
the input data and filter the noise during the feature extraction process of the CNN in
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predicting circRNA-disease associations [52, 53] and other RNA-disease associations [54, 55,
56]. However, most of the previous computational methods failed to integrate topological
information built-in heterogeneous networks made of RNAs and diseases.
GCNCDA [57] is one of the existing few works which utilizes graph convolutions to predict
circRNA-disease associations. They employ FastGCN to extract features of circRNA-disease
associations and final predictions are based on another classifier Forest PA. MDAGCN [58]
is another graph convolutional method focusing on metabolite-disease associations. Other
works [59] and [60] use spectral based graph convolutions to predict lncRNA-disease and
miRNA-disease associations, respectively. Both of the above models use spectral based
convolutions which makes eigenfunctions of the Laplacian matrix different from one graph
to another. Also, all the computations of the Laplacian matrix need to be processed in
one time which makes computational complexity high for large graphs. On the other hand,
the FastGCN algorithm assumes that nodes in the graph are identically distributed which
prevents capturing the actual graph structure.
To overcome the above problems, we developed a novel model, GCN-NC to predict
circRNA-disease associations using GCN. The main contribution of the GCN-NC is summarized below:
• We take the comprehensive use of various sources of information such as circRNA
sequence similarity, disease semantic similarity, disease and circRNA Gaussian Interaction Profile (GIP) kernel similarity to build a circRNA-disease network and adopt
a multi-layer GCN to learn high level representations of nodes adhering topological
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structure of the network.
• Then, the proposed GCN-NC model performs each circRNA node classification into
multiple diseases using learnt latent feature vectors.

3.1.1 circRNA-Disease Associations Data
We extracted experimentally verified known circRNA-disease associations data from the
circR2Disease [61]. This initial data set contains about 739 disease related circRNA entries
verified by the evidence from experiments. All of these associations are in between more
than 600 circRNAs and 100 diseases. After preprocessing the initial data set, we picked
431 circRNA-disease associations composed of 365 circRNAs related to 100 diseases for this
study. The adjacency matrix of circRNA-disease association is denoted by AS. If AS(i, j)
equal to 1 there is an association between circRNA i and disease j. Otherwise AS(i, j) is
equal to 0.

3.1.2 Similarity Calculation
1. circRNA Sequence Similarity
In order to calculate circRNA sequence similarity, circRNA related RNA based sequence data are taken from circBase database [62]. There are 365 circRNAs which
need matching RNA based sequences. Then Needleman-Wunsch method, a base pairing algorithm is used to calculate the circRNA sequence similarity. CS(i, j) represents
the similarity value between the circRNA Ci and Cj . Each similarity value CS(i, j)
is normalized using Eq. 3.1 where N W (i, j) the Needleman-Wunsch algorithm score
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between circRNA i and j.
N W (i, j)
p
CSS(i, j) = p
N W (i, i) N W (j, j)

(3.1)

2. Disease Semantic Similarity
We adopted Wang’s method [27] to compute disease semantic similarity values. First,
the semantic value of a given disease can be calculated using a DAG (Directed Acyclic
Graph) of related terms. If any two diseases have more common disease terms, the
semantic value for that pair of diseases is also high. In this study we searched for
DOIDs (Disease Ontology Identifiers) related to initial 100 diseases in the DincRNA
dataset [63] and we could locate only 60 DOIDs among them. DSS(i, j) represents
the similarity value between the disease di and dj .
Now we have constructed circRNA sequence similarity and disease semantic similarity
matrices. One of the drawbacks we observed is, above calculated matrices are sparse
and we could match only few DOIDs with above data sources. As a result, we adopted
the GIP kernel similarity to get further details regarding circRNAs and disease similarities to mitigate this weakness.
3. circRNA GIP Kernel Similarity
If two circRNAs are more similar, then they are likely to be associated with the same
set of diseases. Based on the above assumption, known circRNA-disease associations
are used to calculate circRNA GIP kernel similarity. This similarity score between
circRNA Ci and Cj is denoted as CG(i, j) calculated using matrix AS as mentioned
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below in Eq. 3.2.


CG(i, j) = exp − αC kPCi − PCj k

2



(3.2)

Here, Pci means the interaction profile of circRNA ci with each disease which is the
ith row of matrix AS. αc is an adjusting parameter which controls the range of values
and Nc is the total number of circRNAs.
NC
.h 1 X
i
αC = α
cC
kPC(i) k
NC i=1

(3.3)

4. Disease GIP Kernel Similarity
The GIP kernel similarity algorithm is used to calculate DG(i, j) which is the disease
GIP kernel similarity between Di and Dj . The process is similar to calculating the
circRNA GIP kernel similarity and given in Eq. 3.4.


DG(i, j) = exp − αD kPDi − PDj k

2



(3.4)

PD(i) is the interaction profile of disease Di and also the ith column vector of matrix
AS. αD is the range adjusting parameter and ND is the total number of diseases.
ND
.h 1 X
i
αD = αc
kPD(i) k
D
ND i=1

(3.5)

3.1.3 Constructing CircRNA-Disease Association Network
Once we calculate different similarity values of circRNAs and diseases, we can fuse this
semantic information into the circRNA-disease heterogeneous network. CircRNAs and diseases can be represented as different objects and then be linked based on their computed
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interactions.
1. CircRNA-circRNA Associations
CircRNA GIP Kernel similarity and circRNA sequence similarity values are integrated
to get the integrated circRNA-circRNA similarity matrix ICS as in Eq. 3.6.

ICS(i, j) =

CSS(i, j), if CSS(i, j) 6= 0
CG(i, j), otherwise

(3.6)

But, the calculated scores in ICS are containing small values which represent the noise.
To filter this noise, a threshold α is set to remove these small scores from ICS and
it is given in Eq.3.7. But, we have to be careful when deciding α, as too big α can
remove important relations while too small α can cause over-fitting or noise issues.
Hence, optimization test on this threshold for the GCN-NC was also conducted and
the details are given in the following sections.

CS(i, j) =

ICS(i, j), if ICS(i, j) ≥ α
0,
otherwise

(3.7)

2. Disease-Disease Associations
The disease GIP Kernel similarity and the disease semantic similarity values are also
integrated to calculate integrated disease-disease similarity matrix IDS as follows:

IDS(i, j) =

DSS(i, j), if DSS(i, j) 6= 0
DG(i, j), otherwise

(3.8)

further, we set the threshold β to remove unnecessary noise from IDS and to eliminate
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undesired effects as in Eq.3.9.

DS(i, j) =

IDS(i, j), if IDS(i, j) ≥ β
0,
otherwise

(3.9)

Once we have generated circRNA similarity final matrix CS, disease similarity final matrix DS and circRNA-disease associations AS, we can construct the heterogeneous network
which consists of circRNA and disease objects with their interactions. Therefore the adjacency matrix of the circRNA-disease association network A can be denoted as follows:



CS AS
A=
AS T DS


(3.10)

However, the adjacency matrix of the network A is changed based on the different combinations of the threshold values α and β and we discuss the effect of the above parameters in
the following sections.

3.2 GCN based Node Classification Model (GCN-NC)

Mainly the process of the GCN-NC can be divided into four steps: calculation and integration
of multiple sources of similarity information, building a circRNA-disease network, apply
graph convolutions to extract high level features of the nodes and predicting the multiple
disease associativities for each circRNA node in the network [11]. Fig. 3.1 depicts the
overview of the GCN-NC model.
The previous sections 3.1.2 and 3.1.3 describe the first two steps: calculating different
similarity values and constructing the circRNA disease network, respectively. The next step
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Figure 3.1 Overview of the GCN-NC: 1. Multiple sources of similarity calculation, 2 Constructing circRNA-disease network, 3. Extracting feature vectors for nodes with graph convolutions, 4. Predict disease association labels for each circRNA node
is to apply graph convolutions to aggregate different features of neighbors, and eventually
learn the graph structure to extract high level features of circRNA nodes and predict disease
associativity labels. For that we use ground truth labels of a portion of circRNA nodes to
predict the disease labels for other nodes. The graph convolution operation we use for this
purpose can be mathematically defined as in Eq. 3.11 .

hlv = f Wl

X

hl−1
v



(3.11)

u∈N (v),A

Let hlv be the output of the lth convolutional layer and input is hl−1
where u denotes the
u
neighbors of node v. Wl is the learnable parameters of the lth layer and f is the activation
function.
As an example in Fig. 3.1, node C1 starts with a one hot vector and learns the edges
with C2 , C3 , C5 , d1 and updates features of C1 accordingly. This is because we know that
C1 is more similar with circRNAs C2 , C3 , C5 , and also it is associated with d1 disease based
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on known associations. Next, the graph convolutional layer converts learned features to
lower dimensional high level feature embeddings of each node. And the next step is to get
the output feature embeddings of the previous layer to do the final predictions. We use
a part of already known associations as the output labels to calculate the loss, and the
backpropagation to learn the model parameters.

3.3 Experiments of GCN-NC

We conducted various experiments on the dataset circR2Disease to evaluate the GCN-NC
model. The 5-fold cross validation was adopted as it provides more reliability and avoids
overfitting issues. So, we first divide the data into five equal sets where each set is assigned to
test the performance of the model while remaining sets are used for the training. This process
can be repeated five times and the model performance is the average performance of all the
iterations. At first, we measured the model performance in its learning process. For that
we did experiments to measure the training loss for different number of disease predictions
and also with different architectures (changing number of convolutional layers and hidden
feature vector sizes) in GCNs. Next, we compared the averaged prediction performance with
3, 10, 70 number of disease predictions. The effect of the thresholds in the GCN-NC model
is discussed next.

3.3.1 Performance Metrics
We used different performance metrics in this study to evaluate the strength of the proposed
GCN based models. These evaluation metrics are accuracy, precision, recall, f1 score which
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are defined as below.

TP + TN
TP + TN + FP + FN
TP
P recision =
TP + FP
TP
Recall =
TP + FN
2T P
F 1 score =
2T P + F P + F N

Accuracy =

(3.12)

where TP are known associations which are identified correctly, TN are unknown associations which are identified correctly, FP are samples which are wrongly classified unknown
associations and FN are samples which are wrongly classified known associations. Further
we use AUC measure which evaluates the model against both true positive rate (TPR) and
false positive rate (FPR). It is a more comprehensive measure which is suitable for our problem as it measures TPR and FPR against a different set of thresholds which ranks predicted
scores for positive associations higher than scores for negative associations.
TP
TP + FN
FP
FPR =
TN + FP
TPR =

(3.13)

3.3.2 Learning Performance of the Model
Here we study the GCN-NC model’s learning performance and Fig. 3.2(a) depicts the
training loss against the epoch number for different number of disease predictions. The
training loss of all three models are gradually decreasing with the increment of epoch number.
The 3 Diseases classification model has the fastest reduction of the training loss due to its
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simplicity and both 3 and 10 diseases models are smoothly converging near zero. But, with
the increment of the number of diseases (70 diseases model), the reduction of training loss
does not sustain the same rate as 3 and 10 diseases classification models. As a result, we can
see that the GCN-NC model has better learning performance with less number of disease
classification while it requires more iterations for better performance for the case of higher
number of diseases.
Next, we explored different graph neural network architectures for the 70 disease classification model and the performance is plotted in Fig. 3.2(b). We used four different
configurations, all starting with 350 one-hot feature vectors and classifying them into 70
disease labels. Overall, all settings have similar performance while GCN models with only
two convolutional layers, with the hidden feature size 100 have the highest reduction of the
training loss compared with others. Thus we picked (350,100, n) configuration for the n
disease prediction model, where n is the number of diseases.

3.3.3 Performance of Different Number of Disease Prediction
To evaluate the impact of the increase of the number of disease predictions, three different
models are trained for 3 diseases, 10 diseases and 70 diseases association predictions. The
performance of each model is measured using the 5-fold cross validation and results are
summarized in Table 3.1.
In the 3 diseases model, the average accuracy is 96% which is very high on the dataset
we used where the average accuracy is reduced to 93% for 10 diseases and further reduced
to 84% for 70 diseases model. Thus, we observe a drop of accuracy when the number of
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(a) Training loss for different number of diseases.

(b) Training loss for different architectures.

Figure 3.2 Performance of GCN-NC in the learning process
Table 3.1 Results of 5-fold CV on different number of disease prediction for GCN-NC
Model

Accuracy

Precision

Recall

F1 Score

3 Diseases
10 Diseases
70 Diseases

0.9693
0.9351
0.8475

0.8358
0.7836
0.7696

0.9865
0.9815
0.9758

0.9041
0.8705
0.8600

diseases increased in the prediction of the GCN-NC model. The recall values of all three
models are very high which indicates that the GCN-NC model limits false negatives as much
as possible. However, precision values are having low performance in all models where the
lowest 76% is corresponding to the 70 diseases model. F1 score depends on both precision
and recall and as a result, there is a 4% drop from 3 diseases to 70 diseases though it has
stable performance compared with other metrics. Thus, the GCN-NC model can perform
better in prediction problems with fewer number of diseases.
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3.3.4 Effect of Thresholds α and β
In order to observe the effect of threshold values α and β on the GCN-NC model, we did
parameter optimization experiments and identified the optimum values for them. The above
threshold values are used to determine the connectivity between a pair of nodes in the
circRNA-disease network and the structure of the graph is changed with the values of α and
β. Therefore, a series of experiments were conducted by setting a range of values 0.5 - 0.9
for α and 0.1 - 0.5 for β and the results are shown in Fig. 3.3.

Figure 3.3 Effect of thresholds α and β on GCN-NC

For the different combinations of α and β settings in the GCN-NC model, it shows more
than 97% average AUC where the highest performance is depicted for the setting α = 0.5
and β = 0.1. Few other combinations of settings are further magnified in Table 3.2. Based
on the results in the Table, we can see that the GCN-NC has overall high AUC for all four
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settings but the highest 98% AUC is recorded for the settings where we have higher number
of edges with average edge densities are 3.0 and 2.6.
Table 3.2 AUC for GCN-NC with four combinations of α and β thresholds
Thresholds
α = 0.5,
α = 0.5,
α = 0.9,
α = 0.9,

β
β
β
β

= 0.1
= 0.5
= 0.1
= 0.5

No. Edges

Avg.Edges/Node

AUC

1363
1099
1171
907

3.0
2.4
2.6
2.0

0.9836
0.9792
0.9803
0.9783

3.4 Summary

Accumulated studies have discovered that circRNAs are closely related to many complex
human diseases. Due to this close relationship, circRNAs can be used as good biomarkers
for disease diagnosis and therapeutic targets for treatments. A novel model to classify
circRNA nodes into different diseases is proposed based on existing biological knowledge.
First, the GCN-NC gets the comprehensive use of multiple sources of similarity values to
build circRNA-disease network with complete relational knowledge. Then, a multi-layer
GCN is adopted to extract high-level feature vectors for each node in the graph. The
GCN-NC model predicts each circRNA node into different disease labels using learnt feature
vectors. Experiments show that our model can effectively identify potential associations
with over 93% accuracy for a few number of disease predictions (3 and 10) while there is
a performance degradation for higher number of disease predictions like 70. The GCN-NC
hits high AUCs on prediction tasks with fewer number of diseases for all combinations of
thresholds and even with more dense graphs.
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CHAPTER 4
circRNA-Disease Link Prediction using Graph Convolutions

Link prediction has been studied for a long time relevant to social networks, citation networks, etc. But we can extend this to biological networks as well to predict associations
among different objects such as circRNA-disease associations. Here we calculate a score for
a pair of nodes based on the graph topology which approximates the proximity of these two
nodes in the graph. The closer the two nodes are, it is more likely that there will be a
relationship.
In Chapter 3, we discussed circRNA-node classification model, GCN-NC and we observed
high performance in the GCN-NC for categorizing circRNA nodes into fewer number of
diseases, but there is a performance degrade with the increase of number of diseases. Here
we propose a link prediction model for circRNA-disease prediction (GCN-LP) which can be
modeled as a binary classification problem. The intention behind this model is to identify
whether a link exists between a given pair of nodes or not. Therefore the proposed GCN-LP
model overcomes the limitation where the number of diseases has to be fewer. Thus we
implement GCN-LP to classify associations between circRNAs and all 100 diseases in our
selected data set (section 3.1.1) as a binary classification problem without reducing number
of diseases into multi-disease classification as in the GCN-NC. Another significant difference
is that the GCN-LP deploys the weights of edges as well into the convolution computation
which allows the GCN-LP to learn rich information whereas the GCN-NC only takes the
connectivity of nodes without their weights. As such, the graph convolution operation is
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same as the Eq. 3.11 with the only difference being added edge weights We as follows:


hlv = f Wl

X

We hl−1
v



(4.1)

u∈N (v),A

Here we discuss the process of the GCN-LP model and its performance throughout various
experiments in the following sections.

4.1 GCN based Link Prediction Model (GCN-LP)

The first step of this process is to compute different similarity values between circRNAs
and diseases as described in section 3.1.2. Fig. 4.1 shows the next step of building the
circRNA-disease heterogeneous network based on the integrated similarity matrices.
Then we start the learning process of the GCN-LP where each node learns high-level
feature vectors by exploring the structure of the built network. For that, we use a multilayer GCN and finally predict the possibility of connectivity between any given two nodes.
As an example, the GCN-LP outputs a connectivity score yu,v between two nodes u and
v after the model training. Eq. 4.2 represents the output function of the GCN-LP model
(l)

(l)

where hu and hv are learnt feature vectors after the lth convolutional layer of node u and
node v, respectively.
(l)
yu,v = φ(h(l)
u , hv )

(4.2)

In the training process, we compare the connectivity scores of existing links against the scores
between arbitrary pairs of nodes which are not associated. Creating these non-existing links
is called as the negative sampling method and it is controlled by the negative sampling rate
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Figure 4.1 Constructing circRNA-disease network in GCN-LP
k. Thus we train the model in a way that it can give higher scores for existing links than
the scores for arbitrary links generated through negative sampling. Fig. 4.2 demonstrates
the above learning process of the GCN-LP.
For an example, circRNA node C1 is similar to C2 , C3 and C5 circRNA nodes and also C1
is associated with disease d1 and d4 based on the integrated similarity values and the built
network structure. In the training, C1 node learns the feature vectors, hlC2 , hlC3 , hlC5 , hld1 , hld4
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Figure 4.2 Learning process in GCN-LP
and corresponding edge weights after the lth convolution and learns the new feature vector
hl+1
C1 . Based on the learnt feature vectors, the model outputs connectivity scores between
circRNA nodes and disease nodes as in Eq. 4.2 and it is the last step in Fig. 4.2.

4.2 Experiments of GCN-LP

A series of experiments were performed with the same dataset in section 3.1.1 from CircR2Disease using the 5-fold cross validation to evaluate the GCN-LP. First, we observe the performance of the GCN-LP in its training process where we also check the model performance
with different multi-layer GCNs. Next, the GCN-LP is compared with other conventional
methods across different metrics accuracy, precision, recall and f1 score. Finally, the effect
of thresholds α and β is studied for the GCN-LP.
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4.2.1 Learning Performance of the Model
In this experiment, we compare the learning performance of the GCN-LP with different
architectures by changing the number of layers, hidden feature vector sizes and the negative
sampling rate k. We tested four different configurations for multi-layer GCNs each of which
begins with input vector size 10 and outputs a feature vector of size 10. Fig. 4.3(a) plots
the training loss with respect to 100 epochs while Fig 4.3(b) shows the same plot with only
first 14 epochs for more visibility.

(a) Training loss for 100 epochs.

(b) Training loss for first 14 epochs.

Figure 4.3 Learning performance of GCN-LP with different architectures

We observe that the training loss is gradually decreasing with two hidden layer models
where the three layer model shows fluctuations in the learning curve. Among two hidden
layer models, lower loss is reported from (10,100,10) model architecture. The red and blue
lines have this same architecture with the only difference being the negative sampling rate
k = 5 and k = 2. Both are converging at the early epoch 15 while the three hidden layer
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model is also converging with them at about the 20th epoch due to better learning capability
of GCNs. Hidden feature vector sizes also affect the learning performance as the model with
only 50 features at the first hidden layer (green) always has a higher loss than others at any
given moment. Thus we can identify the architecture (10,100,10) with k = 5 is more suitable
for better learning and fast convergence among others.

4.2.2 Comparison of GCN-LC with Other Approaches
Sometimes, GCNs are used to calculate the features of nodes or node embeddings. Learnt
embeddings are next used with different classifiers to identify existing links. We used the
same GCN architecture to learn the node embeddings. These node embeddings were fed into
different classifiers to differentiate the existing links from others. We used the same test data
to compare the performance of the GCN-LP with the above approaches. Test data contain
few of the known associations plus some arbitrary links as the negative samples.
Fig. 4.4 plots a performance comparison of the GCN-LP with different classifiers on graph
node embeddings such as neural networks, Support Vector Machine (SVM) and random
forest. We note that the GCN-LP model records the highest performance closer or greater
than 90% in all metrics accuracy, precision, recall and f1 score. In f1 score, the GCN-LP
outperforms both classifiers SVM and random forest by about 20% where the neural network
is about 4% less than the GCN-LP. The neural network which has two hidden layers with size
of 100 in each, is performing better compared with SVM and random forest though GCN-LP
is still better than it. Further we observed reduced false positives with higher precision over
100 diseases in the GCN-LP compared with the GCN-NC.
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Figure 4.4 Comparison of GCN-LP with other approaches
4.2.3 Effect of Thresholds α and β
In this study we look at the model performance of the GCN-LP across a range of values
for thresholds α and β. Above thresholds determine the connectivity of two nodes in the
network. Hence these thresholds significantly affect the structure of the network. As the
process of the GCN-LP is different from the GCN-NC, it is worthwhile to study the impact
of thresholds on the GCN-LP as well. Fig. 4.5 depicts that the GCN-LP has more than 94%
AUC values for all the combinations of thresholds α and β. But the highest AUC is given
with higher thresholds unlike the GCN-NC which performed well with low α and β values.
Table 4.1 shows more details including number of edges in the graph, average number of
edges per node, AUC performance for four combinations of thresholds.
In GCN-LP, the highest AUC is corresponding to the graph structures with less density
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Figure 4.5 Effect of thresholds α and β on GCN-LP
Table 4.1 AUC for GCN-LP with four combinations of α and β thresholds
Thresholds
α = 0.5,
α = 0.5,
α = 0.9,
α = 0.9,

β
β
β
β

No. Edges

Avg.Edges/Node

AUC

1363
1099
1171
907

3.0
2.4
2.6
2.0

0.9408
0.9789
0.9527
0.9893

= 0.1
= 0.5
= 0.1
= 0.5

where the average number of edges per node lies between 2.0 to 2.4. One of the differences
between the GCN-NC and the GCN-LP is that the weight of each edge is also utilized in
convolution operations in GCN-LP while GCN-NC does not take edge weights into account.
With this additional information, GCN-LP has better performance in learning connectivity
scores with a fewer number of edges.
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4.3 Comparison of GCN-NC and GCN-LP

The proposed two models GCN-NC and GCN-LP are different from each other as the GCNNC uses learnt feature vectors to classify each circRNA node into multiple disease labels while
the GCN-LP computes connectivity scores and predicts links between given two nodes using
feature vectors. However, both models finally predict the associations between circRNAs and
diseases. Hence it is important to have a comparison between the GCN-NC and the GCN-LP.
To have a fair comparison, we used the same test set in each fold where one test set contains
few known associations plus some arbitrary associations based on the negative sampling.
First, we compare the average performance of multi-disease classification of GCN-NC with
GCN-LP on 100 diseases and also with other methods. Next, we compare the performance on
few individual diseases for both models. Finally, we discuss a case study performed to further
demonstrate the capability of two proposed models on predicting potential circRNA-disease
associations based on the existing knowledge.

4.3.1 Comparison of GCN-NC and GCN-LP on All Diseases
In order to compare both models on 100 diseases, we first selected the same dataset of 350
circRNAs with 431 known associations. The GCN-NC model is trained to classify each
circRNA node in the test set to 100 disease labels. The average performance is plotted using
averaged TPRs and averaged FPRs in Receiver Operating Characteristic (ROC) curve. The
GCN-LP is trained to predict the connectivity score for a pair of circRNA and disease nodes.
If the calculated scores are higher than a pre-defined threshold, corresponding circRNA
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and disease pairs are considered to be associated. Changing threshold values, we can plot
TPRs and FPRs and draw the ROC curve in the same plot. Both models have competitive
performance with more than 97% while the GCN-LP outperforms the GCN-NC by about
1.5% for area under the ROC curve in Fig. 4.6.
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Figure 4.6 GCN-LP and GCN-NC performance on all diseases

Next, we compare the GCN-NC and the GCN-LP performance with other baseline models
which are introduced to predict circRNA-disease associations. Table 4.2 summarizes the
average AUC performance of 5-fold cross validation of the GCN-NC and the GCN-LP with
350 circRNAs and 100 diseases. The Table also contains the average performance of 5-fold
cross validation of other models on the same benchmark database circR2Disease.
GCNCDA [57] is the only work which utilizes a type of graph convolution (FastGCN)
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Table 4.2 Comparison of GCN-NC and GCN-LP with other baseline models
GCN-NC GCN-LP GCNCDA DWNN-RLS KATZHCDA PWCDA RWRKNN
AUC 0.9695

0.9846

0.9090

0.8854

0.7936

0.8900

0.9333

with Forest by Penalizing Attributes (Forest PA) classifier while other models adopt variation
of Random walk methods with different classifiers such as KNN [64, 65, 66]. DWNN-RLS
[67] identifies circRNA-disease associations using Regularized Least Squares. Based on the
results, we can observe that both proposed models GCN-NC and GCN-LP which utilize a
multi-layer GCN to classify circRNAs into multiple diseases and predict links between pairs
of circRNAs and diseases, respectively, hit high AUCs 97% and 98%.

4.3.2 Comparison of GCN-NC and GCN-LP on Individual Diseases
We selected six diseases Stomach Cancer, Breast Cancer, Colorectal Cancer, Coronary Artery
Disease, Hepatocellurar Carcinoma and Diabetic Retinopathy to compare the association
predicting performance of the GCN-NC and the GCN-LP on individual diseases. In this
experiment, we only consider the average performance of one label relevant to the disease
in observation with the GCN-NC model while the GCN-LP removes few known associations
related to targeted disease and generates arbitrary associations as negative samples to form
test data. Results are depicted in Fig. 4.7.
We observe that both models hit higher AUCs greater than 97% in their ROC curves
corresponding to all six diseases. Further, GCN-LP outperforms GCN-NC model in all
diseases except stomach cancer. This shows reliable performance from both proposed models
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Figure 4.7 Performance comparison of GCN-NC and GCN-LP on six individual diseases
GNC-NC and GCN-LP though the GCN-LP is giving the highest results.

4.3.3 Case Study
The purpose of this case study is to further demonstrate the effectiveness of proposed models
in predicting potential circRNA disease associations. For that we selected Colorectal Cancer
as our prediction target in this case study. Colorectal Cancer which is also known as Colon
Cancer, Rectal Cancer is the second leading reason for cancer death in females and the third
for males. According to American Cancer Society, about 4.7% of males and 4.3% female of
the population in the United States are likely to develop Colorectal Cancer in their lifetime.
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In this experiment, 20 known circRNA and Colorectal Cancer associations are used as
training data and all remaining circRNAs are assigned as candidates. Next, we get the
prediction scores for all candidate circRNA samples from both models GCN-NC and GCNLP and rank the scores in descending order. We selected top ten predictions from each
model which are further validated using existing literature and gene-gene interaction networks. Top ten predictions from the GCN-NC and the GCN-LP are given in Table 4.3 which
can be confirmed by the evidence from the literature identified by the PubMed IDs. The
first and fourth columns of the table show, from which model is the prediction comes and
corresponding PubMed IDs are given in the third and the sixth columns.
Table 4.3 Top 10 results for Colorectal Cancer based on GCN-NC (NC for short) and GCNLP (LP for short) predictions
Model
NC, LP
NC, LP
NC, LP
NC
NC
NC
NC, LP

CircRNA
hsa
hsa
hsa
hsa
hsa
hsa
hsa

circ
circ
circ
circ
circ
circ
circ

0048232
0000677
0000567
0004183
0000172
0091017
0000069

PubMed ID
28656150
27058418
29333615
28003761

Model
NC, LP
NC
NC, LP
LP
LP
LP
LP

CircRNA
hsa
hsa
hsa
hsa
hsa
hsa
hsa

circ
circ
circ
circ
circ
circ
circ

0001649
0068033
0020397
0091822
0004872
0000615
0000893

PubMed ID
29421663
28707774
-

We can see that six predicted circRNAs are already confirmed as associated to Colorectral
Cancer with the evidence, and these six predictions are given by both models GCN-NC and
GCN-LP. There are eight remaining circRNAs predicted by the GCN-NC and the GCN-LP
model (four from each) which are not yet confirmed by existing literature. As a result we
explored gene-gene interaction networks to further verify top predictions from our models.
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In this process, we first identified host genes of circRNAs in Table 4.3 from the CircBase
database [62], then we extracted Colorectal Cancer related genes from Disease database [68]
and CTD database [69] was used to derive the gene-gene interactions. If the associated genes
corresponding to predicted circRNAs are interacted with disease genes, this effect implies
that predicted circRNAs are more likely to be associated with that disease in consideration.
The final results of this effort is depicted in Fig. 4.8.
Here we can see 13 out of 14 records in the Table 4.3 are proven to be associated with
Colorectal Cancer related genes. Further it is interesting to note that above 13 predicted
circRNAs form 3 connected graphs with their host genes and Colorectal Cancer genes. One
such connected graph consists 11 predicted circRNAs: hsa circ 0048232, hsa circ 0091017,
hsa circ 0000677, hsa circ 0000172, hsa circ 0000069, hsa circ 0091822, hsa circ 0020397,
hsa circ 0004872, hsa circ 0000615, hsa circ 0004183 and hsa circ 0000893 which is a strong
fact to note regarding the predictions. The second and third connected graphs consist
hsa circ 0068033, NAALADL2, ERBB2 components and hsa circ 0001649, SHPRH, FBXW7
components, respectively. Predicted circRNA hsa circ 0000567 is not related with any Colorectal Cancer related gene in our experiment though it is confirmed by existing literature.
In addition to that, the gene-gene interaction network in Fig. 4.8 shows that genes corresponding to circRNAs hsa circ 0091822, hsa circ 0004872 and hsa circ 0091017 are related
to 5, 30 and 12 Colorectal Cancer related genes, respectively, which are not yet confirmed by
real biological experiments. The circRNAs hsa circ 0004872 and hsa circ 0091822 with high
potential to be associated with Colorectal Cancer (because of relation to 30 and 5 Colorectal
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Figure 4.8 Gene-gene interaction network to validate top 10 results for the GCN-NC and
the GCN-LP associated with Colorectal Cancer; Pink nodes represent the predicted circRNAs, purple nodes represent host genes for each circRNA and cyan color nodes represents
Colorectal Cancer related genes; Pink edges represent circRNA-gene associations and black
edges represent gene-gene interactions
Cancer related genes, respectively) is given by the GCN-LP model while hsa circ 0091017
which is related to 12 Colorectal Cancer genes is given by the GCN-NC. Hence we can
conclude both proposed models GCN-NC and GCN-LP are performing well in predicting
potential circRNA-disease association whereas the GCN-LP can provide more promising
results.
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4.4 Summary

In this work, we proposed a novel circRNA-disease association link prediction model and also
we compared both node classification (GCN-NC) and link prediction (GCN-LP) on the same
350 circRNAs and 100 diseases. Both models achieve more than 97% AUC on all diseases
and arbitrarily selected 6 individual diseases as well. Further both models show competitive
performance compared with other existing methods.
But, the GCN-LP outperforms the GCN-NC due to differences in the process. The GCNLP is not constrained by the number of diseases as it is only predicting the connectivity score
between any pair of nodes and can be formulated as a binary classification problem. But the
GCN-NC is modeled as a multi-disease classification problem and it is constrained by the
number of diseases in the prediction. Another significant fact is that the GCN-LP encounters
the edges with weights into the computation which is not possible in the GCN-NC. Thus
we have observed that the GCN-LP has the possibility to reach higher accuracies with fewer
number of edges while the GCN-NC requires more dense graphs as per the experiments
of different thresholds. In addition to that, the GCN-LP reduces false negatives and false
positives with high recalls and high precision compared with other conventional methods
which adopt different classifiers.
The effectiveness of the proposed models are further confirmed with a case study for
Colorectal Cancer, where all 14 top predictions given by the GCN-NC and the GCN-LP
could be verified either by literature evidence or gene-gene interaction networks. However,
GCN-LP’s prediction includes high potential circRNAs associated with a given disease, which
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makes it more promising in circRNA-disease association prediction.
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CHAPTER 5
Graph based Chest X-ray Image Classification for Covid-19 and Other
Pneumonia Detection

So far we discussed the possibility of applying graph based solutions for biomedical networks.
Can we enhance other tasks such as the image classification using the graph representation?
This is an interesting question to explore and hence we used a medical imaging task to
improve the discovery of biomarkers for different diseases in the medical imaging domain.
Transfer learning is the current practice in the medical imaging domain, due to the lack of
sufficient and systematic data collections. But these transfer learnt models suffer from the
lack of generalization resulting in poor performance [70, 71, 72]. Limited correlation of the
transferred features from the pre-trained model to a specific medical imaging domain can be
the reason for this circumstance. Instead, we can consider the interrelations among image
data and also can incorporate other attributes of data (such as meta-data) using graphs
which current practices do not allow.
So, we proposed a novel GCN based algorithm that is capable of identifying biomarkers
of Covid-19 pneumonia from chest X-ray images and meta-information. This model exploits
important relational knowledge among data instances and their features using graph representations which is not possible with the conventional convolution on the Euclidean domain.
Moreover, the proposed method differentiates different pneumonia types including Covid-19,
bacteria/tuberculosis, fungal and other viral types.
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5.1 CNN Encoder for Feature Extraction

First, we compared transfer learning based models and a CNN model with a random
initialization for feature representations. It also helps to identify a CNN encoder which gives
generalized feature representations for different CXR images in order to build a graph based
on feature similarities of data instances. This study is preceded by a description of CXR
images and the datasets.

5.1.1 Data
The CXR images were retrieved from two publicly available repositories [73] and [74]. The
data in [73] contain CXR images of patients with Covid-19, other viral infections like Middle
East Respiratory Syndrome (MERS), Severe Acute Respiratory Syndrome (SARS). Further,
it includes cases of bacterial infections like Tuberculosis and fungal infected patients’ CXR
images. In addition to the CXR images, meta-data which consist of patients’ information
such as the offset (the length of the stay from hospitalization to the time of test in days), age,
gender, survival, RT-PCR (Reverse Transcription Polymerase Chain Reaction), whether they
were in ICU, currently in ICU, currently intubating, intubated and whether supplemental
O2 is needed were also utilized in our GCN model. There are 10 features extracted from
meta-data. Since there were few normal CXR images [73], we obtained normal CXR images
from a Kaggle repository [74].
Two datasets DS1 and DS2 were constructed using extracted data from the above two
data repositories for the training and testing of proposed models and the other pre-trained
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models. DS1 includes about 150 CXRs of Covid-19 and 150 CXRs of normal subjects
for the binary classification problem. DS2 was designed for the three-class classification
where we differentiate Covid-19 infected subjects from normal and other pneumonia type
infections. This dataset consists of 150 Covid-19, 150 other pneumonia and another 150
instances for normal CXR images. Within the samples of other pneumonia CXRs, there are
cases of bacterial infections, fungal infections and other viral infections of subjects. Figure 5.1
presents representative CXR images for Covid-19, bacterial, fungal, other viral and normal
patients, respectively.

(a) Covid-19

(b) Bacterial

(c) Fungal

(d) Viral

(e) Normal

Figure 5.1 Representative CXR images from datasets corresponding to different infections

In these sample CXR images, there are certain areas with hazy opacification or increased
attenuation as these areas are filled with some substances other than air. This is an indication
of displacement of air by fluid and a collapse of periphery of lungs due to various infections.
Though these areas are visible as more grey and cloudy compared with darker areas with
lower attenuation, differentiating the cause of infection is not possible for the human eye
alone. Further, the specific radiographic patterns can be variable depending on different
viral strains making it hard even for experts to diagnose using CXRs alone. This further
implies the demand for efficient and accurate automated CXR based techniques for disease

54
diagnosis.

5.1.2 Feature Representation for CXR
We used three benchmark transfer learnt models VGG16, InceptionV3 and ResNet-50 to
compare the hidden representations learnt by these models for the same dataset. As a
baseline, we used another CNN with three convolutional layers (3-CNN) which starts with
random initialization as depicted in Fig. 5.2.

Figure 5.2 Three layer CNN architecture
We calculate the similarity scores of feature representations learnt by above transfer
learnt models and the 3-CNN model in multiple training. For that, we extracted the hidden
representations from the top layers (before the output) of these models and computed the
cosine similarity in between the same data instances. Calculated similarities in different
configurations of networks are plotted in Fig. 5.3.
Feature representations learnt by three benchmark models VGG16, InceptionV3 and
ResNet-50 are less similar for the same dataset. For the 3-CNN model, there is a greater
overlap between learnt feature representations, hence leading to comparatively high similarity
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Figure 5.3 Similarity scores of feature representation between models trained from pre-trained
ImageNet weights (pink) and random weight initialization (green)
values. More specifically, the 3-CNN achieves a 10% similarity improvement which indicates
a stable feature learning. Therefore, we use this 3-CNN model (Fig. 5.2) as our encoder to
convert the CXRs into feature vectors which then be used for the graph building.

5.2 Proposed GCN based Methodology

The process can be divided into three steps: (1) Encode CXR images into feature vectors,
(2) Construct a graph fusing feature vectors and meta-data information of patients, and (3)
Apply graph convolutions to extract high level features of the graph to ultimately classify
nodes of the graph into different classes. Overview of the method is depicted in Fig. 5.4.
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Figure 5.4 Overview of the proposed Method: 1. Encoding CXR images into feature vectors,
2. Construct a graph fusing feature vectors and meta-data information of patients and 3.
Applying graph convolutions to extract high level features of the graph to classify nodes into
different classes
5.2.1 Encoding CXR and Building Graphs
First, we convert CXR images into feature vectors as discussed in section 5.1.2. Our 3-CNN
model is adopted as the encoder to have a generalized feature representation for CXR images.
The encoded feature vectors are used to calculate the similarity matrix S n×n among all n
images. Next, a graph G = (V, E) is built using the calculated feature similarity matrix S
where V = v1 , ..., vn which has n number of nodes to represent n CXR images and E contains
m number of edges among nodes. We used a threshold α for deciding the connectivity of two
nodes. Only if the corresponding similarity value between two given nodes is greater than
α, these two nodes will be connected. The effect of this threshold on the graph connectivity
and the final classification performance are also discussed in section 5.3.3 under Experiments.
The structural information of this final graph can be denoted as A and the neighbour nodes
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of a particular node v is denoted as N (v). Next, we assign the initial features X n×d for the
graph G where X is the meta-data information of patients. Here we perform data imputation
for the missing value prediction in meta-data as well. Our purpose is to map nodes to a
lower dimensional feature matrix Z n×a starting from the initial feature matrix X n×d where
d is the starting dimension of each node n and a is less than d. Finally, we use these learnt
high level features to classify each node n in the graph G.

5.2.2 Learning Algorithm for GCN
The learning algorithm for GCN can mainly be divided into two steps: Aggregate and
Update. The first step which collects the neighbour information is called the aggregation,
and the second step is updating the current node. It is an iterative process with a feature
initialization that can be defined as below for node v where 0 indicates the initial step.
h0v = xv

(5.1)

Next step is the aggregation of neighbours’ information in order to update the current representation of each node. Equation 5.2 represents aggregation of embedding vectors of each
neighbour node u of the current node v.
rv = faggregate ({hu |u ∈ N (v)})

(5.2)

After obtaining rv (neighbour node’s representation), the next step is to update the current
node v’s representation as below.
hkv = f (Wk (rv , hvk−1 ))

(5.3)
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Let hkv be the output of the k th convolutional layer. A neural network function is used to map
a previous layer’s embedding hvk−1 to the reduced high level embedding hkv . Therefore, Wk
is the learnable parameters of the k th layer and f is the activation function such as ReLU.
We can replace faggregate with different aggregation functions such as sum, mean and maxpooling where it takes the summation of neighbour nodes’ embeddings, average of neighbour
nodes’ embeddings and maximum embedding out of all neighbour nodes’ embeddings, respectively. As an example, if faggregate is replaced by the mean function, Equation 5.2 and
Equation 5.3 can be combined and represented as below:
hkv


= f Wk

 P

u∈N (v),A

hk−1
u

|N (v)|



k−1
, hv

(5.4)

In above equations, k means the number of convolutions which indicates how many neighbours to use to compute the node representations in the algorithm. At k = 0, all the nodes’
embeddings are equal to initial feature vectors and eventually learn node embeddings which
are multiple hops away from each node. An example where k is set to 2 is given in Fig. 5.5.

Figure 5.5 Graph Convolutional learning of two hop neighbourhood for targeted node A
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If we consider node A as our targeting node, all nodes are assigned to initial feature
vectors at k = 0. Therefore, h0A is the initial feature vector for node A which is equal to
xA . Similarly, xB , xC , xD , xE , xF are assigned to nodes B, C, D, E and F , respectively. At
the k = 1 layer, h0A , h0C , h0E and h0F are aggregated and h1B is updated based on the above
aggregation. We repeat the aggregate and update functions for the node C. In order to get
the node embeddings for targeted node A at k = 2, we aggregate immediate neighbours’
node embeddings h1B and h1C and update h2A . Thus, each node in the above toy example
will eventually learn neighbours’ and neighbours of neighbours’ embeddings. Hence, given
k = 2, the graph learns the neighbourhood of two hops away and we can do experiments
with multiple neighbourhoods for different values of k.
However, too many neighbourhoods can reduce the strength of node representation due
to the possibility of adding unintended fuzziness and noise to the system. On the other
hand, too few neighbourhoods can decrease the non-linearity of the problem making it not
suitable for graph learning. The last step of the GCN algorithm is to forward the learnt
high level feature vector of each node through a softmax layer which finally predicts the
probabilities for different classes in the classification. Here, we use training data to build the
training graph where we perform the loss calculations based on the output labels and use
the backpropagation to learn the model parameters which we use on test data.
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5.3 Experiments and Results

We did various experiments on aforementioned datasets DS1 and DS2 to evaluate the performance of the graph convolutional algorithm on binary class classification and three-class
classification problems for CXR images. To have a fair comparison, we create two graphs
called “training graph” and “testing graph” using a training-testing partition that we performed for the benchmark transfer learnt models. We repeat this process five times and get
the average results for the five fold cross validation. Most of the experiments were carried
out on a Google Colaboratory Server using Tesla K80 GPU, and Deep Graph Library v0.6.0
was used for the implementation of GCN based algorithm [26]. Evaluation metrics of this
study include accuracy, precision, recall and f1 score.

5.3.1 Training Loss and Testing Accuracy
First, we adopted a GCN with two hidden layers (10 → 20 → 3) which had the initial
feature vector dimension as 10, the hidden feature vector size as 20 and an output vector for
the three-class classification. Next, we made another GCN architecture with three hidden
layers (10 → 50 → 20 → 3) for the same problem, and observed stable performance with
the three hidden layer architecture considering the neighbourhood of three hops. Therefore,
we adopted the three hidden layer architecture for the GCN model.
Figure 5.6 plots the training loss and testing accuracies across 150 iterations on the
new GCN model. Here we can observe that the loss is gradually decreasing in both binary
classification and three-class classification problems, and they are converging after the 80th
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Figure 5.6 Training loss and testing accuracies for GCN
iteration. Though there are fluctuations in the binary classification at early iterations, the
GCN hits about 95% accuracy for the binary classification at 80th iteration, and retains this
value after that. For the three-class classification, the GCN reaches about 83% accuracy,
and then slowly increasing the accuracy which implies it needs more iterations due to the
hardness of differentiating Covid-19 CXR features from other pneumonia features.

5.3.2 Comparison between GCN and Other Methods
In this section, we compare the proposed GCN method with other conventional methods
which utilize transfer learnt benchmark models: ResNet-50, InceptionV3 and VGG16.
Here we adopted the early stopping with 20 patience on benchmark models and allowed
the GCN model to run for about 150 iterations. Though we plot the training loss of the GCN
model and other benchmark models in the same plot for the comparison in Fig. 5.7(a) and
Fig. 5.8(a) for the binary classification and the three-class classification, respectively, one
iteration of the GCN is not equal to one epoch in CNN models. Therefore, we also show the
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Figure 5.7 Comparison of GCN and other models on binary problem
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Figure 5.8 Comparison of GCN and other models on three-class problem
learning curves of all the models against the time axis (in seconds) as well in Fig. 5.7(b) and
Fig. 5.8(b). For the binary classification problem, all the transfer learnt models start with a
lower loss and achieve the lowest loss around 0.2 as their best performance. Meanwhile, the
GCN model begins with relatively higher loss but drastically reducing to its best value and
converging. Specially, for the three-class classification, GCN attains a lower loss than 0.25
while other models record their lowest loss in the range 0.25 and 0.5. The GCN takes about
80 and 140 iterations to reach the 0.25 loss for the binary classification (Fig. 5.7(a)) and for
the three-class classification (Fig. 5.8(a)) which consumes only about 15s and 20s according
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to Fig. 5.7(b) and Fig. 5.8(b). Approximately, one iteration of the GCN takes less than
0.1s while one epoch of the CNN model takes about 50s. Moreover, we can observe that the
GCN model is gradually decreasing loss in both problems and converging at later iterations
while others are having fluctuations in their learning curves. We see the similar behavior in
testing accuracies of both problems in the GCN compared with other conventional methods
in Fig. 5.7(c) and 5.8(c). Exact accuracy values for the GCN and other models are given in
Table 5.1 and Table 5.2 along with other metrics as well.
Table 5.1 Results of binary classification Covid vs. Normal
Model

ResNet-50

InceptionV3

VGG16

GCN

Accuracy
Precision
Recall
F1-score

0.9108
0.9109
0.9109
0.9108

0.6336
0.7897
0.6300
0.5732

0.9306
0.9324
0.9303
0.9305

0.9445
0.9189
0.9764
0.9467

In Table 5.1, ResNet-50, VGG16 and GCN hit more than 90% for all metrics while
InceptionV3 has comparatively very low performance. Overall the GCN gives the highest
accuracy and the highest F1-score around 94%. The highest recall 97% of the GCN indicates
fewer false negatives which are important in the Covid-19 detection. Otherwise, not identifying the positive cases correctly can lead to severe consequences such as not being able to
quickly isolate and treat patients which is highly required for controlling the spread. The
highest precision 93% is recorded from VGG16 while the GCN shows still better precision
91%. However, the highest F1-score is given by GCN which is a more robust measure as it
encounters both precision and recall.
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Table 5.2 Results of 3-class classification Covid, Normal and Pneumonia
Model

ResNet-50

InceptionV3

VGG16

GCN

Accuracy
Precision
Recall
F1-score

0.8125
0.8235
0.8078
0.8118

0.7777
0.7900
0.7818
0.7791

0.7708
0.7759
0.7619
0.7604

0.8596
0.8601
0.8578
0.8586

For the three-class classification, both InceptionV3 and VGG16 degrade performance
significantly in classifying CXRs into: Covid-19, normal and other pneumonia types. Only
ResNet-50 and GCN achieve comparatively higher performance where the highest 86% accuracy is given by the GCN. It indicates the difficulty of differentiating Covid-19 infected CXR
images from other pneumonia infections for deep learning based models where relatively
better performance is reported from the GCN based approach.
Next, we explore the accuracy, precision , recall and f1-score performance on individual
classes related to binary classification and three-class classification problems. Table 5.3
consists of above values for different models in the binary classification problem.
Table 5.3 Results of binary classification on individual classes
Model

ResNet-50

InceptnV3

VGG16

GCN

Covid

Acc.
Prec.
Rec.
F1

0.8613
0.9111
0.8039
0.8541

0.7029
0.6363
0.9607
0.7656

0.9306
0.9074
0.9607
0.9333

0.9445
0.9189
0.9764
0.9467

Normal

Acc.
Prec.
Rec.
F1

0.8613
0.8214
0.9200
0.8679

0.7029
0.9166
0.4400
0.5945

0.9306
0.9574
0.9000
0.9278

0.9445
0.9747
0.9120
0.9421

65
We observe that the highest performance for both classes (covid and normal) is given
by the GCN model where only the recall for normal class of ResNet-50 is marginally higher
than the GCN. But ResNet-50 has poor performance for most of the other metrics around
80% - 86% in both classes while GCN shows relatively higher and stable around 94% to 97%
for most of the metrics.
Table 5.4 Results of three-class classification on individual classes
Model

ResNet-50

InceptnV3

VGG16

GCN

Covid

Acc.
Prec.
Rec.
F1

0.8333
0.7288
0.8431
0.7818

0.8541
0.8260
0.7450
0.7835

0.8402
0.7692
0.7843
0.7766

0.8803
0.8238
0.8478
0.8346

Normal

Acc.
Prec.
Rec.
F1

0.9236
0.9534
0.8200
0.8817

0.8819
0.9459
0.7000
0.8045

0.8750
0.7666
0.9200
0.8363

0.9496
0.9523
0.8991
0.9248

Pneumonia

Acc.
Prec.
Rec.
F1

0.8750
0.8378
0.7209
0.7750

0.8402
0.6923
0.8372
0.7578

0.8333
0.8064
0.5813
0.6756

0.8801
0.7926
0.8112
0.8007

Table 5.4 reports the individual class performance for all transfer learnt models and GCN
models on the three-class classification. Relatively low performance in covid and pneumonia
classes compared with the normal class is visible related to all the models in Table 5.4 which
indicates the difficulty of differentiating covid infected CXRs from the patterns seen on
CXR images of other infections. But most cases of the highest and better performance are
given by the GCN where few deviations can be noted with only small differences. Specially,
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for all three classes (covid, pneumonia and normal), the highest accuracy and F1-score
are generated by the GCN. Another important observation is that VGG16 and ResNet-50
which are relatively better performing models in the binary classification have a significant
performance degradation when the difficulty of classification is increased from binary to
three-class. However, the GCN maintains the highest performance in most metrics for both
binary and three-class problems.

5.3.3 Different Aggregation Functions and Connectivity Thresholds
There are two main steps called ”Aggregation” and ”Update” in the GCN algorithm. Meanwhile, α is an important threshold which decides the connectivity of two nodes based on the
encoded feature similarity values. The purpose of this experiment is to measure the GCN
based model performance with different aggregation functions across a range of α values.
The results of the above study on binary and three-class classification problems are depicted
in Figure 5.9(a) and 5.9(b), respectively.
It is clearly visible that the mean aggregation function has the highest accuracy closer
to 90% or better for all α values while the summation and the max pooling give poor
performance in Fig. 5.9(a). There is a little incremental improvement for max pooling and
summation aggregations while the graph density is decreasing, but the accuracies are very
low. In Fig. 5.9(b) for the three-class, summation aggregation shows poor performance while
the max pooling is relatively better than the summation. However, the highest accuracy for
the range of thresholds α is again corresponding to the mean aggregation. It proves that the
mean aggregation function has the generalization capability, independent of the irregularities
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(a) Binary

(b) Three Class

Figure 5.9 Accuracy for different aggregation functions and different α values for binary and
three class classification
of graph data like variable and unordered neighbours for any given node in the graph.
We further evaluated the performance of the proposed GCN based model and transfer
learnt ResNet-50 model on a harder classification with five classes: Covid-19, bacterial, fungal, other viral and normal and resultant confusion matrices are given in Fig. 5.10. The
purpose of this experiment is to measure the capabilities of GCN models in differentiating
covid-19 infection patterns from other types of bacterial, fungal and other viral types’ infection patterns. When we compare confusion matrices, the highest number of true positives
for all classes is given by GCN where ResNet-50 has low true positives.
According to the comparison of saliency maps of GCN against other transfer learnt models
VGG16, ResNet-50 and InceptionV3 which is given in Fig. 5.11, GCN is more focused and
guided by the areas with cloudy visibility in the given covid CXR image than others.
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Figure 5.10 Confusion matrices for five-class classification of 3 CNN plus GCN and transfer
learnt ResNet-50

Figure 5.11 Saliency maps related to VGG16, InceptionV3, ResNet-50 and CNN encoder for
GCN corresponding to a given covid CXR
5.4 Summary

One of the frequently used methods for medical image processing is transfer learning where
the performance of these models are affected by various constraints. Also, existing methods
are limited for the binary classification while there is an appealing need for models to differentiate Covid-19 from other lung infections. As a solution, a GCN based novel method is
proposed in this work to classify CXR images into binary and three-class classifications. The
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strength of the proposed model leverages on the combination of the graph representation and
the convolution operation on graph data. Thus, it exploits not only the data but also important relational knowledge among data instances and also utilizes meta-data information
as features in the proposed model. Multiple experiments on binary and three-class classifications of the proposed GCN model show better performance compared with conventional
transfer learnt models (ResNet-50, InceptionV3 and VGG16).
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CHAPTER 6
Extending Graph Representation for Feature Selection

Due to the ubiquitous nature of graphs, the graph representation can be extended and used
beyond common prediction tasks in ML. Feature Selection is one such task in data processing
which has become more complex with continuously growing data. As a result, current
applications are so voluminous and complex than traditional data-processing applications.
Therefore, we are forced to revisit the problem of feature selection with an effective strategy
that prepares high dimensional data for existing algorithms.
Meanwhile most of the existing feature selection algorithms are based on a strong assumption that features are independent of each other and they are identically distributed.
Thus they neglect the structure or intrinsic dependencies among features and the selected
feature set may not be suitable to represent the data. We will use a graph G(V, E) to encode these dependencies where V is the set of all features and E is the set of all pairwise
dependencies among features.
Filter feature selection methods gained more attraction than wrapper methods in many
applications [75, 76, 77] due to their simplicity in the computational cost. But still there is
a problem of whether it can find the optimal feature subset. To further explain, the more
popular method is to calculate the similarity between each feature and the class output and
then select top k features with high similarity values where k is an integer. But recent studies
show that to get the optimal feature subset we have to consider the inter feature similarity
as well rather than only looking at the similarity between the class output and the feature.
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As an example, assuming that we have four features A, B, C and D and found that B, D,
C and A is the order of the similarity in descending order with the output variable E. Now,
only two top similar features B and D are selected to further process by reducing the number
of features. But the fact that A and B together can discriminate the label of the output
class than B and D, may be observed by proving the drawback of the above feature selection
method.
Therefore, we have to consider the similarity (mutual information) between new features
and already selected features. In other words, we have to consider the discriminative power
of the class label of the new feature given that some features are already selected. For that
we are going to apply the Markov chain [78] which is a stochastic process where we can
predict the future given the current state. Widely used ML package scikit-learn [79] and two
publicly available datasets were used for the experiments.

6.1 Graph based Feature Selection

In our proposed method, the novelty is that we build the graph based on features in contrast
to the majority of works which consider the graph representation of data instances. Then
the score of each feature is calculated based on the Markov chain process where random
transitions are allowed in the graph, which contains the feature dependency information.
The goal is to identify a highly connected feature set that contains the physical meaning of
the real problem and to prove that this set of features has the best discriminative power.
We detail the steps of the new algorithm and validate this proposed graph based method in
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the following subsections.

6.1.1 Algorithm
Input: All the features fi , where i = 1, . . . , m.
Output: Ranking values (visiting probabilities) for each feature fi .

1. Find the similarity values (such as Euclidean distance) between all feature pairs fi and
fj and create an edge between those two features if the similarity value is greater than
a certain threshold.
2. Create the similarity graph G = (V, E) where V is the set of features and E is the edge
set which represents the similarity between each pair of features.
3. (Optional) Calculate the feature relevance value ri (such as correlation or mutual information) with the output label for each node vi , only if we have the class label
information.
4. Define the row normalized adjacency (transition) matrix P where each element pi,j
corresponds to the transition probability from node i to node j.

pi,j = ri /(number of connected nodes to node i)

5. Let s be the starting vector of the visiting probability of each node whose values are
randomly initialized.
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6. Initialize x = s.
7. While (x has not converged) xt = P T xt−1 where t is time.
8. Output x which is the converged visiting probability vector where each entry is a fixed
value.

Therefore, features relevant to nodes with high visiting probability can be selected as the
highly ranked feature subset and measure the accuracy for various classification methods.

6.1.2 Proof of Concept
6.1.2.1 Objective function of Feature Selection
Recall that many feature selection methods have the objective to find the feature set which
well preserve the local structure of the data space. Given a dataset X ∈ Rn×d with n
instances and d features, the pairwise similarity among instances is encoded in an affinity
matrix S ∈ Rn×n . The affinity matrix S is symmetric and its (i, j)-th entry indicates the
similarity between the i-th instance xi and the j-th instance xj , the larger the value of
S(i, j) is, the more similar xi and xj are. Suppose that we would like to select k most
relevant features from F , one way is to maximize their utility as follows:
max

X
f ∈F

SC(f ) = max

X

0

f Sf

(6.1)

f ∈F

where SC(f ) is a utility function for feature f . S denotes the transformation (e.g., scaling,
normalization, etc.) result of the original feature vector f . S is a refined affinity matrix
obtained from the affinity matrix S. The maximization problem in Equation 6.1 shows
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that we would select a subset of features from F such that they can well preserve the data
similarity structures defined in S. This problem is usually solved by greedily selecting the
0

top k features that maximize their individual utility f Sf [80].

6.1.2.2 Connection to the Objective Function
A theoretical analysis about the connection between the proposed algorithm and another
method, Laplacian score [81] is provided here. The Laplacian score is the most famous unsupervised feature selection method where the aim is related to the above objective function.
The importance of a feature can be thought of as the degree it respects the graph structure.
A good feature is one in which two data points are close to each other if and only if there
is an edge between these two points. To choose a good feature we need to minimize the
Laplacian score of each feature r,
Lr =

X
0
(fri − frj )2 Sij = f Sf

(6.2)

ij

Feature respecting the pre-defined graph structure has the smaller (fri − frj ) and the bigger
Sij . i.e. fri ≈ frj . Let’s assume that data points in S are ordered according to which class
they are in, so that x1 , . . . , xn1 are in the first class, xn1 +1 , . . . , xn1 +n2 are in the second class.
Thus S can be written as follows:


S1


S= 0
0

0
...
0

0




0 
Sc

(6.3)

where data belong to c number of classes. By taking each data similarity matrix in each
class from S1 , . . . , Sc we can have set of features relevant to each matrix which preserve the
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local structure of data in each S1 , . . . , Sc similarity matrices.
Assume that we have two features selected f1 and f2 which preserve the data structure
in class 1 (i.e. S1 ). Both features have smaller value for (f1i − f1j ) and (f2i − f2j )) related
to two data instances xi and xj which belong to the same class (class 1).

(f1i − f1j ) ≈ (f2i − f2j ) ≈ 0 ⇒ f1i − f1j = f2i − f2j ⇒
f1i − f2i = f1j − f2j ⇒ f1 ∝ f2
We can observe that f1 and f2 are also similar as they are the best features to discriminate
any instance belongs to class 1 from the other instances. By taking the similarity among
features will also lead to the common objective function of feature selection and we can
conclude that our approach is connected with the above objective function.

6.2 Experimental Results

Experiments were conducted with the use of ML package scikit-learn and publicly available
datasets. The specific details of the data used and the results of the experiments are presented
in below subsections.

6.2.1 Data
Mainly two face image datasets called COIL20, ORL were used for the experiments and
they were taken from scikit-feature feature selection repository at ASU [80]. Both data sets
have a 1024 dimensional feature space and all features in these data sets are numerical and
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continuous values. The first dataset has 20 different objects while the second dataset has
40. Details of these two data sets are given in Table 6.1.
Table 6.1 Two image data set used for performance comparison
Dataset
COIL20
ORL

Instances
1440
400

Features
1024
1024

Classes
20
40

Later we compare the new feature selection method with two other datasets BASEHOCK
and GLIOMA which are text and bio data, respectively, to show that the performance has
a huge impact on how we calculate the similarity between two features.

6.2.2 Results
We compared the new feature selection algorithm with various other feature selection methods on above mentioned datasets. For that we used each feature selection method to find the
best features 10, 20, 30 and up to 150 and then classification accuracy was measured using
three different classification algorithms Linear SVM, Naive bayes and Decision tree learning.
First, the new feature selection method was compared with the Laplacian score which is
an unsupervised feature selection method. The Laplacian score selects features that can best
preserve the data manifold structure. Accuracy was measured for different sets of features
given by the Laplacian score and proposed method on the COIL20 face image data set.
Fig. 6.1 shows the experimental results with unsupervised feature selection method
Laplacian score and proposed method. As can be seen, for all the three classification methods, the best feature set 10 to 150 is given by the new feature selection method and this is
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(a) SVM

(b) Naive bayes

(c) Decision tree

Figure 6.1 Performance comparison of new FS with unsupervised FS
proven by performing well in classification over the Laplacian score feature selection method.
Further we ran the Laplacian score algorithm on other image data set ORL and we could
observe very low accuracy about 3% where the new algorithm has 62% accuracy on the best
selected 10 features with the SVM classification method.
Next, we used two well-known supervised feature selection methods Fisher score [82] and
Relieff [83] to compare with the new unsupervised feature selection method. Fisher score
selects the features such that the feature values of samples within the same class are small
while the feature values of samples from different classes are large. Relieff selects features to
separate instances from different classes. Here the purpose is to see the strength of the new
feature selection method by comparing the performance with supervised feature selection
though the proposed method does not get the use of class labels at all. Fig. 6.2 shows
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the performance comparisons with Fisher score and Relieff with the new feature selection
method for the image data set COIL20 which has 20 different classes.

(a) SVM

(b) Naive bayes

(c) Decision tree

Figure 6.2 Performance comparison of new FS with supervised FS on COIL20 image data
set
By carefully observing the performance comparisons in Fig 6.2 we can clearly see that
the new feature selection method almost outperforms Relieff in almost all the cases or at
least giving very competitive same performance with Fisher score in few cases. We have to
remember the new feature selection method does not use any label information while others
use that information. Also we can see that for all three classification methods the highest accuracy for the best 10 features is given by the newly proposed unsupervised feature selection
method. Thus we believe the new feature selection method reaches the best performance
with the smallest number of features by outperforming the existing methods.
In Fig. 6.3 we see another performance comparison of the new feature selection with
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(a) SVM

(b) Naive bayes

(c) Decision tree

Figure 6.3 Performance comparison of new FS with supervised FS on ORL image data set
supervised feature selection methods on the image data set ORL which has 40 different
classes. We could observe that the new feature selection method performs over fisher score
in the first two classification methods SVM and Naive Bayes where little less performance
is shown in the Decision tree classification method only. But in all the three cases the
new feature selection method outperforms supervised Relieff feature selection. Further the
fluctuations in accuracy for the new feature selection method is very less after it has gained
some considerable performance which means that it guarantees to give the best features.

6.3 Extending Euclidean based Feature Selection to Other Domains

Moreover we did the experiments with the new feature selection method on different data
domains [84]. We could observe that there exists a relationship between the calculation
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method we do to find the similarity between features and the classification accuracy on each
type of data set. It proves the importance of taking appropriate feature similarities based
on the data domain in this feature selection process.
Table 6.2 Comparison of accuracy on heterogeneous data
No. Feat.

Text
New Fisher

Microarray
New Fisher

Image
New Fisher

10
20
30
40
50
60
70
80
90
100

0.51
0.52
0.53
0.54
0.54
0.54
0.54
0.55
0.55
0.56

0.62
0.56
0.56
0.52
0.69
0.60
0.53
0.58
0.58
0.53

0.47
0.64
0.74
0.79
0.83
0.85
0.87
0.88
0.89
0.90

0.80
0.85
0.89
0.93
0.93
0.95
0.95
0.95
0.95
0.95

0.61
0.73
0.67
0.72
0.72
0.74
0.71
0.74
0.79
0.76

0.20
0.44
0.55
0.72
0.79
0.82
0.82
0.82
0.83
0.82

The classification accuracy given by the SVM method between the new feature selection
method and the Fisher score on three different data sets such as text, microarray and image
are shown in Table 6.2. We can clearly see that the new feature selection method which does
not take the label information into consideration, outperforms supervised feature selection
method Fisher score in image data set only. The reason behind this is, in order to find the
similarity between two features we calculate the Euclidian distance between them. It gives
a huge sense for the image data set because image data are from the Euclidean domain and
it preserves the original structure of the feature space and hence it proves the motivation
behind this new feature selection method.
Same as that we need to have appropriate similarity calculation methods which suit other
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data sets as well to expand this new feature selection method such that it better represents
the original data structure and select best feature sets based on data interrelations. We
listed few examples given in Table 2.2 which suggest different methods to extract important
relations for capturing graph representations in highly irregular data domains.

6.4 Applying Feature Selection for Gene Selection by Learning Gene Data
Relations

Gene expression data have very few samples but high dimensions and noise. For instance,
the prostate cancer dataset in Table 6.3 has 12,600 features (gene expressions) with only
136 samples. Searching for genes relevant to a specific disease is a feature selection problem.
The proposed graph based feature selection method in section 6.1 can not be directly used as
gene-gene relations are highly irregular and showed low performance based on the results in
Table 6.2. So we need to carefully learn gene relations at first. Then, the necessary disease
specific data pattern can be easily recognized in a lower dimensional space, and a classifier
modeled in this reduced space can achieve higher performance on the classification.
So, we focus on investigating the dependencies and relations among genes, and finding
out most relevant genes for the cancer classification. The processed gene data are used to
train a newly proposed deep fuzzy neural network to handle the uncertainty and noise, and
finally form the final subset of most informative gene set related to a cancer. Fuzzy neural
networks are useful to handle data ambiguity for classification applications. Currently, the
deep neural network is a powerful classification technique due to its deep and complex nature.
Therefore, researches have made efforts recently to make integrated deep fuzzy models to
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take advantages of both fuzzy systems and deep neural networks [85]. The fuzzy layers and
the deep layers work together to finally make a fused decision. These existing models have
different structures from the proposed deep fuzzy model because input values are deeply
fuzzified with combined fuzzy, rule and sum layers.

6.4.1 Algorithm for Gene Selection
The steps of the proposed gene selection method is shown in Fig. 6.4 for disease classification.

Figure 6.4 Proposed gene selection Method

In this problem, genes are categorized into three different sets called informative genes,
redundant genes and irrelevant genes. Informative genes are the important genes which are
essential for the classification and the diagnosis. Redundant genes are cancer related genes
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but there are other informative genes which regulate the cancers similarly and significantly.
Irrelevant genes are not cancer related. Accordingly, the steps of the algorithm are described
below:

1. Relevance Index based filtering
The gene expression data can be viewed as an n × (m + 1) matrix where each column
represents a gene and each row represents one sample.

Figure 6.5 The gene expression data matrix

The last column is the class label that describes which sample is positive or negative
related to a cancer. As shown in Fig. 6.5, the gene expressions with m genes across n
samples are considered as an n × m matrix where the expression value (i.e. numerical
value) for gene i in sample j is denoted as gij .
The genes can be expressed as positive or negative in terms of a specific disease. Here
we introduce I index to measure both positive and negative correlations of each gene to
the disease [86]. The goal of this step is to pre-filter some irrelevant genes based on the
variance. Equations 6.4 and 6.5 define the positive relevance index and the negative
relevance index of each gene i where σgi is the variance of all samples σgi,+ is the variance
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of positive samples, and σgi,− is the variance of negative samples corresponding to gene
i.
Igi,+ = 1 −

σgi,+
σgi

(6.4)

Igi,− = 1 −

σgi,−
σgi

(6.5)

First, we calculate the variance of the gene gi (σgi ) across all samples. Then n samples
are divided into two groups as positive samples and negative samples based on the each
sample label and then calculate the positive sample variance σgi,+ and the negative
sample variance σgi,− in the same gene gi .
To apply the index based filtering for the genes, a positive filtering threshold α+ ∈ (0, 1]
and a negative filtering threshold α− ∈ (0, 1] need to be defined. If Igi,+ > α+ , ith
gene is positively related and if Igi,− > α− , i th gene is negatively related. A gene
can be both positively and negatively related but all the remaining genes are irrelevant
and removed. Here these thresholds should be selected carefully as too large values
lead to an unnecessary data loss and too small values degrade the performance in the
algorithm.
2. Clustering
Based on the functionality and the similarity of genes, they can be clustered into
different groups. Some correlation based algorithms rank genes in a same group without
any consideration on these genes’ groups based on their similar functionality. As a
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result, some really informative genes can be wrongly eliminated. As opposed to that,
we do clustering based on the function groups first and then perform the ranking in each
cluster. The example cases for this worst removal and correct removal of redundant
genes are showcased in Fig. 6.6 and Fig. 6.7, respectively. The motivation of this step
is not to lose genes of a group which have some discriminative power but not being
ranked on the top in a list where ranking is done globally on a single group.

Figure 6.6 Ranking genes in a same group

3. Graph ranking
After the clustering of genes based on their functionality, the next step is to find the
most significant genes of each cluster as informative genes. Most of the ranking methods
only consider the relation among genes with the class label with an assumption that
genes are independent of each other. But genes have strong pairwise dependencies and
are not independent. Hence, we use a graph based ranking method [14] which first

86

Figure 6.7 Ranking genes in different function groups

studies the original data structure using a graph and then selects the most significant
gene set which respects the physical meaning of the data set.
First, a gene graph, G(V, E) is created by studying the similarity among genes in
each cluster. Here V is the set of genes and E represents the pairwise dependencies.
Based on the graph, the transition probability matrix P is created and then random
transitions will be allowed. After each iteration, the visiting probability of node i at
time t, rt can be calculated based on the Equation 6.6.
rt = P T · rt−1

(6.6)

After some number of iterations, we have the converged visiting probabilities for nodes.
Finally, genes relevant to the nodes with high visiting probabilities can be selected as
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highly ranked genes.
4. Deep fuzzy genes selection
After the previous ranking method is applied to each cluster, a fixed number of selected genes from each cluster along with the class labels are available now for further
processing. The next step is to search for gene clusters which have the highest classification accuracies. For that, we used a novel deep fuzzy neural network to measure the
classification performance of the genes in each cluster. Thus, expression values from
the selected gene set in each cluster are the inputs for the deep fuzzy model where the
prediction accuracy for the class label (positive or negative) is the output.

Figure 6.8 Conceptual explanation of Deep Fuzzy Neural Network which composed repetitive
layers of fuzzy membership layer, Fuzzy rule layer and sum layers

The deep fuzzy model (DF) is depicted in Fig. 6.8. Here, we use l to denote the layer
number and Oil is the output of the node i. The l = 1 (yellow) layer is the first layer,
each input variable xk (where k is the total number of genes in one cluster) takes one
gene value, and an output of each node is the same as the input (i.e. Oil = xk ). Then
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each node in the input layer is connected with multiple fuzzy membership functions.
Both layers for l = 2, 5 (green) are fuzzy membership function layers. The fuzzy
membership function is used to calculate the degree that an input value belongs to a
certain fuzzy set. In this layer, ith fuzzy neuron maps the input value to a fuzzy degree
as shown in Equation 6.7,
l−1

Oil = ui (Ojl−1 ) = exp−(Oj

−µi )2 /σi2

∀i and ∀j ∈ δi

(6.7)

where δi contains the nodes in the (l − 1)th layer that connects to i. The Gaussian
membership function is utilized with µ and σ 2 calculated based on the cluster information. The layers l = 3, 6 (blue) are fuzzy rule layers (Equation 6.8) which perform
AND fuzzy logic operation,
Oil =

Y

(Ojl−1 ) ∀i and ∀j ∈ δi

(6.8)

j

where δi defines the set of nodes on the layer (l − 1) that connects to i. Hence, the
layer (l − 1) is the input and the outputs of the current layer are fuzzy degrees. Layer
l = 4, 7 (red) are summing layers which normalize the output values from a previous
layer. These are fully connected layers where each node on the lth layer is connected
to all the nodes in layer (l − 1) and a weight wil is connected to node i on the lth layer.
Based on the accuracy through deep fuzzy model based sample classification, a gene
set is selected based on higher accuracy. Finally, all such selected subset of genes from
each cluster are combined to form a final set of informative genes for the classification.
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6.5 Experiments on Gene Selection

This section focuses on experimental details and the performance analysis of the proposed
gene selection method.

6.5.1 Datasets
We used 6 different cancer data sets Colon [80], Leukemia [80], Prostate [87], CNS(Central
Nervous System) [88], Ovarian [88] and Breast [88] for experiments. All these six gene
expression microarray datasets and their characteristics including the ratio between number
of samples and number of genes are listed in Table 6.3.
Table 6.3 The characteristics of raw datasets
Data Set

Samples

Genes

Ratio

Colon
Leukemia
CNS
Prostate
Ovarian
Breast

62
72
60
136
253
97

2000
7129
7129
12600
15154
24481

3.10%
1.00%
0.84%
1.07%
1.66%
0.39%

Traditional ML algorithms require sufficient samples for better training and testing. On
the other hand, finding the most informative genes among 24,481 genes for the diagnosis of
breast cancer is very sophisticated. The ratio is the number of samples to the number of
genes and there are some gene sets such as CNS and Breast which have a very low value
(less than 1%).
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6.5.2 Results
We perform three main types of experiments and use three common performance evaluation
metrices (accuracy, recall and F1-score). The first set of experiments is to compare the
proposed method with four other well-known feature selection methods for gene selection
(Chi-square, f-score [89], t-score [90] and relief [83]). The second comparative experiment
shows which is the most suitable classifier with the new gene selection and we also conduct
experiments to evaluate the generalization capability of both gene selection and classification
models.

6.5.2.1 Accuracy Comparison with Other Genes Selectors
Here we first use accuracy, recall and F1-score to measure the rigidness of classification with
the newly proposed gene selection method and four other gene selection methods. SVM is
the classifier used with all feature selection methods for a fair comparison.
In Fig. 6.9, we can observe that relief has the most unstable results while it is the lowest
in the performance on most of the datasets Leukemia, Colon, CNS and Prostate. Other
gene selection methods have stable performance compared with relief but their accuracies
are much lower than the new gene selection method. The accuracy of the proposed gene
selection method is gradually increased with the increment of the number of selected features
on every dataset except Colon dataset. Further, our method reaches 90% accuracy (Fig. 6.9)
using less than 20 genes in five data sets and using 40 genes in the prostate cancer data.
In order to classify the positive samples correctly for each cancer dataset, recall is an
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Figure 6.9 Comparison of accuracy with five gene selectors on six different datasets

important measure as it tells about the sensitivity of the new gene selection method. In Fig.
6.10, the new gene selection method has more than 90% recall value on almost all datasets
after 30 selected genes, so it has higher recall (high sensitivity) compared with all other genes
selection methods though it shows little fluctuations on some datasets, Prostate and Breast
that have very high dimensional gene spaces 12600 and 24481, respectively.
Compared with accuracy in Fig. 6.9, it takes at least 40 genes to hit 90% F1-score in
Fig. 6.11. But it still shows that the new gene selection method has very good accuracy and
reliable performance on almost all data sets in terms of F1-score as well.
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Figure 6.10 Comparison of recall (sensitivity) with five gene selectors on six different datasets

6.5.2.2 Accuracy Comparison with Different Classifiers
In this set of experiments, we observed the applicability of different classifiers with the new
gene selection method. We used four different classifiers such as SVM, Neural Network,
Naive Bayes and Decision Tree where the new gene selection method was employed as the
feature selector to select significant genes 1 to 30 to evaluate classifiers as in Fig. 6.12.
In Fig. 6.12, SVM and Neural networks outperform other classifiers on all six datasets.
In microarray data, the gene expression values of each gene are much varied even if they
belong to the same class. This may be a reason for the classifiers Naı̈ve Bayes and Decision
Tree that do not have satisfactory results as Naı̈ve Bayes and Decision Tree depend on the
similarity of different samples which are determined by the feature values.
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Figure 6.11 Comparison of F1 score with five gene selectors on six different datasets

We further evaluate the classification model with the new gene selector and Fig. 6.13
shows the training and testing scores on three different datasets. We used colon, Leukemia
and Breast datasets which are from different ranges of gene dimensions. We can observe
that the training and testing results of the classification are increasing and getting closer
and none of the situations are reported where the difference between testing and training is
greater than one in Fig. 6.13 on all three datasets.
The new deep fuzzy based feature selection method can be further evaluated using a
graphical illustration of selected genes and the resultant colormap is given in Fig. 6.14(left)
which shows the expression profiles for the 20 top ranked genes given by the new gene selection method. The Fig. 6.14(right) depicts the image of the expression profiles of randomly
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Figure 6.12 Comparison of Accuracy of new gene selector by four common classifiers on six
different datasets

Figure 6.13 Evaluation of the classification model on three different datasets

selected 20 genes for the comparison purpose. There is a noticeable difference between Fig.
6.14(left) and Fig. 6.14(right) images which means that the selected genes have a significant
importance than random selected genes.
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Figure 6.14 Colormaps of the 20 expression profiles of selected genes on Leukemia dataset:
By new gene selection (left) and random selection (right)

6.6 Summary

We introduced a new feature selection method which is a powerful solution as it can perform
in both supervised and unsupervised environments without depending on label data. Also,
the structure and dependencies in the feature space are carefully taken into the calculation
by this proposed method while most existing filter feature selection methods assume that
features are independent of each other and they are identically distributed. But proposed
Euclidean distance based feature selection only works with image data but not for other
data, such as high dimensional gene space. This further implies the importance of having
appropriate methods for capturing true relations among data from the non-Euclidean domain. Further we introduced a new algorithm with multiple steps which adopts the proposed
feature selection method in the reduced dimensional space along with clustering, variance
based filtering and use of a new deep fuzzy model. Proposed method demonstrates the ca-
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pability of analysing gene data and identifying disease specific genes correctly despite the
challenges that exist in this domain such as the high dimensionality, and the small sample
size.
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CHAPTER 7
Conclusions and Future Works

7.1 Conclusions

Many real life scenarios can be modeled as graphs ranging from tiny molecules to huge
social networks. ML on graphs can effectively do predictions in applications such as drug
design and product recommendations due to the important relational knowledge captured
by graphs. But current ML practices cannot be directly applied on graphs and it relies on
simple heuristics which summarizes the graph properties. As a result, there is an appealing
need to incorporate ML directly on graph data. The GCN, inspired by convolutional layers in deep learning, is a model which exploits the graph topology. Same as deep learning
considers spatial correlations in Euclidean data, the GCN is utilized to explore the relations
in the local neighborhood of graphs. In this dissertation, we explored the use of graph convolutions in terms of node classification and link prediction tasks specifically in biomedical
networks and medical imaging. A novel model to classify cirRNA nodes into different diseases was developed by building a circRNA-disease association network. We used existing
biological knowledge such as circRNA sequence similarity, disease semantic similarity and
known circRNA-disease associations which we extracted from different data sources at first.
We processed all these information to build a circRNA-disease network and utilized graph
convolutions to extract high level features of each circRNA node which we then classified
into different disease labels. Experiments showed that our model could effectively identify
potential associations with over 93% accuracy for few number of disease predictions (3 and
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10) while there was a performance degradation for higher number of disease predictions like
70. To address the limitation that the number of diseases had to be fewer in the prediction
model, we introduced a link prediction model which could be formulated as a binary classification problem. As the link prediction model was predicting only a connectivity score
between a pair of circaRNA and disease nodes, we performed the experiments for all 100
diseases in our dataset. The average performances of the node classification model and the
link prediction model on the same 350 circRNAs and 100 diseases offered more than 97%
AUC on all diseases and arbitrarily selected 6 individual diseases. Further, proposed models
were evaluated with a case study for Colorectal cancer where all 14 top predictions given by
both models could be verified either by literature evidence or gene-gene interaction networks.
However, the link prediction model outperformed the node classification model in most of
the experiments. We further developed a GCN based novel method to classify CXR images
into binary and three-class classifications. The proposed model exploited not only the data
but also important relational knowledge among data instances and also utilized meta-data
information as features. Multiple experiments of the novel model showed better performance
with 94% and 86% highest accuracies compared with conventional transfer learnt models in
binary and three-class classifications, respectively.
Further we studied the possibility of extending the graph representation to other tasks
beyond predictions such as feature selection. Here we emphasize the use of appropriate
methods to capture the interrelations of these irregular data. Our newly developed feature
selection method which considers the dependencies of the feature space and uses graph based
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analysis outperformed both supervised and unsupervised feature selection methods in the
experiments we conducted. Despite the challenging characteristics of gene data (small sample
size, noise and high dimensionality), identifying relevant and most important genes for an
accurate cancer detection is extremely important. We used multiple steps such as graph
based ranking, clustering and a deep fuzzy neural network to learn gene-gene functional
similarities and remove irrelevant and redundant genes. Finally, the model could reach 90%
accuracy with less than 20 selected genes for the cancer prediction with different classifiers.

7.2 Future Works

7.2.1 lncRNA-Disease Prediction using Graph Convolutions and Multiple
Feature Fusion
Studies show that 98% of the human genome are non-coding RNAs. Among them, lncRNAs
play an important role in various biological processes. Therefore mutations and disorders of
lncRNAs are related to various human diseases. Effective computational models are required
to identify relevant lncRNAs for diagnosis and treatments. The most of the existing computational methods which predict lncRNA-disease associations are based on shallow learning
and cannot extract complex and deep features of such associations. Existing deep learning
based methods also fail as they do not consider interactions and topological information of
the given features. Hence we propose a new framework which combines multiple biological
information from different sources to get a comprehensive view of features in lncRNA and
disease associations. Then, the GCN is deployed to explore the various inter-dependencies
and relations among different entities.
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Diverse biological information of lncRNA, miRNA and diseases are collected from different sources to build the feature matrices at first. Then features of each lncRNA and
disease association are extracted from above matrices to build the graph where each node
represents one association. The GCN is then utilized to explore similarity, association and
interaction relationships among different features of each node and finally predict the disease
associations. Thus the proposed model uses graph structured data and learns the topological
information and discriminative contribution from a diversed set of features for the association
prediction.

7.2.2 Molecular Property Predictions using GCNs
Due to the longer time taken by traditional methods of drug and material design, computational models for the same have recently emerged. For instance, there are deep learning
based methods to develop drugs that can combat Covid-19 [91] and fast fingerprint of anticoronavirus targets [92].
Meanwhile, properties and attributes predictions for new molecules are highly utilized
in above applications. Some recent works include different ML methods such as SVM,
Decision Tree and different clustering methods for protein structure prediction and revealing
genotypes’ interactions [93, 94]. The main challenge to overcome in existing methods is
that the novel molecule has an arbitrary shape and size which cannot be mapped to a fixed
input size. But, ML and deep learning methods always work with fixed input sizes. As a
result, additional softwares are required to compute fixed sized feature vectors for different
molecules where the performance can be degraded due to information destruction.
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In this work, we propose a GCN to represent molecules with different shapes and sizes.
Hence, the nodes of the graph represent individual atoms and edges represent bonds among
atoms. Few convolutional layers followed by a softmax layer combine the features from all
the atoms and help to predict the attributes of the molecule such as solubility and toxicity.
In this way, we are planning to observe the predicting performance of feature vectors of
molecules calculated using the graph convolution.

7.2.3 Improve Training of Deep Learning Models using Hyper Parameter
Optimization
In our research group, we are working on several directions such as effective and efficient
training for deep learning models, improving the performance of deep learning and ML
algorithms in various domains including image [95], audio [96] and, RNA and molecular data
[11]. In these studies we have observed that deep neural networks have achieved success in
various challenging tasks. However, the difficulty of training a deep neural network increases
as the model complexity grows up. There are several works done to address the above
challenge and propose various methods to train deep models effectively and efficiently. A
cross-layer neurons architecture has been introduced for effective training in CNNs and it has
improved convergence rate and also solves the problem of vanishing gradient [97]. Gradient
amplification is another approach proposed to prevent vanishing gradient [98] while the
work in [99] suggests another gradient enhancement approach using short-circuit neural
connections. Another effort has been made by freezing layers intelligently to decrease the
long training time while maintaining similar accuracies [100].
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Meanwhile, there is another set of algorithms which try to find the optimal solution for
various problems efficiently. Genetic algorithm, Ant colony optimization are few of them and
have been used for channel assignment [101], designing routing protocols [102, 103] in wireless
networks. Another work presented a modified ant colony optimization method for network
coding resource minimization [104]. However, fuzzy systems can handle the uncertainty in
large scale data and extract decision rules in various ML problems. The works in [105, 106]
used the rough set based parallel computing methods for knowledge acquisitions from large
scale data.
Inspired from previously discussed works, we are thinking of the possibilities of building
hybrid algorithms which combine the partial hyper-parameter optimization along with deep
neural networks to increase the efficiency of training deep learning models.

7.2.4 Improving Graph Learning with Different Approaches
As we have observed, graphs are the backbone for many systems and real-life scenarios.
As a result, graphs are frequently used in modern ML to make predictions based on the
graph patterns. Along with this, we have more capabilities to expand graph learning with
different data representations, different training and learning algorithms, and addressing the
scalability aspect of graph algorithms. Thus we list possible future directions for graph
learning based on the above observations.

1. Improving Graph Learning for Negative Links: In some data domains, there is
information about the dissimilarity of two objects in addition to the provided similarity
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information. This dissimilarity can be represented using negative weights on the edges.
These negative links are also useful and currently being used in social networks. Some
examples include representing friendships as positive links and blocked users as negative
links, voting similarities, likes and dislikes as signed links for various prediction tasks
such as community detection [107]. We can extend this idea of negative links beyond
social networks, into domains like biological networks and recommendation systems.
If we are provided pairs of proteins which are never likely to be interacted based on
the existing domain knowledge, we can use them to predict both positive and negative
unknown future interactions. This is a possible use case among many, which can be
then verified with small scale wet lab experiments. Graph learning for both negative
and positive links needs to be adjusted with different loss calculations and optimization
functions.
2. Addressing the Scalability of Graph Learning: With the available hardware for
the processing and memory, graph learning can be implemented within the range of
thousands of nodes. But, there are real world graphs, specially from social network
domains such as Facebook, Twitter which contain about 800 million nodes and over
100 million links. For these giant graphs, the training can be accelerated through a
distributed learning system. In this case, we have to employ techniques like sampling
and clustering [108] to create sub graphs which can then be trained on local machines
or in the cloud by preserving the graph structural information. We are planning to
explore this area with respect to complex biological networks.
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3. Random Partitions for k Cross Fold Validation: We use the k fold cross validation to measure how the trained parameters of an ML model on training data of
k − 1 folds generalized to an independent dataset. We can improve this training by
introducing different techniques for data partitions. One such possibility is creating
random splits of the dataset into training and validation data across iterations. For
each iteration, the model is fit to the training data and the performance is evaluated
on validation data. After the model reaches near zero for the difference between the
prediction and target values, we can further evaluate the performance of the model
on independent test data. The intention behind this is to improve the model training
through randomization and we are going to expand the experiments in this direction
and analyze the performance.
4. Introducing Spectral Convolutions for Sub Graphs to Compute the Full
Graph Convolution: Usually, the spectral graph convolution processes the entire
graph to compute the full graph convolution. For that it computes the eigen decomposition of the Laplacian matrix which contains the graph information. The importance
of the eigen decomposition is the capability to understand the underlying structure of
the graph. The convolution operation is introduced on the basis of eigenvectors which
involves learning different relations and patterns of the graph. Due to the high computational cost of this algorithm, spatial convolution is introduced to approximate the
final results. Instead, we are planning to divide the entire graph into few sub graphs
and apply the spectral convolution on these sub graphs. Next, output feature matrices
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of these sub graphs will be treated as input feature matrices for the next stage of the
graph convolution where we consider each sub graph as a single node in the complete
graph. The final convolution operation of the complete graph (which consists of few
nodes equal to the number of subgraphs) is the resultant feature matrix. The purpose of this study is to analyze the performance between this proposed new spectral
convolution algorithm and the spatial convolution algorithm.
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