Abstract. In this paper, we consider the characterizing theorems for positive quadrant dependence model with bivariate variables (X, Y) and Lancaster bivariate probability distributions. They are characterized by the marginal distributions and the regression functions E(F | X = x), E(X | Y = y), for some simple model, and, by E(K 8 | X = x), | Y = y), i = 1,2,..., for generalizations. In this paper, some connections with copulas, has been also considered.
Introduction
One of the most important dependence models with wide applications to statistics and actuarial sciences is the Positively Quadrant Dependent (PQD) model. We say that the random variables X and Y are (PQD) if and only if
H(x, y) > F(x)G(y), for every real x, y,
where H is a bivariate distribution function with margins F and G (for X and Y, respectively). This model was introduced by Lehmann (1968) . In the case, when the distributions H, F, G are continuous, then the function H is best characterized by a unique function -a bivariate copula C, defined everywhere on the unit square 1 2 by the following relation
H(x,y) = C(F(x),G(y)), x )2/ GR
(see Sklar's Theorem, Sklar (1959) ). A bivariate copula is a bivariate cumulative distribution function with uniform margins on the unit interval I.
LEMMA 1. Suppose that H G for some differentiable function <f>. Then, we have: (i) h(x,y) = (1 + e<j>'(F(x))<t>'(G(y)))f(x)g(yy, (ii) the marginal density of X given Y = y is equal to h(x | y) = (1 + 04>'(F(x))4>'(G(y)))f(x); (Hi) the marginal density ofY given X = x is equal to h(y | x) = (1 + e^{F{x))^{G{y)))g{y)-, (iv) the regression function ofY given X = x has the following form
where and this implies property (iv). Similarly, by using the assumption EX = 0, we can prove (v). Property (vi) can be easily obtained from (i) and properties (iv)-(v).
• EXAMPLE 2. Assume that the family TQ^ is generated by the FarlieGumbel-Morgerstern family of copulas, i.e., when <j)(u) = u(l -u). Then By Lemma 1, we obtain the following theorem, characterizing the (PQD) model. Proof. Recall that the following three conditions define copulas:
) for all ui,u2,v\,v2 € I, such that u\ < u 2 and v\ < v 2 .
In our proof, we will show that all of the conditions (i)-(iii) are satisfied under our assumptions.
Conditions (i), (ii) follow simply from the fact that
Condition (iii) is equivalent to the the following one m m uiv 2 
Hence (1) holds and condition (iii) is satisfied.
•
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We denote by Fmi'fi) the family of bivariate distributions generated by the family of copulas Cm(</>). The following lemma can be proved. The proof of Lemma 5 is similar to the proof of Lemma 1 and we omit it. Let A G := {Afj) and B F := {Bfj) denote mxm matrices with elements defined in Lemma 5. If the relation m
holds for some integer m, then the class of bivariate densities h, having such an expansion will be denoted by Canm.
The following Lemma can be proved similarly as in the previous subsection.
LEMMA 8. Suppose that h E Can00. Then (i) the marginal density of X given Y -y is equal to
(ii) the marginal density ofY given X = x is equal to Proof. First, we will show that the following properties are satisfied:
Property (Pi) follows from Lemma 8 (ii). Namely, for the fixed i, we have
Thus, (Pi) holds. By analogous calculations one may obtain property (P2)-Due to Property (Pi), we have
PiPi(x)Qi(y) = (E (Qi(Y) \ X = x)~ Al^j Qi(y).
Moreover, it follows from Property (P2) that By using equalities (4)- (7) and the Can^ expansion of densities of the Lancaster class, we obtain a desired form of density h from the thesis of Theorem 9.
• REMARK 10. The coefficients piS and qts can be received from the marginal densities / and g. The orthonormal polynomials (Pi) can be obtained by using the Schmidt orthonormalization procedure from the system {1, x, x 2 ,...}.
In particular, provided / is the standard normal or the expotential density, then the Hermite or the Laguerre polynomials can be obtained (see Mielniczuk (1998) , p. 6, some other interesting examples, can be found there).
REMARK 11. Brown (1958) proved that when Pi and Qi are polynomials of a degree i, then the equivalent to the Can^ expansion in £ 2 (M 2 ) is such that the functions rs(x) and wt(x) are polynomials of a degree less or equal to s, t, for s, t -1, 2,..., and the system {1, x, x 2 ,... } is complete in £ 2 (R, /) and C 2 (R,g),
i.e. \e a^f {x)dx < oo and \ e a^g (x)dx < oo for some a > 0 (see Koudou (1998) , p. 95, and Buja (1990) , Proposition 7.1)
The following result follows immediately from Theorem 9. h(x,y) Additionally, we will assume that Pi, i = 1,... , m, is the sequence of orthonormal polynomials with respect to /. Denote by (pi s ) the sequence of coefficients of the polynomial P{. The following result can be proved. Thus, reasoning as in the proof of Theorem 9, we obtain a desired relation (ii).
