Abstract. We analyze the one-dimensional Ginzburg-Landau functional of superconductivity on a planar graph. In the Euler-Lagrange equations, the equation for the phase can be integrated, provided that the order parameter does not vanish at the vertices; in this case, the minimization of the GinzburgLandau functional is equivalent to the minimization of another functional, whose unknowns are a real-valued function on the graph and a finite set of integers.
Introduction
Little and Parks discovered in 1961 [3] that the behavior of a superconducting sample forming a long cylindrical shell is completely determined by the flux of the applied magnetic field in the axial direction. Modern experiments are performed with thin rings [4] or networks consisting of thin wires [5] .
The system's behavior depends only on the geometry of the network and on the fluxes threading the finite regions bordered by the network. It is also well known that the problem is periodic with respect to each one of these fluxes.
In a previous article [7] , we have shown how the Ginzburg-Landau functional in two space dimensions on a thin set can be approximated by a one-dimensional Ginzburg-Landau functional on a graph.
In this article, we shall investigate this simplified GL model from the graph theoretical viewpoint. We shall consider the GL functional on a general graph embedded in the plane. We shall partially integrate the differential equations pertaining to this model; we shall prove that the problem depends only on the fluxes of the applied magnetic field through the regions bordered by the structure.
The problem might be complicated by the zeros of the order parameter. In this article, we are only concerned with the influence of zeros on graph theoretical quantities, and we show how to integrate the phase equations also in the presence of zeros, excluding the case of zeros at the vertices of the graph. The question of existence of zeros is a delicate problem that will be addressed separately [6] .
One of the interesting consequences of our analysis relates to the supercurrents. Consider for simplicity a cycle in the graph along which the order parameter does not vanish. Clearly, the total change in the phase of the order parameter must be 2π times some integer N . In the case of a single ring, one can show that N is the nearest integer to Φ/2π, where Φ is the flux through the hole bounded by the ring. This choice of N is equivalent to minimizing the supercurrent flowing in the ring. Let us return our attention to general graphs; one might conjecture in analogy that the total phase change along a cycle in the graph divided by 2π is the nearest integer to the flux associated to the cycle and divided by 2π. We prove in section 7 that this is not the case. The proof is based on a simple new symmetry argument.
In section 2, we introduce several graph-theoretical quantities. The GL model on the graph is described in section 3. The associated Euler-Lagrange equations are provided in section 4, and integrated in section 5. Our main result is Theorem 6.1, presented and proved in section 6.
The classical theory of electrical networks has been largely studied from the point of view of graph theory; this theory is fundamentally different from our setup, because in our case, the currents are driven by fluxes, that are associated with the graphs, while in the electrical network theory, the currents are driven by voltage differences across edges.
Elements of graph theory
We recall that a combinatorial oriented finite graph M is described by the data of a finite set V of vertices and a finite family E of edges, which is a list of ordered pairs of vertices; since we do not forbid loops, it is permissible to have a pair made out of two identical vertices; we do not forbid repeated edges either: this is the sense of the word family for the description of the edges. The first element of the pair of vertices in an edge is the origin and the last element is the end of the edge.
The edge-node incidence matrix of a graph M is the |V| × |E| matrix A defined by its coefficients
+1 if v is the origin of the edge j and not its end, −1 if v is the end of the edge j and not its origin, 0 otherwise.
A subgraph of M is a graph M whose vertex set V is included in the vertex set V of M , and whose edge set E is included in the edge set E of M ; in particular, an edge of M must have its extremities in V .
Each edge of M is numbered by j ∈ {1, . . . , |E|}, and each vertex is numbered by v ∈ V; the number of vertices is denoted by |V| and the number of edges is denoted by |E|.
A path in M is a list of vertices {v 1 , . . . , v n } such that for each j, v j , v j+1 or v j+1 , v j belongs to the set of edges E of M . A path is elementary if all its vertices are distinct, and it is simple if all its edges are distinct. A cycle is a path whose end vertex v n coincides with the origin vertex v 1 . It is elementary if all its vertices are distinct, except for the coincidence between the first and last vertex.
A cycle can also be seen as an algebraic sum of edges, affected with the + sign if their orientation coincides with that of the cycle, with the − sign if it is opposite and the 0 sign if the edge does not belong to the cycle; therefore, the sum of cycles can be defined, as well as the 0 cycle, and the multiplication of a cycle by any relative integer.
Under these operations, the set of cycles of a graph M is a Z-module, and it possesses a basis of independent simple and elementary cycles. There are several such bases; a way to define one of them is the following: start from a maximal tree T , i.e. a maximal subgraph of M without simple elementary cycles. Then adding to this subgraph any edge of M which is not an edge of T creates a simple elementary cycle, and the set of these cycles is precisely a basis of the cycles of M .
Denoting by C an arbitrary family of simple cycles, we may define the edge-cycle incidence matrix: it is the |C| × |E| matrix B(C, M) defined by its coefficients
+1 if edge j belongs to cycle l and has the same orientation, −1 if edge j belongs to cycle l and has the opposite orientation, 0 otherwise.
Assume that we can embed the graph M in the plane R 2 : this means that the vertices are identified with points of R 2 and that the edges are identified with curves of R 2 parameterized by an injective mapping ψ j of class C 2 and of rank one from an interval (a j , b j ) to R 2 ; we assume that ψ j , ψ j , and ψ j can be extended as continuous bounded functions over [a j , b j ], and that ψ j is bounded away from 0 over [a j , b j ]. Thus, without loss of generality, the parameter is the arc length.
It is convenient to denote by M j = ψ j (a j , b j ) the arc of M indexed by j. We will abuse notation and identify M with the union of the closed edges M j , E with the union of the edges M j and V with the union of the boundaries M j \ M j . We require that for all pairs of distinct indices j and k, M j and M k have an empty intersection.
We need to describe all the arcs leaving or entering any vertex of M with enough information to write Kirchhoff like transmission conditions. This is done by introducing for each v ∈ V the set J(v) defined as follows:
If ζ belongs to J(v), its components are denoted ζ [1] , ζ [2] , ζ [3] . There are |J(v)| curves which start or end at any vertex v ∈ V; an arc might start and end at v if it is a loop.
When we consider M as an embedded graph, we may define a function u on it, which is equivalent to the data of the functions u j = u • ψ j , for 1 ≤ j ≤ |E|. In particular, a function u belongs to the Sobolev space H 1 (M ) if it is continuous over M and the functions u j belong to
The Ginzburg-Landau model
The one-dimensional Ginzburg-Landau (GL) functional is given by the expression:
Here f is a complex-valued order parameter, i.e. a function from M to C; A is a real valued function on M : it is the tangential component of the magnetic vector potential A corresponding to the (given) applied magnetic field H e , and µ is a positive parameter which is proportional to T c − T , where T is the temperature and T c is the critical temperature in the absence of applied field. We require minimal regularity on A: it suffices that for all j ∈ E,
Consider a smooth fattening O(ε) of M , where ε is a small positive parameter, such that the thickness of O(ε) away from its junctions is 2ε. It was shown in [7] that as ε tends to 0, the two-dimensional GL functional converges suitably to H. Moreover, the two-dimensional supercurrents converge suitably to the currents associated with H, and these will be defined precisely in next section.
The set R 2 \ M has a finite number of bounded connected components which we denote by F l ; we choose the same orientation for R 2 and the regions F l ; the ordered boundaries of the F l 's can then be identified with simple elementary cycles of M : they constitute a basis of cycles of M which will be denoted by C.
The flux of the applied magnetic field H e through F l is denoted by Φ l : it follows from Stokes' formula that
The main properties of the minimizers of H are described by the following result [7] : Theorem 3.1. The functional H has minimizers over H 1 (M ); they satisfy the relation 
at the vertices f is continuous and the following Kirchhoff transmission conditions hold:
An automorphism of M is a bijection from M to itself which conserves the incidence relations and the metric on the edges. We have the following corollary, which will be useful in the end of this article. Its proof is immediate. 
The Euler-Lagrange equations for the one-dimensional
Ginzburg-Landau equation
The minimization of H concerns a complex valued function f on M and the data are given by the auxiliary function A. It is therefore remarkable that it can be reduced in many cases to a minimization problem involving a scalar function y on M and a finite number of integers; the data will be a finite set of real numbers.
The main idea is that we will be able to integrate the phase equation; however, zeros of the order parameter will give us trouble, and they will increase the complexity of the functional that we construct.
Let us start by a simple functional analytic observation. If a function z belongs to H 1 (a j , b j ); C , it vanishes at some point iff
Indeed, if f does not vanish over the compact set [a j , b j ], then since z belongs to a set of continuous functions, |z| is bounded away from 0, and thus, the integral in (4.1) is bounded; conversely, assume that z vanishes at some point; if z is identically equal to 0, the conclusion is clear; if z is not identically equal to 0, let (c , c ) be a connected component of the set (a j , b j ) \ z −1 {0} ; if for instance z(c ) vanishes, we observe that a continuous determination of log z(θ) can be defined over (c , c ) and that
and therefore, for any c ∈ (c , c ) and all θ ∈ (c , c):
Since f j is square integrable, the second integral on the right hand side of (4.2) must tend to infinity as θ decreases to c .
In what follows, f is a minimizer of H over
, y j = |f j | and φ j satisfy the following pair of differential equations, obtained by taking the real part and the imaginary part of (3.4): The constant on the right hand side of (4.5) vanishes iff y j vanishes somewhere on [a j , b j ]. We have seen in [7] that this constant is the branch current I j . Thus, we write more explicitly 
we must have the identity
Hence, any determination of the phase jumps by an odd number times π at the zeros of f j ; therefore, if p j is the number of zeros of f j over the open subset (a j , b j ), we combine this information with (4.6), and we obtain
provided that f j does not vanish at a j or b j .
Integration of the phase equations
We assume henceforth that f is a minimizer of H which does not vanish at the vertices of the graph M . Under this assumption, we will obtain another representation of the one-dimensional Ginzburg-Landau functional, which will involve graph theoretical objects, such as the incidence matrices defined in section 2.
Any cycle m of M is a linear combination of the ∂F l 's, which are the oriented boundaries of the F l 's:
with coefficients ml ∈ Z; thus we can define for every cycle m a flux Φ m through the oriented region bounded by this cycle through
Define M to be the subgraph of M whose vertex set is V, and whose edges are precisely those edges of M on which the branch current does not vanish. The edge-node incidence matrix for M is the matrix A obtained by erasing from A the columns indexed by j / ∈ E.
It should be observed that at least two edges are incident at all vertices of M ; for if there existed a vertex v with an unique incident edge j, then relation (4.8) would imply that I j vanishes, a contradiction. In particular, for all edge j of M there exists a cycle m containing the edge j with a non-vanishing coefficient.
Let C be a basis of simple and elementary cycles of M : f does not vanish along any cycle m ∈ C; thus the expression
is well defined, and it is the phase difference along a cycle m ∈ C. As f is a continuous function, the expression (5.1) must be a multiple of 2π, which we denote by 2πN m :
Define now for each real-valued measurable function z on (a j , b j )
For all measurable functions y on M , let Λ(y) be the |E| × |E| diagonal matrix
For all m ∈ C, we multiply (4.9) by B mj ( C, M ), and we sum with respect to j ∈ E; with the help of relations (3.2), (5.2) and (5.4), we see that
We now give an alternative formulation of this expression. Observe that the above defined basis C of the cycle space of M consists of cycles of M ; let B( C, M) be the edge-cycle incidence matrix for C in M ; then the edge-cycle incidence matrix
B( C, M ) is simply obtained by erasing from B( C, M) all the columns indexed by j / ∈ E. Define further the | E| × | E| matrix Λ(y) by
We write
With notations (5.6), relation (5.5) can be rewritten as
We observe that if the edge j is a loop starting and ending at v, the terms containing I j cancel out in (4. Now, we show how to take into account the edges where the branch current vanishes. Indeed, if m is a cycle, we denote by Z m (f ) the number of zeros along this cycle, counted algebraically. Then, since, according to (4.10) and (4.9)
we see that (5.5) generalizes as
We state first a graph-theoretical lemma which gives the properties of the system (5.7), (5.8)
Lemma 5.1. For all choices of E ⊂ E and for all diagonal | E| × | E| matrices Λ with strictly positive diagonal terms, there exists a unique solution of the system (5.8), (5.7); moreover, this solution is given by
Proof. It is a classical result of graph theory (see for instance [1] ) that if A I = 0, there exists a vector J ∈ R | C| such that
We substitute this relation into (5.7), and we find that we have to solve
It is immediate that ker B T = ker B Λ(y) B T . It is also a classical result of graph theory that B is of maximal rank; since there are more edges than cycles, the rank of B is | C|. Therefore the kernel of B T is reduced to {0} and the result follows.
This lemma enables us to give an expression of H(f ) in terms of y: we have
and thanks to (4.6),
j . Therefore, we obtain the identity
We infer from Lemma 5.1 that 
We will now extend the previous formulation so as to include the case of vanishing branch currents. In particular, we will show that ξ T (BΛB T ) −1 ξ, which is defined for all diagonal matrices Λ with strictly positive diagonal terms can be extended by continuity to diagonal matrices Λ with some infinite diagonal terms; basically, we take a sequence of matrices Λ n with some fixed diagonal terms and the remaining diagonal terms tending to infinity, and we prove that the limit of ξ T (BΛ n B T ) −1 ξ is well defined and is independent of the particular limiting process that we have chosen.
We also give a graph theoretical interpretation of the limiting expression. The foregoing result is in the same spirit as the work [2] of Colin de Verdière, Pan and Ycart, whose influence we acknowledge here. 
Lemma 5.3. Let E be a subset of E and let Λ n be a sequence of diagonal matrices such that
Proof. Let E be the edge space of M , i.e.
in other words, E is the space of formal combinations of edges of M . The space E will be equipped with the canonical scalar product of R E . The subspace E is the space of formal combinations of edges in E: it is a subspace of E of dimension E . The complementary set of E in E is called E, and the space of formal linear combinations of edges belonging to E is the space E which is orthogonal to E. Therefore, P α n tends to 0 as n tends to infinity.
Apply now 1 − P to equation (5.14): by definition of P , we have the identity
thus we obtain
The right hand side of equation (5.17) tends to 1 − P ξ as n tends to infinity; on the left hand side, the operator 1 − P BΛ n 1 − Q B T 1 − P ) does not depend on n, according to assumption (5.10). If we call L its restriction to the space ker P , observe that it is an operator of full rank, since it is a diagonal block of the block decomposition of BΛ n B T along Im P ⊕ Im(1 − P ). Therefore L is invertible and α n tends to L −1 1 − P ξ as n tends to infinity. We can see now that the limit of α T n BΛ n B T α n exists and is equal to
There remains to give a graph theoretical description of the operators L and P to complete the proof of the lemma.
Let M be the graph whose vertex set is V and whose edge family is E. It is possible to find a basis of cycles C of M , and to complete this into a basis of cycles of M by adding to it a set C. The resulting basis of cycles will be C = C ∪ C, and we order it in such a way that the elements of C come first. We also choose an ordering of the edges in such a way that the elements of E also come first. Let now B = B(C, M) be written in the block form
Under our assumptions, the block B 21 vanishes. The matrix B is related to the matrix B by a transformation of the form
where S is a row operation matrix and P σ a permutation matrix. We set up a block decomposition of
n be the block of P T σ Λ n P σ relative to the first E lines and Λ (2) be the block of that matrix relative to the last E lines; our construction ensures that P T σ ΛP σ is block diagonal. Then BΛ n B T can be rewritten as follows:
It is clear on the form of this matrix that the limit of ξ T BΛ n B T −1 ξ as n tends to infinity is
where P (2) is the orthogonal projection on the last E component of a vector. Thus, we have identified the limit as stated.
The reduced functional
We introduce now the functional
where Λ is a diagonal matrix with diagonal entries belonging to (0, +∞], and the expression ξ T BΛB T −1 ξ is defined by the passage to the limit in Lemma 5.3. We can state and prove now the main result of this section, recalling that Z m (y) is the number of zeros of y along the cycle m. 
Proof. Assume that f is a minimizer of H; as a consequence of Lemmas 5.1 and 5.2, and of relation (5.9) we see that for y = |f | and ξ = 2πN − Φ,
|C| }, and that y does not vanish at the vertices of M .
Without loss of generality, we may assume that y is nonnegative, since
Let M be the subgraph of M whose vertex set is V and whose edge set is precisely those edges on which y does not vanish. Let C and B( C, M ) = B be exactly as in section 5; then the branch currents are defined by
and
Pick an arbitrary vertex of M , and let the phase vanish at this particular point. On any edge of the graph, define the phase differences by
where z j,1 , . . . , z j,pj are the zeros of y along the branch j with j / ∈ E. The reader will check that this construction of the phase is consistent, so that f = y exp(iφ) is a continuous function which satisfies H(f ) = K(y, ξ + πZ(y), Λ(y)).
Since we have obtained a value H(f ) which is at least equal to the minimum of the values of H, we have proved the desired identities.
We were able to integrate the phase equations up to a set of integers {N l , l = 1, . . . , |C|}. From the definition of ξ l and (6.1) we draw the important conclusion that the minimizers are periodic with respect to each Φ l with a (non-dimensional) period of 2π; more precisely, if we assign to each vector of data Φ a set of minimizers, i.e. a set of pairs (y, ξ), we get exactly the same set of minimizers when we add to the data an integer vector multiplied by 2π. In the case of a single ring this was confirmed experimentally by Little and Parks [3] . If the matrix (B T ΛB) −1 is diagonal, then when there are no zeros, for any value of Λ the energy is minimized when every ξ 2 l is minimized. Therefore each N l is the closest integer to Φ l /2π. This is the case, for example, when every edge of M is a closed loop. For arbitrary M , however, the determination of the {N l } cannot be decoupled from the amplitude equations, which we now rewrite as
together with the Kirchhoff conditions
for all v ∈ V.
The integers N m are not the closest to Φ m /2π
In this section, we prove the following result: Proof. The proof is based on Corollary 3.2, which states that the solution of the minimization problem for H does not see how the graph M is embedded in the plane. It sees only the data A.
We argue by contradiction: assume that for all graphs M and all sets of data A j , relation (7.1) holds, and let us pick a particular graph, as sketched in Fig. 1 .
To make things more precise, we assume that the length of all the edges of M is equal to L, we let a j = 0 and b j = L for all j = 1, . . . , 4 and we select data A j such that
On the oriented regions enclosed by the graph, we have
Therefore, for any minimizer f of H, the hypothesis implies that Then any minimizer of H with the hatted data is obtained by circular permutation from a minimizer of H with non-hatted data: if f j 1≤j≤4 is a minimizer of H with non-hatted data, then a minimizer of H with hatted data is given by
since the functional is identical, up to circular permutation. In particular, φ j can be taken as the circular permutation of φ j . But, we can calculate N 1 as follows:
On the other hand, we may calculate the circulation of A on each of the cycles; in particular
This contradicts the initial assumption, since N 1 vanishes.
