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CONTINUOUS SLICE FUNCTIONAL CALCULUS
IN QUATERNIONIC HILBERT SPACES
RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
Abstract. The aim of this work is to define a continuous functional calculus
in quaternionic Hilbert spaces, starting from basic issues regarding the notion
of spherical spectrum of a normal operator. As properties of the spherical
spectrum suggest, the class of continuous functions to consider in this setting
is the one of slice quaternionic functions. Slice functions generalize the con-
cept of slice regular function, which comprises power series with quaternionic
coefficients on one side and that can be seen as an effective generalization to
quaternions of holomorphic functions of one complex variable. The notion of
slice function allows to introduce suitable classes of real, complex and quater-
nionic C∗–algebras and to define, on each of these C∗–algebras, a functional
calculus for quaternionic normal operators. In particular, we establish several
versions of the spectral map theorem. Some of the results are proved also
for unbounded operators. However, the mentioned continuous functional cal-
culi are defined only for bounded normal operators. Some comments on the
physical significance of our work are included.
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1. Introduction
Functional calculus in quaternionic Hilbert spaces has been focused especially by
mathematical physicists, concerning the application of spectral theory to quantum
theories (see e.g. [1, 12, 14, 21]). As a careful reading of these works reveals, most
part of results have been achieved into a non completely rigorous fashion, leaving
some open gaps and deserving further investigation. As a matter of fact, the clas-
sic approach for complex Hilbert spaces, starting from the continuous functional
calculus and then reaching the measurable functional calculus, has been essentially
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disregarded, while attention has been devoted to the measurable functional cal-
culus almost immediately. Furthermore, even more mathematically minded works
on this topics, as [34], do not present complete proofs of the claimed statements.
Historically, an overall problem was the absence of a definite notion of spectrum
of an operator on quaternionic Hilbert spaces. Such a notion has been introduced
only few years ago [8] in the more general context of operators on quaternionic
Banach modules. Therefore, on the one hand, no systematic investigation on the
spectral properties of operators on quaternionic Hilbert spaces has been performed
up to now. On the other hand, the many key–results available for non self–adjoint
operators have been obtained by means of a Dirac bra–ket like formalism, which
formally, but often erroneously, reduces the argumentations to the case of a vague
notion of point spectrum. Finally, another interesting issue concerns the existence
of a model of quaternions in terms of anti–self adjoint and unitary operators, com-
muting with the self–adjoint parts of a given normal operator. Although that model
is not completely understood and analyzed, it was extensively exploited in various
technical constructions of physicists (see [1] and Theorem 5.14 below).
The aim of this work is to provide a foundational investigation of continuous
functional calculus in quaternionic Hilbert spaces, particularly starting from basic
issues regarding the general notion of spherical spectrum (Definition 4.1) and its
general properties (Theorems 4.3 and 4.8 and Propositions 4.5 and 4.7). The general
relation between the theory in complex Hilbert space and the one in quaternionic
Hilbert spaces will be examined extending some classic known results (see e.g. [12])
to the unbounded operator case (Proposition 3.11). In view of that general aim, up
to Section 4.2, we shall not confine ourselves to the bounded operator case, but we
shall consider also unbounded operators. However, the proper continuous functional
calculus will be discussed for bounded normal operators only, thus postponing the
non–bounded case to a work in preparation [18]. In particular, in the first part of
the work, the general spectral properties of bounded and unbounded operators on
quaternionic Hilbert spaces will be discussed from scratch.
The pivotal tool in our investigation is the notion of slice function, whose rele-
vance clearly pops up once the notion of spherical spectrum is introduced. As we
shall prove, in the continuous case, that notion allows one to introduce suitable
classes of real, complex and quaternionic C∗–algebras and to define, on each of
these C∗–algebras, a functional calculus for normal operators. In particular, we
establish several versions of the spectral map theorem. As our results show, the in-
terplay between continuous slice functions and the space of operators is much more
complicated than in the case of continuous functional calculus on complex Hilbert
spaces.
1.1. Slice functions, a key result and the main theorems. The concept of
slice regularity for functions of one quaternionic variable has been introduced by
Gentili and Struppa in [15, 16] and then extended to octonions, Clifford algebras
and in general real alternative ∗–algebras in [7, 17, 19, 20]. This function theory
comprises polynomials and power series in the quaternionic variable with quater-
nionic coefficients on one side. It can then be seen as an effective generalization to
quaternions of the theory of holomorphic functions of one complex variable.
At the base of the definition of slice regularity, there is the “slice” character of
the quaternionic algebra: every element q ∈ H can be decomposed into the form
q = α+β, where α, β ∈ R and  is an imaginary unit in the two–dimensional sphere
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S = {q ∈ H | q2 = −1}. This decomposition is unique when assuming further that
β ≥ 0; otherwise, for non–real q, β and  are determined up to a sign.
Equivalently, H is the union of the (commutative) real subalgebras C ≃ C
generated by  ∈ S, with the property that Cı ∩ C = R when ı 6= ±, where R
denotes the real subalgebra of H generated by 1.
The original definition [15, 16] of slice regularity for a quaternionic function f ,
defined on an open domain Ω of H, requires that, for every  ∈ S, the restriction of
f to Ω ∩ C is holomorphic with respect to the complex structure defined by left
multiplication by . The approach taken in [19, 20] allows to embed the space of
slice regular functions into a larger class, that of continuous slice functions, which
corresponds in some sense to the usual complex continuous functions on the complex
plane.
The first step is to single out a peculiar class of subsets of H, those that are
invariant with respect to the action of S. If K ⊂ C is non–empty and invariant
under complex conjugation, one defines the circularization ΩK of K (in H) as:
ΩK = {α+ β ∈ H |α, β ∈ R, α+ iβ ∈ K,  ∈ S},
and call a subset of H a circular set if it is of the form ΩK for some K. The
second step is the introduction of stem functions. Let H⊗R C be the complexified
quaternionic algebra, represented as
H⊗R C = {x+ iy |x, y ∈ H},
with complex conjugation w = x+ iy 7→ w = x− iy. If a function F : K −→ H⊗RC
satisfies the condition F (z) = F (z) for every z ∈ K, then F is called a stem
function on K. Any stem function F : K −→ H⊗R C induces a (left) slice function
f = I(F ) : ΩK → H: if q = α+ β ∈ ΩK ∩ C, with  ∈ S, we set
f(q) := F1(α+ iβ) + F2(α+ iβ) ,
where F1, F2 are the two H–valued components of F . In this approach to the
theory, a quaternionic function turns out to be slice regular if and only if it is the
slice function induced by a holomorphic stem function.
The definition of a continuous slice function of a normal operator is based on a
key result, which can interpreted as the operatorial counterpart of the slice character
of H and which describes rigorously the just mentioned model of quaternions for
bounded normal operators exploited by physicists. Theorem 5.9 in Section 5.4 can
be reformulated as follows:
Theorem J. Let H be a quaternionic Hilbert space and let B(H) be the set of all
bounded operators of H. Given any normal operator T ∈ B(H), there exist three
operators A,B, J ∈ B(H) such that:
(i) T = A+ JB,
(ii) A is self–adjoint and B is positive,
(iii) J is anti self–adjoint and unitary,
(iv) A, B and J commute mutually.
Furthermore, the following additional facts hold:
• A and B are uniquely determined by T : A = (T +T ∗)12 and B = |T −T ∗| 12 .
• J is uniquely determined by T on Ker(T − T ∗)⊥.
In the parallelism between this decomposition of T and the slice decomposition of
quaternions, real numbers in H correspond to self–adjoint operators, non–negative
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real numbers to positive operators and quaternionic imaginary units to anti self–
adjoint and unitary operators. This parallelism suggests a natural way to define
the operator f(T ) for a continuous slice function f , at least in the case of H–
instrinsic slice functions, i.e. those slice functions such that f(q¯) = f(q) for every
q ∈ ΩK. Observe that H–intrinsic slice functions leave all slices C invariant. If
f is a polynomial slice function, induced by a stem function with polynomials
components F1, F2 ∈ R[X,Y ], then f is H–intrinsic and we define the normal
operator f(T ) ∈ B(H) by setting
f(T ) := F1(A,B) + JF2(A,B),
and then we extend the definition to continuous H–intrinsic slice functions by den-
sity. We obtain in this way a isometric ∗–homomorphism of real Banach C∗–
algebras (Theorem 7.4). In particular, continuous H–intrinsic slice functions satisfy
the spectral map property f(σS(T )) = σS(f(T )), where σS(T ) denotes the spherical
spectrum of T .
The definition of f(T ) can be extended to other classes of continuous slice func-
tions. In this transition, some of the nice properties of the map f 7→ f(T ) are
lost, but other interesting phenomena appear. In Theorem 7.8, the slice functions
considered are those which leave only one slice C invariant. In this case, a
∗–
homomorphism of complex Banach C∗–algebras is obtained. A suitable form of
the spectral map property continues to hold. In Theorem 7.10, we consider circular
slice functions, those which satisfy the condition f(q¯) = f(q) for every q. Differently
from the previous cases, these functions form a non–commutative quaternionic Ba-
nach C∗–algebra. In this case, we still have an isometric ∗–homomorphism, but the
spectral map property holds in a weaker form. In Proposition 7.12, we show how
to extend the previous definitions of f(T ) to a generic continuous slice function f ,
but in this case also the ∗–homomorphism property is necessarily lost. Finally, in
Section 7.5, we show that the continuous functional calculus defined above, when
restricted to slice regular functions, coincides with the functional calculus developed
in [8] as a generalization of the classical holomorphic functional calculus.
1.2. Physical significance. As remarked by Birkhoff and von Neumann in their
celebrated seminal work on Quantum Logic in 1936 [4], Quantum Mechanics may
alternatively be formulated on a Hilbert space where the ground field of complex
numbers is replaced for the division algebra of quaternions. Nowadays, the picture
is more clear on the one hand and more strict on the other hand, after the efforts
started in 1964 by Piron [29] and concluded in 1995 by Sole`r [32], and more recently
reformulated by other researchers (see e.g. [2]). Indeed, it has been rigorously
established that, assuming that the set of “yes–no” elementary propositions on a
given quantum system are described by a lattice that is bounded, orthomodular,
atomic, separable, irreducible, verifying the so–called covering property (see [3,
13, 25]) and finally, assuming that certain orthogonal systems exist therein, then
the lattice is isomorphic to the lattice of orthogonal projectors of a generalised
Hilbert space over the fields R, C or over the division algebra of quaternions H. No
further possibility is allowed. Actually, the first possibility is only theoretical, since
it has been proved that, dealing with concrete quantum systems, the description
of the time–reversal operation introduces a complex structure in the field that
makes, indeed, the real Hilbert space a complex Hilbert space (see [1]). Therefore,
it seems that the only two realistic possibilities allowed by Nature are complex
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Hilbert spaces and quaternionic ones. While the former coincides to the mainstream
of the contemporary quantum physics viewpoint, the latter has been taken into
consideration by several outstanding physicists and mathematical physicists, since
the just mentioned paper of Birkhoff and von Neumann. Adler’s book [1] represents
a quite complete treatise on that subject from the point of view of physics.
While all the fundamental results, like Gleason theorem and Wigner theorem,
can be re–demonstrated in quaternionic quantum mechanics with minor changes
(see [33]), its theoretic formulation differs from the complex formulation in some key
points related to the spectral theory, the proper language of quantum mechanics.
Perhaps, the most important is the following. Exactly as in the standard approach,
observables are represented by (generally unbounded) self–adjoint operators. How-
ever, within the complex Hilbert space picture, self–adjoint operators enter the
theory also from another route due to the celebrated Stone theorem. Indeed, self–
adjoint operators, when multiplied with i, become the generators of the continuous
one–parameter groups of unitary operators representing continuous quantum sym-
metries. More generally, in complex Hilbert spaces, in view of well–known results
due to Nelson [27], anti self–adjoint operators are the building blocks necessary
to construct strongly continuous unitary representations of Lie groups of quantum
symmetries. This way naturally leads to the quantum version of Noether theorem
relating conserved quantities (i times the anti self–adjoint generators representing
the Lie algebra of the group) and symmetries (the one–parameter groups obtained
by exponentiating the given anti self–adjoint generators) of a given quantum sys-
tem. This nice interplay, in principle, should survive the passage from complex to
quaternionic context. However, a difficult snag pops up immediately: the relation-
ship between self–adjoint operators S and anti self–adjoint operators A is much
more complicated in quaternionic Hilbert spaces than in complex Hilbert spaces.
Indeed, in the quaternionic case, an identity as A = JS holds, where J is an op-
erator replacing the trivial i in complex Hilbert spaces. Nevertheless, A does not
uniquely fix the pair J, S so that the interplay of dynamically conserved quantities
and symmetries needs a deeper physical investigation in quaternionic quantum me-
chanics. This issue affects all the physical construction from scratch as it is already
evident from the various mathematically inequivalent attempts to provide a phys-
ically sound definition of the momentum operator of a particle. Furthermore, one
has to employ quite sophisticated mathematical tools as the quaternionic version
of Mackey’s imprimitivity theorem (see [6]). The operator J has to satisfy several
constraints, first of all, it has to commute with S and it has to be anti self–adjoint.
The polar decomposition theorem, re–formulated in quaternionic Hilbert spaces,
provides such an operator, at least for bounded anti self–adjoint operators A. In
some cases, it is convenient for technical reasons to look for an operator J that is
also unitary and that it is accompanied by two other similar operators I and K,
commuting with S, such that they define a representation of the imaginary quater-
nions in terms of operators (see Section 2.3 of [1]). This is not assured by the polar
decomposition theorem and the existence of such anti self–adjoint and unitary op-
erators I, J,K is by no means obvious. This is one of the key issues tackled in this
work. Indeed, in Theorem 5.9, we prove that, every normal operator T can always
be decomposed as T = A + JB, with A,B self–adjoint and J anti self–adjoint,
unitary and commuting with both A and B. Moreover, J can always be written
as Lı for some (quaternionic) imaginary unit ı, where H ∋ q 7→ Lq ∈ B(H) is a
6 RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
∗–representation of H in terms of bounded operators, commuting with A and B
(see Theorem 5.14).
The systematic investigation of the properties of the above–mentioned operators
J will enable us to state and prove a quite general proposition (Proposition 3.11 ex-
tending previous results by Emch [12]) concerning the extension to the whole quater-
nionic Hilbert space and the properties of such extensions of (generally unbounded)
operators initially defined on complex subspaces of the quaternionic Hilbert space
induced by J .
As we have just recalled, when looking at this matter with a mathematically
minded intention, the most problematic issue in the known literature on quater-
nionic quantum mechanics is the notion of spectrum of an operator. As is known, in
the case of self–adjoint operators representing quantum observables, the Borel sets
in the spectrum of an observable account for the outcomes of measurements of that
observable. The definition of spectrum of an operator in quaternionic Hilbert spaces
turns out to be problematic on its own right in view of the fact that quaternions are
a non commutative ring and it generates troubles, already studying eigenvalues and
eigenvectors: an eigenspace is not a subspace because it is not closed under multipli-
cation with scalars. However, at first glance, all that could not appear as serious as
it is indeed, because self–adjoint operators should have real spectrum where quater-
nionic noncommutativity is ineffective. Nevertheless, as stressed above, self–adjoint
operators are not the only class of operators relevant in quaternionic Hilbert spaces
for quantum physics, since also unitary and anti self–adjoint play some important
roˆle. Therefore, a full fledged notion of spectrum for normal operators should be in-
troduced. In spite of some different formulations of the spectral theorem for normal
operators [34], a notion of the spectrum and of a generic operator in quaternionic
Hilbert spaces as well as a systematic investigation on its properties do not exist.
As a matter of fact, mathematical physicists [12, 14, 21] always tried to avoid to
face this issue confining their investigations to (bounded) self–adjoint operators
and passing to other classes of operators by means of quite ad hoc arguments and
very often, dealing with the help of Dirac bra–ket formalism, not completely jus-
tified in these contexts. This remark concerns physicists, [1] in particular, who
adopt the popular and formal bra–ket procedure, assume the naive starting point
where the spectrum is made of eigenvalues even when that approach is evidently
untenable and should be handled with the help of some rigged quaternionic Hilbert
space machinery similar to Gelfand’s theory in complex Hilbert spaces. While all
these approaches are physically sound and there are no doubts that the produced
results are physically meaningful, an overall rigorous mathematical formulation of
the quaternionic spectral theory still does not exist. The absence of a suitable no-
tion of spectrum has generated a lack in the natural development of the functional
calculus. As a matter of fact, in the complex Hilbert space theory, the functional
calculus theory on the spectrum starts by the definition of a continuous function of
a given normal operator and then passes to define the notion of measurable function
of the operator. The projector–valued measures exploited to formulate the spectral
theory, the last step of the story, are subsequently constructed taking advantage of
the measurable functional calculus. In quaternionic Hilbert space, instead, a for-
mulation of the spectral theorem exists [34] without any systematic investigation
of the continuous and measurable functional calculus, nor an explicit definition of
the spectrum of an operator.
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A pivotal notion in this paper is just that of spherical spectrum of an operator
in a quaternionic Hilbert space. We state it (Definition 4.1) by specializing (and
re–elaborating in the case of unbounded operators) the definition recently proposed
by Colombo, Sabadini and Struppa in [8] for operators in quaternionic two–side Ba-
nach modules. We see that, in spite of the different definition (based on a second
order polynomial), the properties of the spectrum of an operator (Theorem 4.8)
are natural generalizations of those in complex Hilbert spaces. In particular, the
point spectrum, regardless an apparently inequivalent definition, turns out to be
the set of eigenvalues exactly as in the complex Hilbert space case (Proposition
4.5). Moreover, a nice relationship appears (Proposition 5.11) between the stan-
dard notion of spectrum in complex Hilbert spaces and the quaternionic notion of
spectrum, for those operators that have been obtained as extensions of operators on
complex Hilbert subspaces as pointed out above. The definition and the properties
of the spectrum not only allow to construct a natural extension of the continuous
functional calculus to the quaternionic Hilbert space case, but they permit us to
discover an intriguing interplay of the continuous functional calculus and the theory
of slice functions.
2. Quaternionic Hilbert spaces
In this part, we summarize some basic notions about the algebra of quaternions,
quaternionic Hilbert spaces and operators (even unbounded and defined in proper
subspaces) on quaternionic Hilbert spaces. In almost all cases, the proofs of the
various statements concerning quaternionic Hilbert spaces and operators thereon
are very close to the analogues for the complex Hilbert space theory. Therefore, we
shall omit the corresponding proofs barring some comments if necessary.
2.1. Quaternions. The space of quaternions H is the four dimensional real algebra
with unity we go to describe.
We denote by 0 the null element of H and by 1 the multiplicative identity of H.
The space H includes three so–called imaginary units, which we indicate by i, j, k.
By definition, they satisfy (we omit the symbol of product of the algebra):
(2.1) ij = −ji = k, ki = −ik = j, jk = −kj = i, ii = jj = kk = −1 .
The elements 1, i, j, k are assumed to form a real vector basis of H, so that any
element q ∈ H takes the form: q = a1 + bi + cj + dk, where a, b, c, and d belong
to R and are uniquely determined by q itself. We identify R with the subalgebra
generated by 1. In other words, if a ∈ R, we write simply a in place of a1. The
product of two such elements is individuated by (2.1), assuming associativity and
distributivity with respect to the real vector space sum. In this way, H turns out
to be a non–commutative associative real division algebra.
Given q = a+ bi+ cj + dk ∈ H, we recall that:
• q := a− bi− cj − dk is the conjugate quaternion of q.
• |q| := √qq = √a2 + b2 + c2 + d2 ∈ R is the norm of q.
• Re(q) := 12 (q + q) = a ∈ R is the real part of q and Im(q) := 12 (q − q) =
bi+ cj + dk is the imaginary part of q.
The element q ∈ H is said to be real if q = Re(q). It is easy to see that q is real if
and only if qp = pq for every p ∈ H or, equivalently, if and only if q = q. If q = −q
8 RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
or, equivalently, q = Im(q), then q is said to be imaginary. We denote by Im(H)
the imaginary space of H and by S the sphere of unit imaginary quaternions:
Im(H) := {q ∈ H | q = Im(q)} = {bi+ cj + dk ∈ H | b, c, d ∈ R}
and
S := {q ∈ Im(H) | |q| = 1} = {bi+ cj + dk ∈ H | b, c, d ∈ R, b2 + c2 + d2 = 1}.
As said in the introduction, the set S is also equal to {q ∈ H | q2 = −1}.
We define R+ := {a ∈ R | a ≥ 0} and we denote by N the set of all non–negative
integers.
Remark 2.1. (1) Notice that pq = q p, so the conjugation reverses the order of the
factors.
(2) | · | is, indeed, a norm on H, when it is viewed as the real vector space R4. It
also satisfies |1| = 1, |q| = |q| if q ∈ H and the remarkable identity:
|pq| = |p||q| if p, q ∈ H.
(3) For every  ∈ S, denote by C the real subalgebra of H generated by ; that
is, C := {α+ β ∈ H |α, β ∈ R}. Given any q ∈ H, we can write
q = α+ β for some α, β ∈ R and  ∈ S.
Evidently, α and |β| are uniquely determined: α = Re(q) and |β| = |Im(q)|. If
q ∈ R, then β = 0 and hence  can be chosen arbitrarily in S. Thanks to the Inde-
pendence Lemma (see [11, §8.1]), if q ∈ H \R, then there are only two possibilities:
β = ±|Im(q)| and  = β−1Im(q). In other words, we have that H = ⋃∈SC and
C ∩ Cκ = R for every , κ ∈ S with  6= ±κ.
(4) Two quaternions p and q are called conjugated (to each other), if there is
s ∈ H \ {0} such that p = sqs−1. The conjugacy class of q; that is, the set of all
quaternions conjugated with q, is equal to the 2–sphere Sq := Re(q) + |Im(q)|S of
H. More explicitly, if q = a+ bi+ cj + dk, then we have that
Sq = {a+ xi+ yj + zk ∈ H |x, y, z ∈ R, x2 + y2 + z2 = b2 + c2 + d2}.
In particular, q and q are always conjugated, because q ∈ Sq.
It is worth stressing that the following assertions are equivalent:
• p and q are conjugated,
• Sp = Sq,
• Re(p) = Re(q) and |Im(p)| = |Im(q)|,
• Re(p) = Re(q) and |p| = |q|.
(5) Equipped with the metric topology induced by the norm | · |, H results to be
complete. Indeed, as a normed real vector space, it is isomorphic to R4 endowed
with the standard Euclidean norm. In particular, given a sequence {qn}n∈N in H, if
the series
∑
n∈N qn converges absolutely; that is,
∑
n∈N |qn| < +∞, then
∑
n∈N qn
converges to some element q of H and such a series can be arbitrarily re–ordered
without affecting its sum q.
2.2. Quaternionic Hilbert spaces. Let recall the definition of quaternionic Hilbert
space (see e.g. [5],[26]). Let H be a right H–module; that is, an abelian group with
a right scalar multiplication
H×H ∋ (u, q) 7→ uq ∈ H
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satisfying the distributive properties with respect to the two notions of sum:
(u + v)q = uq + vq and v(p+ q) = vp+ vq if u, v ∈ H and p, q ∈ H,
and the associative property with respect to the quaternionic product:
v(pq) = (vp)q if v ∈ H and p, q ∈ H.
Such a right H–module H is called quaternionic pre–Hilbert space if there exists
a Hermitean quaternionic scalar product; that is, a map H×H ∋ (u, v) 7→ 〈u|v〉 ∈ H
satisfying the following three properties:
• (Right linearity) 〈u|vp+ wq〉 = 〈u|v〉p+ 〈u|w〉q if p, q ∈ H and u, v, w ∈ H.
• (Quaternionic Hermiticity) 〈u|v〉 = 〈v|u〉 if u, v ∈ H.
• (Positivity) If u ∈ H, then 〈u|u〉 ∈ R+ and u = 0 if 〈u|u〉 = 0.
Suppose that H is equipped with such a Hermitean quaternionic scalar product.
Then we can define the quaternionic norm ‖ · ‖ : H −→ R+ of H by setting
(2.2) ‖u‖ :=
√
〈u|u〉 if u ∈ H.
The function ‖ · ‖ is a genuine norm over H, viewed as a real vector space, and the
above defined scalar product 〈·|·〉 fulfills the standard Cauchy–Schwarz inequality.
Proposition 2.2. The Hermitean quaternionic scalar product 〈·|·〉 satisfies the
Cauchy–Schwarz inequality:
(2.3) |〈u|v〉|2 ≤ 〈u|u〉 〈v|v〉 if u, v ∈ H.
Moreover, the map H ∋ u 7→ ‖u‖ ∈ R+ defined in (2.2) has the following properties:
• ‖uq‖ = ‖u‖ |q| if u ∈ H and q ∈ H.
• ‖u+ v‖ ≤ ‖u‖+ ‖v‖ if u, v ∈ H.
• If ‖u‖ = 0 for some u ∈ H, then u = 0.
• If u, v ∈ H, then the following polarization identity holds:
4〈u|v〉 =‖u+ v‖2 − ‖u− v‖2 + (‖ui+ v‖2 − ‖ui− v‖2) i+
+
(‖uj + v‖2 − ‖uj − v‖2) j + (‖uk + v‖2 − ‖uk − v‖2) k.(2.4)
We explicitly present the proof of the above statement just to give the flavour of
the procedure taking the non–commutativity of the scalars into account. The result
is evident if v = 0. Assume v 6= 0. Concerning (2.3), we start from the inequality
0 ≤ 〈up− vq|up− vq〉 = p〈u|u〉p+ q〈v|v〉q − p〈u|v〉q − q〈v|u〉p.
Choosing p = 〈v|v〉 and q = 〈v|u〉, we obtain:
0 ≤ 〈v|v〉 (〈u|u〉〈v|v〉 − 〈u|v〉〈v|u〉) .
Since 〈v|v〉 > 0 and 〈u|v〉〈v|u〉 = 〈v|u〉〈v|u〉 = |〈v|u〉|2 = |〈u|v〉|2, (2.3) follows
immediately. Let us pass to the norm properties. With regards homogeneity,
exploiting the fact that 〈u|u〉 is real and thus it commutes with all quaternions,
we obtain: ‖uq‖2 = 〈uq|uq〉 = q〈u|u〉q = qq〈u|u〉 = |q|2‖u‖2. Triangular inequality
follows from (2.3). Indeed, bearing in mind that |Re(q)| ≤ |q| for every q ∈ H, it
holds:
‖u+ v‖2 =〈u+ v|u+ v〉 = ‖u‖2 + ‖v‖2 + 2Re(〈u|v〉) ≤
≤‖u‖2 + ‖v‖2 + 2|〈u|v〉| ≤
≤‖u‖2 + ‖v‖2 + 2‖u‖‖v‖ = (‖u‖+ ‖v‖)2.
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The polarization identity can be proved by direct inspection.
From the positivity and the triangular inequality, it follows that:
(2.5) d(u, v) := ‖u− v‖ if u, v ∈ H
defines a (translationally invariant) distance. One easily verifies that, in view of
the given definitions, the operations of sum of vectors and right multiplication of
vectors and quaternions are continuous with respect to the topology induced by d.
Similarly, the scalar product is jointly continuous as a map from H× H to H.
As soon as we are equipped with a metric topology, it makes sense to state the
following definition.
Definition 2.3. The quaternionic pre–Hilbert space H is said to be a quaternionic
Hilbert space if it is complete with respect to its natural distance d.
In what follows, given a quaternionic Hilbert space H, we will implicitly assume
that H 6= {0}.
A function f : H → H is right H–linear if f(u + v) = f(u) + f(v) and f(uq) =
f(u)q for every u, v ∈ H and q ∈ H. Let H′ be the topological dual space of H
consisting of all continuous right H–linear functions on H. Equip H′ with its natural
structure of left H–module induced by the left multiplication by H: if f ∈ H′ and
q ∈ H, then qf is the element of H′ sending u ∈ H into qf(u) ∈ H.
The following result is an immediate consequence of quaternionic Hahn–Banach
theorem (see [5, §2.10] and [8, §4.10]).
Lemma 2.4. Let H be a quaternionic Hilbert space and let u ∈ H. If f(u) = 0 for
every f ∈ H′, then u = 0.
It is possible to re–cast the definition of Hilbert basis even in the quaternionic–
Hilbert–space context. Given a subset A of H, we define:
A⊥ := {v ∈ H | 〈v|u〉 = 0 ∀u ∈ A}.
Moreover, < A > denotes the right H–linear subspace of H consisting of all finite
right H–linear combinations of elements of A.
Let I be a non–empty set and let I ∋ i 7→ ai ∈ R+ be a function on I. As usual,
we can define
∑
i∈I ai as the following element of R
+ ∪ {+∞}:
∑
i∈I
ai := sup
{∑
i∈J
ai
∣∣∣∣ J is a non–empty finite subset of I
}
.
It is clear that, if
∑
i∈I ai < +∞, then the set of all i ∈ I such that ai 6= 0 is at
most countable.
Given a quaternionic Hilbert space H and a map I ∋ i 7→ ui ∈ H, one can say
that the series
∑
i∈I ui converges absolutely if
∑
i∈I ‖ui‖ < +∞. If this happens,
then only a finite or countable number of ui is nonzero and the series
∑
i∈I ui
converges to a unique element of H, independently from the ordering of the ui’s.
The next three results can be established following the proofs of their corre-
sponding complex versions (see e.g. [25, 30]).
Proposition 2.5. Let H be a quaternionic Hilbert space and let N be a subset of H
such that, for z, z′ ∈ N , 〈z|z′〉 = 0 if z 6= z′ and 〈z|z〉 = 1. Then conditions (a)–(e)
listed below are pairwise equivalent.
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(a) For every u, v ∈ H, the series ∑z∈N 〈u|z〉〈z|v〉 converges absolutely and it
holds:
〈u|v〉 =
∑
z∈N
〈u|z〉〈z|v〉.
(b) For every u ∈ H, it holds:
‖u‖2 =
∑
z∈N
|〈z|u〉|2.
(c) N⊥ = {0}.
(d) < N > is dense in H.
Proposition 2.6. Every quaternionic Hilbert space H admits a subset N , called
Hilbert basis of H, such that, for z, z′ ∈ N , 〈z|z′〉 = 0 if z 6= z′ and 〈z|z〉 = 1, and
N satisfies equivalent conditions (a)–(d) stated in the preceding proposition. Two
such sets have the same cardinality.
Furthermore, if N is a Hilbert basis of H, then every u ∈ H can be uniquely
decomposed as follows:
u =
∑
z∈N
z〈z|u〉,
where the series
∑
z∈N z〈z|u〉 converges absolutely in H.
Theorem 2.7. If H is a quaternionic Hilbert space and ∅ 6= A ⊂ H, then it holds:
A⊥ =< A >⊥= < A >
⊥
= < A >⊥ , 〈A〉 = (A⊥)⊥ and A⊥⊕ < A >= H ,
where the bar denotes the topological closure and the symbol ⊕ denotes the ortho-
gonal direct sum.
Taking the previously introduced results into account, the representation Riesz’
theorem extends to the quaternionic case. This result can be proved as in the
complex case (see e.g. [31]).
Theorem 2.8 (Quaternionic representation Riesz’ theorem). If H is a quaternionic
Hilbert space, the map
H ∋ v 7→ 〈v | · 〉 ∈ H′
is well–posed and defines a conjugate–H–linear isomorphism.
2.3. Operators. First of all, we present the general definition of what we mean by
a right H–linear operator.
Definition 2.9. Let H be a quaternionic Hilbert space. A right H–linear operator
is a map T : D(T ) −→ H such that:
T (ua+ vb) = (Tu)a+ (Tv)b if u, v ∈ D(T ) and a, b ∈ H,
where the domain D(T ) of T is a (not necessarily closed) right H–linear subspace
of H. We define the range Ran(T ) of T by setting Ran(T ) := {Tu ∈ H |u ∈ D(T )}.
In what follows, by the term “operator”, we mean a “right H–linear operator”.
Similarly, by a “subspace”, we mean a “right H–linear subspace”.
Let T : D(T ) −→ H and S : D(S) −→ H be operators. As usual, we write T ⊂ S
if D(T ) ⊂ D(S) and S|D(T ) = T . In this case, S is said to be an extension of T .
We define the natural domains of the sum T + S and of the composition TS by
setting D(T + S) := D(T ) ∩ D(S) and D(TS) := {x ∈ D(S) |Sx ∈ D(T )}. Here
we use the symbols TS and Sx in place of T ◦ S and S(x), respectively.
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The operator T is said to be closed if the graph G(T ) := D(T )⊕Ran(T ) of T is
closed in H×H, equipped with the product topology. Finally, T is called closable if
it admits closed operator extensions. In this case, the closure T of T is the smallest
closed extension.
We have the following elementary, though pivotal, result that permits the intro-
duction of the notion of bounded operator. The proof is the same as for complex
Hilbert spaces (see e.g. [25, 30]).
Theorem 2.10. If H is a quaternionic Hilbert space, then an operator T : D(T ) −→
H is continuous if and only if is bounded; that is, there exists K ≥ 0 such that
‖Tu‖ ≤ K‖u‖ if u ∈ D(T ).
Furthermore, a bounded operator is closed.
As in the complex case, if T : D(T ) −→ H is any operator, one define ‖T ‖ by
setting
(2.6) ‖T ‖ := sup
u∈D(T )\{0}
‖Tu‖
‖u‖ = inf{K ∈ R | ‖Tu‖ ≤ K‖u‖ ∀u ∈ D(T )}.
Denote by B(H) the set of all bounded (right H–linear) operators of H:
B(H) := {T : H −→ H operator | ‖T ‖ < +∞}.
It is immediate to verify that, if T and S are operators in B(H), then the same is
true for T + S and TS, and it holds:
(2.7) ‖T + S‖ ≤ ‖T ‖+ ‖S‖ and ‖TS‖ ≤ ‖T ‖ ‖S‖.
The reader observes that B(H) has a natural structure of real algebra, in which
the sum is the usual pointwise sum, the product is the composition and the real
scalar multiplication B(H)× R ∋ (T, r) 7→ Tr ∈ B(H) is defined by setting
(2.8) (Tr)(u) := T (u)r.
In Section 3.2, we will extend this real algebra structure to a quaternionic two–sided
Banach unital C∗-algebra structure. The reader observes that definition (2.8) can
be repeated for every operator T : D(T ) −→ H.
It is worth introducing here a notion, which will be useful later. As usual, we
denote by R[X ] the ring of real polynomials in the indeterminate X . For conve-
nience, we write the polynomials in R[X ] with coefficients on the right. Given
P (X) =
∑d
h=0X
hrh in R[X ], we define the operator P (T ) ∈ B(H) as follows:
(2.9) P (T ) :=
d∑
h=0
T hrh,
where T 0 is considered to be equal to the identity operator I : H −→ H of H.
The norm of B(H) allows us to define a metric D : B(H) ×B(H) −→ R+ on
B(H) as follows:
(2.10) D(T, T ′) := ‖T − T ′‖ if T, T ′ ∈ B(H).
Proposition 2.11. Let H be a quaternionic Hilbert space. Equip B(H) with the
metric D. The following assertions hold:
(a) B(H) is a complete metric space. In particular, it is a Baire space.
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(b) As maps B(H)×B(H) 7→ B(H), the sum and the composition of operators
are continuous. The same is true for the real scalar multiplication.
(c) The subset of B(H) consisting of elements admitting two–sided inverse in
B(H) is open in B(H).
(d) The uniform boundedness principle holds: Given any subset F of B(H), if
supT∈F |Tu| < +∞ for every u ∈ H, then supT∈F ‖T ‖ < +∞.
(e) The open map theorem holds: If T ∈ B(H) is surjective, then T is open.
In particular, if T is bijective, then T−1 ∈ B(H).
(f) The closed graph theorem holds: If T : H −→ H is closed, then T ∈ B(H).
Proof. The proofs of (a), (b) are elementary. Point (c) is proved as in [31, Theorem
10.12]. Points (d), (e) and (f) follow from the Baire theorem exactly as in complex
Banach space theory: Lemma 2.2.3, Theorem 2.2.4 and Corollary 2.2.5 of [28] prove
(e); Theorem 2.2.9 of [28] leads to (d) and Theorem 2.2.7 proves (f). 
The notion of adjoint operator is the same as for complex Hilbert spaces.
Definition 2.12. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H be
an operator with dense domain. The adjoint T ∗ : D(T ∗) −→ H of T is the unique
operator with the following properties (the definition being well posed since D(T )
is dense):
D(T ∗) := {u ∈ H | ∃wu ∈ H with 〈wu|v〉 = 〈u|Tv〉 ∀v ∈ D(T )}.
and
(2.11) 〈T ∗u|v〉 = 〈u|Tv〉 ∀v ∈ D(T ), ∀u ∈ D(T ∗).
It is worth noting that an immediate consequence of such a definition is that
the operator T ∗ is always closed. Moreover, if T ∈ B(H), then requirement (2.11)
alone automatically determines T ∗ as an element of B(H) in view of quaternionic
representation Riesz’ theorem (see Theorem 2.8 above).
As usual, an operator T : D(T ) −→ H with dense domain is said to be:
• symmetric if T ⊂ T ∗,
• anti symmetric if T ⊂ −T ∗,
• self–adjoint if T = T ∗,
• essentially self–adjoint if it is closable and T is self–adjoint,
• anti self–adjoint if T = −T ∗,
• positive, and we write T ≥ 0, if 〈u|Tu〉 ∈ R+ for every u ∈ D(T ),
• normal if T ∈ B(H) and TT ∗ = T ∗T ,
• unitary if D(T ) = H and TT ∗ = T ∗T = I.
Remark 2.13. (1) By definition, if U is a unitary operator of H, then 〈Uu|Uv〉 =
〈u|v〉 for every u, v ∈ H and U is isometric; that is, ‖Uu‖ = ‖u‖ for every u ∈ H.
In particular, U belongs to B(H). As for complex Hilbert spaces, an operator
U : H −→ H is unitary if and only if it is isometric and surjective.
(2) If N,N ′ ⊂ H are Hilbert bases, then there exists a unitary operator U ∈ B(H)
such that U(N) = N ′. Moreover, if V ∈ B(H) is unitary, then {V z ∈ H | z ∈ N} is
a Hilbert basis of H.
Now we state quaternionic versions of three well–known results for complex
Hilbert spaces. The former is an immediate consequence of Theorem 2.7 and of
identity (2.11).
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Proposition 2.14. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H
be an operator with domain dense in H. We have:
Ran(T )⊥ = Ker(T ∗) and Ker(T ) ⊂ Ran(T ∗)⊥.
Furthermore, if D(T ∗) is dense in H and T is closed, then we can replace “⊂”
with “=”. In particular, this is true when T ∈ B(H).
Theorem 2.15. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H be
an operator with dense domain. The following facts hold.
(a) T ∗ is closed and, if U ∈ B(H ⊕ H) is the unitary operator sending (x, y)
into (−y, x), then the following orthogonal decomposition holds:
(2.12) H⊕ H = G(T )⊕ U(G(T ∗)),
where the bar denotes the closure in H⊕ H.
(b) T is closable if and only if D(T ∗) is dense in H and T = (T ∗)∗.
(c) If T is closed, injective and has image dense in H, then the same is true for
T ∗ and for T−1 : Ran(T ) −→ D(T ). Moreover, under these hypotheses, it
holds: (T ∗)−1 = (T−1)∗.
(d) If T is closed, then D(T ∗T ) is dense in H and T ∗T is self–adjoint.
(e) (Helling–Toeplitz Theorem) If T is self–adjoint or anti self–adjoint and
D(T ) = H, then T ∈ B(H).
Proof. The proof are the same as for complex Hilbert spaces, since they do not
depend on the fact that the Hilbert space is defined over C or H. Points (a) and
(b) can be proved exactly as Theorem 5.1.5 in [28]. One can prove (c) exactly as
Proposition 5.1.7 in [28] and (d) as point (i) in Theorem 5.1.9 in [28]. Point (e)
follows from (a) taking into account the closed graph theorem. 
Remark 2.16. Exactly as in the case of complex Hilbert space (see e.g. [25, 31]),
one can prove that, if S : D(S) −→ H and T : D(T ) −→ H are operators with D(T )
and D(S) dense in H, then it hold:
(i) S∗ ⊂ T ∗ if T ⊂ S.
(ii) If T ∈ B(H), then T ∗ ∈ B(H), ‖T ∗‖ = ‖T ‖ and ‖T ∗T ‖ = ‖T ‖2.
(iii) T ⊂ (T ∗)∗ if D(T ∗) is dense in H, and T = (T ∗)∗ if T ∈ B(H).
(iv) T ∗ + S∗ ⊂ (T + S)∗ if D(T + S) is dense in H, and (T + S)∗ = T ∗ + S∗ if
T ∈ B(H).
(v) S∗T ∗ ⊂ (TS)∗ if D(TS) is dense in H, and (TS)∗ = S∗T ∗ if T ∈ B(H).
(vi) If T is self–adjoint, S is symmetric and T ⊂ S, then S = T .
(vii) T is essentially self–adjoint if and only if D(T ∗) is dense in H and T ∗ is
self–adjoint. In that case, T ∗ = T and T is the only self–adjoint extension
of T .
(viii) Let T ∈ B(H). If T is bijective and T−1 ∈ B(H), then T ∗(T−1)∗ = I =
(T−1)∗T ∗. In this way, T is bijective and T−1 ∈ B(H) if and only if T ∗
is bijective and (T ∗)−1 ∈ B(H). Moreover, in that situation, it holds:
(T ∗)−1 = (T−1)∗.
(ix) (Tr)∗ = T ∗r if r ∈ R.
The following last proposition deserves an explicit proof as it is different from
that in complex Hilbert spaces.
Proposition 2.17. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H
be an operator with dense domain. The following assertions hold.
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(a) If T is closed (for example, if T ∈ B(H)) and there exists a dense subspace
L of D(T ) such that 〈u|Tu〉 = 0 for every u ∈ L, then T = 0.
(b) If 〈u|Tu〉 ∈ R for every u ∈ D(T ) (for example, if T ≥ 0), then T is
symmetric and hence it is self–adjoint in the case in which D(T ) = H.
Proof. (a) Since D(T ) is dense in H, L is dense in H as well. Fix u, v ∈ L. For every
q ∈ H, u+ vq belongs to L and hence 0 = 〈u+ vq|T (u+ vq)〉 = 〈u|Tv〉q+ q¯〈v|Tu〉.
In particular, taking q = 1, we get: 〈u|Tv〉 + 〈v|Tu〉 = 0, from which we deduce
that
〈u|Tv〉q − q¯〈u|Tv〉 = 0 for every q ∈ H.
Defining a := 〈u|Tv〉 = a0+a1 for some a0, a1 ∈ R and  ∈ S, we get: 0 = a+a =
(a0+a1)+(a0+a1) = −2a1+2a0. Therefore we have that a0 = a1 = 0 and hence
〈u|Tv〉 = 0. Choosing a sequence L ⊃ {un}n∈N → Tv, we infer that ‖Tv‖2 = 0
(and hence Tv = 0) for every v ∈ L. Finally, if x ∈ D(T ) and L ⊃ {xn}n∈N → x,
then we have that Txn = 0 for every n ∈ N, so {(xn, T xn)}n∈N → (x, 0). Since T
is closed, it follows that Tx = 0.
(b) Let us follow the strategy used in the proof of point (a). First, observe that
〈x|Tx〉 = 〈x|Tx〉 = 〈Tx|x〉 for every x ∈ D(T ). Fix u, v ∈ D(T ). For every q ∈ H,
we have:
0 =〈u + vq|T (u+ vq)〉 − 〈T (u+ vq)|u + vq〉 =
=(〈u|Tv〉 − 〈Tu|v〉)q + q¯(〈v|Tu〉 − 〈Tv|u〉).
Define b := 〈u|Tv〉 − 〈Tu|v〉. Choosing q = 1, we obtain that bq − q¯b = 0 for
every q ∈ H. Proceeding as above, we infer that b = 0 or, equivalently, that
〈u|Tv〉 = 〈Tu|v〉 for every u, v ∈ D(T ). This proves the symmetry of T . 
2.4. Square root and polar decomposition of operators. The theorem of
existence of the square root of positive bounded operators works exactly as in
the case of complex Hilbert spaces. The reason is that the proof exploits the
convergence of sequences of real polynomials of operators in the strong operator
topology (cf. [12] and [28, Propositions 3.2.11 and 3.2.12, Theorem 3.2.17]).
Theorem 2.18. Let H be a quaternionic Hilbert space and let T ∈ B(H). If T ≥ 0,
then there exists a unique operator in B(H), indicated by
√
T , such that
√
T ≥ 0
and
√
T
√
T = T . Furthermore, it turns out that
√
T commutes with every operator
which commutes with T .
Even for quaternionic Hilbert spaces, one has the polar decomposition theorem.
Before presenting our quaternionic version of such a theorem, we need some prepa-
rations.
Proposition 2.19. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a
normal operator. Then we have that ‖Tu‖ = ‖T ∗u‖ for every u ∈ H and it holds:
Ker(T ) = Ker(T ∗) and Ran(T ) = Ran(T ∗).
In particular, H orthogonally decomposes as:
(2.13) H = Ker(T )⊕ Ran(T ).
Proof. Given any u ∈ H, we have:
‖Tu‖2 = 〈Tu|Tu〉 = 〈u|T ∗Tu〉 = 〈u|TT ∗u〉 = 〈T ∗u|T ∗u〉 = ‖T ∗u‖2.
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This implies immediately thatKer(T ) = Ker(T ∗). By combining the latter equality
with Proposition 2.14, we obtain immediately the equality Ran(T ) = Ran(T ∗) and
the orthogonal decomposition (2.13). 
Let T ∈ B(H). The reader observes that T ∗T ≥ 0. Indeed, it holds:
〈u|T ∗Tu〉 = 〈Tu|Tu〉 = ‖Tu‖2 ≥ 0 if u ∈ H.
As usual, we define |T | ∈ B(H) by setting
|T | :=
√
T ∗T .
By point (b) of Proposition 2.17, the operator |T | is self–adjoint. Moreover, it has
the same kernel of T :
(2.14) ‖|T |(u)‖2 = 〈|T |(u)||T |(u)〉 = 〈u||T |2(u)〉 = 〈u|T ∗Tu〉 = ‖Tu‖2
for every u ∈ H. In this way, if T is normal, one also has that
(2.15) Ker(T ) = Ker(T ∗) = Ker(|T |) and Ran(T ) = Ran(T ∗) = Ran(|T |).
We are in position to state and prove our quaternionic version of the polar
decomposition theorem. To the best of our knowledge, such a theorem has been
mentioned and used several times in the mathematical physics literature, without
an explicit proof.
Theorem 2.20. Let H be a quaternionic Hilbert space and let T ∈ B(H) be an
operator. Then there exist, and are unique, two operators W and P in B(H) such
that:
(i) T =WP ,
(ii) P ≥ 0,
(iii) Ker(P ) ⊂ Ker(W ),
(iv) W is isometric on Ker(P )⊥; that is, ‖Wu‖ = ‖u‖ for every u ∈ Ker(P )⊥.
Furthermore, W and P have the following additional properties:
(a) P = |T |.
(b) If T is normal, then W defines a unitary operator in B(Ran(T )).
(c) If T is normal, then W commutes with |T | and with all the operators in
B(H) commuting with both T and T ∗.
(d) W is self–adjoint if T is.
(e) W is anti self–adjoint if T is.
Proof. Firstly, we show that, if there exists a decomposition (i) of T with properties
(ii), (iii) and (iv), then it is unique. Thanks to (ii) and Proposition 2.17,(b), P is
self–adjoint and hence Ker(P )⊥ = Ran(P ) and T ∗T = PW ∗WP . By using (iv)
and the polarization identity (see (2.4)), we know that 〈WPu|WPv〉 = 〈Pu|Pv〉 or,
equivalently, 0 = 〈u|(PW ∗WP −P 2)v〉 = 〈u|(T ∗T −P 2)v〉 for every u, v ∈ H. This
is equivalent to say that T ∗T = P 2. Theorem 2.18 ensures that P coincides with
|T | and hence (a) holds. In particular, P is unique. Let us show the uniqueness
of W . Since H = Ker(P ) ⊕ Ker(P )⊥ = Ker(P ) ⊕ Ran(P ) and W vanishes on
Ker(P ), to determine it, it is enough fixing it on Ker(P )⊥ = Ran(P ). Actually,
this is done by the requirement T = WP itself, that fixes W on Ran(P ) and thus
on the whole Ran(P ), because W is continuous.
Let us prove the existence of a polar decomposition. Let P := |T |. Define W as
follows. If v ∈ Ker(P ), then Wv := 0. If v ∈ Ran(P ), then Wv := Tu, where u
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is any element of H such that v = Pu. Since Ker(P ) = Ker(T ) (see (2.14)), the
latter definition is well posed. Using (2.14) again, we infer that W is isometric on
Ran(P ): ‖Wv‖ = ‖Tu‖ = ‖|T |u‖ = ‖v‖ for every v ∈ Ran(P ). By continuity, W
can be uniquely defined on the whole Ran(P ) = Ker(P )⊥. Evidently, W and P
satisfy properties (i)–(iv).
In the remainder of the proof, we suppose that T is normal.
Let us prove (b). The normality of T ensures that Ran(T ) = Ran(P ) (see
(2.15)). Since T = WP , it is evident that W (Ran(P )) = Ran(T ). By continuity,
we have that W (Ran(T )) = W (Ran(P )) ⊂ Ran(T ). In this way, we have that
Ran(T ) ⊂ W (Ran(T )) ⊂ Ran(T ). On the other hand, by (iv), W is isometric
on Ker(P )⊥ = Ran(T ) and hence W (Ran(T )) is closed in H. It follows that
W (Ran(T )) = Ran(T ). The restriction of W from Ran(T ) into itself turns out to
be a surjective isometric operator or, equivalently, a unitary operator.
By (iv) and (a), we have that W ∗W = I on Ker(|T |)⊥ = Ran(|T |). In this way,
using the equalities T = W |T | and T ∗T = TT ∗, we infer that |T |2 = W |T |2W ∗.
Applying W ∗ on the left, it arises: W ∗|T |2 = |T |2W ∗ and, taking the adjoint,
|T |2W =W |T |2. Since |T | =√|T |2 commutes with all of the operators commuting
with |T |2, we get that (|T |W −W |T |)|T | = 0 and hence |T |W =W |T | on Ran(|T |).
Since W vanishes on Ker(|T |), it follows that |T |W =W |T | on the whole H.
Suppose now that A ∈ B(H) commute with T and T ∗. Since A commutes with
T , it follows that A preserves the decomposition H = Ker(T ) ⊕ Ran(T ). As we
know, the operator |T | commutes with all operators commuting with T and T ∗. In
particular, it commutes with A. In this way, the equality AW |T | = W |T |A (recall
that T =W |T |) is equivalent to the following one: (AW −WA)|T | = 0. It follows
that A commutes with W on Ran(T ). Since W vanishes on Ker(T ), A trivially
commutes withW on Ker(T ). This proves that A commutes withW and hence (c).
Let us prove (d). Since |T | is self–adjoint and commutes with W , |T | commutes
also with W ∗. In this way, assuming T self–adjoint, we have that 0 = T − T ∗ =
(W −W ∗)|T | and hence W = W ∗ on Ker(T )⊥ = Ran(T ). Since W preserves the
decomposition H = Ker(T )⊕Ran(T ) and vanishes on Ker(T ), one easily gets that
W ∗ vanishes on Ker(T ) as well. We infer that W ∗ =W , as desired.
It remains to show (d). Exactly as we have done to prove (c), if T is anti self–
adjoint, one proves that 0 = T +T ∗ = (W +W ∗)|T |. ThusW = −W ∗ on Ker(T )⊥.
Since W = 0 = −W ∗ on Ker(T ), we have that W ∗ = −W . 
Remark 2.21. What is important to stress here is that, for a normal operator T ,
the three operators appearing in the decomposition T = W |T | separately respect
decomposition (2.13). In other words, T , W and P separately map Ker(T ) and
Ran(T ) into themselves. This circumstance will turn out useful in several proofs
along all this work.
Remark 2.22. The reader observes that, it being H = Ker(P )⊕Ker(P )⊥, preceding
condition (iii) can be replaced by the following one: (iii′) Ker(P ) = Ker(W ).
3. Left multiplications, imaginary units and complex subspaces
In this part, we introduce a notion that is proper of quaternionic modules, since
it arises from the non–commutativity of the algebra of quaternions. It is the notion
of left scalar multiplication, which makes both H and B(H) quaternionic two–side
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Banach modules. As a byproduct, the notion of (operatorial) imaginary unit is
also presented. This notion plays a crucial roˆle in spectral theory over quaternionic
Hilbert spaces, giving rise to a nice relationship with the theory in complex Hilbert
spaces. This fact will be evident shortly, especially in view of Proposition 3.11.
3.1. Left scalar multiplications. Let us show that it is possible to equip H with
a left multiplication with quaternions. It will be a highly non–canonical operation
relying upon a choice of a preferred Hilbert basis. So, pick out a Hilbert basis
N of H and define the left scalar multiplication of H induced by N as the map
H× H ∋ (q, u) 7→ qu ∈ H given by
(3.1) qu :=
∑
z∈N
zq〈z|u〉 if u ∈ H and q ∈ H.
Proposition 3.1. The left product defined in (3.1) satisfies the following properties.
(a) q(u + v) = qu+ qv and q(up) = (qu)p for every u ∈ H and q, p ∈ H.
(b) ‖qu‖ = |q| ‖u‖ for every u ∈ H and q ∈ H.
(c) q(q′u) = (qq′)u for every u ∈ H and q, q′ ∈ H.
(d) 〈qu|v〉 = 〈u|qv〉 for every u, v ∈ H and q ∈ H.
(e) ru = ur for every u ∈ H and r ∈ R.
(f) qz = zq for every z ∈ N and q ∈ H.
Consequently, for every q ∈ H, the map Lq : H −→ H, sending u into qu, is an
element of B(H). Moreover, the map LN : H −→ B(H), defined by setting
LN (q) := Lq,
is a norm–preserving real algebra homomorphism, with the additional properties:
(3.2) Lru = ur if r ∈ R and u ∈ H
and
(3.3) (Lq)
∗ = Lq if q ∈ H.
Finally, if N ′ is another Hilbert basis of H and U ∈ B(H) is any unitary operator
such that U(N) = N ′, then it holds:
(f) LN ′(q) = ULN (q)U−1 for every q ∈ H.
(g) LN = LN ′ if and only if 〈z|z′〉 ∈ R for every z ∈ N and z′ ∈ N ′.
Proof. All statements straightforwardly follows from Proposition 2.5. However, the
proof of (g) deserves some comments. Bearing in mind that z =
∑
z′∈N ′ z
′〈z′|z〉,
the equality LN = LN ′ holds if and only if∑
z′∈N ′
z′〈z′|z〉q = zq = LN (q)(z) = LN ′(q)(z) =
∑
z′∈N ′
z′q〈z′|z〉
for every z ∈ N and q ∈ H. This is equivalent to say that, fixed any z ∈ N and
z′ ∈ N ′, 〈z′|z〉q = q〈z′|z〉 for every q ∈ H, which in turn is equivalent to require
that 〈z′|z〉 ∈ R. 
Remark 3.2. (1) All possible different notions of left scalar multiplication have to
coincide when multiplying with real quaternions in view of point (e) of Proposition
3.1, because ur does not depend on the choice of N .
(2) Thanks to Proposition 3.1, given a left scalar multiplication H×H ∋ (q, u) 7→
Lq(u) = qu ∈ H, we know that the map H ∋ q 7→ Lq ∈ B(H) is a norm–preserving
real algebra homomorphism satisfying (3.2) and (3.3). Conversely, it can be shown
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that every norm–preserving real algebra homomorphism from H to B(H) satisfying
(3.2) and (3.3) is a left scalar multiplication induced by some Hilbert basis of H
(see [18] for the proof).
In what follows, by the symbol H ∋ q 7→ Lq, we mean the left scalar multiplication
Lqu :=
∑
z∈N zq〈z|u〉 of H induced by some fixed Hilbert basis N of H itself.
3.2. Quaternionic two-sided Banach C∗-algebra structure on B(H). In
order to avoid any possible misunderstanding, we specify the meaning we give to
the notion of quaternionic two–sided Banach C∗–algebra with unity. Such a notion
coincides with the one used in [8] (see also [5]).
We call quaternionic two–sided vector space a non–empty subset V equipped
with a sum V × V ∋ (u, v) 7→ u+ v ∈ V , with a left scalar multiplication H× V ∋
(q, u) 7→ qu ∈ V and with a right scalar multiplication V × H ∋ (u, q) 7→ uq such
that V is an abelian group with respect to the sum and it holds:
(v1) q(u + v) = qu+ qv and (u + v)q = uq + vq,
(v2) (q + p)u = qu+ pu and u(q + p) = uq + up,
(v3) q(pu) = (qp)u and (up)q = u(pq),
(v4) (qu)p = q(up),
(v5) u = 1u = u1,
(v6) ru = ur
for every u, v ∈ V , q, p ∈ H and r ∈ R. Such a quaternionic two–sided vector space
V is said to be a quaternionic two–sided algebra if, in addition, it is equipped with
a product V × V ∋ (u, v) 7→ uv ∈ V such that
(a1) u(vw) = (uv)w,
(a2) u(v + w) = uv + uw and (u+ v)w = uw + vw,
(a3) q(uv) = (qu)v and (uv)q = u(vq)
for every u, v, w ∈ V and q ∈ H. Moreover, we say that V is with unity, or unital,
if there exists an element  of V , the unity of V , such that
(a4) u = u = u
for every u ∈ V . Suppose that V is a quaternionic two–sided algebra with unity. If
uv = vu for every u, v ∈ V , then V is called commutative. A map ∗ : V −→ V is
called ∗–involution if it holds:
(∗1) (u∗)∗ = u,
(∗2) (u + v)∗ = u∗ + v∗, (qu)∗ = u∗q and (uq)∗ = qu∗,
(∗3) (uv)∗ = v∗u∗
for every u, v ∈ V and q ∈ H. Equipping V with a ∗–involution, we obtain a
quaternionic two–sided ∗–algebra with unity. It is easy to verify that ∗ =  and,
if u is invertible in V , then (u−1)∗ = (u∗)−1. Finally, the quaternionic two–sided
∗–algebra V with unity is called a quaternionic two–sided Banach C∗–algebra with
unity if, in addition, V is equipped with a function ‖ · ‖ : V −→ R+ such that
(n1) ‖u‖ = 0 if and only if u = 0,
(n2) ‖u+ v‖ ≤ ‖u‖+ ‖v‖,
(n3) ‖qu‖ = |q| ‖u‖ = ‖uq‖,
(n4) ‖uv‖ ≤ ‖u‖ ‖v‖,
(n5) ‖‖ = 1,
(n∗) ‖u∗u‖ = ‖u‖2
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for every u, v ∈ V and q ∈ H, and the metric space obtained equipping V with
the distance V × V ∋ (u, v) 7→ ‖u − v‖ ∈ R+ is complete. We say that ‖ · ‖ is a
quaternionic Banach C∗–norm on V .
Suppose that V is a quaternionic two–sided Banach C∗–algebras with unity . As
usual, a subset V ′ of V is a quaternionic two–sided Banach unital C∗–subalgebra
of V if  ∈ V ′ and the restrictions to V ′ of the operations of V define on V ′ a
structure of quaternionic two–sided Banach C∗–algebras with unity .
A map φ : V −→ W between quaternionic two–sided Banach C∗–algebras with
unity is called ∗–homomorphism if it holds:
(h1) φ(u + v) = φ(u) + ψ(v), φ(qu) = qφ(u) and φ(uq) = φ(u)q,
(h2) φ(u∗) = φ(u)∗,
(h3) φ() = 
for every u, v ∈ V and q ∈ H.
Remark 3.3. Considering R (resp. C for some fixed  ∈ S) instead of H as set of
scalars, one defines a real (resp. C) two–sided Banach unital C
∗–algebra. Thanks
to (v6), the notion of real two–sided Banach unital C∗–algebra is equivalent to
the usual one of real Banach unital C∗–algebra. Similarly, complex Banach unital
C∗–algebras correspond to two–sided C–Banach unital C
∗–algebras V having the
following property in place of (v6):
(v6′) cu = uc for every u ∈ V and c ∈ C.
The notion of real Banach unital C∗–subalgebra of a real Banach unital C∗–
algebra can be defined in the usual way. Since a quaternionic two–sided Banach
unital C∗–algebra V is also a real (two–sided) Banach unital C∗–algebra, we can
speak about real Banach unital C∗–subalgebras of V . Evidently, if (v6′) holds, then
one can speak about C–Banach unital C
∗–subalgebras of V as well.
Consider a quaternionic Hilbert space H and fix a left scalar multiplication H ∋
q 7→ Lq of H. Given a (right H–linear) operator T : D(T ) −→ H and q ∈ H, we
define the map qT : D(T ) −→ H by setting
(3.4) (qT )u := q(Tu).
It is immediate to verify that qT is again a (right H–linear) operator. Similarly, if
Lq(D(T )) ⊂ D(T ), one can define the (right H–linear) operator Tq : D(T ) −→ H
as follows:
(3.5) (Tq)(u) := T (qu).
Observe that, if q ∈ R, then the inclusion Lq(D(T )) ⊂ D(T ) is always verified.
The given notions of left and right scalar multiplications qT and Tq between
quaternions and operators are nothing but usual compositions LqT and TLq, re-
spectively. In general, qT is different from Tq. However, if r ∈ R, the operators rT
and Tr defined here are equal and coincide with the operator Tr defined in (2.8).
By a direct inspection, one can easily prove that, if D(T ) is dense in H, then
(qT )∗ = T ∗q and (Tq)∗ = q T ∗ if Lq(D(T )) ⊂ D(T ).
Suppose now that T ∈ B(H). By Proposition 3.1(b), it follows immediately that
(3.6) ‖qT ‖ = |q| ‖T ‖.
Moreover, it holds also:
(3.7) ‖Tq‖ = |q| ‖T ‖.
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Indeed, if q = 0, (3.7) is evident. If q 6= 0, then we have:
‖Tq‖ = sup
u6=0
‖T (qu)‖
‖u‖ = supv 6=0
‖T (v)‖
‖q−1v‖ =
1
|q−1| supv 6=0
‖T (v)‖
‖v‖ = |q|‖T ‖.
Equalities (3.6) and (3.7) imply that, if T ∈ B(H), then qT and Tq belong to B(H).
It is now easy to establish the next result.
Theorem 3.4. Let H be a quaternionic Hilbert space equipped with a left scalar
multiplication. Then the set B(H), equipped with the pointwise sum, with the left
and right scalar multiplications defined in (3.4) and (3.5), with the composition as
product, with the adjunction T 7→ T ∗ as ∗–involution and with the norm defined in
(2.6), is a quaternionic two–sided Banach C∗–algebra with unity I.
Remark 3.5. Independently from the choice of a left scalar multiplication of H,
B(H) is always a real Banach C∗–algebra with unity I. It suffices to consider the
right scalar multiplication (2.8), the adjunction T 7→ T ∗ as ∗–involution and the
norm defined in (2.6).
3.3. Imaginary units and complex subspaces. Consider a quaternionic Hilbert
space H equipped with a left scalar multiplication H ∋ q 7→ Lq. For short, we write
Lqu = qu. For every imaginary unit ı ∈ S, the operator J := Lı is anti self–adjoint
and unitary; that is, it holds:
J∗ = −J and J∗J = I.
The proof straightforwardly arises from Proposition 3.1. We intend to establish the
converse statement: if an operator J ∈ B(H) is anti–self adjoint and unitary, then
J = L′ı for some left scalar multiplication H ∋ q 7→ L′q of H.
To prove the statement, we need a preliminary definition known from the litera-
ture [12], which will turn out to be useful several times in this work later.
Definition 3.6. Let J ∈ B(H) be an anti self–adjoint and unitary operator and
let ı ∈ S. Recall that Cı denotes the real subalgebra of H generated by ı; that is,
Cı := {α + ıβ ∈ H |α, β ∈ R}. Define the complex subspaces HJı+ and HJı− of H
associated with J and ı by setting
H
Jı
± := {u ∈ H | Ju = ±uı}.
Remark 3.7. HJı± are closed subsets of H, because u 7→ Ju and u 7→ ±uı are
continuous. However, they are not (right H–linear) subspaces of H. The names of
H
Jı
+ and H
Jı
− are justified by point (e) of Proposition 3.8 below.
The aim of this section is to prove the following result.
Proposition 3.8. Let H be a quaternionic Hilbert space, let J ∈ B(H) be an anti
self–adjoint and unitary operator, and let ı ∈ S. Then the following facts hold.
(a) There exists a left scalar multiplication H ∋ q 7→ Lq of H such that J = Lı.
(b) If H ∋ q 7→ Lq and H ∋ q 7→ L′q are left scalar multiplications of H such
that Lı = L
′
ı, then Lq = L
′
q for every q ∈ Cı.
(c) Let H ∋ q 7→ Lq and H ∋ q 7→ L′q be left scalar multiplications of H
induced by Hilbert bases N and N ′, respectively. Then Lı = L
′
ı if and only
if 〈z|z′〉 ∈ Cı for every z ∈ N and z′ ∈ N ′.
(d) HJı+ 6= {0} and HJı− 6= {0}.
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(e) Identify Cı with C in the natural way. Then H
Jı
+ is a complex Hilbert
space with respect to the structure induced by H: its sum is the sum of
H, its complex scalar multiplication is the right scalar multiplication of H
restricted to Cı and its Cı–valued Hermitean scalar product coincides with
the restriction of the one of H. For short, we say that HJı+ is a Cı–Hilbert
space. An analogous statement holds for HJı− .
(f) If N is a Hilbert basis of the Cı–Hilbert space H
Jı
+ , then N is also a Hilbert
basis of H and it holds:
J =
∑
z∈N
zı〈z | · 〉.
An analogous statement holds for HJı− .
In order to prove the proposition, we need two lemmata. The first deals with
points (d) and (e).
Lemma 3.9. Let H be a quaternionic Hilbert space, let J ∈ B(H) be an anti self–
adjoint and unitary operator and let ı ∈ S. Then HJı+ 6= {0}, the restriction of
the Hermitean scalar product 〈· | ·〉 to HJı+ is Cı–valued and HJı+ turns out to be a
Cı–Hilbert space with respect to the structure induced by H.
An analogous statement holds for HJı− .
Proof. We prove the thesis for HJı+ , the other case being essentially identical. Firstly,
we show that there exists u 6= 0 such that u− Juı 6= 0. Choose a non–null element
u of H. If u − Juı 6= 0, we are done. Suppose u = Juı. Let  ∈ S such that
ı = −ı. We have that u = Juı = −Juı. Since u 6= 0, we infer that u 6= Juı.
Replacing u with u if necessary, we may suppose that u − Juı 6= 0, as desired.
Then J(u − Juı) = Ju + uı = (u− Juı)ı; that is, Ju′ = u′ı for u′ := u− Juı 6= 0.
Therefore HJı+ 6= {0}. Next we notice that, if v, w ∈ HJı+ and r, r′ ∈ R, one has:
〈v|w〉(r + r′ı) = 〈v|w(r + r′ı)〉 = 〈v|wr + wr′ı〉 =
= 〈v|w〉r + 〈v|Jw〉r′ = r〈v|w〉 + r′〈−Jv|w〉
= r〈v|w〉 − r′〈vı|w〉 = 〈v(r − r′ı)|w〉 = (r + r′ı)〈v|w〉 .
Therefore, 〈u|v〉 commutes with every element of Cı. This implies that 〈u|v〉 ∈ Cı
and that 〈·|·〉 reduces to a standard Hermitean scalar product on HJı+ , viewed as
a complex pre–Hilbert space. Finally, HJı+ is complete, since H is such and H
Jı
+ is
closed. 
Lemma 3.10. As a Cı–Hilbert space, H admits the following direct sum decompo-
sition:
H = HJı+ ⊕ HJı− .
Moreover, if N is a Hilbert basis of the Cı–Hilbert space H
Jı
+ , then it holds:
(a) If  ∈ S is an imaginary unit with ı = −ı (i.e. orthogonal to ı), N :=
{z | z ∈ N} is a Hilbert basis of the Cı–Hilbert space HJı− .
(b) N is a Hilbert basis of H.
Proof. The first statement holds because HJı+ ∩ HJı− = {0} and, defining x± :=
1
2 (x∓ Jxı) for x ∈ H, one has x = x+ + x− and x± ∈ HJı± as it follows by a direct
inspection.
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Let us prove (a). As it is easy to verify, the map HJı+ ∋ y 7→ y ∈ HJı− is
a well–defined isometric Cı–anti-linear isomorphism and hence the set N is or-
thonormal, because N is such. Choose u ∈ HJı− . Since u ∈ HJı+ , we have that
u =
∑
z∈N z〈z|u〉. From this equality, it follows that
u =
∑
z∈N
z〈z|u〉 =
∑
z∈N
z〈z|u〉.
This proves that N is a Hilbert basis of HJı− .
It remains to show (b). By point (a), one has:
x =
∑
z∈N
z〈z|x+〉+
∑
z∈N
z〈z|x−〉 =
∑
z∈N
z〈z|x+ + x−〉 .
So < N > is dense in H and 〈z|z′〉 = δzz′ for every z, z′ ∈ N . Thus N is a Hilbert
basis of H. 
Proof of Proposition 3.8. Points (d) and (e) were proved in Lemma 3.9.
Let us prove (f). Let N be a Hilbert basis of HJı+ . By the definition of H
Jı
+ , it
holds that Jz = zı for each z ∈ N . Thanks to point (b) of Lemma 3.10, N is also
a Hilbert basis of H. In this way, for every u ∈ H, it holds:
Ju = J
∑
z∈N
z〈z|u〉 =
∑
z∈N
Jz〈z|u〉 =
∑
z∈N
zı〈z|u〉.
Point (a) follows immediately. In fact, if H ∋ q 7→ Lq is the left scalar multiplication
induced by N , then J = Lı.
Let now H ∋ q 7→ Lq and H ∋ q 7→ L′q be scalar left multiplications of H such
that Lı = L
′
ı. Since L1 = I = L
′
1, for each α, β ∈ R, it follows:
Lα+βı = L1α+ Lıβ = L
′
1α+ L
′
ıβ = L
′
α+βı.
This shows (b). Point (c) can be proved similarly to (g) in Proposition 3.1. 
3.4. Extension of J to a full left scalar multiplication of H. Finally, we
present a technical, but quite useful, proposition we shall employ later several
times. This proposition generalizes, and formulates into a modern language, some
results presented in Section 3 of [12].
Proposition 3.11. For every Cı–linear operator T : D(T ) −→ HJı+ with D(T ) ⊂
H
Jı
+ , there exists a unique right H–linear operator T˜ : D(T˜ ) −→ H of T with
D(T˜ ) ⊂ H such that J(D(T˜ )) ⊂ D(T˜ ), D(T˜ ) ∩ HJı+ = D(T ) and T˜ (u) = T (u) for
every u ∈ D(T ). The following additional facts hold.
(a) If T ∈ B(HJı+ ), then T˜ ∈ B(H) and ‖T˜‖ = ‖T ‖.
(b) JT˜ = T˜ J .
(c) Let V : D(V ) −→ H be a right H–linear operator with D(V ) ⊂ H. Then V
is equal to U˜ for some Cı–linear operator U : D(V ) ∩ HJı+ −→ HJı+ if and
only if J(D(V )) ⊂ D(V ) and JV = V J .
(d) If D(T ) is dense in HJı+ , then D(T˜ ) is dense in H and (T˜ )
∗ = T˜ ∗.
Furthermore, given a Cı–linear operator S : D(S) −→ HJı+ with D(S) ⊂ HJı+ , we
have:
(e) S˜T = S˜T˜ .
(f) If S is a right (resp. left) inverse of T , then S˜ is a right (resp. left) inverse
of T˜ .
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An analogous statement holds for HJı− .
Proof. Choose  ∈ S in such a way that {1, ı, , ı} is a basis of H and ı = −ı.
We begin showing that, if T˜ : D(T˜ ) −→ H is a right H–linear extension of T with
J(D(T˜ )) ⊂ D(T˜ ) and D(T˜ ) ∩ HJı+ = D(T ), then T˜ is uniquely determined by T .
Denote by Φ : H −→ H the Cı–anti–linear isomorphism of H sending x in x. It
is immediate to verify that Φ(HJı± ) = H
Jı
∓ . Since D(T˜ ) is a right H–linear subspace
of H, we have that Φ(D(T˜ )) = D(T˜ ). Applying Φ to both members of the equality
D(T˜ ) ∩ HJı+ = D(T ), we obtain D(T˜ ) ∩ HJı− = Φ(D(T )). Let x ∈ D(T˜ ). Define
a := 12 (x − Jxı) and b := 12 (x + Jxı). It is easy to see that a ∈ HJı+ , b ∈ HJı− and
x = a + b. Since J(D(T˜ )) ⊂ D(T˜ ), we infer that a ∈ D(T˜ ) ∩ HJı+ = D(T ) and
b ∈ D(T˜ ) ∩ HJı− = Φ(D(T˜ )). This proves that, as a Cı–linear subspace of H, D(T˜ )
coincides with D(T ) ⊕ Φ(D(T )). Bearing in mind that b = Φ(b) ∈ HJı+ , we have
that T˜ (b) = −T˜ (b) = −T (b) and hence T˜ (x) = T (a)− T (b). It follows that T˜
is uniquely determined by T , as desired.
Concerning the existence of the extension of T with the required properties, we
are now forced to define D(T˜ ) := D(T )⊕ Φ(D(T )) and T˜ : D(T˜ ) −→ H by setting
T˜ (x) := T (a)− T (b), where x ∈ D(T˜ ), a ∈ D(T ), b ∈ Φ(D(T )) and x = a+ b.
We must verify that J(D(T˜ )) ⊂ D(T˜ ), D(T˜ ) is a right H–linear subspace of H
and T˜ is right H–linear. Let x, a and b be as above. Observe that J(D(T˜ )) ⊂ D(T˜ ).
Indeed, Jx = Ja+ Jb = aı− bı belongs to D(T˜ ), because D(T ) and Φ(D(T )) are
Cı–linear subspaces of H. Let q ∈ H. There exist, and are unique, z1, z2 ∈ Cı such
that q = z1 + z2. It holds:
xq = (a+ b)(z1 + z2) = (az1 + bz2) + (bz1 + az2).
Since z1 = z1 and z2 = z2, we get that az1 + bz2 ∈ D(T ) and bz1 + az2 ∈
Φ(D(T )) and then D(T˜ ) is a right H–linear subspace of H. Moreover, we have:
T˜ (xq) = T (az1 + bz2)− T ((bz1 + az2)) =
= T (a)z1 + T (bz2)− T (bz1− az2) =
= T (a)z1 + T (bz2)− T (bz1)+ T (a)z2.
On the other hand, we obtain the right H–linearity of T˜ as follows:
T˜ (x)q = (T (a)− T (b))(z1 + z2) =
= T (a)z1 − T (b)z1 + T (a)z2− T (b)z2 =
= T (a)z1 − T (b)z1+ T (a)z2− T (b)z2 =
= T (a)z1 − T (bz1)+ T (a)z2+ T (bz2) =
= T (a)z1 − T (bz1)+ T (a)z2+ T (bz2) = T˜ (xq).
Let us prove the remaining points.
(a) Suppose that T ∈ B(HJı+ ). Then D(T˜ ) = HJı+ ⊕ Φ(HJı+ ) = HJı+ ⊕ HJı− = H.
Let x, a and b be as above and let c ∈ HJı+ such that b = c. Since z = z for every
z ∈ Cı, we obtain:
〈a|b〉+ 〈b|a〉 = 〈a|c〉+ 〈c|a〉 = 〈a|c〉− 〈c|a〉 =
= 〈a|c〉− 〈c|a〉 = 〈a|c〉− 〈a|c〉 = 0
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and hence ‖x‖2 = ‖a + b‖2 = ‖a‖2 + ‖b‖2. By the same argument, we have that
‖T˜ (x)‖2 = ‖T (a)‖2 + ‖T (b)‖2. In particular, it holds:
‖T˜ (x)‖2 ≤ ‖T ‖2(‖a‖2 + ‖b‖2) = ‖T ‖2‖x‖2.
This shows that ‖T˜‖ ≤ ‖T ‖. On the other hand, we know that HJı+ 6= {0} and
hence T˜ (y) = T (y) for some y ∈ HJı+ \ {0}. It follows that ‖T˜‖ = ‖T ‖.
(b) Let x = a+ b ∈ H, where a ∈ HJı+ and b ∈ HJı− . Observe that Jx = aı− bı ∈
D(T˜ ) = D(T ) ⊕ Φ(D(T˜ )) if and only if aı ∈ D(T ) and bı ∈ Φ(D(T )); that is,
x ∈ D(T˜ ). These considerations imply that J(D(T˜ )) = D(T˜ ). It follows that
D(JT˜ ) = D(T˜ ) = D(T˜ J). Suppose now x = a+ b ∈ D(T˜ ). It holds:
T˜ Jx = T˜ (aı− bı) = T (aı) + T (bı) = T (a)ı− T (b)ı
and
JT˜x = J(T (a)− T (b)) = T (a)ı+ T (b)ı = T (a)ı− T (b)ı = T˜ Jx.
(c) If V = U˜ for some Cı–linear operator U : D(V ) ∩ HJı+ −→ HJı+ , then we just
know that J(D(V )) ⊂ D(V ) and JV = V J . Let us prove the converse implication.
Given x ∈ D(V )∩HJı+ , it holds: J(V x) = V (Jx) = V (xı) = (V x)ı. In other words,
we have that V (D(V ) ∩ HJı+ ) ⊂ HJı+ . Define the Cı–linear operator U : D(V ) ∩
H
Jı
+ −→ HJı+ by setting Uu := V u. Since J(D(V )) ⊂ D(V ), D(U) = D(V ) ∩ HJı+
and V is a right H–linear extension of U , by the uniqueness of such an extension,
we infer that V = U˜ .
(d) Since H = HJı+ ⊕HJı− and D(T˜ ) = D(T )⊕Φ(D(T )), if D(T ) is dense in HJı+ ,
then D(T˜ ) is automatically dense in H. Taking the adjoint in both members of the
equality T˜ J = JT˜ , using J∗ = −J and bearing in mind point (v) of Remark 2.16, we
infer that JT˜ ∗ = T˜ ∗J , which includes J(D(T˜ ∗)) ⊂ D(T˜ ∗). Here T˜ ∗ denotes (T˜ )∗.
Thanks to (c), there exists U : D(T˜ ∗) ∩ HJı+ −→ HJı+ such that T˜ ∗ = U˜ . It remains
to prove that U = T ∗ or, equivalently, that T˜ ∗x = T ∗x for every x ∈ D(T˜ ∗) ∩ HJı+ .
This is quite easy to see. Indeed, if x ∈ D(T˜ ∗) ∩ HJı+ , then T˜ ∗x ∈ HJı+ , because T˜ ∗
commutes with J . Moreover, by definition of adjoint, it holds: 〈T˜ ∗x|v〉 = 〈x|T˜ v〉 for
every v ∈ D(T˜ ). In particular, it follows that 〈T˜ ∗x|v〉 = 〈x|Tv〉 for every v ∈ D(T ),
which is equivalent to say that T˜ ∗x = T ∗x, as desired.
(e) Let x ∈ D(S˜T ). As we have just proved, D(S˜T ) = D(ST ) ⊕ Φ(D(ST ))
so there exist, and are unique, a ∈ D(ST ) and b ∈ Φ(D(ST )) such that x =
a + b. It follows that {T (a), T (b)} ⊂ D(S) and hence T˜ (x) = T (a) − T (b) ∈
D(S)⊕ Φ(D(S)) = D(S˜). In other words, x belongs to D(S˜T ). This implies that
D(S˜T ) ⊂ D(S˜T˜ ). Proceeding similarly, one can prove the converse inclusion. The
equality D(S˜T ) = D(S˜T˜ ), just proved, ensures that J(D(S˜T˜ )) = J(D(S˜T )) ⊂
D(S˜T ) = D(S˜T˜ ) and D(S˜T˜ ) ∩ HJı+ = D(S˜T ) ∩ HJı+ = D(ST ). In this way, being
S˜T˜ u = STu for every u ∈ D(ST ), thanks to the uniqueness of the extension, we
infer that S˜T˜ = S˜T .
(f) This point follows immediately from (e). 
4. Resolvent and spectrum
It is not so obvious how to extend the definitions of spectrum and resolvent in
quaternionic Hilbert spaces. Let us focus on the simpler situation, where we are
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looking for eigenvalues of a bounded right H–linear operator T on a quaternionic
Hilbert space H. Without fixing any left scalar multiplication of H, the equation
determining the eigenvalues reads as follows:
Tu = uq.
Here a drawback arises: if q ∈ H \R is fixed, the map u 7→ uq is not right H–linear,
differently from u 7→ Tu. Consequently, the eigenspace of q cannot be a right H–
linear subspace. Indeed, if λ 6= 0, uλ is an eigenvector of λ−1qλ instead of q itself.
As a tentative way out, one could decide to deal with quaternionic Hilbert spaces
equipped with a left scalar multiplication interpreting the eigenvalues equation in
terms of such a left scalar multiplication:
Tu = qu.
Now both sides are right H–linear. However, this approach is not suitable for
physical applications [1], where self–adjoint operators should have real spectrum.
As an elementary example, consider the finite dimensional quaternionic Hilbert
space constructed over H = H⊕H equipped with the standard scalar product:
〈(r, s)|(u, v)〉 := ru+ sv if u, v, r, s ∈ H.
The right H–linear operator represented by the matrix
T =
[
0 i
−i 0
]
,
where the multiplication is that on the left, is self–adjoint. (See [24] and refer-
ences therin for several results in the finite-dimensional case). However, for every
quaternion of the form q = a + cj + dk with a, c, d ∈ R and a2 + c2 + d2 = 1,
there is an element wq ∈ H \ {0} with Twq = qwq. Although T = T ∗, it admits
non–real eigenvalues. Consequently, in the rest of the paper, we come back to the
former approach keeping the constraint, found above, concerning the fact that each
eigenvalue q brings a whole conjugation class of the quaternions, the eigensphere:
Sq = {λ−1qλ ∈ H |λ ∈ H \ {0}}.
As a matter of fact, we adopt the viewpoint introduced in [8], that is invariant
under conjugation in the sense just pointed out.
4.1. Spherical resolvent and spectrum and their elementary properties.
We are in a position to present one of the most important notion treated in this
work, that of spectrum of a quaternionic operator. First of all, given a (right H–
linear) operator T : D(T ) −→ H and q ∈ H, we define the associated operator
∆q(T ) : D(T
2) −→ H by setting:
∆q(T ) := T
2 − T (q + q) + I|q|2.
The fundamental suggestion by [8] is to systematically replace T − Iq for ∆q(T )
in the definition of resolvent set, resolvent operator and spectrum. The following
definitions are a re-adaptation of the corresponding ones stated in [8]. A more
accurate comparison appears immediately after the definition.
Definition 4.1. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H be
an operator. The spherical resolvent set of T is the set ρS(T ) ⊂ H of the quaternions
q such that the three following conditions hold true:
(a) Ker(∆q(T )) = {0}.
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(b) Ran(∆q(T )) is dense in H.
(c) ∆q(T )
−1 : Ran(∆q(T )) −→ D(T 2) is bounded.
The spherical spectrum σS(T ) of T is defined by setting σS(T ) := H \ ρS(T ). It
decomposes into three disjoint subsets as follows:
(i) the spherical point spectrum of T :
σpS (T ) := {q ∈ H |Ker(∆q(T )) 6= {0}};
(ii) the spherical residual spectrum of T :
σrS (T ) :=
{
q ∈ H
∣∣∣Ker(∆q(T )) = {0}, Ran(∆q(T )) 6= H} ;
(iii) the spherical continuous spectrum of T :
σcS (T ) :=
{
q ∈ H
∣∣∣Ker(∆q(T )) = {0}, Ran(∆q(T )) = H, ∆q(T )−1 6∈ B(H)} .
The spherical spectral radius of T is defined as the following element rS(T ) of
R+ ∪ {+∞}:
rS(T ) := sup
{|q| ∈ R+∣∣ q ∈ σS(T )}.
If Tu = uq for some q ∈ H and u ∈ H \ {0}, then u is called eigenvector of T
with eigenvalue q.
Remark 4.2. (1) In [8], a different, but equivalent, definition of spherical resolvent
set ρS(T ) is adopted for T ∈ B(H). Therein no decomposition onto the various
parts of the spectrum has been introduced. In [8], the following definition (Def.
4.8.1) is stated (straightforwardly adapting it to the quaternionic Hilbert space
case, since [8] studies the case of a quaternionic two–sided Banach modules):
(4.1) ρS(T ) = {q ∈ H |∆q(T ) : H −→ H is bijective and ∆q(T )−1 ∈ B(H)}.
Actually, that definition is completely equivalent to our Definition 4.1 so that (4.1)
is an identity assuming our definition of ρS(T ). Indeed, if ∆q(T ) is bijective and
its inverse belongs to B(H), then conditions (a), (b) and (c) are evidently verified.
Conversely, suppose that conditions (a), (b) and (c) hold true. Firstly, observe that
(c) implies that Ran(∆q(T )) is closed in H. Let Ran(∆q(T )) ⊃ {yn}n∈N → y ∈ H
and, for each n ∈ N, let xn := ∆q(T )−1yn ∈ H = D(∆q(T )). The sequence {xn}n∈N
of H is a Cauchy sequence. Indeed, it holds:
‖xn − xm‖ ≤ ‖∆q(T )−1‖ ‖yn − ym‖.
It follows that {xn}n∈N → x for some x ∈ H. Since ∆q(T ) is continuous, we infer
that ∆q(T )x = y and hence Ran(∆q(T )) is closed in H. Thanks to (a) and (b),
∆q(T ) turns out to be bijective with ∆q(T )
−1 ∈ B(H).
In the case of an unbounded operator defined on a subspace of H, we stick to
Definition 4.1 since, on the one hand, the domains and boundedness of operators
are irrelevant in that definition. On the other hand, our definition gives rise to
statements that are straightforwardly extensions of the corresponding propositions
in the theory in complex Hilbert spaces (see, in particular, (b) and (c) in Theo-
rem 4.8 below). This is true in spite of the fact that definitions are substantially
different, as they rely upon the second order polynomial ∆q(T ), rather than the
first–order polynomial T − Iq.
It is worth noticing that, referring to unbounded operators, [8] proposes a for-
mally different definition (see Definition 4.15.2 in [8]), whose equivalence with ours,
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through a straightforward re–adaptation to the case of a quaternionic Hilbert space,
would deserve investigation. It will be done elsewhere.
(2) For every q ∈ H, define Eq(T ) := {u ∈ H |Tu = uq}. It is worth stressing
that Eq(T ) is a right H–linear subspace of H if and only if either q ∈ R or q 6∈ R
and Eq(T ) = {0}. Indeed, if q ∈ H \R, u ∈ Eq(T ) \ {0} and p is a quaternion with
qp 6= pq, then up 6∈ Eq(T ).
(3) If p and q are conjugated quaternions, then ∆p(T ) = ∆q(T ). Indeed, p+p =
q + q and |p| = |q| (see point (4) of Remark 2.1). We infer that ρS(T ) and σS(T )
are circular. The same is true for σpS , σrS and σcS .
Recall that a subset A of H is called circular if it is equal to ΩK for some subset
K of C. This is equivalent to say that A satisfies one of the following two equivalent
conditions:
• If α+ ıβ ∈ A for some α, β ∈ R and ı ∈ S, then α+ β ∈ A for every  ∈ S.
• If q ∈ A and p ∈ H is conjugated to q, then p ∈ A. Equivalently, if q ∈ A,
then Sq ⊂ A.
(4) The spherical spectrum, or at least its intersection with a complex plane C,
has already appeared in the literature, in the most general setting of real ∗–algebras.
In [23], it is referred to as Kaplansky’s definition [22] of the spectrum.
More generally, the spherical resolvent and the spherical spectrum can be defined
for bounded right H–linear operators on quaternionic two–sided Banach modules
in a form similar to that introduced above (see [8]). Several properties of resolvents
and of spectra of bounded opertors on complex Banach or Hilbert spaces remain
valid in that general context. Nevertheless, their proofs are by no means trivial
(see [8] again). Here we recall some of these properties in the quaternionic Hilbert
setting.
Theorem 4.3. Let H be a quaternionic Hilbert space and let T ∈ B(H) be an
operator. The following assertions hold.
(a) Let q ∈ H with |q| > ‖T ‖ and, for each n ∈ N, let an be the real number de-
fined by setting an := |q|−2n−2
∑n
h=0 q
hqn−h. Then the series
∑
n∈N T
nan
converges absolutely in B(H) (with respect to the operator norm ‖ · ‖) to
∆q(T )
−1. In particular, it holds:
rS(T ) ≤ ‖T ‖.
(b) σS(T ) is a non–empty compact subset of H.
(c) Let P ∈ R[X ] and let P (T ) be the corresponding operator in B(H) defined
in (2.9). Then, if T is self–adjoint, the following spectral map property
holds:
σS(P (T )) = P (σS(T )).
(d) For every n ∈ N, we have that σS(T n) = (σS(T ))n := {qn ∈ H | q ∈ σS(T )}.
(e) Gelfand’s spectral radius formula holds:
(4.2) rS(T ) = lim
n→+∞
‖T n‖1/n.
In particular, if T is normal, then:
(4.3) rS(T ) = ‖T ‖.
Proof. This result is a consequence of Theorems 4.7.4, 4.7.5, 4.8.11, 4.12.5, 4.12.6
and 4.13.2 of [8]. Actually, these theorems of [8] deals with the more general case of
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quaternionic two–sided Banach modules. In this way, in order to be able to apply
it in our context, it suffices to fix a left scalar multiplication H ∋ q 7→ Lq of H and
to equip B(H) with its natural quaternionic two–sided Banach module structure
described in Section 3.1. For the convenience of the reader, we give a proof of the
theorem. The following proof of point (e) is a detailed version of the corresponding
one of [8]. With regards to (d), we simply give the exact reference in [8]. The proofs
of the other points are different, and more direct.
(a) Let q ∈ H with |q| > ‖T ‖. By direct computations, it is immediate to verify
that a0 = |q|−2, −(q + q)a0 + |q|2a1 = 0 and an−2 − (q + q)an−1 + |q|2an = 0
for every n ≥ 2. Moreover, we have that |an| ≤ (n + 1)|q|−n−2 for every n ∈ N
and hence lim supn→+∞ ‖T nan‖1/n ≤ ‖T ‖ |q|−1 < 1. It follows that the series
S :=
∑
n∈N T
nan converges absolutely in B(H). Furthermore, it holds:
∆q(T )S =S∆q(T ) = I|q2|a0 + T (−(q + q)a0 + |q|2a1)+
+
∑
n≥2
T n(an−2 − (q + q)an−1 + |q|2an) = I.
This proves that S is the inverse of ∆q(T ) in B(H) and hence rS(T ) ≤ ‖T ‖.
(b) Firstly, we show that σS(T ) is compact. Bearing in mind the just proved
inequality rS(T ) ≤ ‖T ‖, it suffices to see that σS(T ) is closed in H or, equivalently,
that ρS(T ) is open in H. By point (c) of Proposition 2.11, the subset I of B(H)
consisting of all isomorphisms is open. Since the map Θ : H −→ B(H), sending q
into ∆q(T ), is continuous, it follows that ρS(T ) = Θ
−1(I ) is open in H.
Now fix a left scalar multiplication of H. Let {1, i, j, k} be the standard or-
thonormal basis of H. Identify C with Ci in the natural way. Define the map
ψ : C ∩ ρS(T ) −→ B(H) by setting, for z = α+ iβ with α, β ∈ R,
ψ(z) := ∆z(T )
−1(T − Iz) = ∆α+iβ(T )−1(T − I(α− iβ)).
Choose z ∈ C∩ρS(T ) with |z| > ‖T ‖ and define the sequence {an}n∈N ⊂ R as in
the statement of point (b) with q = z. It is easy to verify that anz− an−1 = z−n−1
if n ≥ 1. In this way, we infer that
ψ(z) =
(∑
n∈N T
nan
)
(T − Iz) =
= −Iz−1 −∑n≥1 T n(anz − an−1) = −∑n∈N T nz−n−1,(4.4)
where the series
∑
n∈N T
nz−n−1 converges absolutely in B(H). Let r ≥ rS(T ) and
let Br be the open ball of C centered at 0 with radius r. Since the map ψ is real
analytic with respect to α and β, and holomorphic for |z| > ‖T ‖, it is holomorphic
on an open neighborhood U of C \ Br. This means that ∂ψ/∂α and ∂ψ/∂β exist,
are continuous and satisfy:
(4.5)
∂ψ
∂α
+
∂ψ
∂β
i = 0 in B(H) if z ∈ U.
Let F : B(H) −→ H be a continuous right H–linear functional on B(H); that is,
an element ofB(H)′, and let f0, f1, f2, f3 : C∩ρS(T ) −→ R and ℓ,m : C∩ρS(T ) −→
C be the functions of class C 1 such that
F ◦ ψ = f0 + if1 + jf2 + kf3 = ℓ+ km
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and hence ℓ = f0 + if1 and m = f3 + if2. Thanks to (4.5), we infer that
0 = F
(
∂ψ
∂α
+
∂ψ
∂β
i
)
=
∂(F ◦ ψ)
∂α
+
∂(F ◦ ψ)
∂β
i =
=
(
∂f0
∂α
− ∂f1
∂β
)
+ i
(
∂f1
∂α
+
∂f0
∂β
)
+ j
(
∂f2
∂α
+
∂f3
∂β
)
+ k
(
∂f3
∂α
− ∂f2
∂β
)
,
which is equivalent to say that ℓ and m are holomorphic.
Let us complete the proof of (b) by showing that σS(T ) 6= ∅. By (4.4), we have
that
(4.6) (|ℓ(z)|2 + |m(z)|2)1/2 = |(F ◦ ψ)(z)| ≤ K‖F‖ |z|−1 if |z| ≥ 1 + ‖T ‖,
where ‖F‖ is the operator norm of F and K :=∑n∈N ‖T ‖n(1 + ‖T ‖)−n ∈ R+.
Suppose that σS(T ) = ∅. Thanks to (4.6), ℓ andm turn out to be bounded entire
holomorphic functions with lim|z|→+∞ |ℓ(z)| = 0 = lim|z|→+∞ |m(z)|. Liouville’s
theorem ensures that ℓ and m are null, and hence F ◦ψ is null for every F ∈ B(H)′.
Lemma 2.4 implies that ψ(z) = 0 for every z ∈ C. It follows that T = Iz for every
z ∈ C, which is impossible.
(c) If P is constant, then (c) is trivial. Suppose that P has positive degree.
Let us prove that P (σS(T )) ⊂ σS(P (T )). Let q ∈ σS(T ). Since T is assumed
to be self–adjoint, as we have just said, Theorem 4.8 below, which is completely
independent from the proposition we are proving, implies that q ∈ R. It follows that
P (q) ∈ R and ∆P (q)(P (T )) = (P (T ) − IP (q))2. The polynomial P (X) − P (q) in
R[X ] vanishes at X = q and hence there exists θ ∈ R[X ] such that P (X)−P (q) =
(X − q)θ(X). In particular, we infer that
(4.7) ∆P (q)(P (T )) = (T − Iq)2(θ(T ))2 = ∆q(T )(θ(T ))2 = (θ(T ))2∆q(T ).
It follows that P (q) ∈ σS(P (T )); that is, ∆P (q)(P (T )) is not invertible in B(H).
Otherwise, thanks to (4.7), ∆q(T ) would be invertible inB(H) as well, contradicting
the fact that q ∈ σS(T ).
It remains to show that σS(P (T )) ⊂ P (σS(T )). Let q ∈ σS(P (T )). Since
P has real coefficients, the operator P (T ) is self–adjoint. Therefore, q ∈ R and
∆q(P (T )) = (P (T ) − Iq)2. Fix ı ∈ S. By the Fundamental Theorem of Algebra,
there exist α0 ∈ R\{0}, α1, . . . , αh ∈ R and αh+1, . . . , αk ∈ Cı\R for some h, k ∈ N
with h ≤ k such that
P (X)− q = α0
h∏
ℓ=1
(X − αℓ)
k∏
ℓ=h+1
∆αℓ(X).
In particular, it holds:
∆q(P (T )) = (P (T )− Iq)2 = α20
h∏
ℓ=1
∆αℓ(T )
k∏
ℓ=h+1
(∆αℓ(T ))
2.
If ∆αℓ(T ) were invertible in B(H) for every ℓ ∈ {1, . . . , k}, then ∆q(P (T )) would
be invertible in B(H) as well, contradicting the fact that q ∈ σS(P (T )). It follows
that there exists ℓ ∈ {1, . . . , k} (or better ℓ ∈ {1, . . . , h}) such that αℓ ∈ σS(T ).
Since P (αℓ)− q = 0, q = P (αℓ) belongs to P (σS(T )), as desired.
(d) This point is proved in Theorem 4.12.5 of [8].
(e) Let us follows the proof of Theorem 4.12.6 of [8]. By combining (d) with the
last part of (a), we infer that rS(T
n) = rS(T )
n ≤ ‖T n‖ for every n ∈ N and hence
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rS(T ) ≤ lim infn→+∞ ‖T n‖1/n. In order to prove (4.2), it suffices to show that
(4.8) lim sup
n→+∞
‖T n‖1/n ≤ rS(T ).
Let us prove this inequality. Consider again the maps ψ : C ∩ ρS(T ) −→ B(H),
F ∈ B(H)′ and ℓ,m : C ∩ ρS(T ) −→ C introduced in the proof of point (b). Let
r > rS(T ), let Br be the open ball of C centered at 0 with radius r and let B¯r be its
closure in C. Since ℓ and m are holomorphic on an open neighborhood of C \ Br,
it holds:
(F ◦ ψ)(z) = ℓ(z) + km(z) = − 1
2πi
∫
∂Br
ℓ(ξ)
ξ − z dξ − k
1
2πi
∫
∂Br
m(ξ)
ξ − z dξ =
= − 1
2π
∫
∂Br
(ℓ(ξ) + km(ξ))(ξ − z)−1i−1 dξ =
= − 1
2π
∫
∂Br
(F ◦ ψ)(ξ)(ξ − z)−1i−1 dξ =
= F
(
− 1
2π
∫
∂Br
ψ(ξ)(ξ − z)−1i−1 dξ
)
if z ∈ C \ B¯r,
where the integral
∫
∂Br
ψ(ξ)(ξ − z)−1i−1 dξ can be defined as an operator norm
limit of Riemann sums. Lemma 2.4 implies the following Cauchy formula for ψ:
ψ(z) = − 1
2π
∫
∂Br
ψ(ξ)(ξ − z)−1i−1 dξ if z ∈ C \ B¯r.
Fix z ∈ C \ B¯r. Since (ξ− z)−1 = z−1(1− ξz )−1 = −
∑
n∈N ξ
nz−n−1 if ξ ∈ ∂Br and
the series −∑n∈N ξnz−n−1 converges absolutely for ξ ∈ ∂Br, ψ can be expanded
into Laurent series on C \ B¯r as follows:
ψ(z) =
∑
n∈N
1
2π
∫
∂Br
ψ(ξ)ξnz−n−1i−1 dξ =
∑
n∈N
(
1
2π
∫
∂Br
ψ(ξ)ξni−1 dξ
)
z−n−1
Comparing the latter equality with (4.4) and bearing in mind the uniqueness of
the Laurent series expansion, we infer at once that T n = 12π
∫
∂Br
ψ(ξ)ξni−1 dξ for
every n ∈ N and the series ∑n∈N T nz−n−1 converges absolutely for every z ∈ C
with |z| > rS(T ). In particular, limn→+∞ ‖T n‖ |z|−n−1 = 0 and hence the sequence
{‖T n‖ |z|−n}n∈N ⊂ R is bounded. It follows that lim supn→+∞ ‖T n‖1/n ≤ |z| for
every z ∈ C with |z| > rS(T ). This proves (4.8) and hence (4.2).
If T is normal, then it holds:
‖T 2‖2 = ‖(T 2)∗T 2‖ = ‖(T ∗)2T 2‖ = ‖(T ∗T )∗(T ∗T )‖ = ‖T ∗T ‖2 = (‖T ‖2)2
and hence ‖T 2‖ = ‖T ‖2. Proceeding by induction, one easily shows that ‖T 2k‖1/2k =
‖T ‖ for every k ∈ N. Now (4.3) follows from (4.2). 
Corollary 4.4. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a self–
adjoint operator and let P ∈ R[X ] such that σS(T ) is finite and P vanishes on
σS(T ). Then P (T ) is the null operator in B(H).
Proof. Since T is self–adjoint, it is immediate to verify that P (T ) is self–adjoint as
well. By point (c) of Theorem 4.3, we infer that σS(P (T )) = {0} and hence (4.3)
implies that P (T ) = 0, as desired. 
32 RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
4.2. Some spectral properties of operators on quaternionic Hilbert spaces.
Regardless different definitions with respect to the complex Hilbert space case, the
notions of spherical spectrum and resolvent set enjoy some properties which are
quite similar to those for complex Hilbert spaces. We go to illustrate them together
with some other features that, conversely, are proper to the quaternionic Hilbert
space case.
First of all, quite remarkably, it turns out that σpS (T ) coincides with the set of
eigenvalues of T .
Proposition 4.5. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H
be an operator. Then σpS(T ) coincides with the set of all eigenvalues of T .
Proof. Let u be an eigenvector of T with eigenvalue q ∈ H. By the definition of
∆q(T ), we have that
∆q(T )u = T (Tu− uq)− (Tu− uq)q = 0
and hence q ∈ σpS(T ), because u 6= 0. Conversely, if q ∈ σpS (T ), then there is
v ∈ D(T 2) such that
0 = ∆q(T )v = T (Tv − vq)− (Tv − vq)q.
If v′ := Tv− vq = 0, then q is an eigenvalue of T . Otherwise v′ is an eigenvector of
T with eigenvalue q. Since q = sqs−1 for some s 6= 0, T (v′s) = (v′s)q and v′s 6= 0,
we infer that q is an eigenvalue of T as well. 
Remark 4.6. In our context, the subspaceKer(∆q(T )) has the role of an “eigenspace”.
In particular, it holds: Ker(∆q(T )) 6= {0} if and only if Sq is an eigensphere of T .
There is an important difference from the standard complex Hilbert space: if
T ∈ B(H), then T and T ∗ have always the same spherical spectrum and, as we
shall prove later, T and T ∗ are even unitarily equivalent, whenever T is normal.
Proposition 4.7. Let H be a quaternionic Hilbert space and let T ∈ B(H) be an
operator. Then ρS(T ) = ρS(T
∗) and σS(T ) = σS(T
∗).
Proof. Since ∆q(T )
∗ = ∆q(T
∗) for every q ∈ H, point (viii) of Remark 2.16 and
point (1) of Remark 4.2 immediately imply that ρS(T ) = ρS(T
∗) and hence σS(T ) =
σS(T
∗). 
We are now in a position to establish an important result concerning the spec-
trum of normal, self–adjoint, anti self–adjoint and unitary operators. That state-
ment, at first glance, sounds quite weird, since it declares that the point spectrum
of an anti self–adjoint and unitary operator T on H completely fills a sphere. In
this way, σpS(T ) has to be uncountable in all cases, even if the quaternionic Hilbert
space H is separable. However, differently from the complex Hilbert space case,
there is no contradiction now. Indeed, in quaternionic Hilbert spaces, eigenvectors
of two different eigenvalues are not mutually orthogonal in general, unless both the
eigenvalues are real.
Theorem 4.8. Let H be a quaternionic Hilbert space and let T : D(T ) −→ H be
an operator with dense domain. The following assertions hold.
(a) If T ∈ B(H) is normal, then we have that
(i) σpS (T ) = σpS (T
∗),
(ii) σrS (T ) = σrS (T
∗) = ∅,
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(iii) σcS (T ) = σcS (T
∗).
(b) If T is self–adjoint (not necessarily in B(H)), then σS(T ) ⊂ R and σrS (T )
is empty.
(c) If T is anti self–adjoint (not necessarily in B(H)), then σS(T ) ⊂ Im(H)
and σrS (T ) is empty.
(d) If T ∈ B(H) is unitary, then σS(T ) ⊂ {q ∈ H | |q| = 1}.
(e) If T ∈ B(H) is anti self–adjoint and unitary, then σS(T ) = σpS(T ) = S.
Proof. (a) Since ∆q(T )
∗ = ∆q(T
∗) and T is assumed to be normal, it follows
immediately that ∆q(T ) is normal as well. Therefore, thanks to Proposition 2.19,
we know that Ker(∆q(T )) = Ker(∆q(T
∗)). This equality implies at once that
σpS (T ) = σpS (T
∗). Let us prove that σrS (T ) = ∅. Suppose on the contrary that
σrS (T ) contains a quaternion q. It would follows that
{0} = Ker(∆q(T )) = Ker(∆q(T ∗)) = Ran(∆q(T ))⊥ 6= {0},
which is a contradiction. Similarly, one can prove that σrS (T
∗) = ∅. Since σS(T ) =
σS(T
∗) by Proposition 4.7, σpS (T ) = σpS (T
∗), σrS (T ) = σrS (T
∗) and the three
components of the spherical spectrum are pairwise disjoint, we infer that σcS (T ) =
σcS (T
∗) as well.
(b) Consider q = r+ ν ∈ H with r ∈ R and ν ∈ Im(H) \ {0}. We intend to show
that q ∈ ρS(T ), which is equivalent to σS(T ) ⊂ R. One has:
∆q(T ) = T
2 − T 2r+ Ir2 + I|ν|2 = (T − Ir)2 + I|ν|2.
Since T is self–adjoint, T − Ir is self–adjoint as well. In particular, T − Ir is closed
with dense domain. Define the operator Sr : D(T
2) −→ H by setting Sr := (T−Ir)2.
Applying point (d) of Theorem 2.15, we infer that D(Sr) = D(T
2) = D(∆q(T ))
is dense in H and Sr is self–adjoint. Consequently, ∆q(T ) = (T − Ir)2 + I|ν|2 is
self–adjoint as well. Since T − Ir and Sr are self–adjoint, if u ∈ D(T 2), then we
have that
〈u|Sru〉 = 〈(T − Ir)u|(T − Ir)u〉 ≥ 0,
‖∆q(T )u‖2 = 〈Sru+ u|ν|2 |Sru+ u|ν|2〉 = ‖Sru‖2 + 2|ν|2〈u |Sru〉+ |ν|4‖u‖2
and hence we can write that
(4.9) ‖∆q(T )u‖ ≥ |ν|2‖u‖.
The latter inequality implies at once that Ker(∆q(T )) = {0} and ∆q(T )−1 :
Ran(∆q(T )) −→ D(T 2) is bounded. Bearing in mind Proposition 2.14 and the
fact that ∆q(T ) is self–adjoint, we observe:
Ran(∆q(T )) = (Ran(∆q(T ))
⊥)⊥ = Ker(∆q(T )
∗)⊥ =
= Ker(∆q(T ))
⊥ = {0}⊥ = H.
This proves that q ∈ ρS(T ) and hence that σS(T ) ⊂ R, as desired.
The proof of the fact that σrS (T ) = ∅ is similar to the one given above. If
p ∈ σrS (T ), then we obtain the following contradiction:
{0} = Ker(∆p(T )) = Ker(∆p(T )∗) = Ran(∆p(T ))⊥ 6= {0}.
(c) Let λ = r + ν ∈ H with r ∈ R \ {0} and ν ∈ Im(H). We must prove that
λ ∈ ρS(T ). First, we show that
(4.10) ‖∆λ(T )u‖ ≥ r2‖u‖ if u ∈ D(T 2),
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which implies that Ker(∆λ(T )) = {0} and ∆λ(T )−1 : Ran(∆λ(T )) −→ D(∆λ(T ))
is bounded. Let u ∈ D(T 2). Since T is anti self–adjoint, we have that 〈T 2u|Tu〉+
〈Tu|T 2u〉 = 0 = 〈Tu|u〉+ 〈u|Tu〉 and 〈T 2u|u〉+ 〈u|T 2u〉 = −2‖Tu‖2. In particular,
it holds:
‖∆λ(T )u‖2 = ‖T 2u‖2 + (r2 + |ν|2)2‖u‖2 + 2(r2 − |ν|2)‖Tu‖2.
If r2 − |ν|2 ≥ 0, then (4.10) is evident. Suppose that r2 − |ν|2 < 0. Since ‖Tu‖2 =
−〈u|T 2u〉 ≤ ‖u‖ ‖T 2u‖, we have that 2(r2 − |ν|2)‖Tu‖2 ≥ 2(r2 − |ν|2)‖u‖ ‖T 2u‖.
It follows that
‖∆λ(T )u‖2 ≥ ‖T 2u‖2 + (r2 + |ν|2)2‖u‖2 + 2(r2 − |ν|2)‖u‖ ‖T 2u‖ =
= (‖T 2u‖ − |ν|2‖u‖)2 + 2r2‖u‖ ‖T 2u‖+ (r4 + 2r2|ν|2)‖u‖2 ≥
≥ r4‖u‖2.
Inequality (4.10) is proved. Now we show that D(T 2) is dense in H and ∆λ(T )
∗ =
∆−r+ν(T ). Applying point (d) of Theorem 2.15 to T , we obtain that D(T
2) is
dense in H and T 2 is self–adjoint. Evidently, the operator T 2 + Ir2 : D(T 2) −→ H
is self–adjoint as well. In this way, bearing in mind point (iv) of Remark 2.16, we
infer that
T 2 + Ir2 = (T − Ir)2 + T 2r = ((T − Ir)2 + T 2r)∗ ⊃ ((T − Ir)2)∗ + T ∗2r =
= ((T − Ir)2)∗ − T 2r
and hence (T + Ir)2 = (T − Ir)2 + T 4r ⊃ ((T − Ir)2)∗. By point (v) of Remark
2.16, we have also that ((T − Ir)2)∗ ⊃ (T ∗ − Ir)2 = (T + Ir)2. It follows that
((T − Ir)2)∗ = (T + Ir)2 and hence
∆λ(T )
∗ = ((T − Ir)2 + I|ν|2)∗ = (T + Ir)2 + I|ν|2 = ∆−r+ν(T ),
as desired. Thanks to (4.10), we know that ‖∆−r+ν(T )u‖ ≥ r2‖u‖ for every u ∈ H.
In particular, we infer that Ker(∆−r+ν(T )) = {0}. In this way, Proposition 2.14
implies that
Ran(∆λ(T )) = (Ran(∆λ(T ))
⊥)⊥ = Ker(∆λ(T )
∗)⊥ =
= Ker(∆−r+ν(T ))
⊥ = {0}⊥ = H.
We have just established that λ ∈ ρS(T ) and hence that σS(T ) ⊂ Im(H). The
equality σrS (T ) = ∅ can be proved as in the proof of (a).
(d) Since ∆0(T ) = T
2, it is obvious that ∆0(T ) is bijective and its inverse
coincides with (T ∗)2 ∈ B(H). It follows that 0 ∈ ρS(T ). If |q| > 1 = ‖T ‖, then
point (a) of Theorem 4.3 ensures that q ∈ ρS(T ). Let 0 < |q| < 1. We have:
∆q(T ) = T
2 − T (q + q) + I|q|2 =
= ((T ∗)2 − T ∗(q−1 + q−1) + I|q−1|2)T 2|q|2 =
= ∆q−1(T
∗)T 2|q|2.
The operator T ∗ is unitary and |q−1| = |q|−1 > 1. In this situation, we know that
∆q−1(T
∗) is bijective and has bounded inverse. It follows that ∆q(T ) is bijective and
has bounded inverse as well. This proves that q ∈ ρS(T ). We have just established
that, if q ∈ ρS(T ), then |q| 6= 1, completing the proof of (d).
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(e) The fact that σS(J) ⊂ S is an immediate consequence of (c), (d). Moreover,
due to (d) in Proposition 3.8 and Proposition 4.5, every ı ∈ S belongs to σpS(T ).
Since σpS(T ) ⊂ σS(T ) the thesis holds. 
5. Real measurable functional calculus for self–adjoint operators
and slice nature of normal operators
Let H be a quaternionic Hilbert space and let T ∈ B(H) be a normal operator.
This part focuses on the problem concerning the existence of self–adjoint operators
A,B ∈ B(H) and of an anti self–adjoint and unitary operator J ∈ B(H) such that
T decomposes as
T = A+ JB
and J commutes with T and T ∗. We shall prove not only that operators A, B
and J exist (Theorem 5.9), but even that there exists a left scalar multiplication
H ∋ q 7→ Lq of H such that Lı = J for some ı ∈ S and Lq commutes with A and B for
every q ∈ H (Theorem 5.14). As a by–product, we will give a proof of the known
fact [34] that normal operators are unitarily similar to their adjoint operators.
Furthermore, in Proposition 5.11 and Corollary 5.13, we will also establish the
relation between the spherical spectrum of T and the standard spectrum of the
restriction of T to the complex Hilbert subspaces HJı± of H defined in Definition
3.6. The way we shall follow to prove the mentioned results relies upon some tools
of measurable functional calculus for self–adjoint operators on quaternionic Hilbert
spaces, which are interesting on their own right.
5.1. The operator J0. It happens that, for a fixed normal operator T ∈ B(H),
there is an anti self–adjoint operator J0, isometric on Ran(T − T ∗) = Ker(T−T ∗)⊥
and vanishing on Ker(T − T ∗), uniquely determined by T , that commutes with T
and T ∗, and induces an apparently familiar decomposition of T into a complex
combination of self–adjoint operators:
(5.1) T = (T + T ∗)
1
2
+ J0|T − T ∗|1
2
.
In the special case in which Ker(T − T ∗) = {0}, if we fix an imaginary unit ı of H
and a left scalar multiplication H ∋ q 7→ Lq of H with Lı = J0 (see Proposition 3.8),
then we can also write:
(5.2) T =
1
2
(T + T ∗) + J0
1
2ı
(T − T ∗).
Notice that, if J0 did not commute with T −T ∗, then the operator 12ı (T −T ∗) could
not be self–adjoint. So commutativity plays a crucial roˆle here.
Theorem 5.1. Let H be a quaternionic Hilbert space and let T ∈ B(H) be an
operator. Then there exists, and is unique, an operator J0 ∈ B(H) such that:
(i) J0 is anti self–adjoint,
(ii) decomposition (5.1) holds true,
(iii) Ker(T − T ∗) = Ker(J0),
(iv) J0J
∗
0 = I on Ker(T − T ∗)⊥,
(v) J0 commutes with |T − T ∗|.
Moreover, J0(Ker(T − T ∗)⊥) ⊂ Ker(T − T ∗)⊥ and, if T is normal, then J0
commutes also with all the operators in B(H) commuting with both T and T ∗.
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Proof. By applying Theorem 2.20 (see also Remark 2.22) to the anti self–adjoint
operator T − T ∗, we obtain an anti self–adjoint operator W ∈ B(H) such that
T − T ∗ =W |T − T ∗|, Ker(T − T ∗) = Ker(|T − T ∗|) ⊂ Ker(W ) and WW ∗ = I on
Ker(T − T ∗)⊥. Moreover, W commutes with |T − T ∗| and with all the operators
in B(H) commuting with T −T ∗ (and with (T −T ∗)∗ = −(T −T ∗)). In particular,
if T is normal, then W commutes also with T and T ∗. Evidently, J0 :=W has the
desired properties.
Let us show that such an operator J0 is unique. Let J1 ∈ B(H) be an operator
satisfying conditions (i)–(v) (with J0 replaced by J1). By combining (i), (ii) and
(v) with the fact that |T − T ∗| is self–adjoint, we infer that
T ∗ = (T + T ∗)
1
2
− J1|T − T ∗|1
2
.
It follows that T − T ∗ = J1|T − T ∗|. Define P := |T − T ∗|. Bearing in mind (iii),
(iv), the positivity of P and the uniqueness of the quaternionic polar decomposition
of T − T ∗ (see Theorem 2.20), we infer at once that J0 = J1. 
As an immediate consequence, we obtain:
Corollary 5.2. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a normal
operator, let J0 ∈ B(H) be the operator with the properties listed in the statement of
Theorem 5.1 and let ı ∈ S. Suppose that Ker(T − T ∗) = {0}. Then J0 is unitary.
Moreover, if H ∋ q 7→ Lq is a left scalar multiplication of H such that Lı = J0, then
both operators 12 (T + T
∗) and 12ı (T − T ∗) are self–adjoint and decomposition (5.2)
holds.
5.2. Continuous and measurable real functions of a self-adjoint operator.
Throughout this section, given a quaternionic Hilbert space H, we consider B(H) as
a real Banach algebra with unity I; that is, here B(H) denotes the set of (bounded
right H–linear) operators on H, equipped with the pointwise sum, with the real
scalar multiplication defined in (2.8), with the composition as product and with
the norm defined in (2.6).
Let K be a non–empty subset of R. We denote by C (K,R) the commutative real
Banach unital algebra of continuous real–valued functions defined on K. As usual,
the algebra operations are the natural ones defined pointwisely, the unity 1K is the
function constantly equal to 1 and the norm is the supremum one ‖ · ‖∞.
It is worth recalling the notion of real polynomial function.
Definition 5.3. A function p : K −→ R is said to be a real polynomial function if
there exists a polynomial P ∈ R[X ] such that p(t) = P (t) for each t ∈ K.
Remark 5.4. Since the zero set of a non–null real polynomial is finite and every
finite subset is the zero set of a non–null polynomial, we infer that a real polynomial
function on K is induced by a unique polynomial in R[X ] if and only if K is infinite.
In other words, the homomorphism from R[X ] to C (K,R), sending P into the real
polynomial function induced by P itself, is injective if and only if K is infinite.
Before stating the next result, we remind the reader that the spherical spec-
trum of a self–adjoint bounded operator is a non–empty compact subset of R (see
Theorems 4.3(b) and 4.8(b)).
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Theorem 5.5. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a self–
adjoint operator. Then there exists, and is unique, a continuous homomorphism
ΦT : C (σS(T ),R) ∋ f 7→ f(T ) ∈ B(H)
of real Banach unital algebras such that:
(i) ΦT is unity–preserving; that is, ΦT (1σS(T )) = I.
(ii) ΦT (id) = T , where id : σS(T ) →֒ R denotes the inclusion map.
The following further facts hold true.
(a) The operator f(T ) is self–adjoint for every f ∈ C (σS(T ),R).
(b) ΦT is isometric; that is, ‖f(T )‖ = ‖f‖∞ for every f ∈ C (σS(T ),R).
(c) ΦT is positive; that is, f(T ) ≥ 0 if f ∈ C (σS(T ),R) and f(t) ≥ 0 for every
t ∈ σS(T ).
(d) For every f ∈ C (σS(T ),R), f(T ) commutes with every element of B(H)
that commutes with T .
Proof. The present proof is organized into two steps.
Step I. Suppose that σS(T ) is infinite. Let us prove the uniqueness of ΦT . First,
observe that, thanks to (i) and (ii), if p : σS(T ) −→ R is a real polynomial function
induced by the (unique) polynomial P ∈ R[X ], then ΦT (p) = P (T ), where P (T ) is
the operator in B(H) defined in (2.9). Let Ψ : C (σS(T ),R) −→ B(H) be another
unity–preserving continuous homomorphism with Ψ(id) = T . It follows that the
map Ψ − ΦT is continuous and vanishes on every real polynomial function defined
on σS(T ). By the Weierstrass approximation theorem, the set of all real polynomial
functions on σS(T ) is dense in C (σS(T ),R) and hence Ψ = ΦT .
Let us construct ΦT . For every real polynomial function p : σS(T ) −→ R, define
ΦT (p) := P (T ), where P is the unique polynomial in R[X ] inducing p. Since T is
self–adjoint, the operator P (T ) is also self–adjoint and hence points (c) and (e) of
Theorem 4.3 imply that
‖ΦT (p)‖ = sup{|P (r)| ∈ R+ | r ∈ σS(T )} = ‖p‖∞.
By continuity, ΦT extends uniquely to an isometric homomorphism on the whole
C (σS(T ),R), which satisfies (a) and (b). Evidently, by construction, ΦT satisfies
also (i) and (ii). Let us prove (c). Given a function f ∈ C (σS(T ),R) with f(t) ≥ 0
for every t ∈ σS(T ), we can apply ΦT to
√
f ∈ C (σS(T ),R), obtaining the operator√
f(T ) ∈ B(H). Since √f(T )√f(T ) = f(T ) and √f(T ) is self–adjoint, it holds:
〈u|f(T )u〉 = 〈u|
√
f(T )
√
f(T )u〉 = 〈
√
f(T )u|
√
f(T )u〉 ∈ R+ if u ∈ H,
as desired. Point (d) is evident if f is a real polynomial function. By continuity
and by the Stone–Weierstrass approximation theorem, (d) turns out to be true for
every f ∈ C (σS(T ),R).
Step II. Suppose now that σS(T ) is finite. The uniqueness of ΦT is easy to see.
Indeed, if f : σS(T ) −→ R is a function (which is always continuous in this case),
then there exists P ∈ R[X ] such that f(t) = P (t) for each t ∈ σS(T ). In this way,
bearing in mind (i) and (ii), we have that ΦT (f) must be equal to P (T ). Now,
Corollary 4.4 ensures that such a definition of ΦT is consistent, because it does not
depend on the choice of P , but only on f .
Points (a) and (d) are evident. Points (b) and (c) can be proved as in Step I. 
Next step consists in extending the notion of function f(T ) of a self–adjoint
operator T to the case in which f : σS(T ) −→ R is Borel–measurable and bounded.
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In the following, we consider the non–empty subset K of R to be equipped with
the relative euclidean topology and we denote by B(K) the Borel σ–algebra of K.
Moreover, we indicate by M(K,R) the commutative real Banach unital algebra of
bounded Borel–measurable functions fromK to R. As before, the algebra operations
are the natural ones defined pointwisely, the unity is the function 1K and the norm
is the supremum one ‖ · ‖∞, and not the essential–supremum one, since no measure
has been adopted on K.
Theorem 5.6. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a self–
adjoint operator. Then there exists, and is unique, a continuous homomorphism
Φ̂T :M(σS(T ),R) ∋ f 7→ f(T ) ∈ B(H)
of commutative real Banach unital algebras such that:
(i) Φ̂T is unity–preserving and Φ̂T (id) = T .
(ii) f(T ) is self–adjoint for every f ∈M(σS(T ),R).
(iii) If a sequence {fn}n∈N in M(σS(T ),R) is bounded and converges pointwisely
to some f ∈M(σS(T ),R), then {Φ̂T (fn)}n∈N → Φ̂T (f) in the weak opera-
tor topology; that is, {F (Φ̂T (fn)(u))}n∈N → F (Φ̂T (f)(u)) in H for every
u ∈ H and F ∈ H′.
The following further facts hold.
(a) Φ̂T extends ΦT ; that is, Φ̂T = ΦT on C (σS(T ),R).
(b) Φ̂T is norm–decreasing; that is, ‖f(T )‖ ≤ ‖f‖∞ for every f ∈M(σS(T ),R).
(c) Φ̂T is positive; that is, f(T ) ≥ 0 if f ∈M(σS(T ),R) and f(t) ≥ 0 for every
t ∈ σS(T ).
(d) For every u ∈ H, define the function µu : B(σS(T )) −→ R+ by setting
µu(E) := 〈u|Φ̂T (χE)u〉,
where χE is the characteristic function of the Borel subset E of σS(T ).
Then each µu is a finite positive σ–additive regular Borel measure on σS(T )
and, for every f ∈M(σS(T ),R), it holds:
(5.3) ‖f(T )u‖2 =
∫
σS(T )
f2 dµu.
(e) For every f ∈ M(σS(T ),R), f(T ) commutes with every element of B(H)
that commutes with T .
(f) If a sequence {fn}n∈N in M(σS(T ),R) is bounded and converges pointwisely
to some f ∈M(σS(T ),R), then {Φ̂T (fn)}n∈N → Φ̂T (f) in the strong opera-
tor topology; that is, {Φ̂T (fn)(u)}n∈N → Φ̂T (f)(u) in H for every u ∈ H.
Proof. We begin with the existence issue proving en passant the validity of points
(a)–(f). We subdivide this part of the proof into three steps.
Step I. Fix u ∈ H. Bearing in mind point (c) of Theorem 5.5, we can define the
map
C (σS(T ),C) ∋ f 7→ 〈u|Re(f)(T )u〉+ i〈u|Im(f)(T )u〉 ∈ C,
where C (σS(T ),C) denotes the usual complex Banach space of C–valued continuous
functions on σS(T ). That map defines a complex linear functional on C (σS(T ),C),
which is positive by (c) of Theorem 5.5. Riesz’ theorem for Borel measures on
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Hausdorff locally compact spaces (see Theorem 2.14 of [30]) implies that there is a
unique positive σ–additive regular Borel measure µu : σS(T ) −→ R+ such that
〈u|Re(f)(T )u〉+ i〈u|Im(f)(T )u〉 =
∫
σS(T )
f dµu if f ∈ C (σS(T ),C)
and hence
(5.4) 〈u|f(T )u〉 =
∫
σS(T )
f dµu if f ∈ C (σS(T ),R).
As a consequence, we obtain:
(5.5) µu(σS(T )) =
∫
σS(T )
1σS(T ) dµu = 〈u|Iu〉 = ‖u‖2.
Step II. Fix u, v ∈ H. Let us prove the following polarization–type identity:
4〈u|f(T )v〉 =〈u+ v|f(T )(u+ v)〉 − 〈u− v|f(T )(u− v)〉+
+ (〈ui+ v|f(T )(ui+ v)〉 − 〈ui− v|f(T )(ui− v)〉) i+
+ (〈uj + v|f(T )(uj + v)〉 − 〈uj − v|f(T )(uj − v)〉) j+(5.6)
+ (〈uk + v|f(T )(uk + v)〉 − 〈uk − v|f(T )(uk − v)〉) k.
Let α, β, γ, δ ∈ R such that 〈u|f(T )v〉 = α+βi+ γj+ δk. By point (a) of Theorem
5.5, we know that f(T ) is self–adjoint and hence it holds:
〈u + v|f(T )(u+ v)〉 − 〈u− v|f(T )(u− v)〉 = 2〈u|f(T )v〉+ 2〈v|f(T )u〉 =
= 2〈u|f(T )v〉+ 2〈f(T )v|u〉 =
= 2〈u|f(T )v〉+ 2〈u|f(T )v〉 =
= 4Re(〈u|f(T )v〉) = 4α.
In particular, we have:
〈ui+ v|f(T )(ui+ v)〉 − 〈ui− v|f(T )(ui− v)〉 = 4Re(−i〈u|f(T )v〉) = 4β,
〈uj + v|f(T )(uj + v)〉 − 〈uj − v|f(T )(uj − v)〉 = 4Re(−j〈u|f(T )v〉) = 4γ,
〈uk + v|f(T )(uk + k)〉 − 〈uk − v|f(T )(uk − v)〉 = 4Re(−k〈u|f(T )v〉) = 4δ.
Equality (5.6) follows immediately. For every a ∈ {0, 1, 2, 3}, define the signed
measure ν
(a)
u,v : B(σS(T )) −→ R by setting
ν(a)u,v(E) :=
1
4
µuea+v(E) −
1
4
µuea−v(E) if E ∈ B(σS(T )).
For convenience, define e0 := 1, e1 := i, e2 := j and e3 := k. Thanks to (5.4) and
(5.6), we infer at once that
(5.7) 〈u|f(T )v〉 =
3∑
a=0
∫
σS(T )
f dν(a)u,v ea if f ∈ C (σS(T ),R).
If we think of (finite) signed measures as sub–cases of complex measures, then we
can exploit the known result (valid in general for complex regular Borel measures
in view of the complex measure Riesz’ representation theorem [30, Theorem 6.19])
that two such measures coincide when the corresponding integrals of real continuous
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compactly supported functions produce the same results. In that way, by (5.7), one
easily obtain that
ν
(a)
u,v+v′ = ν
(a)
u,v + ν
(a)
u,v′ if v
′ ∈ H and a ∈ {0, 1, 2, 3},(5.8)
3∑
a=0
ν(a)u,vqea =
3∑
a=0
ν(a)u,veaq if q ∈ H.(5.9)
In addition, since f(T ) is self–adjoint, we have that
3∑
a=0
∫
σS(T )
f dµ(a)v,u ea = 〈v|f(T )u〉 = 〈f(T )u|v〉 = 〈u|f(T )v〉 =
=
∫
σS(T )
f dµ(0)u,v −
3∑
a=0
∫
σS(T )
f dµ(a)v,u ea
and hence
µ(0)u,v = µ
(0)
v,u and µ
(a)
u,v = −µ(a)v,u if a ∈ {1, 2, 3}.(5.10)
Moreover, equality (5.5) implies that
(5.11) |ν(a)u,v(σS(T ))| ≤ ‖u‖ ‖v‖ if a ∈ {0, 1, 2, 3}.
Indeed, it holds:
4|ν(a)u,v(σS(T ))| = ‖uea + v‖2 − ‖uea − v‖2 = 4Re(〈uea|v〉) =
= 4Re(−ea〈u|v〉) ≤ 4|〈u|v〉| ≤ 4‖u‖ ‖v‖.
Viewing µu as a signed measure, one can compare (5.4) with (5.7) using the same
uniqueness property established in Riesz’ theorem for complex Borel measures [30,
Theorem 6.19], obtaining:
(5.12) ν(0)u,u = µu and ν
(a)
u,u = 0 if a ∈ {1, 2, 3}.
Step III. Let f ∈M(σS(T ),R). Define the quadratic form
H× H ∋ (u, v) 7→ Qf(u, v) :=
3∑
a=0
∫
σS(T )
f dν(a)u,v ea ∈ H.
In view of (5.8)–(5.11), that quadratic form is right H–linear in the second compo-
nent and quaternionic hermitian; that is, Qf (u, vq+ v
′q′) = Qf(u, v)q+Qf (u, v
′)q′
and Qf (u, v) = Qf(v, u) if u, v, v
′ ∈ H and q, q′ ∈ H. Moreover, Qf is bounded:
|Qf (u, v)| ≤ 4‖f‖∞‖u‖ ‖v‖.
Quaternionic Riesz’ theorem (see Theorem 2.8) immediately implies that there
exists a unique operator in B(H), we shall indicate by f(T ) again, such that
(5.13) 〈u|f(T )v〉 = Qf (u, v) if u, v ∈ H.
That operator is self–adjoint; that is, (ii) is verified. Indeed, it holds:
〈u|f(T )v〉 = Qf (u, v) = Qf(v, u) = 〈v|f(T )u〉 = 〈f(T )u|v〉 if u, v ∈ H.
The map Φ̂T :M(σS(T ),R) −→ B(H), sending f into f(T ), satisfies (a); that is, it
is an extension of ΦT . This is immediate consequence of (5.7) and of the definition
of f(T ). Point (a) and points (i) and (ii) of Theorem 5.5 implies at once (i).
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Let us prove that Φ̂T is a homomorphism of real algebras. By construction, it is
evident that it is R–linear. Let x, y ∈ H. Given f, g ∈M(σS(T ),R), we must show
that Φ̂T (fg) = Φ̂T (f)Φ̂T (g). Firstly, suppose that f, g ∈ C (σS(T ),R). We have:
3∑
a=0
∫
σS(T )
f dν
(a)
u,g(T )v ea = 〈u|ΦT (f)ΦT (g)v〉 = 〈u|ΦT (fg)v〉 =
=
3∑
a=0
∫
σS(T )
fg dν(a)u,v ea if u, v ∈ H.
Once again exploiting the uniqueness of the signed measures, we conclude that
dν
(a)
u,g(T )v = g dν
(a)
u,v for every a ∈ {0, 1, 2, 3}. In this way, if f ∈ M(σS(T ),R) and
g ∈ C (σS(T ),R), it holds:
3∑
a=0
∫
σS(T )
fg dν(a)u,v ea =
3∑
a=0
∫
σS(T )
f dν
(a)
u,g(T )v ea = 〈u|f(T )g(T )v〉 =
= 〈f(T )u|g(T )v〉 =
3∑
a=0
∫
σS(T )
g dν
(a)
f(T )u,v ea.
It follows that f dν
(a)
u,v = dν
(a)
f(T )u,v for every a ∈ {0, 1, 2, 3}. Finally, if f, g ∈
M(σS(T ),R), then we have that
〈u|Φ̂T (fg)v〉 =
3∑
a=0
∫
σS(T )
fg dν(a)u,v ea =
3∑
a=0
∫
σS(T )
g dν
(a)
f(T )u,v ea =
= 〈Φ̂T (f)u|Φ̂T (g)v〉 = 〈u|Φ̂T (f)Φ̂T (g)v〉.
Since this is true for every u, v ∈ H, we infer that Φ̂T (fg) = Φ̂T (f)Φ̂T (g), as desired.
Point (c) is quite evident. Indeed, if f ∈ M(σS(T ),R) and f ≥ 0, then
√
f ∈
M(σS(T ),R) and f =
√
f
√
f . Therefore, it holds:
〈u|f(T )u〉 = 〈u|
√
f(T )
√
f(T )u〉 = 〈
√
f(T )u|
√
f(T )u〉 ≥ 0 if u ∈ H.
Let us prove (d). First, observe that, if u ∈ H and E ∈ B(σS(T )), then (5.12)
and (5.13) imply that
〈u|Φ̂T (χE)u〉 =
3∑
a=0
∫
σS(T )
χE dν
(a)
u,u ea =
∫
σS(T )
χE dµu = µu(E).
Moreover, bearing in mind (5.5), we have:
‖f(T )u‖2 = 〈Φ̂T (f)u|Φ̂T (f)u〉 = 〈u|Φ̂T (f)2u〉 = 〈u|Φ̂T (f2)u〉 =
=
∫
σS(T )
f2 dµu ≤ ‖f‖2∞ µu(σS(T )) = ‖f‖2∞‖u‖2 ,
so that ‖f(T )‖ ≤ ‖f‖∞. This completes the proof of (d) and proves (b).
We pass to prove (e). Let f ∈ M(σS(T ),R) and let S ∈ B(H) be an operator
which commutes with T . We must show that S Φ̂T (f) = Φ̂T (f)S. Thanks to
point (d) of Theorem 5.5, the latter equality holds if f ∈ C (σS(T ),R). In this
way, repeating the argument employed to prove that Φ̂T is a homomorphism of real
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algebras, one obtains that ν
(a)
S∗u,v = ν
(a)
u,Sv if u, v ∈ H and a ∈ {0, 1, 2, 3}. It follows
that
〈u|S Φ̂T (f)v〉 = 〈S∗u|Φ̂T (f)v〉 =
3∑
a=0
∫
σS(T )
f dν
(a)
S∗u,v ea =
=
3∑
a=0
∫
σS(T )
f dν
(a)
u,Sv ea = 〈u|Φ̂T (f)Sv〉,
if u, v ∈ H and hence S Φ̂T (f) = Φ̂T (f)S.
It remains to show (f) (which implies (iii)). If {fn}n∈N is a bounded sequence
in M(σS(T ),R), which converges pointwisely to some f ∈ M(σS(T ),R), then we
can apply Lebesgue’s dominated convergence theorem to {fn− f}n∈N. In this way,
thanks to (5.3), we obtain:
lim
n→+∞
‖(fn(T )− f(T ))u‖2 = lim
n→+∞
∫
σS(T )
(fn − f)2dµu = 0,
Now we consider the uniqueness issue. Assume that there is another continuous
unity–preserving homomorphism Ψ :M(σS(T ),R) −→ B(H) satisfying (i)–(iii). By
Theorem 5.5 and point (i), we have that Ψ(f) = ΦT (f) = Φ̂T (f) if f ∈ C (σS(T ),R).
Let u ∈ H. Define the map ν(Ψ)u : B(σS(T )) −→ R+ by setting
ν(Ψ)u (E) := 〈u|Ψ(χE)u〉 if E ∈ B(σS(T )).
Thanks to the fact that Ψ is a homomorphism satisfying (ii), we have that such a
map ν
(Ψ)
u is well–defined. Indeed, if E ∈ B(σS(T )), it holds:
〈u|Ψ(χE)u〉 = 〈u|Ψ(χEχE)u〉 = 〈u|Ψ(χE)Ψ(χE)u〉 = 〈Ψ(χE)u|Ψ(χE)u〉 ∈ R+.
Observe that ν
(Ψ)
u (∅) = 〈u|Ψ(0)u〉 = 0. Moreover, if {En}n∈N is a sequence of
pairwise disjoint sets in B(σS(T )), then point (iii) implies that
ν
(Ψ)
u (
⋃
n∈NEn) =
〈
u
∣∣∣ limk→+∞Ψ(∑kn=0 χEn) u〉 =
= limk→+∞
∑k
n=0 〈u |Ψ(χEn)u 〉 =
=
∑
n∈N 〈u |Ψ(χEn) u〉 =
∑
n∈N ν
(Ψ)
u (En).
This proves that ν
(Ψ)
u is a positive σ–additive Borel measure on σS(T ). Notice
that that measure is finite as ν
(Ψ)
u (σS(T )) = 〈u|Ψ(1σS(T ))u〉 = ‖u‖2. In view of
Theorem 2.18 in [30], such a measure is regular. By standard approximation of
measurable functions with simple functions and by point (iii), we infer that
〈u|Ψ(f)u〉 =
∫
σS(T )
f dν(Ψ)u if f ∈M(σS(T ),R).
On the other hand, bearing in mind (5.4), if f ∈ C (σS(T ),R), one has∫
σS(T )
f dµu = 〈u|Φ̂T (f)u〉 = 〈u|Ψ(f)u〉 =
∫
σS(T )
f dν(Ψ)u .
The already exploited uniqueness property implies that µu = ν
(Ψ)
u . In this way, for
every f ∈M(σS(T ),R), it holds:
〈u|(Ψ(f)− Φ̂T (f))u〉 =
∫
σS(T )
f dν(Ψ)u −
∫
σS(T )
f dµu = 0.
QUATERNIONIC SLICE FUNCTIONAL CALCULUS 43
Applying Proposition 2.17, we have that Ψ = Φ̂A. 
5.3. Quaternionic L2-representation of measurable real functions of a
self-adjoint operator. In this section, exploiting the functional calculus previ-
ously constructed, we establish the key tool in proving the existence of an anti
self–adjoint and unitary operator J commuting with a given normal operator T
and with its adjoint T ∗. Indeed, here we prove the existence of such J in the spe-
cial situation in which T is self–adjoint. The existence of J will be established by
constructing a suitable L2–realisation of the quaternionic Hilbert space H, where T
and every measurable real function f(T ) act as multiplicative operators.
Let X be a set and let µ be a positive σ–additive measure on X . Denote
by L2(X,H;µ) the quaternionic Hilbert space of the squared integrable functions
f : X −→ H with respect to µ. Here L2(X,H;µ) is considered as a quaternionic
right module in which the sum of functions is the standard pointwise sum and the
right multiplication by quaternions is defined pointwisely. The scalar product is
defined as follows: if f, g ∈ L2(X,H;µ) and f0, f1, f2, f3, g0, g1, g2, g3 are the real–
valued functions on X such that f =
∑3
a=0 faea and g =
∑3
a=0 gaea, then we
set
(f |g) :=
∫
X
fg dµ =
3∑
a,b=0
∫
X
fagb dµ eaeb.
Here {e0, e1, e2, e3} is a fixed orthonormal basis of H. In particular, the norm ‖f‖L2
of f in L2(X,H;µ) is given by ‖f‖L2 =
(∫
X |f |2 dµ
)1/2
(see e.g. [5]).
Theorem 5.7. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a self–
adjoint operator. Then the following assertions hold.
(a) There exists an orthogonal decomposition of H into closed subspaces H =⊕
ℓ∈ΛHℓ with the following two properties:
(i) f(T )(Hℓ) ⊂ Hℓ for every f ∈M(σS(T ),R) and ℓ ∈ Λ.
(ii) For each ℓ ∈ Λ, there is a finite positive regular Borel measure µℓ on
σS(T ) and an isometric isomorphism Uℓ : L
2(σS(T ),H;µℓ) −→ Hℓ
such that (
U−1ℓ f(T )|HℓUℓ
)
(g) = fg
for every f ∈ M(σS(T ),R) and g ∈ L2(σS(T ),H;µℓ), where f(T )|Hℓ
denotes the restriction of f(T ) from Hℓ to Hℓ.
(b) There exists J ∈ B(H) such that:
J∗ = −J , J∗J = I and Jf(T ) = f(T )J for every f ∈M(σS(T ),R).
Proof. Let u ∈ H. Denote by Hu the vector subspace of H consisting of all
vectors x having the following property: there exists a non–empty finite fami-
ly {E1, . . . , EN} of pairwise disjoint Borel subsets of σS(T ) and q1, . . . , qN ∈ H
such that x =
∑N
j=1 χEj (T )uqj. Indicate by Hu the closure of Hu in H. Let
µu : B(σS(T )) −→ R+ be the finite positive regular Borel measure of σS(T ) sending
E into 〈u|χE(T )u〉 = ‖χE(T )u‖2 (see point (d) of Theorem 5.6). Define the vector
subspace L2u of L
2(σS(T ),H;µu) analogous to Hu: a function f : σS(T ) −→ H be-
longs to L2u if it can be represented as a finite sum
∑M
j=1 χFjpj , where F1, . . . , FM
are pairwise disjoint Borel subsets of σS(T ) and p1, . . . , pM are quaternions.
We subdivide the remainder of this proof into two steps.
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Step I. First, suppose that Hu = H for some fixed u ∈ H. Let V : L2u −→ H be
the map defined as follows:
(5.14) V (f) :=
N∑
j=1
χEj (T )uqj if f =
N∑
j=1
χEjqj .
It is quite easy to verify that V is well–defined; that is, V (f) depends only on f ,
and not on its representation
∑N
j=1 χEjqj . Moreover, it is evident that V is right
H–linear. Let us prove that V is isometric. Bearing in mind that χEjχEk = χEj if
j = k and χEjχEk = 0 for j 6= k, we infer that∥∥∥∥∥∥
N∑
j=1
χEjqj
∥∥∥∥∥∥
2
L2
=
∫
σS(T )
N∑
j,k=1
χEjχEk dµu qjqk =
=
∫
σS(T )
N∑
j=1
χEj |qj |2 dµu =
N∑
j=1
|qj |2µ(Ej).
Since χEj (T )χEk(T ) = (χEjχEk)(T ), we have that χEj (T )χEk(T ) = χEj (T ) if
j = k and χEj (T )χEk(T ) = 0 for j 6= k. It follows that∥∥∥∥∥∥
N∑
j=1
χEj (T )uqj
∥∥∥∥∥∥
2
H
=
N∑
j,k=1
〈
χEj (T )uqj
∣∣χEk(T )uqk〉 =
=
N∑
j,k=1
qj
〈
u
∣∣χEj (T )χEk(T )u〉 qk =
=
N∑
j=1
qj
〈
u
∣∣χEj (T )u〉 qj = N∑
j=1
|qj |2
〈
u
∣∣χEj (T )u〉 =
=
N∑
j=1
|qj |2µu(Ej) =
∥∥∥∥∥∥
N∑
j=1
χEjqj
∥∥∥∥∥∥
2
L2
.
Observe that L2u is dense in L
2(σS(T ),H;µu). Indeed, if f =
∑3
a=0 faea is a func-
tion in L2(σS(T ),H;µu), then we can apply Theorem 1.17 of [30] to each component
fa of f , obtaining a sequence of L
2
u which converges to f in L
2(σS(T ),H;µu). Bear-
ing in mind that V is isometric and its range is dense in H by hypothesis, we have
that V uniquely extends to an isometric isomorphism U : L2(σS(T ),H;µu) −→ H.
The construction also implies that
(5.15)
(
U−1χE(T )U
)
(χF ) = χEχF if E,F ∈ B(σS(T )).
Indeed, we have:
χE(T )(U(χF )) = χE(T )χF (T )u = (χEχF )(T )u = U(χEχF ).
By combining Theorem 1.17 in [30] and point (f) of Theorem 5.6, we obtain at once
that
(U−1f(T )U)(χF ) = f χF if f ∈M(σS(T ),R).
Finally, making use again of Theorem 1.17 of [30], we obtain that
(U−1f(T )U)g = fg µu–a.e. in σS(T )
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for every f ∈M(σS(T ),R) and for every g ∈ L2(σS(T ),H;µu).
Fix  ∈ S and define the operator Y ∈ B(L2(σS(T ),H;µu)) by setting Y g :=  g.
Evidently, −Y Y is the identity of L2(σS(T ),H;µu). Furthermore, we have that
Y ∗ = −Y . Indeed, it holds:(f |Y g) = ∫σS(T ) fg µu = − ∫σS(T ) fg µu = (−Y f |g)
for every f, g ∈ L2(σS(T ),H;µu). Define J ∈ B(H) as follows: J := UY U−1.
It follows that JJ = −I and, it being U isometric, J∗ = −J . Let now f ∈
M(σS(T ),R). Since f is real–valued, we have that Y f = f = f and hence
(U−1Jf(T )U)(g) = (Y U−1f(T )U)(g) = fg = fg =
= (U−1f(T )UY )(g) = (U−1f(T )JU)(g)
for every g ∈ L2(σS(T ),H;µu). It follows that J commutes with f(T ) for every
f ∈M(σS(T ),R). This proves the theorem if Hu = H for some u ∈ H.
Step II. Let us consider the case in which Hu 6= H for every u ∈ H. Since
H0 = {0}, we have that H 6= {0}. Choose u ∈ H \ {0}. Observe that u = Iu =
1σS(T )(T )u = χσS(T )(T )u ∈ Hu. It follows that Hu 6= {0} and hence Hu 6= {0}.
Fix f ∈M(σS(T ),R). Let us show that
(5.16) f(T )(Hu) ⊂ Hu.
Let x =
∑N
j=1 χEj (T )uqj be an element of Hu and let {sn =
∑On
k=1 χFnkrnk}n∈N
be a bounded sequence of real simple functions on σS(T ) converging pointwisely to
f . By point (f) of Theorem 5.6, it follows that
f(T )(x) =
N∑
j=1
f(T )χEj(T )uqj =
N∑
j=1
(fχEj )(T )uqj =
N∑
j=1
(χEjf)(T )uqj =
=
N∑
j=1
χEj(T )f(T )uqj = lim
n→+∞
N∑
j=1
On∑
k=0
χEj (T )χFnk(T )uqjrnk =
= lim
n→+∞
N∑
j=1
On∑
k=0
χEj∩Fnk(T )uqjrnk
Since each
∑N
j=1
∑On
k=0 χEj∩Fnk(T )uqjrnk belongs to Hu, f(T )(x) belongs to Hu.
Now inclusion (5.16) follows by the continuity of f(T ). Combining (5.16) with the
fact that f(T ) is self–adjoint, we infer that f(T )(H⊥u ) ⊂ H⊥u . In this way, applying
Step I to the Hu’s, we see at once that, in order to complete the proof, it suffices
to show the existence of a subset {uℓ}ℓ∈Λ of H \ {0} such that H =
⊕
ℓ∈ΛHuℓ and
Huℓ ⊥ Huℓ′ for every ℓ, ℓ′ ∈ Λ with ℓ 6= ℓ′. However, this can be done by a standard
argument involving Zorn’s lemma. 
Remark 5.8. Let us focus on the proof of (b). Consider a function h ∈M(σS(T ),R)
with h(t)2 = 1 for every t ∈ σS(T ) and re–define (Y g)(x) := h(x)g(x) for every
g ∈ L2(σS(T ),H;µν). It easily arises that Y Y = −I and Y ∗ = −Y . Passing to
Hu, and finally to the whole H via Zorn’s lemma, one obtains other definitions of J
verifying all requirements in (b). Therefore, J turns out to be highly undetermined
by T .
5.4. The commuting operator J. We are eventually in a position to prove the
existence of an anti self–adjoint and unitary operator J , commuting with any given
normal operator T and with its adjoint T ∗.
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Theorem 5.9. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a normal
operator. Then there exists an anti self–adjoint and unitary operator J ∈ B(H) such
that
(5.17) TJ = JT, T ∗J = JT ∗
and
(5.18) T = (T + T ∗)
1
2
+ J |T − T ∗|1
2
.
In particular, J is uniquely determined by T on Ker(T − T ∗)⊥ and the operators
(T + T ∗)12 , |T − T ∗| 12 and J commute mutually.
Proof. Since T is normal, it is easy to verify that both the operators T and T ∗
preserve the decomposition H = Ker(T −T ∗)⊕Ker(T −T ∗)⊥. Furthermore, T and
T ∗ coincide with the self–adjoint operator (T + T ∗)12 on Ker(T − T ∗). Denote by
T ′ ∈ B(Ker (T −T ∗)) the self–adjoint operator of Ker(T −T ∗) obtained restricting
(T + T ∗)12 . Let J0 be the operator obtained applying Theorem 5.1 to T . Since J0
preserves the above–mentioned decomposition of H, it is anti self–adjoint, unitary
on Ker(T − T ∗)⊥ and satisfies (5.1), in order to complete the proof, it suffices to
find an anti self–adjoint unitary operator J ′0 inB(Ker(T−T ∗)) commuting with T ′.
Indeed, if one has such an operator J ′0, then J := J
′
0⊕J0 has the desired properties.
On the other hand, J ′0 is an operator given by point (b) of Theorem 5.7, applied to
T ′ with f equal to the inclusion map σS(T
′) →֒ R. 
Remark 5.10. If Ker(T − T ∗) is not trivial, differently from J0, the operator J
cannot commute with every operator commuting with T −T ∗. Otherwise, J would
preserve Ker(T − T ∗) and the restriction J ′ of J from Ker(T − T ∗) to itself would
be an anti self–adjoint and unitary operator in B(Ker(T − T ∗)), commuting with
every element of B(Ker(T − T ∗)). As one can easily prove, there are no operators
with these properties in B(Ker(T −T ∗)). Finally, we stress that, as a consequence
of Remark 5.8, J ′0 is highly undetermined from T and that indeterminacy affect the
definition of J itself.
To go on, we need a relevant notion we shall extensively use in the remainder of
the paper. Recall that, given a subset K of C, we define the circularization ΩK of
K (in H ) by setting
(5.19) ΩK := {α+ β ∈ H |α, β ∈ R, α+ iβ ∈ K,  ∈ S}.
In the following, we denote by σ(B) and ρ(B) the standard spectrum and resol-
vent set of a bounded operator B of a complex Hilbert space, respectively.
Proposition 5.11. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a nor-
mal operator, let J ∈ B(H) be an anti self–adjoint and unitary operator satisfying
(5.17), let ı ∈ S and let HJı± be the complex subspaces of H associated with J and ı
(see Definition 3.6). Then we have that
(a) T (HJı+ ) ⊂ HJı+ and T ∗(HJı+ ) ⊂ HJı+ .
Moreover, if T |HJı
+
and T ∗|HJı
+
denote the Cı–complex operators in B(H
Jı
+ ) obtained
restricting respectively T and T ∗ to HJı+ , then it holds:
(b) (T |HJı
+
)∗ = T ∗|HJı
+
.
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(c) σ(T |HJı
+
) ∪ σ(T |HJı
+
) = σS(T ) ∩Ci. Here σ(T |HJı
+
) is considered as a subset
of Cı via the natural identification of C with Cı induced by the real vector
isomorphism C ∋ α+ iβ 7→ α+ ıβ ∈ Cı.
(d) σS(T ) = ΩK, where K := σ(T |HJı
+
).
An analogous statement holds for HJı− .
Proof. Recall that HJı+ = {u ∈ H | Ju = uı}. Let u ∈ HJı+ . Since J commute with
both T and T ∗, we have that J(Tu) = TJu = (Tu)ı and J(T ∗u) = T ∗Ju = (T ∗u)ı;
that is, Tu, T ∗u ∈ HJı+ . Bearing in mind Lemma 3.9, it follows immediately that
T+ := T |HJı
+
and T ∗|HJı
+
belongs to B(HJı+ ), and (b) holds true.
Let us pass to prove the following equality
ρS(T ) ∩ Cı = ρ(T |HJı
+
) ∩ ρ(T |HJı
+
),
which is equivalent to (c). Let q ∈ ρS(T ) ∩ Cı. Since J commutes with ∆q(T )
and ∆q(T ) admits inverse in B(H), it follows that J commutes also with ∆q(T )
−1
and hence the restriction ∆q(T )+ of ∆q(T ) from H
Jı
+ into itself is a well–defined
invertible operator in B(HJı+ ). If I+ denotes the identity operator on H
Jı
+ , then
∆q(T )+ = (T+ − I+q)(T+ − I+q) in B(HJı+ ). Since ∆q(T )+ is invertible and the
operators ∆q(T )+, T+− I+q and T+− I+q commute with each other, we infer that
both T+− I+q and T+− I+q are invertible in B(HJı+ ). In other words, q belongs to
ρ(T |HJı
+
) ∩ ρ(T |HJı
+
). This proves the inclusion ρS(T ) ∩ Cı ⊂ ρ(T |HJı
+
) ∩ ρ(T |HJı
+
).
Let us prove the converse inclusion. Fix q ∈ ρ(T |HJı
+
) ∩ ρ(T |HJı
+
). The operators
(T |HJı
+
− I+q)−1 and (T |HJı
+
− I+q)−1 exist in B(HJı+ ). Their product is the inverse
of ∆q(T )+. Points (a) and (f) of Proposition 3.11 immediately imply that ∆q(T )
is invertible in B(H), so that q ∈ ρS(T ). Point (c) is proved.
Finally, (d) is a straightforward consequence of (c) and of definition (5.19). 
Denote by R[X,Y ] the ring of real polynomials in the indeterminates X and Y .
As in the case of the ring R[X ] considered in Section 2.3, we write the polynomials
in R[X,Y ] with coefficients on the right. In this way, given Q ∈ R[X,Y ], we
have that Q(X,Y ) =
∑
(h,k)∈Q X
hY krhk for some non–empty subset Q of N× N,
where the rhk’s are real numbers. If A,B ∈ B(H), then we define the operator
Q(A,B) ∈ B(H) by setting
(5.20) Q(A,B) =
∑
(h,k)∈Q
AhBkrhk.
Corollary 5.12. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a normal
operator, let J ∈ B(H) be an anti self–adjoint and unitary operator satisfying (5.17)
and (5.18), let ı ∈ S and let Q ∈ R[X,Y ] be a polynomial such that Q(α, β) = 0 if
α+ ıβ ∈ σS(T ). Define A := (T + T ∗)12 and B := |T − T ∗| 12 . Then Q(A,B) is the
null operator in B(H).
Proof. Firstly, we observe that the operator F := Q(A,B) is self–adjoint and com-
mutes with J . By applying the spectral radius formula (see (4.3)) and point (c) of
Proposition 5.11 to F , we obtain that
‖F‖ = sup
{
|q| ∈ R+
∣∣∣ q ∈ σ(F |HJı
+
)
}
,
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where F |HJı
+
denotes the operator in B(HJı+ ) obtained restricting F to H
Jı
+ . Points
(a) and (b) of Proposition 5.11 imply that the restrictions A|HJı
+
of A to HJı+ and
B|HJı
+
of B to HJı+ define operators in B(H
Jı
+ ). Moreover, we have that A|HJı
+
=(
T |HJı
+
+ (T |HJı
+
)∗
)
1
2 and B|HJı+ =
(
T |HJı
+
− (T |HJı
+
)∗
)
1
2ı . The latter equality follows
from the definition of HJı+ (see Definition 3.6) and from the fact that B is equal to
−J(T − T ∗)12 . In this way, if f : σ(F |HJı+ ) −→ R denotes the polynomial function
sending α + ıβ into Q(α, β), then the continuous functional calculus theorem for
complex normal operators (see [30, 28, 25]) ensures that F |HJı
+
= f(A|HJı
+
, B|HJı
+
)
and σ(F |HJı
+
) = f(σ(T |HJı
+
)). By hypothesis, we know that f(σ(T |HJı
+
)) = {0}. It
follows that σ(F |HJı
+
) = {0} and hence ‖F‖ = 0; that is, F = 0, as desired. 
In the following define C+ı := {q ∈ H |q = α+ ıβ , α, β ∈ R , β ≥ 0} and, similarly,
C−ı := {q ∈ H | q = α+ ıβ , α, β ∈ R , β ≤ 0}. We have:
Corollary 5.13. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a normal
operator, let J ∈ B(H) be an anti self–adjoint and unitary operator satisfying (5.17)
and (5.18), and let ı ∈ S. Then it holds:
(5.21) σ(T |HJı
+
) = σS(T ) ∩ C+ı , σ(T |HJı
−
) = σS(T ) ∩ C−ı
and hence
(5.22) σ(THJı
+
) = σ(T |HJı
−
).
Proof. Let A := (T + T ∗)12 and B := |T − T ∗| 12 , so that T = A + JB. Denote
by T±, A± and B± the operators in B(H
Jı
± ) obtained restricting T , A and B
to HJı± , respectively. Observe that T± = A± ± B±ı and B± ≥ 0, because B is so.
Therefore, the spectral theorem for self–adjoint operators in complex Hilbert spaces
[31, 25] implies that σ(B±) ⊂ R+. Let f± : σ(T±) −→ Cı be the continuous Cı–
complex function sending α+ ıβ into β. It follows that B± = f±(±T±), where the
right–hand side is defined in the standard sense by means of continuous functional
calculus for normal operators in complex Hilbert spaces [31, 25]. Moreover, using
again the spectral theory in complex Hilbert spaces, we infer that f±(σ(±T±)) =
σ(f±(±T±)). In particular, we have:
±f±(σ(T±)) = f±(σ(±T±)) = σ(f±(±T±)) = σ(B±)
and hence ±f±(σ(T±)) ⊂ R+. The latter inclusion is equivalent to the following
two: σ(T |HJı
+
) ⊂ C+ı and σ(T |HJı
−
) ⊂ C−ı . By combining these inclusions with
Proposition 5.11(c), we immediately obtain equalities (5.21) and (5.22). 
5.5. Extension of J to a full left scalar multiplication of H. We conclude this
section by proving how it is possible to extend the operator J satisfying Theorem
5.9 to a full left scalar multiplication H ∋ q 7→ Lq of H in such a way that each Lq
commutes with (T + T ∗)12 and |T − T ∗| 12 .
Theorem 5.14. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a normal
operator and let ı ∈ S. Suppose that T decomposes as follows:
T = A+ JB,
where A and B are self–adjoint operators in B(H) and J ∈ B(H) is an anti self–
adjoint and unitary operator commuting with A and B (for example, one can
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choose J as in the statement of Theorem 5.9 and define A := (T + T ∗)12 and
B := |T − T ∗| 12). Then there exists a left scalar multiplication H ∋ q 7→ Lq of H
such that Lı = J and, for every q ∈ H, LqA = ALq and LqB = BLq.
Proof. Let N be a Hilbert basis of H and let H ∋ q 7→ Lq =
∑
z∈N zq〈z|·〉 be the left
scalar multiplication of H induced by N . Observe that, if S ∈ B(H) is an operator
such that 〈z|Sz′〉 ∈ R for every z, z′ ∈ N , then LqS = SLq. Indeed, if z′ ∈ N , one
has:
(LqS)(z
′) =
∑
z∈N
zq〈z|Sz′〉 =
∑
z∈N
z〈z|Sz′〉q = S(z′)q = S(z′q) = (SLq)(z′).
Thanks to this fact, it is sufficient to find a Hilbert basis N of H such that the
induced left scalar multiplication H ∋ q 7→ Lq has the following properties: Lı = J
and 〈z|Az′〉, 〈z|Bz′〉 ∈ R for every z, z′ ∈ N . Actually, it suffices to construct a
Hilbert basis N of the Cı–Hilbert space H
Jı
+ satisfying
(5.23) 〈z|A+z′〉, 〈z|B+z′〉 ∈ R if z, z′ ∈ N,
where A+ and B+ denote the operators in B(H
Jı
+ ) obtained restricting A and B to
H
Jı
+ , respectively. Indeed, by point (f) of Proposition 3.8, N is also a Hilbert basis
of H and J =
∑
z∈N zı〈z|·〉. Let T+ ∈ B(HJı+ ) be the normal operator obtained
restricting T to HJı+ . Observe that A+ and B+ are self–adjoint commuting operators
and T+ = A+ + ıB+ in B(H
Jı
+ ). From the Spectral Representation Theorem (see
Chap.X, sec.5 of [10]), there exists an orthogonal decomposition
⊕
ℓ∈ΛHℓ of H
Jı
+
into closed subspaces and, for every ℓ ∈ Λ, a positive σ–additive Borel measure µℓ
on σ(T+) and an isometric isomorphism Uℓ from L
2
ℓ := L
2(σ(T+),C;µℓ) to Hℓ such
that Hℓ is invariant under T+ and T
∗
+ (and thus under A+ and B+), and
(UℓT
(ℓ)
+ U
−1
ℓ )(fℓ)(x+ ıy) = (x+ ıy)fℓ(x+ ıy)
for every fℓ ∈ L2ℓ , where T (ℓ)+ is the restriction of T+ from Hℓ into itself. It follows
that
(U−1ℓ A
(ℓ)
+ Uℓ)(fℓ)(x + ıy) = xfℓ(x+ ıy)
and
(U−1ℓ B
(ℓ)
+ Uℓ)(fℓ)(x + ıy) = yfℓ(x+ ıy)
for every ℓ ∈ Λ and fℓ ∈ L2ℓ , where A(ℓ)+ and B(ℓ)+ denotes the restrictions of A+
and B+ from Hℓ into itself.
Fix ℓ ∈ Λ and define the operators A′ := U−1ℓ A(ℓ)+ Uℓ and B′ := U−1ℓ B(ℓ)+ Uℓ
in B(L2ℓ ). Let Pℓ be the set of all orthonormal subsets F of L2ℓ such that each
function in F is real–valued. Equip Pℓ with the partial ordering induced by the
inclusion. Since Pℓ is non–empty and inductive, Zorn’s lemma ensures the existence
of a maximal element Mℓ of Pℓ. Let us prove that Mℓ is an Hilbert basis of L2ℓ .
Let g ∈ L2ℓ such that g ⊥Mℓ in L2ℓ ; that is, it holds:
0 =
∫
σ(T+)
gf dµℓ =
∫
σ(T+)
Re(g)f dµℓ − ı
∫
σ(T+)
Im(g)f dµℓ
for each f ∈ Mℓ. It follows that Re(g) ⊥ Mℓ and Im(g) ⊥ Mℓ. By the maximality
of Mℓ, we infer that Re(g) = 0 = Im(g) and hence g = 0, as desired. Observe that,
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for every f, f ′ ∈ L2ℓ , we have:
(5.24)
∫
σ(T+)
f(A′f ′) dµℓ =
∫
σ(T+)
xf(x+ ıy)f ′(x + ıy) dµℓ ∈ R
and
(5.25)
∫
σ(T+)
f(B′f ′) dµℓ =
∫
σ(T+)
yf(x+ ıy)f ′(x + ıy) dµℓ ∈ R.
Define Nℓ := U(Mℓ) for every ℓ ∈ Λ and N :=
⋃
ℓ∈ΛNℓ. The reader observes
that, given any ℓ ∈ Λ, (5.24) and (5.25) are equivalent to (5.23) with z, z′ ∈ Nℓ.
On the other hand, by construction, if ℓ, ℓ′ ∈ Λ with ℓ 6= ℓ′, z ∈ Nℓ and z′ ∈ Nℓ′ ,
then 〈z|A′z′〉 = 0 = 〈z|B′z′〉. This implies (5.23) and completes the proof. 
As a consequence, we obtain:
Corollary 5.15. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a
normal operator. Then there exists a unitary operator U : H −→ H such that
UTU∗ = T ∗.
Proof. Decompose T as in Theorem 5.9: T = (T + T ∗)12 + J |T − T ∗| 12 . Define
A := (T + T ∗)12 and B := |T − T ∗| 12 . Choose ı ∈ S. By Theorem 5.14, there exists
a left scalar multiplication H ∋ q 7→ Lq of H such that Lı = J and, for every q ∈ H,
LqA = ALq and LqB = BLq. Let p ∈ S such that pıp = −ı. Define U := Lp. It
holds:
UTU∗ = U(A+ JB)U∗ = LpALp + LpJLpLpBLp =
= A+ LpıpB = A+ L−ıB = A− JB = T ∗.
The proof is complete. 
We remind the reader that the preceding result is false in the complex setting:
if H is a complex Hilbert space and T is the normal operator on H obtained
multiplying the identity operator by i, then it is immediate to verify that there
does not exist any unitary operator U on H such that UTU∗ = T ∗.
6. Relevant C∗-algebras of slice functions
Throughout this section, K will denote a non–empty subset of C, invariant under
complex conjugation.
6.1. Slice functions. We recall basic definitions and results concerning slice func-
tions, taking [20] and [19] as references.
Consider the complexification HC := H⊗R C of H. We represent the elements w
of HC by setting w = q + ip with q, p ∈ H, where i2 = −1. The product of HC is
given by the following equality:
(6.1) (q + ip)(q′ + ip′) = qq′ − pp′ + i(qp′ + pq′).
Let us introduce the notion of stem function on K.
Definition 6.1. Let F : K −→ HC be a function and let F1, F2 : K −→ H be
the components of F = F1 + iF2. We say that F is a stem function on K if
(F1, F2) forms an even–odd pair with respect to the imaginary part of z ∈ C; that
is, F1(z¯) = F1(z) and F2(z) = −F2(z) for every z ∈ K.
If F1 and F2 are continuous, then F is called continuous.
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Remark 6.2. Given w = q + ip ∈ HC, denote by w the element q − ip of HC. It is
immediate to verify that a function F : K −→ HC is a stem function if and only if
it is complex–intrinsic; that is, F (z) = F (z) for every z ∈ K such that z ∈ K.
As discussed in Remark 2.1(3), the quaternions have the following two properties,
which describe their “slice” nature:
• H = ⋃∈SC,
• C ∩Cκ = R for every , κ ∈ S with  6= ±κ.
In this way, every q ∈ H can be written as follows:
q = α+ β for some α, β ∈ R and  ∈ S.
If q ∈ R, then α = q, β = 0 and  is an arbitrary element of S. If q ∈ H \R, then q
belongs to a unique “slice complex plane” C and hence q has only two expressions:
(6.2) q = α+ β = α+ (−)(−β),
where α = Re(q), β = ±|Im(q)| and  = ±Im(q)/|Im(q)|.
Recall the definition of circularization ΩK of K given in (5.19):
ΩK := {α+ β ∈ H |α, β ∈ R, α+ iβ ∈ K,  ∈ S}.
We are now in position to define slice functions.
Definition 6.3. Each stem function F = F1 + iF2 : K −→ HC on K induces a
(left) slice function I(F ) : ΩK −→ H on ΩK as follows: if q = α+ β ∈ ΩK for some
α, β ∈ R and  ∈ S, then
I(F )(q) := F1(z) + F2(z) if z = α+ iβ ∈ K.
If F is continuous, then f is called continuous slice functions on ΩK. We denote
by S(ΩK,H) the set of all continuous slice functions on ΩK.
The notion of slice function I(F ) just given is well–posed. Indeed, if q ∈ R, then
F2(z) = 0 and hence I(F )(q) = F1(q), independently from the choice of  in S.
Moreover, if q belongs to H \ R and has expressions (6.2), then it holds:
I(F )(α + (−)(−β)) = F1(z) + (−)F2(z) = F1(z) + F2(z) = I(F )(α+ β),
where z = α+ iβ.
Remark 6.4. (1) Every slice function is induced by a unique stem function. Indeed,
if f is induced by some stem function F1+ iF2,  is a fixed element of S, z = α+ iβ
is an arbitrary point of K and q := α+ β ∈ ΩK, then F1(z) = 12 (f(q) + f(q)) and
F2(z) = − 12 (f(q) − f(q)). It follows that f satisfies the following representation
formula:
f(α+ ıβ) = 12 (f(q) + f(q))− ı 12 (f(q)− f(q))
for every ı ∈ S (see Subsection 3.3 of [20] for details). As an immediate consequence,
we infer that, if two slice functions on ΩK coincide on ΩK ∩C for some  ∈ S, then
they coincide on the whole ΩK.
(2) All continuous slice functions f : ΩK −→ H are continuous in the usual
topological sense (see Proposition 7(1) of [20]); that is, S(ΩK,H) ⊂ C (ΩK,H).
(3) Given n ∈ N and a ∈ H, the function C ∋ z 7→ zna = Re(zn)a+ iIm(zn)a ∈
HC is a stem function inducing the slice function H ∋ q 7→ qna ∈ H. It follows
that all polynomial functions
∑d
h=0 q
hah on H and all convergent power series∑
h∈N q
hah on some ball of H are slice functions.
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The pointwise product of slice functions is not necessarily a slice function. On
the contrary, as it is immediate to see, if F = F1+ iF2 and G = G1+ iG2 are stem
functions, then their product
(6.3) FG = (F1G1 − F2G2) + i(F1G2 + F2G1)
is again a stem function. This suggests a natural way to define the product of slice
functions.
Definition 6.5. Given two slice functions f = I(F ) and g = I(G) on ΩK, we
define the slice product f · g of f and g as the slice function I(FG) on ΩK.
Remark 6.6. The slice product defines an operation on S(ΩK,H). Indeed, for-
mula (6.3) ensures that the product of two continuous stem functions is again a
continuous stem function.
Let us define the H–intrinsic and C–slice functions.
Definition 6.7. Let F = F1 + iF2 be a stem function on K and let f : ΩK −→ H
be the slice function induced by F . We say that f is a H–intrinsic slice function
if f(q) = f(q) for every q ∈ ΩK. This is equivalent to require that F1 and F2 are
real–valued (see Lemma 6.8 below). For this reason, we denote by SR(ΩK,H) the
subset of S(ΩK,H) consisting of all continuous H–intrinsic slice functions on ΩK.
Given  ∈ S, we say that f is a C–slice function if F1 and F2 are C–valued. We
denote by SC(ΩK,H) the subset of S(ΩK,H) consisting of all continuous C–slice
functions on ΩK.
We underline that, in Definition 10 of [20], H–intrinsic slice functions are called
real slice functions.
Evidently, SR(ΩK,H) ⊂ SC(ΩK,H) for every  ∈ S.
H–intrinsic slice functions have nice characterizations.
Lemma 6.8. Given a slice function f = I(F1 + iF2) : ΩK −→ H, the following
three conditions are equivalent:
(i) f is H–intrinsic.
(ii) F1 and F2 are real–valued.
(iii) f(ΩK ∩C) ⊂ C for every  ∈ S.
Proof. The equivalence of conditions (ii) and (iii) is proved in Proposition 10 of
[20]. In this way, in order to complete the proof, it suffices to show that (i) is
equivalent to (ii). Let F = F1 + iF2 be the stem function inducing f , let  ∈ S, let
q = α+ β ∈ ΩK for some α, β ∈ R and let z := α+ iβ ∈ K. If (ii) holds, then we
have:
f(q) = F1(z) + F2(z) = F1(z)− F2(z) = f(q).
This proves implication (ii) =⇒ (i). Assume now that f is H–intrinsic. Let
F 02 (z), F
1
2 (z) ∈ R, ı ∈ S and p ∈ ΩK such that F2(z) = F 02 (z) + ıF 12 (z) and
p = α+ ıβ. Since
F1(z)− ıF2(z) = f(p) = f(p) = F1(z)− F2(z)ı,
we infer that
F1(z)− F1(z) = ıF2(z)− F2(z)ı = −2F 12 (z) ∈ Im(H) ∩R = {0}.
It follows that F1(z) ∈ R, F 12 (z) = 0 and hence F2(z) ∈ R as well. 
QUATERNIONIC SLICE FUNCTIONAL CALCULUS 53
Now we introduce the notion of circular slice function.
Definition 6.9. A slice function I(F1+ iF2) on ΩK is called circular slice function
if F2 vanishes on the whole K. We denote by Sc(ΩK,H) the subset of S(ΩK,H)
consisting of all continuous circular slice functions on ΩK.
Lemma 6.10. Given a slice function f : ΩK −→ H, the following two conditions
are equivalent:
(i) f is a circular slice function.
(ii) f(q) = f(q) for every q ∈ ΩK.
Proof. The implication (i) =⇒ (ii) is evident. Let F1 + iF2 : K −→ H be the stem
function inducing f . Suppose that (ii) holds. Then, for every α, β ∈ R and ı ∈ S
with q := α+ ıβ ∈ ΩK, we have that
F1(α, β) − ıF2(α, β) = f(q) = f(q) = F1(α, β) + ıF2(α, β)
or, equivalently, ıF2(α, β) = 0. It follows immediately that F2 is null and hence
f ∈ Sc(ΩK,H). 
Given a basis of H, the functions in S(ΩK,H), and hence in SC(ΩK,H) and in
Sc(ΩK,H), can be expressed in terms of functions in SR(ΩK,H) as follows.
Lemma 6.11. Let {1, , κ, δ} be a basis of H. Then the map(SR(ΩK,H))4 ∋ (f0, f1, f2, f3) 7→ f0 + f1+ f2κ+ f3δ ∈ S(ΩK,H)
is bijective. In particular, it follows that, given any f ∈ S(ΩK,H), there exist, and
are unique, f0, f1, f2, f3 ∈ SR(ΩK,H) such that
(6.4) f = f0 + f1+ f2κ+ f3δ.
Moreover, it holds:
(a) If  ∈ S, then f belongs to SC(ΩK,H) if and only if f2 = f3 = 0.
(b) f belongs to Sc(ΩK,H) if and only if f0, f1, f2 and f3 are real–valued.
Proof. Let {fℓ = I(F ℓ1 + iF ℓ2 )}3ℓ=0 be H–intrinsic slice functions in SR(ΩK,H) and
let f : ΩK −→ H be the continuous slice function f := f0 + f1+ f2κ+ f3δ. Define
the function F : K −→ HC by setting
F := (F 01 + F
1
1 + F
2
1 κ+ F
3
1 δ) + i(F
0
2 + F
1
2 + F
2
2 κ+ F
3
2 δ).
It is immediate to verify that F is the (unique) stem function inducing the slice
function f0+f1+f2κ+f3δ = f . Thanks to the uniqueness of F , it follows that the
map mentioned in the statement is injective. Let us prove that it is also surjective.
Let g be a slice function in S(ΩK,H) induced by the stem function G = G1 + iG2
and let {Gℓ1, Gℓ2}3ℓ=0 be the real–valued continuous functions on K such that
Gm = G
0
m +G
1
m+G
2
mκ+G
3
mδ if m ∈ {1, 2}.
Define the stem functions {Gℓ}3ℓ=0 on K and the H–intrinsic slice functions {gℓ}3ℓ=0
in SR(ΩK,H) by setting Gℓ := Gℓ1 + iGℓ2 and gℓ := I(Gℓ). Since I(G1) = g1,
I(G2κ) = g2κ, I(G3δ) = g3δ and G = G0 + G1 + G2κ + G3δ, we infer that
g = g0 + g1+ g2κ+ g3δ, which proves the desired surjectivity.
Point (a) and the fact that f0, f1, f2 and f3 are real–valued when f ∈ Sc(ΩK,H)
are easy consequences of the above argument. Finally, suppose that f0, f1, f2 and
f3 are real–valued. By Lemma 6.8, we know that fℓ(q) = fℓ(q) for every q ∈ ΩK
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and ℓ ∈ {0, 1, 2, 3}. It follows that f(q) = f(q) for every q ∈ ΩK. Now Lemma 6.10
ensures that f ∈ Sc(ΩK,H). 
Remark 6.12. The reader observes that, if f, g ∈ SR(ΩK,H), then f · g = g · f ∈
SR(ΩK,H). Indeed, if f is induced by F = F1 + iF2 and g by G = G1 + iG2 with
F1, F2, G1, G2 real–valued, then formula (6.3) ensures that also the components of
FG are real–valued and FG = GF . It is worth observing that, in this case, f · g
coincides with the pointwise product fg (see Remark 7 of [20] for details).
By similar considerations, we see that, if f, g ∈ Sc(ΩK,H), then f ·g ∈ Sc(ΩK,H)
and f · g = fg. However, in general, f · g is different from g · f .
Finally, if f, g ∈ SC(ΩK,H), then f · g ∈ SC(ΩK,H) and f · g = g · f . The first
assertion follows again from formula (6.3). The second is an immediate consequence
of the representation formula for slice functions and of the fact that f · g and g · f
coincide on ΩK ∩ C (see Remark 6.4(1)). Moreover, it is immediate to verify that
f · g coincides with fg on ΩK ∩ C, but they can be different outside C.
6.2. A quaternionic two-sided Banach unital C∗-algebra structure on HC.
Let us introduce a structure of quaternionic two–sided Banach unital C∗–algebra
on HC (see Section 3.2 for the definition). We need that structure later on.
Identify H with the subset {q+ip ∈ HC | p = 0} of HC and define the quaternionic
left and right multiplications (q, w) 7→ qw and (w, q) 7→ wq on HC via formula (6.1).
It is immediate to verify that the set HC, equipped with the usual sum, with these
left and right scalar multiplications and with product (6.1), is a quaternionic two–
sided algebra with unity 1. Define an involution w 7→ w∗ on HC by setting
(6.5) w∗ := q − ip if w = q + ip.
Observe that, given w = q + ip and y = q′ + ip′ in HC, it holds:
(wy)∗ = (qq′ − pp′)− i (qp′ + pq′) =
= (q′ q − p′ p)− i(p′ q + q′ p) = y∗w∗.(6.6)
It follows that the involution w 7→ w∗ is a ∗–involution on HC and hence, equipping
HC with such a
∗–involution, we obtain a quaternionic two–sided unital ∗–algebra.
Consider the function ‖ · ‖HC : HC −→ R+ defined by setting
(6.7) ‖w‖HC :=
(|q|2 + |p|2 + 2|Im(p q)|)1/2 if w = q + ip.
It is worth observing that ‖w∗‖HC = ‖w‖HC , since |Im(−pq)| = |Im(pq)|, and
(6.8) (|q|2 + |p|2)1/2 ≤ ‖w‖HC ≤ |q|+ |p| if w = q + ip.
Proposition 6.13. The following assertions hold.
(a) Given w = q+ ip ∈ HC, we have that ‖w‖HC = sup∈S |q+ p|. Moreover, if
Im(p q) = ıβ for some ı ∈ S and β ≥ 0, then ‖w‖HC = |q − ıp|.
(b) The function ‖·‖HC is a quaternionic Banach C∗–norm on HC. In this way,
the set HC, equipped with the usual sum, with the product defined in (6.1),
with the quaternionic left and right scalar multiplications induced by such
a product, with the ∗–involution defined in (6.5) and with the norm defined
in (6.7), is a quaternionic two–sided Banach C∗–algebra with unity 1.
Proof. (a) Let φ : HC −→ R+ be the function defined by setting φ(w) := ‖w‖2HC .
Fix w = q + ip ∈ HC. We must prove that φ(w) = sup∈S |q + p|2. If q = 0, then
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this is evident. Suppose that q 6= 0. Let α, β ∈ R and ı ∈ S such that β ≥ 0 and
p q = α+ ıβ. Observe that φ(w) = |q − ıp|2. Indeed, β = |Im(p q)| and it holds:
|q − ıp|2 = |q|−2 |(q − ıp)q¯|2 = |q|−2 ((|q|2 + β)2 + α2) =
= |q|−2 (|q|4 + |q|2|p|2 + 2β|q|2) = |q|2 + |p|2 + 2β = φ(w).
Moreover, for every  ∈ S, we have:
|q + p|2 = |q|2 + |p|2 + 2Re(p q) = |q|2 + |p|2 + 2Re((α+ ıβ)) =
= |q|2 + |p|2 + 2Re(ı)β ≤ |q|2 + |p|2 + 2β = φ(w).
It follows that φ(w) = sup∈S |q + p|2 = |q − ıp|2, as desired.
(b) Firstly, observe that formula (6.7) implies at once that ‖w‖HC = 0 if and
only if w = 0. The triangular inequality for ‖ · ‖HC is an immediate consequence of
point (a). It is evident that ‖1‖HC = 1. It is also easy to see that ‖w∗w‖HC = ‖w‖2HC .
Indeed, we have that ww∗ = |q|2 + |p|2 − 2iIm(p q) and hence (a) ensures that
‖ww∗‖HC = sup∈S
∣∣|q|2 + |p|2 + 2Im(p q)∣∣ =
= |q|2 + |p|2 + 2|Im(p q)| = ‖w‖2HC ,
and therefore also ‖w∗w‖HC = ‖w‖2HC .
Choose q′ ∈ H. It hold:
φ(wq′) = |qq′|2 + |pq′|2 + 2|Im(pq′q′ q)| =
= |q|2|q′|2 + |p|2|q′|2 + 2|Im(p q)| |q′|2 = φ(w)|q′|2
and
φ(q′w) = |q′q|2 + |q′p|2 + 2|Im(q′p q q′)| =
= |q′|2|q|2 + |q′|2|p|2 + 2|q′Im(p q)q′| =
= |q′|2|q|2 + |q′|2|p|2 + 2|q′|2|Im(p q)| = |q′|2φ(w).
This proves that ‖wq′‖HC = |q′|‖w‖HC = ‖q′w‖HC . In particular, it follows that
‖ · ‖HC is a norm on HC ≃ R4 ×R4 in the usual sense, and hence it is equivalent to
the euclidean one. This ensures that the metric on HC induced by such a norm is
complete.
Let p′ ∈ H and let y := q′ + ip′. In order to complete the proof, it remains to
show that ‖wy‖HC ≤ ‖w‖HC‖y‖HC or, equivalently, φ(wy) ≤ φ(w)φ(y). Bearing in
mind that φ(w) = |q|2 + |p|2 + 2|Im(p q)|, φ(y) = |q′|2 + |p′|2 + 2|Im(p′ q′)| and
φ(wy) = φ((qq′ − pp′) + i(qp′ + pq′)) =
= |qq′ − pp′|2 + |qp′ + pq′|2 + 2∣∣Im((qp′ + pq′)(q′ q − p′ p))∣∣,
an explicit computation gives that
φ(w)φ(y) − φ(wy) = 2(a− b) + 4|Im(p q)Im(p′ q′)| − 4Re(q Im(p′ q′) p),
where
a := |q|2|Im(p′ q′)|+ |p|2|Im(p′ q′)|+ |q′|2|Im(p q)|+ |p′|2|Im(p q)|,
b :=
∣∣q Im(p′ q′)q + p Im(p′ q′)p+ |q′|2 Im(p q) + |p′|2 Im(p q)∣∣
The triangular inequality implies that b ≤ a and hence
φ(w)φ(y) − φ(wy) ≥ 4|Im(p q)Im(p′ q′)| − 4Re(q Im(p′ q′) p).
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Let ı′ ∈ S and r ∈ R such that Im(p′ q′) = ı′r. Choose ′ ∈ S in such a way that
{1, ı′, ′, ı′′} is an orthonormal basis of H. Write pq = x0 + i′x1 + j′x2 + ı′′x3,
where x0, x1, x2, x3 ∈ R. By a direct computation, we obtain:
|Im(p q)Im(p′ q′)|2 − (Re(q Im(p′ q′) p))2 = r2(|Im(p q)|2 − Re(ı′p q)2) =
= r2
(
(x21 + x
2
2 + x
2
3)− x21
) ≥ 0.
It follows that φ(w)φ(y) − φ(wy) ≥ 0. 
6.3. C∗-algebra structures on slice functions. The aim of this section is to
define a structure of quaternionic two–sided Banach unital C∗–algebra on S(ΩK,H).
As a consequence, Sc(ΩK,H) will turn out to be a quaternionic two–sided Banach
unital C∗–subalgebra of S(ΩK,H). Furthermore, restricting the scalars to R and to
a fixed C, SR(ΩK,H) will be a commutative real Banach unital C∗–subalgebra of
S(ΩK,H) and SC(ΩK,H) will be a commutative C–Banach unital C∗–subalgebra
of S(ΩK,H). We refer again the reader to Section 3.2 for the definitions of this kind
of algebraic structures.
Let f = I(F ) and g = I(G) be slice functions in S(ΩK,H). The usual pointwise
sum f + g of f and g defines an element in S(ΩK,H), because F +G is continuous
and f + g = I(F ) + I(G) = I(F + G). Equip S(ΩK,H) with the slice product.
As observed in Remark 6.12, the slice product of functions in SR(ΩK,H) is again
a function in SR(ΩK,H) and coincides with the pointwise product. The same is
true for Sc(ΩK,H). The slice product defines an operation on SC(ΩK,H) as well.
Furthermore, the slice product on SR(ΩK,H) and on SC(ΩK,H) is commutative.
Let us define quaternionic left and right scalar multiplications (q, f) 7→ q · f and
(f, q) 7→ f · q on S(ΩK,H). Given q ∈ H, denote by cq : ΩK −→ H the function
constantly equal to q. Such a function belongs to S(ΩK,H). Indeed, it is the slice
function induced by the stem function on K constantly equal to q. For convenience,
denote c1 also by the symbol 1ΩK . Define:
(6.9) q · f := cq · f and f · q := f · cq,
where cq ·f and f ·cq are slice products. It is easy to see that f ·q coincides with the
pointwise scalar multiplication fq for every q ∈ H. If q ∈ R or f ∈ Sc(ΩK,H), then
also q · f is equal to the pointwise scalar multiplication qf . Otherwise, qf is not,
in general, a slice function and hence is different from q · f . It is immediate to see
that the set S(ΩK,H), equipped with the pointwise sum and with the left and right
scalar multiplications (6.9) is a quaternionic two–sided algebra with unity 1ΩK .
Let us introduce an involution f 7→ f∗ on S(ΩK,H). Fix a stem function F =
F1 + iF2 on K and define f := I(F ). Denote by F ∗ : K −→ HC the stem function
sending z into (F (z))∗, where (F (z))∗ is defined as in (6.5). More explicitly, we
have that F ∗ = F1 − iF2, where Fh : K −→ H is defined by setting Fh(z) := Fh(z)
with h ∈ {1, 2}. Define:
(6.10) f∗ := I(F ∗).
Let g be another function in S(ΩK,H). By (6.6), we infer that
(f · g)∗ = g∗ · f∗.
Given q ∈ H, it is easy to verify that (cq)∗ = cq. It follows that
(q · f)∗ = f∗ · q and (f · q)∗ = q · f∗.
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Since it is evident that (f + g)∗ = f∗ + g∗, the involution defined in (6.10) is a
∗–involution of S(ΩK,H).
The reader observes that, if f ∈ SR(ΩK,H) or f ∈ Sc(ΩK,H), then f∗ ∈
SR(ΩK,H) or f∗ ∈ Sc(ΩK,H), respectively. Moreover, in these cases, we have
that f∗ = f , where f : ΩK −→ H denotes the conjugated function sending q into
f(q). If f ∈ SC(ΩK,H), then F1 and F2 are C–valued and hence f∗ ∈ SC(ΩK,H).
Consider now the supremum norm ‖ · ‖∞ : S(ΩK,H) −→ R+ defined by setting
(6.11) ‖f‖∞ := sup
q∈ΩK
|f(q)|.
Thanks to point (a) of Proposition 6.13, we infer that
(6.12) ‖f‖∞ = sup
z∈K
‖F (z)‖HC .
The norm ‖ · ‖∞ is a quaternionic Banach C∗–norm on S(ΩK,H). To see this, we
must prove that the set S(ΩK,H), equipped with the distance induced by the norm
‖ · ‖∞, is a complete metric space. Let {fn = I(Fn)}n∈N be a Cauchy sequence
in S(ΩK,H). Thanks to (6.12), we have that {Fn}n∈N is a Cauchy sequence in
C (K,HC), where HC is equipped with the norm ‖ · ‖HC and C (K,HC) with the
corresponding supremum norm. Since C (K,HC) is a (real) Banach space, {Fn}n∈N
converges to some continuous stem function F on K. Using (6.12) again, we infer
that {fn}n∈N → I(F ) in S(ΩK,H). This shows the completeness of S(ΩK,H).
The above discussion proves the following basic result.
Theorem 6.14. The following assertions hold:
(a) The set S(ΩK,H), equipped with the pointwise sum, with the left and right
scalar multiplications defined in (6.9), with the slice product, with the ∗–
involution defined in (6.10) and with the supremum norm defined in (6.11),
is a quaternionic two–sided Banach C∗–algebra with unity 1ΩK .
(b) The set SR(ΩK,H) is a commutative real Banach unital C∗–subalgebra of
S(ΩK,H).
(c) Given  ∈ S, the set SC(ΩK,H) is a commutative C–Banach unital C∗–
subalgebra of S(ΩK,H).
(d) The set Sc(ΩK,H) is a quaternionic two–sided Banach unital C∗–subalgebra
of S(ΩK,H).
Remark 6.15. Thanks to point (a) of Proposition 6.13, it is immediate to verify
that ‖f‖∞ = supq∈ΩK∩C |f(q)| for every f ∈ SC(ΩK,H).
6.4. H-intrinsic polynomial density. Recall that R[X,Y ] denotes the ring of
real polynomials in the indeterminates X and Y , with coefficients on the right.
Let us introduce a particular class of H–intrinsic slice functions (see Definition
6.7).
Definition 6.16. Let g : ΩK −→ H be a slice function induced by the stem function
G = G1+ iG2 : K −→ HC. We say that g is a polynomial H–intrinsic slice function
on ΩK if there exist polynomials Q1 and Q2 in R[X,Y ] such that G1(z) = Q1(α, β)
and G2(z) = Q2(α, β) for every z = α + iβ ∈ K. We denote by PSR(ΩK,H) the
subset of SR(ΩK,H) consisting of all polynomial H–intrinsic slice functions on ΩK.
Remark 6.17. (1) In the preceding definition, it is always possible to assume that Q1
is even in Y and Q2 in odd in Y ; that is, Q1(X,−Y ) = Q1(X,Y ) and Q2(X,−Y ) =
−Q2(X,Y ) in R[X,Y ].
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(2) Bearing in mind points (1) and (3) of Remark 6.4, one can easily prove
that, if there exists a polynomial P ∈ R[X ] such that g(q) = P (q) on ΩK, then
g ∈ PSR(ΩK,H). However, in general, there exist functions in PSR(ΩK,H), which
cannot be expressed in this way. If K has an interior point in C, an example is
given by the polynomial H–intrinsic slice functions sending q ∈ ΩK into q ∈ H.
(3) It is easy to verify that PSR(ΩK,H) is a commutative real Banach unital
C∗–subalgebra of SR(ΩK,H).
We now prove a version of the Weierstrass approximation theorem for functions
in SR(ΩK,H).
Proposition 6.18. If K is a non–empty compact subset of C invariant under
complex conjugation, then PSR(ΩK,H) is dense in SR(ΩK,H).
Proof. Let f ∈ SR(ΩK,H) induced by the stem function F = F1 + iF2 and let ε
be a positive real number. By the Weierstrass approximation theorem, there exist
polynomials P1, P2 ∈ R[X,Y ] such that
sup
α+iβ∈K
|F1(α+ iβ)− P1(α, β)| < ε
2
and
sup
α+iβ∈K
|F2(α+ iβ)− P2(α, β)| < ε
2
.
Define Q1, Q2 ∈ R[X,Y ] by setting
Q1(X,Y ) :=
P1(X,Y ) + P1(X,−Y )
2
and
Q2(X,Y ) :=
P2(X,Y )− P2(X,−Y )
2
.
Evidently, Q1 is even in Y and Q2 is odd in Y . Moreover, given any z = α+iβ ∈ K,
it holds:
|F1(z)−Q1(α, β)| =
∣∣∣∣F1(z) + F1(z)2 − P1(α, β) + P1(α,−β)2
∣∣∣∣ =
=
∣∣∣∣F1(z)− P1(α, β)2 + F1(z)− P1(α,−β)2
∣∣∣∣ ≤
≤
∣∣∣∣F1(z)− P1(α, β)2
∣∣∣∣+ ∣∣∣∣F1(z)− P1(α,−β)2
∣∣∣∣ <
<
ε
4
+
ε
4
=
ε
2
.
Similarly, we have that |F2(z) − Q2(α, β)| < ε/2. Denote by g the function in
PSR(ΩK,H) induced by the stem function G = G1 + iG2 on K defined by setting
G1(z) := Q1(α, β) and G2(z) := Q2(α, β) if z = α+ iβ ∈ K.
Thanks to equality (6.12) and to the second inequality of (6.8), we obtain:
‖f − g‖∞ = sup
z∈K
‖F (z)−G(z)‖HC ≤
≤ sup
z∈K
(|F1(z)−G1(z)|+ |F2(z)−G2(z)|) < ε
2
+
ε
2
= ε.
The proof is complete. 
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7. Continuous slice functional calculus for normal operators
Throughout this final part, H will denote a fixed quaternionic Hilbert space and T
will be a fixed normal operator in B(H). We remind the reader that B(H) indicates
the set of all (bounded right H–linear) operators of H.
7.1. Polynomial H-intrinsic slice functions of a normal operator T . Define
the self–adjoint operator A ∈ B(H) and the positive operator B ∈ B(H) by setting
A := (T + T ∗)
1
2
and B := |T − T ∗|1
2
.
Theorem 5.9 ensures the existence of an anti self–adjoint and unitary operator
J ∈ B(H) such that
T = A+ JB,
A, B and J commute mutually,
J is uniquely determined by T on Ker(T − T ∗)⊥.(7.1)
The reader observes that T ∗ = A− JB and hence B = −J(T − T ∗)12 .
Denote by K the non–empty compact subset of C, invariant under complex
conjugation, such that
ΩK = σS(T ).
Definition 7.1. Let g ∈ PSR(σS(T ),H) be a polynomial H–intrinsic slice function
on σS(T ) and let G : K −→ HC be the stem function inducing g. Choose poly-
nomials Q1, Q2 ∈ R[X,Y ] such that G(α + iβ) = Q1(α, β) + iQ2(α, β) for every
α+ iβ ∈ K. We define the operator g(T ) ∈ B(H) by setting
(7.2) g(T ) := Q1(A,B) + JQ2(A,B).
The definition of g(T ) just given is consistent as we see in the next result.
Lemma 7.2. The definition of g(T ) given in (7.2) depends only on g and T , not
on the operator J and on the polynomials Q1 and Q2 we chose.
Proof. By Corollary 5.12, the operators Q1(A,B) and Q2(A,B) depend only on g
and T . It follows that the operator Q1(A,B) + JQ2(A,B) depends only on g, T
and J . Let us prove that it is independent from J . By Remark 6.17(1), we may
suppose that Q2 is odd in Y . In this way, we have that Q2(A,B) = CB for some
C ∈ B(H) and hence
Ker(T − T ∗) = Ker(B) ⊂ Ker(Q2(A.B)).
It follows that the operator JQ2(A,B) vanishes on Ker(T − T ∗) and hence it is
uniquely determined by T on Ker(T − T ∗). On the other hand, by (7.1), the
operator JQ2(A,B) = Q2(A,B)J is uniquely determined by T on Ker(T − T ∗)⊥
as well. This completes the proof. 
Proposition 7.3. For every g ∈ PSR(σS(T ),H), g(T ) is a normal operator in
B(H), which commutes with J and satisfies the following equalities:
(7.3) ‖g(T )‖ = ‖g‖∞
and
(7.4) σS(g(T )) = g(σS(T )).
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Proof. We begin as in the proof of Corollary 5.12. Since A∗ = A, B∗ = B, J∗ = −J
and A, B and J commute mutually, it is immediate to verify that g(T ) is a normal
operator in B(H) and J commutes with Q1(A,B), Q2(A,B) and hence with g(T ).
Fix ı ∈ S and identify C with Cı via the real isomorphism α + iβ 7→ α + ıβ.
Apply the spectral radius formula (see (4.3)) and Proposition 5.11(c) to g(T ). We
obtain that
(7.5) ‖g(T )‖ = sup
{
|q| ∈ R+
∣∣∣ q ∈ σ(g(T )|HJı
+
)}
,
where g(T )|HJı
+
denotes the operator in B(HJı+ ) obtained restricting g(T ) to H
Jı
+ .
Thanks to Proposition 5.11, we know that A(HJı+ ) ⊂ HJı+ and B(HJı+ ) ⊂ HJı+ .
Denote by A|HJı
+
and B|HJı
+
the operators in B(HJı+ ) obtained restricting A and B
to HJı+ , respectively. Bearing in mind that A = (T + T
∗)12 , B = −J(T − T ∗)12 and
Ju = uı for every u ∈ HJı+ , we infer that A|HJı
+
=
(
T |HJı
+
+ (T |HJı
+
)∗
)
1
2 , B|HJı+ =(
T |HJı
+
− (T |HJı
+
)∗
)
1
2ı and
(7.6) g(T )|HJı
+
= Q1
(
A|HJı
+
, B|HJı
+
)
+Q2
(
A|HJı
+
, B|HJı
+
)
ı.
Let G be the stem function on K inducing g and let Q1, Q2 ∈ R[X,Y ] be poly-
nomials such that G(α+ iβ) = Q1(α, β)+ iQ2(α, β) for every α+ iβ ∈ K. Consider
G as a continuous function from K ⊂ Cı to Cı by setting G(α+ ıβ) = g(α+ ıβ) =
Q1(α) + Q2(α, β) ı. Combining (7.6) with the continuous functional calculus the-
orem for complex normal operators (see [RudinARC,Analysisnow,Moretti), we see
at once that g(T )|HJı
+
= G(T |HJı
+
) and
(7.7) σ(g(T )|HJı
+
) = G(σ(T |HJı
+
)).
Thanks (7.5), (7.7) and Proposition 5.11(c), we infer that
‖g(T )‖ = sup
{
|G(α+ ıβ)| ∈ R+
∣∣∣α+ ıβ ∈ σ(T |HJı
+
)}
=
= sup
{(|Q1(α, β)|2 + |Q2(α, β)|2)1/2 ∈ R+∣∣∣ α+ ıβ ∈ σS(T ) ∩ Cı} =
= sup{|g(q)| ∈ R+ | q ∈ σS(T )} = ‖g‖∞.
Using (7.7) and Proposition 5.11(c) again, together with Lemma 6.8(ii) and with
the fact that G is the stem function inducing g, we obtain:
σS(g(T )) ∩ Cı = σ(g(T )|HJı
+
) ∪ σ(g(T )|HJı
+
) = G(σ(T |HJı
+
)) ∪G(σ(T |HJı
+
)) =
= G(σ(T |HJı
+
)) ∪G(σ(T |HJı
+
)) = G
(
σ(T |HJı
+
) ∪ σ(T |HJı
+
)
)
=
= g (σS(T ) ∩ Cı) = g(σS(T )) ∩ Cı.
Since σS(g(T )) and g(σS(T )) are both circular subsets of H, it follows that they
are equal. 
7.2. Continuous H-intrinsic slice functions of a normal operator T . In this
section, we assume that the set SR(σS(T ),H) is equipped with the commutative real
Banach unital C∗–algebra structure given in Theorem 6.14(b).
Furthermore, we consider B(H) as a real Banach C∗–algebra with unity I; that
is, B(H) is equipped with the pointwise sum, with the real scalar multiplication
defined in (2.8), with the composition as product, with the adjunction T 7→ T ∗ as
∗–involution and with the norm defined in (2.6).
QUATERNIONIC SLICE FUNCTIONAL CALCULUS 61
Theorem 7.4. There exists, and is unique, a continuous ∗–homomorphism
ΨR,T : SR(σS(T ),H) ∋ f 7→ f(T ) ∈ B(H)
of real Banach unital C∗–algebras such that:
(i) ΨR,T is unity–preserving; that is, ΨR,T (1σS(T )) = I.
(ii) ΨR,T (id) = T , where id : σS(T ) →֒ H denotes the inclusion map.
The following further facts hold true.
(a) If f ∈ SR(σS(T ),H) and J ∈ B(H) is an anti self–adjoint and unitary
operator satisfying (5.17) and (5.18), then ΨR,T (f) is normal and commutes
with J .
(b) ΨR,T is isometric; that is, ‖f(T )‖ = ‖f‖∞ for every f ∈ SR(σS(T ),H).
(c) For every f ∈ SR(σS(T ),H), the following continuousH–intrinsic slice spec-
tral map property holds:
σS(f(T )) = f(σS(T )).
Proof. Uniqueness of ΨR,T is simply proved. Suppose that ΨR,T exists. If Ψ :
SR(σS(T ),H) −→ B(H) is another continuous ∗–homomorphism satisfying (i) and
(ii), then it coincides with ΨR,T on PSR(σS(T ),H). On the other hand, thanks to
Proposition 6.18, the set PSR(σS(T ),H) is dense in SR(σS(T ),H) and hence, by
continuity, Ψ and ΨR,T coincide everywhere on SR(σS(T ),H).
Let us pass to prove the existence of ΨR,T . First, define the map
ψR,T : PSR(σS(T ),H) −→ B(H)
by setting ΨR,T (g) := g(T ) as in Definition 7.1. It is immediate to verify that
ψR,T is a unity–preserving
∗–homomorphism of real Banach unital ∗–algebras send-
ing id into T . Moreover, thanks to Proposition 7.3, ψR,T satisfies conditions
(a), (b) and (c) with “ΨR,T” and “f ∈ SR(σS(T ),R)” replaced by “ψR,T ” and
“g ∈ PSR(σS(T ),R)”, respectively. In particular, ψR,T is isometric and hence,
thanks to the density of PSR(σS(T ),H) in SR(σS(T ),H), it admits a unique exten-
sion ΨR,T defined on the whole SR(σS(T,H)). Evidently, by continuity, ΨR,T is a
∗–homomorphism of real Banach unital C∗–algebras, satisfying (a) and (b).
Let us show that ΨR,T verifies (c). Fix f ∈ SR(σS(T ),H). First, we prove that
f(σS(T )) ⊂ σS(f(T )). Choose q ∈ σS(T ) and a sequence {gn}n∈N in PSR(σS(T ),H)
converging to f . Observe that {gn(q)}n∈N → f(q) in H, {gn(T )}n∈N → f(T ) in
B(H) and hence {∆gn(q)(gn(T ))}n∈N → ∆f(q)(f(T )) in B(H). Recall that the set
S of operators in B(H), which do not admit a two–sided inverse in B(H), is closed
in B(H) (see Proposition 2.11(c)). By (7.4), each operator ∆gn(q)(gn(T )) belongs
to S . It follows that ∆f(q)(f(T )) ∈ S or, equivalently, f(q) ∈ σS(f(T )).
It remains to prove that σS(f(T )) ⊂ f(σS(T )). Let p 6∈ f(σS(T )). We must
show that p 6∈ σS(f(T )); that is, ∆p(f(T )) has a two–sided inverse in B(H). Let
∆p : H −→ H be the polynomial real function sending q into q2 − q(p + p) + |p|2.
The continuous H–intrinsic slice function f on σS(T ) and ∆p can be composed, and
the composition is still a continuous H–intrinsic slice function ∆pf : σS(T ) −→ H.
Indeed, if F is the stem function inducing f , then ∆pf is induced by the stem
function ∆pF := F
2 − F (p + p) + |p|2. The function ∆pf is nowhere zero. Let us
prove this assertion. On the contrary, suppose that there exists y ∈ σS(T ) such
that ∆pf(y) = 0. This is equivalent to say that f(y) ∈ Sp. Since f is a H–intrinsic
slice function, it would follow that f(Sy) = Sp and hence, it being Sy ⊂ σS(T ),
we would infer that p ∈ f(σS(T )), which contradicts our hypothesis. Thanks to
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the fact that ∆pf is nowhere zero, we can define the function f
′ : σS(T ) −→ H
by setting f ′(q) := (∆pf(q))
−1. It is immediate to verify that f ′ is a continuous
H–intrinsic slice function, the one induced by the stem function sending z into the
inverse of ∆pF (z) in HC. Since ΨR,T is a unity–preserving homomorphism, we infer
that
(7.8) ∆p(f(T ))f
′(T ) = ∆pf(T )f
′(T ) = I = f ′(T )∆pf(T ) = f
′(T )∆p(f(T )).
This means that ∆p(f(T )) has a two–sided inverse in B(H), as desired. 
We conclude this section with two corollaries we will use later.
Corollary 7.5. Let H be a quaternionic Hilbert space, let T ∈ B(H) be a normal
operator, let J ∈ B(H) be an anti self–adjoint and unitary operator satisfying (5.17)
and (5.18), let ı ∈ S and let f ∈ SR(σS(T ),H). Denote by f |Cı : σ(T |HJı
+
) −→ Cı
the continuous function obtained restricting f . Then the restriction ΨR,T (f)|HJ,ı
+
of
ΨR,T (f) to H
J,ı
+ defines an operator in B(H
J,ı
+ ) and it holds:
ΨR,T (f)|HJ,ı
+
= f |Cı(T |HJı
+
),
where f |C(T |HJ
+
) indicates the operator in B(HJ+ ) defined in the framework of
standard continuous functional calculus in Cı–Hilbert spaces.
Proof. The fact that ΨR,T (f)|HJ,ı
+
is a well–defined operator in B(HJ,ı+ ) follows im-
mediately from Theorem 7.4(a) and Proposition 5.11. By Corollary 5.13, we know
that σ(T |HJı
+
) = σS(T ) ∩ C+ı . Let w ∈ C (σS(T ) ∩ C+ı ,Cı). Lemma 6.8 and the
representation formula for slice functions (see Remark 6.4(1)) imply the existence
and the unicity of a function W ∈ SR(σS(T ),H) such that W |σS(T )∩C+ı = w. Us-
ing again Theorem 7.4(a), we infer that the operator ΨR,T (W ) ∈ B(H) is normal
and J commutes both with ΨR,T (W ) and ΨR,T (W )
∗ = ΨR,T (W
∗). In this way,
Proposition 5.11 and Theorem 7.4 ensures that the map
C (σS(T ) ∩ C+ı ,Cı) ∋ w 7→ ΨR,T (W )|HJı
+
∈ B(HJı+ )
is a Cı–complex
∗–homomorphism, sending 1σS(T )∩C+ı into the identity operator on
H
Jı
+ and the inclusion map σS(T ) ∩ C+ı →֒ Cı into T |HJı
+
. By the uniqueness of
the continuous functional calculus ∗–homomorphism in Cı–Hilbert spaces, it holds:
ΨR,T (W )|HJı
+
= w(T |HJı
+
) for every w ∈ C (σS(T ) ∩ C+ı ,Cı), as desired. 
Corollary 7.6. Let J ∈ B(H) be an anti self–adjoint and unitary operator sati-
sfying (5.17) and (5.18), and let K ∈ B(H) be another anti self–adjoint and unitary
operator such that JK = −KJ and K commutes both with A = (T + T ∗)12 and
with B = |T − T ∗| 12 . Choose f ∈ SR(σS(T ),H) and define f(T ) := ΨR,T (f) and
f∗(T ) := ΨR,T (f
∗). Then it holds:
f(T )J = J f(T ),(7.9)
f(T )K = K f∗(T ).(7.10)
Proof. First, suppose that f = I(F1+iF2) ∈ PSR(σS(T ),H). Let Q1, Q2 ∈ R[X,Y ]
such that Fm(α, β) = Qm(α, β) for every m ∈ {1, 2} and (α, β) ∈ K, where K is
the subset of C, invariant under complex conjugation, such that ΩK = σS(T ). By
Definition 7.1 and Lemma 7.2, we have that f(T ) = Q1(A,B) + JQ2(A,B). Since
J and K commute both with A and with B, and JK = −KJ , equalities (7.9) and
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(7.10) are evident. Now the corollary follows immediately from Proposition 6.18
and from the continuity of ΨR,T (see Theorem 7.4). 
Remark 7.7. When T ∈ B(H) is self–adjoint, an easy inspection shows that the
functions of the operator T defined in Theorem 5.5 coincide with those defined in
Theorems 7.4.
7.3. Continuous C -slice functions of a normal operator T . We can pass to
discuss the analogue for continuous C–slice functions of what done for continuous
H–intrinsic slice functions.
Fix  ∈ S and equip SC(σS(T ),H) with the structure of commutative (two–sided)
C–Banach unital C
∗–algebra given in Theorem 6.14(c).
Recall that, given q ∈ C and f ∈ SC(σS(T ),H), the left and right scalar
multiplications q · f and f · q in SC(σS(T ),H) are defined as the slice products
q · f := cq · f and f · q := f · cq, where cq denotes the slice function on σS(T )
constantly equal to q. We know that q · f and f · q are equal and coincide with
the pointwise scalar product fq. In this way, taking into account only the right
scalar multiplication (f, q) 7→ f · q, we can consider SC(σS(T ),H) as a standard
commutative C–Banach unital C
∗–algebra.
Fix an anti self–adjoint and unitary operator J ∈ B(H) satisfying (5.17) and
(5.18). We remind the reader that condition (5.17) requires that J commute with
T and T ∗, and condition (5.18) imposes that T decomposes as follows: T = A+JB,
where A := (T + T ∗)12 and B := |T − T ∗| 12 .
Fix a left scalar multiplication H ∋ q 7→ Lq of H such that L = J . Such
a left scalar multiplication of H exists by Proposition 3.8(a) and makes B(H) a
quaternionic two–sided Banach unital C∗–algebra, via Theorem 3.4. Restricting
the scalars from H to C, one defines on B(H) a structure of two–sided C–Banach
unital C∗–algebra. It is important to observe that such a structure onB(H) depends
only on real scalar multiplication (2.8) and on J , and not on the fixed left scalar
multiplication H ∋ q 7→ Lq of H. Indeed, if q = α+ β ∈ C with α, β ∈ R, then it
holds:
qT = Tα+ J(Tβ) and Tq = Tα+ (Tβ)J.
Since J commutes with T , then qT = Tq for every q ∈ C and hence B(H) can
be considered as a standard C–Banach unital C
∗–algebra by taking into account
only the right scalar multiplication (T, α+ β) 7→ Tα+ (Tβ)J .
We assume that B(H) is equipped with that structure of C–Banach unital C
∗–
algebra.
We are now in a position to present our next result.
Theorem 7.8. There exists, and is unique, a continuous ∗–homomorphism
ΨC,T : SC(σS(T ),H) ∋ f 7→ f(T ) ∈ B(H)
of C–Banach unital C
∗–algebras such that:
(i) ΨC,T is unity–preserving; that is, ΨR,T (1σS(T )) = I.
(ii) ΨC,T (id) = T , where id : σS(T ) →֒ H denotes the inclusion map.
The following further facts hold true.
(a) ΨC,T extends ΨR,T in the following sense. Let f ∈ SC(σS(T ),H) and let
f0 and f1 be the unique functions in SR(σS(T ),H) such that f = f0 + f1
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(see Lemma 6.11). Then it holds:
(7.11) ΨC,T (f) = ΨR,T (f0) + ΨR,T (f1)J.
(b) For every f ∈ SC(σS(T ),H), ΨC,T (f) is normal and commutes with J .
(c) For every f ∈ SC(σS(T ),H), the following continuous C–slice spectral
map property holds:
σS(f(T )) = Ωf(σS(T )∩C+ ).
(d) ΨC,T is norm decreasing; that is, ‖f(T )‖ ≤ ‖f‖∞ if f ∈ SC(σS(T ),H).
More precisely, it holds:
(7.12) ‖f(T )‖ = ‖f |σS(T )∩C+ ‖∞
for every f ∈ SC(σS(T ),H).
(e) The kernel of ΨC,T consists of all functions in SC(σS(T ),H) vanishing on
σS(T )∩C+ . More precisely, a function f ∈ Ker(ΨC,T ) if and only if there
exists g ∈ C (σS(T ) ∩ C− ,C) with g|σS(T )∩R = 0 such that
f(α+ ıβ) =
1
2
(1 + ı) g(α− β)
for every α ∈ R, β ∈ R+ and ı ∈ S with α+ ıβ ∈ σS(T ).
Proof. We begin proving the uniqueness of ΨC,T . Assume that ΨC,T exists. Since
it is a C
∗–homomorphism satisfying (i) and (ii), if a function f = f0 + f1 in
SC(σS(T ),H) is decomposed as in (a), then one has ΨC,T (f) = ΨC,T (f0) +
ΨC,T (f1)J and then, by Theorem 7.4, ΨC,T (f0) = ΨR,T (f0) and ΨC,T (f1) =
ΨR,T (f1). It follows that ΨC,T is unique.
Concerning the existence, we have now a natural way to define ΨC,T :
ΨC,T (f) := ΨR,T (f0) + ΨR,T (f1)J
if f = f0 + f1 ∈ SC(σS(T ),H) with f0, f1 ∈ SR(σS(T ),H). Evidently, ΨC,T sati-
sfies (i), (ii) and (a). Denote ΨC,T (f) simply by f(T ) for every f ∈ SC(σS(T ),H).
Let us verify that ΨC,T is a C
∗–homomorphism. Fix two functions f = f0+f1
and g = g0 + g1 in SC(σS(T ),H) decomposed as in (a). For simplicity, denote
ΨR,T (f0) by f0(T ) and ΨR,T (f1) by f1(T ). It holds:
f · g = f0g0 + f0g1+ f1 ·  · g0 + f1 ·  · g1 ·  =
= f0g0 + f0g1+ f1g0+ f1 ·  ·  · g1 =
= (f0g0 − f1g1) + (f0g1 + f1g0)(7.13)
and hence, bearing in mind that ΨR,T is a real ∗–homomorphism satisfying point
(a) of Theorem 7.4, we have:
(f · g)(T ) = f0(T )g0(T )− f1(T )g1(T ) + f0(T )g1(T )J + f1(T )g0(T )J =
= f0(T )g0(T ) + f0(T )g1(T )J + f1(T )Jg0(T ) + f1(T )Jg1(T )J =
= (f0(T ) + f1(T )J)(g0(T ) + g1(T )J) = f(T )g(T ).
Let q = α + β ∈ C with α, β ∈ R. Replacing g with cq in (7.13), we obtain that
f · q = (f0α− f1β) + (f1α+ f0β). Since (f1(T )α)J = (f1(T )J)α and −f1(T )β =
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(f1(T )Jβ)J , we infer that
(f · q)(T ) = (f0(T )α− f1(T )β) + (f1(T )α+ f0(T )β)J =
= (f0(T ) + f1(T )J)α+
(
(f0(T ) + f1(T )J)β
)
J =
= f(T ) q.
It remains to show that ΨC,T preserves the
∗–involutions. Observe that f∗ =
f∗0 −  · f∗1 = f∗0 − f∗1 . Since f∗0 (T ) = f0(T )∗, f∗1 (T ) = f1(T )∗ and J commutes
with f∗1 (T ), we have that −f∗1 (T )J = (f1(T )J)∗ and hence
f∗(T ) = f∗0 (T )− f∗1 (T )J = (f0(T ) + f1(T )J)∗ = f(T )∗.
The operators f0(T ), f
∗
0 (T ), f1(T ), f
∗
1 (T ) and J commute mutually. This fact
implies at once that f(T ) is normal and commutes with J ; that is, (b) is proved.
Let us show (c). First, we need to show that
(7.14) f(T )|
H
J
+
= f |C(T |HJ
+
).
By Corollary 7.5, we have that f0(T )|HJ
+
= f0|C(THJ
+
) and f1(T )|HJ
+
= f1|C(THJ
+
),
where f0|C and f1|C denote the operators in B(HJ+ ) defined in the (standard)
functional calculus in C–Hilbert spaces. It holds:
f(T )|
H
J
+
=
(
f0(T ) + f1(T )J
)|
H
J
+
= f0(T )|HJ
+
+ J |
H
J
+
f1(T )|HJ
+
=
= f0|C(T |HJ
+
) +
(
f1|C(T |HJ
+
)
)
 =
=
(
f0|C + (f1)|C
)
(T |
H
J
+
) = f |C(T |HJ
+
),
which proves (7.14). We are now in a position to prove (c). Apply Proposition 5.11
(c) to f(T ). We obtain that
(7.15) σS(f(T )) ∩ C = σ(f(T )|HJ
+
) ∪ σ(f(T )|
H
J
+
).
By combining (7.14), (7.15) and Corollary 5.13 with the continuous functional cal-
culus theorem for C normal operators, we infer that
σS(f(T )) ∩ C = σ(f |C(T |HJ
+
)) ∪ σ(f |C(T |HJ
+
)) =
= f |C(σ(T |HJ
+
)) ∪ f |C(σ(T |HJ
+
)) =
= f(σS(T ) ∩C+ ) ∪ f(σS(T ) ∩ C+ ).
This proves (c).
Let us prove (d). Since f(T ) is normal, we can apply the spectral radius formula
(see (4.3)) obtaining the equality ‖f(T )‖ = sup{|q| ∈ R+ | q ∈ σS(f(T ))}. Piecing
together the latter equality with (c) and with Remark 6.15, we infer at once (d).
Point (e) is an immediate consequence of (d) and of the representation formula
for slice functions (see Remark 6.4(1)). 
Remark 7.9. Unless the case in which Ker(T −T ∗) = {0}, the map ΨC,T depends
on the choice of J . Indeed, J is uniquely determined by T on Ker(T − T ∗)⊥ (see
Theorem 5.9), but it can be chosen in many ways on Ker(T−T ∗) (see Remark 5.10).
In this way, if c is the function on σS(T ) constantly equal to , then ΨC,T (c) is
equal to J and hence it is not uniquely determined by T on Ker(T − T ∗) 6= {0}.
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7.4. Continuous slice functions of a normal operator T : the circular and
general cases. Fix an anti self–adjoint and unitary operator J ∈ B(H) satisfying
(5.17) and (5.18).
Fix , κ ∈ S with κ = −κ and fix a left scalar multiplication H ∋ q 7→ Lq of H
such that L = J and, for every q ∈ H, LqA = ALq and LqB = BLq. The existence
of such a left scalar multiplication of H is ensured by Theorem 5.14.
Define K := Lκ. By Proposition 3.1, we infer that K is an anti–self adjoint and
unitary operator in B(H) such that JK = −KJ .
Finally, we equip B(H) with the structure of quaternionic two–sided Banach
unital C∗–algebra induced by the fixed left scalar multiplication H ∋ q 7→ Lq of H,
as described in Theorem 3.4.
7.4.1. The circular case. We now consider continuous circular slice functions, which,
differently from the cases of continuous H–intrinsic slice and C–slice functions we
treated above, concerns non–commutative structures.
We assume that the set Sc(σS(T ),H) is equipped with the quaternionic two–sided
Banach unital C∗–algebra structure given in Theorem 6.14(d).
Our next result is as follows.
Theorem 7.10. There exists, and is unique, a continuous ∗–homomorphism
Ψc,T : Sc(σS(T ),H) ∋ f 7→ f(T ) ∈ B(H)
of quaternionic two–sided Banach unital C∗–algebras such that:
(i) Ψc,T is unity–preserving; that is, ΨR,T (1σS(T )) = I.
(ii) Ψc,T (id) = T , where id : σS(T ) →֒ H denotes the inclusion map.
The following further facts hold true.
(a) Ψc,T extends ΨR,T and ΨC,T in the following sense. Let f ∈ Sc(σS(T ),H)
and let f0, f1, f2, f3 be the unique functions in SR(σS(T ),H) such that f =
f0 + f1+ f2κ+ f3κ (see Lemma 6.11). Then it holds:
Ψc,T (f) = ΨR,T (f0) + ΨR,T (f1)J +ΨR,T (f2)K +ΨR,T (f3)JK =
= ΨC,T (f0 + f1) + ΨC,T (f2 + f3)K.
(b) For every f ∈ Sc(σS(T ),H), Ψc,T (f) is normal.
(c) For every f ∈ Sc(σS(T ),H), the following continuous circular slice spectral
map property holds:
σS(f(T )) ⊂ Ωf(σS(T )).
(d) Ψc,T is norm decreasing; that is, ‖f(T )‖ ≤ ‖f‖∞ if f ∈ Sc(σS(T ),H).
Before presenting the proof of this result, we underline that point (d) of the
preceding theorem can be improved as follows:
(d′) Ψc,T is isometric; that is, ‖f(T )‖ = ‖f‖∞ if f ∈ Sc(σS(T ),H).
We will prove this stronger property of Ψc,T in the forthcoming paper [18] mak-
ing use of a spectral representation theorem for normal operators on quaternionic
Hilbert spaces.
Proof of Theorem 7.10. Let us prove that Ψc,T is unique. Suppose that Ψc,T exists.
Let f = f0 + f1+ f2κ+ f3κ be a function in Sc(σS(T ),H) decomposed as in (a).
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Thanks to Theorem 5.9 and to the fact that Ψc,T is a quaternionic
∗–homomorphism
satisfying (i) and (ii), we infer immediately the uniqueness of Ψc,T .
Let us pass to define Ψc,T assuming the truthfulness of (a):
Ψc,T (f) := f0(T ) + f1(T )J + f2(T )K + f3(T )JK
if f = f0+f1+f2κ+f3κ is a function in Sc(σS(T ),H) decomposed as in (a), where
fℓ(T ) := ΨR,T (fℓ) for every ℓ ∈ {0, 1, 2, 3}. It is evident that Ψc,T satisfies (i) and
(ii). Let ℓ ∈ {0, 1, 2, 3}. By Lemma 6.11, we have that fℓ belongs to SR(σS(T ),H)
and is real–valued. Thanks to the latter fact, we have that f∗ℓ = fℓ = fℓ. Moreover,
Corollary 7.6 ensures that fℓ(T )J = Jfℓ(T ) and fℓ(T )K = Kfℓ(T ). In this way,
the functions f and their images Ψc,T (f) under Ψc,T behave like quaternions. This
implies at once that Ψc,T is a
∗–homomorphism satisfying (b).
It remains to prove (c). Indeed, (d) can be easily deduced from (c) as we did
at the end of the proof of Theorem 7.8. In order to prove point (c), we follow the
strategy used at the end of the proof of Theorem 7.4. Let f = I(F1) ∈ Sc(σS(T ),H),
let f(T ) := Ψc,T (f) and let p 6∈ Ωf(σS(T )). We must show that ∆p(f(T )) has a
two–sided inverse in B(H). Let ∆pf : σS(T ) −→ H be the function sending q into
f2(q) − f(q)(p + p) + |p|2. Such a function belongs to Sc(σS(T ),H), because it is
the slice function induced by the stem function ∆pF1 := F
2
1 −F1(p+ p)+ |p|2. The
function ∆pf is nowhere zero. Indeed, it there would exist y ∈ σS(T ) such that
∆pf(y) = 0, then f(y) ∈ Sp and hence p ∈ Ωf(σS(T )), which is impossible. In this
way, we can define f ′ : σS(T ) −→ H by setting f ′(q) := (∆pf(q))−1. This function
is an element of Sc(σS(T ),H) induced by the stem function (∆pF1)−1. Evidently,
equalities (7.8) (with f ′(T ) := Ψc,T (f
′)) hold also in this situation. The proof is
complete. 
Remark 7.11. The map Ψc,T depends on the choice of J if Ker(T −T ∗) 6= {0} (see
Remark 7.9) and always on K. Indeed, K is not uniquely determined by T and
Ψc,T (cκ) = K if cκ is the function on σS(T ) constantly equal to κ.
7.4.2. Continuous slice functions of T . We now come to the general case: we extend
the previous definitions of the operator f(T ) to every continuous slice function
f ∈ S(σS(T ),H).
Given f ∈ S(σS(T ),H), let f0, f1, f2, f3 be the unique functions in SR(σS(T ),H)
such that f = f0 + f1+ f2κ+ f3κ (see Lemma 6.11). Define
f(T ) := f0(T ) + f1(T )J + f2(T )K + f3(T )JK,
where fℓ(T ) denotes ΨR,T (fℓ) for every ℓ ∈ {0, 1, 2, 3}. From the definition, it
follows immediately that the map f 7→ f(T ) is R–linear. Since ΨR,T is continuous,
the map f 7→ f(T ) is also continuous; that is, there exists a positive constant C
such that
‖f(T )‖ ≤ C‖f‖∞
for every f ∈ S(σS(T ),H). Furthermore, we have:
Proposition 7.12. Given f, g ∈ S(σS(T ),H), the following facts hold.
(a) If f ∈ SC(σS(T ),H) or g ∈ Sc(σS(T ),H), then
(f · g)(T ) = f(T )g(T ).
(b) If p ∈ C and q ∈ H, then
(p · g)(T ) = p g(T ) and (f · q)(T ) = f(T )q.
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(c) Let f˜ = f0 + f1+ f
∗
2κ+ f
∗
3 κ. Then f˜ ∈ S(σS(T ),H) and it holds:
f(T )∗ = f˜∗(T )
Proof. Let f = (f0 + f1) + (f2 + f3)κ = f
1 + f2κ, where f1 := f0 + f1, f
2 :=
f2+ f3 ∈ SC(σS(T ),H), and similarly for g = g1+ g2κ. From κ = −κ, it follows
that k · f = f ′ · k, where f ′ := (f0 − f1) + (f2 − f3)κ. Therefore
f · g = (f1 + f2κ) · (g1 + g2κ) = f1 · g1 − f2 · (g2)′ + (f1 · g2 + f2 · (g1)′)κ
and
(f · g)(T ) = f1(T )g1(T )− f2(T )(g2)′(T ) + (f1(T )g2(T ) + f2(T )(g1)′(T ))K.
On the other hand, from 7.6 we get that
f(T )g(T ) = (f1(T ) + f2(T )K)(g1(T ) + g2(T )K) =
= f1(T )g1(T )− f2(T )(g2)∗(T ) + (f1(T )g2(T ) + f2(T )(g1)∗(T ))K.
From Lemma 6.11, we get that if f ∈ SC(σS(T ),H), then f2 = 0, while if g ∈
Sc(σS(T ),H), then (g1)′ = (g1)∗ and (g2)′ = (g2)∗. In both cases, (f · g)(T )
coincides with f(T )g(T ) and (a) is proved. Part (b) is an immediate consequence
of (a).
It remains to prove (c). Since f˜∗ = (f0+f1+f
∗
2κ+f
∗
3 κ)
∗ = f∗0−f∗1 −f2κ−f3κ,
(c) is a consequence of the following equality:
f(T )∗ = f0(T )
∗ − Jf1(T )∗ −Kf2(T )∗ +KJf3(T )∗ =
= f∗0 (T )− f∗1 (T )J − f2(T )K − f3(T )JK.
This proves the proposition. 
7.5. Slice regular functions of a normal operator T . As we recalled in the
Introduction, an important subclass of slice functions is the one of slice regular
functions, those slice functions that are induced by holomorphic stem functions.
They were introduced in [15, 16] as quaternionic power series and later generalized
in [7, 20, 19]. A functional calculus for slice regular functions of a (bounded right
H–linear) operator on quaternionic two–sided Banach module has been developed in
[8] as an effective generalization of the (classical) holomorphic functional calculus.
We recall the definition given in [8].
Definition 7.13. [8, Def. 4.10.4] Let V be a quaternionic two–sided Banach mod-
ule, let T ∈ B(V ) be an operator and let f : U −→ H be a slice regular function
defined on a circular open neighborhood of σS(T ) in H. Fix any  ∈ S and define
the element f(T )reg of B(V ) by setting
(7.16) f(T )reg :=
1
2π
∫
∂(U∩C)
S−1L (s, T ) ds 
−1 f(s) .
Here S−1L (s, x) denotes the Cauchy kernel for (left) slice regular functions.
Proposition 7.14. Let T ∈ B(H) be a normal operator and let f : U −→ H be a
slice regular function defined on a circular open neighborhood of σS(T ) in H. Then
f |σS(T ) ∈ S(σS(T ),H) and it holds:
(7.17) f(T )reg = f |σS(T )(T );
that is, the two functional calculi coincide if T is normal and f is slice regular.
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Proof. Firstly consider the case of a H–intrinsic slice regular f ∈ SR(Ω,H), with Ω
open neighbourhood of σS(T ). If f is a polynomial
∑m
n=0 q
nan with real coefficients
an, then f(T )reg and f |σS(T )(T ) = ΨR,T (f) are both equal to
∑m
n=0 T
nan (cf. [8,
Theorem 4.8.10]). If f is a rational slice regular function, of the form f = p−1p′
for two H–intrinsic slice regular polynomials p and p′, with p = I(P ) = I(P1 +
iP2) 6= 0 on σS(T ) and p−1 = I((P1 + iP2)/P 2), the algebraic properties stated in
Theorem 7.4 and [8, Proposition 4.11.6] give:
ΨR,T (p)ΨR,T (f) = ΨR,T (p
′) = p′(T )reg = p(T )regf(T )reg = ΨR,T (p)f(T )reg ,
from which it follows that ΨR,T (f) = f(T )reg, since ΨR,T (p) is invertible. We now
show that every f = I(F ) ∈ SR(Ω,H) can be approximated in the supremum norm
by rational H–intrinsic slice regular functions (see also [9] for a Runge Theorem for
slice regular functions). Let K ⊂ C, invariant with respect to conjugation, such
that ΩK = σS(T ). Given ǫ > 0, the classical Runge Theorem assures the existence
of a rational function R, with poles outside K, such that |F (z) − R(z)| < ǫ/2 for
every z ∈ K. Let R′(z) := (R(z) + R(z¯))/2. Then R′ is a rational stem function,
whose induced slice function r is regular and H–intrinsic on a neighbourhood of
σS(T ). Therefore
‖f − r‖σS(T ) = sup
z∈K
|F (z)−R′(z)| ≤
∣∣∣∣F (z)−R(z)2
∣∣∣∣+ ∣∣∣∣F (z¯)−R(z¯)2
∣∣∣∣ < ǫ .
Using [8, Theorem 4.10.6] and the continuity of f 7→ f(T ), we obtain the equality
(7.17) for every f ∈ SR(Ω,H).
Now we come to the case of a generic slice regular f ∈ S(Ω,H), decomposed as
f = f0 + f1 + f2κ + f3κ, with fk ∈ SR(Ω,H). From the above and [8, Proposi-
tion 4.11.1] we get (7.17):
f(T )reg = f0(T )reg + f1(T )regJ + f2(T )regK + f3(T )regJK =
= f0|σS(T )(T ) + f1|σS(T )(T )J + f2|σS(T )(T )K + f3|σS(T )(T )JK =
= f |σS(T )(T ) .
This completes the proof. 
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