Harmonic functions are solutions to Laplace's equation. Such functions can be used to advantage for potential-eld path planning, since they do not exhibit spurious local minima.
Introduction
Potential elds were promoted by Khatib 4] for robot path planning. Other authors 5 6 7 8 9 10] have u s e d a v ariety of potential functions for similar purposes. Unfortunately, the usual formulations of potential elds for path planning do not preclude the spontaneous creation of minima other than the goal. The robot can fall into these minima and achieve a stable con guration short of the goal 4 8 11 12 13] . K o d i t s c hek 10] showed that this need not be the case in certain types of domains.
Connolly, e t a l . 2] , and independently Akishita, et al. 14] described the application of harmonic functions to the path-planning problem. Harmonic functions are solutions to Laplace's equation. This paper describes harmonic functions and their application to various robot control problems.
Harmonic functions are shown here to have s e v eral useful properties which make them well suited for robotics applications:
Completeness (up to discretization error in the environment model)
Robustness in the presence of unanticipated obstacles and errors Ability to exhibit di erent useful modes of behavior Rapid computation (computed as voltages in a resistive grid 15] )
In addition, harmonic functions can provide fast surface normal computation and geometric extrapolation.
The method described here is a robust form of reactive path planning. Other techniques 13 16] require substantial o -line computation which prohibits the system from reacting well to unexpected changes in the environment. In contrast, harmonic functions allow the model of the environment to be updated incrementally. Therefore, incomplete or non-stationary environmental models can be modi ed on-line during execution.
Con guration Space
The techniques described here require that the e ector be mapped to a point in con guration space 17] . The e ector acts in Cartesian space, and its con guration can be expressed in terms of joint positions. The path planning problem is then posed as the construction of an obstacle-avoiding path from a start point to a goal point in con guration space (C-space).
A bitmap representation of the workspace su ces for computing the desired harmonic function. Figure 1 illustrates the conversion process: a Cartesian space grid is constructed which c o n tains information about obstacles and goals. Two bits are used for each grid point: one bit designates obstacle points, while the other represents goal regions. Zero is used to denote freespace. Both the obstacle and the goal regions can be arbitrarily shaped up to discretization. C-space bitmaps are rst initialized to 0 (freespace). Then for each C-space bitmap pixel, the equivalent pixels in the Cartesian bitmap are checked using the manipulator forward kinematics. If any o f t h e corresponding Cartesian pixels are occupied, then the C-space bitmap pixel is marked as occupied. Figure 2 shows the result of this mapping for a simple robot workcell. A rectangular object is illustrated inside the workspace of a 2-dof planar manipulator. The C-space for this problem wraps around at the boundaries. There are multiple C-space goals, and there are inaccessible goal con gurations embedded within obstacles.
Harmonic functions
A harmonic function on a domain R n is a function which satis es Laplace's equation:
In the case of robot path planning, the boundary of (denoted by @ ) consists of the boundaries of all obstacles and goals in a C-space representation. Harmonic functions satisfy the min-max principle: spontaneous creation of local mimima within the solution region is impossible. The
Gauss Integral Theorem applied to harmonic functions (Courant and Hilbert 18] ) states that for a harmonic function , the following integral holds: Z : : :
which i s a n i n tegral of normal derivatives over the closed boundary (@;) of an arbitrary region ;
. This theorem states that there is a balance between inward and outward ow o n t h e boundary of any v olume within the solution region (not including obstacles or goals). Thus, there is always a \way out" from any point or region. This theorem holds for any n umber of dimensions.
The gradient v ector eld of a harmonic function has zero curl, and the function itself obeys the min-max principle. Hence, the only types of critical points which can occur are saddle points. The exit from such a critical point can be found by performing a search in the neighborhood of that point. Moreover, any perturbation of a path (also referred to as a streamline) from such p o i n ts results in a path which is smooth everywhere.
Numerical solutions of Laplace's equation
Numerical solutions for Laplace's equation are readily obtained from Finite Di erence methods 19] . Let (x y) be a function which satis es Laplace's equation, and let u(x i y j ) represent a discrete regular sampling of on a grid. A Taylor series approximation to the second derivatives can then be used to derive the discrete form of Laplace's equation: h 2 (x i y j ) = u(x i+1 y j ) + u(x i;1 y j ) + u(x i y j+1 ) + u(x i y j;1 ) ; 4u(x i y j ) (3) where h is the grid spacing, and may be set to 1 in this application. 
where k is the iteration number. On a SIMD 1 machine, an iteration over the grid can be accomplished in one parallel step using only one solution variable per processing element. Jacobi iteration generally requires a higher number of iterations for convergence than Gauss-Seidel or SOR. On the other hand, it is quite e ective on SIMD architectures. Gauss-Seidel iteration is similar to Jacobi iteration, except that the iteration numbers for neighboring values are mixed. This is a natural scheme to use in a single-processor system:
One can use a single solution array, replacing each element b y the average of its neighbors. Half of these neighbors are from iteration k + 1, while the other half are from iteration k. The method of Successive O v er-Relaxation (SOR) converges more rapidly than Gauss-Seidel or Jacobi iteration. It is therefore used in most of the examples shown in this paper. The recurrence relation for SOR on Laplace's equation is: 20] . This method compares favorably with other complete path-planning techniques (e.g., distance propagation).
Boundary conditions { Dirichlet and Neumann
In this discussion, we will use the following restricted forms of the Dirichlet and Neumann boundary conditions. The following is a Dirichlet boundary condition:
where c is a constant. In this case, the boundary is held xed at a particular potential. For our purposes, c can be set to 1. Solutions derived from this boundary condition will be denoted by
Because the boundary condition is a xed, high potential, the ow m ust be along the outward normal of the obstacle surface. The gradient of the harmonic solution, therefore, tends to depart from C-space obstacle boundaries.
The restricted form of the Neumann boundary condition can be described as:
where n is the vector normal to the boundary. The Neumann boundary condition constrains the gradient o f . The condition described in Equation 8 speci es that the ow i s tangential to the obstacle (i.e., there is no normal component o f o w). Solutions derived from this form of Neumann boundary condition will be denoted by N . The tangent-ow behavior exhibited by a Neumann solution can result in a tendency for a robot to stay close to C-space obstacle surfaces. Since the Neumann condition still requires a source and a sink for the ow, the outer boundary of the C-space map has been set up as a source.
One can superpose the Dirichlet and Neumann solutions to obtain a harmonic function that exhibits a behavior somewhere between the two. Let D be a Dirichlet solution on a domain , and let N be a Neumann solution on . A new harmonic function can be constructed by taking a linear combination of the two:
where k 2 0 1]. This guarantees that gradients at obstacle boundaries will have a component which i s o u t ward normal to the surface, thus avoiding collisions with known obstacles. Moreover, k < 1 a voids shallow gradients sometimes found in the Dirichlet solution 2 3] . The resulting is harmonic, has no local minima and guarantees collision-free paths. Figure 3 illustrates a workspace geometry and the paths corresponding to a superposition constant ( k) of 0, 0.5, and 1. The resulting manipulator endpoint trajectories are also illustrated in the bottom row o f g u r e 3 .
Completeness
Under certain assumptions regarding the boundary conditions, a path planning scheme using harmonic functions is complete up to the approximation of the environment. We assume the following:
is a compact subset of R n .
is a solution to Laplace's equation on with Dirichlet boundary conditions.
Streamlines for are computed using the gradient r .
All boundaries @ are held at the obstacle potential = 1 .
All goal regions are held at the goal potential = 0 . ) If there is no path from x to y, i t m ust be the case that x 2 S and y 6 2 S. Therefore, the only potentials within S must be the high potentials ( = 1 ) o n @S. By the min-max property o f harmonic functions, both the minimum and the maximum potentials in any n e i g h borhood of x, a n d since the neighborhood is arbitrary, a n y point i n S, m ust be the same, i.e. (x) = 1. Therefore, is constant a n d r at any point i n S must be zero.
( If r (x) = 0 i n S, then the derivatives of must be zero and must be a constant function. Consider some point z 2 S ; @S, and assume that z = y (the goal point). The min-max property requires that the minimum and maximum values of in any n e i g h borhood of z must be attained on the boundary of that neighborhood. Let a given neighborhood of z contain points in @S. B y the min-max property, s i n c e is constant, it must also be true that (z) = 1 (the value at @S). But if z = y, then (z) = 0, which cannot be the case. Hence y c a n n o t b e i n S and there is no path between the e ector and the goal.
Similar arguments may be applied to the case of Neumann boundary conditions. The key to these arguments is simply that in any connected component without goals, the function will converge to a constant (see Courant and Hilbert 18] for a detailed treatment of this property).
Hardware Implementation
Resistive n e t works were employed in the 1940s to compute harmonic functions 15] . T arassenko a n d Blake (1990) 3] describe a VLSI version of this hardware scheme for path planning. In Tarassenko and Blake (1990) 3] , a programmable resistive grid is described which c o n s i s t s o f a n a r r a y o f transistors whose drain-source resistances are governed by gate voltages. The transistor network can be used to set both Dirichlet and Neumann obstacle types. After settling, the voltages at \free" junctions will represent a discrete sampling of a harmonic function (i.e. node voltages will be the average of neighboring node voltages). Given that the computation is performed by v oltages settling in a resistive n e t work, this appears to provide the fastest existing method for robot path planning.
The technique, however, has limitations. As the grid size is increased, the settling time will also increase, and voltage di erences within the grid will decrease. Thus, there are physical limits to the size (and hence resolution) of a useful resistive grid. Nonetheless, such limits appear to be in the range of hundreds or perhaps even thousands of resistive elements on a side, using currently available VLSI technology. W e consider most applications to be well within these limits.
Reactive T rajectory Control
Passive control models (such as the generalized damper) which use complete geometric information are robust with respect to bounded uncertainty. These techniques 21 22 23 24] provide a basis for robust planning. Harmonic functions can be exploited to implement an admittance controller as the basis for a reactive path planner. We s h o w that the admittance controller in conjunction with incremental C-space observations and iterative revision of the harmonic function solution is robust with respect to both uncertain and incomplete world knowledge. We assume here that contacts are observable as forces along C-space coordinate directions. Similar schemes have been proposed by Salisbury, et al. for the WAM (Whole Arm Manipulator) 25] , and by Huber and Grupen 26] for contact localization in multi ngered hands. Cheung and Lumelsky 27] use a sensor skin on a robot arm to gather similar contact information.
Trajectory Generation
Let be a scalar potential function satisfying Laplace's equation, r 2 = 0, so that r de nes the streamlines of . A simple streamline-following controller can be obtained by using the gradient o f the harmonic function as a velocity or displacement for the e ector: _ q = K r r where K r is the velocity gain. This form of control has been implemented for a P-50 robot arm. Figure 4 shows an example of the arm using a harmonic function to avo i d a b o x placed in the center of its workspace. Five frames were superimposed in the gure to illustrate the robot's movement.
The goal is a position forward and to the left of the box. In gure 4, the starting con guration placed the end e ector to the right and slightly behind the box. The harmonic function for the three-dimensional con guration space was computed from scratch in approximately 40 seconds using a Motorola 68030 processor. Once the harmonic function is computed, paths to the goal can be executed from any p o i n t i n t h e w orkspace. The rst three joints were used. The values for the joint angles over time are shown in Figure 5 . This path was executed in approximately 5 seconds.
Trajectory Control
The equipotential surface (an n ; 1 dimensional submanifold of C-space) is everywhere orthogonal to the streamlines of a harmonic function. Streamlines that intersect the equipotential surface represent equivalent alternative trajectories to the goal con guration on the basis of the metric . Figure 6 illustrates the equipotential surface and the streamline that de nes it at the point o f contact with an unmodeled C-space obstacle. The obstacle produces a reaction force, w, on the manipulator.
An admittance controller derived from equipotential surfaces can be developed for use with harmonic function path planning: 
The corresponding admittance matrix form for Equation 11 can be derived by using the vector product in matrix operator form. For example, in a three dimensional C-space:
= ;(r (r w)) (13) = ;r where q1 q2 q3 are the rst, second, and third components of the gradient, respectively.
In this form, the admittance matrix A(q) is a function of con guration, and represents a reaction to force which will tend to drive the system along equipotential surfaces at any p o i n t in C-space. Thus, an appropriate admittance matrix is an attribute of the harmonic function solution.
A system has been implemented which uses the techniques described here for reactive path planning. The system was implemented on a DECstation 5000 using two processes, one for graphics and control, the other for harmonic function computation. This allowed the asynchronous injection of new obstacle information while the harmonic function was being computed. is not recomputed. The admittance controller described in this section is successfully used here to \feel" around the new obstacles. The square which produced the sensed forces is shaded.
Reactive P ath Planning
Information about the environment can be accumulated incrementally during path execution. Equipotential surface trajectories are triggered by new, previously unsensed obstacles. Hence, they can be used to update the Cartesian and C-space maps of the environment.
The Jacobi method described above (Section 3.1.1) is well suited for reactive re-planning. Figure   9 illustrates the impulse response for Jacobi iteration. Note that at each iteration, the function is smooth and symmetric (unlike the intermediate results for Gauss-Seidel or SOR). The local shape of the function makes it possible to drive the e ector smoothly even when the function has not yet converged. Even though the iterates are not themselves harmonic, they are still smooth and will result in obstacle-avoiding trajectories to the goal. Figure 8 shows the e ect of combining the equipotential admittance controller with continuous harmonic function computation. In this example, the lower channel is completely blocked with unsensed obstacles (open squares), which will eventually require the e ector to travel above t h e obstacle. Upon encountering the previously unsensed obstacles, the system injects these points into the harmonic function environment map. Admittance control is used to escape to other streamlines, while the harmonic function updating tends to drive the system toward the goal. New obstacle boundaries deform the harmonic navigation function continuously toward a solution which circumvents these boundaries. The total running time for this example was 5 seconds.
Summary
Harmonic functions provides a robust means of controlling a manipulator to goal states in the presence of obstacles, external forces and environmental uncertainty. Unexpected external forces are a manifestation of poorly modeled obstacles in the manipulator workspace. In general, the scheme described here will insure progress to the goal con guration in spite of unexpected errors. Moreover, even some gross errors in the robot system's world model can be circumvented. External forces can also be used to incrementally update the robot system's map of the environment. The use of harmonic functions as described here allows control to continue concurrently with the incremental update, resulting in true reactive planning. This feature represents a signi cant improvement o ver existing techniques for path planning. In addition, we h a ve discussed the following useful properties of harmonic functions:
No spurious (\local") minima. This implies that the e ector will always reach a g o a l i f t h e environment has been modeled well.
Completeness up to discretization. If there is no path from the current con guration to a goal, this can be detected.
Behavioral variability through superposition. This allows a variation between paths which graze obstacle surfaces, and paths which are repelled from obstacles. Such v ariation can be used to optimize performance.
Robust control in the presence of environmental model error. Unexpected forces result in the \sidetracking" of the e ector to alternative streamlines.
Provides a framework for acquisition, extension, and re nement o f e n vironment models.
Future Work
The topics discussed in this paper provide the foundation for ongoing projects in the Laboratory for Perceptual Robotics at the University of Massachusetts:
A Denning mobile robot platform is being used as a testbed for integrating real-time path planning with sonar sensing, visual navigation and machine learning techniques. The blending parameter k can be used to optimize performance with respect to di erent objective functions (e.g., path length, travel time). Q-learning techniques are currently being used for this purpose 28] .
A harmonic function chip similar to that described by T arassenko and Blake is in the prototype phase. It is anticipated that grids of modest size (100 by 100) will be able to compute harmonic functions within a few microseconds.
Harmonic functions provide a model for planning in the mammalian c e n tral nervous system 29] . Recent results in neuroscience suggest that primary neurons of the striatum could be computing harmonic functions to drive m o vement. This theory is consistent with the pathology of certain movement disorders (Parkinson's and Huntington's Diseases) and with a v ariety of recent experiments in neurology and neuroscience (e.g., 30 31] ). The details of the theory appear in Connolly and Burns (1993) 29] . 
