X-ray crystallography typically uses a single set of coordinates and B factors to describe macromolecular conformations. Refinement of multiple copies of the entire structure has been previously used in specific cases as an alternative means of representing structural flexibility. Here, we systematically validate this method by using simulated diffraction data, and we find that ensemble refinement produces better representations of the distributions of atomic positions in the simulated structures than single-conformer refinements. Comparison of principal components calculated from the refined ensembles and simulations shows that concerted motions are captured locally, but that correlations dissipate over long distances. Ensemble refinement is also used on 50 experimental structures of varying resolution and leads to decreases in R free values, implying that improvements in the representation of flexibility observed for the simulated structures may apply to real structures. These gains are essentially independent of resolution or data-toparameter ratio, suggesting that even structures at moderate resolution can benefit from ensemble refinement.
INTRODUCTION
X-ray crystallography has yielded a wealth of macromolecular structures, and atomic positions are being determined to ever-increasing precision. Static structures, however, tell only a part of the story of biochemical function. Diverse tasks require conformational flexibility, including many enzymatic reactions, the regulation of access of the substrate to buried active sites, and signal transduction via ligand or protein binding. Accurate measurement of the dynamic properties of proteins is central to understanding the relationship between structure and function. Experimental techniques have made enormous strides in this area, but detailed characterization of molecular conformational changes remains both laborious and limited in applicability. NMR spectroscopy can be used to determine both the structure and the dynamics of proteins (Lindorff-Larsen et al., 2005) ; mass spectrometry coupled with hydrogen/deuterium exchange and proteolysis has been used to determine changes in the relative solvent accessibility of amide hydrogens (Lanman and Prevelige, 2004) , and single-molecule experiments with optical trapping have resulted in spectacular observations of the motion of motor proteins (Abbondanzieri et al., 2005) . X-ray diffraction can be used to probe the time evolution of electron density in crystals (Moffat, 2001) , but its application is limited to reactions that can be triggered by light or trapped by clever manipulations.
Classical crystallography is also a source of information about conformational flexibility, despite the confines of crystal packing. In addition to conformational changes observed between structures determined with different ligands or under varying conditions, local flexibility data can be observed in a single crystal data set. These small fluctuations tend to capture both the directionality and the correlation structure of large conformational changes, as demonstrated by the applications of normal-mode analysis for prediction of functionally important transitions (Cheng et al., 2006; Ma and Karplus, 1997; Wang et al., 2005) . The standard crystallographic model uses Debye-Waller factors to account for fluctuations about the mean structure, which describe the motion of an individual atom as an isotropic Gaussian distribution of displacements about an average position. For structures solved at ultra-high resolutions (<1.2 Å ), at which a much larger number of independent observations are available, the isotropic temperature factor can be replaced with anisotropic displacement parameters that allow for varying magnitudes of atomic motion in different directions (Willis and Pryor, 1975) . Another approach commonly used in addition to individual temperature factors involves dividing the protein into a set of rigid-body domains independently undergoing translational, librational, and coupled translational-librational vibrations (TLS) (Schomaker and Trueblood, 1968) . Although limited to rigid-body motion, the TLS model has the advantage of requiring relatively few parameters. A fourth method, the use of alternate side chains, is employed frequently in high-resolution structures in which two or more different conformers for a flexible side chain are clearly visible in the electron density. Each of the conformers is given a fractional occupancy, with the combined values typically adding to one, and interaction terms between atoms in the different alternate conformers are excluded from the potential energy function to allow them to coexist in the model.
Despite its widespread use, there are well-known limitations to the single-conformer model that relies on the Debye-Waller factor as the sole parameter for describing conformational variation. In addition to suggesting a misleading degree of accuracy (DePristo et al., 2004) , conventional refinement techniques were demonstrated by Kuriyan et al. (1986) to lead to temperature factors that systematically underestimate root-mean-square (rms) deviations from the average coordinates, even when no restraints between neighboring atoms are used. Although temperature factors can model the magnitude and sometimes the direction of protein motion, they are limited to Gaussian distributions for describing the probability density function of each atom's position and cannot accurately capture anharmonic or multimodal motion. Furthermore, temperature factors provide no information on correlations between displacements of different atoms. A growing body of both theoretical (Elber and Karplus, 1987; Garcia et al., 1997b) and experimental (Ansari et al., 1985; Eisenmesser et al., 2005; Volkman et al., 2001 ) studies has provided evidence not only that anharmonic motion constitutes a significant portion of a protein's overall dynamics, but that those motions may play a vital role in protein function as well. Our current understanding of the protein energy landscape suggests that structure is best described as an ensemble of hierarchical conformational substates in constant exchange with each other (Austin et al., 1975; Frauenfelder et al., 2001) . As a consequence, a more informative way to model the dynamics present in a crystallized protein may be to represent the structure as a set of overlapping, noninteracting conformers that each account for a fraction of the total electron density.
The concept of ensemble refinement for X-ray crystal structures is over a decade old (Burling and Brunger, 1994; Kuriyan et al., 1991) ; however, only a small number of structures containing complete multiple conformers have been reported in the literature (Burling et al., 1996; Gill et al., 2002; Pellegrini et al., 1997; Wall et al., 1997; Wilson and Brunger, 2000) , and fewer still have been deposited in the Protein Data Bank (PDB) (Rader and Agard, 1997) . Most of these previously refined structures were of ultra-high resolution, had atypically high R free values when refined as a conventional single-conformer model, or were known to exhibit high degrees of conformational disorder. Two factors that may have limited the use of ensemble models in the past were the prohibitive computational expense of performing simulated annealing on systems containing large numbers of atoms and the lack of high-resolution data sets with sufficient observation-toparameter ratios. Both of these obstacles have been made surmountable by increases in computer-processor speeds and improvements in crystallization, data collec-tion, and phasing techniques, providing a greater number of high-resolution structures.
For these reasons it is now both practical and appropriate to conduct a large-scale assessment of the accuracy and usefulness of ensemble refinement for extracting quantitative descriptions of protein motion from X-ray crystallographic data (Furnham et al., 2006) . In this paper, we describe the application of an automated ensemble refinement protocol to a sample of 50 crystal structures with a variety of sizes, resolutions, and degrees of conformational flexibility, as well as to 3 sets of simulated crystallographic data generated from molecular dynamics (MD) simulations. The refinement procedure used is similar to that described in work by Wilson and Brunger (2000) , in which each atom is given an individual temperature factor, all conformers are given equal fixed occupancies, and the initial separation of the conformers is achieved by torsion dynamics simulated annealing. Our results suggest that refinement with an ensemble of conformers can substantially reduce the R free values and improve the estimation of the magnitude and anharmonicity of motions of protein X-ray structures.
RESULTS

Validation with Simulated Data
Simulations 1 ns in length were carried out for three proteins by using the PDB entries 1XMT, 1Q4R, and 1VJH as starting structures, from which coordinates were sampled once per picosecond for the second 500 ps of the trajectories. The 500 coordinate sets from each simulation were aligned to the original structure and used to calculate structure factors, which were then averaged to produce a single set of reflections. Conventional single-conformer models with isotropic temperature factors were fitted to the simulated data. These models were then used as starting structures for the automated refinement of 1-, 2-, 4-, 8-, and 16-conformer models against the structure factors calculated from the simulations, by using a combination of torsion angle simulated annealing (Rice and Brunger, 1994) and standard maximum likelihood refinement. Table 1 summarizes the results of the refinement of the ensemble models against the simulated data. All three simulations show a dramatic decrease in R free values and modest phase improvements after ensemble refinement, although the optimum number of conformers varies. While the minima in the R free and phase residuals over different conformer numbers do not coincide exactly for each protein, they follow the same general pattern. Little to none of the improvement appears to be driven by an ability to more accurately recover the true average coordinates, however, as the distance between the mean coordinates of the model and the true mean calculated from the simulations varies only slightly as the number of conformers increases. Instead, the drop in the R free value of the ensemble models appears to arise, in part, from an improvement in the estimation of the average magnitude of displacements from the mean structure, as seen in Figure 1 . The one-conformer models seem to exhibit a Structure Ensemble Refinement: Validation and Application systematic underestimation of residue rmsds, particularly on those residues with above-average temperature factors. Dividing the residues into side chain and main chain atoms (not shown) reveals that the effect is driven predominately by the residue side chains.
In addition to more accurate measurement of the magnitude of atomic motions, the ensemble models are capable of describing anharmonicity (non-Gaussian distributions) not captured by single-conformer models with standard temperature factors. To evaluate the ability of the ensemble refinement to accurately describe the distribution of conformational substates underlying the electron density, separate all-atom singular-value decompositions were calculated for each residue in the three MD simulations. The first left singular vector (LSV) obtained by using this procedure is proportional to the most significant principal component and can be interpreted as the largest collective motion undergone by an individual residue. Histograms of the projection of the 500 individual frames of the simulation onto the first LSV were constructed and represent the distribution of each residue's position along this axis of motion over the course of the simulation. Analogous distributions can then be computed for the single-and multiple-conformer models and can be compared to the simulation distributions. Figure 2 shows a few examples of the types of non-Gaussian motions observed in the resulting graphs. They include: (a) highly skewed unimodal distributions, (b) broad, flat distributions with multiple closely spaced, poorly resolved peaks, (c) bimodal distributions with overlapping peaks of unequal maxima, and (d) distributions with two distinct modes of similar height. To quantify the agreement between the simulation histograms and the probability density functions derived from the various n-conformer models, we calculated the Kullback-Leibler (KL) divergences, or rela-tive entropies, for each residue. KL divergence is a measure of the similarity between a true or experimentally determined probability distribution and a distribution from a model, in which lower values (in units of bits) indicate higher similarity. The inclusion of multiple conformers had little effect on those residues already well-described by a single conformer, but it significantly improved residues with poorer agreement. More specifically, the number of residues with a KL divergence greater than 1 bit dropped from 25 to 5 out of a total of 103 residues between the 1-and 16-conformer models for the 1Q4R simulation, from 34 to 12 out of a total of 95 for 1XMT, and from 38 to 12 out of a total of 240 for 1VJH. Figure 3 shows a steep positive correlation between the residue KL divergences and the rmsds of the simulation projections for the 1-conformer models, with R 2 values of 0.77, 0.60, and 0.62 for 1XMT, 1Q4R, and 1VJH, respectively, while attempts to fit the 16-conformer models showed very little correlation between the KL divergence and the rmsds (R 2 values of 0.38, 0.04, and 0.18, respectivley), suggesting again that the ensemble models are correcting the inability of the single-conformer models to accurately describe residues with high mobilities.
Inspection of individual residue histograms reveals that a large percentage of residues described poorly by both the single-and multiple-conformer models exhibit motions similar to the highly bimodal distribution with wellresolved peaks shown in Figure 2D . The ensemble distributions for these residues would frequently exhibit density at only one of the two peaks, or a single broad peak between the two true modes. Repeating the refinements with a higher initial temperature for the simulated annealing run produced only a slight improvement for bimodal residues and resulted in higher overall R free values (data not shown). Three simulated X-ray data sets were generated from 500 ps windows of MD trajectories and were used as structure factor amplitudes for 1-, 2-, 4-, 8-, and 16-conformer refinements. Rows marked ''rmsd'' contain the all-atom rmsds in angstroms between the coordinate arithmetic means of the multiple conformer models and the simulation frames. ''<Df>'' refers to the average over all structure factors of the difference between the true and model phase angles, in degrees. ''Obs./Unique Atoms'' is the number of reflections used for refinement over the number of unique atoms in the single-conformer models for a particular protein.
The final validation of the ensemble models was to examine the similarity of large-scale correlated motions to those observed in the simulations. To assess the extent to which geometrical restraints enforced correlations in the multiple-conformer models over either increasing Euclidean distances or lengths along the sequence, correlation coefficients between the principal components of the simulations and the ensemble models were calculated for increasingly large regions of residues, and averages were taken over all regions of a given size for each protein.
Atoms were grouped in two different ways: by residues whose centroids were within a certain number of Å ngstroms from a central residue; and by a certain number of residues in contiguous segments along the protein chain. To create controls mimicking the case in which there is no correlation between the large-scale motions of the simulations and the ensemble models, the coordinates of equivalent atoms in the 16 different conformers were exchanged at random. The resulting scrambled coordinate matrices therefore possessed standard deviations and anisotropies identical to the original ensemble models, but correlations in atomic displacements are eradicated. Figure 4 shows the decay in correlation between the first, second, and third principal components in the simulations and models as a function of both n-mer length and physical distance as compared to the controls. For all three simulated proteins, the correlation The average rmsd from the mean coordinates of the MD simulations and the 1-, 2-, and 16-conformer models refined against the simulated data are shown for each residue. All atoms were used in the calculations, and the contributions from both the explicit conformers and the temperature factors were included where appropriate. The rmsd values for the 2-and 16-conformer models and the simulations are shifted by 0.25, 0.5, and 0.75 Å , respectively, for clarity.
Figure 2. Examples of Anharmonic Residue Probability Distributions for the Simulated Single-and Multiple-Conformer Models
The panels on the left show images of the electron density maps generated from the MD simulations of 1Q4R, along with a stick representation of the final 16-conformer model. The panels on the right show, for the red residues, the histograms of the projections of the simulation coordinates along the first principal components (shown in black), as well as the probability density functions calculated from the 1conformer (red) and 16-conformer (blue) models along the same axis.
Structure 15, 1040-1052, September 2007 ª2007 Elsevier Ltd All rights reserved 1043 Structure Ensemble Refinement: Validation and Application between the true (simulated) and model (refined) first principal components is substantially higher than the randomized control over small regions of residues, although the rate of decrease as the subset size increases varies. This indicates that global correlated motions are partially represented by the first one or two principal components from ensemble refinement and provides an estimate for the loss of coherence over larger distances.
Application to Experimental Structures
The results described above establish the overall validity and coherence limits of the ensemble refinements, and they encouraged us to report on rerefinements against actual X-ray data. A total of 50 experimental structures and diffraction data sets were subjected to the same ensemble refinement protocol as the simulated data. The results for each structure are detailed in Table S1 (see the Supplemental Data available with this article online). The mean and median drops in R free values were 2.0% and 1.8%, respectively, and 80% of the total structures experienced a decrease in R free values greater than 1.0% with respect to the R free value calculated in Crystallography & NMR System (CNS) for the isotropic, single-conformer starting model. Those PDB entries in the data set that were recognized previously as being problematic and refined with anisotropic temperature factors or with TLS operators showed the most improvement over traditional refinements; when excluded, the mean and median improvements were 1.6% and 1.5%, respectively. In addition to comparing the final ensemble R free value to that of the original structure, a one-conformer model was refined according to the same protocol in order to control for the effects of running simulated annealing and additional rounds of refinement on the R free value. The automated one-conformer control was roughly equally likely to improve or worsen the R free value of the original deposited structure, but it tended to worsen the R free values of those structures that performed poorly for the ensemble refinement and improve the R free values of structures that experienced large decreases for the ensemble models. The net effect was therefore that the average change in R free upon ensemble refinement relative to the one-conformer control of 1.9% was similar to the change with respect to that of the deposited structure, although the variance of the changes in R free values was lower for the former measure. The use of ensemble models had minimal effect on the appearance of the 2F o À F c maps in well-ordered regions. Differences become more apparent in highly mobile regions in which electron density derived from the original single-conformer structures was poor, and density that was not observable in the single-conformer maps arising from alternate positioning of surface loops and side chain rotamers could sometimes be resolved ( Figure 5 ).
As Table 2 shows, it was possible for the ensemble refinement to improve R free values even with extremely low observation-to-parameter ratios. There was some weak positive correlation (R 2 = 0.35, excluding one outlier) between the improvement in the R free value for the best conformer number and the ratio of reflections to the number of atoms in the original single-conformer structure (Figure 6) , driven primarily by a few structures with the highest ratios. A similarly weak interaction (R 2 = 0.36) was observed between the improvement in the R free value and the difference between the initial R free value and the average R free value for all deposited structures at that resolution, Probability distributions along the primary axis of motion for the simulations and the refined models were calculated for each residue by projecting the coordinate deviation matrices on the simulation left singular vectors, and, in the case of the crystallographic models, accounting for the effect of non-zero temperature factors. The KL divergences of the 1-and 16-conformer model distributions from the simulation distributions are plotted against the simulation distributions' standard deviations. Circles correspond to the 1-conformer models for each protein, and stars correspond to the 16-conformer models. The solid lines are the lines of best fit for each model. suggesting that, as expected, structures that do not perform well under the isotropic approximation are good candidates for ensemble refinement. Structures at resolutions lower than necessary for anisotropic temperatures factors may also be more appropriate for ensemble refinement than higher-resolution structures, as the two proteins in the data set that were deposited in the PDB with anisotropic temperatures (1XMT, 1.15 Å ; 2A13, 1.3 Å ) saw appreciable improvements compared to the isotropic oneconformer controls, but did not do better as ensemble structures than as the original anisotropic structures.
Because the number of experimental structures was too great to assess each structure in detail, four representative proteins were chosen for more comprehensive analy-sis by binning the structures into four subsets by resolution, and then selecting the protein with the median drop in the R free value for each subset. In order to determine the robustness of the differences between the models of varying conformer numbers, the four selected proteins (PDB codes: 1VKP, 1Q4R, 1VJH, and 1YDW) were subjected to four repetitions of the ensemble refinement by using different pseudorandom number generator seeds for the simulated annealing step. The mean R free values and standard deviations of the five independent refinements are shown in Table 2 . The decreases in R free values, while significant, are not as dramatic as those observed for the simulations. Thermal motion is only one of several sources of noise present in the experimental data sets, Overlapping clusters of residues were defined in two different ways: (a) for each residue in the protein, every residue whose arithmetic center over the course of the simulation was within a variable distance from its center, and (b) every possible substring of the protein sequence up to either half the length of the backbone or, at maximum, 60 residues. Singular-value decomposition was performed on the coordinates of all atoms in each cluster from the simulation frames and from the 16-conformer models. The absolute values of the correlation coefficients between the LSVs of the two models were then averaged over every cluster with the same radius/length in the protein. The left panels represent clusters defined by distance cutoff, and the right panels represent clusters for the same protein defined by sequence.
Structure 15, 1040-1052, September 2007 ª2007 Elsevier Ltd All rights reserved 1045 Structure Ensemble Refinement: Validation and Application along with errors from incomplete modeling of bulk and partially ordered solvent, flaws in the crystal lattice, and the finite accuracy of the X-ray detection apparatus. Since none of these additional errors are present in the simulated data, it is unsurprising that the change in the R free value is larger for the simulated structures than for the experimental structures. The standard deviations range from 0.03% to 0.36%, suggesting that small differences between the different models may not necessarily reflect true differences between how well particular conformer numbers fit the data, but merely the random variation arising from the simulated annealing process. The standard deviations are typically larger for the high-resolution structures than for the lower-resolution structures. One possible explanation may be the relative ''smoothness'' of low-resolution density compared to high-resolution density, which may have a greater number of local minima in the refinement target function for the structure to become trapped in.
Residue rmsds were calculated in the same manner as for the simulated structures and exhibited the same increase in variance as the number of conformers increased, as was observed for the simulated structure studies. While the average magnitude of the rmsds is lower than in the simulations, the representative rmsd plots for the four proteins shown in Figure 7 display the same general pattern as seen in Figure 1 : agreement between the 1-and 16-conformer models at the minima, and much higher values for the 16-conformer at the maxima, leading to a greater standard deviation of rmsd values A representative sample of four proteins were selected from a total of 50 refined structures by choosing the structure with the median R free value from four subsets binned by resolution. Five separate ensemble refinements were carried out for each protein by using different pseudorandom generator seeds for the simulated annealing step. Rows marked ''<R free >'' and ''SD'' are the averages and standard deviations, respectively, of the R free values of the five resulting models for each protein and conformer number. ''Obs./Unique Atoms'' is the number of reflections used for refinement over the number of unique atoms in the single-conformer models for a particular protein.
for each protein. While, for the experimental structures, unlike the simulations, the true rmsd values are unknown, the similarity between the two types of plots suggests that, as with the simulated structures, the ensemble refinements are better representations of the true flexibility. Lack of knowledge of the true principal components makes it impossible to carry out the same analysis of large-scale correlated motions as done in Figure 4 . However, it is possible to perform a simple test for consistency in the effect of the geometric restraints over multiple trials of ensemble refinement by using different values for the initial velocities. For the four ''typical'' proteins selected previously, the refinements were repeated a second time with an identical procedure, except for the use of a different seed for the pseudorandom number generator in the simulated annealing step, resulting in slightly different sets of conformers for the final structures. The LSVs from the two independent 16-conformer models could then be compared by using the method described above for comparing the simulations and their corresponding ensemble models. The resulting curves are displayed in Figure 8 . Although the starting correlation coefficients are slightly higher than for the simulated models, the basic profiles are the same: a strong similarity in any concerted motions in small groups of residues that decays as more distant residues are considered. For all four structures, the average correlation coefficients are at least 0.5 for lengths of up to about 20 amino acids, suggesting that the concerted motions were qualitatively similar in the 2 independent refinements for moderately large regions of the proteins.
In addition to the 50 structures discussed above, ensemble refinement was run on the structures 1A3N, 1BMB, 1AOF, 1C2T, 1UYI, 1RG5, 1P4T, and 1C1Z in order to compare the change in the R free value to that observed in work by Terwilliger et al. (2007) , in which ensemble structures were generated by averaging structure factors from 20 conformers rebuilt and refined individually. The average change in the R free value for these eight structures after ensemble refinement was À1.6% with respect to the starting R free value calculated in CNS, and À1.7% with respect to the control, compared to the À0.8% change observed for the averaged single conformers.
DISCUSSION
Effect of Ensemble Refinement on R free Values and the Measurement of Atomic Deviations
One of the primary arguments against ensemble refinement is that it may reduce the observation-to-parameter ratio to too low a value to introduce a significant amount of new information to crystallographic models, instead resulting only in overfitting of noise in the structure factors. For this reason, we have focused solely on the R free value rather than the R factor as a measure of improvement for the experimental structures. The use of multipleconformer ensemble models decreased the R free values of the structures in our test data set by a median value of Figure 6 . Effect of Observation-to-Parameter Ratio on the Improvement in R free from Ensemble Refinement
The decrease in the R free value between the initial R free value and the R free value of the best-performing multiple-conformer model for the 50 experimental structures is plotted as a function of the ratio of the number of reflections used in the refinement to the number of atoms in the original one-conformer structure.
Figure 7. Root-Mean-Square Deviations by Residue of Experimental Multiple-Conformer Models
The average rmsd from the mean coordinates of the 1-, 2-, and 16-conformer models refined against experimental X-ray data are shown for each residue. All atoms were used in the calculations, and the contributions from both the explicit conformers and the temperature factors were included where appropriate. The rmsd values for the 2-and 16-conformer models are shifted by 0.25 and 0.5 Å , respectively, for clarity.
1.8% with respect to the original structures, and by 1.9% with respect to a single-conformer control. Furthermore, in the tests on the simulated data in which comparison between the refined models and the true atomic coordinates is possible, the decreases in R free values were accompa-nied by meaningful improvements in the models' descriptions of protein dynamics. The ensemble structures did a better job of modeling both the magnitude of the conformational disorder as well as the distribution of the deviations from the mean coordinates for the simulated data, Overlapping clusters of residues were defined in two different ways: (a) for each residue in the protein, every residue whose arithmetic center over all conformers of the multiple conformer model was within a variable distance from its center, and (b) every possible substring of the protein sequence up to either half the length of the backbone or, at maximum, 60 residues. Singular-value decomposition was performed on the coordinates of all atoms in each cluster from two 16-conformer models generated with different initial velocities in the simulated annealing step of refinement. The absolute values of the correlation coefficients between the LSVs of the two models were then averaged over every cluster with the same radius/length in the protein. The left panels represent clusters defined by distance cutoff, and the right panels represent clusters for the same protein defined by sequence.
with the most dramatic improvements occurring in the more highly mobile regions of the protein. If MD trajectories are reasonably accurate emulators of the types of motions encountered in real crystals, ensemble refinement should improve the description of flexibility of actual proteins in a similar manner as for the simulations, although the R free values suggest that the effect on the experimental structures is of lesser magnitude.
The determination of the optimum number of conformers, a necessary step in ensemble refinement, poses a difficult problem. The R factor is largely useless for this purpose, as it will invariably decrease with the addition of more parameters even in the absence of any gain in real information. The R free value is a more valid measure, but, by definition, is not meant to be used for optimization purposes. The use of R free values in this study to choose the best model for each protein introduces a slight bias toward lower values: in the case in which the variation between the true qualities of models of different conformer numbers is small compared to the variation introduced by the stochastic nature of the refinements, the model with the lowest R free value may not actually be an intrinsically better representation of the data, but merely the lowest of several random trials. One way to estimate a rough upper bound to the effect of this selection bias is to simply compare the average change in the R free value when using the best model for each protein with the average change in the R free value from all of the models with a fixed number of conformers. For example, the average decrease in the R free value from the initial structure for all of the 4-conformer models was 1.6%, compared with 2.0% when using the best model for each protein. This would suggest that the unbiased change lies somewhere between the two numbers.
Two possible explanations to account for the decrease in the R free value observed in the ensemble models present themselves. The first is that ensemble refinement does in fact improve modeling of protein motion. The second is that, when multiple structures are included in the model, errors in the individual structures tend to cancel each other out, leading to a more accurate estimate of the average structure. Terwilliger et al. (2007) have shown that, when structure factors are averaged from multiple structures independently built and refined by stochastic methods, R free values decrease on average. This effect is unlikely to account for all of the improvement in the R free value seen in the ensemble structures, as the distance between the true average coordinates of the simulation and the ensemble averages was shown to not decrease in tandem with decreases in R free values. In addition, ensemble refinements run on eight of the ten structures used in Terwilliger et al.'s study lead to greater improvements in R free values than what is observed with the averaged singleconformer refinements, suggesting that there is, in fact, an advantage to refining the structures simultaneously.
The observation-to-parameter ratio played a weaker role in limiting the effectiveness of ensemble refinement than expected, as seen in both its weak correlation with the relative outcomes of the different proteins and the small magnitude of the variation between different con-former numbers. One possible explanation is that the geometric restraints act as observations, and that they increase in number with the increase in the number of conformers. Each protein atom adds three positional parameters to the model along with an average of $3.5 bond, angle, dihedral, or improper restraints. This results in a much shallower decrease in the effective observation-to-parameter ratio as a function of conformer number than if only the X-ray data were used to refine the model.
Large-Scale Correlated Motions
The Bragg reflections themselves provide no information about correlations between the motions of different atoms; this is the realm of diffuse X-ray scattering (Chacko and Phillips, 1992; Clarage and Phillips, 1997; Kolatkar et al., 1994; Wall et al., 1997) . Although the electron density can reveal the extent and direction of conformational fluctuations, the Bragg approximation cannot be used to determine whether they are concerted or independent with respect to motions of other regions of the protein. Multiple conformer models have the potential to overcome this limitation because of the effect of geometric restraints imposed during refinement that prevent atomic radii from overlapping and the values of bond lengths and angles from becoming unreasonable. Our results suggest that both the bonded and nonbonded interaction terms in a standard energy potential function are sufficient to generate reproducible correlations in motions over short distances. The rapidity of the decay in the reproducibility of the principal components as greater numbers of residues were considered varied from protein to protein, but, in general, the lowest principal component retained considerable correlation even for the longest distances. Nevertheless, it is important to state that the presence of some large-scale correlated motions, as detected by singular value decomposition (SVD), does not indicate that individual conformers necessarily correspond to actual conformational substates, but may rather be a patchwork of small regions of the different existing states. For this reason, it is necessary to consider the entire set of structures together as an ensemble as done with the SVD analysis, and not try to derive interpretations from a single conformer. Furthermore, the accuracy of these correlated motions is, of course, entirely dependent on the ability of the potential energy function used to generate the conformers to accurately mimic the energy landscape of the real protein.
Potential Applications of Ensemble Refinement
The 50 experimental structures showed only a weak correlation between the resolution and the change in the R free value, and it appears that the ideal parameter-toobservation ratio varies from structure to structure. While smaller proteins and high-resolution data sets may be more likely to see large improvements, the results of this study provide nothing to suggest that moderateresolution structures should be excluded from consideration for ensemble refinement, especially if the R free value for the original single-conformer structure is higher than expected for that resolution. Based on the relatively poor performance of the multiple-conformer models on strongly bimodal residues, the primary limitation for the method as implemented here appears to be a too narrow radius of convergence for the simulated annealing step. In the absence of a more effective algorithm for achieving the initial separation of the conformers, for cases in which there are two observable side chain conformations in the electron density maps it would therefore be helpful to assign half of the conformers in the initial model explicitly to an alternate rotamer.
A number of computational methods designed to model protein motions such as MD simulations and various normal-mode analyses use crystallographic isotropic temperature factors for validation and to test predictive accuracy (Eyal et al., 2006; Hamacher and McCammon, 2006; Kondrashov et al., 2006) . The results of this and previous studies (Kuriyan et al., 1986; Vitkup et al., 2002) suggest that this approach may lead to a serious underestimation of the magnitudes of conformational fluctuations. These effects do not stem from damping effects of crystal contacts or any other systematic flaw in the raw experimental data itself, but merely from the inadequacy of the assumptions made by the one conformer representation (Garcia et al., 1997a) . In addition to correcting this flaw, the use of ensemble models would permit the extraction of directional information from structures solved at resolutions insufficient for refinement of anisotropic temperature factors, which still constitute a majority of the crystallographic structures in the PDB, as well as the measurement of anharmonic motion, which is inaccessible to both types of temperature factor. For these reasons, multiple-conformer ensemble refinements may enable a better representation of the real protein structures than classical temperature factors.
EXPERIMENTAL PROCEDURES
Ensemble Refinement of Experimental Data Sets
The set of experimental crystal structures and diffraction data sets used consisted of 50 protein structures previously solved and deposited in the Protein Data Bank by the Center for Eukaryotic Structural Genomics (CESG). In cases in which alternate side chains were included in the deposited structure, one conformer was chosen at random for the starting structure. The initial models consisted of 2, 4, 8, and 16 complete identical copies of the original protein that were all assigned an occupancy equal to one divided by the number of conformers. Each atom was given the same isotropic temperature factor as the corresponding atom in the original PDB. TLS operators and anisotropic temperature factors were ignored. To reduce the total number of parameters, only a single copy of the solvent was used. The ensemble models were then subjected to the crystallographic torsion angle simulated annealing protocol implemented in the program CNS (Brunger et al., 1998) , which was carried out with an experimental potential term that was dependent on the agreement between the observed and calculated X-ray data, and with the potential energy terms corresponding to interactions between the different conformers turned off. After the annealing step, two cycles of maximum likelihood refinement of both the coordinates and temperatures factors were performed with the relative weighting of the contribution to the target function from the geometric versus experimental terms determined automatically by CNS. The weight on the geometrical restraints was then varied to determine which value would give the optimum R free value, and the refinement was extended for a final six cycles.
Ensemble Refinement of Simulated Data
The three structures 1XMT, 1VJH, and 1Q4R were selected from the CESG data set for simulation based on their small size and lack of complicating ligands. The program VMD (Humphrey et al., 1996) was used to place the structures in TIP3P solvent boxes of sufficient dimension to position at least 6 Å of solvent between the protein and the boundary. Sodium and chloride counterions were added as needed to give each system a neutral charge. All three simulations were run in the NPT ensemble by using the program NAMD (Phillips et al., 2005) with the CHARMM27 parameter set (MacKerell et al., 2000) . Constant temperature was maintained by using Langevin damping at 300 K, and the pressure was held constant at 1 atmosphere with a Langevin piston. Each system was subjected to 3000 steps of conjugate gradient minimization before running a 1 ns simulation with a timestep of 1 fs.
The simulated structure factor amplitudes were calculated from 500 coordinate sets sampled once every picosecond from the second half of each 1 ns simulation. Each frame was stripped of solvent and counterion atoms, aligned by backbone atoms to the coordinates from the original PDB, and used to calculate structure factors with CNS in the original space group and unit cell. A contribution from a bulk solvent mask was included in the calculated reflections along with scattering from the protein for each frame. The 500 sets of structure factors were then averaged in the complex plane to produce the final simulated amplitudes. Five percent of the reflections were set aside for the calculation of the R free value. The initial one-conformer models were obtained by carrying out conventional maximum likelihood refinement and manual fitting of the original deposited structure against the simulated data by using CNS and Coot (Emsley and Cowtan, 2004) , respectively. Ensemble refinement was then carried out with the new coordinates and simulated data in the same manner as described above for the experimental data, with the exception that interprotein interactions between neighboring atoms in crystal contacts were excluded from the potential energy calculations. All ensemble refinement coordinates have been deposited in the PDB (see Table S1 for accession IDs).
Analysis of the Ensemble Models
Calculation of the residue root-mean-square (rms) deviations of the ensemble models was performed in VMD according to the equation RMSD = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi P n P i ðx n;i À x i + s n;i Þ 2 ð3NIÞ À 1 v u u t ;
(1) where x n,i is the coordinate vector for the i th atom in the n th conformer, x i is the mean coordinate vector of the i th atom averaged over all conformers, s n,i is the contribution from the isotropic temperature factor, N is the total number of atoms in the residue, and I is the number of conformers. For the simulations, b was set to zero, and there would be no contribution to the rmsd from the Debye-Waller factor; for singleconformer models, the rmsd is equal to the third term inside the summation parentheses. The principal component analysis was carried out according to a procedure similar to that described by Romo et al. (1995) . The x, y, and z coordinates of the 500 aligned frames of a simulation of a protein with N atoms were arranged in a 3N 3 500 matrix so that Mð3i : 3i + 2; jÞ = x i; j À hx i i y i; j À hy i i z i; j À hzii ;
(2) where x i,j is the x coordinate of the i th atom in the j th frame of the simulation. The program MATLAB was then used to calculate the singular value decomposition of the coordinate deviation matrix M = USV T ;
so that the left singular vectors (LSVs) that make up the columns of U are proportional to the principal components of the simulation, and the right singular vectors in the columns of V are the projection of each frame on the corresponding LSV. To calculate the projection of the probability density function of a particular residue along a principal component for a single or ensemble model, first a matrix, M 0 , analogous to one described in Equation 2 is created for the model with the different conformers rather than the set of time point frames of the simulation in the columns, and with the simulation mean coordinates subtracted from the rows. M 0 is then used to calculate 
and where b b n is the average temperature factor for the n th conformer of that residue, and m n is the projection on the first LSV of the n th column vector of M 0 . The Kullback-Liebler (KL) divergence between Equation 4 for a particular model and the histogram generated from the corresponding simulation was defined as KLD = X
x HðxÞlog 2 HðxÞ PðxÞ ;
where H(x) is the histogram of the projections of the individual frames of the simulation on the first LSV, and the summation is over the range of values of x, where H(x) is not zero.
Supplemental Data
Supplemental Data include results, PDB accession codes, and references for the 50 individual structures and are available at http:// www.structure.org/cgi/content/full/15/9/1040/DC1/.
