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Introduction
The aim of this paper is to give the dimension of the space of Siegel modular forms M k (Γ(3)) of degree 2, level 3 and weight k for each k. Our main result is In other words we have the generating function :
dim M k (Γ(3))t k = 1 + t + t 2 + 6t 3 + 6t 4 + t 5 + t 6 + t
7
(1 − t) 4 .
About the space of cusp forms, the dimension formula of weight k ≥ 4 is shown by Morita ([Morita] ) Christian ([Christian 1, 2] ) and Yamazaki ([Yamazaki] ), by using the Selberg trace formula or Riemann-Roch theorem. Therefore for weight k ≥ 5, the calculation of the dimension of M k (Γ(3)) is not so hard using Eisenstein series and the Siegel Φ-operator. In the case of low weights, the fact that M k (Γ(3)) are representation spaces of the finite group Sp(2, F 3 ) is crucial. Fortunately all the irreducible characters of Sp(2, F 3 ) are given by Srinivasan ([Srinivasan] ). By utilizing this table we can determine these representations, hence all the more the dimensions. Now we review the contents of our paper in detail. Firstly we recall some basic facts on elliptic modular forms in §1. In §2 the dimension formula of the spaces of Siegel cusp forms of higher weights is given, and we examine the boundaries of the Satake compactification of Γ(3)\H 2 in §4.
We determine the dimensions in §5. The space of modular forms M k (Γ(3)) is decomposed into the space of cusp forms S k (Γ(3)), the space of Siegel-Eisenstein series E k (Γ(3)) and the space of Klingen-Eisenstein series K k (Γ(3)) in § §5.1, 5.2. In § §5.3 we define some elements of M 1 (Γ(3)) by using the theory of theta series of quadratic forms, and we calculate the dimensions of M 1 (Γ(3)) and M 2 (Γ(3)) in § §5.4. Finally in §6 the dimensions of M 3 (Γ(3)) and M 4 (Γ(3)) are determined exactly by using the theory of non-holomorphic Eisenstein series.
Acknowledgements : The author would like to thank to Professor Ken-ichi Shinoda of Sophia University for advices about the character table of Sp(2, F q ), and to Professor Shin-ichiro Mizumto of Tokyo Institute of Technology for advices about Eisenstein series. The author thanks to his thesis advisor Professor Takayuki Oda for various advices.
Notations
• H g = {Z ∈ M g (C)|Z = t Z, ImZ > 0}
• For a commutative ring R,
If g=2 we write simply Γ, Γ(N ) respectively dropping superscript.
• For M = A B C D ∈ Sp(g, R) and Z ∈ H g , we set
M Z = (AZ + B)(CZ + D) −1 ∈ H g
• For a holomorphic function f on H g and M = A B C D ∈ Sp(g, R), we put
Let Γ be a subgroup of Γ (g) which contains some Γ (g) (N ).
• The space of Siegel modular forms of weight k is given by
f is holomorphic at each cusp if g = 1}
For f ∈ M k (Γ ) and M ∈ Γ (g) we write f | M instead of f k | M . This function belongs to M k (gΓ g −1 ).
• For f ∈ M k (Γ ) and z ∈ H r (0 ≤ r ≤ g − 1), we define an operator Φ r on M k (Γ ) by
The image Φ r (f ) is a holomorphic function on H r
• We write S k (Γ ) = {f ∈ M k (Γ )| Φ g−1 (f | M ) = 0 for any M ∈ Γ (g) } This is called the space of cusp forms of weight k
Elliptic modular forms
In this section we review basic facts about elliptic modular forms i.e. modular forms of degree one. Among others, we give a basis of the space of elliptic modular forms of level 3 and of weight k for each k. For details, refer to [Shimura 1, chapter 1, 2] and [Ogg, Chapter IV] . The dimension formula of elliptic modular forms is already well-known ([Shimura 1, Theorem 2.24 and 2.25]). For the case level 3, it gives the following. Lemma 1.1
It implies immediately the following.
Theorem 1.1 The graded ring
Proof Take a basis f , g of M 1 (Γ (1) (3)). In view of the dimensions, it suffices to prove their algebraic independence. Now assume that f and g satisfy some homogeneous relation of degree k:
Hence f /g is algebraic over C, which means f = λg for λ ∈ C, to get a contradiction. ✷ We want to have the generators X, Y in the above theorem, i.e. a basis of M 1 (Γ (1) (3)). For that purpose we use the theory of theta series of quadratic forms ( [Hecke, and also we explain it in this paper at §5).
Let Q = 2 3 3 6 . For z ∈ H 1 , we set
Then ϑ, χ ∈ M 1 (Γ (1) (3)) and for q = e 2πiz , p = e 2πiz 3 , the Fourier expansions are as follows.
And for J = 0 1 −1 0 , ϑ and χ satisfy
The Γ (1) (3)-nonequivalent cusps of H 1 ∪ Q ∪ {∞} are ∞, 0, 1, and −1. For each cusp x, as γ ∈ SL 2 (Z) such that γ ∞ = x we can take the element respectively,
) and γ defined above, the value of the 0-th
Remark If k is even, the value at cusp x is independent on the chois of γ such that γ ∞ = x, but if k is odd the sign may depend on the choice. Now we consider the space of modular forms of higher weights. For k ≥ 3, and
) . Now we take (0, 1), (1, 0), (1, 1) and (1, −1) as (c, d) . The value of e k * s at each cusp are given as follows.
In particular when k = 3, the set {e To consider Fourier expansion of e k * , first we recall the expansion of e k ( [Ogg, chapterIV proposition 17] ) :
where Also we get the values at each cusp of ϑ and χ as follows.
Next we consider the element h = χe 3 * (0,1) ∈ M 4 (Γ (1) (3) ). This function takes value 0 at each cusp, this means h ∈ S 4 (Γ (1) (3)). The Fourier expansion of h is
For our later use we have to specify the representation of
(1) (3). 
Theorem 1.2 (1) If we denote the representation of SL
2 (F 3 ) on M k (Γ (1) (3)) by η k , then η 1 ∼ = A + , η k ∼ = Sym k η 1 ∼ = Sym k A + . (2) For k ≥ 4, the representation on S k (Γ (1) (3)) is−1 0 0 −1 1 1 3 −2 −2 1 1 0 1 1 4 1 0 −1 1 + ω ±1 ω ±1 1 0 −1 1 4 1 0 −1 1 + ω ∓1 ω ∓1 −1 0 −1 −1 4 1 0 1 −(1 + ω ±1 ) w ±1 −1 0 1 −1 4 1 0 1 −(1 + ω ∓1 ) ω ∓1 0 1 −1 0 6 1 −1 0 0 1 6
The dimension formula for Siegel cusp forms
For the dimension of the Siegel cusp forms of degree two with level l ≥ 3, there exists a closed formula for weight k ≥ 4. There is a vanishing result for the space of cusps of weight 3. We recall these result to use in latter section. First we quote the following fundamental result.
Theorem 2.1 ( [Yamazaki, §4 THEOREM] , and also see [Christian 1, Satz] , [Morita, Main Theorem] 
Put l = 3 in this theorem, then we have following.
Now we have to consider the case of the low weight k.
Proof Let X be a smooth compactification of Γ(3)\H 2 . Then according to [van der Geer corollary 3.4] X is rational, hence we get dim Γ(X, Ω 3 X ) = 0. On the other hand, there is an isomorphism : (3)). So the lemma is immediately induced by Lemma 2.2. ✷ Remark Since we have dim M 1 (Γ(3)) = 0 in §5, a similar argument as the proof of Lemma 2.3 shows dim S 2 (Γ(3)) = 0 (Lemma 5.3).
The representation of Sp(2, F )
Since the fact that M k (Γ(3)) and S k (Γ(3)) are representations of the finite symplectic group Sp(2, F 3 ) is crucial in our investigation, we review the known result on the irreducible representations of Sp(2, F 3 ). In this section, extracting from [Srinivasan] we give a list of part of irreducible characters of G = Sp(2, E 3 ) which is necessary in this paper. Now as representative element of conjugation class of G, we take following elements.
element of order 10 element of order 5
And we write X for −X. 240
And θ 4 is the complex conjugate of θ 3 .
In this paper we have to calculate the symmetric tensor product or induced representation of a given representation. We use the following formulae.
Let ρ be a representation of a finite group G and χ = χ ρ be its character. For γ ∈ G, we have
24 .
Let H be a subgroup of G and {g λ } be a representative system of G/H. Then for a representation ρ of H, we have
Boundaries of the Satake compactification
In this section we examine the boundary components of Satake compactification of Γ(3)\H 2 . About the definition of Satake compactification, we refer to [Satake, Exposé 12, 13] .
Definition 4.1 (1) For a standard parabolic subgroup
(2) For another standard parabolic subgroup
We fix an integer N ≥ 3. Now we decompose Γ into double cosets by P 1 or P 2 and Γ(N ) as
respectively. Similarly we have the decomposition
0 .
Here P
Then the above value depends only on M 0 µ , and we call it the value of (f λ ) λ at 0-th cusp M 0 µ . Next we consider the Siegel Φ-operator (Refer to [Satake, Exposé 14] ).
Definition 4.2 The subspace of
The Siegel operator has the following properties.
This is a straightforward calculation, so we omit the proof. From this lemma, the following proposition is induced immediately.
Proposition 4.1 (1) The image of the morphism
is contained in ∂M k , and the value of (Φ
Now we consider the case N = 3. We can take {M 
And we put M ν as follows, which correspond to the cusp ∞, 0, 1 and −1 of Γ (1) (3) respectively.
Now we want to describe the manner of intersections of boundaries precisely. That is, in the language of discrete subgroups, we have to calculate λ, µ, ν which satisfies 
In this case, when x = 0, 1, −1, it corresponds to cusp ∞, 1, −1 respectively, and the rest element corresponds to cusp 0.
This fact shows the dimension of ∂M k for each k as follows.
Lemma 4.2 For
Proof We define the morphism Ψ : 
, and it shows Ψ is surjective. By Lemma 1.1
This proves the lemma. ✷ Lemma 4.3 dim ∂M 2 ≤ 15.
Proof By Theorem 1.1, we can take a basis {ϑ 2 , ϑχ, χ 2 } of M 2 (Γ (1) (3)). In view of the values of these elements at each cusp, we see that for every element of M 2 (Γ (1) (3)) the sum of values at each cusp is equal to 0. In particular if f ∈ M 2 (Γ (1) (3)) takes value 0 at three cusps, we get f = 0. In view of the configuration of boundaries and using the above argument, we can show that the morphism which send the element of ∂M 2 to the value at 0-th cusp M 
The space of modular forms as Sp(2, F 3 ) modules § §5.1 Eisenstein series
First we consider the Siegel-Eisenstein series and the Klingen-Eisenstein series.
Let N ≥ 3. We put
Here γ Z * means the (1,1)-component of γ Z .
Then the above infinite sums defining E * k (Z) and E * k (g, Z) converges absolutely and uniformly in N ) ). Next we recall the relation of Eisenstein series and the Siegel Φ-operator. First we consider Φ 1 (E * k (g, Z) ). Since the sum defining E * k (g, Z) converges uniformly in V (d) for any d > 0, if we use the fact
we can get
is also a representative system of Γ(N )\Γ/P 1 for fixed λ 0 , by Lemma 4.1 we get
In the same way, if we put E * k
By the above mentioned, we can show the following lemma.
Ploof The latter half is induced by Lemma 2.1 and Lemma 4.2. We take (f λ ) ∈ ∂M k and let a µ be the value of (f λ ) at each 0-th cusp M
As a conclusion of this subsection, we have the following.
Proposition 5.1 For k ≥ 5, we can get the decomposition of the
Here,
S k (Γ(N )) : the space of cusp forms
K k (Γ(N )) : the space spanned by E * k λ (g, Z) E k (Γ(N )) : the space spanned by E * k µ (Z),
and each space is closed the action of Γ. § §5.2 The representations associated with Eisenstein series
Now we want to decompose the space M k (Γ(N )) for k ≤ 4, similarly the case k ≥ 5. N ) ) : the subspace of the complement space of S k (Γ(N )) such that
Definition 5.1 for k ≥ 1, we assume that M k (Γ(N )) is decomposed as
and each space is closed under the action of Γ.
Then we call E k (Γ(N )) and K k (Γ(N )) the space of Siegel-Eisenstein series and Klingen-Eisenstein series respectively.
Remark This decomposition always exists by the complete reducibility of the representation of finite groups, but it is not unique.
Proposition 5.2
We put G = Sp(2, Z/N Z), and P 0 , P 1 the image of P 0 , P 1 respectively by the natural map Γ → G.
(
1) For k ≥ 1 the representation of G on E k (Γ(N )) is given by the subrepresentation of Ind
In the case of N = 3, we have
Proof We only prove (2), since one can easily show (1) in the similar way. Let take a basis
−1 } is a representative system of Γ(N )P 1 \Γ. Hence if we fix a γ ∈ Γ, for each λ there exists λ such that
and when λ runs through the representative system, λ also runs the system.
we have
In paticular the space spanned by {f i } 1≤i≤m is closed under the action of P 1 , and the representation of P 1 on this space is given by u
In general, we consider the C-vector space V which is spanned by free basis {f i λ }, and induce the action of Γ by (1), (2) and (3). Next we define the morphism α :
Then α is injective and by the construction, α is the homomorphism of G-modules. Hence the representation of G is given by the subrepresentation of Ind
We put N = 3. Then we have the following corollary.
Corollary 5.1 (1) When k is even, the representation of
and its subrepresentation if k = 2.
(2) When k is odd, the representation of G on E k (Γ(3)) is given by for k ≥ 5
and its subrepresentation if k = 1 or k = 3.
Proof In view of the proposition, it suffices to show the corresponding relations:
(1) Ind
(2) Ind
These follows by direct computation of the induced characters. One should be careful that a representative system of G/P 0 is given by {M 
Theta series of quadratic forms
As in §1, we use the theory of theta series of quadratic forms in order to get the element of modular forms of weight 1.
Definition 5.2 Let Q ∈ M m (Z) be a symmetric positive definite matrix with even diagonal entries, and let q be the minimum positive integer such that
For any element f ∈ M k (Γ(3)) if we write the Fourier expansion of f as c l1l2l3 p
3 , then we consider the set of indices (l 1 , l 2 , l 3 ) with nonvanishing coefficients :
On the other hand, we write the residue classes
in Z 3 with respect to the subgroup 3Z 3 . Then
In particular, t 1 · · · t 5 are linearly independent. Next we consider the Siegel Φ-operator. The action of Γ to t i are given by Proposition 5.3, thus we can calculate easily the image of Φ 1 λ .
§5.4 Determination of the dimensions in low weight cases
Now we can determine the dimensions of M k (Γ(3)) for k ≤ 4. to G is equal to P 0 . On the other hand, if we write ρ the representation of G to S 4 (Γ(3)), Frobenius reciprocity law tells
We know already that (ρ| P 0 , 1 P 0 ) P 0 = dim S 4 (Γ 0 (3)) = 1. Since dim S 4 (Γ) = 0, ρ does not contain the trivial representation of G. Finally dim θ 9 = 24, dim θ 11 = 15, and dim ρ = 15, we get ρ = θ 11 . ✷ Next we consider the case k = 3 or k = 4. Since there is a natural map from
, we have to calculate the k-th symmetric tensor product of the representation on M 1 (Γ(3) ).
By direct computation we have , and M 4 (Γ(3)) is the subrepresentation of The elements which contain different classes are clearly independent, so we have only to show the linearly independence of the elements contained in the same classes. It can be shown by using the Siegel Φ-operator. For example, consider the 2 elements contained in the class R(1, 0, 1). For M
Lemma 5.5 The natural map Sym
Since x and y are algebraic independent (cf. 
Using this fact we can see the following.
Lemma 5.7 The image W of the natural map Sym
Proof of the theorem First the statement (2) is already proved by Lemma 2.1, 2.2, 2.3, and 5.3. Also the assertion (1), it is proved except for the cases k=3, k=4, (c.f. Lemma 5.1, 5.2, and 5.3). Further because of Lemma 5.6, dim M 3 (Γ(3)) =35 or 40, and dim M 4 (Γ(3)) =85 or 95. So if we show that the latter cases are true, the proof is finished.
Proof Since dim S 3 (Γ(3)) = 0 and dim S 3 (Γ (1) (3)) = 0, the assumption dim M 3 (Γ(3)) = 40 means dim E 3 (Γ(3)) = 40. Hence there exists an element f ∈ M 3 (Γ(3)) such that
This means that
Hence if we consider t 2 f ∈ M 4 (Γ(3)),
Thus dim K 4 (Γ(3)) = 40, and from the result of § §5.4, we get dim M 4 (Γ(3)) = 95. ✷ Now it suffices to show that dim M 3 (Γ(3)) = 40, or equivalently dim M 3 (Γ(3)) > 35 by Lemma 5.6. Namely we have to show there exists a element of M 3 (Γ(3)) which is not contained in the image W of the natural map Sym
To show this, we use the theory of non-holomorphic Eisenstein series. For s ∈ C, Re(s) > 0 and Z ∈ H 2 , let
Since P 0 Γ(3) = Γ 0 (3), this series can also be written as
Here ψ is the primitive Dirichlet character modulo 3.
Proposition 6.1 ([Shimura 2, Theorem 7.1]) For each Z, E(s, Z) extends to a meromorphic function on C, and it is holomorphic at
Our aim is to prove that E = E(0, Z) is not contained in W . First we show a property of E :
Proof For Re(s) > 0, the infinite sum defining E(s, Z) converges absolutely and uniformly on
Since Γ(3) Γ and P 0 ∩ Γ(3) P 0 , we get
Lemma 6.3 E is not contained in the image of the natural map Sym
Proof We assume that E is contained in the image. Because E is invariant under Now from [Shimura 2, expression (7.8a) (7.8b) (7.8c) and (7.13) ], we can see some information of the Fourier coefficients of
the coefficient function is written as
In particular a(h, Im(Z), 0) = 0 if det h = 0. This means
Hence from ( * ) and Table 5 -A, we have
Since x and y are algebraically independent, we have a = b = 0. It is a contradiction. ✷ Now we have finished the proof of Theorem 6.1.
Remarks for further investigation § §7.1 Representation of G
Here is a collection of the results on the representations of G obtained in the paper.
§7.2 Generators and relations for the ring
Since dim M 1 (Γ(3)) = 5, it is better to rewrite the generating function of Corollary 6.1 as 1 + 5t 3 − 5t 5 − t
The quotient M 3 (Γ(3))/Sym 3 M 1 (Γ(3)) has dimension 5. Therefore we further rewrite this function as 1 − 5t 5 + {higher terms}
Thus it is easy to see that we need 5 generators of weight 1 and another 5 generators of weight 3 in the graded ring M k (Γ(3)), which has 5 linearly independent nontrivial relations of weight 5. However one should be careful, because the above generating function itself gives no answer for the question whether there are nontrivial relations of weight 4 or not. Fortunately we can work out this problem. Proof We use some results of [Ibukiyama] . As we show in the proofs of Lemma 6.1 and 6.3, there exists a unique element E * 3 ∈ M 3 (Γ ( [Ibukiyama] . Again by the same theorem t Let V be a subspace of M 4 (Γ(3)) generated by the elements of weight 1 and 3. The above relation shows that S 4 (Γ we have E 4 (Γ(3)) ⊂ V and K 4 (Γ(3)) ⊂ V , hence finally V = M 4 (Γ (3)). This proves the proposition. ✷
