We derive two lower bounds on entanglement of formation for arbitrary mixed Gaussian states by two distinct methods. To achieve the first one we use a local measurement procedure that symmetrizes a general Gaussian state and the fact that entanglement cannot increase under local operations and classical communications. The second one is obtained via a generalization to mixed states of an interesting result already known for pure states, which says that squeezed states are those that, for a fixed amount of entanglement, maximize Einstein-Podolsky-Rosen-like correlations.
I. INTRODUCTION
The quantification of the amount of entanglement a quantum system possesses is still an open problem in Quantum Information Theory. Restricting our attention to bipartite systems, i. e., systems composed of two subsystems, we have one measure of entanglement, entanglement of formation (EoF) [1] , which has a clear physical meaning. Given an entangled state ρ, the EoF for this state expresses the number of maximally entangled states we need to create ρ [2] . The formal definition of the EoF is:
where we take the infimum over all pure-state decompositions of ρ = j p j |ψ j ψ j |, j p j = 1 and E(ψ j ) is the von Neumann entropy of the pure state ψ j .
The analytical minimization of Eq. (1) is not an easy task. Dealing with two-qubit systems, which are the simplest entangled bipartite systems, Wootters [3] obtained an analytical expression for the EoF and Giedke et al [4] derived an analytical expression for the EoF for symmetric Gaussian states.
Gaussian states are very useful in quantum-optical implementation of several quantum information protocols. (Quantum cryptography [5] is an important example.) Hence, a complete characterization of the amount of entanglement of Gaussian states is desirable. The natural next step is the search for an analytical expression for the EoF for arbitrary Gaussian states.
In this article we give two analytical expressions that furnish lower bounds for the EoF for Gaussian states. We employ two different methods to derive such lower bounds. The first lower bound is obtained using a local measurement procedure derived by Giedke et al [6] 
II. FIRST LOWER BOUND
Let us begin setting the notation used in this article and some properties of Gaussian states. Consider a bipartite Gaussian system ρ of two modes described by the annihilation operators a j = (X j + iP j )/ √ 2, where j = 1, 2 and [X j , P j ′ ] = iδ jj ′ . This system can be alternatively described by its characteristic function [6] :
where r = (x 1 , p 1 , x 2 , p 2 ) T is a column real vector and
Eq. (2) uniquely defines a state ρ and for Gaussian states it can always be put in the following form:
where T means transposition, γ is a 4 × 4 matrix which is called correlation matrix (CM) and d is a 4−dimensional real vector. The first moments of a Gaussian state X j and P j can always be set to zero using local unitary operations, which implies that we can work with zero mean Gaussian states when studying entanglement properties of such systems. The matrix elements γ ij of the CM can be calculated directly from the density matrix ρ by the following formula:
where R = (X 1 , P 1 , X 2 , P 2 ) T . A matrix γ represents a realizable physical state iff it is strictly positive, real, symmetric and satisfies [6] :
where J = A Gaussian system can also be represented by its Wigner distribution W (r). Assuming that we are working with a zero mean Gaussian state we have [7] :
The CM's γ and γ W are related by the following relation:
These two CM's can be brought to the following standard form by suitable local symplectic transformations [6] :
where
(10) The same set of equations apply to γ W :
The four real parameters (n, m, k x , k p ) completely characterize a two mode Gaussian state and they are related to the four local symplectic transformation invariants as follows [8] :
Alternatively the four real parameters (N, M, K x , K p ) also completely specify a two mode Gaussian system. 
We now pass to the derivation of the first lower bound. A symmetric Gaussian entangled state σ is completely specified by its CM (see Eq. (9)), where n = m =ñ.
(From now on, every parameter associated with a symmetric Gaussian state will be represented by a tilde on top of it.) Let us assume, without loss of generality, k x > 0 andk p < 0 [8] . The EoF for this symmetric state is [4] :
where,
Here (14) we can write the EoF given by Eq. (15) in terms of invariants:
Using Eqs. (8) and (14) we obtain the following relations among the invariants of the γ and γ W matrices:
where W 5 = detγ W and I 5 = detγ.
Therefore, due to Eq. (18) the EoF for our symmetric Gaussian state, Eq. (17), can be expressed as:
But Giedke et al [6] have shown that a general bipartite Gaussian system ρ can be transformed to a symmetrical bipartite Gaussian system σ using LOCC. This implies that E f (ρ) ≥ E f (σ). Schematically we have:
Our only task now is to rewrite Eq. (19) in terms of the invariants of the γ matrix of ρ. It is in this step that we use Giedke's symmetrization procedure. Given a general bipartite Gaussian system ρ and its γ W matrix, where we assume, without loss of generality that N > M , we can achieve by means of local operations a symmetric state with the followingγ W matrix [6] :
wherẽ
Eq. (25) guarantees that detÃ W = detB W . This condition is the statement that the Gaussian system with thẽ γ W above is symmetrical [6] . Using Eqs. (14,22-24) and the assumption that |K x | ≥ |K p | [9] we can write Eq. (19) as follows:
where 
Eq. (32) is our first lower bound for the EoF for general Gaussian states. It is worthy noting that this lower bound reduces to the EoF for symmetric Gaussian states whenever n = m.
III. SECOND LOWER BOUND
A two-mode squeezed state [4] is a symmetric Gaussian pure state that belongs to the Hilbert space H = H 1 ⊗H 2 and is described by the following vector:
where |n j is the n-th Fock state, that is, a † j a j |n j = n |n j , j=1,2 and r ∈ (0, ∞) is the squeezing parameter.
There exists an interesting relation between squeezed states and EPR-correlations, which Giedke et al [4] proved in their proposition 1: Given a squeezed state |Ψ s (r) and an arbitrary pure two-mode state |ψ then, if they have the same EPR-correlation, the squeezed state is the least entangled. In other words, if we call ∆(Ψ s (r)) and ∆(ψ) the EPR-correlations for the two mentioned states and if ∆(Ψ s (r)) = ∆(ψ) then, E(ψ) ≥ E(Ψ s (r)).
The EPR-correlation is defined as [4] :
ψ is the dispersion of the observable R j . The above expression measures the degree of non-local correlations, and is zero for the original EPRstate [4, 11] . This means that the more a system is nonlocal the more Eq. (35) approaches zero. We say that a system with the minimal ∆(ψ) has the maximal EPRcorrelation. For our squeezed state the EPR-correlation is [4] :
The EoF, which is equal to the von Neumann entropy, for the squeezed state is [4] :
And it is shown that [4] :
Giedke et al [4] Theorem 1 For all bipartite Gaussian systems ρ we have E f (ρ) ≥ E f (σ), if ∆(ρ) = ∆(σ) and σ is a symmetric Gaussian mixed state.
Here ∆(ρ) is analogously defined as in Eq. (35).
Proof: Applying a suitable symplectic local transformation in the standard form of the γ matrix of σ [4, 12] we see that the EPR-correlation for this transformed matrix is ∆(σ) = ñ − |k x | ñ − |k p | . But the amount of entanglement is invariant by local symplectic transformations. This means that
Let us write ρ as
where the above decomposition is the one that furnishes the EoF of ρ, i. e.,
Using the above expansion of ρ we have that
The first inequality is a consequence of the concavity of ∆(ρ) (see Appendix) and the fact that f is a decreasing function of its argument [4] . The second inequality is due to the convexity of f [4] . We now use the fact that a squeezed state can assume any value of entanglement. For each pure state in the decomposition of ρ above we associate a squeezed state with the same amount of entanglement: E(ϕ j ) = E[Ψ s (r j )]. Therefore we have the following relation for the EoF of ρ:
Now due to the proposition 1 of Giedke et al [4] we know that ∆(ϕ j ) ≥ ∆[Ψ s (r j )]. Hence, using this fact in Eq. (41) and that f is a decreasing function of its argument we have:
Combining Eqs. (42) and (43) we see that
The above theorem tells us that for mixed states the symmetric states are those with less EoF given an EPRcorrelation. It is interesting to note that σ can be any symmetric state, including symmetric states written as superpositions of squeezed states.
The previous theorem automatically gives us a lower bound for the EoF for general Gaussian states. Using Eq. (44) we get:
We now implement a local symplectic transformation in the γ matrix of ρ, Eq. (9), before calculating the EPRcorrelation. (It does not alter the amount of entanglement, since it is equivalent to a unitary local transformation in the density matrix ρ.) This transformation can be viewed as an extension to non-symmetrical Gaussian states of the transformation introduced by Giedke et al [4] for symmetric states. This transformation multiplies
. P j is divided by the same quantity. Now calculating ∆(ρ) we get the following expression for our second lower bound:
Again we see that this lower bound reduces to the EoF for symmetric systems whenever n = m. It is important to note that when n+m 2
− |k x | n+m 2 − |k p | > 1 we have ∆(ρ) = 1. For such cases this lower bound is not useful since it simply shows that E f (ρ) ≥ 0.
IV. DISCUSSION AND EXAMPLES
We now employ the two lower bounds derived previously, Eqs. (32) and (46), to see their usefulness in analyzing some Gaussian states. For completeness we present in terms of the invariants (n, m, k x , k p ) three inequalities they must satisfy to be considered parameters that describe physically realizable entangled Gaussian states [6] . We will assume, without loss of generality m ≥ n and |k x | ≥ |k p |.
The last inequality is the restriction a γ matrix must satisfy to represent an entangled Gaussian system. The table below shows six entangled Gaussian systems and the values of their two lower bounds (LB1 and LB2). These six Gaussian systems are very representa- tive. Looking at their lower bounds we see that depending on the parameters of the system LB1 or LB2 is the strongest lower bound. For example, the first two Gaussian systems have LB2 as the strongest lower bound but the four last Gaussian systems have LB1 as the strongest one. LB1 and LB2 are also useful for discarding possible candidates for the EoF of a general mixed Gaussian state. Consider, just for illustration, the functions
(49) Both f 1 and f 2 reduce to the EoF for symmetric states when n = m. For the Gaussian states with (n, m, k x , k p ) = (2, 2.5, 1.3, −1.2) we have LB1 = 0.00173 > f 1 = 0.00091 and for (n, m, k x , k p ) = (1.5, 2, 1.1, −1) we get LB2 = 0.208853 > f 2 = 0.18621. These results show that f 1 and f 2 cannot be proved to be the EoF for general Gaussian systems since we have lower bounds for the EoF that are greater than f 1 and f 2 .
V. CONCLUSION
We presented in this article two lower bounds for the EoF of general Gaussian two-mode systems. They were obtained by two distinct methods.
The first lower bound, Eq. (32), was derived using an interesting procedure derived by Giedke et al [6] that symmetrizes by local operations a Gaussian state and the well known fact that entanglement does not increase under LOCC.
The second lower bound, Eq. (46), is a corollary of theorem 1, which can be interpreted as an extension of a previous result obtained by Giedke et al [4] : given two pure bipartite systems with the same amount of entanglement, the squeezed states are those with the maximal EPR-correlation. Our theorem generalizes this fact to mixed states in the sense that symmetric Gaussian states are shown to be states with maximal EPR-correlation for a fixed amount of entanglement.
