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The paper presents a rigorous mathematical analysis of a deterministic model, which uses
a standard incidence function, for the transmission dynamics of a communicable disease
with an arbitrary number of distinct infectious stages. It is shown, using a linear Lyapunov
function, that the model has a globally-asymptotically stable disease-free equilibrium
whenever the associated reproduction threshold is less than unity. Further, the model has
a unique endemic equilibrium when the threshold exceeds unity. The equilibrium is shown
to be locally-asymptotically stable, for a special case, using a Krasnoselskii sub-linearity
trick. Finally, a non-linear Lyapunov function is used to show the global asymptotic stability
of the endemic equilibrium (for the special case). Numerical simulation results, using
parameter values relevant to the transmission dynamics of inﬂuenza, are presented to
illustrate some of the main theoretical results.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Since the introduction of compartmental modeling by Kermack and Mckendrick in 1927 [19], numerous Kermack
Mckendrick-type models have been designed and used to study the transmission dynamics of emerging and re-emerging hu-
man and animal diseases of public health interest (see, for instance, [15] for a detailed review, and also [4,25–27,31,33,34]).
These models typically take the form of a deterministic system of non-linear ordinary differential equations (ODEs),
which split the total population at time t , denoted by N(t), into mutually-exclusive compartments of susceptible (S(t)),
exposed (E(t)), infectious (I(t)) and recovered (R(t)) individuals. This class of models are referred to SEIR models (or SEIRS
models, if the infection-acquired immunity is not permanent) [4,25–27,31,33,34].
An important feature of the transmission dynamics of some human diseases is the staged-progression property of the
diseases, where infected individuals progress through a long period of infectiousness involving distinct stages of infectivity.
This is typically the case with HIV [7,12,17,18], where an infected individual passes through several distinct stages with
different CD4+ T-cell counts and viral load levels. It is, therefore, important that disease transmission models designed for
such settings capture such biological property.
Guo and Li [12] studied an SIR model with n distinct infectious stages, showing global asymptotic dynamics for the
associated equilibria. Korobeinikov [20] established global asymptotic dynamics of SEIR and SIR models with several parallel
infectious stages. Bame et al. [2] provided global stability analysis for SEIS models with n latent classes. It should be stated,
however, that the aforementioned three studies [2,12,20] considered bilinear (mass action) incidence to model the infection
rates.
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infectious stages. A deterministic model of the form SEImRS will be used. This study has three important differences from
those reported in [2,12,20] (particularly the study in [12], which also considers n infectious stages). The ﬁrst is that standard
incidence will be used for the disease transmission process (data suggests that standard incidence may be more suitable for
modelling the transmission dynamics of human diseases [1,15]). The second is that a class of exposed (latent) individuals
(E) is incorporated. Finally, this study assumes that recovered individuals eventually lose their infection-acquired immunity
and become fully susceptible again. In addition to the above extensions, rigorous qualitative analysis will be provided for
the resulting SEImRS model.
The paper is organized as follows. The model is formulated in Section 2. The global asymptotic stability of the disease-
free equilibrium is established in Section 3. The existence and local asymptotic stability of the associated endemic equilib-
rium is considered in Section 4 (a sub-linearity trick [8,9,16] is used to establish the local asymptotic stability property, and
a Lyapunov function, of Goh–Volterra type, is used to prove its global asymptotic stability for a special case). Some of the
theoretical results obtained are illustrated numerically by simulating the model using parameter values relevant to a typical
inﬂuenza-like illness (ILI).
2. Formulation of the model
The total human population at time t , denoted by N(t), is sub-divided into four disjoint classes of susceptible (S(t)),
exposed (E(t)), infectious (I(t); with m infectious stages) and recovered (R(t)) humans, so that
N(t) = S(t) + E(t) +
m∑
i=1
Ii(t) + R(t).
The population of susceptible individuals is increased by the recruitment of individuals (assumed susceptible) into the
population at a rate of π and by the loss of infection-acquired immunity among recovered individuals (at a rate θ ). It is
decreased by infection, following effective contact with infectious individuals (in any of the m infectious stages) at a rate
of λ, where
λ =
m∑
j=1
β j I j
N
. (1)
In (1), β j is the effective contact rate (i.e., contact capable of leading to infection). This population is further decreased by
natural death (at a rate μS ). Thus, the rate of change of the susceptible population is given by
dS
dt
= π + θ R − λS − μS S.
Exposed individuals are generated following the infection of susceptible individuals (at the rate λ). The population of ex-
posed individuals is decreased by progression to symptoms development (at a rate σE ) and natural death (at a rate μE ).
Thus,
dE
dt
= λS − σE E − μE E.
The population of infectious individuals in Stage 1 (I1) is generated when exposed individuals develop symptoms (at the
rate σE ). It is decreased by progression to the next infectious stage (I2; at a rate σ1), natural death (at a rate μ1) and
disease-induced death (at a rate δ1). Hence,
dI1
dt
= σE E − σ1 I1 − μ1 I1 − δ1 I1.
Similarly, the population of infectious individuals in Stage j (with 2  j  m) is generated by the progression of in-
dividuals in Stage I j−1 to Stage I j (at the rate σ j−1). It is decreased by progression to the next (I j+1) infectious stage
(at a rate σ j), natural death (at a rate μ j) and disease-induced death (at a rate δ j). Individuals in the ﬁnal (m) stage of
infectiousness recover (at a rate σm). Thus,
dI j
dt
= σ j−1 I j−1 − σ j I j − μ j I j − δ j I j; j = 2, . . . ,m − 1,
and
dIm
dt
= σm−1 Im−1 − σmIm − μmIm − δmIm.
The population of recovered individuals is generated following the recovery of individuals in the ﬁnal stage of infec-
tiousness (at the rate σm). It is decreased by the loss of infection-acquired immunity (at the rate θ ) and natural death (at
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a rate μR ). In other words, this study assumes that infection does not confer lifelong immunity against re-infection (i.e.,
θ = 0). Thus,
dR
dt
= σmIm − θ R − μR R.
Hence, using the above formulation and assumptions, the model for the transmission dynamics of an infectious disease
with m infectious stages is given by the following system of non-linear differential equations (a ﬂow diagram of the model
is depicted in Fig. 1; and the associated variables and parameters, together with the estimated values of the parameters, are
tabulated in Tables 1 and 2, respectively):
dS
dt
= π + θ R −
m∑
j=1
β j I j
N
S − μS S,
dE
dt
=
m∑
j=1
β j I j
N
S − σE E − μE E,
dI1
dt
= σE E − σ1 I1 − μ1 I1 − δ1 I1,
dI2
dt
= σ1 I1 − σ2 I2 − μ2 I2 − δ2 I2,
dI j
dt
= σ j−1 I j−1 − σ j I j − μ j I j − δ j I j; j = 3, . . . ,m − 1,
dIm
dt
= σm−1 Im−1 − σmIm − μmIm − δmIm,
dR
dt
= σmIm − θ R − μR R. (2)
2.1. Basic properties of the model
2.1.1. Invariant region
Consider the biologically-feasible region
D =
{
(S, E, I1, . . . , Im, R) ∈ Rm+3+ : S + E +
m∑
j=1
I j + R  π
μ
}
,
where μ = min{μS , μE , μR , μ j ( j = 1, . . . ,m)}. Adding the expressions in the right-hand sides of the equations in the
model (2) gives
dN
dt
= π − μS S − μE E −
m∑
(δ j + μ j)I j − μR R,j=1
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Description of variables and parameters of the model.
Variable Description
S(t) Susceptible individuals
E(t) Exposed individuals
Ii(t) Infectious individuals at ith infectious stage (i = 1, . . . ,m)
R(t) Recovered individuals
Parameter Description
βi Transmission rate (for i = 1, . . . ,m)
π Recruitment rate into the susceptible population
μS Natural death rate for susceptible individuals
μE Natural death rate for exposed individuals
μi Natural death rate for individuals at the ith infectious stage
μR Natural death rate for recovered individuals
σE Progression rate to infectiousness for exposed individuals
σi Progression rate from infectious Stage i to Stage i + 1 (i = 1, . . . ,m − 1)
σm Progression rate to recovery for infectious individuals in Stage m
δi Disease-induced death rate of infectious individuals in Stage i (i = 1, . . . ,m)
θ Rate of loss of infection-acquired immunity
Table 2
Parameters and their values used in numerical simulations.
Parameter Description Value References
π Recruitment rate 7.976 per day [5]
1
σE
Average latency period 1.9 days [5,6,14,28–30]
1
σi
Average duration of infectiousness (we split as follows: 5 days [6,29,30]
(i = 1,2,3) 1σ1 = 2.25, 1σ2 = 1.5, 1σ3 = 1.25)
δi Disease-induced death rate of infectious 0.0062–0.035 [30]
(i = 1,2,3) individuals (we split δi as follows: per day
δ1 = 0.35, δ2 = 0.015, and δ3 = 0.0062)
μS ,μE ,μR ,μi Natural death rate
1
60×365 per day [5]
(i = 1,2,3)
θ Rate of loss of infection-acquired immunity 0.012 per day Assumed
βi Transmission rates [0.02–0.48] Assumed
(i = 1,2,3) per day
 π − μ
(
S + E +
m∑
j=1
I j + R
)
,
= π − μN.
Thus, dNdt < 0 if N >
π
μ . Since
dN
dt  π − μN , it can also be shown, using a standard comparison theorem [23], that
N(t) N(0)e−μt + π
μ
(
1− e−μt).
If N(0) πμ , then N(t)
π
μ . Hence, the set D is positively-invariant (i.e., all initial solutions in D remain in D for all t > 0).
This result is summarized below.
Lemma 1. The region D is positively-invariant for the model (2) with initial conditions in Rm+3+ .
It is convenient to deﬁne the region (the stable manifold of the DFE, E0)
D0 =
{
(S, E, I1, . . . , Im, R) ∈ D: E = I1 = · · · = Im = R = 0
}
.
2.1.2. Positivity of solutions
For the basic model (2), it is important to prove that all the state variables remain non-negative for all t > 0. In other
words, the solutions of the model (2) with positive initial data will remain positive for all t > 0.
Lemma 2. Let the initial data S(0) > 0, E(0) > 0, Ii(0) > 0, R(0) > 0, for i = 1, . . . ,m. Then, the solutions (S(t), E(t), I1(t), . . . ,
Ii(t), . . . , Im(t), R(t)) (i = 2, . . . ,m − 1), of model (2), are non-negative for all t > 0.
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ﬁrst equation of system (2), that
dS
dt
= π + θ R − [λ(t) + μS]S  π − [λ(t) + μS]S(t),
which can be re-written as,
d
dt
[
S(t) exp
{
μSt +
t∫
0
λ(u)du
}]
 π exp
{
μSt +
t∫
0
λ(u)du
}
.
Hence,
S(t1) exp
{
μSt1 +
t1∫
0
λ(u)du
}
− S(0)
t1∫
0
π exp
{
μS x+
x∫
0
λ(ξ)dξ
}
dx,
so that,
S(t1) S(0) exp
{
−
(
μSt1 +
t1∫
0
λ(u)du
)}
+ exp
{
−
(
μSt1 +
t1∫
0
λ(u)du
)}
×
t1∫
0
π exp
{
μS x+
x∫
0
λ(ξ)dξ
}
dx,
> 0.
Similarly, it can be shown that E(t) > 0, Ii(t) > 0, R(t) > 0 (with i = 1, . . . ,m) for all t > 0. This completes the proof. 
The consequence of the above result is that it is suﬃcient to consider the dynamics of the ﬂow generated by system (2)
in the region D, where the model can be considered to be epidemiologically and mathematically well-posed [7,15].
3. Disease-free equilibrium (DFE)
The model (2) has a DFE given by
E0 =
(
S∗, E∗, I∗1, . . . , I∗m, R∗
)= ( π
μS
,0,0, . . . ,0,0
)
. (3)
The stability of E0 is studied using the next generation method [32]. The associated matrix F (of the new infection terms)
and the M-matrix V (of the remaining transfer terms) are given, respectively, by
F =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 β1 β2 β3 β4 · · · βm
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
...
...
...
...
...
. . .
...
0 0 0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, V =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k0 0 0 0 0 · · · 0
−σE k1 0 0 0 · · · 0
0 −σ1 k2 0 0 · · · 0
0 0 −σ2 k3 0 · · · 0
0 0 0 −σ3 k4 · · · 0
...
...
...
...
...
. . .
...
0 0 0 · · · 0 −σm−1 km
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where k0 = σE +μE , k j = σ j +μ j + δ j (for j = 1, . . . ,m) and kθ = μR + θ . The associated basic reproduction number, denoted
by Rs0, is then given by Rs0 = ρ(F V−1), where ρ is the spectral radius of F V−1. It follows that
Rs0 =
m∑
i=1
βi
σE
k0
i∏
j=1
σ j−1
k j
, σ0 = 1. (4)
The result below follows from Theorem 2 of [32].
Lemma 3. The DFE, E0 , of the model (2), given by (3), is locally-asymptotically stable (LAS) if Rs < 1, and unstable if Rs > 1.0 0
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individual in a completely susceptible population. Lemma 3 shows that if Rs0 < 1, a small inﬂux of infectious individuals
will not generate large outbreaks of the disease. For disease elimination to be independent of the initial number of infectious
individuals, a global asymptotic stability property has to be established for the DFE (for the case when Rs0 < 1). This is done
below.
3.1. Global stability of the DFE
We claim the following:
Theorem 1. The DFE, E0 , of the model (2), is globally asymptotically stable (GAS) in D if Rs0  1.
Proof. Consider the linear Lyapunov function
V = B0E + B1 I1 +
m∑
j=2
B j I j, (5)
where
B0 = R
s
0km
βm
,
B1 = k0B0
σE
,
B j = km
βm
(
m∑
i= j
βi
i∏
l= j
σl−1
kl
)
; σp−1 = 1 for p = j. (6)
It is easy to show that Bm = 1. The Lyapunov derivative (where a dot represents differentiation with respect to time t) is
given by
V˙ = B0 E˙ + B1 I˙1 +
m∑
j=2
B j I˙ j. (7)
Substituting the expressions for E˙ and I˙ j from (2) into (7) gives
V˙ = B0
(
m∑
j=1
β j I j
N
S − k0E
)
+ B1(σE E − k1 I1) +
m∑
j=2
B j(σ j−1 I j−1 − k j I j). (8)
To simplify the algebraic manipulations needed to determine the sign of V˙ from (7) and (8), it is convenient to consider
the last two terms of the summation in (7) (using the deﬁnitions for B j ; j = 0,1, . . . ,m in (6), and noting that Bm = 1) as
follows.
Bm−1 I˙m−1 + Bm I˙m = km
βm
(
βm−1
km−1
+ βmσm−1
km−1km
)
︸ ︷︷ ︸
Bm−1
(σm−2 Im−2 − km−1 Im−1)︸ ︷︷ ︸
I˙m−1
+σm−1 Im−1 − km Im︸ ︷︷ ︸
Bm I˙m
,
= Bm−1σm−2 Im−2 − βm−1km
βm
Im−1 − km Im.
Similarly, combining the result obtained in (9) with the third-to-the-last term of the summation in (7), and simplifying,
gives
m∑
j=m−2
B j I˙ j = Bm−2 I˙m−2 + Bm−1 I˙m−1 + Bm I˙m,
= Bm−2 I˙m−2 + Bm−1σm−2 Im−2 − βm−1km
βm
Im−1 − km Im,
= km
βm
(
βm−2
km−2
+ βm−1σm−2
km−2km−1
+ βmσm−2σm−1
km−2km−1km
)
︸ ︷︷ ︸
B
(σm−3 Im−3 − km−2 Im−2)︸ ︷︷ ︸
I˙m−2m−2
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(
βm−1
km−1
+ βmσm−1
km−1km
)
︸ ︷︷ ︸
Bm−1
σm−2 Im−2 − βm−1km
βm
Im−1 − km Im,
= Bm−2σm−3 Im−3 − βm−2km
βm
Im−2 − βm−1km
βm
Im−1 − kmIm.
Following the same procedure, for j = 1, . . . ,m (noting that I˙1 = σE E − k1 I1), leads to
m∑
j=1
B j I˙ j = B1σE E −
m∑
j=1
km
βm
β j I j . (9)
Using (9) in (7) gives,
V˙ = B0 E˙ + B1σE E −
m∑
j=1
km
βm
β j I j. (10)
The ﬁrst two terms in (10) can be further simpliﬁed to give
B0 E˙ + B1σE E = B0
(
m∑
j=1
β j I j
N
S − k0E
)
+ B1σE E,
= B0
m∑
j=1
β j I j
N
S, since B0 = σE B1
k0
. (11)
Using (11) in (10) gives
V˙ = B0
m∑
j=1
β j I j
N
S −
m∑
j=1
km
βm
β j I j,
 B0
m∑
j=1
β j I j −
m∑
j=1
km
βm
β j I j; since S  N in D,
=
m∑
j=1
km
βm
β j I j
(Rs0 − 1); since B0 = kmRs0βm ,
 0 if Rs0  1.
Therefore, V˙  0 if Rs0  1 and V˙ = 0 if and only if E = I1 = · · · = Im = 0. Further, substituting Im = 0 into the equations
for S˙ and R˙ in (2) shows that S → πμS and R(t) → 0 as t → ∞. Hence, V is the Lyapunov function in D. It follows then
that, by the LaSalle’s Invariance Principle [13,24], every solution to the equations in the model (2), with initial conditions
in D, approaches E0 as t → ∞. Thus, since the region D is positively-invariant, the DFE, E0, is GAS in D if Rs0  1. 
The epidemiological implication of the above result is that the disease can be eliminated from the community if the
threshold quantity, Rs0, can be brought to (and maintained at) a value less than unity. The result of Theorem 1 is illustrated
numerically by simulating the model (2), with 3 infectious stages (i.e., m = 3), using parameter values such that Rs0 < 1
and various initial conditions (Fig. 2). It should be stated that the parameter values used in the numerical simulations are
relevant to the transmission dynamics of a typical disease that follows the SEIR modeling structure, such as inﬂuenza, and
are (mostly) obtained from the literature as follows.
The average incubation period of inﬂuenza is 1.9 days, so that 1σE = 1.9 days [5,6,14,28–30]. Similarly, the average infec-
tious period is 5 days [29,30]. Since the numerical simulations in this study are based on the model (2) with 3 infectious
stages (i.e., m = 3), the infectious period ( 1σi ; i = 1, . . . ,3) is distributed such that the sum 1σ1 + 1σ2 + 1σ3 equals the mean
duration of 5 days. We, consequently, set 1σ1 = 2.25 days, 1σ2 = 1.5 days and 1σ3 = 1.25 days. Furthermore, since the in-
fectiousness of inﬂuenza is highest after the onset of symptoms and declines thereafter geometrically [6], it is plausible to
distribute the transmission rates (βi ; i = 1,2,3) such that β1 > β2 > β3 [6]. The values β1 = 0.48, β2 = 0.33 and β3 = 0.24
per day are chosen arbitrarily. However, in order to achieve convergence to the DFE (E0), the aforementioned values for βi
have to be reduced (for instance, to β1 = 0.24, β2 = 0.15 and β3 = 0.02 per day, as in Fig. 2). The average mortality rates (δi ;
i = 1,2,3) range between 0.0062 to 0.035 per day [30]. Since the average mortality rate of any typical disease is expected
to decrease with decreasing infectiousness [6], we choose δ1 = 0.035, δ2 = 0.015 and δ3 = 0.0062 per day. The natural death
rate in all classes (μS = μE = μR = μi ; i = 1,2,3) is estimated as 1 per day (corresponding to an average lifespan60×365
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Rs0 = 0.73), and various initial conditions.
of 60 years) [5]. The rate of loss of the infection-acquired immunity (θ ) is assumed to be 0.012 per day, and the recruit-
ment rate, π , is set at π = 7.976 per day [5] (obtained from the product of the total population considered and assumed
natural death rate). Simulations are carried out for a time period of 100 days, and the results obtained, together with the
corresponding Rs0 value, is depicted in Fig. 2. Table 2 summarizes the parameter values used in the numerical simulations.
4. Existence of the endemic equilibrium point (EEP)
Let,
E s1 =
(
S∗∗∗, E∗∗∗, I∗∗∗1 , . . . , I∗∗∗m , R∗∗∗
)
, (12)
represents any arbitrary endemic (positive) equilibrium of the model (2) (i.e., an equilibrium where at least one of the
infected components of the model is non-zero).
Further, let
λ∗∗∗ =
m∑
i=1
βi I∗∗∗i
N∗∗∗
, (13)
be the associated force of infection at endemic steady-state. Solving the right-hand sides of the equations in (2) at steady-
state gives
π − μS S∗∗∗ + θ R∗∗∗ = λ∗∗∗S∗∗∗,
E∗∗∗ = 1
k0
λ∗∗∗S∗∗∗ = c0λ∗∗∗S∗∗∗,
I∗∗∗i = ciλ∗∗∗S∗∗∗; i = 1, . . . ,m,
R∗∗∗ = cm+1λ∗∗∗S∗∗∗, (14)
where
ci = σE
k0
i∏
j=1
σ j−1
k j
, i = 1, . . . ,m + 1, σ0 = 1, km+1 = kθ . (15)
Using the expressions in (14) into (13), and simplifying (noting that N∗∗∗ = S∗∗∗ + E∗∗∗ +
m∑
i=1
I∗∗∗i + R∗∗∗), gives
1+ λ∗∗∗
m+1∑
i=0
ci =
m∑
i=1
βici, (16)
so that,
λ∗∗∗ = R
s
0 − 1
m+1∑
ci
. (17)i=0
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m∑
i=1
βici =
m∑
i=1
βi
σE
k0
i∏
j=1
σ j−1
k j
= Rs0, with σ0 = 1,
has been used in (17). It follows from (17) that λ∗∗∗ > 0 if Rs0 > 1. Thus, the model (2) has a unique endemic equilibrium
if Rs0 > 1 (the components of this equilibrium are obtained by substituting the value of λ∗∗∗ from (17) into the expressions
in (14)). The model has no positive equilibrium if Rs0 < 1; since, in this case, λ∗∗∗ < 0 in (17), which is epidemiologically
meaningless. Furthermore, if Rs0 = 1, then λ∗∗∗ = 0 in (17) (which corresponds to the DFE, E0). This result is summarized
below.
Theorem 2. The model (2) has a unique endemic equilibrium, given by E s1 , whenever Rs0 > 1, and no endemic equilibrium otherwise.
4.1. Local asymptotic stability of EEP: Special case
The local asymptotic stability of the EEP is explored for a special case, where the disease-induced mortality rates (δi ;
i = 1, . . . ,m) are assumed to be negligible, and are set to zero, and the natural mortality rates are assumed to be equal for
all epidemiological classes (i.e., μS = μE = μR = μi (i = 1, . . . ,m) = μ). Thus, under this setting (with δi = 0; i = 1, . . . ,m,
μS = μE = μR = μi (i = 1, . . . ,m) = μ), the rate of change of the total population of the model (2) becomes dNdt = π −μN .
Hence, N(t) → πμ = N∗∗ as t → ∞. Substituting N = N∗∗ in (1) gives
λ =
m∑
i=1
βi I i
N∗∗
. (18)
Furthermore, it can be shown that the model (2) with δi = 0 (i = 1, . . . ,m), μS = μE = μR = μi (i = 1, . . . ,m) = μ and λ
as given in (18), has the associated reproduction number (noting that S∗ = N∗∗ = πμ ), given by
Rm0 =
m∑
i=1
βi
σE
k0
i∏
j=1
σ j−1
kj
, σ0 = 1, (19)
where k0 = σE +μ and k j = σ j +μ ( j = 1, . . . ,m). Additionally, it can be shown that the model (2), under the above setting,
has a unique endemic equilibrium, Em1 , of the form
Em1 =
(
S∗∗, E∗∗, I∗∗1 , . . . , I∗∗m , R∗∗
)
,
whenever Rm0 > 1. It follows from the expression N = N∗∗ that
S = N∗∗ − E −
m∑
i=1
Ii − R. (20)
Substituting (20) into the system (2) gives the following reduced system
E˙ = λ
(
N∗∗ − E −
m∑
i=1
Ii − R
)
− k0E,
I˙1 = σE E − k1 I1,
I˙2 = σ1 I1 − k2 I2,
I˙ j = σ j−1 I j−1 − k j I j; j = 3, . . . ,m − 1,
I˙m = σm−1 Im−1 − kmIm,
R˙ = σmIm − kθ R, (21)
where λ is as deﬁned in (18) and k0 = σE + μ, k j = σ j + μ ( j = 1, . . . ,m) and kθ = μ + θ are as given in Section 4.1. We
claim the following.
Theorem 3. The unique endemic equilibrium of the reduced model (21), Em1 = (E∗∗, I∗∗1 , . . . , I∗∗m , R∗∗), is LAS whenever Rm0 > 1.
Proof. The proof of the above theorem is based on the Krasnoselskii sub-linearity trick, as given in Hethcote and
Thieme [16] (see also [8,9]). The method entails showing that the linearized system of the system (where a prime denotes
the differentiation with respect to t),
x′ = f (x), (22)
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Z′(t) = Mf (x¯)Z,
has no solution of the form,
Z(t) = Z0eωt, (23)
with Z0 ∈ C \ {0}, Z0 = (Z0, Z1, . . . , Zm, Zm+1), Zi ∈ C, ω ∈ C and Re(ω)  0, where C denotes the complex numbers (i.e.,
the eigenvalues of the characteristic polynomial associated with the linearized equations will have negative real parts, which
will then conﬁrm that the endemic equilibrium is LAS).
Linearizing the system (21) at the endemic equilibrium point, Em1 , gives
E˙ = (−λ∗∗ − k0)E + m∑
i=1
(
βi S∗∗
N∗∗
− λ∗∗
)
Ii − λ∗∗R,
I˙1 = σE E − k1 I1,
I˙2 = σ1 I1 − k2 I2,
I˙ j = σ j−1 I j−1 − k j I j; j = 3, . . . ,m − 1,
I˙m = σm−1 Im−1 − kmIm,
R˙ = σmIm − kθ R. (24)
Hence, the EEP, Em1 = (E∗∗, I∗∗1 , . . . , I∗∗m , R∗∗), of system (24) at steady-state, is given by
E∗∗ = S
∗∗
k0N∗∗
m∑
i=1
βi I
∗∗
i ,
I∗∗1 =
σE
k1
E∗∗,
I∗∗i =
σi−1
ki
I∗∗i−1; i = 2, . . . ,m,
R∗∗ = σm
kθ
I∗∗m ,
which satisﬁes,
Em1 = HEm1 , (25)
where
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 β1 S
∗∗
k0N∗∗
β2 S∗∗
k0N∗∗
β3 S∗∗
k0N∗∗ · · ·
βmS∗∗
k0N∗∗ 0
σE
k1
0 0 0 · · · 0 0
0 σ1k2 0 0 · · · 0 0
0 0 σ2k3 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · σmkθ 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Furthermore, substituting a solution of the form (23) into the linearized system (24) at equilibrium gives
ωZ0 =
(−λ∗∗ − k0)Z0 + m∑
i=1
(
βi S∗∗
N∗∗
− λ∗∗
)
Zi − λ∗∗ Zm+1,
ωZ1 = σE Z0 − k1 Z1,
ωZ2 = σ1 Z1 − k2 Z2,
ωZ j = σ j−1 Z j−1 − k j Z j; j = 3, . . . ,m − 1,
ωZm = σm−1Zm−1 − km Zm,
ωZm+1 = σmZm − kθ Zm+1. (26)
System (26) can be simpliﬁed to give
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1+ λ
∗∗ + ω
k0
)
Z0 = S
∗∗
k0N∗∗
m∑
i=1
βi Zi − λ
∗∗
k0
n+1∑
i=1
Zi,
(
1+ ω
k1
)
Z1 = σE
k1
Z0,(
1+ ω
k2
)
Z2 = σ1
k2
Z1,(
1+ ω
k j
)
Z j = σ j−1
k j
Z j−1; j = 1, . . . ,m − 1,(
1+ ω
km
)
Zm = σm−1
km
Zm−1,(
1+ ω
kθ
)
Zm+1 = σm
kθ
Zm. (27)
Solving for Z1 from the second equation of (27) and then solving for Zi (i = 2, . . . ,m + 1) from the third to the last
equations, in terms of Z0, gives
Zi = σE
i∏
j=1
σ j−1
(ω + k j) Z0, i = 1, . . . ,m + 1, σ0 = 1, and km+1 = kθ . (28)
Substituting (28) into the ﬁrst equation in (27), and simplifying, gives
[
1+ F1(ω)
]
Z0 = S
∗∗
k0N∗∗
m∑
i=1
βi Zi = (HZ)1,
[
1+ F2(ω)
]
Z1 = σE
k1
Z0 = (HZ)2,[
1+ F3(ω)
]
Z2 = σ1
k2
Z1 = (HZ)3,
[
1+ Fi(ω)
]
Zi−1 = δi−2
ki−1
Zi−2 = (HZ)i, i = 4, . . . ,m − 1,[
1+ Fm(ω)
]
Zm−1 = σm−2
km−1
Zm−2 = (HZ)m,[
1+ Fm+1(ω)
]
Zm = σm−1
km
Zm−1 = (HZ)m+1,[
1+ Fm+2(ω)
]
Zm+1 = σm
kθ
Zm = (HZ)m+2. (29)
System (29) has the general form[
1+ Fi(ω)
]
Zi−1 = (HZ)i, i = 1, . . . ,m + 2, (30)
where
F1(ω) = λ
∗∗ + ω
k0
+ λ
∗∗σE
k0
m+1∑
i=1
i∏
j=1
σ j−1
(ω + k j) , (31)
Fi(ω) = ω
ki−1
, i = 2, . . . ,m + 2, (32)
with km+1 = kθ and σ0 = 1. The notation (HZ)i (i = 1, . . . ,m + 2) denotes the ith coordinate of the vector HZ, and Zi
(i = 1, . . . ,m + 1) is as given in (28).
We have that all entries of the matrix H are non-negative, satisfying Em1 = HEm1 , with all coordinates of Em1 positive.
Hence, if Z is any solution of (30), then it is possible to ﬁnd a minimal positive real number s, depending on Z, such that
(see [8,9])
|Z| sEm1 , (33)
where |Z| = (|Z0|, |Z1|, . . . , |Zm+1|) and |.| is a norm in C. The aim here is to show that if Re(ω) < 0, then the linearized
system (26) has a solution of the form (23).
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we have two general cases for Re(ω), namely ω = 0 and ω = 0.
Case (i): ω = 0.
For ω = 0, the system given in (26) becomes a homogeneous linear system of the form
0¯ = GZi, i = 0,1, . . . ,m + 1;
where
G =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−λ∗∗ − k0 β1 S∗∗N∗∗ − λ∗∗ β2 S
∗∗
N∗∗ − λ∗∗ β3 S
∗∗
N∗∗ − λ∗∗ · · · βmS
∗∗
N∗∗ − λ∗∗ −λ∗∗
σE −k1 0 0 · · · 0 0
0 σ1 −k2 0 · · · 0 0
0 0 σ2 −k3 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · σm −kθ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The determinant of the matrix G here corresponds to the determinant of the matrix of the linearized system (24) (i.e., the
determinant of the Jacobian of system (21) at Em1 ), and is given by
det(G) = (−1)m
m+1∏
i=0
ki + (−1)m
m+1∏
i=1
kiλ
∗∗
(
1+ σE
m+1∑
i=1
ci
)
+ (−1)m+1
m+1∏
i=0
ki
S∗∗Rm0
N∗∗
= (−1)m
m+1∏
i=1
kiλ
∗∗
(
1+ σE
m+1∑
i=1
ci
){
< 0, ifm is odd;
> 0, ifm is even,
(34)
where
ci =
i∏
j=1
σ j−1
k j
, with σ0 = 1, km+1 = kθ , i = 1, . . . ,m + 1.
Solving the equations in (21) at the endemic steady-state, gives
k0E
∗∗ = λ∗∗S∗∗,
I∗∗i = ciλ∗∗S∗∗; i = 1, . . . ,m, (35)
with
ci = σE
k0
i∏
j=1
σ j−1
k j
, i = 1, . . . ,m, σ0 = 1, (36)
and λ is as given in (18). It should be mentioned that the ﬁrst and last terms of (34) cancel out. This is described below.
Simplifying (35) with (18) leads to
m∑
i=1
βici
S∗∗
N∗∗
= 1. (37)
It follows from (36) and (19) that
m∑
i=1
βici = Rm0 . (38)
Using (38) in (37) shows that
S∗∗Rm0
N∗∗ = 1 as required.
Since the determinant of G is non-zero, it follows that system (26), which has the form of a system given in (30), can
only have a unique solution Z = 0¯ (which corresponds to the DFE, E0).
Case (ii): ω = 0.
By assumption, we have that Re(ω) 0. Then, the remaining task is to show that the system has no non-trivial solution
when Re(ω) > 0. Clearly, we have that Fi(ω) > 0 ∀i = 1, . . . ,m + 2, which implies that |Fi(ω) + 1| > 1. We then deﬁne
F (ω) = min{(|Fi(ω) + 1|), i = 1, . . . ,m + 2}. Then, 1 < F (ω) and hence sF (ω) < s which implies that |Z| > sF (ω) Em1 since s is
the minimality as it is given in (33). Since H has all non-negative entries, we have[
1+ Fi(ω)
]
Z = HZ, i = 1, . . . ,m + 2.
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F (ω)Z HZ,
which implies that (by taking norms on both sides),
F (ω)|Z| H|Z|. (39)
Then, by using (33) and then (25) in (39), we get
F (ω)|Z| H|Z| sHEm1  sEm1 ,
so that,
|Z| s
F (ω)
Em1 < sEm1 .
It then follows, from the second equation in (29), that
|Z1| s
F (ω)
I∗∗1 < sI∗∗1 ,
which contradicts the fact that s is minimal. Hence, Re(ω) < 0. Thus, the endemic equilibria, Em1 , is LAS. This completes the
proof. 
4.2. Global stability of EEP: Special case
As in the case of the local stability proof, the global stability property of the endemic equilibrium, Em1 , is explored for
the special case with δi = 0 (i = 1, . . . ,m), μS = μE = μR = μi (i = 1, . . . ,m) = μ and λ as deﬁned in (18). Here, too, using
N = N∗∗ in (1) gives
λ =
m∑
i=1
β ′i I i, (40)
where β ′i = βiN∗∗ = βiμπ (i = 1, . . . ,m). We claim the following.
Theorem 4. The unique EEP, Em1 , of the reduced model (21) with λ deﬁned by (40) is GAS in D \ D0 whenever Rm0 > 1 and 2− EE∗∗ −
E∗∗R
ER∗∗ − S
∗∗
S + S
∗∗R
SR∗∗  0.
Proof. Let 2 − EE∗∗ − E
∗∗R
ER∗∗ − S
∗∗
S + S
∗∗R
SR∗∗  0. Consider the following Lyapunov function, of Goh–Volterra type (functions of
this type have been used in the mathematical ecology/epidemiology literature, such as those in [3,10–12,20–22]),
V = S − S∗∗ − S∗∗ln S
S∗∗
+ E − E∗∗ − E∗∗ln E
E∗∗
+
m∑
i=1
ai
(
Ii − I∗∗i − I∗∗i ln
Ii
I∗∗i
)
+ b
(
R − R∗∗ − R∗∗ln R
R∗∗
)
,
where the coeﬃcients ai (i = 1, . . . ,m) and b are positive constants to be determined. Thus,
V˙ =
(
1− S
∗∗
S
)
S˙ +
(
1− E
∗∗
E
)
E˙ +
m∑
i=1
ai
(
1− I
∗∗
i
I i
)
I˙ i + b
(
1− R
∗∗
R
)
R˙. (41)
Substituting the expressions of the derivatives from system (2), using (40), gives (it should be noted that the relation
π = μS∗∗ +
m∑
i=1
β ′i I
∗∗
i S
∗∗ − θ R∗∗ , at endemic steady state, has been used)
V˙ =
(
1− S
∗∗
S
)(
μS∗∗ + S∗∗
m∑
i=1
β ′i I
∗∗
i − θ R∗∗ − S
m∑
i=1
β ′i I i − μS + θ R
)
+ a1
(
σE E − k1 I1 − σE I
∗∗
1
I1
E + k1 I∗∗1
)
+
m∑
i=2
ai
(
σi−1 Ii−1 − ki Ii − σi−1 I
∗∗
i
I i
I i−1 + ki I∗∗i
)
+ b
(
σmIm − kθ R − σmIm R
∗∗
R
+ kθ R∗∗
)
+
m∑
i=1
β ′i I i S − k0E −
E∗∗
E
S
m∑
i=1
β ′i I i + k0E∗∗, (42)
which can be simpliﬁed to:
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(
2− S
S∗∗
− S
∗∗
S
)
+
[
S∗∗
m∑
i=1
β ′i I
∗∗
i −
(S∗∗)2
S
m∑
i=1
β ′i I
∗∗
i + S∗∗
m∑
i=1
β ′i I i
]
− θ R∗∗
(
1− R
R∗∗
− S
∗∗
S
+ S
∗∗R
SR∗∗
)
+ a1
(
σE E − k1 I1 − σE I
∗∗
1
I1
E + k1 I∗∗1
)
+
m∑
i=2
ai
(
σi−1 Ii−1 − ki Ii − σi−1 I
∗∗
i
I i
I i−1 + ki I∗∗i
)
+ b
(
σmIm − kθ R − σmIm R
∗∗
R
+ kθ R∗∗
)
− k0E − E
∗∗
E
S
m∑
i=1
β ′i I i + k0E∗∗. (43)
Using the coeﬃcients
b = θ
kθ
,
ai =
m∑
j=i
S∗∗
β ′j I
∗∗
j
ki I∗∗i
+ θ R
∗∗
ki I∗∗i
, i = 1, . . . ,m, (44)
in (43), and simplifying, gives
V˙ = μS∗∗
(
2− S
S∗∗
− S
∗∗
S
)
− θ R∗∗
(
1− E
E∗∗
− S
∗∗
S
+ S
∗∗R
SR∗∗
)
+ S∗∗β ′1 I∗∗1
(
3− S
∗∗
S
− E
∗∗S I1
E S∗∗ I∗∗1
− I
∗∗
1 E
E∗∗ I1
)
+
m∑
i=2
S∗∗β ′i I
∗∗
i
(
i + 2− S
∗∗
S
− E
∗∗S Ii
E S∗∗ I∗∗i
− I
∗∗
1 E
E∗∗ I1
−
i∑
j=2
I∗∗j I j−1
I j I∗∗j−1
)
+ θ R∗∗
(
m + 1− I
∗∗
1 E
I1E∗∗
− ImR
∗∗
I∗∗m R
−
m∑
j=2
I∗∗j I j−1
I j I∗∗j−1
)
,
so that,
V˙ = μS∗∗
(
2− S
S∗∗
− S
∗∗
S
)
− θ R∗∗
(
2− E
E∗∗
− E
∗∗R
ER∗∗
− S
∗∗
S
+ S
∗∗R
SR∗∗
)
+ S∗∗β ′1 I∗∗1
(
3− S
∗∗
S
− E
∗∗S I1
E S∗∗ I∗∗1
− I
∗∗
1 E
E∗∗ I1
)
+
m∑
i=2
S∗∗β ′i I
∗∗
i
(
i + 2− S
∗∗
S
− E
∗∗S Ii
E S∗∗ I∗∗i
− I
∗∗
1 E
E∗∗ I1
−
i∑
j=2
I∗∗j I j−1
I j I∗∗j−1
)
+ θ R∗∗
(
m + 2− E
∗∗R
ER∗∗
− I
∗∗
1 E
I1E∗∗
− ImR
∗∗
I∗∗m R
−
m∑
j=2
I∗∗j I j−1
I j I∗∗j−1
)
. (45)
Since the arithmetic mean exceeds the geometric mean, the following inequalities hold:
2− S
S∗∗
− S
∗∗
S
 0,
3− S
∗∗
S
− E
∗∗S I1
E S∗∗ I∗∗1
− I
∗∗
1 E
E∗∗ I1
 0,
i + 2− S
∗∗
S
− E
∗∗S Ii
E S∗∗ I∗∗i
− I
∗∗
1 E
E∗∗ I1
−
i∑
j=2
I∗∗j I j−1
I j I∗∗j−1
 0,
m + 2− E
∗∗R
ER∗∗
− I
∗∗
1 E
I1E∗∗
− ImR
∗∗
I∗∗m R
−
m∑ I∗∗j I j−1
I j I∗∗j−1
 0. (46)
j=2
216 D.Y. Melesse, A.B. Gumel / J. Math. Anal. Appl. 366 (2010) 202–217Fig. 3. Simulations of the model (21) with m = 3, using the parameter values given in Table 2, with δi = 0 (i = 1,2,3) and β1 = 0.48, β2 = 0.33, β3 = 0.24
per day (so that, Rm0 = 1.87), and various initial conditions.
Hence, using (46) and noting that 2 − EE∗∗ − E
∗∗R
ER∗∗ − S
∗∗
S + S
∗∗R
SR∗∗  0 (from the hypothesis of Theorem 4), it follows
from (45) that V˙  0. Therefore, by the Lyapunov function and the LaSalle’s principle [13,24], every solution to the equation
in the model (2), with (40), approaches the endemic equilibrium, Em1 , as t −→ ∞ for Rm0 > 1 and 2 − EE∗∗ − E
∗∗R
ER∗∗ − S
∗∗
S +
S∗∗R
SR∗∗  0. 
It is worth noting that the additional condition (2 − EE∗∗ − E
∗∗R
ER∗∗ − S
∗∗
S + S
∗∗R
SR∗∗ )  0 is not necessary (or needed) if the
disease confers permanent immunity against re-infection (since, in this case, θ = 0, and the second term of (45) vanishes).
Numerical simulations of the reduced model (21) for the case m = 3, using the parameter values in Table 2 (but with δi = 0;
i = 1,2,3 and β1 = 0.48, β2 = 0.33 and β3 = 0.24; so that Rm0 = 1.87) and various initial conditions. The result obtained,
depicted in Fig. 3, shows convergence to the unique EEP, Em1 (in line with Theorem 4).
Further extensive numerical simulations of the full model (2) suggests the following conjecture.
Conjecture 1. The endemic equilibrium of the model (2), given by E s1 , is GAS in D \ D0 whenever Rs0 > 1.
5. Conclusions
In this paper, an SEIRS deterministic model for the transmission dynamics of an arbitrary disease with multiple infectious
stages is designed. The model, which uses a standard incidence function for the transmission term, was rigorously analyzed
to gain insights into its dynamical features. Some of the main ﬁndings of this study are:
(i) The model has a globally-asymptotically stable disease-free equilibrium whenever the associated reproduction number
is less than unity;
(ii) The model has a unique endemic equilibrium, which is locally-asymptotically stable, for a special case, whenever the
associated reproduction number exceeds unity. The endemic equilibrium is shown to be globally-asymptotically stable
for the special case. Numerical simulations, using parameter values mostly relevant to the transmission dynamics of
inﬂuenza, are carried out to illustrate some of the aforementioned theoretical results.
From epidemiological point of view, this study shows that the disease being considered can be eliminated from the popu-
lation whenever the associated reproduction number is brought to (and maintained at) a value less unity. The disease will
persist in the community whenever the reproduction number exceeds unity.
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