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1. Introduction
Time scale calculus analyzes dynamic systems on time scales which generalizes difference
and differential equations. Results from this area of focus allows for the unification of
discrete and continuous cases. A time scale, denoted T, is a non-empty closed subset of R.
A time scale interval for a, b ∈ T,where a < b, is defined to be [a, b]T := [a, b] ∩ T.
Let T be a time scale.
• The forward jump operator, σ : T→ T, is defined by σ(t) := inf{s ∈ T : s > t}.
• The backward jump operator, ρ : T→ T, is defined by ρ(t) := sup{s ∈ T : s < t}.
• The graininess operator, µ : T → [0,∞), is defined by µ(t) := σ(t) − t. It is the
difference between the the next point on the time scale and the current point.
Classification of points on T:
t1 t3
t2 t4
t1 and t3 are right-dense and σ(t) = t t1 and t4 are left-dense and ρ(t) = t
t2 and t4 are right-scattered and σ(t) > t t2 and t3 are left-scattered and ρ(t) < t
t1 is said to be dense and σ(t) = t, ρ(t) = t
t2 is said to be isolated and σ(t) > t, ρ(t) < t
Lemma 1.We say that a function f : T→ R is ∆-differentiable for some right-dense point
t ∈ T provided that f∆ = lim
s→t
f (t)− f (s)
t− s
exists.
Lemma 2. Suppose f : T→ R and t ∈ T. If t is right-scattered and f is continuous at t,
then the ∆-derivative is f∆(t) =
f (σ(t))− f (t)
µ(t)
.
Definition 3.Another operator that can be used on time scales is the ∆-integral defined
to be
∫ b
a
f (t)∆t := F (b) − F (a), where F : T → R is an anti-derivative of f : T → R
provided F∆ = f .
A central focus of this project is the solution’s interval of existence. If the solution obtained
has an asymptote, we proceed by removing an interval around it, thus creating a new time
scale. Our initial value problem is set up as
y∆ = y2 y(0) = a, where a ≥ 0. (1)
Notation: 43E
n
1 :=
4
3ε1 +
4
3ε2 + · · · +
4
3εn.
Notation: Tn := [0, b0] ∪ [a1, b1] ∪ [a2, b2] ∪ · · · ∪ [an−1, bn−1] ∪ [an,∞), where ak =
1
a +
4
3E
k−2
1 + εk−1 and bk =
1
a +
4
3E
k−1
1 − εk for k ≥ 2.
2. Motivation
Since the time scale looks like R near 0, we are able to treat (1) as a differential equation,
y′ = y2. By using separation of variables, we obtain the solution described below. The interval of
existence is (−∞, 1a)∀t ∈ R or [0,
1
a)∀ t ≥ 0. [0,
1
a) is denoted [0, b0].
We solve the differential equa-
tion and the solution
y(t) = 11
a
−t
has an asymptote when t = 1a.
This particular graph to the right
shows the case for when a = 1,
which is clearly represented by
the asymptote at t = 1. Since
limt→∞ y(t) = 0, and y(t) is
continuous for t < 0, it follows
that the interval of existence is
(−∞, 1a).
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By removing an interval
around the first asymptote we
create a new time scale, T1.
The solution on the time scale
was found from the new initial
values, y∆ = y2, y(a1) =
3
ε1
.
The graph to the left represents
the solution,
y(t) = 11
a
+4
3
ε1−t
, ∀ t ≥ 1a + ε1,
when a = 1 and ε1 = 0.4. For
t ∈ T the interval of existence
is (−∞, 2315)T1 or more generally,
(−∞, 1a +
4
3ε1)T1.
This graph shows the next
time scale, called T2. The ini-
tial value problem is once again
updated to y∆ = y2, y(a2) =
3
ε2
. Since T looks like R to the
right of a2 we solve the differen-
tial equation and calculate the ∆-
derivative. The solution
y(t) = 11
a
+4
3
ε1+
4
3
ε2−t
, ∀ t ≥ a2,
exists (−∞, 1a +
4
3ε1 +
4
3ε2)T2.
With ε2 := 0.07, the interval of
existence is (−∞, 12275 )T2.
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3. Interval of Existence
Theorem 4.On the time scale Tn = [0, b0] ∪ [a1, b1] ∪ [a2, b2] ∪ · · · ∪ [an−1, bn−1] ∪ [an,∞),
the solution of y∆ = y2 , y(0) = a is
y(t) =


1
1
a
−t
, t ∈ [0, b0]
1
1
a
+4
3
ε1−t
, t ∈ [a1, b1]
... ...
1
1
a
+4
3
Ek−1
1
−t
, t ∈ [ak, bk]
... ...
1
1
a
+4
3
En
1
−t
, t ∈ [an,∞)
Lemma 5. For k ∈ N, εk ≤
(
1
3
)k−1
ε1.
Note: εk <
1
3
εk−1 <
(
1
3
)2
εk−2 < · · · <
(
1
3
)k−1
ε1.
Upper Bound: Finding the upper bound of the interval of existence is executed with two steps.
1. First is to find the total length of the gaps between the intervals:
∞∑
k=1
2εk ≤ 2ε1
∞∑
k=1
(
1
3
)k−1
= 3ε1.
2. Second is to find the total length of the intervals, which can be done using
1
a
−ε1+
∞∑
k=1
[bk−ak].
It can be shown that the partial sums are Sn =
1
3
ε1 − εn −
2
3
n−1∑
k=2
εk.
Facts:
1. Sn is monotone increasing.
2. Sn ≤
1
3ε1 ∀n ∈ N.
Therefore, by the Monotone Convergence Theorem,
∞∑
k=1
[bk − ak] ≤
1
3
ε1.
Theorem 6. The right endpoint of the interval of existence must be less than
1
a
+
7
3
ε1.
0
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