Abstract. We generalise various non-triviality conditions for group actions to Fell bundles over discrete groups and prove several implications between them. We also study sufficient criteria for the reduced section C * -algebra C * r (B) of a Fell bundle B = (B g ) g∈G to be strongly purely infinite. If the unit fibre A := B e contains an essential ideal that is separable or of Type I, then B is aperiodic if and only if B is topologically free. If, in addition, G = Z or G = Z/p for a square-free number p, then these equivalent conditions are satisfied if and only if A detects ideals in C * r (B), if and only if A + \ {0} supports C * r (B) + \ {0} in the Cuntz sense. For G as above and arbitrary A, C * r (B) is simple if and only if B is minimal and pointwise outer. In general, B is aperiodic if and only if each of its non-trivial fibres has a non-trivial Connes spectrum. If G is finite or if A contains an essential ideal that is of Type I or simple, then aperiodicity is equivalent to pointwise pure outerness.
Introduction
Several deep results on the relationship between various non-triviality conditions for group actions and the simplicity of reduced crossed products were proved around 1980 by Olesen and Pedersen [40] [41] [42] , Kishimoto [26] [27] [28] , and Rieffel [52] . Their powerful results are used, for instance, in [20, 24, 43, 53, 56 ] to study of the ideal structure and pure infiniteness of crossed products for actions of discrete groups.
The main point of this article is to generalise this theory to Fell bundles over discrete groups. This contains (twisted) crossed products for partial group actions as a special case, see [14, 15] or Example 3.11 below. In fact, Fell bundles over G model all C * -algebras graded by G, and many important C * -algebras come with such gradings. For instance, the relative Cuntz-Pimsner algebras of a Cif A is separable. Then it is equivalent to topological freeness and to aperiodicity by the work of Olesen and Pedersen. Aperiodicity requires a seemingly technical condition for α g for all g ∈ G \ {e} (see Definition 2.8 below), which we call Kishimoto's condition because its role was first highlighted by Kishimoto [27] . The term "aperiodicity" was coined in [37] , where single C * -correspondences were considered, and carried over to Fell bundles over discrete groups in [33] . By a result of Kishimoto [28] , the aperiodic group actions are the same as the pointwise spectrally non-trivial actions of Pasnicu and Philips [43] . All conditions above except proper outerness imply that A detects ideals in B := A α,r G, that is, that I ∩ A = 0 whenever I is a non-zero ideal in B. Their residual versions together with exactness imply that A separates ideals in B, that is, I ∩ A = J ∩ A whenever I, J B are ideals with I = J, see [56] . Furthermore, aperiodicity implies that elements of A + \ {0} support the non-zero positive elements in the reduced crossed product A α,r G in the Cuntz sense; this is exactly the property one uses to detect pure infiniteness, see [31, Subsection 2.8] and [33] . By arguments in [24] , residual aperiodicity implies that A + is a filling family for A α,r G. Filling families are introduced in [25] to detect strong pure infiniteness.
Aperiodic and topologically free Fell bundles over discrete groups have been defined already in [1, 32, 33] . Several other non-triviality conditions for group actions generalise readily to Fell bundles (see Definition 4.5 below). This includes pointwise pure outerness or pointwise pure universal weak outerness, but apparently not proper outerness. To establish relationships among these pointwise conditions, it suffices to study a single Hilbert bimodule.
We highlight our main achievements. Let B = (B g ) g∈G be a Fell bundle with unit fibre A := B e . If A contains an essential ideal that is separable or of Type I, then B is aperiodic if and only if B is topologically free, if and only if B is pointwise purely universally weakly outer (Theorems 9.8 and 8.1). If, in addition, G = Z or G = Z/p for a square-free number p, then this is further equivalent to the condition that A detects ideals in C * r (B) = C * (B) (Theorem 9.12). Under the latter assumptions, B is residually aperiodic if and only if A + is a filling family for C * (B), if and only if A separates ideals in C * (B) (Theorem 9.13). We generalise the Connes spectrum and use it to characterise aperiodicity of Fell bundles (Theorem 9.9), and the property that A detects ideals in C * (B) when G is Abelian (Proposition 9.5). If G is finite or A contains an essential ideal that is simple or of Type I, then B is aperiodic if and only if B is pointwise purely outer (Theorem 9.9). If G = Z or G = Z/p for a square-free number p, then C * (B) is simple if and only if B is pointwise purely outer and minimal (Theorem 9.15).
For group actions by automorphisms, most of our results are already contained in the classic articles by Olesen-Pedersen, Kishimoto and Rieffel mentioned above. The results about G = Z/p with square-free p are not stated explicitly there, but the proofs for Z evidently cover this case as well. There are many other important results in these articles. The culmination of the work of Olesen and Pedersen in [42, Theorem 6.6] shows that eleven non-triviality properties are equivalent for an automorphism of a separable C * -algebra. The work of Kishimoto adds a few more equivalent properties. Some of the properties of automorphisms that are used in the proofs do not generalise to Hilbert bimodules. Therefore, it seems difficult to prove our main results directly. We proceed differently. We reduce our main results to the special case of group actions by automorphisms. We use that every Fell bundle is Morita equivalent to a Fell bundle that comes from a partial action that globalises to an action by automorphisms. Such a Morita globalisation for Fell bundles over discrete groups is constructed by Abadie [3] and by Quigg [49] using Takai Duality (see Section 7) . In order to show that this construction preserves the non-triviality properties we are interested in, we introduce the concepts of a Morita covering and a dense Morita covering (see Section 6) . We show that these preserve Kishimoto's condition and a number of other properties of Hilbert bimodules and Fell bundles (see Proposition 6.8) and that Abadie's Morita globalisation is also a Morita covering. This allows us to reduce our main theorems to the special case treated in the classical theory. Instead of separability or simplicity of A, it suffices to assume that A contains an essential ideal with that property or an essential ideal of Type I.
It is not clear whether the conditions that are relevant for pure infiniteness and strong pure infiniteness are invariant under Morita globalisations. So we study the relationships between them directly. In particular, in Section 5 we formulate strong pure infiniteness criteria for reduced Fell bundle section C * -algebras that generalise those in [24, 33] .
The paper is organised as follows. Section 2 collects the classical results about automorphisms and group actions by automorphisms in a way suitable for our later generalisations, with a few small additions. Section 3 recalls preliminaries on Hilbert bimodules, Fell bundles and their crossed products. Section 4 introduces some of the non-triviality conditions for Hilbert bimodules and Fell bundles, as well as notions of residually supporting and filling subalgebras. Section 5 contains general criteria for strong pure infiniteness of Fell bundle C * -algebras. Section 6 studies permanence of non-triviality conditions for single Hilbert bimodules under Morita restrictions and dense Morita coverings. Section 7 studies a canonical Morita globalisation for a Fell bundle that goes back to Abadie [3] and Quigg [49] . In Section 8, we use Morita globalisations and Morita coverings to generalise and extend relationships between non-triviality conditions from single automorphisms to single Hilbert bimodules. In Section 9, we define the Connes and strong Connes spectra for Fell bundles over Abelian discrete groups and for single Hilbert bimodules. We relate these notions to aperiodicity or pure outerness of Fell bundles, and to detection of ideals in C non-zero, hereditary subalgebras of A, and let Let I(A) be the ideal lattice of A, and I α (A) the sublattice of α-invariant ideals. For the time being, we assume that G is Abelian, so that the Pontryagin dual G and various spectra for group actions are defined. The Arveson spectrum of α is the set Sp(α) of all χ ∈ G for which there is a net (a λ ) in A with a λ = 1 for all λ and lim α g (a λ ) − χ(g)a λ = 0 for all g ∈ G, compare [45, Proposition 8.1.9(iii)]. The Connes and Borchers spectra were introduced by Olesen [39] , see also [45, Chapter 8] . The Connes spectrum of α is
It is a closed subgroup of G. The Borchers spectrum Γ Bor (α) of α is a similar intersection taken over those D ∈ H α (A) for which the ideal ADA is essential in A. In general, it is the closure of a union of subgroups of G, see [45, Propositions 8.8.4 and 8.8.5] . The strong Connes spectrumΓ(α) is introduced by Kishimoto [26] and used by him in [27, 28] . Since the group G is discrete,Γ(α) is just a residual version of Γ(α) We are going to describe the Connes spectrum and the strong Connes spectrum in ways that generalise immediately to Fell bundles. Then we use these spectra to characterise when A detects or separates ideals in A α G. We prove by contradiction that (2.5.3) implies (2.5.4). So assume that α g = Ad u for some g ∈ G \ {e} and some G-invariant u ∈ UM(A). Let G h → λ h denote the canonical homomorphism from G to the group of unitary multipliers of
here we use that u is λ h -invariant and G Abelian. Thus u * λ g is a central unitary multiplier of A α G. It is not a scalar multiple of 1 because g = e. Thus M(A α G) has non-trivial centre.
Suppose G = Z or that G is finite. We prove by contradiction that (2.5.4) implies (2.5.2). So assume Γ(α) = G. Then there is g ∈ Γ(α) ⊥ \ {e}. All proper closed subgroups of Z = T or F for a finite Abelian group F are discrete. So Γ(α) is discrete. The quotient G/Γ(α) is compact. So [42, Theorem 4.5] applies; it gives α g = Ad u for a G-invariant u ∈ UM(A), contradicting (2.5.4).
Finally, we prove (2.5.4)⇒(2.5.5) if G is Z or Z/p with square-free p. Suppose α g = Ad u for some g ∈ G \ {e} and u ∈ UM(A). Then α g (u) = Ad u (u) = u. We argue as in the proof of [41, Theorem 4.6] to show that α g·g = Ad w for an α-invariant unitary multiplier w ∈ UM(A). If G = Z/p, we lift g toĝ ∈ Z. Since p does not divideĝ and p is square-free, it does not divideĝ 2 either, so g 2 = e in G.
for any automorphism α and any unitaries u, v. And w is invariant under α 1 and hence under α h for all h ∈ G because
g (w) = w; the last step uses α g (u) = u. Remark 2.6. Let G = Z/4 and let A be the CAR algebra, that is, the UHF algebra of type 2 ∞ . Phillips has constructed an action α : G → Aut(A) such that α 2 is inner and A α Z/4 is simple, see [46, Example 9.3.9 and Remark 9.3.10]. Thus (2.5.5) is strictly weaker than (2.5.1)-(2.5.4) for the finite cyclic group Z/4.
Next we consider some properties of a single automorphism α ∈ Aut(A). We will later apply these to group actions by requiring them for all g ∈ G \ {e}. Let Γ(α), Γ Bor (α) andΓ(α) be the corresponding spectra for the Z-action generated by α.
Proof. The Arveson spectrum Sp(α) of α coincides with the spectrum Sp(α g ) of α g treated as an operator on A. A subset of A is invariant for the action α if and only if it is invariant under the automorphism α g . Thus the spectra Γ(α) and Γ Bor (α) depend only on α g and, in view of (2.1), the same applies toΓ(α). This implies (2.2). Equation (2.3) follows from [42, Theorem 3.9] .
A similar condition was first used by Connes in the von Neumann algebraic setting and later by Elliott [12] to prove that reduced crossed products for outer group actions on AF-algebras are simple. Kishimoto identified (2.4) as a key step to generalise Elliott's result to group actions on arbitrary simple C * -algebras. The following elementary lemma will be used several times:
and bx − x < ε x and bx
Proof. We may assume ε ∈ (0, 1). Given δ ∈ (0, 1), we define
This function is continuous, and 
Proof. [43] call such automorphisms spectrally non-trivial. We only mentioned the Borchers spectrum to show that the conditions used in [28, 43] are equivalent to what we call Kishimoto's condition. We prefer the formulation using (2.4) because it generalises to Hilbert bimodules.
The following definition names several triviality and non-triviality conditions for automorphisms: Definition 2.12. We call α ∈ Aut(A) inner or universally weakly inner if there are unitaries u in M(A) or in the bidual W * -algebra A * * with α = Ad u , respectively. We call α partly inner or partly universally weakly inner if there are 0 = I ∈ I α (A) and a unitary u in UM(I) or I * * , respectively, such that α| I = Ad u . We call α ∈ Aut(A) outer, purely outer or purely universally weakly outer if it is not inner, not partly inner or not partly universally weakly inner, respectively, see [52, Section 1] .
We call α properly outer if α| I − Ad u = 2 for any 0 = I ∈ I α (A) and any unitary multiplier u ∈ UM(I) (see [12, Example 2.14. Let N ∞ be the set of all sequences (n k ) k∈N with n k ∈ N for all k ∈ N and n k = 0 for all but finitely many k. Let H = 2 (N ∞ ), viewed as the infinite tensor product of copies of 2 (N). Let A n ⊆ B(H) be the unital C * -subalgebra of B(H) spanned by operators of the form x ⊗ 1 with x ∈ K( 2 (N m )) for m = 0, 1, . . . , n. That is, x ⊗ 1 acts by x on the tensor product of the first m tensor factors 2 (N), and identically on the remaining tensor factors 2 (N). We have A 0 ⊆ A 1 ⊆ A 2 ⊆ · · ·. Let A be the closure of A n . The C * -algebra A is isomorphic to the fixed-point algebra O T ∞ for the standard gauge action of T on the Cuntz algebra O ∞ . It is an AF-algebra. Let I n A be the ideal generated by K( 2 (N n )) ⊗ 1. These ideals form a decreasing chain A = I 0 I 1 I 2 · · · with I n = 0. Any non-zero ideal of A is of the form I n for some n ∈ N. Let P ∈ B( 2 (N)) be the projection onto 2 (2N), the even numbers. Let P m ∈ B(H) denote the operator that acts by P on the mth tensor factor and identically on the other factors. Let h :=
The automorphism α is universally weakly inner by construction.
is not in A because it contains 2 −m−1 P as its mth tensor factor for m > n, which has distance 2 −m−1 from K( 2 (N)). Hence h is not a multiplier of I n for any n ∈ N. Since h ≤ 1 /2, we get h from u by h = log(u). So u is not a multiplier of I n either. If there were another unitary v ∈ UM(I n ) with Ad v = Ad u , then v * u would commute with the image of I n in B(H). Since I n acts irreducibly on H, the unitary v * u would have to be a scalar multiple of 1, contradicting u / ∈ M(I n ). So α is not partly inner.
All the properties of a single automorphism defined above generalise to group actions by requiring them pointwise. Actions that satisfy Kishimoto's condition pointwise are called aperiodic in [33, 37] . Pasnicu and Phillips [43] call such actions pointwise spectrally non-trivial, compare Remark 2.11. Definition 2.15. Let α : G → Aut(A) be an action of a discrete group G. We call α pointwise outer, pointwise purely outer or pointwise purely universally weakly outer if, for each g ∈ G \ {e}, the automorphism α g is outer, purely outer or purely universally weakly outer, respectively. We call α aperiodic if α g satisfies Kishimoto's condition for all g ∈ G \ {e}. Definition 2.16. Let α : G → Aut(A) be an action of a discrete group G. We call α pointwise topologically non-trivial if α g is topologically non-trivial for each g ∈ G \ {e}, that is, for each g ∈ G \ {e}, the set
has empty interior in A. We call α topologically free if the dual topological action α : G → Homeo( A) is topologically free, that is, the union F g 1 ∪ F g 2 ∪ · · · ∪ F gn has empty interior in A for any g 1 , . . . , g n ∈ G \ {e} (see [5, Definition 1] ).
The following lemma shows that topological freeness and pointwise topological non-triviality are equivalent in the separable case. The next theorem asserts that aperiodicity and topogical freeness are also necessary for A to detect ideals in A α,r G if A is separable and G is cyclic of infinite or square-free order. This fails for most groups G, even if A is separable and simple, so that topological non-triviality and aperiodicity are equivalent to various pointwise outerness conditions by Theorem 2.13 and Lemma 2.17. For the group Z/4, the example mentioned in Remark 2.6 is a counterexample: the crossed product is simple although 2 ∈ Z/4 \ {0} acts by an inner automorphism. The noncommutative torus A θ is stably isomorphic to K( For each n > 0, let T n := {z ∈ T | z n = 1} be the roots of unity of order n. We also put T ∞ := T. Let ord(g) be the order of an element g of a group G. 14. Since α is universally weakly inner, so are all its powersᾱ n for n ∈ Z. On the one hand, the actionᾱ is far from being aperiodic:ᾱ n cannot satisfy Kishimoto's condition for any n ∈ Z \ {0} by Theorem 2.13. On the other hand,ᾱ n is purely outer for all n ∈ Z \ {0} by the same argument as for α. Thus the last statement in Theorem 2.20 may fail if G is infinite and A is not simple.
Hilbert bimodules, Fell bundles, and their crossed products
We recall some basic definitions and results about Hilbert bimodules and Fell bundles. See [15, 51] for more details on Hilbert bimodules, Morita equivalence, and Fell bundles, and also the section on preliminaries in [33] . 
The closed linear spans of the left and right inner products in E are ideals in A and B, which we denote by A E|E and E|E B , respectively. The Hilbert bimodule E is full over A if 
This is an equivalence bimodule.
We view a Hilbert A, B-bimodule as an arrow from B to A, that is, the source is on the right and the range on the left. This convention is helpful in connection with groupoid C * -algebras and with Fell bundles over groups and inverse semigroups, see [7] . In this article, the direction convention does not matter much. It ensures that the isomorphisms in Example 3.9 below preserve the natural G-gradings. 
We denote this Hilbert A, B-bimodule by ϕ −1 B. The construction ϕ B (without inverse) still gives a C * -correspondence for any morphism ϕ : A → B. This is why the conventions for ϕ B are used, for instance, in [8] . So the conventions in [8] would associate the equivalence bimodule A ϕ to ϕ −1 and not to ϕ.
We may compose Hilbert bimodules by the interior tensor product, see [35] . The bimodule structure and the inner products induce isomorphisms of Hilbert bimodules
These are part of a bicategory structure with Hilbert bimodules as arrows, see [7] . More generally, if I A and J B are ideals, the multiplication maps restrict to isomorphisms
A Hilbert A, B-bimodule E is an A E|E , E|E B -equivalence bimodule and thus an equivalence between ideals in A and B. Conversely, any equivalence between ideals in A and B comes from a unique Hilbert A, B-bimodule. Thus Hilbert A, B-bimodules are the same as equivalences between ideals in A and B. Hilbert bimodules are interpreted in [7] as partial equivalences of C * -algebras because a partial isomorphism is defined as an isomorphism between ideals in A and B.
A Hilbert A, B-bimodule X induces a dual partial homeomorphism
is the Hilbert space X ⊗ π H π with the obvious representation of A. The partial homeomorphism of A associated to the identity Hilbert A-bimodule A is the identity on A, and the partial homeomorphism associated to X ⊗ B Y for two composable Hilbert bimodules is the product X • Y of partial homeomorphisms. Hence X * is the partial inverse X −1 of X (see [1, 33] ). 
, then XI is naturally a Hilbert I-bimodule, called restriction of X to I, and the quotient X/XI is naturally a Hilbert A/I-bimodule, called the restriction of X to A/I. 
So each B g is a Hilbert A-bimodule with inner products A x|y := x · y * and x|y A := x * · y for x, y ∈ B g , g ∈ G. Linear extension of the multiplication and involution defines a * -algebra structure on g∈G B g . The (full) cross-section C * -algebra C * (B) of B is the C * -completion of the * -algebra g∈G B g for its maximal C * -norm. The reduced cross-section C * -algebra C * r (B) of B is the C * -completion of the * -algebra g∈G B g in the minimal C * -norm · r that satisfies
The coordinate projection g∈G B g → B e = A extends to a faithful conditional expectation E : C * 
. Thus g∈G B g is the decomposition of C * (B) into its homogeneous subspaces for the G-action. Conversely, if B is any C * -algebra with a continuous G-action β, then the homogeneous subspaces
with the multiplication and involution from B form a Fell bundle. Moreover, B ∼ = C * (B) by the obvious G-equivariant isomorphism. Thus Fell bundles over G are the same as spectral decompositions for G-actions on C * -algebras. This is a Fell bundle variant of Takai duality.
Example 3.9 (Crossed products). Let
A of Hilbert bimodules in Remark 3.3 combine to an isomorphism of Fell bundles A α ∼ = α A. 
g∈G with involutions as above and the multiplication maps (a, g) [7] . The full and reduced section C * -algebras of a Fell bundle play the role of the full and reduced crossed products for a partial group action.
Example 3.11 (Twisted cross section algebras). Let B = (B g
) g∈G be a Fell bundle over a discrete group G and let ω : G × G → T be a 2-cocycle, that is,
for all g, h, k ∈ G. Then we deform the multiplication and involution in B by the formulas b [50, Proposition 3.3] . We call C * (B ω ) and C * r (B ω ) the full and reduced cross section C * -algebra of B twisted by ω, respectively. 
Example 3.12 (Crossed products by Hilbert bimodules). Let X be a Hilbert
This becomes a Fell bundle for the obvious involutions and the obvious multiplication maps between X n and X m if n, m have the same sign, and more complicated multiplication maps that use the inner product maps (3.3) and (3.4) if the signs are different. The Hilbert bimodule crossed product A X Z is the cross-section C * -algebra C * ((X n ) n∈Z ) of this Fell bundle (X n ) n∈Z , see [2] . A Fell bundle (B n ) n∈Z is of this form for some Hilbert bimodule X if and only if ( 
Non-triviality conditions for Hilbert bimodules and Fell bundles
We are going to generalise various non-triviality conditions from automorphisms and group actions to Hilbert bimodules and to Fell bundles over discrete groups.
It will become useful in a future project to formulate the following definition and lemma for arbitrary bimodules, without inner products. Definition 4.1. Let A be a C * -algebra and X an A-bimodule. Let Kish(X) ⊆ X be the set of all x ∈ X with
We say that x ∈ X satisfies Kishimoto's condition if x ∈ Kish(X), and that X satisfies Kishimoto's condition if Kish(X) = X.
Lemma 4.2. For any A-bimodule X, the subset Kish(X) is a closed linear subspace of X.
Proof. The subset Kish(X) is clearly closed under limits and under multiplication by scalars. We show that it is closed under addition. Let x, y ∈ Kish(X). We want to prove that x + y ∈ Kish(X). We may assume x = 1. Let D ∈ H(A) and ε > 0. Since x ∈ Kish(X), there is b ∈ D + with b = 1 and bxb < ε.
non-zero hereditary subalgebra of D and hence of A, and a
Since y ∈ Kish(X) and D 0 ∈ H(A), there is a ∈ D + 0 ⊆ D + with a = 1 and aya < ε. Hence a(x + y)a < 4ε. This proves that x + y ∈ Kish(X).
From now on, X will be a Hilbert bimodule over a C * -algebra A. It may be weakly completed to a Hilbert bimodule X * * over the bidual W * -algebra A * * , see [6] .
Definition 4.3. A Hilbert A-bimodule X is topologically non-trivial if the subset
A Hilbert A-bimodule X is inner if it is isomorphic to A as a Hilbert bimodule. It is universally weakly inner if X * * ∼ = A * * as a Hilbert A * * -bimodule. It is partly inner if there is 0 = I ∈ I(A) so that X · I is isomorphic to I as a Hilbert A, I-bimodule. It is partly universally weakly inner if there is I ∈ I(A) so that X * * · I * * ∼ = I * * as a Hilbert A * * , I * * -bimodule. In both cases, I is X-invariant automatically. We call X purely outer or purely universally weakly outer if X is not partly inner or not partly universally weakly inner, respectively. Let A := B e be its unit fibre. We call B pointwise outer, pointwise purely outer or pointwise purely universally weakly outer if, for each g ∈ G \ {e}, the Hilbert A-bimodule B g is outer, purely outer or purely universally weakly outer, respectively. We call B aperiodic if B g satisfies Kishimoto's condition for all g ∈ G \ {e}. We call B pointwise topologically non-trivial if B g is topologically non-trivial for all g ∈ G \ {e}, that is, for each g ∈ G \ {e} the subset
in A has empty interior; here B = ( B g ) g∈G is the dual partial action, see Lemma 3.18. We call B topologically free if B is topologically free, that is, for any g 1 , . . . , g n ∈ G \ {e} the union F g 1 ∪ F g 2 ∪ · · · ∪ F gn has empty interior in A (see [36] ). This only depends on the partial G-action on A induced by the Fell bundle. We add one more separation condition introduced recently by Kirchberg and Sierakowski in [25] to detect strong pure infiniteness. In a future work, we shall prove the converse implication in the above lemma. 16.4) . We mimic the proof of [24, Theorem 3.8] .
Assume that B is residually aperiodic. Pick D ∈ H(C * + satisfying
Moreover, y * xbxy = 0 because 
Hence zz * / ∈ J.
Strong pure infiniteness of reduced section C * -algebras
We generalise the main results from [24] to Fell bundles and slightly improve the main result of [33] . This shows why residually supporting and filling families are important.
If a, b ∈ A are elements of a C * -algebra A and ε > 0, we write a ≈ ε b if a − b < ε. Infinite and properly infinite elements in A + are defined in [22] . We recall their equivalent description in [33, Lemma 2.1]. We also introduce the notion of separated pairs of elements in A + .
Definition 5.1. Let A be a C * -algebra and let a ∈ A + \ {0}.
( We present two general criteria that allow to prove that a C * -algebra B is strongly purely infinite by analysing a C * -subalgebra A ⊆ B. The first one, established in [25] , requires no structural assumptions on the C * -algebras, but the conditions on elements are quite strong. The matrix diagonalisation described in the above proposition is a strong version of the separation of elements introduced in Definition 5.1. It is hard to check it in practice. However, if "the ratio of ideals in B to projections in A is not large" we may characterise when B is strongly purely infinite using much weaker conditions. The ideal property is one of the conditions that guarantee that the ideals and projections in a C * -algebra are well-balanced. We recall that a C * -algebra A has the ideal property if the set of projections in A separates ideals in A. A C * -algebra with the ideal property is purely infinite if and only if it is strongly purely infinite by [44, Proposition 2.14].
The proof of the following proposition uses known arguments, see, for instance, the proofs of [ Proof. We may assume that each element in A + \ {0} is properly infinite in B. It suffices to prove that B is purely infinite and has the ideal property. Then it is strongly purely infinite by [ (1) We call a ∈ A + \ {0} B-infinite if there is b ∈ A + \ {0} such that for each ε > 0 there are n, m ∈ N and t i ∈ G, a i ∈ aB t i for i = 1, . . . , n + m such that
/J is infinite in q(B). We may find a ∈ A + \J such that q(a) q(b). By [22, Proposition 3.14], q(a) is properly infinite in q(B). By our assumption, we may find a non-zero projection p that belongs to A ∩ BaB but not to I := A ∩ J. Since q(a) is properly infinite and q(p) belongs to the ideal q(B)q(a)q(B), we get q(p) q(a) by [22, Proposition 3.5(ii)]. Hence q(p) q(b). Since q(p) is
We call a ∈ A + \ {0} residually B-infinite if a + I is B| A/I -infinite in A/I for all I ∈ I B (A) with a / ∈ I. (2) We call a ∈ A + \ {0} properly B-infinite (or B-paradoxical) if for each ε > 0 there are n, m ∈ N and a i ∈ aB t i , t i ∈ G for i = 1, . . . , n + m such that 
The estimates in Definition 5.5.(3), imply
Clearly, S is a multiplicative subsemigroup of B, S * CS ⊆ C, ASA ⊆ S, and span{C} = B. Thus [25, Lemma 5.6] , implies that each pair of elements a, b ∈ A + \ {0} has the matrix diagonalisation property in B. 
Morita restrictions and coverings of Hilbert bimodules
First, we prove that Kishimoto's condition is invariant under Morita equivalence and preserved by restriction to possibly non-invariant ideals. We combine both processes in one step, which we call Morita restriction.
Proposition 6.1. Let Y be a Hilbert B-bimodule and E a Hilbert A, B-bimodule that is full over
* with e, f ∈ E, y 0 ∈ Y . Elements of this form are linearly dense in X by definition. Hence, by Lemma 4.2, it suffices to check Kishimoto's condition for x of this form. Fix D ∈ H(A) and ε > 0. We are going to find a ∈ D + with a = 1 and axa < ε.
This is a Hilbert B-submodule of E. The left action of A on E gives an isomorphism A ∼ = K(E) because E is full over A. We claim that this isomorphism maps
This is the same as the closed linear span of |x y| for x, y ∈ F, which is K(F), viewed as a subalgebra of K(E).
So F = {0} and there is η ∈ F with η = 1. Lemma 2.9 for |η| : 
Hence x ∈ Kish(X). Our Morita equivalences between Hilbert bimodules are the same as in [2] :
Lemma 6.4. An equivalence A-B-bimodule E witnesses an equivalence between X and Y if and only if
Proof. On the one hand,
by (3.4) and (3.2). On the other hand, X ⊗ A E ∼ = E ⊗ B Y and (3.3) and (3.2) imply
Remark 6.5. If E is only full over A, then it is an equivalence between A and the ideal J := E|E B B. Then E = E · J ∼ = E ⊗ B J by (3.5) and hence
Thus E witnesses a Morita equivalence between X and the Hilbert J-bimodule JY J. We may split a Morita restriction into two steps. First, we restrict the Hilbert B-module Y to a Hilbert J-module JY J for an ideal J in B; secondly, we replace this by a Morita equivalent Hilbert bimodule. Restriction to any ideal is a special case of Morita restriction.
Remark 6.6. Let C = (C g ) g∈G be a Fell bundle with unit fibre C := C e . Let E be a Hilbert A, C-bimodule that is full over A. We transfer the Fell bundle C to a Fell bundle ECE 3) ; it is equipped with the multiplication maps and involutions defined by
Here (c i , g i ) denotes c i viewed as an element of the fibre C g i of our Fell bundle at g i , and y bundle associated to a group action γ : G → Aut(C), then the multiplication and involution on EC γ E * become
Our next goal is Proposition 6.8, which allows, roughly speaking, to detect various non-triviality conditions for a Hilbert bimodule X by looking at other Hilbert bimodules that are Morita equivalent to pieces of X. It combines various permanence properties of Kishimoto's condition. The first property is Morita invariance. The second is invariance in both directions under passing to essential ideals. The third is a locality condition: if A is a sum of ideals, then X satisfies Kishimoto's condition if and only if its restrictions to all these ideals do so. The proofs of our main theorems will show the usefulness of the last technical property. The second property is related to the equivalence of (2.10.1) and (2.10.2) because B ⊆ M(I) if I is an essential ideal in B.
Definition 6.7. Let A be a C * -algebra and X a Hilbert A-bimodule. Let S be a set. For each i ∈ S, let B i be a C * -algebra and E i a Hilbert B i , A-bimodule.
for i ∈ S. Let K ∈ I X (A) be the smallest X-invariant ideal that contains K i for all i ∈ S. We say that (Y i ) i∈S essentially covers X (up to Morita equivalence) or, more briefly, that it is a dense Morita covering for X if I ∩ K is an essential ideal in I. We say that (Y i ) i∈S covers X (up to Morita equivalence) and call it a Morita covering for X if I ⊆ K.
In this definition, I is the smallest ideal for which X is a Hilbert I-bimodule. The Hilbert B i -bimodule Y i is Morita equivalent through E i to the restriction (
1) X satisfies Kishimoto's condition if and only if Y i does so for all i ∈ S; (2) X is topologically non-trivial if and only if Y i is so for all i ∈ S; (3) X is purely outer if and only if Y i is so for all i ∈ S; (4) X is purely universally weakly outer if and only if Y i is so for all i ∈ S.
Proof. First we improve our Morita covering by enlarging S. Let (X n ) n∈Z be the Fell bundle generated by X and let
Kishimoto's condition is inherited by submodules, and so are the properties in (2)-(4). Thus we may replace Y i by the family (Y i,n ) i∈S,n∈Z .
The tensor product of Hilbert bimodules corresponds to the composition of partial maps. Thus the ideal E i,n |E i,n A corresponds to the domain of the partial map A → B i associated to E i • X −n . This is the same as X −n −1 = X n applied to the domain of E i , which is 
The ideal K is the closed linear span of the ideals K i,n := E i,n |E i,n A with E i,n for i ∈ S, n ∈ Z as above. Hence there are i ∈ S, n ∈ Z with D ∩ K i,n = 0. Kishimoto's condition for x and D is weaker than the same condition for x and D ∩ K i,n . Hence we may assume without loss of generality that D ∈ H(K i,n ). The Hilbert bimodule E i,n witnesses that the Hilbert 
We prove (3). The same argument for the bidual W * -algebras shows (4). Assume first that Y i is partly inner for some i ∈ S. Then there is a non-zero invariant 
A convenient Morita globalisation
Let B = (B g ) g∈G be a Fell bundle over a discrete group G with unit fibre A := B e . A Morita globalisation of B consists of a C * -algebra C, a group action γ : G → Aut(C), a Hilbert A, C-bimodule E that is full over A, and an isomorphism between B and the Fell bundle EC γ E * constructed in Remark 6.6; this Fell bundle isomorphism consists of Hilbert bimodule isomorphisms B g ∼ = E ⊗ C C γg ⊗ C E * for g ∈ G that are compatible with the multiplication maps and involutions. We are going to construct a canonical Morita globalisation using a variant of Takesaki-Takai duality. This construction is already studied by Quigg [49] in the language of coactions. If B comes from a partial action α, then this Morita globalisation agrees with the Morita enveloping action of α analysed in [3] .
Following [49, Definition 2.13], we call a property P of C * -algebras ideal if it is invariant under Morita equivalence and inherited by ideals and if every C * -algebra has a largest ideal with this property. Examples of such properties are: being liminal, antiliminal, Type I 0 , Type I or nuclear (see [49] ). We warn the reader that the "ideal property" is not "ideal" in this sense. Proof. The double crossed product
) with the diagonal coaction by Katayama's version of Takesaki duality [21] . Thus C * r (B) and C γ,r G are G-equivariantly Morita-Rieffel equivalent. This implies an isomorphism between the ideal lattices that preserves the sublattices of graded ideals, proving (3). This implies (4) by Proposition 3.13.
Next we prove (1). We first recall a more concrete description of C from [3, Proposition 8.1]. The finitely supported functions k : G × G → B with k(r, s) ∈ B rs −1 form a * -algebra with the product and involution
This is a normed * -algebra for the "Hilbert-Schmidt" norm
The group G acts on it by * -automorphisms:
The enveloping C * -algebra of this normed * -algebra is identified in [3, Proposition 8.1] with the crossed product C with its dual G-action.
Let b 1 (s,r) for r, s ∈ G, b ∈ B rs −1 be the section G × G → B with b 1 (s,r) (s, r) = b and b 1 (s,r) (t, u) = 0 for (s, r) = (t, u). These elements span C, and they satisfy (b 1 (s,r) ) * (c 1 (t,u) ) = δ r,t (b·c) 1 (s,u) , (b 1 (s,r) ) * = b * 1 (r,s) , and γ t (b 1 (s,r) ) = b 1 (st −1 ,rt −1 ) . When r = s we extend this notation by considering also b = 1, a multiplier of B e . Hence p r := 1 r,r is a multiplier of C. This is an orthogonal projection with γ t (p r ) = p rt −1 . (If C is treated as a C * -subalgebra of adjointable operators on the Fock module L 2 (B), then p g corresponds to the projection onto the summand B g , see [3, Proposition 5.6] .) The convolution formula implies
In particular, there are linear isomorphisms
The subspace p g * C * p e ⊆ C is a Hilbert p g * C * p g , p e * C * p e -bimodule with operations inherited from C. The group action restricts to isomorphisms
Composing the left Hilbert p g * C * p gmodule structure on p g * C * p e with this isomorphism gives a Hilbert bimodule
over p e * C * p e . Its Hilbert bimodule structure is given by γ −1 g (a 1 (e,e) ) * (b 1 (g,e) ) = (ab) 1 (g,e) , γ g (b 1 (g,e) ) * (c 1 (g,e) ) * = (bc * ) 1 (e,e) , (b 1 (g,e) ) * (a 1 (e,e) ) = (ba) 1 (g,e) ,
for a ∈ A, b, c ∈ B g . Thus the pair (ψ e , ψ g ) of isomorphisms p e * C * p e ∼ = B e = A and p g * C * p e ∼ = B g in (7.1) is an isomorphism of Hilbert bimodules B g ∼ = γ −1 g (p g * C * p e ). In particular, the maps ψ g for g ∈ G are isometric.
We turn the group action γ on C into a Fell bundle over G as in Example 3.9. We shall use the isomorphic variant γ −1 g C instead of C γg . The right ideal E := p e * C is a Hilbert p e * C * p e , C-bimodule full over p e * C * p e . Identifying p e * C * p e with A by ψ e , we view E as a Hilbert A, C-bimodule. The multiplication isomorphisms (3.1) and (3.2) and the isomorphisms ψ g give Hilbert bimodule isomorphisms
All isomorphisms are explicit, and it is easy to check that they give an isomorphism of Fell bundles B ∼ = EC γ E * for the canonical Fell bundle structure on EC γ E * = (E ⊗ C C γg ⊗ C E * ) g∈G described in Remark 6.6. This finishes the proof of (1). Now we prove (2) . Fix g ∈ G. Let A h := A and
We claim that the family of Hilbert A-bimodules (B hgh −1 ) h∈G covers C γg up to Morita equivalence, witnessed by the Hilbert bimodules (E h ) h∈G . The Hilbert A, C-bimodules E h := E ⊗ C C γ h for h ∈ G are full over A. The Hilbert bimodule E = p e * C is an equivalence bimodule for A and the ideal I := C * p e * C C generated by p e . Thus
The series h∈G p h converges to 1 in the strict topology on M(C * ( G)) ⊆ M(C). Hence C * p h * C = C. Thus (B hgh −1 ) h∈G covers C γg up to Morita equivalence through the Hilbert A, C-bimodules E h for h ∈ G.
Statement (5) is [49, Corollary 2.7] . We include a proof in our notation. Statement (6) Statement (8) is [49, Theorem 2.10] . We include a proof. Let A be simple and B g = 0 for all g ∈ G. Then B g is full for all g ∈ G, so that B is saturated. Hence A and C are Morita-Rieffel equivalent by (5) . So C is simple. Conversely, let C be simple. Then I = C, that is, A is Morita-Rieffel equivalent to C. Then A is simple. And B is saturated by (5).
Lemma 7.2. If A is separable, then any Hilbert
Proof. Since K(X) is isomorphic to an ideal in A (see, for instance, [30, Proposition 1.11]), K(X) is separable. Thus K(X) has a countable approximate unit (u n ). Approximating each u n by a sequence of finite-rank operators, we see that X is countably generated as a right Hilbert A-module. Let (x n ) n∈N ⊆ X be a sequence generating X as a right Hilbert bimodule and let (a n ) n∈N ⊆ A be a dense sequence. The linear span of {x n a m | n, m ∈ N} is dense in X.
Application of Morita coverings to Hilbert bimodules
In this section, we use Morita coverings to generalise Theorem 2.13 to Hilbert bimodules. Moreover, we show that separability is not needed in the Type I case or, more generally, if there is an essential ideal of Type I. Proof. Extend X to a Fell bundle (X n ) n∈N over Z as in Example 3.12. Proposition 7.1 gives a canonical Morita globalisation γ : Z → Aut(C) for this Fell bundle such that a countable number of copies of X cover the Hilbert C-bimodule C γ 1 . By Proposition 6.8, X has one of the four properties in our theorem if and only if C γ 1 has it. Hence the implications (8.1.2)⇒(8.1.3)⇒(8.1.4)⇐(8.1.1) follow from the corresponding implications in Theorem 2.13. Furthermore, by Corollary 6.9, if K is an essential ideal in A, then X has one of the four properties in our theorem if and only if its restriction KXK has it. Therefore, to prove the remaining part of the assertion we may assume that the essential ideal in question is equal to A. If A is separable, then C is separable by Proposition 7.1, and the equivalence (8. Finally, assume that A contains an essential ideal of Type I. Now a different proof is needed because Theorem 2.13 does not apply. We reduce this case in two steps to the case of Hilbert bimodules over commutative C * -algebras coming from partial homeomorphisms. Let Z be a locally compact space and let θ be a partial homeomorphism of Z. Let θ * be the induced partial isomorphism of C 0 (Z). Since C 0 (Z) * * is commutative, θ * is partly inner if and only if it is partly universally weakly inner, if and only if θ restricts to the identity map on some open subset. This is equivalent to not being topologically non-trivial because the space of irreducible representations of C 0 (Z) is just Z, and it is equivalent to Kishimoto's condition by an elementary argument, see also [18, Proposition A.7] . Now assume that A contains an essential ideal of Type I. We are going to construct a dense Morita covering of X where each piece is of the form θ * for some partial isomorphism. We have just seen that our four properties are equivalent for these pieces θ * . By Proposition 6.8, X has one of our four properties if and only if each of the pieces of a dense Morita covering has it. Thus the construction of the dense Morita covering will finish the proof.
The essential Type I ideal in A contains an essential ideal K with continuous trace by [45, Theorem 6.2.11 ]. This ideal is still essential in A. There is a set of ideals (K j ) j∈S in K with K = K j and such that each K j is Morita-Rieffel equivalent to a commutative C * -algebra C 0 (Z j ) for a locally compact space Z j , compare [19, Theorem 3.3] . Let E j be the equivalence
The family of Hilbert C 0 (Z j )-bimodules (Y j ) j∈S essentially covers X up to Morita equivalence because K j = K is essential in A. Thus we have reduced the case where A contains an essential ideal of Type I to the case where A is commutative. So let A = C 0 (Z) and let X be a Hilbert C 0 (Z)-bimodule.
The structure of a Hilbert bimodule over C 0 (Z) is well known. Namely, let θ be the partial homeomorphism on the spectrum Z of C 0 (Z) induced by X. Then there is a line bundle L over the domain of θ such that X is isomorphic to the space of sections of L, with C 0 (Z) acting by pointwise multiplication on the right and by pointwise multiplication combined with θ * on the left. We could now treat this case directly. We prefer, however, to remove the line bundle by another dense Morita covering. We construct this without reference to the structure of Hilbert bimodules over C 0 (Z).
Let U ⊆ Z be the open subset that corresponds to the ideal X|X C 0 (Z) C 0 (Z). For each z ∈ U , there is x z ∈ X with x z |x z (z) = 0. Let U z := {z ∈ U | x z |x z (z) = 0} and let
for z ∈ U and z = ∞ essentially cover X, compare Corollary 6.9. Thus it suffices to prove the theorem for each of these restrictions of X. The case X ∞ = 0 is trivial. So it remains to consider the Hilbert C 0 (U z )-bimodules X z for z ∈ U . We are going to prove that each X z is associated to a partial homeomorphism of U z .
First, we claim that X z := X · C 0 (U z ) is isomorphic to C 0 (U z ) as a right Hilbert C 0 (U z )-module. We have η ∈ X z if and only if η|η ∈ C 0 (U z ). Hence X z contains x z . Since X z is a Hilbert C 0 (Z), C 0 (U z )-bimodule, the compact operators on X z are isomorphic to an ideal in C 0 (Z) and hence commutative. Therefore,
has dense range. Its adjoint also has dense range because x z |x z is strictly positive. Polar decomposition now gives the required unitary X z ∼ = C 0 (U z ). Since X z is a Hilbert bimodule, the left C 0 (Z)-module structure on X z must map some ideal in Z isomorphically onto K(X z ) ∼ = C 0 (U z ). This isomorphism gives a homeomorphism between U z and some open subset of Z. By definition,
Thus X z is the Hilbert C 0 (U z )-bimodule associated to a partial homeomorphism of U z , as required. This finishes the proof in case A contains an essential ideal of Type I. If X is a Hilbert A-bimodule, let (X n ) n∈Z be the Fell bundle generated by X as in Example 3.12 and define Γ(X) := Γ((X n ) n∈Z ) andΓ(X) :=Γ((X n ) n∈Z ).
Remark 9.2. Proposition 2.1 says that these definitions give the usual notions for G-actions by automorphisms, viewed as Fell bundles as in Example 3.9. In general, Takai Duality tells us that the double crossed product C We could use (9.1) to define the spectra for Fell bundles. Schweizer [54] defines Γ(X) for an equivalence bimodule X in this fashion, as the Connes spectrum of the automorphism that generates the Z-action on (A X Z) β T. So our definition generalises Schweizer's.
As in the case of group actions, the strong Connes spectrum for Fell bundles is a residual version of the (ordinary) Connes spectrum. Proof. Put C := C * (B) β G and let γ : G → Aut(C) be the action dual to β. Equation (2.1) gives
where γ| C/I denotes the G-action on C/I induced by γ (we may add I = C to the intersection because C/C = {0} and Γ(γ| {0} ) = G). Every I ∈ I γ (C) is of the form I = J β G for some J ∈ I β (C * (B)). In turn, this is of the form J = C * (B| I ) for some I ∈ I B (A) by Proposition 3.13. Equip C * (B)/J with the G-action β| C * (B)/J induced by β, and let β| A/I be the dual G-action on C * (B| A/I ).
We have G-equivariant isomorphisms
identified with a restriction of γ to an open subset. Hence there is a dense subset of A on which B is free. Suppose now that the spectrum A of A is Hausdorff. The sets Proof. Propositions 7.1 and 6.8 and (9.1) reduce the theorem to the case of automorphisms, which is mostly done in Theorem 2.20. If A contains an essential ideal which is simple or of Type I, then (9.9.1)⇔(9.9.4) by Theorem 8.1. Proof. Most claims are just residual versions of assertions in Theorem 9.9; by Proposition 9.3, the strong Connes spectrum is the residual version of the Connes spectrum. This gives the implications (9.10.1)⇔(9.10.2)⇒(9.10.3)⇒(9.10.4) for all G and the converse implication (9.10.4)⇒(9.10.3) for finite G. Beware that (9.10.2) is a priori stronger than (9.10.3) because the former involves all ideals invariant under the single automorphism α g , whereas the latter involves only those ideals invariant under the whole action α. Condition (9.10.5) implies (9.10.4) because it requires B g | J/I to be outer for more subquotients. For finite G and an action by automorphisms, the converse implication (9.10.4)⇒(9.10.5) is asserted in [43, Lemma 1.15 ]. Propositions 7.1 and 6.8 allow to generalise this implication from actions by automorphisms to Fell bundles. Thus it suffices to show that (9.10.5) implies (9.10.1) when G is finite.
To this end, note that (9.10.5) is equivalent to the condition: for any g ∈ G \ {e} and I ∈ I Bg (A), the Hilbert A/I-bimodule B g /B g I is purely outer. For finite G, Theorem 9.10 shows that (9.10.5) is equivalent to the condition: Γ(B g /B g I) = T ord(g) for all g ∈ G and I ∈ I Bg (A). The latter condition is equivalent to (9.10.1) by Proposition 9.3. Proof. Conditions (9.12.1)-(9.12.3) are equivalent by Proposition 9.5 and Corollary 3.14. We have (9.12.5)⇔(9.12.6)⇒(9.12.4)⇒(9.12.2) by Theorem 9.9, Proposition 4.10 and Lemma 4.9. Conditions (9.12.7)-(9.12.9) are equivalent by Proposition 9.7. Thus (9.12.5)-(9.12.10) are equivalent by Theorem 8.1; and if A contains an essential ideal of Type I, then they are also equivalent to (9.12.11). If G is finite, then (9.12.5)-(9.12.10) are equivalent to (9.12.11) by Theorem 9.10. Thus it only remains to show that (9.12.2) implies (9.12.7). Thus assume (9.12.2). Let K A be an essential ideal. Put K g := KB g K for each g ∈ G. 2). Since C * (K) is hereditary in C * (B) and K is essential in A, we get J ∩ K = C * (B)JC * (B) ∩ K = 0. Thus K e = K detects ideals in C * (K). Furthermore, by Corollary 6.9, B is pointwise topologically nontrivial if and only if K is. Therefore, to prove the remaining part of the assertion, we may assume that A itself is separable, of Type I. Now, let γ : G → Aut(C) be the Morita globalisation of B described in Proposition 7.1. It preserves both (9.12.2) and (9.12.7). If A is separable, then C is separable by Proposition 7.1.(7). Hence (9.12.2)⇒(9.12.7) follows from Theorem 2.19. If A is of Type I, then so is C by Proposition 7.1. (6 + is a filling family for C * (B); (9.13.6) B is residually aperiodic; (9.13.7) B is residually pointwise topologically nontrivial; (9.13.8) B is residually topologically free; (9.13.9) B is residually pointwise purely universally weakly outer. Moreover, if G = Z/p, these conditions are further equivalent to (9.13.10) B is residually pointwise purely outer; (9.13.11) Γ(B g ) = {1} for all g ∈ G \ {e}; (9.13.12) Γ(B g ) = T ord(g) for all g ∈ G. If G = Z and A is of Type I, then conditions (9.13.1)-(9.13.10) are equivalent.
Proof. Theorem 4.16 and Proposition 9.5 give the implications (9.13.1)⇔(9.13.2)⇔(9.13.3)⇐(9.13.4)⇐(9.13.5)⇐(9.13.6).
Since separation of ideals is the residual version of detection of ideals (see Remark 2.3) and being separable or of Type I passes to quotients, Theorem 9.12 implies that all conditions (9.13.1)-(9.13.9) are equivalent. Theorem 9.12 also shows that these conditions are equivalent to (9.13.10) if G is finite or A is simple or of Type I. If G is finite, then independently of A these conditions are equivalent to (9.13.11)⇔(9.13.12) by Theorem 9.10. Remark 9.14. The above theorem proves the conjecture stated in [33, Remark 7.4] . Namely, if E is a countable directed graph, then the graph C * -algebra C * (E) can be viewed as a crossed product A X Z, where A is the core subalgebra of C * (E) and X is the first spectral subspace of C * (E) with respect to the associated gauge action. Since A is separable, all conditions (i)-(iv) in [33, Proposition 7.3] are equivalent without finiteness assumptions on E. 
