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1. Introduction
Two dimensional affine Toda quantum field theories (ATQFT) have attracted a great
deal of attention in recent years. These theories can be associated to any simple Lie algebra
G of rank l [1][2] . Let {~αk}lk=1 be a set of positive simple roots of the Lie algebra G, Cpq
is its Cartan matrix
Cpq =
2 ~αp · ~αq
~αp · ~αp . (1.1)
and ~α0 is the negative of the highest root
−~α0 =
l∑
k=1
nk ~αk . (1.2)
The affine G Toda model describes the dynamics of an l-component real scalar field
~ϕ(x) =
(
ϕ(1)(x), . . . , ϕ(l)(x)
)
. (1.3)
governed by the Euclidean action
A =
∫
d2x
{
1
8π
(
∂ν ~ϕ
)2
+ µ
l∑
k=0
nk e
b~αk ~ϕ
}
. (1.4)
where the integers nk, k = 1, . . . , l are defined by (1.2) , n0 = 1 and b is a real coupling
constant. The affine Toda field theories are completely integrable at the classical level [1][2].
The quantum integrability of the ATQFT is best understood for the simply laced algebras,
though the exact S-matrices were proposed for all simple Lie algebras [3][4][5][6][7][8][9].
An important feature of the ATQFTs based on simply laced algebras is that the
classical mass ratios are unaffected by renormalization . Another important property of
the of these models is that the S-matrices are invariant under the duality transformation
b→ b−1. A possible way to study off-shell properties of ATQFTs [10][11][12][13][14][15] is
provided by a form factor approach originated in the works [16][3][17][18].
Recently a new powerful method has been designed [19],[20],[21] for studying inte-
grable two dimensional models. The key point of this method is to use angular quan-
tization of the theories [22]. In this approach the representation of the algebra of local
fields is associated with a half-infinite line. The space of representation is usually called
the angular quantization space. The roots of this approach go back to Baxter’s corner
matrix method [23][24][25]. The angular quantization space is a field-theoretical analog
of the space where the lattice corner transfer matrix acts, and inherits the remarkable
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features of the latter. Using this method, the form factors of exponential operators and
the wave functions renormalization constants for A
(1)
l ATQFT were found in [26][27]. The
renormalization constants coincide with the ones calculated in [28]. The method was also
successfully applied [29] to the calculation of form factors in A
(2)
2 ATQFT [30]. It was
proposed in [31][29] that the angular quantization space for a massive integrable model
can be treated as a “scaling“ limit of a representation of some “deformed“ algebra. In this
limit the currents of the deformed algebra become Zamolodchikov-Faddeev (ZF) operators
corresponding to a diagonal scattering theory. In [32][29][33] a striking similarity of the
free field representations of ZF operators and the Baxter T − Q equation was observed.
In this paper we will deal with D
(1)
l ATQFT. Using a free field representation of the
angular quantization space we obtain all one-particle and some of the two-particle form
factors of an exponential operator e~a~ϕ. This provides enough information to calculate
the wave function renormalization constants Zk, k = 1, . . . , l, which define residues of the
two-point functions of fields φ(k) that diagonalize the mass matrix of (1.4)
〈 vac |φ(k)(p)φ(k)(−p) | vac 〉 → 4πiZk
p2 −m2k + iǫ
, p2 → m2k . (1.5)
where mk is the mass of the k-th particle (2.8) of the theory. The expression for Zk is
given by
Zk = exp
{
− 4
∞∫
0
dν
ν
sinh(
πbν
hQ
) sinh(
πν
hQb
)
(
coth(πν)
(
C−1(ν)
)
kk
− e− πνh )
}
,
k = 1, . . . , l .
(1.6)
where Q = b + b−1 and h = 2(l − 1) is the dual Coxeter number. The matrix C is a
“deformed“ Cartan matrix
Cpq(ν) = 4 sinh
2(
πν
2h
) δpq + Cpq . (1.7)
The renormalization constants for A
(1)
l Toda model [28] can also be written in the form
(1.6) where the matrix C is the “deformed“ Al Cartan matrix . We expect that the formula
(1.6) is also valid for E
(1)
l ATQFT.
The exact result for Zk (1.6) satisfy necessary field-theoretical requirements. In
particular, 0 < Zk ≤ 1, and it matches the one loop perturbative check.
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A plot of the functions Z1(b) for the first few D
(1)
l Toda theories is given in Figure 1.
The Figure 2 shows the functions Zk(b) for D
(1)
6 Toda theory. Note, that while Z1(b) is
very close to 1, the deviation of Z5(b) = Z6(b) from 1 is considerable.
Here is the layout of the paper. In Section 2 we introduce basic notations and facts
about the D
(1)
l Toda model. In Section 3 the method of reconstruction of form factors (the
angular quantization method) is briefly described. In Section 4 we construct the free field
representation for form factors and test it in Section 5 on the example of D
(1)
4 ATQFT.
Section 6 contains the main results of the paper - the one-particle form factors and the
wave function renormalization constants. Finally, we conclude with general remarks in
Section 7.
2. S-matrix and spectrum of D
(1)
l Toda field theory
The affine D
(1)
l Toda model describes the dynamics of an l-component real scalar field
~ϕ(x) (1.3) governed by the Euclidean action (1.4) . The vectors ~αk, k = 1, . . . , l are the
simple positive roots of the Lie algebraDl, ~α
2
k = 2. The integers nk = 1 if k = 0, 1, l, l−1
and nk = 2 otherwise. In terms of an orthonormal basis in R
l
~εa · ~εb = δab , a, b = 1, . . . , l , (2.1)
the simple positive roots can be expressed as
~αk = ~εk − ~εk+1 , k = 1, . . . l − 1 ,
~αl = ~εl−1 + ~εl .
(2.2)
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The lagrangian (1.4) possesses explicit symmetry under the action of a group G = Z2×Z2
for even l or G = Z4 if l is odd. It is convenient to introduce new fields [7] φ
(k)(x),
k = 1, . . . , l corresponding to the irreducible representations of the group G:
ϕ(k) = 2h−
1
2
l−2∑
p=1
sin(
2πp(k− 1)
h
)φ(p), k 6= 1, l , (2.3)
for even l we put
ϕ(1) =
φ(l) + φ(l−1)√
2
, ϕ(l) = (−1) l2 φ
(l) − φ(l−1)√
2
, (2.4)
for odd l we put
ϕ(1) =
φ(l) + φ(l−1)√
2
, ϕ(l) = (−1) l+12 φ
(l) − φ(l−1)
i
√
2
. (2.5)
In terms of these new fields the mass matrix for the lagrangian (1.4) becomes diagonal. The
action of the group G for even l is generated by the group elements g1 and g2, g
2
1 = g
2
2 = 1
g1 : φ
(k) → (−1)kφ(k), k = 1, . . . , l − 2 ,
φ(l−1) → −(−1) l2 φ(l−1), φ(l) → (−1) l2 φ(l) .
g2 : φ
(k) → φ(k), k = 1, . . . , l − 2 ,
φ(l−1) → −φ(l−1), φ(l) → −φ(l) .
(2.6)
For odd l the action of the group G is generated by the element g, g4 = 1
g : φ(k) → (−1)kφ(k), k = 1, . . . , l − 2 ,
φ(l−1) → − il φ(l−1), φ(l) → il φ(l)
(2.7)
The spectrum of the D
(1)
l ATQFT consists of l particles {Bk}lk=1. These particles are
in one-to-one correspondence with fundamental representations {πk}lk=1 of the Lie algebra
Dl and their masses are given by
mk = 2m sin(
kπ
h
), k = 1, . . . , l − 2 ,
ml−1 = ml = m .
(2.8)
4
where h = 2(l − 1) is the dual Coxeter number. A linear basis in the physical Hilbert
space πA of the theory is provided by a set of asymptotic states
1
|Bk1(θ1)...Bkn(θn) 〉 , (2.9)
where rapidities are ordered as θ1 > ... > θn.
The two-particle S-matrix, describing BaBb → BaBb scattering was proposed in [7].
In a compact form it can be written [34], [33] as
Sab(θ) = exp
{
− 4
∞∫
−∞
dν
ν
eiνθ sinh(
πbν
hQ
) sinh(
πν
hQb
) (C−1(ν))ab
}
, (2.10)
where the matrix C was defined in (1.7) To analyze the analytical structure of the two-
particle S-matrix it is useful to present its matrix elements as a product of meromorphic
functions,
Sab(θ) =
min(a,b)∏
p=1
F(θ − iπ
h
(a+ b+ 1− 2p))
F(θ + iπ
h
(a+ b+ 1− 2p)) , a, b < l − 1 ,
Sla(θ) =
a−1∏
p=0
F (θ − iπ
h
(l − a+ 2p))
F (θ + iπ
h
(l − a+ 2p)) ,
Sll(θ) =
[ l−22 ]∏
p=0
F (θ − iπ
h
(4p+ 1))
F (θ + iπ
h
(4p+ 1))
,
Sll−1(θ) =
[ l−12 ]∏
p=1
F (θ − iπ
h
(4p− 1))
F (θ + iπ
h
(4p− 1)) ,
Sl−1l−1(θ) = Sll(θ), Sl−1a(θ) = Sla(θ) .
(2.11)
Here the symbol [a] stands for integer part of a and the rapidity variable θ is defined as
(pn + pk)
2 = m2n + m
2
k + 2mnmk cosh(θ) . (2.12)
1 Our convention for the normalization of the asymptotic states is
〈 vac | vac 〉 = 1 , 〈Bp(θ) |Bk(θ
′) 〉 = 2pi δpkδ(θ − θ
′) .
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The functions F(θ) and F (θ) are given by
F(θ) = tanh(
θ
2 +
iπ
2h − iπhQb ) tanh( θ2 + iπ2h − iπbhQ )
tanh( θ2 +
iπ
2h) tanh(
θ
2 − iπ2h)
,
F (θ) =
sinh( θ2 +
iπ
2h − iπhQb) sinh( θ2 + iπ2h − iπbhQ )
sinh( θ
2
+ iπ
2h
) sinh( θ
2
− iπ
2h
)
.
(2.13)
where Q = b+ b−1.
In the physical strip 0 < ℑmθ < π the amplitudes (2.11) possess simple poles at
θ = iθcab corresponding to the bound states of particles Ba and Bb. Specifically,
(i) the amplitude Sll(θ) has simple poles at
θ =
2iπ(2k + 1)
h
, k = 0, . . . , [
l − 1
2
]− 1 (2.14)
which represent particles Bl−2−2k;
(ii) the amplitude Sll−1(θ) has simple poles at
θ =
4iπk
h
, k = 1, . . . , [
l
2
]− 1 (2.15)
which represent particles Bl−3−2k;
(iii) the amplitudes Sla(θ) and Sl−1a(θ) have a simple pole at
θ =
iπ
2
+
iπa
h
(2.16)
which represents particle Bl−1 or Bl correspondingly;
(iv) the amplitudes Sac(θ), a ≤ c have simple poles at
θ =
iπ(c+ a)
h
, θ = iπ − iπ(c− a)
h
(2.17)
representing particles Bc+a and Bc−a.
There are also simple poles at θ = iπ − i θcab. These poles correspond to the particles in the
cross channel. The analytical structure of the S-matrix respects the discrete G-symmetry
(2.6), (2.7) of the model.
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3. Heuristic framework for form factors
Form factors are on-shell amplitudes of a local field O
FO(θ1, ...θn) = 〈 vac | πA(O) |B(θ1)...B(θn) 〉 , (3.1)
where the matrix of the field O in the basis of asymptotic states is denoted by πA(O). The
form factors satisfy a set of requirements [35] which constitute a complicated Riemann-
Hilbert problem. In our calculation of form factors we will follow ideas of [27][29][33].
The main tool we will exploit is a special representation πZ of the formal Zamolodchikov-
Faddeev algebra associated with the S-matrix (2.11) . Defining properties of πZ were
discussed in [19][29] and were motivated by form factor axioms [35]. In particular, if we
denote by Bk ZF operators acting in πZ , they satisfy exchange relations
Bk(θ1)Bp(θ2) = Skp(θ1 − θ2) Bp(θ2)Bk(θ1) , ℑm (θ1 − θ2) = 0 . (3.2)
It is also assumed that there exists an operator K acting in the space πZ in the following
manner
Bk(θ + α) = e
−αKBk(θ) e
αK . (3.3)
Unitarity and crossing symmetry of the S-matrix allow us to equip πZ with a conjugation
operation
B+k (θ) = Bk(θ + iπ) , K
+ = −K . (3.4)
There exists an embedding of the linear space of asymptotic states πA in the tensor product
of πZ and its dual π¯Z ,
πA →֒ π¯Z ⊗ πZ . (3.5)
In other words, we can identify an arbitrary vector |X 〉 ∈ πA with some endomorphism
(linear operator) X of the space πZ . To describe the embedding, we identify an arbitrary
vector |Bk1(θ1)...Bkn(θn) 〉 ∈ πA with an element of End
[
πZ
]
as
|Bk1(θ1)...Bkn(θn) 〉 ≡ Bk1(θ1)...Bkn(θn) eiπK . (3.6)
The asymptotic states generate a basis in πA, therefore (3.6) unambiguously specifies the
embedding of the linear space. As well as πA, the space π¯Z ⊗ πZ possesses a canonical
Hilbert space structure with the scalar product given by
TrπZ
[
Y+X
]
/TrπZ
[
e2πiK
]
.
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The conjecture that allows effective calculation of form factors is that the embedding (3.6)
of the linear space πA →֒ π¯Z ⊗ πZ , preserves the structure of the Hilbert spaces,
〈 Y |X 〉 = TrπZ
[
Y+X
]
/TrπZ
[
e2πiK
]
, if |X 〉 ≡ X , | Y 〉 ≡ Y . (3.7)
Let us define πZ(O) ∈ End
[
πZ
]
associated with the state πA(O)| vac 〉 in the following way
πA(O)| vac 〉 ≡ πZ(O) eπiK . (3.8)
We also require that πZ(O) ∈ End
[
πZ
]
associated with a local Hermitian field must
commute with B(θ), [
πZ(O) , Bk(θ)
]
= 0 . (3.9)
Using (3.7) the form-factors can be written as traces over the space πZ ,
FO(θ1, ...θn) = TrπZ
[
e2πiK πZ(O) Bk1(θ1)...Bkn(θn)
]
/TrπZ
[
e2πiK
]
. (3.10)
4. Free field representation for form factors
To construct the representation πZ for D
(1)
l ATQFT consider a set of oscillators
λ(a)ν , a ∈ J = {1, . . . , l, l¯, . . . , 1¯} . (4.1)
We specify an order in the set J as
1¯ ≻ · · · ≻ l − 1 ≻ l¯
l
≻ l − 1 ≻ · · · ≻ 1 . (4.2)
These oscillators satisfy commutation relations
[λ(a)ν , λ
(a)
ν′ ] =
4 cosh
(
πν( 12 − 1h )
)
ν cosh(πν2 )
sinh(
πbν
hQ
) sinh(
πν
hQb
) δν+ν′,0 ,
[λ(a¯)ν , λ
(a)
ν′ ] = −4ν−1
{
e
πν
2 sinh(πν
h
)
cosh(πν2 )
+ e
πν
h
(2l−2a−1)
}
sinh(
πbν
hQ
) sinh(
πν
hQb
) δν+ν′,0 ,
[λ(a)ν , λ
(b)
ν′ ] = −4 ǫ(a, b)
e
ǫ(a,b)πν
2 sinh(πν
h
)
ν cosh(πν2 )
sinh(
πbν
hQ
) sinh(
πν
hQb
) δν+ν′,0 , b 6= a¯, a
(4.3)
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The function ǫ(a, b) is a step function: ǫ(a, b) = −1 if a ≺ b or (a, b) = (l, l¯) , and
ǫ(a, b) = 1 if a ≻ b or (a, b) = (l¯, l) . The “reflected” oscillators λ(a¯)ν are not independent
and can be expressed in terms of λ
(a)
ν ,
λ(a¯)ν = −λ(a)ν e
2π(l−a)ν
h − 2 sinh(πν
h
)
a−1∑
k=1
λ(k)ν e
π(2l−2k−1)ν
h . (4.4)
It is convenient to extend the Heisenberg algebra (4.3) by canonical conjugate pairs
of operators P(a), Q(a) commuting with the oscillators λ
(a)
ν ,
[P(a),Q(b)] = −i (δa,b − δa−1,b) , b < n ,
[P(a),Q(n)] = −i (δa,n + δa−1,n) .
(4.5)
The extended algebra admits a representation in the direct sum of Fock spaces,
πZ = ⊕~pF~p , where ~PF~p = ~pF~p . (4.6)
and each of the spaces F~p is a span
F~p : ⊕λ(a1)−ν1 ...λ(an)−νn | ~p 〉 , νk > 0 . (4.7)
The highest vector | ~p 〉 (not to be confused with the physical vacuum | vac 〉 of the model)
obeys the equations λ
(a)
ν | ~p 〉 = 0 , ν > 0. Let ~ρ be a half sum of the positive roots of the
Lie algebra Dl,
~ρ ~αk = 1 , k = 1, . . . , l , (4.8)
and ~ha, a ∈ J are the weights of of the first fundamental representation π1
~ha = ~εa , a = 1, . . . , l ,
~ha¯ = −~εa .
(4.9)
Now we can define vertex operators [27][36],
Λa(θ) = exp
(2iπ
h
(~ρ −
~P
Q
) · ~ha
)
: exp
(− i
+∞∫
−∞
dν λ(a)ν e
iν(θ− iπ2 )
)
: (4.10)
which are in one-to-one correspondence with the weights of the representation π1 and
satisfy exchange relations
Λa(θ1) Λb(θ2) = S11(θ1 − θ2) Λb(θ2) Λa(θ1) , ℑm (θ1 − θ2) = 0 . (4.11)
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The operators Λa(θ) will be used to build ZF operators {Bk(θ)}l−2k=1 associated with the
vectorial representations {πk}l−2k=1. The operators Bl−1(θ), Bl(θ) associated with spinorial
representations πl−1, πl cannot be expressed solely in terms of Λa(θ)‘s and we need to
introduce additional vertex operators Ak(θ) and Yk(θ) [33] corresponding to the simple
positive roots ~αk and the highest weight vectors ~ωk of the fundamental representations πk
of the Lie algebra Dl. Consider new oscillators
a(p)ν = (λ
(p)
ν − λ(p)ν )e−
πpν
h , p = 1, . . . , l − 1 ,
a(l)ν = (λ
(l−1)
ν − λ(l¯)ν )e−
π(l−1)ν
h .
(4.12)
and
y(p)ν =
p∑
k=1
λ(k)ν e
π(p−2k+1)ν
h , p = 1, . . . , l − 2 ,
y(l−1)ν =
(
2 cosh(
πν
h
)
)−1 (
λ(1)ν e
π(l−3)ν
h + · · ·+ λ(l−1)ν e−
π(l−1)ν
h − λ(l)ν e−
π(l−1)ν
h
)
,
y(l)ν =
(
2 cosh(
πν
h
)
)−1 (
λ(1)ν e
π(l−1)ν
h + · · ·+ λ(l−1)ν e−
π(l−3)ν
h + λ(l)ν e
−
π(l−1)ν
h
)
.
(4.13)
The vertex operators Ak(θ) and Yk(θ) are defined analogously to (4.10)
Ak(θ) = exp
(2iπ
h
(~ρ −
~P
Q
) · ~αk
)
: exp
(− i
+∞∫
−∞
dν a(k)ν e
iν(θ− iπ2 )
)
: ,
Yk(θ) = exp
(2iπ
h
(~ρ −
~P
Q
) · ~ωk
)
: exp
(− i
+∞∫
−∞
dν y(k)ν e
iν(θ− iπ2 )
)
: .
(4.14)
where the highest weight vectors ~ωp are
~ωp =
p∑
k=1
~εk , p = 1, . . . , l − 2 ,
~ωl−1 =
1
2
(~ε1 + · · ·+ ~εl−1 − ~εl) ,
~ωl =
1
2
(~ε1 + · · ·+ ~εl−1 + ~εl) .
(4.15)
Using results from Appendix A one can show that for ℑm (θ1 − θ2) = 0
Ab(θ1)Ac(θ2) = Ac(θ2)Ab(θ1) ,
Ab(θ1) Yc(θ2) = Yc(θ2)Ab(θ1) ,
Yb(θ1) Yc(θ2) = Sbc(θ1 − θ2) Yc(θ2) Yb(θ1) .
(4.16)
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Now we proceed to the construction of ZF operators Bk(θ). It was mentioned in
the Introduction that the free field representations of ZF operators are similar to the
Baxter T − Q equations [23]. This observation is very useful in finding explicit forms
of Bk(θ)’s. Unfortunately, it seems that in the case of D
(1)
l ATQFT the reconstruction
of ZF operators from the Baxter equations is not straightforward. The general form of
Bk(θ) remains obscure and the best we can do is to use an operator product expansion to
generate ZF operators step by step2.
First, following [33], define B1(θ),
B1(θ) = Q
√
hκ1
2π
∑
a∈J
Λa(θ) . (4.17)
where κ1 is some constant. Obviously, due to (4.11) ,
B1(θ1)B1(θ2) = S11(θ1 − θ2)B1(θ2)B1(θ1) . (4.18)
We expect that operator products Bp(θ1)B1(θ2) develop simple poles in accordance with
(2.17)
Bp(θ1)B1(θ2) →
Bp+1(θ2 +
iπ
h
)
θ1 − θ2 − iπ(p+1)h
, θ2 → θ1 − iπ(p+ 1)
h
. (4.19)
After some calculations one can find the next few operators. For example,
B2(θ) = Q
√
hκ2
2π
{ ∑
{a1,a2}∈I,
γa1a2 Λa1Λa2 + γ Λl−2 Λ
′
l−2 − γ Λl−1 Λ′l−1
}
. (4.20)
The κp’s are constants which at this point are irrelevant. The summation in (4.20) extends
over the standard set I. We will call a set {a1, . . . , an}, ak ∈ J and a monom Λa1 · · ·Λak
standard if for any k either ak ≻ ak+1 or (ak, ak+1) = (l¯, l) or (l, l¯) . All monoms in
(4.20) depend on θ in same way, for example
Λa1Λ
′
a2
≡ Λa1(θ +
iπ
h
) Λ′a2(θ −
iπ
h
) . (4.21)
2 Another possible rout is to use a recurrent procedure of [37] to generate currents of deformed
W (D
(1)
l ) algebra. Then, as it was proposed in [29], one might hope to recover ZF operators by
taking a “scaling” limit of the currents.
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The numerical coefficients γa1a2 and c are found to be
γaa =
(
l − 1− a− b
Q
) (
l − 1− a− 1
Qb
)
(
l − 1− a) (l − 2− a) , a 6= l − 1, l − 2 ,
γ
l−2 l−2 = γl−1 l−1 = 1−
1
Q2
, γ
ll
= γ
ll
,
γ =
2iπ
hQ2
.
(4.22)
and γab = 1 for the rest of the cases. The definition of γl−2l−2 and γl−1l−1 has an
ambiguity. As a matter of fact some of the monoms can coincide due to (4.4). For
example,
Λ
l−p−1(θ +
iπp
h
)Λl−p−1(θ − iπp
h
) = Λ
l−p(θ +
iπp
h
)Λl−p(θ − iπp
h
) . (4.23)
Therefore, only the sum γ
l−2l−2 + γl−1l−1 enters the definition of B2(θ) . We choose
γ
l−2l−2 = γl−1l−1 for convenience. The identities (4.23) and similar identities allow also
to cancel second and higher order poles in the operator product expansions of Bk’s. The
explicit form of the operator B3(θ) and the discussion of a general form of ZF operators
are given in Appendix B.
The operators Bl−1(θ) and Bl(θ) cannot be obtained by the bootstrap procedure
described above because the corresponding particles never appear as bound states of the
particles Bk, k = 1, . . . , l− 2. The weights of the spinorial representations πl−1, πl of the
Lie algebra Dl are non-degenerate . Therefore, we expect, as in the case of B1(θ), that the
form of Bl−1(θ) and Bl(θ) is essentially the same as of the corresponding T − Q equation
[38][32]. For D
(1)
4 ATQFT (h = 6) we obtain
B3(θ) = Q
√
hκ3
2π
·
{
Y3(θ)+ : Y3(θ)A
−1
3 (θ −
iπ
h
) : +
: Y3(θ)A
−1
3 (θ −
iπ
h
)A−12 (θ −
2iπ
h
) : +
: Y3(θ)A
−1
3 (θ −
iπ
h
)A−12 (θ −
2iπ
h
)A−14 (θ −
3iπ
h
) : +
: Y3(θ)A
−1
3 (θ −
iπ
h
)A−12 (θ −
2iπ
h
)A−11 (θ −
3iπ
h
) : +
: Y3(θ)A
−1
3 (θ −
iπ
h
)A−12 (θ −
2iπ
h
)A−11 (θ −
3iπ
h
)A−14 (θ −
3iπ
h
) : +
(4.24)
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: Y3(θ)A
−1
3 (θ −
iπ
h
)A−12 (θ −
2iπ
h
)A−11 (θ −
3iπ
h
)A−14 (θ −
3iπ
h
)A−12 (θ −
4iπ
h
) : +
: Y3(θ)A
−1
3 (θ −
iπ
h
)A−12 (θ −
2iπ
h
)A−11 (θ −
3iπ
h
)A−14 (θ −
3iπ
h
)A−12 (θ −
4iπ
h
) ·
·A−13 (θ −
5iπ
h
) :
} (4.25)
The operator B4(θ) can be obtained from (4.24) by interchange of indices 3↔ 4. To build
Bl−1(θ) and Bl(θ) for general D
(1)
l ATQFT one should use either the recurrent procedure
of [38] or a general formula from [32].
In the following sections we are going to deal with one- and two-particle form factors
of an exponential operator
O = e~a~ϕ . (4.26)
To this end we need to specify the endomorphism πZ(e
~a~ϕ) ∈ End[πZ] (3.8). It was
observed in [27][29] that that for exponential operators the proper endomorphism is a
projector on the Fock space F~a with a given value of “zero modes“
~PF~a = ~aF~a . (4.27)
We will see that this assertion is also true for D
(1)
l ATQFT. With this choice of πZ(e
~a~ϕ)
we have
〈 vac | e~a~ϕ |B(θ1) . . .B(θn) 〉 = 〈 e~a~ϕ 〉TrFa
[
e2πiKB(θ1) . . .B(θn)
]
/TrFa
[
e2πiK
]
,
(4.28)
where
〈 e~a~ϕ 〉 = TrFa
[
e2πiK
]
/TrπZ
[
e2πiK
]
(4.29)
is the one-point function of the exponential operator which was calculated in [39].
Before we go to the general case we will present results for the first nontrivial case -
D
(1)
4 ATQFT. This will also provide a test for the free field representation constructed in
this chapter.
5. D
(1)
4 Toda model
For any simple Lie algebra one can define characters χωp(
~λ) of the p-fundamental
representation πp by the formula
χωp(
~λ) = Trπp
[
e
2iπ
h
(~ρ−~λ) ~H
]
. (5.1)
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Here ~H = (H1, . . . , Hl) is a basis in the Cartan subalgebra of Dl, normalized with respect
to the Killing form 〈, 〉 , 〈Ha, Hb〉 = δab.
Using the free field representation given in the last section we immediately derive the
one-particle form factors,
〈 vac | e~a~ϕ |Bp(θ) 〉 = 〈 e~a~ϕ 〉 Q
√
3Zp
π
Xp
( ~a
Q
)
. (5.2)
The functions Xp can be expressed in terms of the the characters of D4
Xp(~λ) = χωp(~λ) , p = 1, 3, 4
X2(~λ) = χω2(~λ) + 1 .
(5.3)
In the next section we will show that the constants Zp are the wave functions renormal-
ization constants and calculate them for general D
(1)
l ATQFT.
The calculation of two-particle form factors is also straightforward. In particular, we
find form factors involving the particle B1
〈 vac | e~a~ϕ |B1(θ1)B3(θ2) 〉 = 〈 e~a~ϕ 〉 3Q
2
π
√
Z1Z3R13(θ)
(X4K4(θ) + X1X3 ) ,
〈 vac | e~a~ϕ |B1(θ1)B1(θ2) 〉 = 〈 e~a~ϕ 〉 3Q
2
π
Z1R11(θ)
(X2K2(θ) + X 21 ) ,
〈 vac | e~a~ϕ |B1(θ1)B2(θ2) 〉 = 〈 e~a~ϕ 〉 3Q
2
π
√
Z1Z2R12(θ) ·( X˜3K3(θ) + X1X2 − (1− η)X1K1(iπ − θ) ) .
(5.4)
The functions R1p(θ), p = 1, 2, 3 are the “minimal“ form factors [17]. They admit an
integral representation
R1p(θ) =
exp
{
− 2
∞∫
−∞
dν
ν
eiν(θ−iπ)
sinh(πbν
hQ
) sinh( πν
hQb
) cosh
(
πν( 12 − ph )
)
sinh(πν) cosh(πν2 )
}
.
(5.5)
The representation (5.5) is valid in the strip
−π(p− 1)
h
< ℑmθ < 2π + π(p− 1)
h
, (5.6)
while outside the strip it must be understood in a sense of analytical continuation. In
(5.5) , (5.6) h = 6. The constant η, the “character“ X˜3 and the functions Kp(θ) are given
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by
X˜3 = χω3+ω4 + (1 + η)χω1 ,
η =
4√
3
sinh(
iπ
6Qb
) sinh(
iπb
6Q
) ,
Kp(θ) = −
2i sinh( iπ6Qb ) sinh(
iπb
6Q ) sinh(
iπp
6 )
sinh( θ
2
+ iπp
12
) sinh( θ
2
− iπp
12
)
.
(5.7)
TheD
(1)
4 Toda model possesses a symmetry under the action of the permutation group G =
S3. The group G permutes particles B1, B3, B4 or , equivalently, it acts as a permutation
on the set of weights {ω1, ω3, ω4}. We can use this symmetry to obtain the rest of the form
factors except for 〈 vac | e~a~ϕ |B2(θ1)B2(θ2) 〉. The expression for it is somewhat complicated
and we do not present it here.
One can show that for j = 0, . . . , 4
χω1(λ~αj) = 8 sinh(
iπλ
6
) sinh(
iπ(1− λ)
6
) cosh(
iπ(2j − 1)
6
) ,
χω2(λ~αj) = 8
√
3 sinh(
iπλ
6
) sinh(
iπ(1− λ)
6
) cosh(
iπ(2j − 1)
3
)+
16 sinh2(
iπλ
6
) sinh2(
iπ(1− λ)
6
) − 1 ,
(5.8)
and
χω3(λ~α0) = − χω3(λ~α1) = −χω3(λ~α3) = χω3(λ~α4) =
χω4(λ~α0) = − χω4(λ~α1) = χω4(λ~α3) = −χω4(λ~α4) =
4
√
3 sinh(
iπλ
6
) sinh(
iπ(1− λ)
6
) ,
χω3(λ~α2) = χω4(λ~α2) = 0 ,
(5.9)
This allows to check that all one- and two-particle form factors satisfy the quantum equa-
tions of motion
∂µ∂
µ(~αj ~ϕ) = M2
l∑
k=1
Cjknk
(
eb~αk ~ϕ − eb~α0~ϕ) . (5.10)
with
M2 = πm
2 sin(π
h
)
2hOQ sin( πb
hQ
) sin( π
hQb
)
, (5.11)
and O = 〈eb~αj ~ϕ〉 , j = 0, . . . , l, h = 6 . We intentionally keep the general notation for
the dual Coxeter number h in (5.5), (5.11) because, as we will see in the next section, the
formulae are valid for general h.
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Note also that the two-particle form factors exhibit the cluster property [40]
〈 vac | e~a~ϕ |Bk(θ1)Bp(θ2) 〉 → 〈 vac | e
~a~ϕ |Bk 〉 〈 vac | e~a~ϕ |Bp 〉
〈 e~a~ϕ〉 , (5.12)
as |θ1 − θ2| → ∞.
6. The wave function renormalization constants
To find the wave function renormalization constants we need an explicit form of one-
and two-particle form factors. Although a general form of ZF operators is not known, it is
still possible to carry out calculations building Bk(θ) one by one and analyzing the general
case using formulae from Appendices B and C. The results can be summarized as follows.
6.1. The one-particle form factors
The one-particle form factors for D
(1)
l ATQFT are given by
〈 vac | e~a~ϕ |Bp(θ) 〉 = 〈 e~a~ϕ 〉 Q
√
hZp
2π
Xp
( ~a
Q
)
. (6.1)
The functions Xp can be expressed in terms of the the characters of Dl,
Xp(~λ) =
[ p2 ]∑
s=0
ζp p−2s χωp−2s(
~λ) , p = 1, . . . l − 2 ,
Xp(~λ) = χωp(~λ) , p = l − 1, l .
(6.2)
Unfortunately, the constants ζpk cannot be calculated in a closed form. Instead, we found
the following representation for them,
ζpk = 1 + ξp p−2 + ξp p−4 + · · ·+ ξpk , (6.3)
where ξpk is obtained by recursion,
ξpk =
[
b
Q
]
x
[
1
Qb
]
x
[1]x
p−k
2∑
s=1
ξp k+2s
[k]x [k + s]x [s]x
[p− k]x [p+ k]x . (6.4)
Here a notation [ · ]x was introduced,
[a]x = x
a − x−a , x = iπ
h
. (6.5)
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In the above formulae we set ξpp ≡ 1 and one can also find that ξp0 ≡ 0 . In particular it
means that ζp2 = ζp0 .
Taking a limit of small ~a in (6.1) we find the one-particle form factors of the field ~ϕ
itself,
〈 vac | ~αj ~ϕ |Bp(θ) 〉 = −
√
2πZp
h
ℵp(j) . (6.6)
The functions ℵp(j) are found to be
ℵp(j) = −i
p∑
k=1
ξpk
[k]x [2k (2j − 1)]x
[k (2j − 1)]x , p = 1, . . . , l − 2 , (6.7)
and ℵl−1(j), ℵl(j) take a form
ℵl−1(0) = −ℵl−1(1) = −i−l ℵl−1(l − 1) = i−l ℵl−1(l) =
√
h
2
,
ℵl(0) = −ℵl(1) = i−l ℵl(l − 1) = −i−l ℵl(l) =
√
h
2
,
ℵl−1(j) = ℵl(j) ≡ 0 , j = 2, . . . , l − 2 .
(6.8)
In the course of derivation of (6.7),(6.8) we used the generating function,
G(t, j, λ) = (1− e2t) [t+ j − λ]x [t− j + λ]x [t+ j − 1 + λ]x [t− j + 1− λ]x
[t+ j]x [t− j]x [t+ j − 1]x [t− j + 1]x . (6.9)
The first l − 2 terms of the expansion of G(t, j, λ),
G(t, j, λ) =
∞∑
s=0
estχωs(λ~αj) . (6.10)
give the values of χωs(λ~αj) for s = 0, . . . , l − 2. The values of χωl−1(λ~αj) and χωl(λ~αj)
can be found explicitly,
χωl−1(λ~α0) = −χωl−1(λ~α1) = −i−l χωl−1(λ~αl−1) = i−l χωl−1(λ~αl) =
χωl(λ~α0) = −χωl(λ~α1) = i−l χωl(λ~αl−1) = −i−l χωl(λ~αl) =
i
√
2h
sinh( iπλ
h
) sinh( iπ(1−λ)
h
)
sinh( iπ
h
)
,
χωl−1(λ~αj) = χωl(λ~αj) ≡ 0 , j = 2, . . . , l − 2 .
(6.11)
One can show, using (6.9) and (6.11), that the one-particle form factors satisfy the
quantum equations of motion (5.10) for general h.
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The fields ϕ(a) are normalized in accordance with the short distance behavior,
〈 vac |ϕ(a)(x)ϕ(b)(y) | vac 〉 = −2δab log(M |x− y|) +O(1) , |x− y| → 0 . (6.12)
This normalization and (2.4) - (2.5) , (6.6) allow to identify Zp in (6.1) as the wave
function renormalization constants and to find one-particle form factors of the field ~φ
〈 vac |φ(k) |Bp 〉 =
√
2 πZp ξpk , p = 1, . . . , l − 2 ,
〈 vac |φ(k) |Bp 〉 =
√
2 πZp δpk , p = l − 1, l .
(6.13)
6.2. Two-particle form factors
For the purpose of calculating Zp it is enough to calculate the simplest two-particle
form factors
〈 vac | e~a~ϕ |B1(θ1)B1(θ2) 〉 = 〈 e~a~ϕ 〉 hQ
2
2π
Z21 R11(θ)
(X2K2(θ) + X 21 ) ,
〈 vac | e~a~ϕ |B1(θ1)Bp(θ2) 〉 = 〈 e~a~ϕ 〉 hQ
2
2π
√
Z1ZpR1p(θ) ·(Xp+1Kp+1(θ) + X1Xp − ηpXp−1Kp−1(iπ − θ) ) , p = 2, . . . , l − 3 ,
〈 vac | e~a~ϕ |B1(θ1)Bl−2(θ2) 〉 = 〈 e~a~ϕ 〉 hQ
2
2π
√
Z1Zl−2R1l−2(θ) ·( X˜l−1 Kl−1(θ) + X1Xl−2 − ηl−2Xl−3Kl−3(iπ − θ) ) ,
〈 vac | e~a~ϕ |B1(θ1)Bl−1(θ2) 〉 = 〈 e~a~ϕ 〉 hQ
2
2π
√
Z1Zl−1R1l−1(θ)
(XlKl(θ) + X1Xl−1 ) ,
〈 vac | e~a~ϕ |B1(θ1)Bl(θ2) 〉 = 〈 e~a~ϕ 〉 hQ
2
2π
√
Z1ZlR1l(θ)
(Xl−1Kl(θ) + X1Xl ) .
(6.14)
and form factors involving both of the particles Bl−1 and Bl
〈 vac | e~a~ϕ |Bl−1(θ1)Bl−1(θ2) 〉 =
〈 e~a~ϕ 〉 hQ
2
2π
Zl−1Rl−1l−1(θ)
( [ l−12 ]∑
p=1
( p−1∏
k=1
ηl−1−2k
)Xl−2p K4p−2(θ) + X 2l−1
)
,
〈 vac | e~a~ϕ |Bl(θ1)Bl(θ2) 〉 =
〈 e~a~ϕ 〉 hQ
2
2π
ZlRll(θ)
( [ l−12 ]∑
p=1
( p−1∏
k=1
ηl−1−2k
)Xl−2p K4p−2(θ) + X 2l
)
,
〈 vac | e~a~ϕ |Bl−1(θ1)Bl(θ2) 〉 =
〈 e~a~ϕ 〉 hQ
2
2π
√
Zl−1ZlRl−1l(θ)
( [ l−22 ]∑
p=1
( p−1∏
k=1
ηl−1−2k
)Xl−1−2pK4p(θ) + Xl−1Xl
)
.
(6.15)
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where the functions Kp(θ), the constants ηp and the “character“ X˜l−1(~λ) are similar to the
ones introduced in the case of the D
(1)
4 Toda model (5.7)
X˜l−1(~λ) = χωl+ωl−1(~λ) +
[ l−12 ]∑
s=1
ζp p−2s χωp−2s(
~λ) ,
ηp =
[
l − 1− p− 1
Qb
]
x
[
l − 1− p− b
Q
]
x
[l − 1− p]x [l − p]x ,
Kp(θ) = [p]x
4[1]x
[
1
Qb
]
x
[
b
Q
]
x
sinh( θ2 +
iπp
2h ) sinh(
θ
2 − iπp2h )
.
(6.16)
The “minimal“ form factors R1p(θ), p = 1, . . . , l − 1, R1l−1(θ) = R1l(θ) are given by
(5.5) with general h. For Rl−1l(θ) and Rl−1l−1(θ) = Rll(θ) we have
Rl−1l(θ) = exp
{
−
∞∫
−∞
dν
ν
eiν(θ−iπ)
sinh(πbν
hQ
) sinh( πν
hQb
) sinh(πν(l−2)
h
)
sinh(πν) cosh(πν2 ) sinh(
2πν
h
)
}
,
Rll(θ) = exp
{
−
∞∫
−∞
dν
ν
eiν(θ−iπ)
sinh(πbν
hQ
) sinh( πν
hQb
) sinh(πνl
h
)
sinh(πν) cosh(πν2 ) sinh(
2πν
h
)
}
.
(6.17)
The dependence on the vector ~a enters the form factors through the “characters“
Xp
(
~a
Q
)
.
6.3. The calculation of the renormalization constants Zp
The form factors (6.14), (6.15) satisfy crossing symmetry and the Watson equations
[35] and exhibit the required analytical structure. In particular, they have simple poles at
the points θ = i θcab (2.16) , (2.17) which correspond to bound states of particles. The
singularity of the form factors
〈 vac | e~a~ϕ |Ba(θ1)Bb(θ2) 〉 → iΓ
c
ab
θ1 − θ2 − i θb1a
〈 vac | e~a~ϕ |Bc 〉 , θ → i θcab , (6.18)
defines [35] the residue of the two-particle S-matrix
Sab(θ) → i (Γ
c
ab)
2
θ − i θb1a
, θ → i θcab . (6.19)
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Comparison of Γcab obtained from the S-matrix and the form factor singularities leads to
the equations
Z1Zp
Zp+1
=
4iπ
hQ2
[2]x[
2b
Q
]
x
[
2
Qb
]
x
F(iπ − iπ(2p+1)
h
)
R21p( iπ(p+1)h )
,
Z1Zp
Zp−1
=
4iπ
hQ2
[2]x[
2b
Q
]
x
[
2
Qb
]
x
F(iπ − iπ(2p−1)
h
)
η2pR21p( iπ(p−1)h )
,
Z2l =
2iπ
hQ2
[1]x[
b
Q
]
x
[
1
Qb
]
x
Zl−2p
R2ll( iπ(4p−2)h )
p−2∏
k=0
F ( iπ(4p−4k−3)
h
)
[ l−22 ]∏
k=p
F ( iπ(4k−4p+3)
h
)
p−1∏
k=1
η2l−1−2k
[ l−22 ]∏
k=0
F ( iπ(4p+4k−1)
h
)
.
(6.20)
which unambiguously determine the constants Zp,
Zp =
exp
{
− 4
∞∫
0
dν
ν
sinh(
πbν
hQ
) sinh(
πν
hQb
)
(cosh(πν) sinh(πpν
h
) cosh
(
πν( 12 − ph)
)
sinh(πν) sinh(πν
h
) cosh(πν2 )
− e−πνh
)}
,
(6.21)
for p = 1, . . . , l − 2, and Zl−1 = Zl
Zl =
exp
{
− 2
∞∫
0
dν
ν
sinh(
πbν
hQ
) sinh(
πν
hQb
)
( cosh(πν) sinh(πlν
h
)
sinh(πν) sinh( 2πν
h
) cosh(πν2 )
− e−πνh
)}
.
(6.22)
The above formulae coincide with (1.6) if we recall the explicit form of C−1 [33]. The
exact result for Zp (6.21),(6.22) also matches the one loop perturbative check.
7. Conclusion
In this paper we have calculated the wave function renormalization constants. The
formula (1.6), together with the formulae for the one-particle form factors (6.1) may be
considered as the main results of the paper. Although the absence of a general expression
for ZF generators Bk(θ) acting in πZ makes the analysis of multi-particle form factors
difficult, it is still possible to obtain two-particle form factors involving the particle B1 and
the particles Bl−1, Bl in an asymptotic state.
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It would be interesting (if possible) to find the explicit form of ZF operators or a
generating function for them. Another interesting problem is to find one-particle form
factors for other Toda field theories and to understand their group-theoretical meaning.
Note, that in the limit b → 0 the one-particle form factors of D(1)l , as well as of A(1)l ,
ATQFT become the characters of finite dimensional representations of the Yangian Y (Dl)
or Y (Al) correspondingly [41]. And, finally, we consider as a challenging problem to
generalize the result (1.6) to Toda theories associated with non-simply laced Lie algebras.
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8. Appendix A
Here we collect commutation relations and pairings of the operators Λk(θ), Ak(θ) and
Yk(θ). In all formulae below we denote θ = θ1 − θ2.
〈 ~p |Λa(θ1)Λa(θ2) | ~p 〉 = g(θ) e 4iπh (~ρ−
~p
Q
)~ha ,
〈 ~p |Λa(θ1)Λa¯(θ2) | ~p 〉 = g(θ) f(θ+ iπ
h
)f(θ +
iπ(2l − 2a− 1)
h
) ,
〈 ~p |Λa¯(θ1)Λa(θ2) | ~p 〉 = g(θ) f(θ− iπ
h
)f(θ − iπ(2l − 2a− 1)
h
) ,
(8.1)
and for b 6= a, a¯ we obtain
〈 ~p |Λa(θ1)Λb(θ2) | ~p 〉 = g(θ) f(θ− iπǫ(a, b)
h
) e
2iπ
h
(~ρ− ~p
Q
)(~ha+~hb) , (8.2)
where the function g(θ) is defined for ℑmθ ≥ 0 by
g(θ) = exp
{
− 4
∞∫
0
dν
ν
eiνθ sinh(
πbν
hQ
) sinh(
πν
hQb
)
cosh
(
πν( 12 − 1h )
)
cosh(πν2 )
}
,
f(θ) =
( θ2 +
iπ
2h − iπhQb ) ( θ2 + iπ2h − iπbhQ )
( θ2 +
iπ
2h ) (
θ
2 − iπ2h )
.
(8.3)
For ℑmθ < 0 relations (8.1) - (8.3) must be understood in the sense of analytical
continuation.
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The commutation relations
[a(p)ν , a
(q)
ν′ ] = 4ν
−1 Cpq sinh(
πbν
hQ
) sinh(
πν
hQb
) δν+ν′,0 ,
[y(p)ν , y
(q)
ν′ ] = 4ν
−1 (C−1)pq sinh(
πbν
hQ
) sinh(
πν
hQb
) δν+ν′,0 ,
[a(p)ν , y
(q)
ν′ ] = 4ν
−1 δpq sinh(
πbν
hQ
) sinh(
πν
hQb
) δν+ν′,0 ,
(8.4)
allows us to calculate pairings between Ya(θ) and Ab(θ)
〈 ~p | Ya(θ1)Yb(θ2) | ~p 〉 = Rab(θ) e
2iπ
h
(~ρ− ~p
Q
)(~ωa+~ωb) ,
〈 ~p | Ya(θ1)Aa(θ2) | ~p 〉 = f−1(θ) e 2iπh (~ρ−
~p
Q
)(~ωa+~αa) ,
〈 ~p |Aa(θ1)Aa(θ2) | ~p 〉 = f−1(θ + iπ
h
)f−1(θ − iπ
h
) e
4iπ
h
(~ρ− ~p
Q
)~αa ,
〈 ~p |Aa(θ1)Ab(θ2) | ~p 〉 = f(θ) e 2iπh (~ρ−
~p
Q
)(~αa+~αb) , if Cab = −1 ,
(8.5)
and the rest of the pairings are equal to 1. The function Rab(θ), a ≤ b is given by
Rab(θ) = exp
{
− 4
∞∫
0
dν
ν
eiνθ sinh(
πbν
hQ
) sinh(
πν
hQb
)
(
C−1(ν)
)
ab
}
. (8.6)
This integral representation is valid for ℑmθ ≥ −π(b−a)
h
and must be understood in a sense
of analytical continuation for ℑmθ ≤ −π(b−a)
h
9. Appendix B
Here we give the explicit form of the operator Bp(θ) for p = 3 and discuss the case of
general p.
B3(θ) = Q
√
hκ3
2π
{ ∑
{a1,a2,a3}∈I,
γ
(
Λa1 ,Λa2 ,Λa3
)
Λa1Λa2Λa3 +
γ
l−3∑
a=1
(
Λ
l−2 (Λl−2Λa)
′ + ΛaΛl−2Λ
′
l−2
)
− γ
l−2∑
a=1
(
Λ
l−1 (Λl−1Λa)
′ + Λa Λl−1Λ
′
l−1
)
+
γ
l∑
a=l−2
(
Λ
l−3 (ΛaΛl−3)
′ + Λ
l−3ΛaΛ
′
l−3
)
− γ
l∑
a=l−1
(
Λ
l−2 (ΛaΛl−2)
′ + Λ
l−2 ΛaΛ
′
l−2
)}
(9.1)
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The numerical coefficients γ
(
Λa1 , . . . ,Λan
)
have a factorized form
γ
(
Λa1 , . . . ,Λap
)
=
∏
m<k
γ
(
Λam , Λak
)
, (9.2)
where
γ
(
Λa(θ +
2iπp
h
), Λa(θ)
)
= ca+p−1 , a+ p 6= l, l − 1 ,
γ
(
Λ
l−2(θ +
2iπ
h
), Λl−2(θ)
)
= γ
(
Λ
l−1(θ +
2iπ
h
), Λl−1(θ)
)
= 1− 1
Q2
,
γ
(
Λl
(
θ +
2iπp
h
), Λl(θ)
)
= γ
(
Λ
l
(θ +
2iπp
h
), Λ
l
(θ)
)
= c−1l+p−2 ,
γ
(
Λl(θ +
2iπp
h
), Λ
l
(θ)
)
= γ
(
Λ
l
(θ +
2iπp
h
), Λl(θ)
)
= cl+p−1 ,
γ
(
Λa, Λb
)
= 1 , for the rest of the cases .
(9.3)
The constants cp and γ are given by
cp = 1 +
1
(l − 1− p)(l − 2− p)Q2 ,
γ =
2iπ
hQ2
.
(9.4)
For general p an operator Bp(θ) can be written in a form
Bp(θ) = Q
√
hκp
2π
{ ∑
{a1,...,ap}∈I,
γ
(
Λa1 , . . . ,Λap
)
Λa1 · · ·Λap + “unpleasant“ terms
}
.
(9.5)
The derivative terms are not the only possible “unpleasant” terms that can appear inBp(θ).
Considering B4(θ) one can find, for example, that besides derivative terms it contains also
the nonstandard monom Λ
l−3Λl−2Λl−3Λl−2. All “unpleasant” terms disappear in the limit
b→ 0 and Bp(θ) acquire a form of the Baxter T − Q equation.
10. Appendix C
Here we give some details of the trace calculations.
The problem is to calculate traces over a Fock space
〈〈O(λ) 〉〉 = TrF~p [ e
2πiKO(λ) ]
TrF~p [ e
2πiK ]
, (10.1)
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where O is an arbitrary operator. This can be achieved by adopting a method of [42] .
Let the oscillators λ
(a)
ν satisfy
[λ(a)ν , λ
(b)
ν′ ] = ν
−1 gab(ν) δν+ν′,0 . (10.2)
We introduce a complementary set of oscillators γ
(a)
ν with commutation relations
[γ(a)ν , γ
(b)
ν′ ] = ν
−1 gab(−ν) δν+ν′,0 ,
[γ(a)ν , γ
(b)
ν′ ] = 0 .
(10.3)
Then the traces can be rewritten as vacuum averages
TrF~p [ e
2πiKO(λ) ] =
〈 v | exp
( ∞∫
0
dνν gab(ν) γ
(a)
ν λ
(b)
ν
)
O(λ) exp
( ∞∫
0
dνν gab(−ν) γ(a)−νλ(b)−ν
)
| v 〉 . (10.4)
where
gab(ν) g
bc(ν) = δca , γ
(a)
ν | v 〉 = λ(a)ν | v 〉 = 0 , ν > 0 . (10.5)
After some manipulations one can arrive at
TrF~p [ e
2πiKO(λ(a)−ν , λ(b)ν ) ] =
〈 v | O(λ(a)−ν + e
−2πν
1− e−2πν γ
(a)
ν , γ
(a)
−ν +
1
1− e−2πν λ
(a)
ν | v 〉 TrFa [ e2πiK ] .
(10.6)
It is implied in (10.6) that ν > 0. Now one can find, for example
〈〈Λa(θ1) Λa(θ2) 〉〉 = N R11(θ) e 4iπh (~ρ−
~p
Q
)~ha ,
〈〈Λa(θ1) Λa¯(θ2) 〉〉 = N R11(θ)F (θ + iπ
h
)F (θ +
iπ(2l − 2a− 1)
h
) ,
〈〈Λa¯(θ1) Λa(θ2) 〉〉 = N R11(θ)F (θ − iπ
h
)F (θ − iπ(2l − 2a− 1)
h
) ,
(10.7)
and for b 6= a, a¯ we obtain
〈〈Λa(θ1) Λb(θ2) 〉〉 = N R11(θ)F (θ − iπǫ(a, b)
h
) e
2iπ
h
(~ρ− ~p
Q
)(~ha+~hb) . (10.8)
The constantN can be absorbed in the definition of Zp and its exact value is not important.
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