Abstract Particle swarm optimization (PSO) is a powerful optimization technique that has been applied to solve a number of complex optimization problems. One such optimization problem is topology design of distributed local area networks (DLANs). The problem is defined as a multiobjective optimization problem requiring simultaneous optimization of monetary cost, average network delay, hop count between communicating nodes, and reliability under a set of constraints. This paper presents a multi-objective particle swarm optimization algorithm to efficiently solve the DLAN topology design problem. Fuzzy logic is incorporated in the PSO algorithm to handle the multi-objective nature of the problem. Specifically, a recently proposed fuzzy aggregation operator, namely the unified And-Or operator (Khan and Engelbrecht in Inf. Sci. 177: 2692Sci. 177: -2711Sci. 177: , 2007, is used to aggregate the objectives. The proposed fuzzy PSO (FPSO) algorithm is empirically evaluated through a preliminary sensitivity analysis of the PSO parameters. FPSO is also compared with fuzzy simulated annealing and fuzzy ant colony optimization algorithms. Results suggest that the fuzzy PSO is a suitable algorithm for solving the DLAN topology design problem.
Introduction
Particle swarm optimization (PSO) is an optimization heuristic proposed by Kennedy and Eberhart [11, 12] . The PSO algorithm is based on the sociological behavior associated with bird flocking [12] . The algorithm makes use of cognitive and social information among the individuals (particles) to find an optimal solution to an optimization problem. The algorithm can be used to solve a variety of complex optimization problems, in domains of both continuous and binary problems [13] . The popularity of PSO is growing with applications in diverse fields of engineering [16, 39, 54, 56, 58, 61] , medicine [2, 28, 59, 68] , and social sciences [45] .
Among many complex optimization problems, computer communication network topology design (CCNTD) is one problem that has received considerable attention during the past three decades. Significant research has been done to address many variants of the network topology design (NTD) problem, and a number of techniques have been proposed to find efficient solutions to these problems [10, 15, 21, 22, 30, 36, 37] . A CCNTD problem requires an objective or objectives to be optimized. Presence of constraints further amplifies the complexity of such problems. However, many of these approaches have not proven to be fully able to address the problem under consideration [19, 30, 35, 49] . Local search techniques have been frequently used to optimize network topology design problems [19, 30, 35, 49, 62] . However, these techniques generally do not perform well enough when multiple objectives need to be optimized and/or constraints are present [30, [63] [64] [65] . Hence, iterative heuristics, such as evolutionary algorithms or swarm intelligence techniques seem to be appropriate approaches to solve the problem. Iterative heuristics have a tendency to escape a local optimum and can often find a global optimum solution in a reasonable amount of computational time.
The design of distributed local area networks (DLANs), such as campus networks or enterprize networks, is a complex multi-objective optimization problem. This problem requires simultaneous optimization of a number of design objectives, such as network delay, monetary cost, hop count between communicating pairs, and network reliability, subject to a set of design constraints. This optimization problem tends to have a solution space that grows exponentially with the problem size. Attempts have been made earlier to solve this specific problem with optimization techniques such as simulated evolution (SimE) [31] , ant colony optimization (ACO) [32] , and simulated annealing (SA) [33] . However, application of PSO to the DLAN topology design problem has not been reported in the literature. There are somewhat simpler versions of the DLAN topology design problems which are NP-hard [15, 18, 21] , and hence the DLAN topology design problem can be classified as an NP-hard problem.
Several methods for handling the multi-objective aspects have been reported in the literature. Some of the popular methods [42] are the weighted sum method, ε-constraint method, lexicographic ordering, goal programming, the goal attainment method, and fuzzy logic [67] . Fuzzy logic has received notable attention for multi-objective optimization (MOO) problems, with applications in various areas. Among various fuzzy operators, the ordered weighted averaging (OWA) operator, proposed by Yager [60] , has been frequently used to aggregate multiple objectives into a single objective function. Recently, the Unified And-Or (UAO) operator [31] , which exhibits mathematical properties similar to that of OWA, has been proposed to aggregate multiple objectives into a single objective function.
Most applications of PSO are for single-objective optimization problems. In the multi-objective domain, a number of PSO based approaches have been proposed (as discussed in Sect. 2.2), and there is still scope for further exploration. The development of a multi-objective PSO for the DLAN topology design problem is one step towards the assessment of the performance of PSO in multi-objective optimization, with application to a real-world design problem. Therefore, the focus of this paper is not to compare the variants and alterations proposed for PSO by many researchers, but rather the development of a fuzzy logic based multi-objective PSO, and a preliminary analysis of the fuzzy PSO with respect to the UAO operator. The rest of the paper is organized as follows: Sect. 2 provides the necessary background on PSO. Section 3 provides a short introduction to fuzzy logic and the unified And-Or operator. A brief description of the DLAN topology design problem is given in Sect. 4. Section 5 proposes a fuzzy PSO (FPSO) algorithm. Section 6 provides empirical results and a discussion of the performance of FPSO with respect to the UAO operator. A comparison with fuzzy simulated annealing (FSA) and fuzzy ant colony (FACO) algorithms is also given in Sect. 6. Conclusions are provided in Sect. 7.
Particle swarm optimization
In PSO, a population of potential solutions to the problem under consideration is used to explore the search space [46] . Each individual of the population is called a 'particle'. A particle has an adaptable velocity (step size), according to which the particle moves in the search space. Moreover, each particle has a memory, remembering the best position it has ever visited in the search space [14] . This best position is termed as the personal best, or pbest. The fitness value associated with the pbest position is also recorded. Another "best value" that is tracked by the global version of the particle swarm optimizer is the overall best value, and the associated best location, obtained so far by any particle in the population. This location is called the gbest particle. Thus, a particle's movement is an aggregated 'acceleration' towards its best previously visited position (the cognitive component) and towards the best individual (the social component) of a topological neighborhood.
The particle swarm optimization algorithm consists of, at each time step, changing the velocity (accelerating) of each particle toward its pbest and gbest locations in the global version of the PSO. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and gbest locations.
Each particle in the swarm maintains the following information: -x i : the current position of the particle; -v i : the current velocity of the particle; -y i : the personal best position of the particle; and -ŷ i : the neighborhood best position of the particle.
The velocity update step is specified separately for each dimension, j ∈ 1 . . . N, where v i,j represents the j th dimension of the velocity vector associated with the ith particle. The velocity of particle i is updated using
where w is the inertia weight, c 1 and c 2 are acceleration coefficients, and r 1,j , r 2,j ∼ U(0, 1) are two independent random numbers sampled from a uniform distribution between 0 and 1. These random numbers induce a stochastic component in the search process.
The position x i of a particle i is updated using Fig. 1 Pseudo-code of the basic particle swarm optimization algorithm Figure 1 lists pseudo-code of the basic PSO. There are many main variations of this PSO algorithm [17] . Based on the neighborhood topology used, two early versions of PSO have been developed [46] : the global best (gbest) PSO, and the local best (lbest) PSO.
The rest of this section discusses PSO parameters and MOO approaches using PSO.
PSO parameters
The standard PSO algorithm consists of several parameters that have an influence on the performance of the algorithm [13] . These include -Dimensionality of the particles Usually, dimensionality is considered an important parameter in determining the hardness of a problem. PSO has been shown to perform very well on a wide variety of hard, high-dimensional benchmark functions such as the De Jong suite and other hard problems including Schaffer's f6, Griewank, Ackley, Rastrigin, and Rosenbrock functions [3, 12, 52] . Angeline [13] found that PSO actually performs relatively better on higher-dimensional versions of some test functions than on versions of the same functions in fewer dimensions. -Number of particles (i.e. swarm size) Swarm size is another important factor in PSO. Increasing population size generally causes an increase in computational complexity per iteration, but favors higher diversity, and therefore, may take less iterations to converge [13] . Generally, there is an inverse relationship between the size of the population and the number of iterations required to find the optimum of an objective function [13] .
-Inertia weight, w The inertia weight w is a modification to the standard PSO, proposed by Shi and Eberhart [52] , to control the impact of the previous history of velocities on the current velocity, thus influencing the trade-off between global (wide-ranging) exploration and local (nearby) exploitation abilities of the particles. A larger value of w facilitates exploration (searching new areas), thus increasing diversity. A smaller value of w tends to facilitate local exploitation to fine-tune the current search area. -Acceleration coefficients c 1 and c 2 The acceleration coefficients, c 1 and c 2 , associated with the cognitive and social components play an important role in the convergence ability of the PSO. Varying these parameters has the effect of varying the strength of the pull towards the two bests (i.e. personal best and neighborhood best). Values of c 1 = c 2 = 0 mean that both the cognitive and social components are absent, and particles keep moving at their current speed until they hit a boundary of the search space (assuming no inertia) [17] . With c 1 > 0 and c 2 = 0, each particle searches for the best position in its neighborhood, and replaces the current best position if the new position is better [17] . However, with c 2 > 0 and c 1 = 0, the entire swarm is attracted to a single point,ŷ. Furthermore, having c 1 c 2 causes each particle to be attracted to its own personal best position to a very high extent, resulting in excessive wandering. On the other hand, c 2 c 1 results in particles being more strongly attracted to the global best position, thus causing particles to rush prematurely towards optima [17] .
Van den Bergh [57] showed that the relation between acceleration coefficients and inertia weight should satisfy the following equation to have guaranteed convergence:
-Velocity clamping, V max Since there was no actual mechanism for controlling the velocity of a particle, it was necessary to impose a maximum value, V max , on it [14] . V max restricts the step size, i.e. the amount by which velocity is updated. This upper limit on step sizes prevents individuals from moving too rapidly from one region of the problem space to another, overshooting good regions of the search space. V max proved to be crucial, because large values could result in particles moving past good solutions, while small values could result in insufficient exploration of the search space due to too small step sizes. The value assigned to V max is not arbitrary, and should be optimized for each problem. It is recommended to set V max to a value that is determined by the domain of the variables [13] .
2.2 PSO and multi-objective optimization PSO was also adapted to solve MOO problems. ReyesSierra and Coello-Coello [51] provided a detailed classification of current MOO approaches for PSO, as discussed below:
1. Aggregating approaches This category considers approaches that "aggregate" all the objectives of the problem into a single one. In other words, the multi-objective problem is converted into a linear combination of the sub-objectives. PSO aggregation approaches were proposed by Parsopoulos and Vrahatis [47] and Baumgartner et al. [6] .
Lexicographic ordering
Lexicographic ordering [42] has also been applied to multi-objective PSO [26, 27] . Lexicographic ordering [42] ranks the objectives in order of importance. The domain expert (modeler) assigns the importance to objectives. The optimum solution, x * , is then obtained by optimizing the objective functions. The most important objective is optimized first, after which the other objectives are optimized according to the assigned order of their importance.
Sub-swarm approaches
Sub-swarm approaches use one swarm for each objective. That is, each swarm optimizes one of the subobjectives. An information exchange mechanism is used to balance the trade-offs among the different solutions generated for the objectives that were separately optimized [7, 48, 51 ].
Pareto-based approaches
Pareto-based approaches involve "leader selection" techniques based on Pareto dominance. In MOO PSO, the leaders are the personal best positions (local leaders) and neighborhood best positions (global leaders). The basic idea is to select leaders to the particles that are non-dominated with respect to the rest of the swarm [5, 9, 20, 25, 43, 44, 50, 51] .
Fuzzy logic and multi-objective optimization
The theory of fuzzy logic [67] is based on a multi-valued logic wherein a statement could be partly true and partly false at the same time. A fuzzy logic approach differs from binary logic, in that binary logic allows a statement to be either false or true. The binary logic approach mathematically maps to a crisp set, X, where each element x ∈ X can either belong to a set or not. In contrast to binary logic, fuzzy logic establishes an approximate truth value of a proposition based on linguistic variables and inference rules. Thus, in fuzzy sets, an element may partially belong to a set. This partial belonging is expressed by a membership function, μ, in the range [0, 1], where μ is used to determine the degree of membership to the fuzzy set. Like crisp sets, set operations such as intersection, union, and the complement, are also defined on fuzzy sets. Zadeh [66] first suggested to implement the 'AND' and the 'OR' as 'min' and 'max' operations. However, in certain multi-objective applications, Zadeh's 'AND' and 'OR' operators appeared to be quite rigid [38] . Over the years, many refinements have been proposed to Zadeh's operators. Some of these refinements resulted as probability operators [38] [31] showed that the UAO operator also satisfies the monotonicity, symmetry, and idempotency conditions, as does the OWA operator. One important characteristic of the UAO operator is that it allows easy adjustment of the degree of "anding" and "oring" embedded in the aggregation, just like the OWA operator. The main difference between the two operators is that the OWA has two separate equations to represent the AND and the OR functions. However, UAO uses a single equation, yet the operator is capable of behaving either as the OWA-AND or the OWA-OR operator. The behavior is controlled by a variable ν ≥ 0, whose value decides whether the function will behave as AND or OR. The operator is defined as
where a represents the membership value of μ A (i.e. a = μ A ), b represents the membership value of μ B (i.e. b = μ B ), and f (a, b) represents the value of the overall objective function (i.e. f (a, b) = μ AB ). I * represents the AND operation using the UAO operator, and I denotes the OR operation using the UAO operator. For further details of the UAO operator, the interested reader is referred to Khan and Engelbrecht [31] .
DLAN topology design problem
The DLAN topology design problem requires finding a quality feasible tree topology under a given set of design objectives and constraints. This tree topology will interconnect all nodes (LANs) in the network, thus forming a backbone topology of a DLAN. The term "feasible topology" refers to a solution that satisfies all design principles and constraints. The term "quality topology" refers to a solution that optimizes the design objectives. In this paper, the quality of a topology is evaluated based on four design objectives: monetary cost, average network delay per packet (network latency), maximum number of hops between any source-destination pair, and network reliability. The search targets feasible topologies which minimizes cost, average network delay, and maximum hops, while maximizing network reliability.
Nomenclature
The following symbols are used throughout the paper: γ overall external traffic in bps. R s reliability of the network. R i reliability of a link.
Design objectives
As mentioned above, four conflicting design objectives are considered. These objectives are discussed below.
Monetary cost
The aim is to find a topology with low cost, while satisfying the design constraints (refer to Sect. 4.3). The only factor that affects the monetary cost is the cost of cables, as the number of network devices would be the same in any topology. Cost is expressed as
where l represents the total length of cable, and c cable represents the cost per unit of the cable used.
Average network delay
The second objective is to minimize the average network delay incurred on a packet during transmission from a source node to a destination node. Estimation of the average network delay is done using the aggregate behavior of a link and network device. This behavior is modelled by an M/M/1 queue [15] . If a link connects local sites i and j , then the delay per bit due to the network device feeding this link is B i,j = b i,j /ω. If γ ij is the total traffic through the network device between local sites i and j, then the average packet delay due to all network devices is:
γ ij B ij (6) where γ is the sum of all γ ij . The total average network delay is the summation of delays of links and network devices, given by the following equation [15] ,
Maximum number of hops between any source-destination pair
The maximum number of hops between any source-destination pair is to be minimized. A hop is counted as the packet crosses a network device. The reason for taking number of hops as an optimization objective is due to the restrictions imposed by the routing information protocol (RIP). RIP uses hop count to measure the distance between the source and a destination node. RIP implements a limit on the number of hops encountered in the path from a source to a destination to prevent routing loops from continuing indefinitely [53] .
The maximum number of hops allowed in a path is 15. If the hop count exceeds this number, then the destination is considered unreachable [53] .
Network reliability
Network reliability is to be maximized. Network reliability can be defined as the probability of occurrence of an event in which each node communicates with every other node in the network [1] . In our case, the topology is a tree. Thus, the reliability of such a topology is the product of the reliabilities of all links present in that particular topology [4, 29] . Mathematically,
Constraints
Three types of constraints are considered in this paper.
1. The objective of the first type of constraint is to ensure that the maximum number of nodes attached to a network device i must not exceed the capacity p i of that device. That is,
2. The second type of constraint is dictated by bandwidth limitation of the links. A good network will employ "reasonably" utilized links. High utilization levels cause delays, congestion, and packet loss. Thus the traffic flow on any link i must be limited by a threshold value, λ max,i :
where s is the total number of links present in the current topology. 3. The third set of constraints are specified by the designer, and is used to enforce certain design guidelines and principles, for example, (a) Certain nodes must be leaf/terminal nodes. For example, hubs should generally be placed as leaf nodes. (b) Certain nodes must be interior nodes of the tree, for example, nodes designated as switches or routers. (c) Certain nodes cannot be directly connected to the backbone. For example, hubs (and in some cases, switches) should not be directly connected to the backbone (i.e. the root node).
Fuzzy logic approach for the DLAN topology design problem
As discussed earlier, the DLAN topology design is a complex optimization problem with a huge search space. The design objectives are conflicting. The complexity of the problem is further amplified by the presence of constraints. Khan and Engelbrecht [31] discussed in detail that fuzzy logic is a suitable approach to address the above complex problem. Note that the four design objectives (i.e. cost, delay, hops, and reliability) have different units and scales. For example, cost is in dollars and can be in millions, delay is in milliseconds, hops is an integer between 1 and 14, while reliability is a fraction between 0 and 1. In order to aggregate these four objectives, the objectives need to be normalized to the same scale, and that is done through membership functions in fuzzy logic. However, other methods, such as lexicographic ordering or sub-swarm approaches, do not necessarily require conversion of these different objectives into a same (normalized) scale and units; the multi-objective optimization can still be performed without changing the scale and units of these objectives. These other approaches can also be used with a multi-objective PSO to solve the DLAN topology design problem. In fuzzy logic, the four design objectives of the DLAN topology design problem can be combined using the following fuzzy rule:
Rule 1
IF a solution X has low cost AND low delay AND low hops AND high reliability THEN it is a good topology.
The expressions "low cost", "low delay", "low hops", "high reliability", and "good topology" are linguistic values, each defining a fuzzy subset of solutions. For example, "high reliability" is the fuzzy subset of topologies of high reliabilities. Each fuzzy subset is defined by a membership function, μ. The membership function returns a value in the interval [0, 1] which describes the degree of satisfaction with the particular objective criterion. To find the membership functions of the individual objectives, we proceed as follows.
The membership function of cost is defined by first determining two extreme values-the minimum and maximum costs. These values could be found mathematically or from prior knowledge. The membership value for cost, μ c , is then computed as
where the term Cost represents the cost of the solution, 'MinC' represents the lower limit of cost and 'MaxC' represents the maximum limit of cost. The membership function of delay, μ d , can be defined in a similar way. The two extreme values of delay are 'MinD' and 'MaxD' for minimum and maximum delay respectively. The membership value of delay is determined as
where the term Delay represents the average delay of the solution. Similarly, the membership function for number of hops, μ h , with 'MinH' and 'MaxH' as the lower and upper limits respectively, is determined as
Finally, the membership function for reliability, μ r , can be determined by finding the maximum (MaxR) and the minimum (MinR) bounds for the reliability. The membership value for reliability is determined as
Once the individual membership values are found using the above functions, Rule 1 can be mathematically represented using the UAO operator as:
In (15), μ(x) I represents the membership value of solution x in the fuzzy set good topology using the UAO operator. Also, μ i for i = {1, 2, 3, 4} represents the membership values of solution x in the fuzzy sets low cost, low delay, low hops, and high reliability respectively. The solution which results in the maximum value for (15) is reported as the best solution found. However, note that the algorithm generates Pareto optimal solutions (i.e., all best solutions on the Pareto front having equal membership values), and any one of these solutions can be taken as the best solution.
A detailed description on formation of membership functions for individual objectives can be found in [31, 33].
Fuzzy particle swarm optimization algorithm
The fuzzy PSO (FPSO) maintains a population of particles. Each particle is responsible for generating a feasible network topology. A particle in PSO progresses iteration by iteration, learning from its own history, and it also inherits characteristics from other particles generating high-quality solutions. This is done while simultaneously considering the design objectives and constraints. In FPSO, a particle incrementally improves an already existing solution. This improvement is done by replacing low-quality links with highquality ones. The guidance in selection of links is provided by three parameters: the particle's current position, its own best position so far, and the best position in relation to the particle's neighborhood. Each step of the proposed FPSO is discussed next.
Particle position and velocity representation
For the original PSO, particle position as well as velocity representation were in the real number domain, that is, all x ij ∈ , and all v ij ∈ . However, the DLAN topology design problem has discrete-valued variables. Therefore, the A position will be the set,
where l q is a link between any two nodes a and b in the network, and L is a constant that represents the number of links in the solution, with L = n − 1, i.e. |X i (t)| = L. The velocity of particle i is represented as
where link l q is removed and replaced with link l q , and |V i (t)| gives the total number of changes to particle i.
Example 1 Consider a simple network of 6 nodes as given in Fig. 2 . Note that L = 5 for any configuration of this network. The topology in this figure represents a possible configuration at time t, and thus represents a solution (i.e. particle).
According to the network configuration in Fig. 2 , the current solution is given as
That is, there are links between nodes (1, 2), (1, 3), (3, 5) , (4, 5) and (4, 6) . This X i (t) is also used in Examples 2 and 3 below. Also assume that at time t, V i (t) = {(2, 4) ⇔ (1, 2), (3, 4) ⇔ (3, 5), (5, 6) ⇔ (4, 6)} where the symbol "⇔" represents an exchange of links. That is, the current solution X i (t) was obtained when link (2, 4) was removed and replaced with (1, 2), then (3, 4) was removed and replaced with (3, 5) , and then (5, 6) was removed and replaced with (4, 6) . This V i (t) is also used in Examples 2 and 3 below.
Velocity update
The velocity of particle i is updated using
where P i (t) represents the particle's own best position, and P g (t) represents the global best position. In (16) , the operator ⊗ is implemented as follows: the number of elements to be selected are determined as w × |V i (t)| . Then, the result will be the above number of elements randomly selected from V i (t). The same approach is applicable to other terms where the operator ⊗ is used.
The operator is implemented as the 'exchange' operator. For example, the links in X i (t) are replaced with the links in P i (t).
The term c 1 r
is implemented by multiplying c 1 and r 1 (t) with the size of the set P i (t) X i (t) and taking the floor, i.e.
where |P i (t) X i (t)| represents the cardinality of the set. The result of (17) indicates the number of elements that are randomly selected from the set P i
(t) X i (t); c 2 r 2 (t) ⊗ [P g (t) X i (t)] has the same meaning.
The operator ⊕ implements the set addition (union) operator, i.e. the elements in any two sets are combined in a new set using the set addition operator. Furthermore, V max is used to limit the number of elements selected from a set. Assume that the best goodness so far for particle i was generated by position,
Also assume that the best solution so far generated by the entire swarm was achieved by the following global best solution:
The inertia weight, w, determines the number of moves that will be randomly selected from V i (t) (mentioned in Example 1 above). Since w = 0.5, and |V i (t)| = 3, the number of moves selected is 0.5 × |V i (t)| = 1.5. Since fractional moves are not possible, the value is truncated to 1. Now, 0.5
) is also possible; any one move of these three moves can be randomly chosen.
The difference between the particle's current position and its own best position, P i (t) X i (t), is calculated by replacing each link in X i (t) with the link in the corresponding position in P i (t) as
Since the cardinality of P i (t) X i (t) is 4 (i.e. there are four exchanges in the set, as (1, 2) ⇔ (1, 2) is not considered an exchange), this implies that 0.5 × 0.52 ⊗ |P i (t) X i (t)| = 1.04 = 1. This means that any one of the four elements in P i (t) X i (t) can be randomly chosen. So, assume that c 1 × r 1 ⊗ (P i (t) X i (t)) = {(4, 6) ⇔ (2, 6)}.
Similarly:
The cardinality of the above set is 3, since (1, 2) ⇔ (1, 2) and (1, 3) ⇔ (1, 3) are not considered exchanges. So, 0.5 × 0.75 ⊗ (P g (t) X i (t)) = 0.5 × 0.75 × 3 = 1.12 = 1 move. Assume {(4, 5) ⇔ (1, 5)} is randomly chosen, although any combination consisting of a single move from P g (t) X i (t) can be randomly chosen.
Substituting the above calculations in (16) gives V i (t +1) containing three elements as
Since V max = 2, only two moves (i.e. exchanges) from V i (t + 1) can be randomly chosen. Assume that (2, 4) ⇔ (1, 2) and (4, 6) ⇔ (2, 6) are chosen.
Hence,
Particle position update
The position X i (t) of a particle i is updated using
where is a special operator that updates the links in X i (t) on the basis of link exchanges in V i (t + 1), to get the new position X i (t + 1).
Example 3 Continuing with Example 2,
Notice that since the link (2, 4) was not present in X i (t), the exchange (2, 4) ⇔ (1, 2) could not be performed. Therefore, in the new solution, the links (1, 2), (1, 3), (3, 5) , and (4, 5) have been brought from the solution X i (t), while the new link, i.e. (2, 6), was introduced, replacing the link (4, 6), as specified by the replacement in V i (t + 1).
Fitness evaluation
The fitness (goodness) of a solution is evaluated using (15) , as discussed in Sect. 4. During this evaluation process, the three constraints are also checked through a subroutine. After each move is performed, the subroutine checks whether the move has resulted in any violation of the constraints. If so, the move is reversed, and another move is performed. This is done until the allowed number of moves are done.
Initialization
Since PSO is a population-based algorithm, the initialization process consists of generating a set of candidate solutions. These initial solutions are generated randomly, and constraints are checked at each step to ensure feasible initial solutions. The goodness of each particle is then calculated using (15) . Algorithm parameters such as inertia weight, velocity clamping, and acceleration constants are also initialized.
Particle activity
For the FPSO, the gbest model has been used (although the lbest model could be applied as well). Once the initial set of solutions is generated, the global best particle is chosen on the basis of the goodness value calculated in the initialization phase. Note that, at this stage, each particle's current position is its best position. In the following iterations, each particle updates its position based on information provided by the particle's immediate previous position and by the alterations (moves) performed on the particle through the velocity update vector, as explained in Sect. 5.3. The velocity of a particle is updated on the basis of moves performed on the particle in its immediate previous position, the particle's own best position so far, and the overall best position achieved by any particle in the swarm in any iteration, as described in Sect. 5.2. Moreover, to avoid premature convergence, the global best particle is updated regularly, i.e. as soon as a particle's overall goodness becomes higher than the overall goodness of the global best particle, that new particle is selected as the global best particle, and the search process continues. If no updating is done, then the algorithm will very quickly converge on a solution that might not even be a local minimum. A 'move' in FPSO includes removing a link and introducing a new link such that the tree is maintained (refer to Example 1 in Sect. 5.1). Then, the constraints are checked to evaluate the feasibility of the performed move. However, the notion of moves in FPSO depends on three factors, namely: moves performed in the immediate previous position of the particle, the structure of the particle's own best position, and the structure of the global best particle. For all these factors, the number of moves performed to get the new position of the particle is governed by parameters such as acceleration coefficients, inertia weight, and velocity clamping. Values of these parameters decide how many moves are required to get the new position of a particle.
Results and discussion
The fuzzy PSO was applied to the five test cases used in [31] [32] [33] . These test cases were named n15, n25, n33, n40, and n50, where the numerals in the test cases reflect the number of nodes (local sites) in the respective test case. These test cases represent randomly generated networks. Traffic generated by each local site for these test cases was collected from real sites, and costs of the network cables were collected from vendors. Other characteristics, such as the number of ports on a network device, its type, etc. are listed in Table 1 . Table 2 summarizes the characteristics of these test cases.
The performance of the algorithm was evaluated with respect to a number of parameters. These parameters are the swarm size, acceleration constants, inertia weight w, and velocity clamping V max . The parameter values used in the experiments are given in Table 3 . In these experiments, each instance of the algorithm was run for 100 iterations. Thirty independent runs were executed for each parameter setup, and the average of best solutions found in each run 
Effect of swarm size
The effect of swarm size was investigated with different number of particles as given in Table 3 . Other parameters were kept at the default values given above. Tables 4 to 8 reflect the effect of the number of particles on solution quality. Column 1 lists the test case, while column 2 gives the average overall goodness (average of 30 runs) obtained using the UAO operator. Column 3 lists the percentage difference between the average overall goodness of the corresponding number of particles and the highest average overall goodness (in boldface). For example, in Table 4 , the highest average overall goodness (in boldface) using UAO is obtained with 30 particles. The average overall goodness with different numbers of particles is then compared with the highest average overall goodness, and the percentage difference is listed. It is evident from Tables 4 to 8 that the best overall goodness was obtained when the number of particles was relatively high. More specifically, the best results were obtained in all cases with a swarm size of 30. A small deviation from this trend was the case n33 where 25 particles produced the best overall goodness. Tables 4  to 8 was also performed, and percentage differences which are statistically significant are given in italics. An important observation in Tables 4 to 8 is that the lowest level of overall goodness was obtained when the number of particles was lowest. More specifically, having 10 particles resulted in the worst solutions in all cases. The only exception to this trend was n15. In this instance, all particles from 10 to 25 resulted in the same overall goodness value. The improvement between the highest and the lowest overall goodness using the UAO operator is given in Table 9 , which shows that the improvements were generally less than 4%, but all improvements (except for n15) were statistically significant, as validated by the t-test. A graphical representation of the results in Tables 4 to 8 is given in Fig. 4 . This figure shows the effect on overall goodness when the number of particles are varied from 10 to 30. This figure further strengthens the observations, noted above, that in general, increasing the number of particles positively affects the quality of overall goodness of the solution. For example, in Fig. 4(a) , the overall goodness increased with an increase in the number of particles for case n50.
The above discussion and observations suggest that, in general, an increase in the number of particles increases diversity and reduces the possibility of getting trapped in local minima, thereby resulting in higher quality solutions. The statement can be further supported by the plots in Fig. 3 as an example. The figure shows a typical diversity plot for 10 and 30 particles for n50. Diversity is essentially a measure of the average distance of each particle from the center of the mass, and is calculated at each iteration during the execution of the algorithm. As can be observed in the figure, both swarms (with 10 and 30 particles) do not begin converging immediately following initialization, but they maintain their diversity, and rather expand slightly. More specifically, the FPSO with 30 particles expands substantially compared to FPSO with 10 particles. For example, after the first ten iterations, the diversity of particles in the FPSO with 10 particles increases from 0.029 to 0.041, while in FPSO with 30 particles, swarm diversity increases from 0.036 to 0.063.
Effect of acceleration coefficients
The effect of acceleration coefficients was investigated with different values of the coefficients as given in Table 3 . Other parameters were kept at the defaults. Table 10 provides the results for the UAO operator with respect to the three sets of acceleration coefficients. The values c 1 = c 2 = 1.49 (along with inertia weight = 0.72) were specifically chosen, since they are often used in the literature and they ensure convergence [55] . Table 10 shows that each set of acceleration coefficients produced results of almost the same quality when compared with the other set. It is observed in the table that the percentage improvements achieved by any set of c 1 and c 2 compared to another set was at most 1% in the majority of cases. An exception from this trend was the case of n40, where 
Effect of inertia weight
The effect of the inertia weight, w, is empirically investigated in this section. Table 11 shows the results obtained for the fuzzy PSO with the UAO operator. The effect of w on performance was studied with three values, namely w = 0.72, w = 0.95, and w = 0.4. Other parameters were kept at the defaults. Table 11 suggests that the difference between the overall goodness achieved by the three values of inertia weight was generally less than 1% for all test cases. The t-test showed that the improvements were insignificant. These observations suggest that the fuzzy PSO was insensitive to the inertia weight for the UAO operator with respect to the three values of w used.
Effect of velocity clamping
The effect of velocity clamping was also empirically studied. Table 12 shows the results obtained for fuzzy PSO with the UAO operator. The effect was studied with three values of velocity clamping, with one value fixed at V max = 5 for all cases, while the other two were variable, proportional to the test case size. These variable values were V max = 10% and V max = 20% of the test case size. The inspiration for taking 10% and 20% the test case size comes from mutation rates in genetic algorithms. Note that both V max in PSO and mutation rate in GA control the amount of perturbation of the solution, and therefore the functionality of both parameters is more or less the same. A number of studies [8, 24, 40, 41] have used a mutation rate of up to 20% or more. Therefore, the basis of choosing a value for V max is this observation. Other PSO parameters were kept at the defaults. Table 12 shows that velocity clamping had a very slight impact on the quality of overall goodness, with all values having less than 1.5% improvements. The t-test confirmed that all the improvements were statistically insignificant. Thus, the results in Table 12 suggest that velocity clamping did not have a significant effect on the quality of the overall goodness for the three values used for V max .
Comparison with a fuzzy simulated annealing algorithm
The proposed FPSO was compared with a fuzzy simulated annealing (FSA) algorithm adapted for the DLAN topology design problem [33] . Simulated annealing [34] is a famous optimization algorithm and has been successfully applied to a number of complex optimization problems. In FSA for the DLAN topology design problem, the four design objectives were aggregated using the same approach as described in Sect. 4. However, the main difference between FSA and FPSO is that FSA maintains and perturbs a single solution throughout the execution of the algorithm, while FPSO perturbs a number of solutions during each iteration. FSA has two main steps: initialization and the Metropolis procedure. The initialization phase randomly generates a feasible solution. This solution is then passed to the Metropolis procedure which perturbs the solution. If the overall goodness of the new solution (i.e., perturbed solution) is higher than the overall goodness of the current solution, then the new solution is definitely accepted. However, if the overall goodness of the new solution is less than the overall goodness of the current solution then the new solution is probabilistically accepted based on the Metropolis criterion given by P (random < e − h/T ), where random is a random number in the range 0 to 1, T represents the annealing temperature, and h represents the difference in the overall goodness of the current solution and the new solution. However, if the new solution does not pass the Metropolis criterion, or if any of the constraints are violated, then the new solution is not accepted and the current solution is restored.
FSA has a number of control parameters that affect the performance of the algorithm. These parameters include the initial temperature, T 0 , the cooling rate, α SA , the constant, β SA , and the length of Markov chain, M, which represents the time until the next parameter update. Inappropriate selection of values for these parameters may result in low quality solutions. A detailed study of the effects of these parameters on the FSA algorithm performance was done in [33] . The study used the following parameter values: the initial temperature was set at T 0 = 1000. For the cooling rate, α, values of 0.6, 0.75, 0.85, 0.95, and 0.99 were considered. The length of the Markov chain was set at M = 10. The annealing constant was set at β = 1.1. For a detailed description and results of FSA, refer to Khan and Engelbrecht [33] . Table 13 summarizes the results of FSA and FPSO. The table shows results for the best parameter combination for FPSO. For FSA, the best results along with the corresponding cooling rate α are also given in the table. It is observed from Table 13 that the average overall goodness found by the two algorithms are more or less in the same ranges. FPSO had a slight deterioration of 0.6% and 1.74% in the average overall goodness for cases n15 and n25 respectively. For n33, FPSO had a mild improvement of 0.29% over FSA. A two-sided t-test was also performed to test the hypothesis whether the two averages (i.e. average overall goodness found by FSA and FPSO) were significantly different from each other. The t-test results were obtained at a 5% significance level. The results showed that both FSA and FPSO produced results of the same quality for n15, n25, and n33. However, for n40 and n50, the deterioration was statistically significant (as validated by the t-test) with 6.15% and 4% respectively. Table 13 also lists the execution time for FSA and FPSO. It is observed from the table that the execution time for FPSO for cases n15, n25, and n33 was quite less than that of FSA. For n40, FPSO had a slightly higher execution time than that of FSA, while for n50, FPSO had a significantly higher execution time than that of FSA. Thus, the general observation is that as far as computational time is concerned, FPSO had much better performance than FSA for small and medium size test cases, but for large size cases, FSA demonstrated superior performance compared to FPSO.
Comparison with a fuzzy ant colony optimization algorithm
The FPSO algorithm was also compared with a fuzzy ant colony optimization (FACO) algorithm for the DLAN topology design problem [32] . FACO is a multi-objective optimization algorithm based on the ant colony optimization (ACO) meta-heuristic. ACO is another swarm intelligence technique and maintains a population of ants, where each ant is responsible for building a feasible network topology. The ant starts with the root node and incrementally builds a topology. The guiding factors in the process of decision and selection of a particular path are the heuristic value, pheromone deposit, and pheromone evaporation. A complete tour by an ant results in a complete feasible network topology. A detailed description and analysis of FACO can be found in [32] . Table 14 shows a comparison of the best results produced by FPSO and FACO. Columns 2 to 4 show the parameter setup that resulted in the best solutions (best average goodness) for FACO. More specifically, column 2 shows the number of ants, while columns 3 and 4 display the deposit and evaporation rates respectively. Column 5 shows the best average overall goodness produced by FACO. Similarly, columns 6 to 9 give the FPSO parameters that resulted in best average overall goodness, given in column 10. The last column of Table 14 reports the percentage improvement obtained by FACO compared to FPSO. The percentage improvement reflects the percentage difference between the average overall goodness obtained by FACO and that by FPSO. The results in the last column suggest that FACO was able to achieve statistically significant improvement (as validated by a t-test) for two cases (n25 and n33), while for the remaining three cases (n15, n40, and n50), both FACO and FPSO showed equal performance as there was no statistically significant difference in the results. Therefore, it can be fairly claimed that overall, FACO and FPSO demonstrated more or less equal performance. Table 14 also lists the execution time for FACO and FPSO. Note that both FPSO and FACO were run for 100 generations. It is observed from the table that the execution time for FPSO for case n15 was slightly less than that of FACO. For n25 and n33, FPSO had a far less execution time than that of FACO. For n40, FPSO had a slightly higher execution time than that of FACO, while for n50, FPSO had considerably higher execution time compared to FACO. Thus, the general observation is that as far as computational time is concerned, FPSO had a much better performance than FACO for small and medium size test cases, but FACO demonstrated better performance compared to FPSO for large size test cases.
Conclusions
A fuzzy multi-objective particle swarm optimization algorithm for the DLAN topology design problem was proposed and investigated in this paper. The performance of the algorithm was evaluated with respect to different parameters of the fuzzy PSO algorithm. Results showed that the larger swarm sizes produced better results than medium or small sizes. An investigation of acceleration coefficients revealed that there was no significant difference in the quality of final solutions obtained with respect to the three sets of values of acceleration coefficients used. Results also suggested that the fuzzy PSO was insensitive to the inertia weight, with respect to the three values used. As for velocity clamping, the results suggested that the parameter did not have a significant effect on the quality of the solutions with the three values used. A comparison of the fuzzy PSO with the fuzzy simulated annealing algorithm showed that the fuzzy PSO produced results of statistically equal or slightly inferior quality. Furthermore, comparison with a fuzzy ant colony optimization algorithm suggested that the fuzzy PSO also had results of statistically equal or slightly inferior quality than fuzzy ACO. In near future, we intend to study the effects of PSO parameters in more depth, and to compare fuzzy PSO with other techniques. Furthermore, since fuzzy PSO deals with discrete valued variables, it is also our intention to compare the fuzzy PSO algorithm with other variants of discrete PSO to assess the effectiveness of fuzzy PSO.
