Abstract-Estimation of the joint angle from the surface electromyography (sEMG) is a quite complex task due to the complicated relationship between the kinematical variables and the raw sEMG. In this paper, we build a sEMG-to-motion model degrees.
INTRODUCTION
Surface electromyography (sEMG) is a widely used bio feedback electrical signal. It manifests the activity of muscles and can be readily measured on the skin to provide an access to the human neuromuscular system [1] . sEMG has been well classified into different control commands for human assisting robots. The hand gestures are captured through sEMG signals by sensors to supply a novel human-computer interface [2] . And Ding et al build a close-loop sEMG-to joint angle model by incorporating Hill muscle model and joint kinematic model to drive a mechanical arm [3] .
The pattern recognition of raw sEMG signal is the most significant part in the human-robot/computer interface. The motions or the motions intentions are classified according to the features extracted from raw sEMG signals [1] . Varieties of methods have been introduced into the classification. Chu et al. [4] use Linear Discriminant Analysis (LDA) to identifY different gestures to control a prosthesis hand. Staudenmann et al. [5] find that Principal Component Analysis (PCA) contributes to the accuracy of EMG-based estimation of muscle force when using a high-density EMG grid. Kang et al.
[6] employ a Bayesian classifier for motion classification. Recently, artificial neural network has captured more and more attention. Wang et al. [7] use neural network to model muscle activation from sEMG signals. Bu et al. [1] 
employ
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Besides, the virtual reality technology was thriving from 1990s, paving the way for a new quality of a user friendly human-machine interface for automation applications. Many video games which are controlled by bio-feedback electrical signals are developed rapidly for fun [8] ; a virtual role manipulated by patients' bio-signals in a virtual environment helps them rehabilitate, which has proved effective and applied extensively [9] . Slater et al [10] research the speakers' different reactions when they talk alone or face the virtual audiences of avatars. Freund et al [11] apply the virtual reality to the industrial field: spray painting of a car door and assembly of the Cranfield assembly set in virtual reality. Rosen et al [12] utilize the virtual reality to fuse virtual patients onto real patients as a navigational aid in surgery for planning of surgeries.
In this paper, we comprehend the ANN pattern recognition algorithm and the virtual reality technology to establish a real-time sEMG-to-motion simulation system. On the one hand, the system can supply a convenient platform for sEMG sampling and classification by artificial neural network; on the other hand, a visualized mechanical arm model is built to offer a human-computer interface to favor the patients' rehabilitation.
The rest of the paper is organized as follows. Section IT introduces the methods: the sEMG pre-process, feature extraction, virtual reality and ANN structure. The firmware acquiring the EMG and IMU signals is described in Section m. And Section IV presents the procedure of the experiment in detail. Section V draws a conclusion.
IT.
METHODS
The real-time simulation system driven by sEMG IS described in fig. I . Each part will be presented detailed as follows.
A.
Raw sEMG Pre-process
The raw sEMG signals can be influenced by the environmental noise such as the static electricity, the power line interference and the inherent noise in electrical & 
Where X i is the i th sampling point and N is the length of sEMG signal.
A sEMG sampling point can be estimated by its previous several sampling points via an auto-regression model. So an auto-regression model can fit the sEMG effectively during a short time range and the ARC can represent the sEMG to a great extent consequently.
d) Median frequency (MDF)
The median frequency is the frequency where the power spectrum is divided into two parts of equal power. Namely
where PC OJ) is the power spectrum density and OJ IS the frequence of sEMG signal.
C. Artificial Neural Network (ANN)
In our research work, we utilize the Artificial Neural Network (ANN ) to map the raw sEMG to the joint angles. As shown in figA, the neural network consists of 3 layers with several neurons. The neurons in each layer are interconnected with the neurons of the subsequent layer consecutively. The first layer, also called the input layer, has 4 neuraons; the second layer is the hidden layer with 4 neurons; and the third layer is the output layer with 2 neurons.
The error back-propagation algorithm is one of the most popular training algorithms. It consists of two steps: a feed forward step, where the neural nodes' output is specified; and a learning step, where the connection weights and bias terms are updated. The two steps are repeated until the mean square error (MSE) between the network predicted output and supervised signal is below a certain value [7] .
The 1st layer
The 2nd layer 
Virtual Reality
As we all know, Solidworks is advanced in 3D model construction; but the model can't accomplish real-time implementation effectively. So we try to complete this research work under the MA TLAB environment. Then, the model is saved as a "world" file (with the wrl file extension) and imported into MATLAB Virtual Reality toolbox. We can name each part of the "world", change their hierarchy structure and add the background & viewpoint etc., to facilitate the following simulation. The "world" is depicted in fig. S(b) Ill.
SYSTEM REALIZATION

A. Sensors for acquiring EMG
Tn this experiment, we need 2 Silver-chloride-made electrodes to acquire the sEMG. The electrodes, shown in fig.   6 , are pasted on the surface of the specific muscles. Moreover, an amplifier is utilized to magnity the raw signals at the magnification of 500 to conduce to signal transmission and process since the electric potential of sEMG approximate lmv and will be influenced by environmental noise. Fig.7 shows the amplifier and its parameters are shown in Table I . Sensorfor acquiringjoint movements The IMU we use in the experiment, VectorNav-VNlOO, is an advanced and precise instrument integrated with the stm32 process unit, 3-dimension-gyro, accelerometer, magnetic sensor and so on. Fig. 8 shows the appearance of the TMU and its characteristics are shown in Table IT . The data of the TMU are sent to a computer through RS232 serial interface directly. It provides the target data for the offline Neural Network training.
C. Real-time simulation system written in MATLAB CIMEX code
As mentioned above, MATLAB offers a convenient interface for Virtual Reality as well as the Neural Network.
However, the program to initialize PCI-1716 converter card is written in C code. Thus, we try to integrate the whole simulation system in MATLAB by the mean of C and MA TLAB mix programming. Experiment results show that it achieves well in hardware compatibility and real time performance. Fig.9 shows the graphical user interface (GUI) of the system.
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B.
Real-time Implementation 
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We can get the structure of ANN in offline training above:
the neural network has 3 layers, the input layer with 4 neurons, the hidden layer with 4 neurons and the output layer with 2 neurons. And the transfer functions for the hidden layer and output layer are tansig and purelin respectfully.
Then, the real time raw sEMG will be segmented by 128ms time window and 32ms sliding window and then poured into the ANN . And we can get two joint angles every 32ms. Fig.   12 shows the sEMG and classification results.
The experimental video captures are shown in fig. 13 , the 4 pictures represent respectively elbow flexion, wrist intorsion, wrist extorsion and elbow extension. The mean square error (MSE) between the classification result and the target data is as small as 1.921 degrees (2.750 and 1.091 degrees respectively for each sEMG channel). As far as I am concerned, the accuracy of channel 1 is slightly lower because the two muscles, biceps brachii and flexor carpi radialis, are coupling. The wrist intorsion will weaken the sEMG on the biceps brachii, which makes the classification of ANN more difficult. 
