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REMARK ON ATOMIC DECOMPOSITIONS
FOR HARDY SPACE H1
IN THE RATIONAL DUNKL SETTING
JACEK DZIUBAN´SKI AND AGNIESZKA HEJNA
Abstract. Let ∆ be the Dunkl Laplacian on RN associated with a normalized root
system R and a multiplicity function k(α) ≥ 0. We say that a function f belongs
to the Hardy space H1∆ if the nontangential maximal function defined by MHf(x) =
sup‖x−y‖<t | exp(t2∆)f(x)| belongs to L1(w(x) dx), where w(x) =
∏
α∈R |〈α,x〉|k(α).
We prove that H1∆ admits atomic decompositions into atoms in the sense of Coifman–
Weiss on the space of homogeneous type RN equipped with the Euclidean distance
‖x−y‖ and the measure w(x)dx. To this end we improve estimates for the heat kernel
of et∆.
1. Introduction
Let ∆ be the Dunkl Laplacian on RN associated with a reduced normalized root
system R and a multiplicity function k(α) ≥ 0. We denote by dw(x) = w(x) dx, where
(1.1) w(x) =
∏
α∈R
|〈α,x〉|k(α),
is the associated measure on RN . Let Ht = e
t∆ be the Dunkl heat semigroup. The
operators Ht form strongly continuous semigroups of linear contractions on L
p(dw) for
1 ≤ p <∞, which are self-adjoint operators on L2(dw). Moreover, the maximal operator
supt>0 | exp(t∆)f(x)| is bounded from L1(dw) into L1,∞(dw) (see [21, Theorems 6.1 and
6.2]).
We say that an L1(dw)-function f belongs to the real Hardy space H1∆ if the nontan-
gential maximal function
MHf(x) = sup
‖x−y‖<t
| exp(t2∆)f(y)|
belongs to L1(dw). The space H1∆ is a Banach space with the norm
‖f‖H1max,H = ‖MHf‖L1(dw).
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2 J. DZIUBAN´SKI AND A. HEJNA
In [2] characterizations of H1∆ by relevant Riesz transforms, Littlewood-Paley square
functions, and atomic decompositions were proved. Let us recall the notions of atoms
considered in [2]. For a positive integer M , let D(∆M) denote the domain of ∆M as an
(unbounded) operator on L2(dw). Let G be the Weyl group of the root system R. Set
O(x) = ⋃σ∈G{σ(x)}. Similarly, if B is a Euclidean ball then O(B) = ⋃σ∈G σ(B) is the
G-orbit of B.
Definition 1.1. Let 1 < q ≤ ∞ and M be a positive integer. A function a(x) is said
to be a (1, q,∆,M)-atom if a ∈ L2(dw) and there is b ∈ D(∆M) and a Euclidean ball
B = B(y0, r) such
• a = ∆Mb;
• supp∆ℓb ⊂ O(B) for ℓ = 0, 1, 2, ...,M ;
• ‖(r2∆)ℓb‖Lq(dw) ≤ r2Mw(B)
1
q
−1, ℓ = 0, 1, ...,M .
Definition 1.2. A function f belongs to H1(1,q,∆,M) if there are (1, q,∆,M)-atoms aj
and λj ∈ C such that f =
∑∞
j=1 λjaj and
∑∞
j=1 |λj| < ∞. Then we set ‖f‖H1(1,q,∆,M) =
inf
{∑∞
j=1 |λj|
}
, where the infimum is taken over all representations of f as above.
It was proved in [2] that the spaces H1∆ and H
1
(1,q,∆,M) coincide and the corresponding
norms are equivalent.
Let us note that the atoms considered in [2] (see Definition 1.1) are in the spirit
of [10], which means that they are of the form a = ∆Mb for appropriate functions b.
Our aim is to prove that the Hardy space H1∆ admits other atomic decompositions,
namely into atoms in the sense of Coifman–Weiss [5] on the space of homogeneous type
(RN , ‖x− y‖, dw).
Definition 1.3. Fix 1 < q ≤ ∞. A function a(x) is a (1, q)-atom if there is a Euclidean
ball B such that
(A) supp a ⊂ B;
(B) ‖a‖Lq(dw) ≤ w(B)
1
q
−1;
(C)
∫
a(x) dw(x) = 0.
Definition 1.4. A function f belongs to H1(1,q) if there are λj ∈ C and (1, q)-atoms aj
such that f =
∑∞
j=1 λjaj and
∑∞
j=1 |λj| <∞. Then
‖f‖H1
(1,q)
= inf
{ ∞∑
j=1
|λj|
}
,
where the infimum is taken over all representations of f as above.
We are now in a position to state our main result.
Theorem 1.5. For every 1 < q ≤ ∞ the spaces H1∆ and H1(1,q) coincide and the corre-
sponding norms are equivalent, that is, there is a constant C > 0 such that
C−1‖f‖H1
(1,q)
≤ ‖f‖H1max,H ≤ C‖f‖H1(1,q).(1.2)
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Remark 1.6. Since every (1,∞)-atom is a (1, q)-atom, it suffices to prove the first
inequality in (1.2) for q =∞.
In order to prove the theorem we first derive improvements of estimates obtained in
[2] of the heat kernel of the semigroup et∆ and, consequently, of other kernels associated
with translations of radial functions. This is presented in Section 3. Then, in Section
4, we use a characterization of H1∆ by Littlewood-Paley square functions to obtain
decomposition into (1, 2)-atoms. Finally, (1,∞)-atomic decomposition is achieved by
a standard decomposition of (1, 2)-atoms into (1,∞)-atoms.
Let us remark, that if k ≡ 0, then the Hardy space H1∆ coincides with the classical real
Hardy space H1 on the Euclidean space RN studied originally by Stein and Weiss [20],
Fefferman and Stein [9], and Coifman [3]. More information concerning the classical
theory of Hp spaces can be found in the book [19] and references therein.
2. Preliminaries
In this section we present basic facts concerning theory of the Dunkl operators. For
details we refer the reader to [6], [11], [15], and [17].
We consider the Euclidean space RN with the scalar product 〈x,y〉 = ∑Nj=1 xjyj,
x = (x1, ..., xN ), y = (y1, ..., yN). For a nonzero vector α ∈ RN the reflection σα with
respect to the hyperplane α⊥ orthogonal to α is given by
(2.1) σαx = x− 2〈x, α〉‖α‖2 α.
In this paper we fix a normalized root system in RN , that is, a finite set R ⊂ RN \ {0}
such that σα(R) = R and ‖α‖ =
√
2 for every α ∈ R. The finite group G generated by
the reflections σα, α ∈ R, is called the Weyl group (reflection group) of the root system.
A multiplicity function is a G-invariant function k : R→ C which will be fixed and ≥ 0
throughout this paper.
Let
(2.2) γ =
1
2
∑
α∈R
k(α) and N = 2γ +N.
The number N is called the homogeneous dimension of the system, since
w(B(tx, tr)) = tNw(B(x, r)) for x ∈ RN , t, r > 0,
where here and subsequently B(x, r) denotes the Euclidean ball centered at x with
radius r > 0. Observe that
(2.3) w(B(x, r)) ∼ rN
∏
α∈R
(|〈x, α〉|+ r)k(α),
so dw(x) it is doubling, that is, there is a constant C > 0 such that
(2.4) w(B(x, 2r)) ≤ Cw(B(x, r)) for x ∈ RN , r > 0.
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Moreover, by (2.3),
(2.5) C−1
(
r2
r1
)N
≤ w(B(x, r2))
w(B(x, r1))
≤ C
(
r2
r1
)N
for 0 < r1 < r2.
Given a (normalized) root system R and a multiplicity function k(α) the Dunkl op-
erator Tξ is the following k-deformation of the directional derivative ∂ξ by a difference
operator:
Tξf(x) = ∂ξf(x) +
∑
α∈R
k(α)
2
〈α, ξ〉f(x)− f(σαx)〈α,x〉 .
The Dunkl operators Tξ were introduced in [6]. They commute and are skew-
symmetric in L2(RN , dw). Moreover, if f, g ∈ C1(RN) and at least one of them is
G-invariant, then
(2.6) Tξ(fg) = (Tξf) · g + f · (Tξg).
Let ej , j = 1, 2, ..., N , denote the canonical orthonormal basis in R
N and let Tj = Tej .
Dunkl kernel and Dunkl transform. For fixed y ∈ RN the Dunkl kernel E(x,y) is
a unique solution of the system
Tξf = 〈ξ,y〉f, f(0) = 1.
In particular
(2.7) Tj,xE(x,y) = yjE(x,y),
where here and subsequently Tj,x denotes the action of Tj with respect to the variable
x.
The function E(x,y) was introduced in [7]. It generalizes the exponential function
e〈x,y〉 and has a unique extension to a holomorphic function on CN × CN . We have
(a) E(λx,y) = E(x, λy) = E(λy,x) = E(λσ(x), σ(y)) for all x,y ∈ CN , σ ∈ G, λ ∈ C;
(b) E(x,y) > 0 for all x,y ∈ RN ;
(c) |E(−ix,y)| ≤ 1 for all x,y ∈ RN ;
(d) E(0,y) = 1 for all y ∈ CN .
Proofs of the equalities in (a) can be found in [7]. The further properties listed above
are direct consequences of [13, Proposition 5.1]. More details concerning the Dunkl
kernel E(x,y) can be found in the lecture notes [15], [17] and references therein.
The Dunkl transform, which generalizes the classical Fourier transform, is defined on
L1(dw) by (see [11], [17])
Ff(ξ) = c−1k
∫
RN
f(x)E(x,−iξ) dw(x),
where
ck =
∫
RN
e−‖x‖
2/2 dw(x).
The Dunkl transform, which is a topological automorphisms of the Schwartz space
S(RN ), has a unique extension to an isometric automorphism of L2(dw) and satisfies
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the following inversion formula, see [11]. For every f ∈ L1(dw) such that Ff ∈ L1(dw),
we have
f(x) = (F)2f(−x) for all x ∈ RN .
For λ > 0, we have F(fλ)(ξ) = Ff(λξ), where fλ(x) = λ−Nf(λ−1x).
Dunkl translations and Dunkl convolution. The Dunkl translation τxf of a func-
tion f ∈ S(RN ) by x ∈ RN is defined by
(2.8) τxf(y) = c
−1
k
∫
RN
E(iξ,x)E(iξ,y)Ff(ξ) dw(ξ).
We list below some properties of Dunkl translations:
• each translation τx is a continuous linear map of S(RN ) into itself, which extends
to a contraction on L2(dw),
• (Identity) τ0 = I;
• (Symmetry) τxf(y) = τyf(x) for all x,y ∈ RN , f ∈ S(RN );
• (Scaling) τx(fλ) = (τλ−1xf)λ for all λ > 0 ,x ∈ RN , f ∈ S(RN );
• Tξ(τxf) = τx(Tξf) for all x, ξ ∈ RN ;
• (Skew–symmetry) for all x ∈ RN and f, g ∈ S(RN ) we have∫
RN
τxf(y) g(y) dw(y) =
∫
RN
f(y) τ−xg(y) dw(y).
The latter formula allows us to define the Dunkl translations τxf in the distributional
sense for f ∈ Lp(dw) with 1 ≤ p ≤ ∞. Further,∫
RN
τxf(y) dw(y) =
∫
RN
f(y) dw(y) for all x ∈ RN , f ∈ S(RN ).
The Dunkl convolution of two reasonable functions (for instance Schwartz functions)
is defined by
(f ∗ g)(x) = ck F−1[(Ff)(Fg)](x) =
∫
RN
(Ff)(ξ) (Fg)(ξ)E(x, iξ) dw(ξ)
for all x ∈ RN or, equivalently, by
(f ∗ g)(x) =
∫
RN
f(y) τxg(−y) dw(y) =
∫
f(y)g(x,y) dw(y),
where here and subsequently,
g(x,y) = τxg(−y)
for a reasonable function g(x) on RN .
Dunkl heat semigroup. TheDunkl Laplacian associated withG and k is the differential-
difference operator ∆ =
∑N
j=1 T
2
j . It acts on C
2(RN) functions by
∆f(x) = ∆euclf(x) +
∑
α∈R
k(α)δαf(x),
δαf(x) =
∂αf(x)
〈α,x〉 −
f(x)− f(σαx)
〈α,x〉2 .
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The operator ∆ is essentially self-adjoint on L2(dw) and generates the semigroup Ht =
et∆ of linear self-adjoint contractions on L2(dw). The semigroup has the form
(2.9) et∆f(x) =
∫
RN
ht(x,y)f(y) dw(y),
where
(2.10) ht(x,y) = c
−1
k (2t)
−N/2e−(‖x‖
2+‖y‖2)/(4t)E
(
x√
2t
,
y√
2t
)
,
see [12, Section 4]. The heat kernel ht(x,y) is a C
∞ function of all variables x,y ∈ RN ,
t > 0 and satisfies
(2.11) 0 < ht(x,y) = ht(y,x),
(2.12)
∫
RN
ht(x,y) dw(y) = 1.
In particular (see [12]) for every t > 0 and for every x,y ∈ RN ,
(2.13) ht(x,y) = τxht(−y), where ht(x) = h˜t(‖x‖) = c−1k (2t)−N/2 e−
‖x‖2
4t .
Dunkl translations of radial functions. The following specific formula was obtained
by Ro¨sler [14] for the Dunkl translations of (reasonable) radial functions f(x) = f˜(‖x‖) :
(2.14) τxf(−y) =
∫
RN
(f˜ ◦A)(x,y, η) dµx(η) for all x,y ∈ RN .
Here
A(x,y, η) =
√
‖x‖2 + ‖y‖2 − 2〈y, η〉 =
√
‖x‖2 − ‖η‖2 + ‖y − η‖2
and µx is a probability measure, which is supported in convO(x).
Let
d(x,y) = min
σ∈G
‖σ(x)− y‖
denote the distance of the orbits O(x) and O(y). Since
(2.15) A(x,y, η) ≥ d(x,y) for η ∈ convO(x),
the formulas (2.13) and (2.14) imply (see e.g., [17])
ht(x,y) ≤ c−1k (2t)−N/2 e−
d(x,y)2
4t .(2.16)
For x,y ∈ RN and t > 0 we set
V (x,y, t) = max
(
w(B(x, t)), w(B(y, t))
)
.
It was proved in [2, Theorem 4.3] that the factor tN/2 in (2.16) can be replaced by
V (x,y,
√
t), which gives the following estimates on the heat kernel in the spirit of
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analysis on spaces of homogeneous type. Let
Gt(x,y) = 1
V (x,y,
√
t)
∑
σ∈G
exp
(−‖x− σ(y)‖2
t
)
∼ 1
V (x,y,
√
t)
exp
(
− d(x,y)
2
t
)
.
There are constants C, c > 0 such that
(2.17) ht(x,y) ≤ CGt/c(x,y).
Note that V (x,y, t) and Gt(x,y) are G-invariant in x and y. We list below further
inequalities for the kernel ht proved in [2, Section 4]. For every nonnegative integer m
and for any multi-indices α, β, there are constants C, c > 0 such
(2.18)
∣∣∂mt ∂αx∂βyht(x,y)∣∣ ≤ C t−m− |α|2 − |β|2 h2t(x,y).
Hence,
(2.19)
∣∣∂mt ∂αx∂βyht(x,y)∣∣ ≤ C t−m− |α|2 − |β|2 Gt/c(x,y).
Moreover, if ‖y − y′‖ ≤ √t, then
|∂mt ht(x,y)− ∂mt ht(x,y′)| ≤ Ct−m
‖y− y′‖√
t
Gt/c(x,y).(2.20)
3. Estimates of the Dunkl heat kernel
The main goal of this section is to improve the estimates (2.19) (see Theorem 3.1).
Then, using Theorem 3.1, we conclude bounds for the Poisson kernel and for the Dunkl
translations of radial compactly supported continuous functions.
Theorem 3.1. For every nonnegative integer m and every multi-indices α, β there are
constants Cm,α,β, c > 0 such that
(3.1) |∂mt ∂αx∂βyht(x,y)| ≤ Cm,α,βt−m−
|α|
2
− |β|
2
(
1 +
‖x− y‖√
t
)−2
Gt/c(x,y).
Moreover, if ‖y − y′‖ ≤ √t, then
|∂mt ht(x,y)− ∂mt ht(x,y′)| ≤ Cmt−m
‖y− y′‖√
t
(
1 +
‖x− y‖√
t
)−2
Gt/c(x,y).(3.2)
Remark 3.2. Observe that the estimates (2.19) and (3.1) differ by the factor (1+‖x−
y‖/√t)−2. We want to emphasize that the presence of the factor is crucial in the proof
of the atomic decomposition stated in Theorem 1.5.
Lemma 3.3. For all x,y ∈ RN and for any t > 0 we have
(3.3) Tj,xht(x,y) =
yj − xj
2t
ht(x,y),
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T 2j,xht(x,y) =
(yj − xj)2
(2t)2
ht(x,y)− 1
2t
ht(x,y)− 1
2t
∑
α∈R
k(α)
2
α2jht(σα(x),y).(3.4)
Proof. The function x 7→ exp
(
−‖x‖2+‖y‖2
4t
)
is G-invariant so, by (2.6),
ck(2t)
N/2Tj,xht(x,y) =∂xj
(
exp
(
−‖x‖
2 + ‖y‖2
4t
))
E
(
x,
y
2t
)
+ Tj,x
(
E
(
x,
y
2t
))
exp
(
−‖x‖
2 + ‖y‖2
4t
)
=ck(2t)
N/2
(−xj
2t
ht(x,y) +
yj
2t
ht(x,y)
)
,
where in the last equality we have used (2.7). Thus (3.3) is established.
To prove (3.4) we utilize (3.3) and get
T 2j,xht(x,y) = Tj,x
(
yj − xj
2t
ht(x,y)
)
=
yj
2t
Tj,xht(x,y)− Tj,x
(xj
2t
ht(x,y)
)
=
yj
2t
(yj − xj)
2t
ht(x,y)− Sj(x,y, t).
Let (σα(x))j denote the j-th coordinate of σα(x). Further,
Sj(x,y, t) = ∂xj
(xj
2t
ht(x,y)
)
+
∑
α∈R
k(α)
2
αj
xj
2t
ht(x,y)− (σα(x))j2t ht(σα(x),y)
〈α,x〉
=
1
2t
ht(x,y) +
xj
2t
∂xjht(x,y) +
∑
α∈R
k(α)
2
αj
xj
2t
ht(x,y)− xj2tht(σα(x),y)
〈α,x〉
+
∑
α∈R
k(α)
2
αj
xj
2t
ht(σα(x),y)− (σα(x))j2t ht(σα(x),y)
〈α,x〉
=
1
2t
ht(x,y) +
xj
2t
Tj,xht(x,y)
+
∑
α∈R
k(α)
2
αj
xj
2t
ht(σα(x),y)− (σα(x))j2t ht(σα(x),y)
〈α,x〉 .
Note that xj − (σα(x))j = 〈x, α〉αj. Therefore
Sj(x,y, t) =
1
2t
ht(x,y) +
xj
2t
(yj − xj)
2t
ht(x,y) +
1
2t
∑
α∈R
k(α)
2
α2jht(σα(x),y).
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Finally,
T 2j,xht(x,y) =
yj
2t
(yj − xj)
2t
ht(x,y)− 1
2t
ht(x,y)
− xj
2t
(yj − xj)
2t
ht(x,y)− 1
2t
∑
α∈R
k(α)
2
α2jht(σα(x),y).

Proof of Theorem 3.1. Clearly, ∆xht(x,y) = ∂tht(x,y). Hence, summing up (3.4) over
j = 1, 2, . . . , N , we obtain
∂tht(x,y) =
‖x− y‖2
(2t)2
ht(x,y)− N
2t
ht(x,y)− 1
2t
∑
α∈R
k(α)ht(σα(x),y).(3.5)
Applying (3.5) together with (2.18) we get
(3.6)
(
1 +
‖x− y‖√
t
)2
ht(x,y) . h2t(x,y) +
∑
α∈R
k(α)ht(σα(x),y).
Using (3.6) and (2.17) we obtain
(3.7) ht(x,y) .
(
1 +
‖x− y‖√
t
)−2
Gt/c(x,y),
which completes the proof of (3.1) for m = 0, α = β = 0. Now (3.1) in its general form
is a direct consequence of (2.18) and (3.7).
The inequality (3.2) can be proved in a similar way. To this end we repeat arguments
from the proof of (2.20) presented in [2, Theorem 4.3 (b)] and apply (at the very end)
(3.7) to get the additional factor (1 + ‖x− y‖/√t)−2. We omit the details. 
Remark 3.4. Let us note that iteration of the procedure presented in the proof of
Theorem 3.1 may lead to an improvement of (3.1). Indeed, if we use (3.6) twice, then
ht(x,y) .
(
1 +
‖x− y‖√
t
)−4(
h4t(x,y) +
∑
α∈R
h2t(σα(x),y)
)
+
(
1 +
‖x− y‖√
t
)−2∑
α∈R
k(α)
(
1 +
‖σα(x)− y‖√
t
)−2
h2t(σα(x),y)
+
(
1 +
‖x− y‖√
t
)−2∑
α∈R
k(α)
(
1 +
‖σα(x)− y‖√
t
)−2∑
β∈R
ht(σβ(σα(x),y)
.
(
1 +
‖x− y‖√
t
)−4
Gt/c(x,y)
+
{(
1 +
‖x− y‖√
t
)−2∑
α∈R
k(α)
(
1 +
‖σα(x)− y‖√
t
)−2}
Gt/c(x,y).
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In particular for the root system A2, if x1, ...,x5, and y are located as in Figure 1, then
ht(xj ,y) . w(B(y,
√
t))−1
(
1 +
‖xj − y‖√
t
)−2
for j = 1, 2, 3;
ht(xj ,y) . w(B(y,
√
t))−1
(
1 +
‖xj − y‖√
t
)−4
for j = 4, 5.
yx1
x2x5
x4x3
Figure 1. The points y,x1, . . . ,x5 and the root system A2.
Let us also elaborate the product case AN1 , where R = {±
√
2ej : j = 1, ..., N} and
ej is the canonical orthonormal basis in R
N . If y = (1, 1, ..., 1) and x = (ε1, ε2, ..., εN),
εj ∈ {−1, 1}, then iteration of (3.6) leads to
(3.8) ht(x,y) . w(B(y,
√
t))−1
(
1 +
‖x− y‖√
t
)−4ℓ
,
where ℓ = #{j : εj = −1}, which is exactly the smallest number of reflections σ√2ej
that are needed to pass from y to x. If k > 0, then (3.8) is sharp, since the heat kernel
ht(x,y) is the product of one dimensional heat kernels, whose behavior, in this case, is
well understood (see e.g. [1, Proposition 2.3]).
Corollary 3.5. Assume that Φ(x) is a radial continuous function which is supported
in B(0, 1). Let Φt(x) = t
−NΦ(x/t). There is a constant C = C(Φ) > 0 such that
(3.9) |Φt(x,y)| ≤ CV (x,y, t)−1
(
1 +
‖x− y‖
t
)−2
χ[0,1](d(x,y)/t).
Proof. There is a constant C > 0 such that
|Φt(x)| ≤ Cht2(x),
where ht(x) = c
−1
k (2t)
−N/2 e−
‖x‖2
4t . Applying (2.14) we obtain
|Φt(x,y)| ≤ Cht2(x,y) ≤ C ′V (x,y, t)−1
(
1 +
‖x− y‖
t
)−2
.
By (2.14) and (2.15) we have Φt(x,y) = 0 if d(x,y) > t, so the proof of (3.9) is
complete. 
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Estimates for the Poisson kernel. Let pt(x,y) denote the integral kernel of the
operator Pt = e
−t√−∆. It is related with the heat semigroup by the subordination
formula
(3.10) pt(x,y) = π
−1/2
∫ ∞
0
e−uht2/(4u)(x,y)
du√
u
.
The kernel pt(x,y) was introduced and studied in [16]. It was called the k-Cauchy
kernel there. For a continuous bounded function f defined on RN , the function v(t,x) =
Ptf(x), v(0,x) = f(x), solves the Cauchy problem (∂
2
t +∆)u = 0, v is continuous and
bounded on [0,∞)× RN (see [16, Theorem 5.6]).
Proposition 5.4 of [2] asserts that there is a constant C > 0 such that
(3.11) pt(x,y) ≤ C
V (x,y, t+ d(x,y))
t
t+ d(x,y)
for every t > 0 and for every x,y ∈ RN . Moreover, for any nonnegative integer m and
for any multi-index β, there is a constant C ≥ 0 such that, for every t > 0 and for
every x,y ∈ RN ,
(3.12)
∣∣∂mt ∂βy pt(x,y)∣∣ ≤ C pt(x,y)(t+ d(x,y))−m−|β| ×
{
1 if m= 0,
1 + d(x,y)
t
if m> 0.
The following proposition improves (3.11).
Proposition 3.6. If N ≥ 2, then
(3.13) pt(x,y) .
t
V (x,y, d(x,y) + t)
· d(x,y) + t‖x− y‖2 + t2 .
If N = 1, then
(3.14) pt(x,y) .
t
V (x,y, d(x,y) + t)
· d(x,y) + t‖x− y‖2 + t2 · ln
(
1 +
‖x− y‖+ t
d(x,y) + t
)
.
Proof. The proof is similar to the proof of Proposition 6 of [8] and uses (3.10) together
with (3.1). We present the details. In order to prove (3.13), we first consider the case
d(x,y) ≤ t. In this case d(x,y) + t ≃ t. If ‖x− y‖ < t then (3.13) reduces to (3.11). If
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‖x− y‖ ≥ t then by (3.10) and (3.1),
pt(x,y) .w(B(x, t))
−1
∫ ∞
0
e−u
t2/(4u)
‖x− y‖2 + t2/(4u)
w(B(x, t))
w
(
B
(
x, t
2
√
u
)) du√
u
.w(B(x, t))−1
∫ 1/4
0
t2/(4u)
‖x− y‖2 (
√
u)N
du√
u
+ w(B(x, t))−1
∫ ∞
1/4
e−u
t2
‖x− y‖2 (
√
u)N
du√
u
.w(B(x, t))−1
∫ 1/4
0
t2/(4u)
‖x− y‖2 (
√
u)2
du√
u
+ w(B(x, t))−1
t2
‖x− y‖2
.w(B(x, t))−1
t2
‖x− y‖2 .
Now we turn to the case ‖x − y‖ ≥ d(x,y) ≥ t. Then d(x,y) + t ≃ d(x,y). Using
Theorem 3.1, we have
pt(x,y) .
∫ ∞
0
e−u exp(−4cud(x,y)2/t2)
w(B(x, t
2
√
u
))
t2/(4u)
‖x− y‖2 + t2/(4u)
du√
u
=
∫ t2/d(x,y)2
0
+
∫ ∞
t2/d(x,y)2
= J1 + J2.
Further, since N ≥ 2,
J1 . w(B(x, d(x,y)))
−1
∫ t2/d(x,y)2
0
w(B(x, d(x,y)))
w(B(x, t
2
√
u
))
t2/(4u)
‖x− y‖2 + t2/(4u)
du√
u
. w(B(x, d(x,y)))−1
∫ t2/d(x,y)2
0
(√
ud(x,y)
t
)N
t2/(4u)
‖x− y‖2 + t2/(4u)
du√
u
. w(B(x, d(x,y)))−1
∫ t2/d(x,y)2
0
(√
ud(x,y)
t
)2
t2/(4u)
‖x− y‖2
du√
u
. w(B(x, d(x,y)))−1
∫ t2/d(x,y)2
0
d(x,y)2
‖x− y‖2
du√
u
. w(B(x, d(x,y)))−1
td(x,y)
‖x− y‖2 .
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For J2 we obtain
J2 .
1
w(B(x, d(x,y)))
∞∫
t2
d(x,y)2
e
−4cud(x,y)2
t2
(2d(x,y)√u
t
)N t2 du
4‖x− y‖2u3/2
.
1
w(B(x, d(x,y)))
∞∫
t2
d(x,y)2
t2
‖x− y‖2
du
u3/2
. w(B(x, d(x,y)))−1
td(x,y)
‖x− y‖2 .
The proof of (3.14) goes in a similar way. We omit the details. 
4. Atomic decompositions - proof of Theorem 1.5
Inclusion H1(1,q) ⊆ H1∆. Let us remark that the inclusion H1(1,q) ⊆ H1∆ and the sec-
ond inequality in (1.2) are easy consequences of (2.19) and (2.20). The proof is stan-
dard (see e.g. [19]). To this end, it is enough to prove that there is C > 0 such that
‖MHa‖L1(dw) ≤ C for any (1, q)-atom. Let a be an (1, q)-atom associated with B(x0, r).
It follows from (2.17) thatMH is bounded on Lq(dw), hence by Ho¨lder’s inequality and
conditions (A) and (B) of Definition 1.3 we have
‖MHa‖L1(O(B(x0,2r)),dw) ≤ ‖MHa‖Lq(dw)w(O(B(x0, 2r)))1−
1
q
≤ C‖a‖Lq(dw)w(O(B(x0, 2r)))1−
1
q ≤ C ′.
We now turn to estimate MHa on O(B(x0, 2r))c. Using condition (C) of Definition 1.3
and (2.20) we get
|MHa(x)| ≤ sup
‖x−y‖<t
∣∣∣∣∫
B(x0,r)
(ht2(y, z)− ht2(y,x0))a(z) dw(z)
∣∣∣∣
≤ C sup
d(x,y)<t
∫ ∣∣∣r
t
Gt2/c(y,x0)a(z)
∣∣∣ dw(z)
≤ C sup
d(x,y)<t
r
t
Gt2/c(y,x0),
where in the last inequality we have used the fact that ‖a‖L1(dw) ≤ 1. It is not difficult
to check that by (2.5) and (2.17) we have
sup
d(x,y)<t
r
t
Gt2/c(y,x0) ≤ C r
d(x,x0)
w(B(x0, d(x,x0)))
−1,
which implies ‖MHa‖L1(O(B(x0,2r))c,dw) ≤ C. 
Square function characterization of H1∆ and tent spaces. Let
Qtf = t
√−∆e−t
√−∆f = t
d
dt
Ptf = F−1(t‖ξ‖e−t‖ξ‖Ff(ξ)).
14 J. DZIUBAN´SKI AND A. HEJNA
The operators Qt, initially defined on L
1(dw) ∪ L2(dw), have the form
Qtf(x) =
∫
RN
qt(x,y)f(y) dw(y),
where qt(x,y) =
d
dt
pt(x,y). It can be easily deduced from (3.12) that |qt(x,y)| ≤
Cpt(x,y). Thus for every 1 ≤ p < ∞, the operators Qt are uniformly bounded on
Lp(dw).
Consider the square function
(4.1) Sf(x) =
(∫∫
‖x−y‖<t
|Qtf(y)|2 dt dw(y)
t w(B(x, t))
)1/2
and the space H1square = {f ∈ L1(dw) | ‖Sf‖L1(dw) < ∞}. The following theorem was
proved in [2].
Theorem 4.1. The spacesH1∆ and H
1
square coincide and the corresponding norms ‖f‖H1max,H
and ‖Sf‖L1(dw) are equivalent.
In order to prove our main result about atomic decomposition we use relation of
H1square with the tent space T
1
2 . The tent spaces were introduced in Coifman, Meyer,
and Stein [4]. Recall that a function F defined on R+ × RN is in the tent space T p2 if
‖F‖T p2 := ‖AF (x)‖Lp(dw) <∞, where
AF (x) :=
(∫ ∞
0
∫
‖y−x‖<t
|F (t,y)|2 dw(y)
w(B(x, t))
dt
t
)1/2
.
So, f ∈ H1square if and only if F (t,x) = Qtf(x) belongs to the tent space T 12 .
A measurable function A(t,x) is said to be a T 12 -atom if there is a Euclidean ball
B = B(y0, r), such that
• suppA ⊂ B̂ = {(t,x) ∈ R+ × RN |B(x, t) ⊂ B(y0, r)};
• ∫∞
0
∫
RN
|A(t,x)|2 dw(x)dt
t
≤ w(B)−1.
It is well known that F (t,x) belongs to T 12 if and only if there are sequences Aj of
T 12 -atoms and λj ∈ C such that
∞∑
j=1
λjAj = F,
∞∑
j=1
|λj| ∼ ‖F‖T 12 ,
where the convergence is in T 12 norm and a.e. (see [4] and [18]).
Remark 4.2. The functions λjAj(t,x) can be taken of the form
λjAj(t,x) = F (t,x)χSj(t,x),
where Sj ⊂ R+ × RN are mutually disjoint (see [18]).
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Caldero´n reproducing formula. From now on we choose a radial function Ψ ∈
C∞c (B(0, 1/4)) satisfying
∫
Ψ(x) dw(x) = 0 such that the following Caldero´n reproduc-
ing formula
f(x) =
∫ ∞
0
Ψt(x,y)Qtf(y) dw(y)
dt
t
holds for all f ∈ L2(dw) with the convergence in L2(dw) (see [2]). Let us recall that
Ψt(x,y) = τxΨt(−y), Ψt(x) = t−NΨ(x/t),
∫
Ψt(x,y) dw(y) = 0, and Ψt(x,y) = 0 if
d(x,y) > t.
Atomic decomposition of H1square into (1, 2)-atoms. We are now in a position to
prove decomposition of f ∈ H1square = H1∆ into (1, 2)-atoms. We start our proof by
assuming additionally that f ∈ L2(dw). Then this assumption is easily removed by the
approximation argument presented in [2, Theorem 11.25, Lemma 13.8]. Set
πΨF (x) =
∫ ∞
0
∫
RN
Ψt(x,y)F (t,y) dw(y)
dt
t
.
Then ‖πΨF‖L2(dw) ≤ C‖F‖T 22 . Let F (t,x) = Qtf(x). Note that F ∈ T 12 ∩T 22 . Applying
atomic decomposition of F as a function in T 12 combined with Remark 4.2, we get
f(x) = πΨF (x) =
∞∑
j=1
λjπΨAj(x),
where the convergence is in L2(dw). Hence, it suffices to show that there is a constant
C > 0 such that
(4.2) ‖πΨA‖(H1
(1,2)
≤ C
for any A(t,x) being a T 12 -atom. To this end assume that A is associated with B̂, where
B = B(y0, r). Set
a(t,x) =
∫
RN
Ψt(x,y)A(t,y) dw(y),
g(x) = πΨA(x) =
∫ ∞
0
∫
B(y0,r)
Ψt(x,y)A(t,y) dw(y)
dt
t
=
∫ r
0
a(t,x)
dt
t
.
Then ‖g‖L2(dw) ≤ C‖A‖T 12 ≤ C
′
w(B)1/2
, supp g ⊂ O(B) = ⋃
σ∈G
B(σ(y0), r), and
∫
g(x) dw(x) =
0.
We denote by MHL the Hardy-Littlewood maximal function
MHLf(x) = sup
B(y,R)∋x
1
w(B(y, R))
∫
B(y,R)
|f(y′)| dw(y′).
Lemma 4.3. Assume that σ ∈ G is such that ‖σ(y0)−y0‖ > 4r. Then for x such that
x ∈ B(σ(y0), r) we have
|a(t,x)| ≤ C t
2
‖σ(y0)− y0‖2
∑
σ′∈G
MHL(A(t, ·))(σ′(x)).
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The constant C > 0 is independent of A(t,x), σ ∈ G, x ∈ RN and t > 0.
Proof. For (t,y) ∈ suppA ⊂ B̂ and x ∈ B(σ(y0), r) we have ‖x − y‖ ∼ ‖y0 − σ(y0)‖.
Therefore, by Corollary 3.5,
|a(t,x)| .
∫
RN
t2
‖x− y‖2V (x,y, t)χ[0,1]
(
d(x,y)
t
)
|A(t,y)| dw(y)
.
∑
σ′∈G
∫
B(σ′(x),t)
V (σ′(x),y, t)−1
t2
‖σ(y0)− y0‖2 |A(t,y)| dw(y)
.
(∑
σ′∈G
MHL(A(t, ·))(σ′(x))
)
t2
‖σ(y0)− y0‖2 .

Lemma 4.4. If ‖σ(y0)− y0‖ > 4r, then
‖g‖L2(B(σ(y0),r),dw) ≤
C
w(B(y0, r))1/2
r2
‖σ(y0)− y0‖2 .
The constant C > 0 is independent of A(t,x) and σ ∈ G.
Proof. By the Minkowski integral inequality, Lemma 4.3, and the Cauchy-Schwarz in-
equality, we have(∫
B(σ(y0),r)
|g(x)|2 dw(x)
)1/2
≤
∫ r
0
(∫
B(σ(y0),r)
|a(t,x)|2 dw(x)
)1/2
dt
t
.
∫ r
0
 ∫
B(σ(y0),r)
(∑
σ′∈G
MHL(A(t, ·))(σ′(x))
)2
t4
‖σ(y0)− y0‖4 dw(x)

1/2
dt
t
.
∫ r
0
t2
‖σ(y0)− y0‖2
∑
σ′∈G
(∫
RN
(
MHL(A(t, ·))(σ′(x))
)2
dw(x)
)1/2
dt
t
.
∫ r
0
t2
‖σ(y0)− y0‖2
(∫
RN
|(A(t,x)|2 dw(x)
)1/2
dt
t
.
(∫ r
0
t4
‖σ(y0)− y0‖4
dt
t
)1/2(∫ r
0
∫
RN
|A(t,x)|2 dw(x) dt
t
)1/2
.
r2
‖σ(y0)− y0‖2
1
w(B(y0, r))1/2
.

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Proposition 4.5. There exists C > 0 independent of A(t,x) such that g = πΨA can be
written as
g =
∞∑
j=1
λjaj ,
where aj are (1, 2)-atoms and
∑∞
j=1 |λj| ≤ C.
Proof. Let σ0 = e and G = {σ0, σ1, σ2, . . . , σ|G|−1}. We know that g = πΨA is supported
by
O(B) =
|G|−1⋃
j=0
B(σj(y0), r).
Set E0 = B(y0, r),
Ej = B(σj(y0), r) \
j−1⋃
i=0
B(σi(y0), r) for j = 1, 2, . . . , |G| − 1,
and gj = gχEj . Then g =
∑|G|−1
j=0 gj, supp gj ⊂ Ej ⊆ B(σj(y0), r)). Define
I = {j ∈ {1, 2, ..., |G| − 1} | ‖σj(y0)− y0‖ ≥ 4r}, J = {0, 1, ..., |G| − 1} \ I.
For j ∈ I let mj = ⌊(‖σj(y0)− y0‖)/r⌋. Set
x{j}n = σj(y0) + n
y0 − σj(y0)
mj
for n = 0, 1, ..., mj.
Then r ≤ ‖x{j}n − x{j}n+1‖ ≤ 2r. Let cj =
∫
RN
gj(x) dw(x). By Lemma 4.4 and the
Cauchy–Schwarz inequality we have
(4.3) |cj| ≤ C1 r
2
‖σj(y0)− y0‖2 .
Set
a
{j}
0 =
‖σj(y0)− y0‖2
r2
(
gj − cj 1
w
(
B(x
{j}
1 , r)
)χB(x{j}1 ,r)
)
,
a{j}n =cj
‖σj(y0)− y0‖2
r2
1
w
(
B(x
{j}
n , r)
)χB(x{j}n ,r)
− cj ‖σj(y0)− y0‖
2
r2
1
w
(
B(x
{j}
n+1, r)
)χB(x{j}n+1,r)
for n = 1, 2, . . . , mj − 1, and
bj = cj
1
w(B(xmj , r))
χB(xmj ,r) = cj
1
w(B(y0, r))
χB(y0,r).
The positions of B
(
x
{j}
n , r
)
for the root system A2 are schematized in Figure 2.
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B(y0, r)
Figure 2. The balls B(x
{j}
n , r) for the root system A2.
Clearly,
gj =
mj−1∑
n=0
r2
‖σj(y0)− y0‖2a
{j}
n + bj .
It follows from Lemma 4.4 and the doubling property that each function a
{j}
n (for j =
0, 1, . . . , mj − 1) is a multiple of a (1, 2)-atom associated with the ball B
(
x
{j}
n , 4r
)
. The
multiplicity constant depends on Ψ and the doubling constant but it is independent of
A(t,x). Write
a =
∑
j∈J
gj +
∑
j∈I
bj .
Then
g =
|G|−1∑
j=0
gj = a +
∑
j∈I
mj−1∑
i=0
r2
‖σj(y0)− y0‖2a
{j}
i .(4.4)
Note that by the construction above supp a ⊂ B(y0, 16r) and, by Lemma 4.4 and (4.3),
we have
‖a‖L2(dw) ≤
∑
j∈J
‖gj‖L2(dw) +
∑
j∈I
‖bj‖L2(dw) ≤ C2 1
w(B(y0, 16r))1/2
.
Moreover,
∫
a(x) dw(x) = 0, since
∫
g(x) dw(x) = 0 and
∫
a
{j}
i (x) dw(x) = 0. So the
function a is a multiple of a (1, 2)-atom. Further,∑
j∈I
mj−1∑
i=0
r2
‖σj(y0)− y0‖2 ≤
∑
j∈I
r2
‖σj(y0)− y0‖2mj ≤ |G|/4.
Therefore (4.4) is the desired atomic decomposition. 
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Thus we have proved Theorem 1.5 for q = 2.
Decomposition into (1,∞) atoms. To finish the proof of Theorem 1.5 it suffices to
refer to the following known proposition. For the convenience of the reader we provide
a short proof.
Proposition 4.6. There is a constant C > 0 such that any (1, 2)-atom a(x) can be
written as
a(x) =
∞∑
j=1
λjbj(x),
where bj are (1,∞)-atoms and
∑∞
j=1 |λj| ≤ C.
Proof. Fix a (1, 2)-atom a(x). Since the measure dw is doubling, without loosing of
generality we can assume that a(x) is associated with a cube Q, i.e.
(4.5) supp a ⊂ Q, ‖a‖L2(dw) ≤ w(Q)−1/2,
∫
RN
a dw = 0.
Clearly, there is a constant C1 > 1, which depends on the doubling constant and N ,
such that w(Q) ≤ C1w(Q′), where Q′ is any sub-cube of Q, ℓ(Q′) = ℓ(Q)/2, where
ℓ(Q) denote the side length of Q. Form the Caldero´n–Zygmund decomposition of |a|2
at height λ = ε−2w(Q)−2, where ε = 4−1C−1/21 . This yields a sequence of disjoint cubes
Qj ⊆ Q such that
(4.6) w(Qj) ≤ λ−1
∫
Qj
|a(x)|2 dw(x) < C1w(Qj),
(4.7) |a(x)|2 ≤ λ for x ∈ Ω = Q \
∞⋃
j=1
Qj .
Set aQj =
1
w(Qj)
∫
Qj
a(x) dw(x). We write
a =
∞∑
j=1
(a− aQj)χQj +
(
aχΩ +
∞∑
j=1
aQjχQj
)
=
∞∑
j=1
aj + b1.
We first prove that b1 is a multiple of a (1,∞)-atom associated with Q. Clearly,
supp b1 ⊂ Q and
∫
Q
b1 = 0. Moreover,
|aQj | =
∣∣∣∣∣ 1w(Qj)
∫
Qj
a(x) dw(x)
∣∣∣∣∣ ≤ C1/21 λ1/2 = C1/21 ε−1w(Q)−1.
Therefore, by (4.7) and (4.6),
|b1(x)| ≤ ε−1w(Q)−1 + C1/21
1
εw(Q)
≤ (1 + C1/21 )ε−1w(Q)−1 = C2w(Q)−1.
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Next, we show that aj is a multiple of a (1, 2)-atom associated with Qj. Obviously,
supp aj ⊂ Qj and
∫
Qj
aj = 0. Furthermore, by (4.6),
‖aj‖L2(dw) ≤ 2C1/21 λ1/2w(Qj)1/2 = 2C1/21 ε−1w(Q)−1w(Qj)1/2,
which implies
‖aj‖H1
(1,2)
≤ 2C1/21 ε−1w(Q)−1w(Qj).
Finally, note that by (4.5) and (4.6),
∞∑
j=1
w(Qj) ≤ λ−1
∞∑
j=1
∫
Qj
|a(x)|2 dw(x) ≤ λ−1‖a‖2L2(dw) ≤
1
λw(Q)
= ε2w(Q),
which implies
∞∑
j=1
‖aj‖H1
(1,2)
≤ 2C1/21 ε−1w(Q)−1
∞∑
j=1
w(Qj) ≤ 2C1/21 ε = 1/2.
We repeat the argument above with aj in place of a. Iterating this procedure, we obtain
a representation a(x) =
∑∞
j=1 λjbj(x), where bj are (1,∞)-atoms and
∑∞
j=1 |λj| ≤
2C2. 
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