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THE ARCHIMEDEAN THEORY OF THE EXTERIOR SQUARE
L-FUNCTIONS OVER Q
STEPHEN D. MILLER AND WILFRIED SCHMID
In memory of Joseph Shalika
Abstract. The analytic properties of automorphic L-functions have histor-
ically been obtained either through integral representations (the “Rankin-
Selberg method”), or properties of the Fourier expansions of Eisenstein series
(the “Langlands-Shahidi method”). We introduce a method based on pairings
of automorphic distributions, that appears to be applicable to a wide variety of
L-functions, including all which have integral representations. In some sense
our method could be considered a completion of the Rankin-Selberg method
because of its common features. We consider a particular but representative
example, the exterior square L-functions on GL(n), by constructing a pairing
which we compute as a product of this L-function times an explicit ratio of
Gamma functions. We use this to deduce that exterior square L-functions,
when multiplied by the Gamma factors predicted by Langlands, are holomor-
phic on C− {0, 1} with at most simple poles at 0 and 1, proving a conjecture
of Langlands which has not been obtained by the existing two methods.
1. Introduction
Let π = ⊗p≤∞πp be a cuspidal automorphic representation of GL(n) over Q.
The adelic representation π is composed of π∞, an archimedean representation of
GL(n,R), and nonarchimedean representations πp of GL(n,Qp) for each prime p.
For all places p < ∞ outside of a finite set S, πp is unramified and parameterized
by principal series parameters {αp,j}. Letting Ap ∈ GL(n,C) denote the diagonal
matrix diag(αp,1, . . . , αp,n) and ρ a finite dimensional representation of GL(n,C),
Langlands [19] predicts that his L-functions
(1.1) LS(s, π, ρ) =
∏
p /∈ S
det
(
1− ρ(Ap) p
−s
)−1
, Re s ≫ 0 ,
possess certain analytic properties similar to those held by the Riemann ζ-function.
In particular, he posits the existence of factors Lp(s, π, ρ) for each place p — agree-
ing with the factor in (1.1) when p /∈ S — such that completed L-function
(1.2) Λ(s, π, ρ) =
∏
p≤∞
Lp(s, π, ρ) , Re s ≫ 0 ,
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has an analytic continuation to C − {0, 1}. The completed L-function may have
poles at s = 0 or 1, as it does in the case of the completion of the Riemann ζ-
function ξ(s) = π−s/2Γ( s2 )ζ(s). Since L-functions sometimes factor as products
of ζ(s) times other factors, the best statement one can hope for is the following
property we call “full holomorphy”:
1.3. Definition. A partial product of Lp(s, π, ρ) from (1.2) over a subset of places
{p ≤ ∞} is said to be “fully holomorphic” if it has meromorphic continuation to
s ∈ C, with no poles outside of {s = 0, 1}.
In addition to being fully holomorphic, Langlands also conjectures that Λ(s, π, ρ)
satisfies a functional equation of the form Λ(1−s, π, ρ) = ωroot q
s Λ(s, π˜, ρ) for some
ωroot ∈ C
∗ and q ∈ Z>0. Here as elsewhere in the paper π˜ refers to the automor-
phic representation contragredient to π; its L-function is Λ(s, π˜, ρ) = Λ(s¯, π, ρ).
Langlands himself [20] provided a formula for L∞(s, π, ρ), while Harris and Taylor
[10] and Henniart [11] did likewise for Lp(s, π, ρ) when p <∞.
Though in general almost nothing is known about this conjecture, several striking
cases have been established. For example, the conjecture was quickly established
by Godement and Jacquet [8] for the standard representation Stan of GL(n,C).
In general, Langlands further conjectures that his L-functions are always in fact
equal to the L-functions L(s,Π, Stan) of automorphic forms on GL(d,Q)\GL(d,A),
where d is the dimension of ρ; the conjectured analytic properties would of course
then be consequences of [8].
Moreover, Langlands’ general conjectures [18] about the holomorphy of his L-
functions may be stated not just for GL(n) over Q, but for general reductive
groups and global fields. Two well known techniques exist for approaching cer-
tain cases of this conjecture: the method of integral representations (the Rankin-
Selberg method), and the method of Fourier coefficients of Eisenstein series (the
Langlands-Shahidi method). Each has had stunning success in a number of exam-
ples, yet neither seems capable of treating the full picture. In particular, typically
even in cases where both methods are applicable, only partial results are known.
The Rankin-Selberg method usually gives a fully holomorphic expression which is
related, but not equal to Λ(s, π, ρ); the Langlands-Shahidi method treats exactly
Λ(s, π, ρ) for many examples of π and ρ, but often cannot prove the full holomorphy
because the Eisenstein series it captures Λ(s, π, ρ) from might have unwanted poles.
The Langlands-Shahidi method also produces the functional equation for Λ(s, π, ρ).
In this paper we introduce a new technique to obtain the analytic properties of
L-functions using automorphic distributions, which can bridge this gap and prove
new instances of Langlands’ conjectures for Λ(s, π, ρ) — instances that had not
been obtained using the combined strength of known results. We shall consider
the n(n−1)2 -dimensional exterior square representation of GL(n,C), tensored with
a Dirichlet character χ. With the notation as earlier,
(1.4) Lp(s, π, Ext
2 ⊗ χ) =
∏
1≤j<k≤n
(1 − αp,j αp,k χ(p) p
−s)−1
at primes p for which both π and χ are unramified. The factor L∞(s, π, Ext
2 ⊗ χ)
is a certain product of Gamma functions which we will describe in section 6. We
continue with the notation LS(s, π, ρ) =
∏
p/∈S Lp(s, π, ρ), whether S includes the
place at infinity or not. Our main result is the following:
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1.5. Theorem. Let π be a cuspidal automorphic representation of GL(n) over Q, χ
a Dirichlet character, and S any finite subset of places including the ramified nonar-
chimedean primes for π and χ (in particular S need not include the archimedean
place). Then LS(s, π, Ext2 ⊗ χ) is fully holomorphic in the sense of definition 1.3,
with at most simple poles at s = 0 and 1.
The main contribution of our method is that we do not insist that∞ ∈ S, as one
frequently does using the Rankin-Selberg method; we hope it will be applicable to
other L-functions as well. The special case when S = ∅ and χ is equal to the triv-
ial character corresponds classically to automorphic forms on GL(n,Z)\GL(n,R),
i.e., “full level” ones. In this case LS(s, π, Ext2) equals the completed L-function
Λ(s, π, Ext2) itself and the theorem reads
1.6. Corollary. If π = ⊗p≤∞πp is a cuspidal automorphic representation of GL(n)
over Q which is unramified at each p <∞ (so that π corresponds to a cusp form on
the full level quotient GL(n,Z)\GL(n,R)), then Λ(s, π, Ext2) is fully holomorphic,
with at most simple poles at s = 0 and 1.
Our method also gives a functional equation, which we give a complete account
of in this paper for full level forms. We did not state this as part of the theorems
here because it was previously known as part of a general result of Shahidi [28] on
the Langlands-Shahidi method. Shahidi furthermore proved that Λ(s, π, Ext2 ⊗χ)
has a meromorphic continuation to C with at most a finite number of simple poles,
for any automorphic cusp form π on GL(n). Furthermore, several cases of our
theorem were known by earlier results, some of which are stronger because they
treat number fields and ramified nonarchimedean cases as well (where our technique
works in what is so far only a limited number of cases). Kim [16, 17] proved that
Λ(s, π, Ext2) is fully holomorphic with at most simple poles if either n is odd, or
if n is even and π is not twist-equivalent to π˜. The Rankin-Selberg method also
has provided earlier partial results. Jacquet-Shalika [13] and Bump-Friedberg [2]
found different integral representations for Λ(s, π, Ext2 ⊗ χ), which for example
have been used to characterize when it has poles at s = 0 and 1. It is now known
that Λ(s, π, Ext2) has these poles if and only if π is a functorial lift of a generic
cuspidal automorphic representation of SO(2n+1) [15, Theorem 2.2(3)]. Stade [29]
completed the archimedean theory of the Bump-Friedberg integral representation
in the case that π∞ is a spherical principal series representation. This provides
the full holomorphy with at most simple poles, and also the functional equation of
Λ(s, π, Ext2) when πp is spherical for all p ≤ ∞.
Because Kim’s result [16] covers our result when n is odd, we have chosen to
restrict the content of this paper to the case where n is even; however, it is not
difficult to extend our method to cover all n. Our results extend from Q to a
general number field; we hope to return to this as well as to adapt our archimedean
methods to the nonarchimedean setting in a future paper.
Our technique involves pairings of automorphic distributions of cusp forms and
Eisenstein series, which are the topic of section 2. It could be thought of as a
completion of the Rankin-Selberg method, because it is heavily influenced by the
Jacquet-Shalika integral representation [13]. One of the key differences at this stage
is that the analytic continuation employs a mechanism different from the one used
for integral representations. The unfolding computation for our pairing is presented
in section 3. This identifies the pairing with an Euler product for L(s, π, Ext2⊗χ)
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times our archimedean integral, which is a pairing of “Whittaker distributions”.
This latter integral is a key difference between our method and the Rankin-Selberg
method. While the archimedean Rankin-Selberg integrals are notoriously difficult
to compute, this integral is explicitly computed using a matrix decomposition in
sections 4 and 5. The matrix decomposition is thus in some sense the crux of the
paper. This gives the full holomorphy with at most simple poles of L(s, π, Ext2⊗χ)
times an explicit ratio of Gamma factors, which is not equal to L∞(s, π, Ext
2⊗χ).
The relation between that factor and L∞(s, π, Ext
2 ⊗ χ) is calculated in section 6,
and the full holomorphy proved in section 7.
The full details of our methodology were illustrated for GL(4) in our earlier
paper [23]. That case avoids many difficulties and computations that are present
in this paper.
It is a pleasure to acknowledge Bill Casselman, James Cogdell, David Ginzburg,
Roe Goodman, Herve Jacquet, Henry Kim, Erez Lapid, Ilya Piatetski-Shapiro,
Ze’ev Rudnick, Peter Sarnak, Freydoon Shahidi, David Soudry, Akshay Venkatesh,
and Nolan Wallach for their helpful advice and discussions.
2. Automorphic Distributions
In this section we summarize the notion of automorphic distribution, but only
to the extent needed for our purposes. Further details can be found in [25, §2-§5].
2.1. Cuspidal Automorphic Distributions for GL(n). Let G equal the al-
gebraic group GL(n), B− = {nonsingular lower triangular matrices} a maximal
solvable subgroup, N = {unit upper triangular matrices} a maximal unipotent
subgroup, and Z = {non-zero scalar multiples of the identity} its center. The flag
variety of G(R),
(2.1) X = G(R)/B−(R) ,
is compact, and its open dense N(R)-orbit through the base point eB−(R) ⊂ X is
its open Schubert cell, which can be identified with N(R):
(2.2) N(R) ≃ N(R) · eB−(R) →֒ X .
For any λ ∈ Cn and δ ∈ (Z/2Z)n, define the character χλ,δ : B−(R) −→ C∗ by
the formula
(2.3) χλ,δ
( a1 0 . . . 0
∗ a2 . . . 0
...
...
. . .
...
∗ ∗ . . . an
)
=
∏n
j=1
sgn(aj)
δj |aj|
λj .
The principal series Vλ,δ is the representation induced from χλ−ρ,δ from B−(R) to
G(R), where
(2.4) ρ =
(
n−1
2 ,
n−3
2 , . . . ,
1−n
2
)
.
In particular, its space of smooth vectors consists of smooth sections of a line bundle
Lλ−ρ,δ → X ,
(2.5)
V∞λ,δ = C
∞(X,Lλ−ρ,δ) ≃
{f ∈ C∞(G(R)) | f(gb) = χλ−ρ,δ(b
−1)f(g) for g ∈ G(R), b ∈ B−(R)}.
The principal series Vλ,δ is not necessarily unitary, but is naturally dual to the
principal series V−λ,δ via integration over the flag variety X . Analogously, the
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space of distribution vectors for Vλ,δ consists of distribution sections of the same
line bundle:
(2.6)
V −∞λ,δ = C
−∞(X,Lλ−ρ,δ) ≃
{σ ∈ C−∞(G(R)) | σ(gb) = χλ−ρ,δ(b
−1)σ(g) for g ∈ G(R), b ∈ B−(R)}.
The restriction of the equivariant line bundle Lλ−ρ,δ → X to the open Schubert
cell (2.2) is canonically trivial, because N(R) ∩ B−(R) = {e}. Its distribution
1
sections therefore become scalar, resulting in the identification
(2.7) C−∞(N(R),Lλ−ρ,δ) ≃ C
−∞(N(R)) ,
which is N(R)-invariant, of course.
Let A = AQ = R×Af denote the adeles of Q, where Af denotes the finite adeles
(i.e., the restricted direct product of all Qp, p < ∞). We will use the notation
a =
∏
p≤∞ ap to represent the respective components of an adele, and analogously
by extension, use similar subscript notation for adelic points in algebraic groups
defined over Z. By the usual convention, Q is identified with its diagonally embed-
ded image in A, as are the rational points of any algebraic group defined over Z
considered diagonally embedded in its adelic points. Suppose that π = ⊗p≤∞πp is
a cuspidal automorphic representation of G(A) with central character ω : A∗ → C∗.
By tensoring with an appropriate power of the determinant, we may assume that
ω has finite order. By definition the archimedean representation π∞ occurs auto-
morphically in L2ω∞(Γ\G(R)), where ω∞ is the archimedean component of ω and
Γ is some discrete subgroup of G(R). This embedding of π∞ into L
2
ω∞(Γ\G(R))
maps smooth vectors to smooth functions on G, continuously with respect to the
intrinsic topology on the space of smooth vectors for π∞ and the C
∞ topology on
C∞(Γ\G). Evaluation of smooth Γ-invariant functions at the identity is continuous
with respect to the C∞ topology, of course. In this way, the embedding of π∞ into
L2ω∞(Γ\G(R)) determines an automorphic distribution – i.e., a Γ-invariant contin-
uous linear functional τ on the space of smooth vectors for π∞ ; to any smooth
vector v, τ associates the value at the identity of the smooth Γ-invariant function
that corresponds to v. The automorphic distribution τ completely determines the
embedding of π∞ into L
2
ω∞(Γ\G(R)) [22,23]. Also, as we shall explain shortly, the
finite adeles act on the automorphic distribution τ . In effect, τ completely encodes
the original automorphic representation π.
We should alert the reader to the use of the symbol ∞ in two very different
senses: as subscript, ∞ refers to the archimedean place, and as superscript to the
degree of differentiability of functions and of vectors in representation spaces. Both
conventions are completely standard; deviating from the customary notation might
be more confusing than the dual meaning of ∞ as subscript and superscript.
As a continuous linear functional on the smooth vectors for π∞, the automorphic
distribution τ should be regarded as a distribution vector for the dual representation
π′∞. Theorems of Casselman [3] and Casselman-Wallach [4, 32] imply that any
representation of G(R), in particular the Hilbert dual π′∞ of π∞, can be embedded
into some principal series representation. Analogously, the space of distribution
vectors2 for π′∞ can then be realized as a closed subspace of the space of distribution
1“Distribution” for us refers to “generalized functions”, so that scalar valued distributions are
dual to smooth measures, and include, for example, continuous functions.
2The space of distribution vectors carries a natural topology; see [26], for example
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vectors for the dual principal series representation:
(2.8) (π′∞)
−∞ →֒ V −∞λ,δ for some λ ∈ C
n and δ ∈ (Z/2Z)n ;
for details, see [26]. In general this embedding is not unique. When it is not,
the particular choice of embedding parameters (λ, δ) will not matter for most of
the discussion. However, in order to eliminate unwanted poles of the L-function
associated to π – or equivalently, to τ – we shall eventually play off the various
possible choices against each other.
The realization (2.8) allows us to view τ as an element of C−∞(X,Lλ−ρ,δ)Γ.
The automorphic distribution τ can be further realized as distributions on N(R)
by (2.7): even though distributions are not normally determined by restrictions
to dense open sets, this is the case for automorphic distributions because the Γ-
translates of N(R) cover all of X . Details of this procedure can be found, for
example, in [25, §2].
The adelic automorphic representation π accounts for many simultaneous realiza-
tions of π∞, corresponding to the restrictions to G(R) of functions on G(Q)\G(A)
which correspond to pure tensors for π = ⊗p≤∞πp. We now indicate how to adelize
the automorphic distribution of the previous paragraph, summarizing from [25, §5].
Each right translate of these functions by a fixed element of G(Af ) gives rise to
an automorphic distribution, too; it is automorphic under a conjugate of Γ. This
gives a map from G(Af ) to automorphic distributions on G(R), which we write as
τ(g∞× gf ). We stress that this notation signifies that for each fixed parameter gf ,
τ(g∞ × gf ) is an automorphic distribution in the g∞ ∈ G(R) variable. It satisfies
the property that for any γ = γ∞ × γf ∈ G(Q) (regarded as diagonally embedded
in G(A), the distributions τ(γ∞g∞ × γfgf) and τ(g∞ × gf) have equal integrals
against any smooth function of compact support in g∞ ∈ G(R). Since it is invariant
under multiplication on the left by any element of G(Q), we shall call the resulting
object τ an adelic automorphic distribution on G(A).
The remainder of this subsection concerns the Fourier expansions of automorphic
distributions. Let ψ+ be the unique additive character of A which is trivial on Q
and whose restriction to R is ψ+(a∞) = e
2πia∞ . The composition ψ+ ◦ c, where
(2.9) c : (nij) 7→ n1,2 + n2,3 + · · ·
is the sum of the entries just above the diagonal of a matrix, gives a nondegenerate
character of N(Q)\N(A). Recall the global Whittaker integrals for an automorphic
representation π:
(2.10) Wφ(g) =
∫
N(Q)\N(A)
φ(ng)ψ+(c(n))
−1 dn , φ ∈ π ,
where the Haar measure dn on N(A) is normalized to give the (compact) quotient
N(Q)\N(A) volume 1. The adelic Whittaker distribution is the analogous integral
for τ :
(2.11) w(g) = wτ (g) =
∫
N(Q)\N(A)
τ(ng)ψ+(c(n))
−1 dn ,
or in terms of the left translation operator ℓ(n) : τ(g) 7→ τ(n−1g),
(2.12) w = wτ =
∫
N(A)/N(Q)
ℓ(n)τ ψ+(c(n)) dn .
THE ARCHIMEDEAN THEORY OF THE EXTERIOR SQUARE L-FUNCTIONS OVER Q 7
This integration is shown in [25, §5] to define a function of gf ∈ G(Af ) with values
in C−∞(G(R)).
The adelic automorphic distribution can be reconstructed as a sum of left trans-
lates of w by the formula
(2.13) τ(g) =
∑
γ ∈Nn−1(Q)\GL(n−1,Q)
w (( γ 1 ) g) ,
where Nn−1 is the subgroup of unit upper triangular matrices in GL(n − 1) ([25,
(5.14)]). It is shown in [25, Proposition 5.13] that there exists a realization of π∞
within the automorphic representation π, and a corresponding adelic automorphic
distribution τ , such that the integral (2.11) factorizes as
(2.14) w(g) = w∞(g∞)
∏
p<∞
Wp(gp) ,
where the Wp are taken to be arbitrary elements of the Whittaker model Wp of
πp for finitely many primes p, and the standard spherical Whittaker function (i.e.,
whose restriction to G(Zp) is identically 1) at all other primes. The distribution
w∞ ∈ V
−∞
λ,δ satisfies the transformation property w∞(ng) = ψ+(c(n))w∞(g) for all
n ∈ N(R). It is a scalar multiple of a distribution wλ,δ whose restriction to the
open cell (2.2) is the continuous function defined by the formula
(2.15)
wλ,δ
 1 x1 ⋆ ⋆ ⋆1 x2 ⋆ ⋆. . . ⋆ ⋆
1 xn−1
1
 a1⋆ a2
⋆ ⋆
. . .
⋆ ⋆ ⋆ an−1
⋆ ⋆ ⋆ ⋆ an

= e(x1 + · · ·+ xn−1)
n∏
j=1
|aj |
(n+1)/2−j−λj sgn(aj)
δj ,
where
(2.16) e(z) =def e
2πiz ;
that scalar can be normalized out, or shifted to one of the Wp, allowing us to
assume w∞ = wλ,δ for the rest of the paper. Formula (2.14) is thus analogous to
the classical Whittaker integral (2.10) of a pure tensor φ; the only difference is that
the archimedean Whittaker function is replaced by wλ,δ.
The dual of the automorphic representation π has an automorphic distribution
that can be constructed directly from τ using the contragredient map
(2.17) g 7→ g˜ , g˜ = wlong(g
t)−1w−1long , with wlong =
(
1
·
·
·
1
)
,
which defines an outer automorphism of G = GL(n) that preserves the subgroups
GL(n,Zp), B−, and N . The contragredient adelic automorphic distribution is
defined by
(2.18) τ˜ (g) =def τ (g˜) ,
and defines a map from G(Af ) to automorphic distributions in V
−∞
λ˜,δ˜
with principal
series parameters
(2.19) λ˜ = (−λn,−λn−1, . . . ,−λ1) , δ˜ = (δn, δn−1, . . . , δ1) .
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2.2. Mirabolic Eisenstein distributions and pairings. The pairing we use to
obtain the exterior square L-function on GL(2n) involves automorphic distributions
for Eisenstein series induced from a one dimensional representation of the so-called
mirabolic subgroup P ′, the standard upper triangular (n− 1, 1) parabolic subgroup
of G = GL(n). The mirabolic Eisenstein series originally appear in papers of
Jacquet-Shalika [12,13], and in particular are prominent ingredients in the integral
representations [2,13] of the exterior square L-functions, the latter of which served
as an inspiration for the distributional pairing used in this paper. In this subsection
we summarize the pertinent properties of the mirabolic Eisenstein distributions
from [25, §3 and §5].
Let V be n-dimensional vector space with standard basis {e1, . . . , en}, viewed as
an algebraic group of row vectors defined over Z. Let Φ∞ denote the δ-function at
any nonzero point in V (R), and let Φp be a Schwartz-Bruhat function on V (Qp)
for p < ∞ – that is, a locally constant function of compact support. The latter is
unramified when it is the characteristic function of V (Zp).
Suppose now that Φ(g) =
∏
p≤∞Φp(gp) is a product of such Φp which are
unramified for all but finitely many p, and that ω and χ are finite order characters
of Q∗\A∗ (specifically, we shall let ω be the central character of π, and χ the
adelization of a Dirichlet character of parity η ∈ Z/2Z). The integral
(2.20) I(g, s) = χ(det g)−1 | det g|s
∫
A∗
Φ(entg) |t|
ns χ−n(t)ω(t) d∗t
is shown in [25, §5] to define a distribution in g∞ ∈ GL(n,R) for any fixed value of
gf ∈ GL(n,Af ), and the periodization
(2.21) E(g, s) =
∑
γ∈P ′(Q)\G(Q)
I(γg, s) ,
convergent in the strong distributional topology for Re s > 1, defines an adelic au-
tomorphic Eisenstein distribution: a map from G(Af ) to automorphic distributions
on G(R). It has a meromorphic continuation to s ∈ C− {1} with at most a simple
pole at s = 1. These statements remain valid when Φ is replaced by a finite linear
combination of such products. In this paper, we always keep Φ∞ equal to δe1 , the
δ-function at e1 ∈ V (R). The central character of E is ω−1, inverse to the central
character ω of the cuspidal automorphic distribution τ from the previous subsec-
tion. Since Φ factors as Φ∞ × Φf , with Φf a Schwartz-Bruhat function on V (Af ),
the integral (2.20) also factorizes as a product I(g∞ × gf , s) = I∞(g∞, s)If (gf , s),
where I∞(g∞, s) represents the integral restricted to R
∗.
The restriction of E(g, s) to G(R) is a distribution vector for a certain degenerate
principal series which we now define. Let P− = wlongP
′wlong. The quotient
(2.22) Y = G(R)/P−(R)
can be naturally identified with the projective space of hyperplanes in Rn, and is
called a generalized flag variety, in analogy to (2.1). Let
(2.23) U =

 1 ∗ . . . ∗1 0
0 . . .
1

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be the “opposite” of the unipotent radical of P−. In analogy to (2.2), we can
identify its real points with the open Schubert cell in Y ,
(2.24) U(R) ≃ U(R) · eP−(R) →֒ Y ,
because U and P− intersect trivially.
Any character of P−(R) that is trivial on the identity component of the center
Z(R) of G(R) has the form
(2.25) χs,ε,η
( a 0 . . . 0
∗
... B
∗
)
= |a|(n−1)(s−1) sgn(a)ε+η | detB|1−s sgn(detB)η ,
for some s ∈ C and ε, η ∈ Z/2Z. It uniquely defines a G-equivariant C∞ line bundle
Ls,ε,η → Y on whose fiber at eP−(R) the isotropy group P−(R) acts by χs,ε,η. Left
translation by the group G(R) exhibits
(2.26)
W∞s,ε,η = C
∞(Y,Ls,ε,η) ≃
{f ∈ C∞(G(R)) | f(gp) = χs,ε,η(p
−1)f(g) for g ∈ G(R), p ∈ P−(R)}
as the space of smooth vectors for a degenerate principal series representation
Ws,ε,η. Analogously to (2.5-2.6), its space of distribution vectors W
−∞
s,ε,η is the
space of distribution sections of the same line bundle; that is, (2.26) remains valid
if all three superscripts are changed to −∞. In particular, distributions f ∈W−∞s,ε,η
transform on the right as follows:
(2.27) f (g ( a⋆ B )) = |a|
n(1−s) sgn(a)ε+η sgn(detB)ηf(g) if |a|| detB| = 1 .
When Φ∞ = δe1 , a change of variables in (2.20) shows that I∞(g, s) obeys the same
transformation law, making the adelic Eisenstein distribution E(g, s) a map from
G(Af ) to automorphic distributions in W
−∞
s,ε,η.
2.3. Pairing of Automorphic Distributions. In this subsection we describe
our main analytic tool: the pairing of a cuspidal automorphic distribution against
a mirabolic Eisenstein distribution. The result is a meromorphic function of the
variable s that parameterizes the Eisenstein series. In the following sections we shall
identify this function with the exterior square L-function, multiplied by a product
of functions Gδ that are defined below in (2.38). We shall describe the pairing only
to the extent needed for our present purposes. For the proof, and a generalization
to arbitrary Lie groups, we refer the reader to [24].
We use subscripts to distinguish the different groups and flag varieties involved
in the pairing: for example, Gk denotes GL(k), and Xk, Yk its flag varieties from
(2.1) and (2.22), respectively. The partition 2n = n+ n induces embeddings
(2.28) Gn ×Gn →֒ G2n , Xn ×Xn →֒ X2n .
The translates of the latter under the real points of the abelian subgroup
(2.29) Un,n =
{(
In ⋆
0n In
)}
⊂ G2n
are disjoint, giving the embedding
(2.30) Un,n(R)×Xn ×Xn →֒ X2n
a dense open image.
We define the character
(2.31) θ : Un,n(A) −→ C
∗ , θ
(
In A
0n In
)
= ψ+(trA) ,
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where again ψ+ is the standard additive character on Q\A from section 2.1. If f1
and f2 ∈ Xn are in general position, their isotropy subgroups are Borel subgroups
whose intersection is a Cartan subgroup of GLn(R). As the latter acts with an open
orbit on Yn ≃ RP
n−1, Gn(R) acts with an open orbit on the triple product Xn ×
Xn×Yn; in fact, the action provides a local diffeomorphism between a neighborhood
of the identity in Gn(R)/Zn(R) and a neighborhood of an arbitrary point in the
open orbit.
Let φ ∈ C∞c (Gn(R)) have total integral 1, and let (f1, f2, f3) ∈ Xn × Xn × Yn
be a point in the open orbit. With E(s) as in (2.21), the automorphic pairing is
defined as
(2.32)
P (τ, E(s)) =
∫
Zn(A)Gn(Q)\Gn(A)
F (g) dg , where
F (g) =
∫
Gn(R)
[∫
Un,n(Q)\Un,n(A)
τ
(
u
(
ghf1
ghf2
))
θ(u)du
]
E(ghf3, s)φ(h) dh .
Using the properties of the open orbit as well as decay estimates for F (g), this
integral is shown to be well defined in [25, §4-5], though it is important that the
integration be done in the order specified in order to make sense. The integrations
defining F (g) smooth the distribution to give a function on Gn(A) which is invariant
under the center Zn(A), because τ and E have opposite central characters ω and
ω−1, respectively. This property of the finite order character ω means that
(2.33) λ1 + λ2 + · · ·+ λ2n = 0 and δ1 + δ2 + · · ·+ δ2n ≡ ε+ n η (mod 2)
(cf. (2.20)). At full level ω is trivial, and invariance under −e ∈ G2n(Z) forces
the second sum to be zero. The overall invariance under the center means that
the smoothing over h ∈ GL(n,R) really drops to one over SL±n (R), the group of
n× n real matrices with determinant ±1. The u-integration appears in [13] and is
commonly known as a “Shalika period”. Indeed, the integral (2.32) is very closely
modeled on the integral representation in [13]. We require the distributional analog
because it is possible to compute it explicitly as the exterior square L-function times
a ratio of Gamma factors, which is apparently not possible for the Jacquet-Shalika
integral. We should also emphasize that even though there is a test function φ in
the definition of the pairing, the value of the pairing is independent of it:
2.34. Theorem ([24, 25]). For every test function φ ∈ C∞c (Gn(R)) the result of
the inner two integrations in (2.32) is a left Gn(Q)- and Zn(A)-invariant function
on Gn(A), whose restriction to Gn(R) is smooth and left invariant under some
congruence subgroup Γ′ ⊂ GL(2n,Z). This function is moreover integrable over
Γ′\Gn(R)/Zn(R), and its integral over this quotient (which equals P (τ, E(s)) times
the index of Γ′) is holomorphic for s ∈ C − {1}, with at most a simple pole at
s = 1. If
∫
Gn(R)
φ(g) dg = 1, as we have assumed, the integral does not depend on
the choice of the function φ.
Let φθ(u) equal the product of θ(u) with an arbitrary function φU ∈ C∞c (Un,n(R))
of total integral 1, and consider the integral
(2.35)
Φ(g2n, gn) =∫
Gn(R)
∫
Un,n(R)
τ
(
g2nu
(
hf1
hf2
))
E(gnhf3, s)φθ(u)φ(h) du dh .
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Both τ and E are now together smoothed over a dense open subset of the full
flag variety for G2n(R)×Gn(R), making Φ a smooth automorphic function on this
group. Because the smoothing on the right commutes with left translation,
(2.36) F (g) =
∫
Un,n(Q)\Un,n(A)
Φ (u ( g g ) , g) θ(u) du
([24, Lemma 3.9]). Thus the pairing P (τ, E(s)) is the integral of a Shalika period
of a smooth, automorphic function, over Zn(A)Gn(Q)\Gn(A). Jacquet-Shalika’s
integral representation [13] for the exterior square involves integration over the
same domains, but of a different type of function.
The value of the pairing depends on the choice of flag representatives f1, f2, and
f3. To be concrete, we shall choose
(2.37) f1 = In , f2 =
(
0 ··· 0 1
... . .
.
0 1
1 0 ··· 0
)
, and f3 =
( 1 1 ··· 1
0
... In−1
0
)
,
which in fact determine an open Gn(R) orbit as required. The value of the pairing is
unchanged if the base points are simultaneously multiplied by an element of Gn(R)
on the left, and changes by a factor of automorphy coming from (2.6) and (2.26)
if individually multiplied on the right. We use this in section 3 to switch to base
points which are more convenient for a computation there.
The Eisenstein distributions, like Eisenstein series, have functional equations re-
lating s and 1− s. The pairing P (τ, E(s)), too, inherits such a functional equation
from them, as of course will the exterior square L-functions that they will be shown
to represent. We use this in particular to derive the functional equation of the exte-
rior square L-functions for full level forms; the weaker, general functional equation
enters into the proof of theorem 1.5 to extend full holomorphy from Re s ≥ 1/2 to
all of C. The statement involves the functions
(2.38) Gδ(s) =
∫
R
e(x) (sgn(x))
δ |x|s−1 dx =
{
2(2π)−s Γ(s) cos πs2 if δ = 0
2(2π)−s Γ(s) sin πs2 if δ = 1
which show up in all known functional equations of L-functions. The integral is
conditionally convergent for 0 < Re s < 1, and meromorphically continues to C via
the formula on the right, a formula that can be more succinctly summarized as
(2.39) Gδ(s) = i
δ ΓR(s+ δ)
ΓR(1− s+ δ)
, with ΓR(s) = π
−s/2Γ( s2 ) and δ ∈ {0, 1}
using Gamma function identities.
The functional equation of the pairing is calculated in [25, (5.28)] to be
(2.40)
P (τ, E(1 − s)) =
N2ns−s−n
n∏
j=1
Gδn+j+δn+1−j+η(s+ λn+j + λn+1−j)P (τ
′, E′(s)) ,
where τ ′ is a translate of the contragredient automorphic distribution τ˜ defined in
(2.18–2.19), and E′ is a mirabolic Eisenstein distribution induced from a possibly
different linear combination of Φ’s (each having Φ∞ = δe1). The translate is by an
element of GL(2n,Q) which is ramified only at places that τ and E(s) are. In the
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special case that τ is invariant under GL(2n,Z), N = 1, ω is trivial, and ε ≡ η ≡ 0
(mod 2), the relation simplifies to
(2.41)
P (τ, E(1 − s)) =
(−1)δ1+···+δn
∏n
j =1
Gδn+j+δn+1−j(s+ λn+j + λn+1−j)P (τ˜ , E(s)) ,
in which the Eisenstein data on both sides corresponds to the unramified choice at
all p <∞, and δe1 for p =∞ (see [25, (4.26)]).
3. Exterior square unfolding on GL(2n,R)
In this section we explain how the pairing of automorphic distributions “unfolds”
into a product of local integrals, one for each place p ≤ ∞ of Q. There are two pos-
sible approaches to unfolding distributional pairings such as ours that are patterned
from integral representations of L-functions. The first, carried out for the exterior
square L-functions on GL(4) in [23], works directly with the Fourier expansion of
the automorphic distribution τ , and proceeds through a chain of intermediate pair-
ings analogous to (2.32). The second approach reduces the distributional unfolding
statement to the corresponding unfolding of the classical integral representation.
For space reasons we shall execute the latter, as it allows us to quote from [13]. It
is additionally possible to execute a hybrid argument that uses the mechanics of
the classical unfolding, but applied to the smoothed function (2.35).
Throughout this section we assume that Re s is arbitrarily large, an assumption
that is always made when identifying Dirichlet series, and which entails no loss of
generality. The unfolding involves the “card shuffle” permutation matrix
(3.1) σ =

1
1
1
1
1
1
. . .
. . .
1
1
 , detσ =
{
+1, n ≡ 0, 1 (mod 4)
−1, n ≡ 2, 3 (mod 4) ,
which sends the elementary basis vectors
(3.2)
e1, e2, e3, . . . , en, en+1, en+2, . . . , e2n
to e1, e3, e5, . . . , e2n−1, e2, e4, . . . , e2n ,
respectively. In other words ek is mapped to e2k−1 (mod 2n−1) and
(3.3)
the (i, j)-th entry of g equals the
(2i− 1, 2j − 1)-th entry (mod 2n− 1) of σgσ−1,
for 1 ≤ i, j, k ≤ 2n− 1. This permutation maps the positive Weyl chamber for the
diagonal image of GL(n) →֒ GL(2n) into a positive Weyl chamber for the ambient
group. We regard σ ∈ GL(2n,Q), the diagonally-embedded rational subgroup of
GL(2n,A) that the adelic automorphic distribution τ is invariant under.
Let us recall the adelic Whittaker distribution (2.14), Φ from (2.20), and the
subgroups N and Z of G = GL(n) from section 2.1. The unfolding of the distri-
butional pairing results in products of the nonarchimedean integrals considered by
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Jacquet-Shalika in [13],
(3.4)
Ψp(s,Wp,Φp) =∫
N(Qp)\G(Qp)
∫
L0(Qp)
Wp (σℓ (
g
g )) Φp(eng) | det g|
s χ(det g)−1 dℓ dg
for p < ∞, where L0 is the subgroup of matrices in Un,n for which the top right
n×n block in (2.29) is strictly lower triangular. Jacquet-Shalika proved this integral
is absolutely convergent for Re s sufficiently large; moreover, so is the product of
these integrals over all primes p.
Jacquet-Shalika’s unfolding of their integral representation involves these nonar-
chimedean factors, as well as an archimedean integral of the form (3.4), in which
Φ∞ is a Schwartz function on R
n. Our strategy will be to show that our distribu-
tional pairing (2.32) is an instance of Jacquet-Shalika’s global integral from [13, §5],
and to compute its unfolded factors. However, we first will make some independent
remarks about how the archimedean integral that arises can also be viewed as a
local pairing of distributions. Namely, consider the integral
(3.5)∫
Z(R)N(R)\G(R)
∫
G(R)
∫
L0(R)
wλ,δ
(
σℓ
(
ghf1
ghf2
))
I∞(ghf3, s)φ(h) dℓ dh dg .
This differs from the Jacquet-Shalika archimedean integral in that it involves the
Whittaker distribution wλ,δ from (2.15) and a distribution I∞, as opposed to
smooth functions. It is similar to the global pairing (2.32) in that it first involves
the smoothing of a distribution by right convolution with a smooth function of com-
pact support. As such it can be thought of as a local pairing between the Whittaker
distribution wλ,δ ∈ V
−∞
λ,δ and I∞; the latter is a distribution vector, specifically a
δ-function, for the degenerate principal series Ws,ε,η, as in (2.26) and [25, (5.22)].
In (2.35-2.36) we saw that the global pairing could alternatively be computed us-
ing an additional smoothing performed on τ by the function φθ ∈ C∞c (Un,n(R))
because of [24, lemma 3.9]. A similar argument shows that the inner integration in
(3.5) can be rewritten as
(3.6)
∫
L0(R)
wλ,δ
(
σℓ
(
ghf1
ghf2
))
dℓ
=
∫
L0(R)
∫
Un,n(R)
wλ,δ
(
σℓ ( g g )u
(
hf1
hf2
))
φθ(u) du dℓ .
Indeed, after performing the change of variables u 7→ ( g g )
−1
u ( g g ), φθ(u) remains
the product of the conjugation-invariant character θ(u) with a smooth function of
compact support and total integral 1, while the measure du is unchanged; this
change of variables puts u immediately after ℓ in the argument of wλ,δ. We can
uniquely factor u = ℓ′n′ = n′ℓ′, where ℓ′ ∈ L0(R) and n′ = ( I XI ), with X upper
triangular. The factor ℓ′ can be removed by reversing the order of integration
and then changing variables in ℓ, while the factor n′ can be removed by using the
fact that the Whittaker transformation character ψ+(c(σn
′σ−1)) = e(trX) = θ(u).
Hence the U -integration drops out, and the right hand side equals the left hand
side.
We now insert (3.6) into (3.5). The extra smoothing over Un,n(R) resmooths
the L0-integration, meaning that the latter can be passed outside of the h ∈ G(R)
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integration. We conclude that (3.5) is the integral over Z(R)N(R)\G(R) and L0(R)
of a functionWprod(σℓ (
g
g ) , g), whereWprod(g2n, gn) ∈ C∞(GL(2n,R)×GL(n,R))
is the right convolution of wλ,δ(g2n)I∞(gn, s) against a function in C
∞
c (GL(2n,R)×
GL(n,R)). Using the Dixmier-Malliavin factorization theorem [6] and a Fourier
transform argument analogous to the one in the proof of [14, Lemma (8.3.3)], it
is possible to show the rapid decay and absolute convergence of this integration,
and hence of the local pairing (3.5). The local pairing is independent of the choice
of smoothing function φ (up to normalization by its total integral), by modifying
the de Rham argument that shows this independence for the global pairing in
theorem 2.34 (see [24, §4]). Thus one can independently make sense of (3.5), and
think of the global pairing as factoring as an L-function times it. We emphasize,
however, that this is not the approach we take in the calculation below.
Our reduction to the unfolding of [13] requires only a particular type of smooth-
ing, for which the integrability can be seen more directly. (In particular we do not
need to use the above remarks about the local pairing.) We remarked in section 2.3
that the diagonal action of G(R) on Xn×Xn×Yn produces a local diffeomorphism
between a neighborhood of the identity in G(R)/Z(R), and a neighborhood of the
base point (f1, f2, f3) ∈ Xn × Xn × Yn. Thus, when the representation parame-
ters λ, δ, s, ε, and η are fixed, any product of three functions of small support
around this base point, one for each factor, necessarily lifts to a smooth function
φ ∈ C∞c (G(R)/Z(R)). However, in view of its construction in terms of (f1, f2, f3),
smoothing by φ amounts to a separate smoothing of τ – by the product of the
smoothing functions on Xn ×Xn, viewed as function on GL(2n,R) – and of E by
the function on Yn, viewed as function on G(R). The additional Un,n-smoothing in
(2.35) also smooths τ , but not E. Taking into account (2.30), this Un,n-smoothing
combines with the smoothing over Xn × Xn to together smooth τ over an open
subset of X2n. If the supports of φθ in (2.35) and of the smoothing functions on
the two Xn factors are sufficiently small, the smoothing over X2n takes place over(
f1
f2
)
N ′(R)B−(R), where N
′ = N2n is the subgroup of unit upper triangular
matrices in GL(2n). For simpler reasons, the smoothing of E over Yn takes place
over f3U(R)P−(R), provided of course the smoothing function on the Yn factor has
sufficiently small support (see (2.24)). We have thus shown that Φ(g2n, gn) splits as
a product of separate smoothings of τ and E over open subsets of their respective
flag varieties, X2n and Yn:
(3.7) Φ(g2n, gn) =
∫
N ′(R)
∫
U(R)
τ
(
g2n
(
f1
f2
)
n′
)
E(gnf3u, s)φ
′(n′)φ′′(u) du dn′,
where both φ′ ∈ C∞c (N
′(R)) and φ′′ ∈ C∞c (U(R)) have support concentrated near
the identity.
In effect, the right hand side of (3.7) is a product of smooth automorphic
forms, one of which is a cusp form in the representation space of π, and the
other a mirabolic Eisenstein series of the type considered by Jacquet-Shalika (see
the comments following [25, (5.24)]). In particular, for such a smoothing func-
tion φ, the global pairing is an instance of the Jacquet-Shalika integral. Likewise,
Wprod(g2n, gn) splits as a product of functions in each variable: the archimedean
Whittaker function
(3.8) W∞(g2n) =
∫
N ′(R)
wλ,δ
(
g2n
(
f1
f2
)
n′
)
φ′(n′) dn′
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of that cusp form, and
(3.9) IJS,∞(gn, s) =
∫
U(R)
I∞(gnf3u, s)φ
′′(u) du ,
the archimedean component of the function that is periodized to form that Eisen-
stein series. The global integral hence splits as a product over all p ≤ ∞ of Jacquet-
Shalika local integrals. In this setting the archimedean integral Ψ∞(s,W∞,ΦJS,∞)
(i.e., the analog of (3.4) for p =∞) is equal to
(3.10)
Ψ∞(s, wλ,δ) :=
∫
Z(R)N(R)\G(R)
∫
L0(R)
W∞ (σℓ (
g
g )) IJS,∞(g, s) dℓ dg
=
∫
N(R)\G(R)
∫
L0(R)
W∞ (σℓ (
g
g ))ΦJS,∞(eng) | det g|
s sgn(det g)η dℓ dg ,
where
(3.11) ΦJS,∞(v) =
∫
U(R)
δe1(vf3u)φ
′′(u) du , v ∈ Rn ,
is the archimedean component of the global Schwartz function that Jacquet-Shalika
periodize their mirabolic Eisenstein series from (cf. (2.20) and [25, (5.20-5.21)]).
Because of the earlier discussion, the local pairing (3.5) is equal to Ψ∞(s, wλ,δ)
times a normalizing factor related to the total integral of the smoothing function
φ. The absolute convergence of the second integral in (3.10) is covered by Jacquet-
Shalika [13]. We have now shown:
3.12. Proposition. (Unfolding of the automorphic pairing) Assume that τ comes
from a pure tensor satisfying (2.14), that Re s is sufficiently large, and that the test
function φ ∈ C∞c (G(R)) splits the global pairing into a product of smoothings as in
(3.7). Then the pairing P (τ, E(s)) from (2.32) factorizes as the product
P (τ, E(s)) = Ψ∞(s, wλ,δ) ×
∏
p<∞
Ψp(s,Wp,Φp) .
As we mentioned above, the restriction on φ could be removed using the fact that
both the local pairing (3.5) and P (τ, E(s)) depend only on the total integral of φ.
Technically speaking the argument of [13] requires the decay estimate [26, theo-
rem 2.19] for smooth but not necessarily K-finite vectors, which was then known
to experts.
Jacquet and Shalika calculated their nonarchimedean local integrals in the un-
ramified case, i.e., when Wp is the standard spherical Whittaker function, Φp
is the characteristic function of V (Zp), and both ωp and χp are trivial on Z
∗
p
[13, Prop. 7.2]:3
(3.13) Ψp(s,Wp,Φp) = Lp(s, π, Ext
2 ⊗ χ) .
For example, when π corresponds to a full-level cusp form, then πp is unramified for
each p < ∞. If ω and χ are furthermore both trivial, then the pairing P (τ, E(s))
simplifies to
(3.14) P (τ, E(s)) = Ψ∞(s, wλ,δ) · L(s, π, Ext
2) ,
3The appearance of χ−1 in (3.4) instead of their χ is due to a different convention relating
Dirichlet characters to idele class characters.
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where L(s, π, Ext2) is the product over all the local factors for p < ∞. The func-
tional equation (2.41) applies to this case, with (3.14) adapted to the contragredient
automorphic distribution τ˜ ,
(3.15) P (τ˜ , E(s)) = (−1)δ2+δ4+δ6+···+δ2n ·Ψ∞(s, wλ˜,δ˜) · L(s, π˜, Ext
2) .
This is because the Whittaker integral (2.11) applied to (2.18) involves the inverse
character ψ−1+ . It can be converted back to ψ+ using automorphy under a diagonal
matrix with alternating ±1 entries; the sign comes from the value of the inducing
character χλ,δ on this matrix, (−1)δ1+δ3+δ5+···+δ2n−1 = (−1)δ2+δ4+δ6+···+δ2n .
We now focus on the computation of Ψ∞(s, wλ,δ) for Re s large. At this point it
is convenient for us to switch the base points f1, f2, and f3 from (2.37) to another
triple in the same orbit; this will be accomplished by right-translation in h by the
matrix
(3.16) h0 =

0 1 1 ··· 1
0 0 1 1
...
...
. . . 0 1 1
0 0 ··· 0 1
−1 1 1 ··· 1
 =

1 1
1 1
. . .
...
. . .
...
1 1
1


1
1 −1
... −1 −1
...
...
. . . −1
1 −1 ··· −1 −1
−1 1 ··· ··· 1 1
.
Every entry above the diagonal in the first matrix is 1, while every entry on and
below the diagonal in the last matrix is -1, except those indicated in the first column
and last row. Let wk denote the matrix wlong ∈ GL(k) from (2.17),
(3.17) wk =
(
1
1
. .
.
1
)
, det(wk) = (−1)
k(k−1)/2 .
Note that
(3.18) (wn−1 1 ) h0 wn = (
wn−1
1 ) h0 f2 =
 11 . . .
...
. . . 1
1 ··· 1 −1

and that the first row of wnh0
(
1 1
In−1
)
= wnh0f3 is [−1 0 0 · · · 0], where 1 denotes
the (n− 1)-dimensional row vector of all 1’s. The last matrices in lines (3.16-3.18)
are both lower triangular. It follows that we may reassign
(3.19) f1 =
(
In−1 1
t
1
)
, f2 = (
wn−1
1 ) , and f3 = wn
in (3.8-3.9), at the expense of multiplying by an overall sign:
(3.20) Ψ∞(s, wλ,δ) = κ1
∫
Z(R)N(R)\G(R)
∫
L0(R)
W∞ (σℓ (
g
g )) IJS,∞(g, s) dℓ dg ,
where κ1 = (−1)
δ2+···+δn−1+δ2n+ε+ηn(n+1)/2 (cf. the discussion following (2.37)).
The choice (3.19) will be in effect for the duration of the paper, and the sign κ1
will be taken into account when using the functional equation (2.40).
The integrand in (3.20) is smooth, and so the value of the integral is unchanged if
the range of g-integration is restricted to the dense open subset of lower triangular
matrices with bottom right entry 1. We may decompose such a matrix g uniquely
as a product g = bq of a matrix b in
(3.21) B−,n−1 =
C =
 c1,1 0 0 0... . . . 0 0
cn−1,1 ··· cn−1,n−1 0
0 0 0 1
 ,
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the group of lower triangular (n− 1) × (n− 1) matrices embedded into the upper
left corner, and q in Q, the group of unit lower triangular matrices which differ
from the identity matrix only in their bottom row. In these coordinates, the Haar
measure dg restricted to B−,n−1 ×Q is the product of
(3.22)
n−1∏
j=1
|cj,j |
j−(n+1)/2
 | detC|−(n+1)/2 ∏
1≤j≤i<n
dci,j
and the standard Haar measure dq on the unipotent subgroup Q. We shall abbre-
viate this measure more succinctly as |C−ρ|| detC|−(n+1)/2dCdq.
Consider the q-integration in (3.20),
(3.23)
∫
Q(R)
∫
U(R)
W∞
(
σℓ
(
Cq
Cq
))
I∞(Cqf3u, s)φ
′′(u) du dq .
The defining integral (2.20) has the property that
(3.24) I∞(Cqf3u, s) = | detC|
s sgn(detC)η I∞(qf3u, s) .
At the same time, Q and U are conjugate by the long Weyl group element wn =
f3, so (3.19) and the definition (2.20) (with our specific choice of Φ∞ = δe1 that de-
fines the Eisenstein distribution E) imply I∞(qf3u, s) = sgn(detwn)
ηδe(qwnuwn),
i.e., the two integrations collapse to the submanifold q = wnu
−1wn. Let us write
the matrix ℓ ∈ L0 as ( I ZI ), where
Z =
 0z1,1 0... . . . . . .
zn−1,1 ··· zn−1,n−1 0

is a strictly lower triangular matrix. The Haar measure on L0 is given by dℓ =
dZ =
∏
1≤j≤i<n dzi,j , and satisfies d(ZC
−1) = |C−ρ| | detC|−(n−1)/2 dZ.
Thus (3.20) can be written as
(3.25) κ′1
∫
Rn(n−1)/2
∫
Q(R)
∫
Rn(n−1)/2
W∞ (σ (C ZC ) (
q
q ))φ
′′(wnq
−1wn) ×
× |C−2ρ|| detC|s−n sgn(detC)η dZ dq dC ,
where κ′1 = κ1 sgn(detwn)
η = (−1)δ2+···+δn−1+δ2n+ε+nη.
Recall from the discussion following (3.7) that φ′ ∈ C∞c (N
′(R)) and φ′′ ∈
C∞c (U(R)) can be arbitrary functions of small support, subject to the condition
that the total integral of φ ∈ C∞c (G(R)) is equal to one. As the support shrinks,
the product of the total integrals of φ′ and φ′′ tends to one; this is because the
line bundle characters (implicitly used to set up the splitting of the integration on
the product of flag varieties) take values close to one near the identity. We shall
henceforth drop the total integral constraint on φ, but insist that φ′ and φ′′ are ap-
proximate identity sequences, with support concentrating on the identity element.
Then (3.25) converges to Ψ∞(s, wλ,δ) independently of which functions are chosen,
so long as their supports both shrink to zero.
At this point, φ′′ is the only remnant of the Eisenstein series, and it serves
to smooth W∞ – resmooth, in fact, in light of (3.8). For any fixed φ
′, shrinking
the support of φ′′ to {e} in (3.25) gives a well-defined limit that itself approaches
Ψ∞(s, wλ,δ) as the support of φ
′ shrinks to {e}. Thus we may replace φ′′ by a delta
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function at the identity element, and simplify (3.25) to the absolutely convergent
subintegration over q = e,
(3.26) κ′1
∫
Rn(n−1)
W∞ (σ ( C ZC )) dµ ,
where
(3.27) dµ = |C−2ρ|| detC|s−n sgn(detC)η dC dZ .
Define the family of approximate identities on N ′(R) by
(3.28) φ′t(n
′) = a2ρt φ
′(atn
′a−1t ) , t → ∞ ,
where the diagonal matrix at = diag(t
(n−1)/2, t(n−3)/2, . . . , t−(n−1)/2) takes the
value t on each positive simple root. Consider the Whittaker integral (3.8) with φ′t
in place of φ′ and without the flags,
(3.29) W∞,t(g2n) =
∫
N ′(R)
wλ,δ
(
g2n a
−1
t n
′at
)
φ′(n′) dn′ = aρ−λt W∞,1(g2na
−1
t ) ,
which converges to wλ,δ(g2n) as t → ∞ for g2n lying in the open Schubert cell
N(R)B−(R). We conclude that
(3.30) Ψ∞(s, wλ,δ) = lim
t→∞
κ′1 a
ρ−λ
t
∫
Rn(n−1)
W∞,1
(
σ (C ZC )
(
f1
f2
)
a−1t
)
dµ .
In particular, the limiting terms in the integrand defining Ψ∞(s, wλ,δ) are asymp-
totic limits of the Whittaker function in the negative Weyl chamber, a fact which
reflects the alternative construction of automorphic distributions as boundary val-
ues of automorphic forms [27]. In the next two sections we will derive a coordinate
change on C and Z that is more convenient for this integration.
4. Matrix Decompositions
In this section we restrict our attention to real groups, and shall identify the
algebraic groups of the previous sections with their real points for notational com-
pactness. Our calculations of the Gamma factors involve finding explicit unit upper
triangular representatives for cosets in G/B−, of G = GL(n,R) modulo the group
B− of invertible lower triangular matrices. In linear algebra this is sometimes called
the UDL decomposition4, and is computed by elementary column operations. Such
a decomposition for g = (gi,j) ∈ GL(n,R) exists if and only if the condition
(4.1) dk =def det
(
gk,k ··· gk,n
...
. . .
...
gn,k ··· gn,n
)
6= 0 , 1 ≤ k ≤ n
holds, in which case it is unique.
4.2. Lemma. Let g = (gi,j) be an n× n matrix with indeterminate entries. Then
there exist n× n matrices b+, a, b−, whose entries are polynomial functions of the
gi,j, with b+ upper triangular, a diagonal, b− lower triangular, satisfying the formal
identity
g = b+ a
−1 b− .
4More common are references to the so-called LU decomposition of a generic matrix g ∈
GL(n,R) as a product g = ℓu of a lower triangular matrix ℓ and an upper triangular unipotent
matrix u.
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The decomposition can be chosen so that all nonzero entries of b+ and b− are
determinants of subblocks of g obtained by removing rows and columns, and the
diagonal entries of a are products of two determinants of subblocks; concretely
ai,i =
(
det (gk,ℓ)i+1≤k,ℓ≤n
)(
det (gk,ℓ)i≤k,ℓ≤n
)
,
(b+)i,j = det (gk,ℓ) k=i or k>j
j≤ℓ≤n
for i ≤ j ,
(b−)i,j = det (gk,ℓ) j≤k≤n
ℓ=i or ℓ>j
for i ≥ j .
Zhelobenko [33] describes a less explicit formula of this type for GL(n). Fomin-
Zelevinsky [7] give a similar formula for any reductive matrix group. In principle,
our formula can be deduced from theirs, but it is just as easy to prove our formula
directly.
Proof. The crucial observation is that the entries of b+ do not change if g is mul-
tiplied from the right by a unipotent lower triangular matrix u : for i ≤ j, (b+)i,j
is the determinant of a matrix m obtained from g by omitting certain rows and
exactly the first j−1 columns; the passage from g to gu has the effect of multiplying
m on the right by the left bottom (n+1−j) square block of u, which does not affect
detm = (b+)i,j . In view of the UDL decomposition, there exists a unipotent lower
triangular matrix u whose entries depend rationally on those of g, such that gu is
upper triangular. Hence, and because of what was said just before, the identity of
the lemma holds for entries on and above the diagonal if and only if it holds for any
upper triangular matrix g. In that special case, the identity can be verified directly.
Switching the roles of left and right, as well as upper and lower, the identity for
entries on and below the diagonal follows the same way. 
4.3. Corollary. If g = nhn−, with n, h, n− upper triangular unipotent, diagonal,
and lower triangular unipotent, respectively, then
hi,i =
di
di+1
=
det
(
(gk,ℓ) k,ℓ≥i
)
det
(
(gk,ℓ) k,ℓ>i
) ,
ni,i+1 =
det
(
(gk,ℓ) k≥i, k 6=i+1
ℓ>i
)
di+1
=
det
(
(gk,ℓ) k≥i, k 6=i+1
ℓ>i
)
det
(
(gk,ℓ)k,ℓ>i
) .
Our next topic is choosing a convenient set of coordinates for the entries of
a matrix so that the factors hi,i and ni,i+1 have simple expressions. This will
ultimately be useful in our computation of the Gamma factors for L(s, π, Ext2) in
the next section.
4.4. Lemma. Let A = (ai,j) be an n × n matrix with indeterminate entries. Let
A′ = (a′i,j) be the matrix formed from A by replacing the entries ai,n in the last
column with entries a˜i,n such that for any 1 ≤ k ≤ n
(4.5) det
(
ak,k ··· ak,n−1 a˜k,n
...
. . .
...
...
an,k ··· an,n−1 a˜n,n
)
= (−1)n−k ak,n det
(
ak+1,k ··· ak+1,n−1
...
. . .
...
an,k ··· an,n−1
)
.
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Let A′′ = (a′′i,j) be the matrix formed from A by removing the last column. Then
for any 1 ≤ i ≤ n− 1 one has that
(4.6)
det
(
(a′k,ℓ) k≥i, k 6=i+1
ℓ>i
)
det
(
(a′k,ℓ)k,ℓ>i
) = ai,n
ai+1,n
+
det
(
(a′′k,ℓ) k≥i, k 6=i+1
ℓ>i−1
)
det
(
(a′′k,ℓ)k>i, ℓ>i−1
) ,
i.e., the difference between the quantities ni,i+1 for A
′ and A′′ is
ai,n
ai+1,n
.
For example, in the case n = 2 the matrix A′ is given by
(4.7) A′ =
(
a1,1 a˜1,2
a2,1 a˜2,2
)
=
(
a1,1 a1,2 +
a1,1a2,2
a2,1
a2,1 a2,2
)
,
and for i = 1 indeed
a˜1,2
a˜2,2
=
a1,2
a2,2
+
a1,1
a2,1
.
Proof. The assertion for a given value of i is independent of the matrix entries
that lie above and to the left of the lower right (n + 1 − i) × (n + 1 − i) block of
A. It therefore suffices to prove the result for i = 1. We must verify an assertion
about determinants of (n− 1)× (n− 1) subblocks, whose rightmost column is one
of the last two columns. As these are unchanged by adding linear combinations of
the left n − 2 columns to their last column, we may instead replace by A′ by the
matrix B, formed from A′ by replacing the last column by a vector of the form
(y1, y2, 0, . . . , 0). (This is possible since the ai,j are indeterminates.) Because of
property (4.5) for k = 2, and because these determinants are unchanged by this
column operation, we have that y2 = a2,n.
The left hand side of (4.6) is equal to
(4.8)
det
 ⋆ ··· ⋆ y1a3,2 ··· a3,n−1 0... . . . ... ...
an,2 ··· an,n−1 0

det
 ⋆ ··· ⋆ y2a3,2 ··· a3,n−1 0... . . . ... ...
an,2 ··· an,n−1 0
 =
y1
y2
=
y1
a2,n
.
At the same time, (4.5) shows that detB = detA′ = (−1)n−1a1,n detC, where C is
the submatrix of A formed by removing its first row and last column. Expanding
detB by minors along the last column gives the formula
(4.9) (−1)n−1 a1,n detC = detB = (−1)
n−1 y1 detC + (−1)
n y2 detD ,
where D is the submatrix formed from A by removing the second row and last
column. This shows that
a1,n
a2,n
= y1a2,n −
detD
detC , for y2 = a2,n. The determinants of D
and C are the numerator and denominator, respectively, of the last term in (4.6).
The lemma now follows from (4.8). 
In the previous lemma, we did not say anything about the existence of entries
a˜i,n which satisfy (4.5). Actually, this is not difficult to show, and since we will
rely on this type of change of coordinates repeatedly, we record it here as part of a
more general lemma.
4.10. Lemma. Let A = (ai,j) be an n×n matrix with indeterminate entries. Then
there exists a unique n × n matrix B = (bi,j), with entries of the form bi,j =
ai,j + ri,j , satisfying the following properties:
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(1) ri,j = 0 if i+ j ≤ n;
(2) the ri,j = ri,j(ak,ℓ) are rational functions of the ak,ℓ for which k ≥ i, ℓ ≤ j,
and (k, ℓ) 6= (i, j);
(3) det
(
bn−j+i,i . . . bn−j+i,j
...
. . .
...
bn,i . . . bn,j
)
= det
 0 0 0 an−j+i,j0 0 an−j+i+1,j−1 0
0 . .
.
0 0
an,i 0 0 0
 for any i <
j.
Proof. The conclusions of the lemma are inherited by the bottom left (n−1)×(n−1)
corner of B when the first index is reduced by one. We may therefore argue by
induction on n and assume that the bi,j , for i > 1 and j < n, are already known,
and that the identities asserted by the lemma are satisfied unless j = n. That
leaves the n equations corresponding to j = n and 1 ≤ i ≤ n to determine the n
coefficients bi,n, 1 ≤ i ≤ n – or equivalently, the corresponding modification terms
ri,n. We now proceed by downward induction on the index i. At each step, when
the determinant on the left of the relevant equation is expanded in terms of the
top row, the induction hypothesis insures that we get the term we want, plus j − 1
terms not involving bi,n at all, plus the product ± ri,n ai+1,n−1. That forces us to
choose ri,n so that this product cancels the sum of the other unwanted terms. In
other words, there is exactly one choice of ri,n resulting in the equality we need to
establish. 
Lemma 4.4 may be applied repeatedly to the matrix B of the previous lemma
to give the following formula for the components hi,i and ni,i+1 in corollary 4.3. In
simplifying to the following statement, we have used (3.17) to compute signs.
4.11. Corollary. With the notation of corollary 4.3, let g equal the matrix B from
lemma 4.10. Then one has that
hi = (−1)
n−i an,ian−1,i+1 · · ·ai,n
an,i+1an−1,i+2 · · ·ai+1,n
, 1 ≤ i ≤ n ,
and
ni,i+1 =
n∑
j=n+1−i
ai,j
ai+1,j
+
det
 ai,1 ai,2 ··· ai,n−iai+2,1 ai+2,2 ··· ai+2,n−i... . . . . . . ...
an,1 an,2 ··· an,n−i

det
 ai+1,1 ai+1,2 ··· ai+1,n−iai+2,1 ai+2,2 ··· ai+2,n−i... . . . . . . ...
an,1 an,2 ··· an,n−i
 , 1 ≤ i < n .
The denominator in the first formula is equal to one if n = i+1 (i.e., it is an empty
product). If the entries ai,j = 0 for i+ j ≤ n, then ni,i+1 =
∑n
j=n+1−i
ai,j
ai+1,j
.
The rest of this section concerns the UDL decomposition of the 2n× 2n matrix
σ (C ZC )
(
f1
f2
)
from the end of section 3, which we will then input into formula
(2.15) to give an explicit formula for wλ,δ evaluated on it, in terms of exponentials
and power functions. We will also perform a change of variables, similar to the
one in lemma 4.10, to simplify the form of this upper triangular matrix and the
ensuing calculation of the integral (3.26). Setting cj =
∑
i≤j ci,j , (
C Z
C )
(
f1
f2
)
=
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Cf1 Zf2
Cf2
)
has the form
(4.12)

c1,1 c1 0
c2,1 c2,2 c2 z1,1
c3,1 c3,2 c3,3 c3 z2,2 z2,1
...
...
. . .
. . .
... . .
.
. .
. ...
cn−1,1 cn−1,2 cn−1,3 ··· cn−1,n−1 cn−1 .
. . ··· zn−2,1
1 zn−1,n−1 zn−1,n−2 ··· zn−1,1
c1,1
c2,2 c2,1
. .
.
. .
. ...
cn−1,n−1 cn−1,n−2 ··· cn−1,1
1

.
The last row and column of this matrix and of the permutation matrix σ are zero
except for the 1 in their last entry. To consider the decomposition of the 2n × 2n
matrix σ (C ZC )
(
f1
f2
)
in NB−, it therefore suffices instead to study its upper
(2n− 1)× (2n− 1) block
(4.13) A =

c1,1 0 ··· c1 0
0 0 ··· 0 c1,1
c2,1 c2,2 0 ··· c2 z1,1
0 0 0 ··· 0 c2,2 c2,1
. . .
c3 z2,2 z2,1
0 . .
.
. .
. ...
...
...
. . .
... 0
...
...
...
... 0 0 0 cn−2,n−2 ··· cn−2,1
cn−1,1 cn−2,2 ··· cn−1,n−1 cn−1 0 zn−2,n−2 ··· zn−2,1
cn−1,n−1 cn−1,n−2 ··· cn−1,1
1 zn−1,n−1 zn−1,n−2 ··· zn−1,1

.
Having defined this matrix A, we will now change its coordinates in a way very
similar to that in lemma 4.4. Since some of the variables occur multiple times in A,
this must be done more delicately. If x is one of the variables on the right hand side
of A, we will use the notation Ax to denote the unique contiguous square submatrix
of A whose upper right corner has the entry x, and whose bottom row is the bottom
row of A. More generally, we shall also use this subscript notation to denote the
block of the same location in other matrices derived from A.
Now we describe the actual change of variables. Starting with x = z1,1 and
continuing in order to z2,1, z2,2, z3,1, z3,2, . . . , zn−1,n−1 (i.e., go left as far as possible
in each row, then down to the rightmost entry two rows below), consider detAx,
which is a linear combination of the entries in the top row of Ax. Shift this x = zi,j
by the unique amount such that the determinant is now a linear function of zi,j;
in other words, replace zi,j by the unique expression z˜i,j so that detAx becomes
(−1)k−1zi,j detAci+1,j+1 , where k is the size of the block Ax. The difference z˜i,j−zi,j
is a rational function of the other variables in the block Ax, so updates to later zi,j
may affect earlier z˜i′,j′ because of this.
After completing the change of variables in the zi,j ’s, we turn to the ci,j ’s. Be-
cause of their positioning within the matrix, some terms do not need to be shifted:
(4.14) c˜j,j = cj,j and z˜n−1,j = zn−1,j , for 1 ≤ j ≤ n− 1 .
Starting with x = cn−1,1 and continuing in order to cn−1,2, . . . , cn−1,n−2, cn−2,1,
cn−2,2, . . . , c3,1, c3,2, c2,1 (i.e., left and then up, skipping all cj,j), we replace ci,j by
the unique expression c˜i,j such that the determinant ofAx becomes (−1)
k−1ci,j detAzi,j+1 ,
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where k is the size of the block. The difference c˜i,j − ci,j is, likewise, a rational
function of the other variables in the block Aci,j .
It is important to keep in mind that this second step of changing variables
ci,j  c˜i,j also results in updating some of the z˜i,j , further changing them. Let B
denote the matrix A after all these changes have been performed; if we set
(4.15) c˜j =
∑
i≤j
c˜i,j ,
then the entries of B are simply the tilded versions of the respective entries of A,
and one has the relations
(4.16) detBx =
{
(−1)k−1 zi,j detBci+1,j+1 , x = zi,j
(−1)k−1 ci,j detBzi,j+1 , x = ci,j ,
where again k is the size of the block Bx.
In what follows we will use some auxiliary quantities formed from the entries of
B. For 1 ≤ j ≤ n− 1, set
(4.17) ej = det

0 0 ··· 0 c˜j+1,j+1 c˜j+1,j
...
... . .
.
. .
. ...
...
0 c˜n−2,n−2 c˜n−2,n−3 ··· c˜n−2,j+1 c˜n−2,j
c˜n−1,n−1 c˜n−1,n−2 c˜n−1,n−3 ··· c˜n−1,j+1 c˜n−1,j
z˜n−1,n−1 z˜n−1,n−2 z˜n−1,n−3 ··· z˜n−1,j+1 z˜n−1,j
 ,
and
(4.18) sj =
(−1)1+(n−j)(n−j+1)/2 c˜j ej
cj,j · · · cn−2,n−2 cn−1,n−1
.
When j = n− 2, the determinant is to be interpreted as det
(
c˜n−1,n−1 c˜n−1,n−2
z˜n−1,n−1 z˜n−1,n−2
)
=
−cn−1,n−2 zn−1,n−1, while for j = n− 1 it is simply zn−1,n−1.
4.19. Lemma. With sj as given in (4.18), one has that
n−1∑
j=1
sj =
n−1∑
j=1
zn−1,j .
Proof. We will prove the equivalent identity
(4.20)
n−1∑
j=1
(−1)
n(n−1)− (n−j)(n−j+1)
2 c˜j ej c1,1 · · · cj−1,j−1
= − (−1)
n(n−1)
2 c1,1 · · · cn−1,n−1
n−1∑
j=1
zn−1,j .
Consider the n× n matrix
(4.21)

0 0 ··· 0 c˜1,1
...
... . .
.
c˜2,2 c˜2,1
0 0 . .
. ...
...
0 c˜n−1,n−1 ... c˜n−1,2 c˜n−1,1
−
∑n−1
j=1 zn−1,j zn−1,n−1 ... zn−1,2 zn−1,1
 ,
whose determinant is the right hand side of (4.20). The value of the determinant
is unchanged after adding each of the last n− 1 columns to the first, and therefore
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also equals
(4.22) det

c˜1 0 ... ... 0 0 c˜1,1
c˜2
... . .
.
0 0 c˜2,2 c˜2,1
c˜3
... . .
.
0 c˜3,3 c˜3,2 c˜3,1
c˜4 0 0 c˜4,4 c˜4,3 c˜4,2 c˜4,1
... . .
.
. .
.
. .
.
. .
. ...
...
c˜n−1 c˜n−1,n−1 ... c˜n−1,4 c˜n−1,3 c˜n−1,2 c˜n−1,1
0 zn−1,n−1 ... zn−1,4 zn−1,3 zn−1,2 zn−1,1
 .
Expanding this last determinant by minors along the first column yields
(4.23)
n−1∑
j=1
(−1)j−1 c˜j ej [(−1)
nc1,1] · · · [(−1)
n−j+2cj−1,j−1] .
Both the sign here and the sign on the left hand side of (4.20) equal
∏n−1
k=n−j+1(−1)
k,
so (4.23) equals the expression on the left hand side of (4.20). 
As in lemma 4.4, the reason for changingA to B is to find a simpler expression for
its upper triangular representative moduloN−. This representative, or at least what
we need of it for our computations, is described in the following two propositions.
4.24. Proposition. When all ci,j and zi,j are nonzero, the matrix B has a unit
upper triangular representative modulo B−, the sum of whose entries just above the
diagonal is
(4.25)
∑
1≤j≤i<n
ci,j
zi,j
+
∑
1≤j≤i<n−1
zi,j
ci+1,j
−
n−1∑
j=1
zn−1,j .
At this point it is also possible to explicitly write down the diagonal entries of
the lower triangular factor; however, we postpone this until after the statement of
proposition 4.28 below, which gives additional information.
Proof. Recall the explicit formula for these quantities denoted ni,i+1 that was given
in corollary 4.3. Suppose momentarily that the terms c˜j , 1 ≤ j < n, were not
present in the matrix B. Then lemma 4.10 would show that the sum of the ni,i+1,
over 1 ≤ i ≤ 2n − 2, equals the expression in (4.25) – but without the last term
−
∑n−1
j=1 zn−1,j. Instead, according to lemma 4.4, the effect of the c˜j ’s is to shift
n2j−1,2j by the ratio of determinants
(4.26)
det

c˜j
cj+1,j+1 c˜j+1 z˜j,j
cj+1,j+1 c˜j+1,j
cj+2,j+2 c˜j+2 z˜j+1,j+1 z˜j+1,k
. . .
... . .
. ...
cn−1,n−1 c˜n−1 .
. . . .
. ...
cn−1,n−1 ··· ··· c˜n−1,j
1 zn−1,n−1 ··· ··· zn−1,j

det

cj,j
cj+1,j+1 c˜j+1 z˜j,j
cj+1,j+1 c˜j+1,j
cj+2,j+2 c˜j+2 z˜j+1,j+1 z˜j+1,k
. . .
... . .
. ...
cn−1,n−1 c˜n−1 .
. . . .
. ...
cn−1,n−1 ··· ··· c˜n−1,j
1 zn−1,n−1 ··· ··· zn−1,j

,
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which simplifies to
c˜jej
cj,j···cn−1,n−1 det(wn−j+1)
= −sj . The sum of these, according to
lemma 4.19, is indeed this missing term −
∑n−1
j=1 zn−1,j . 
The previous result suggests a coordinate change that involves multiplying the
ci,j and zi,j by the variables that occur beneath them in their columns on the
right hand side of the matrix A from (4.13). It is first useful to introduce an
alternative coordinate labeling which does not differentiate between which came
from C, and which came from Z. Denote the variable in the (j, 2n− i)-th position
in A by yi,j . These are defined for 2i ≤ j < 2n (because of the configuration of
zeroes at the top of each column); for example, y1,2 = c1,1, y1,3 = z1,1, y1,4 =
c2,1, and y2,4 = c2,2. The proposition suggests the change of coordinates yi,j  
xi,jxi,j+1 · · ·xi,2n−1 so that the quotients
yi,j
yi,j+1
= xi,j , for 2i ≤ j ≤ 2n − 2, and
(4.25) equals
∑
2i≤j≤2n−2 xi,j −
∑
i<n xi,2n−1. We now regard B as a (2n − 1) ×
(2n − 1) matrix with entries c˜i,j and z˜i,j , which are each rational functions of
the xi,j . We shall also extend the notation Ax from before to let Bxi,j denote
the (2n − j) × (2n − j) contiguous square subblock of B whose top right entry
corresponds to the position of the variable yi,j (more simply, we refer to this as the
“position of xi,j” in B, even though this variable occurs in multiple positions). The
determinantal property defining the change of variables can now be redescribed as
follows:
(4.27) detBxk,ℓ = (−1)
(2n−ℓ)−1 (detBxk+1,ℓ+1)
∏
ℓ′≥ℓ
xk,ℓ′ , 2k < ℓ < 2n− 1 .
The product is taken over all positions at or below xk,ℓ in its column in (4.13).
In particular, detBxk,ℓ is (−1)
(2n−ℓ)(2n−ℓ−1)/2 times the product of all xk′,ℓ′ that
corresponding to the positions of yk′,ℓ′ on or below the antidiagonal of Bxk,ℓ .
The following proposition gives a recursive formula for the lower triangular factor
in the UDL decomposition of B in terms of the xi,j .
4.28. Proposition. Decompose the matrix B = B(n) as above into the product of
a unit upper triangular matrix, and a lower triangular matrix b− = b−,n. Let un
denote the n× n unit lower triangular matrix whose subdiagonal entries are all 1,
and u−n the n×n lower triangular matrix that differs from un only in that all entries
in its bottom row are −1. Then the following recursive relation holds for all n ≥ 1
when each xi,j 6= 0:
b−,n+1 =
(
b−,n
I2
)
m1m2m3m4 ,
where m1 = diag(un, u
−
n , 1) and m3 = diag(un, un+1) are block diagonal matrices,
and m2 = diag(x1,2n, . . . , xn,2n, xn,2n, . . . , x1,2n, 1) and m4 = diag(x1,2n+1, . . . ,
xn,2n+1, 1, xn,2n+1, . . . , x1,2n+1) are diagonal matrices.
Proof. Let B(j) = B(n + 1)(mj · · ·m4)−1 for j ≤ 4. We shall equivalently demon-
strate that B(1), after being multiplied by some unit upper triangular matrix on
the left, is equal to
(
B(n)
I2
)
. The passage from B(n+ 1) to B(4) = B(n+ 1)m−14
involves dividing columns i and 2n + 2 − i by xi,2n+1, for i ≤ n. The entries of
B(4) corresponding to the positions of c˜i,j and z˜i,j in B(n + 1) are c˜
(1)
i,j =
c˜i,j
xj,2n+1
and z˜
(1)
i,j =
z˜i,j
xj,2n+1
, respectively. (Note, however, that the c˜i in the n+ 1-st column
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are unchanged). In particular, the last n+ 1 entries of the bottom row of B(4) are
equal to one, because of (4.14).
The inverse of un is the n×n matrix with 1’s on the diagonal, −1’s immediately
below the diagonal, and zeroes everywhere else. Accordingly, m−13 has 1’s on its
diagonal, −1’s immediately below the diagonal in all but its n-th column, and zeroes
everywhere else. Multiplying a matrix by m−13 on the right subtracts the entry
immediately to the right from every entry not in the n-th column – a procedure
which can be executed one column at a time, going from left to right. The matrix
B(3) is formed from B(4) by this operation. Its bottom row therefore has zeroes
in all but its last entry, which is 1. Let c˜
(3)
i,j denote its entries that correspond to
positions of c˜i,j that occur on the left hand side of B(n + 1). By the subtraction
construction, these are the negatives of the entries that lie immediately to the left of
the positions of c˜i,j on the right hand side of B(n+1). The n+1-st column remains
unchanged from B(n+ 1), except that its 2n-th entry is now − cn,nzn,n = −xn,2n.
Recall that for x = ci,j or zi,j , the notation B
(3)
x refers to the square contiguous
subblock of B(3) whose top right entry is the instance of x on the right hand side
of the matrix A from (4.13), and whose bottom row is the bottom row of B(3).
Let B
(3)
†x denote the further subblock of B
(3)
x formed by removing its last row and
column. Had we stopped subtracting the entry to the right just before reaching
the column containing x, the entries in B
(3)
†x would equal the corresponding ones
in B
(3)
x , and the determinants of these blocks would agree because the bottom row
of B
(3)
x would have all zeroes except for a 1 in its last entry. Since this partially-
formed B
(3)
x would be created from B
(4)
x by column subtractions within its block,
both determinants would in turn equal detB
(4)
x , which equals detB(n+1)x divided
by the xi,2n+1 that fell in its columns. In particular, for the entries x = cn,i, i < n,
that occur in the second to last row of B(n+ 1), we have
(4.29)
c˜
(3)
n,i = − detB
(3)
†cn,i
= −
detB(n+ 1)cn,i
xi,2n+1 xi+1,2n+1
= −
det
(
c˜n,i+1 c˜n,i
z˜n,i+1 z˜n,i
)
xi,2n+1 xi+1,2n+1
=
cn,i zn,i+1
xi,2n+1 xi+1,2n+1
=
(xi,2n xi,2n+1)(xi+1,2n+1)
xi,2n+1 xi+1,2n+1
= xi,2n .
The passage from B(3) to B(2) = B(3)m−12 is created by dividing columns i and
2n+1− i by xi,2n, for i ≤ n. In particular it converts the entries in the second-to-
bottom row from −c˜
(3)
n,i to −1, i ≤ n. It furthermore divides the determinant of any
block by the product of the xi,2n’s that divided its columns. The matrix m
−1
1 has
all 1’s on its diagonal except for −1 in its 2n-th position, −1’s immediately below
the diagonal except for the n-th and 2n-th columns, and zeroes everywhere else.
Multiplying by it on the right involves elementary column operations, and gives a
matrix B(1) = B(2)m−11 = B(n+1)m
−1
4 m
−1
3 m
−1
2 m
−1
1 which has 1’s on the diagonal
in its bottom two rows, and zeroes below the diagonal in these rows. If u is the unit
upper triangular (2n+1)× (2n+1) matrix that is formed by replacing the last two
columns of the identity matrix with the last two columns of B(1), then u−1B(1) has
the form
(
B′
I2
)
, where B′ is the upper left (2n− 1)× (2n− 1) block of B(1). The
matrix B′ can also be constructed from the upper left (2n− 1)× (2n− 1) block of
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B(2) by successively subtracting the entry immediately to the right of any entry,
going from left to right, but skipping over the n-th column.
We have hence reduced the proposition to showing that B′ equals B(n), modulo
a unit upper triangular matrix on the left; equivalently, that B(n) can be obtained
from B′ by adding multiplies of lower rows to higher rows. Let us first compare
the structure of B′ to B(n), starting with the left hand side. The entries c˜
(3)
n,i from
(4.29) are scaled to 1 in B(2), and then subtracted from each other in B(1), leaving
zeroes in the first n − 1 entries in the bottom row, and a 1 in the n-th entry. On
the right hand side, the subtraction operations in the multiplications by m−12 and
m−14 scaled and moved the entries ci,i two spots left. As a result, the positions of
the zeroes of B(n) and B′ agree in all but the n-th and n+1-st columns. The n-th
column has all zero entries, aside from a 1 on the bottom. By adding multiplies
of this row to the odd numbered rows, this column can be given the form of the
middle column of B(n). However, that operation will move multiples of the bottom
row into odd numbered rows on the right hand side, and thereby spoil a number of
previously zero positions on the right hand side of the matrix, namely those an odd
number of positions above and two to the left of ones originally occupied by one
of the ci,i, i < n. These latter quantities migrated over two spots by consecutive
subtractions, and divisions by nonzero quantities. Hence they are nonzero, and can
be used as pivot columns to restore those zeroes spoiled by recreating the middle
column.
These row operations do not affect the even numbered rows, the ones corre-
sponding to ci,j entries. We thus get a matrix of the same pattern as (4.13) in
terms of the location of its zero entries, the equality between the ci,j on the left
and right hand sides, and the relation cj =
∑
i≤j ci,j . Its entries therefore match
B(n) if and only if they satisfy the analogous determinant relation (4.27) for B(n).
These determinants are of contiguous subblocks whose bottom row is the bottom
row of the matrix, and are therefore unaffected by multiplication by unit upper
triangular matrices on the left. Thus it suffices to verify the determinant property
for B′. Let us then consider a variable xci,j or zi,j that occurs in B(n), and the
subblock B′x of B
′ formed from the same positions of B(n)x. This block consists
of the same positions of the subblock B(n + 1)x of B(n + 1), but without its last
two rows and columns – what could be called B(n + 1)††x in the above notation.
Consider the intermediate block B
(2)
†x of B
(2), which has one more row and column
than B′x. Had the subtraction procedure used to form B
′
x stopped after altering
its rightmost column, and not continued modifying columns to the right, the block
B
(2)
†x would have all zeroes on its bottom row except for a −1 entry in its bot-
tom right corner, and the matrix B′x in its upper left corner. The determinant of
this hypothetical matrix is detB
(2)
†x because it is formed by performing elementary
column operations to B
(2)
†x , and at the same time equals − detB
′
x. It also equals
detB
(3)
†x , divided by the xi,2n from its bottom row. We saw above that detB
(3)
†x
equals detB(n+1)x, divided by the xi,2n+1 from its bottom row. As we mentioned
in the equivalent statement right after (4.27), detB(n+1)x is the product of all xk,ℓ
lying on the bottom right part of B(n+1)x (including the antidiagonal), multiplied
by (−1)(2n+2−ℓ)(2n+1−ℓ)/2. We conclude that detB′x, which differs by precisely the
negative of the product of the xk,ℓ that are in B(n+1)x but not in B(n)x, satisfies
the equivalent statement to (4.27). 
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The formula for b−,n when n = 1 fits the above pattern if one takes b−,0 =
1. Therefore the previous proposition gives a product expansion for the lower
triangular part of B as the product of 4n matrices. Each variable xi,j occurs in a
unique such matrix. In particular, the lower triangular part b− of B is linear in
each xi,j . If C(xi,j) denotes the coefficient matrix of xi,j in B, then it follows from
this factorization that
(4.30) b−1− C(xi,j)xi,j is a lower triangular matrix with entries in Z[S,S
−1] ,
where S = {xk,ℓ | ℓ > j}. This is because C(xi,j)xi,j is itself the same product of
4n matrices, but with the appropriate matrix m2 or m4 that contains xi,j instead
altered to have zeroes in all positions other than its two instances of xi,j ; the factors
containing the variables not in S cancel out in the product b−1− C(xi,j)xi,j .
It is also possible to read off the diagonal entries of b− from this representation
of b− as a product of 4n matrices. Indeed, their diagonal elements are all either 1,
−1 (coming from the second to last entries of the m1 matrices), xi,2j (in entries i
and 2j + 1− i of the m2 matrices), or xi,2j+1 (in entries i and 2j + 2− i of the m4
matrices). Combining this with proposition 4.24, we get the explicit formula
(4.31)
wλ,δ
(
σ (C ZC )
(
f1
f2
))
= e
 ∑
2i≤j≤2n−2
xi,j −
∑
i<n
xi,2n−1
 ×
× κ2
∏
2i≤j≤2n−1
|xi,j |
−λi−λj+1−i+(2n+1)−i−(j+1−i) sgn(xi,j)
δi+δj+1−i ,
where κ2 = (−1)
δ2+δ4+···+δ2n−2 , valid when each xi,j 6= 0.
5. Local Integrals
We now return to the calculation of (3.30) from the end of section 3. The measure
factor (3.27) is equal to
(5.1)
dµ =
n−1∏
j=1
|cj,j |
s+2j−2n−1 sgn(cj,j)
η
 ∏
1≤j≤i<n
dci,j dzi,j
=
n−1∏
j=1
|yj,2j |
s+2j−2n−1 sgn(yj,2j)
η
 ∏
2i≤j<2n
dyi,j
=
n−1∏
i=1
2n−1∏
j=2i
|xi,j |
s+j−2n−1 sgn(xi,j)
η dxi,j .
Let us consider the pointwise limit of the integral (3.30) as t → ∞. In this limit
W∞,t
(
σ (C ZC )
(
f1
f2
))
tends to (4.31), and the integral formally becomes
(5.2)
κ′1 κ2
∫
Rn(n−1)
e
 ∑
2i≤j≤2n−2
xi,j −
∑
i<n
xi,2n−1
 ×
×
∏
2i≤j≤2n−1
|xi,j |
s−λi−λj+1−i−1 sgn(xi,j)
δi+δj+1−i+η dxi,j .
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Again formally, this is a product of n(n − 1) integrals of the form (2.38), which –
were this possible to legitimize – would express Ψ∞(s, wλ,δ) as the product
(5.3) Ψ∞(s, wλ,δ) = κ
′
1 κ2 κ3
∏
1≤i<j≤2n
i+j≤2n
Gδi+δj+η(s− λi − λj) ,
where κ3 = (−1)(n−1)η+δn+δ2n+ε+nη = (−1)η+δn+δ2n+ε comes from the signs in
front of the xi,2n−1 terms in the exponential factor. The overall sign is
κ = κ′1κ2κ3 = (−1)
δ2+···+δn−1+δ2n+ε+nη(−1)δ2+δ4+δ6+···+δ2n−2(−1)η+δn+δ2n+ε
= (−1)(n+1)η+
∑n
j=2 δj+
∑n−1
j=1 δ2j ,
where κ′1 and κ2 are defined just after (3.25) and (4.31), respectively.
In this paragraph we shall assume the validity of (5.3), and derive some of its
consequences. If S denotes the set of primes at which either π or χ are ramified
and G(s) denotes the product
(5.4) G(s) =
∏
1≤i<j≤2n
i+j≤2n
Gδi+δj+η(s− λi − λj) ,
(3.13) and proposition 3.12 imply that
(5.5) P (τ, E(s)) = κ G(s)LS(s, π, Ext2 ⊗ χ)
∏
p∈S
Ψp(s,Wp,Φp) .
In particular theorem 2.34 shows that
(5.6)
expression (5.5) is holomorphic for s ∈ C− {1}
and has at most a simple pole at s = 1.
In the situation where π corresponds to a full level form, ε = η ≡ 0 (mod 2), χ is
trivial, and S = {}, we may combine this with (3.15) to obtain
(5.7) P (τ˜ , E(1− s)) = (−1)δ2+δ4+···+δ2n G˜(1 − s)L(1− s, π˜, Ext2) ,
where
(5.8)
G˜(s) =
∏
1≤i<j≤2n
i+j≤2n
Gδ2n+1−i+δ2n+1−j (s+ λ2n+1−i + λ2n+1−j)
=
∏
1≤i<j≤2n
i+j>2n+1
Gδi+δj (s+ λi + λj)
is the analog of (5.4) for π˜ (cf. (2.19)). Since ε = η ≡ 0 (mod 2), the sign κ simplifies
to (−1)
∑n
j=2 δj+
∑n−1
j=1 δ2j , while the analogous sign for τ˜ on the other side of the
functional equation, (−1)
∑n
j=2 δ2n+1−j+
∑n−1
j=1 δ2n+1−2j , is also equal to κ (cf. (2.33)).
Inserting into (2.41), we get the functional equation
(5.9)
(−1)
∑
j≤n δj+δ2j G(s)L(s, π, Ext2) =
n∏
j=1
Gδn+j+δn+1−j (1− s+ λn+j + λn+1−j) G˜(1− s)L(1− s, π˜, Ext
2) .
Both sides of this functional equation are entire. Using the identityGδ(s)Gδ(1−s) =
(−1)δ (a consequence of (2.39)), the Gδ-functions on the right can be moved to the
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left. This results in the cleaner statement
(5.10)
 ∏
1≤i<j≤2n
Gδi+δj (s− λi − λj)
 L(s, π, Ext2) = L(1− s, π˜, Ext2) ;
in the next section, both sides will be seen to be holomorphic on C − {0, 1}, with
at most possible simple poles at 0 and 1.
The rest of this section is devoted to proving (5.3), thereby making the above
calculation rigorous. The integral in (3.30) is that of a smooth, integrable function,
and so its value is unchanged if we restrict the range of integration to the dense open
subset D of Rn(n−1) on which none of the xi,j vanish – this is legitimate because
L1 integrals are independent of parametrization. The integral is then equal to
(5.11) κ′1
∫
D
aρ−λt W∞,1
(
σ
(
C(x) Z(x)
C(x)
)(
f1
f2
)
a−1t
)
dµ .
According to propositions 4.24 and 4.28, σ
(
C(x) Z(x)
C(x)
)(
f1
f2
)
a−1t can be uniquely
written as a product u(x)b−(x)a
−1
t , where u(x) is unit upper triangular and b−(x) ∈
B−(R) is a 2n × 2n lower triangular matrix whose last row has all zeroes except
for a 1 in the last entry. As in the calculation of (4.31), the Whittaker func-
tion W∞,1 transforms on the left under u(x) by the character e(
∑
2i≤j≤2n−2 xi,j −∑
i<n xi,2n−1). The remaining part, a
ρ−λ
t W∞,1(b−(x)a
−1
t ) tends to κ2
∏n−1
j=1
∏2n−1
k=2j
|xj,k|2n−k−λj−λk−j+1 sgn(xj,k)δj+δk−j+1 as t → ∞ (cf. the comments at the end of
sections 3 and 4).
The integral (2.38) is only conditionally convergent for 0 < Re s < 1. However,
one can integrate by parts N times, N ≥ 0, to give meaning to the formula as an
absolutely convergent integral on any vertical strip 0 < Re s < N . To see this,
choose ψ ∈ C∞c (R), with ψ(x) ≡ 1 near x = 0. Then
(5.12)
Gδ(s) =
∫
R
e(x)|x|s−1 sgn(x)δ ψ(x) dx +
+
(
−1
2πi
)N ∫
R
e(x) d
N
dxN
(
|x|s−1 sgn(x)δ(1− ψ(x))
)
dx ,
since each differentiation improves the decay rate at infinity of the second integrand
by a power of |x|−1, while the first integral remains absolutely convergent. Our
strategy is to divide D into 2n(n−1) subsets using a smooth partition of unity, to
integrate each of the resulting integrals by parts using (5.12), and to argue that
each of these integrals converges absolutely to its pointwise limit. If V is any subset
of the variables xi,j , let
(5.13) ψV(x) =
∏
xi,j /∈V
ψ(xi,j) ×
∏
xi,j∈V
(1− ψ(xi,j)).
Thus (5.11) is equal to
(5.14) κ′1a
ρ−λ
t
∑
V ⊂{xi,j}
∫
D
e(
∑
2i≤j≤2n−2
xi,j−
∑
i<n
xi,2n−1)W∞,1(b−(x)a
−1
t )ψV (x)dµ.
For each summand, integrate by parts Ni,j times as in (5.12) in the variables xi,j ∈
V , i.e., integrate up the exponential in xi,j to get a constant multiple of itself, and
apply ∂∂xi,j to the rest of the expression to its right. The derivatives of the partition
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of unity and the powers of the |xk,ℓ| are straightforward, and play the same role
as they do in (5.12). The following proposition governs the differentiation of the
Whittaker function.
5.15. Proposition. Fix a variable xi,j, let S = {xk,ℓ | ℓ > j}, and let W be a
smooth Whittaker function for the principal series representation Vλ,δ. Then the
derivative xi,j
∂
∂xi,j
of W (b−(x)a
−1
t ) is a finite sum of polynomials in S, S
−1, and
t−1, times other smooth Whittaker functions for Vλ,δ, evaluated at b−(x)a
−1
t .
Proof. Let C = C(xi,j) denote the coefficient matrix of xi,j in b−(x), which is an
affine function of xi,j . For s small, we may equate b−(x) + sC, the translation in
xi,j by s, with b−(x) exp(sb−(x)
−1C) +O(s2). Thus
(5.16)
∂
∂xi,j
W (b−(x)a
−1
t ) =
d
ds
∣∣∣∣
s=0
W
(
b−(x) a
−1
t e
s Y
)
is the right Lie algebra derivative of W by Y = atb−(x)
−1Ca−1t , evaluated at
b−(x)a
−1
t . It follows from (4.30) that atb−(x)
−1Ca−1t can be expanded as a sum
x−1i,j
∑
k>ℓ pk,ℓEk,ℓ, where the Ek,ℓ range over strictly lower triangular matrices in
gl(2n,R) which have zeroes except for a 1 in their (k, ℓ)-th entry, and the pk,ℓ are
polynomials in S, S−1, and t−1. The result follows because Lie algebra derivatives
of W by fixed matrices in gl(2n,R) are themselves smooth Whittaker functions for
Vλ,δ. 
In particular, the differentiation involved in the integration by parts in xi,j de-
creases the exponent of |xi,j |, at the cost of altering the exponents of the xk,ℓ for
which ℓ > j. For this reason we implement the integrations by parts starting with
lower values of j, so that these alterations may be taken into account. The com-
plex variable s enters into the calculation through dµ in (5.1). Let us temporarily
decouple the s’s that occur there, by replacing the one occurring in the exponent
of |xi,j | by si,j . The decreased exponents for xk,ℓ /∈ V can be compensated for by
increasing Re sk,ℓ, whereas the increased exponents for xk,ℓ ∈ V can be decreased
increasing the value of Nk,ℓ; in both cases, we can arrange that the exponents are
in the range of absolute convergence, with an arbitrary amount of room to spare.
To finish the argument, we recall Jacquet’s holomorphic continuation of Whit-
taker functions (see [5, Theorem 7.2]), which allows us to establish the result of our
calculation by verifying it only for λ in a small open set. The following proposi-
tion gives bounds for Whittaker functions which then establish dominated conver-
gence on each piece of (5.14). Indeed, the expression of the differential operator
xi,j
∂
∂xi,j
in terms of Lie algebra derivatives in the last proof shows that the limit
of DW∞,t(b−(x)) equals Dwλ,δ(b−(x)), for any differential operator D which is a
polynomial of the ∂∂xi,j . The integrals then converge to products of (5.12) evaluated
at si,j − λi − λj , which equals the product in (5.3) when each si,j is specialized to
s.
5.17. Proposition. Suppose that Vλ,δ is an irreducible principal series representa-
tion of GL(2n,R), and that λ = (λ1, . . . , λ2n) ∈ C2n, ‖λ‖ ≤ 1, has distinct entries
satisfying 1) Re 〈ρ, λ〉 ≥ Re 〈ρ, wλ〉 for all w in the Weyl group Ω of GL(2n,R), 2)
the entries (wλ)m of any Weyl translate of λ satisfy Re (wλ)m−1 ≤ Re (wλ)m + 1
for all 2 ≤ m ≤ 2n, and 3) 〈λ, α〉 /∈ Z for any root α. Let W be a smooth Whittaker
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function for Vλ,δ. Then |W (b−(x)a
−1
t )| is bounded by |a
λ−ρ
t | times a polynomial in
the |xi,j |±1 whose degree depends only on n.
Proof. That such an open neighborhood of λ exists is clear: take a sufficiently small
open neighborhood of a small positive multiple of ρ. According to [13, §4.2-§4.3],
a smooth Whittaker function on a diagonal matrix d = diag(d1, . . . , d2n) can be
expanded as a sum
(5.18) W (d) =
∑
w∈Ω
dρ−wλfw(
d1
d2
, d2d3 , . . . ,
d2n−1
d2n
) ,
in which each fw is a Schwartz function on R
2n−1. Moreover, these Schwartz
functions are uniformly bounded if W is replaced by any of its right translates
ranging over any fixed compact subset ofGL(2n,R). Actually the exponents are not
given in [13], though Casselman has pointed out that the argument there indicates
that they are controlled by the Jacquet module, and hence match (5.18); in any
event, they can be deduced from the asymptotic expansions of smooth Whittaker
functions proved in [9, §6]. (Without condition 3) the Schwartz functions would
need to be multiplied by powers of logarithms.)
The matrix b−(x) has zero entries in its last row, aside from the last entry which
is 1. It can be decomposed as ru−, where r is diagonal, and u− is unit lower
triangular and has the same bottom row as b−(x). Let n
′a′k′ be the Iwasawa
decomposition of atu−a
−1
t , with n
′ unit upper triangular, a′ = diag(a′1, a
′
2, . . . , a
′
2n)
diagonal, and k′ ∈ O(2n,R). In general, the product of the last m diagonal entries
of the diagonal factor in the Iwasawa decomposition must equal the norm of the
m-th exterior power of the bottom m rows of the matrix (simply because both
share the same invariance properties that cause them to be determined on diagonal
matrices, and both agree on diagonal matrices). In particular we have the formula
a′m =
pm
pm+1
, where pm is the norm of the m-th exterior power of the bottom m rows
of atu−a
−1
t , and p2n+1 is understood to be 1. Each exterior power is a vector whose
components are determinants of square subblocks of the bottom rows, one of which
– the one coming from the rightmost square subblock – always has determinant
one. Thus each pm ≥ 1, and in particular, p1 = p2n = 1.
We conclude that |W (b−(x)a
−1
t )| = |W (ra
−1
t n
′a′k′)| = |W (ra−1t a
′k′)| is bounded
by
∑
ω∈Ω |(ra
−1
t a
′)ρ−ωλ|. Because of assumption 1), each term |aωλt | = t
Re 〈ρ,ωλ〉 ≤
tRe 〈ρ,λ〉 = |aλt |. Because of assumption 2) and the explicit formula for the entries of
a′, we have that |a′|ρ−ωλ =
∏2n−1
m=2 |pm|
Re (ρm−ρm−1−(ωλ)m+(ωλ)m−1) is a product of
the pm to nonpositive powers, and hence is bounded by 1. The result now follows
from proposition 4.28, which among other things asserts that the diagonal entries
of b−(x) and hence r are products of the xi,j up to sign. 
6. Functional Equation
The computation of the pairing in the last section, combined with its functional
equation (2.40), gives a functional equation for the exterior square L-functions
relating s and 1−s, and involving an explicit ratio of products of Gamma functions.
In this section we shall show this ratio agrees with Langlands’ formulation [20] of
the functional equation (later proved in [28]). Knowledge of this ratio will also be
used to establish the full holomorphy in the following section, and also to give a
new proof of the functional equation of L(s, π, Ext2) when πp is unramified for all
primes p <∞ (proposition 6.10).
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Langlands’ formula for the Gamma factors involves the description of π∞ as
a parabolically induced representation, whereas ours is in terms of its Casselman
embedding. We thus begin this section by relating the two. In order to narrow the
scope of discussion, we recall that π∞ is necessarily both unitary and generic. The
classification of such representations of GL(n,R) has long been known to experts;
we summarize it here and refer to [25, Appendix A.1] for the derivation from the
results of [30, 31].
Consider the self-dual, square integrable (modulo the center) representations of
GL(n,R). These are precisely the following representations: the trivial representa-
tion of GL(1,R); the sign representation sgn(·) of GL(1,R); and the discrete se-
ries representations Dk of GL(2,R) (corresponding to holomorphic forms of weight
k ≥ 2). Each such representation has a twist σ[s] := σ⊗| det(·)|s by a central char-
acter. If P is the standard parabolic subgroup of GL(n,R) associated to a partition
n = n1 + · · · + nr of n with each ni ≤ 2, and σi one of these representations of
GL(ni,R), then the tensor product of twists of the σi can be extended to P from
its Levi component by letting the unipotent radical act trivially. The parabolic
induction I(P ;σ1[s1], . . . , σr[sr]) of this representation of P is a representation of
GL(n,R) which is normalized to be unitary when each si is purely imaginary. By
twisting this representation – or alternatively shifting each si – we may assume
it has a unitary central character. It is unitary, irreducible, and generic precisely
when the following two conditions are met:
(6.1) a) the multisets {σi[si]} and {σi[−si]} are equal, and b) |Re si| < 1/2 .
Conversely, all generic unitary irreducible representations of GL(n,R) are obtained
this way. The induction data may be freely permuted, i.e., the induced representa-
tions I(P ;σ1[s1], . . . , σr[sr]) and I(P
τ ;στ(1)[sτ(1)], . . . , στ(r)[sτ(r)]) are equal, where
τ is any permutation on r letters, and P τ is the standard parabolic corresponding
to the partition n = nτ(1) + · · · + nτ(r) of n. Moreover, the multiset {σi[si]} is
uniquely determined up to permutation.
The Casselman embeddings of I(P ;σ1[s1], . . . , σr[sr]) into are completely de-
scribed in [25, Appendix A.1]. The next proposition describes one among these
which will be particularly useful in arguing the full holomorphy of Λ(s, π, Ext2⊗χ)
in the next section.
6.2. Proposition. Let n be even and π∞ = I(P ;σ1[s1], . . . , σr[sr]) be a generic
unitary irreducible representation of GL(n,R). By permuting if necessary, arrange
that n1 = · · · = nr1 = 1 and nr1+1 = · · · = nr = 2, where r = r1 + r2 and r1 is
even. Write σi = sgn(·)εi for 1 ≤ i ≤ r1, and σr1+i = Dki for 1 ≤ i ≤ r2. By again
permuting the induction data if necessary, arrange that
Re s1 ≤ Re s2 ≤ · · · ≤ Re sr1 and Re sr1+1 ≤ Re sr1+2 ≤ · · · ≤ Re sr1+r2 .
Then π′∞ embeds into the principal series Vλ,δ with parameters
(6.3)
λ =
(
−s1 , . . . , −sr1/2 , −sr1+1 −
k1−1
2 , −sr1+1 +
k1−1
2 , . . . ,
. . . , −sr1+r2 −
kr2−1
2 ,−sr1+r2 +
kr2−1
2 , −sr1/2+1 , . . . , −sr1
)
and
(6.4) δ =
(
ε1 , . . . , εr1/2 , k1, 0, k2, 0, . . . , kr2 , 0, εr1/2+1 , . . . , εr1
)
.
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Proof. The assumptions along with (6.1a) imply that
(6.5)
Re si = −Re sr1+1−i for i ≤ r1
and both Re sr1+i = −Re sr1+r2+1−i , ki = kr2+1−i for i ≤ r2 .
Because of the independence of permutation, π∞ is equivalent to the induced rep-
resentation
I(Q;σ1[s1],. . ., σ r1
2
[s r1
2
], σr1+1[sr1+1],. . ., σr1+r2 [sr1+r2 ], σ r12 +1[s
r1
2 +1
],. . ., σr1 [sr1 ]).
The result now follows immediately from the embedding description in [25, (A.1)
and (A.2)]. 
We now summarize Langlands’ prediction of L∞(s, π, Ext
2 ⊗ χ) in [20]. The
Gamma factors which accompany an L-function in its functional equation are al-
ways products of shifts of
(6.6) ΓR(s) = π
−s/2 Γ(s/2) and ΓC(s) = 2 (2π)
−s Γ(s) = ΓR(s) ΓR(s+ 1) .
Write π∞ = I(P ;σ1[s1], . . . , σr[sr]), where n = r1 + 2r2, ni = 1 for i ≤ r1, and
ni = 2 for r1 < i ≤ r1+ r2. Furthermore choose εik and ε′j ∈ {0, 1} to be congruent
to εi + εk and kj modulo 2, respectively. Define the four products
(6.7)
L(s,Π2) =
∏r2
j=1
ΓR(s+ 2sr1+j + ε
′
j) ,
L(s,Π3) =
∏
i≤r1
j≤r2
ΓC(s+ si + sr1+j +
kj−1
2 ) ,
L(s,Π4) =
∏
1≤i<k≤r1
ΓR(s+ si + sk + εik) , and
L(s,Π5) =
∏
1≤j<ℓ≤r2
(
ΓC(s+ sr1+j + sr1+ℓ +
kj+kℓ−2
2 ) ×
× ΓC(s+ sr1+j + sr1+ℓ +
|kj−kℓ|
2 )
)
.
The numbering here is chosen to be consistent with [25, (A.18)], where it is shown
that L∞(s, π, Ext
2) = L(s,Π2)L(s,Π3)L(s,Π4)L(s,Π5) is the product of these fac-
tors. A similar formula for L(s, π, Ext2 ⊗ χ) reads as follows ([25, (A.20)]):
(6.8) L∞(s, π, Ext
2 ⊗χ) = L(s,Π2 ⊗ sgn
η)L(s,Π3)L(s,Π4 ⊗ sgn
η)L(s,Π5) ,
where η is the parity of χ∞ = sgn(·)η (see (2.20) and (2.33)),
(6.9)
L(s,Π2 ⊗ sgn
η) =
∏r2
j=1
ΓR(s+ 2sr1+j + ε
′
jη) ,
L(s,Π4 ⊗ sgn
η) =
∏
1≤i<k≤r1
ΓR(s+ si + sk + εikη) ,
and ε′jη and εikη ∈ {0, 1} are congruent to ε
′
j + η ≡ kj + η and εik + η ≡ εi+ εk + η
(mod 2), respectively.
6.10. Proposition. With the notation as above, one has that
(6.11)
L∞(s, π, Ext
2)
ω L∞(1− s, π˜, Ext2)
=
∏
1≤i<j≤2n
Gδi+δj (s− λi − λj) ,
where
(6.12) ω =
∏
1≤i<k≤r1
i−εik
∏
j≤r2
i kj(2j−n)− ε
′
j .
More generally, L∞(s, π, Ext
2 ⊗ χ)/L∞(1 − s, π˜, Ext2 ⊗ χ−1) is equal to a fourth
root of unity times
∏
1≤i<j≤2n Gδi+δj+η(s− λi − λj).
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The dual L-factor L∞(s, π˜, Ext
2⊗χ) equals L(s¯, π, Ext2 ⊗ χ), i.e., the L-factor
produced by the above recipe, but with each si replaced by si (or equivalently by
−si, in light of (6.1a)).
Proof. The dual representation π′∞ is shown in [25, (A.1) and (A.2)] to embed into
the principal series with parameters
(6.13)
λ = (−s1, −s2, . . . ,−sr1 , −sr1+1 −
k1−1
2 , −sr1+1 +
k1−1
2 , . . . ,
. . . , −sr1+r2 −
kr2−1
2 , −sr1+r2 +
kr2−1
2 )
and δ = (ε1, ε2, . . . , εr1 , k1 , 0 , k2 , 0 , . . . , kr2 , 0) .
In order to compute the absolute value appearing in the formula for L(s,Π5) in
(6.7), we make the assumption that kj ≥ kℓ for j ≤ ℓ, which we may without loss of
generality. The terms in the product on the right hand side of (6.11) can be broken
up into four groups, as follows:
for 1 ≤ i < k ≤ r1:
(6.14)
Gδi+δk(s− λi − λk) = Gεi+εk(s+ si + sk)
= iεik
ΓR(s+ si + sk + εik)
ΓR(1− s− si − sk + εik)
;
for i ≤ r1, j ≤ r2:
(6.15)
Gδi+δr1+2j−1(s− λi − λr1+2j−1)Gδi+δr1+2j (s− λi − λr1+2j)
= Gεi+kj (s+ si + sr1+j +
kj−1
2 )Gεi(s+ si + sr1+j −
kj−1
2 )
= ikj
ΓC(s+ si + sr1+j +
kj−1
2 )
ΓC(1− s− si − sr1+j +
kj−1
2 )
;
for 1 ≤ j < ℓ ≤ r2:
(6.16)
Gδr1+2j−1+δr1+2ℓ−1(s− λr1+2j−1 − λr1+2ℓ−1)Gδr1+2j+δr1+2ℓ−1(s− λr1+2j − λr1+2ℓ−1)
×Gδr1+2j−1+δr1+2ℓ(s− λr1+2j−1 − λr1+2ℓ)Gδr1+2j+δr1+2ℓ(s− λr1+2j − λr1+2ℓ)
= Gkj+kℓ(s+ sr1+j + sr1+ℓ +
kj+kℓ−2
2 )Gkℓ(s+ sr1+j + sr1+ℓ −
kj−kℓ
2 )
×Gkj (s+ sr1+j + sr1+ℓ +
kj−kℓ
2 )G0(s+ sr1+j + sr1+ℓ −
kj+kℓ−2
2 )
=
ikj ΓC(s+ sr1+j + sr1+ℓ +
kj+kℓ−2
2 )
ΓC(1− s− sr1+j − sr1+ℓ + |
kj−kℓ
2 |)
×
ikj ΓC(s+ sr1+j + sr1+ℓ + |
kj−kℓ
2 |)
ΓC(1− s− sr1+j − sr1+ℓ +
kj+kℓ−2
2 )
;
and for 1 ≤ j ≤ r2:
(6.17)
Gδr1+2j−1+δr1+2j (s− λr1+2j−1 − λr1+2j) = Gkj (s+ 2sr1+j)
= iε
′
j
ΓR(s+ 2sr1+j + ε
′
j)
ΓR(1− s− 2sr1+j + ε
′
j)
.
In simplifying (6.15) and (6.16) we have used the identity
(6.18)
z1 − z2 ∈ 2Z+ η1 − η2 + 1 =⇒
Gη1(s+ z1)Gη2(s+ z2) = i
z1−z2+1
ΓC(s+ z1)
ΓC(1− s− z2)
,
36 STEPHEN D. MILLER AND WILFRIED SCHMID
which follows from the functional equation Γ(s)Γ(1−s) = π csc(πs) and the factorial
property Γ(s+ 1) = sΓ(s).
The product over 1 ≤ i < k ≤ r1 in (6.14) equals
L(s,Π4)
L(1−s,Π˜4)
∏
1≤i<k≤r1
iεik .
Similarly, the product over i ≤ r1 and j ≤ r2 in (6.15) is
L(s,Π3)
L(1−s,Π˜3)
∏
j≤r2
ir1kj ;
the product over 1 ≤ j < ℓ ≤ r2 in (6.16) is
L(s,Π5)
L(1−s,Π˜5)
∏
j<r2
(−1)kj(r2−j); and the
product over j ≤ r2 in (6.17) is
L(s,Π2)
L(1−s,Π˜2)
∏
j≤r2
iε
′
j . Multiplying these together
proves (6.11), i.e., the untwisted case. In the twisted case, the expressions for
L(s,Π2) and L(s,Π4) must be replaced by (6.9) instead. The proof remains the
same, except for changes in the overall multiplicative constant (always involving
integral powers of i). 
When π is unramified at all nonarchimedean places and χ is trivial (corre-
sponding to untwisted, full level cusp forms), the global completed L-function
Λ(s, π, Ext2) =
∏
p≤∞ Lp(s, π, Ext
2) is fully determined by (6.7) (for p = ∞),
and by formula (1.4) (for p <∞). As a consequence of (5.10) and this proposition,
we have the explicit functional equation
(6.19) Λ(s, π, Ext2) = L∞(s, π, Ext
2)L(s, π, Ext2) = ω Λ(1− s, π˜, Ext2) .
It is worth noting that our functional equation (5.10) has a uniform description in
all cases in terms of the Casselman embedding, in marked contrast to the formulas
for the Γ-factors given in (6.7).
7. The full holomorphy of LS(s, π, Ext2 ⊗ χ)
Finally, our last order of business is to prove that LS(s, π, Ext2 ⊗ χ) is fully
holomorphic, that is holomorphic on C−{0, 1} with the possible exception of poles
at s = 0 and 1 which we show are at most simple. That behavior at s = 0 and
1 was previously obtained by Jacquet and Shalika [13]; we have chosen to include
this aspect as part of our argument as well because it requires little additional
overhead. Recall that theorem 1.5 was proved for GL(m), m odd, by Kim [16,17].
This justifies the specialization to GL(2n) throughout the paper.
Let us write T = S − {∞} for the nonarchimedean places of S. It was shown in
(5.5-5.6) that the value of the pairing P (τ, E(s)), or equivalently the global product
(7.1) G(s) ·
∏
p∈T
Ψp(s,Wp,Φp) · L
T (s, π, Ext2 ⊗ χ) ,
is fully holomorphic with at most simple poles for any choice of local data Wp and
Φp at the finite set of primes T for which either π or χ are ramified.
Dustin Belt [1] has recently shown that for any fixed value of s ∈ C, there
exists some choice of local data Wp and Φp such that Ψp(s,Wp,Φp) is a nonzero
complex number. In light of this, the product over p ∈ T in (7.1) is irrelevant to
its holomorphy:
(7.2) G(s)LT (s, π, Ext2 ⊗ χ) is fully holomorphic with at most simple poles.
His result applies equally to the archimedean analog of the integrals Ψp(s,Wp,Φp)
which appear in Jacquet-Shalika’s unfolded integral, which is given by formula (3.4)
when p = ∞ (in this situation Φ∞ is a Schwartz function on Rn). Thus he also
proves the full holomorphy with at most simple poles of both (7.1) or (7.2) without
the factor G(s), in particular theorem 1.5 for any subset S that does not include∞.
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We shall thus assume from now on that ∞ ∈ S. Belt’s result reduces theorem 1.5
to proving the full holomorphy with at most simple poles of
(7.3) L∞(s, π, Ext
2 ⊗ χ) ·
∏
p∈T
Ψp(s,Wp,Φp) · L
T (s, π, Ext2 ⊗ χ) .
This is a stronger condition than (7.1), since it implies it by dividing by Γ-functions
(which never vanish). The full holomorphy with at most simple poles of (7.3) in
the range Re s ≥ 1/2 – and hence of LS(s, π, Ext2 ⊗ χ) in that range as well – is
an immediate consequence of the following proposition.
7.4. Proposition. Assume π′∞ has the embedding described in proposition 6.2.
Then
(7.5) L∞(s, π, Ext
2 ⊗ χ) is holomorphic and nonzero in Re s ≥ 1
and the quotient
(7.6)
L∞(s, π, Ext
2 ⊗ χ)
G(s)
is holomorphic in 1/2 ≤ Re s ≤ 1.
Before turning to the proof, let us first see how this implies the rest of theo-
rem 1.5, namely the full holomorphy with at most simple poles in the half plane
Re s < 1/2. The functional equation (2.40) relates the pairing for τ at 1 − s the
left hand side, to a pairing for a translate of τ˜ at s on the right hand side. The left
hand side was computed in (5.5) to be a fourth root of unity times
(7.7) G(1− s) ·
∏
p∈T
Ψp(1− s,Wp,Φp) · L
T (1− s, π, Ext2 ⊗ π) ,
whereas the right hand side is equal to a linear combination of expressions of the
form
(7.8)
N2ns−s−n ·
n∏
j=1
Gδn+j+δn+1−j+η(s+ λn+j + λn+1−j) · G˜(s) ×
×
∏
p∈T
Ψp(s, W˜p, Φ˜p) · L
T (s, π˜, Ext2 ⊗ χ−1) ,
where G˜(s) was defined in (5.8). We use the notation Ψp(s, W˜p, Φ˜p) to refer to
the p-adic local integrals that arise in the unfolding (3.12) for the left translate of
τ˜ . Note that the set S already contains the ramified places for this contragredient
local data, and hence does not need to be enlarged to account for the translation
in (2.40).
Observe that
n∏
j=1
Gδn+j+δn+1−j+η(s+ λn+j + λn+1−j)
G˜(s)
G(1− s)
=
±
∏
1≤i<j≤2n
Gδi+δj (s+ λi + λj) = ±
∏
1≤i<j≤2n
Gδi+δj (1 − s− λi − λj)
−1
(with signs that we do not need to determine) because of (2.39). Proposition 6.10
identifies this product with a fourth root of unity times L∞(s,π˜,Ext
2⊗χ−1)
L∞(1−s,π,Ext2⊗χ)
. Returning
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to (7.7–7.8), we deduce that
(7.9) L∞(1 − s, π, Ext
2 ⊗ χ) ·
∏
p∈T
Ψp(1− s,Wp,Φp) · L
T (1 − s, π, Ext2 ⊗ χ)
is equal to a linear combination of expressions of the form
(7.10) N2ns−s−n · L∞(s, π˜, Ext
2⊗χ−1) ·
∏
p∈T
Ψp(s, W˜p, Φ˜p) · L
T (s, π˜, Ext2⊗χ−1) ,
all of which are fully holomorphic with at most simple poles in Re s ≥ 1/2. Hence
(7.9) is as well, i.e., (7.3) is fully holomorphic with at most simple poles in Re s ≤
1/2, which we have already seen is enough to imply theorem 1.5.
Proof. We write π∞ = I(P ; sgn
ε1 [s1], . . . , sgn
εr1 [sr1 ], Dk1 [sr1+1], . . . , Dkr2 [sr1+r2 ]),
where Re s1 ≤ Re s2 ≤ · · · ≤ Re sr1 , Re sr1+1 ≤ Re sr1+2 ≤ · · · ≤ Re sr1+r2 , and
(6.5) holds. This ordering implies that
(7.11) Re si < 0 =⇒ 1 ≤ i ≤ r1/2 or r1 + 1 ≤ i ≤ r1 + r2/2 .
Recall that each ki ≥ 2, and that the unitary dual estimate (6.1b) states that each
|Re sj | < 1/2. As Γ(s) is holomorphic and nonzero in Re s > 0, it follows that
each of the factors comprising L∞(s, π, Ext
2 ⊗ χ) in (6.7-6.9) is holomorphic and
nonzero for Re s ≥ 1. This proves assertion (7.5).
Our strategy for proving (7.6) is as follows: we will first identify the singularities
of L∞(s, π, Ext
2 ⊗ χ) in Ω = {Re s ≥ 1/2}, and then show that G(s) has poles of
equal or greater order at those points. Let us now identify these poles from the
factors in (6.7-6.9). Poles occur for L(s,Π2 ⊗ sgnη) in Ω exactly when
(7.12)
s = −2sr1+j and kj ≡ η (mod 2),
for some j ≤ r2/2 which has 1/4 ≤ −Re sr1+j < 1/2.
Since |Re si|+ |Re sr1+j | < 1 and
kj−1
2 ≥ 1/2, L(s,Π3) is holomorphic in Ω. Poles
for L(s,Π4 ⊗ sgn
η) in Ω occur exactly when
(7.13)
s = −si − sk and εi + εk ≡ η (mod 2),
for some i < k ≤ r1/2 and 1/2 ≤ −Re si − Re sk < 1.
Finally, poles for L(s,Π5) in Ω occur exactly when
(7.14)
s = −sr1+j − sr1+ℓ and kj = kℓ ,
for some j < ℓ ≤ r2/2 and 1/2 ≤ −Re sr1+j − Re sr1+ℓ < 1.
The list (7.12-7.14) describes the poles, with multiplicity, of L∞(s, π, Ext
2 ⊗ χ) in
Ω.
We will now show that each of these potential singularities in Ω = {Re s ≥ 1/2},
including multiplicity, is also a singularity of the product
(7.15) G(s) =
∏
1≤i<j≤2n
i+j≤2n
Gδi+δj+η(s− λi − λj) .
At this point we utilize the embedding described in proposition 6.2. We break up
the factors in this product into 6 different types, depending on which blocks i and
j belong to. Recall that λ and δ, given in (6.3) and (6.4), are arranged according to
a partition of n of the form (1, 1, . . . , 1, 2, 2, . . . , 2, 1, 1 . . . , 1), where there are r1/2
ones, followed by r2 twos, and followed again by r1/2 ones. The following are the
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six subsets that the indices {1 ≤ i < j ≤ 2n|i+ j ≤ 2n} are partitioned into. The
first subset, S1, consists of pairs (i, j) corresponding to entries in the first group of
r1/2 1-blocks. The second set, S2, corresponds to pairs (i, j) where i is in the first
set of 1-blocks, and j is in the second set of 1-blocks. The third set S3 corresponds
to pairs (i, j) where i is in the first set of 1-blocks and j is in the set of 2-blocks.
The remaining sets S4, S5, and S6 correspond to pairs (i, j) within the 2-blocks.
The set S4 corresponds to pairs (i, j) which are in the same 2-block. The set S5
consists of pairs (i, j) such that i lies in the ℓ-th 2-block and j lies in the r2+1−ℓ-th
2-block, for ℓ ≤ r2/2 (recall that there are r2 2-blocks). Finally S6 corresponds to
pairs (i, j) which are in different 2-blocks, but not the ones in S5.
Let Gk(s) =
∏
(i,j)∈Sk
Gδi+δj+η(s− λi − λj). We will now show that each of the
singularities from (7.12-7.14) is also a singularity, of the same order, of at least one
of the Gi(s), and is not a zero of any Gi(s). This will finish the proof of (7.6). The
reason we need to group the factors into G1(s), . . . ,G6(s) is that there may be some
cancelation within the factors which comprise some of these partial products. Let
us now identify what they are. We have
G1(s) =
∏
1≤i<j≤r1/2
Gεi+εj+η(s+ si + sj) ,(7.16)
G2(s) =
∏
1≤i<j≤r1/2
Gεi+εj+η(s+ si + sr1+1−j) , and(7.17)
G3(s) =
∏
i≤r1/2
j≤r2
ikj
ΓC(s+ si + sr1+j +
kj−1
2 )
ΓC(1− s− si − sr1+j +
kj−1
2 )
(7.18)
(see (6.15)). The pairs in S4 are indices (i, j) of the form (r1/2+ 2ℓ− 1, r1/2+ 2ℓ),
where ℓ ranges from 1 to r2/2. For such an index (i, j), we have that δi = kℓ,
δj = 0, λi = −sr1+ℓ −
kℓ−1
2 , and λj = −sr1+ℓ +
kℓ−1
2 . Therefore G4(s) equals
(7.19) G4(s) =
∏r2/2
ℓ=1
Gkℓ+η(s+ 2sr1+ℓ) .
The pairs in S5 are similarly parameterized by pairs (i, j) of the form (r1/2 + 2ℓ−
1, r1/2+ 2(r2 + 1− ℓ)− 1), with ℓ ≤ r2/2. These lie in the ℓ-th and (r2 + 1− ℓ)-th
blocks, respectively, and satisfy i + j = n; therefore they are the only indices in
their blocks. We find that δi = kℓ, δj = kr2+1−ℓ = kℓ, λi = −sr1+ℓ −
kℓ−1
2 , and
λj = −sr1+r2+1−ℓ −
kr2+1−ℓ− 1
2 , and that
(7.20) G5(s) =
∏r2/2
ℓ=1
Gη(s+ sr1+ℓ + sr1+r2+1−ℓ + kℓ − 1) .
Finally, S6 consists of the indices in pairs of 2-blocks which have not been accounted
for. These are the ℓ1-th and ℓ2-th of the 2-blocks, where ℓ1 + ℓ2 ≤ r2 and ℓ1 < ℓ2.
Those conditions are necessary for the indices to not be in S4 or S5, and their sum
to be ≤ n. The product of Gδi+δj+η(s− λi −λj) over pairs in these blocks is given
in (6.16), so G6(s) equals
(7.21)
∏
ℓ1<ℓ2
ℓ1+ℓ2≤r2
(
(−1)kℓ1
ΓC(s+ sr1+ℓ1 + sr1+ℓ2 +
kℓ1+kℓ2−2
2 )
ΓC(1− s− sr1+ℓ1 − sr1+ℓ2 +
kℓ1+kℓ2−2
2 )
×
ΓC(s+ sr1+ℓ1 + sr1+ℓ2 + |
kℓ1−kℓ2
2 |)
ΓC(1 − s− sr1+ℓ1 − sr1+ℓ2 + |
kℓ1−kℓ2
2 |)
)
.
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We now claim that
(7.22) each of G1(s), G2(s), . . . , G6(s) is nonzero in 1/2 ≤ Re s < 1 .
We first recall thatG0(z) is zero only for odd positive integers, andG1(z) is zero only
for even positive integers. The shifts in (7.16), (7.17), and (7.19) all have real parts
between −1 and 0, so the arguments of the G-functions in these products all have
real part less than 1 when Re s < 1. This proves (7.22) for these three products.
Since Re sr1+ℓ = −Re sr1+r2+1−ℓ, the shift in (7.20) has real part kℓ−1. Therefore
the arguments of the factors in (7.20) are never integral when 1/2 ≤ Re s < 1,
proving (7.22) for G5(s). The argument in the denominator of (7.18) is never in
Z≤0 when 1/2 ≤ Re s < 1, because Re (−si − sr1+j +
kj−1
2 ) ≥ Re −si −
1
2 +
1
2 ≥ 0
when i ≤ r1/2. Similarly, Re (−sr1+ℓ1 − sr1+ℓ2) ≥ 0 in (7.21), and the arguments
in its denominators are never in Z≤0 for s in this range. That means the Gamma
functions in denominators of (7.18) and (7.21) do not have poles for 1/2 ≤ Re s < 1,
and since Γ(s) is never zero, G3(s) and G6(s) satisfy the claim in (7.22).
To finish, we will check that each of the poles in (7.12-7.14), with multiplicity,
occurs in one of (7.16-7.21); we have just seen that they are zeroes of none of them.
One sees readily that the poles listed in (7.12), (7.13), and (7.14), respectively,
are found in (7.19), (7.16), and (7.21), respectively. Since we had just checked in
proving (7.22) that these poles are not canceled by zeros of any factors in those
products, we have finished the proof of (7.6) and hence proposition 7.4. 
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