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Interactive Virtual Relighting of Real Scenes
Céline Loscos, George Drettakis and Luc Robert 
Abstract – Computer augmented reality (CAR) is a rapidly emerging field which enables users to mix real and
virtual worlds. Our goal is to provide interactive tools to perform common illumination, i.e., light interactions
between real and virtual objects, including shadows and relighting (real and virtual light source modification).
In particular, we concentrate on virtually modifying real light source intensities and inserting virtual lights and
objects into a real scene; such changes can be very useful for virtual lighting design and prototyping. To achieve
this, we present a three-step method. We first reconstruct a simplified representation of real scene geometry using
semi-automatic vision-based techniques. With the simplified geometry, and by adapting recent hierarchical radiosity
algorithms, we construct an approximation of real scene light exchanges. We next perform a preprocessing step,
based on the radiosity system, to create unoccluded illumination textures. These replace the original scene textures
which contained real light effects such as shadows from real lights. This texture is then modulated by a ratio of the
radiosity (which can be changed) over a display factor which corresponds to the radiosity for which occlusion has
been ignored. Since our goal is to achieve a convincing relighting effect, rather than an accurate solution, we present a
heuristic correction process which results in visually plausible renderings. Finally, we perform an interactive process
to compute new illumination with modified real and virtual light intensities. Our results show that we are able to
virtually relight real scenes interactively, including modifications and additions of virtual light sources and objects.
Index terms – Hierarchical radiosity, global illumination, interactivity, computer augmented reality, common illu-
mination, virtual relighting.
1 Introduction
Computer augmented reality (CAR) is a rapidly emerging
field which enables users to mix real and virtual worlds.
Many applications of augmented reality already exist, for
example in entertainment, film and television or help-
systems for repair and manufacturing. Using real scenes
or images of real scenes has many advantages over tradi-
tional, manually modeled virtual environments: the great
effort required to model detailed objects is avoided, the
resulting complexity in geometric primitives is greatly re-
duced, and the user is confronted with familiar, real-world
references, allowing immediate and intuitive immersion.
The focus of previous research in the domain has mainly
been on registration and calibration [2]. Our interest how-
ever focuses on common illumination between real and
virtual objects, i.e., the interaction of light (shadows, re-
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flections, etc.) between real lights and objects and virtual
lights and objects. Previous work in common illumina-
tion [28, 19, 31, 16, 4, 12, 8, 22] has provided solutions
which handle certain cases of light interactions between
real and virtual objects, and especially the case of virtual
objects casting shadows onto real ones. Most of them fo-
cus on the production of high-quality, off-line generation
of films, or are limited in the effects they produce.
In this paper, we present a system which allows interac-
tive modification of real or virtual lights, based on a sim-
ple model of the real scene and recent developments in
interactive hierarchical radiosity. It is possible to change
light intensities, as for example completely turning off a
real light, and to add new virtual lights. Modification
of real lights is a difficult problem because real shadows
are already present in textures representing the real world,
which are mapped onto the reconstructed models of real
objects. Previous solutions [19, 31] allow the virtual mod-
ification of the sun position in outdoors real environments,
but are based on inherently non-interactive algorithms. We
build our method on a previous interactive common illumi-
nation approach [8], which was restricted in the effects it
could treat to virtual objects casting shadows onto recon-
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structed real surfaces. Concurrently with this work, two
new solutions have been proposed [30, 18]. We discuss
how this work relates to these solutions in Section 7.1.
Our solution has three main steps. We first reconstruct a
3D representation of a real scene, using advanced vision-
based techniques. A hierarchical radiosity system is then
initialized in a second preprocess step, to represent real
world illumination. The preprocess then automatically
creates new unoccluded illumination textures which rep-
resent illumination without taking shadows into account,
and finally reprojects real shadows using the modified ra-
diosity estimation. The third step is an algorithm allowing
interactive modification of real and virtual light source in-
tensity.
For a lighting designer, this system provides realistic
tools to experiment with the illumination of an enhanced
real environment. All that is required is a few photographs
of the real scene, the reconstruction of a small number of
objects, and the system preprocess as will be described in
this paper; the designer can then interactively manipulate
real light intensities, or insert and manipulate virtual lights
and objects. In Figure 1, an example of a modeled real
scene is shown in (a). In (b), its real illumination was mod-
ified by switching off two lights. Moreover, a virtual light
source was inserted into the real scene, modifying real ob-
ject shadows. A virtual object was also inserted into the
real scene, casting shadows onto real objects. This virtual
object can be moved interactively at 3 frames per second1.
(a) (b)
Figure 1: (a) Original real scene. (b) Virtual modification
of the illumination of the real scene enhanced by a virtual
object (the orange box on the floor) that moves at 3 frames
per second.
In the following sections, we first present previous work
in the several domains related to this work: augmented
reality, 3D reconstruction of real scenes and hierarchical
radiosity. Previous common illumination approaches are
1See quicktime video sequences on the web http://www-
imagis.imag.fr/Publications/loscos/TVCG00/index.html
then discussed in more detail. We proceed to explain how
we build a 3D geometric model representing the real scene,
and present an overview of the algorithm for interactive
re-lighting. The preprocess phase is presented in detail,
followed by a description of the interactive relighting pro-
cess. We then describe results of relighting, that is interac-
tive modification of real light intensities and the insertion
of virtual lights, and conclude with a discussion and future
work.
2 Previous Work
Our work draws on multiple fields; in particular aug-
mented reality, vision based reconstruction and global il-
lumination. In the following, we will first give a rapid
overview of augmented reality which concentrates, in gen-
eral, on registration and calibration aspects. We next
briefly discuss the 3D reconstruction method we use to
build a simplified model of the real scene. We will use hi-
erarchical radiosity to create a representation of real-world
illumination, and also to permit interactive updates when
moving virtual objects or modifying illumination; we thus
introduce the basic concepts of this approach which are
central to the understanding of our algorithm. We finally
detail previous work on global common illumination, in-
sisting in particular on the most closely related approaches
which use radiosity methods.
2.1 Introduction to augmented reality
There are two main approaches to augmented reality: vir-
tual and real environments can be combined by superim-
posing virtual objects on the real world viewed from semi-
transparent glasses; alternatively, virtual and real environ-
ments can be merged with video images, and the result
reprojected onto a screen. These two approaches are pre-
sented in detail in the survey of Azuma [2] which also pro-
vides extensive references to related literature.
The first approach involves the calibration, registration
and display of virtual objects in real time to avoid delays
between projected images and the perceived real world.
The second approach allows more interaction between real
and virtual objects, because a geometric representation of
the real scene is created from the images. We can therefore
handle occlusion between real and virtual objects, as well
as visual effects such as common illumination, which is the
interaction of light between virtual and synthetic objects.
Nevertheless, achieving real time or interactive display of
these effects remains a challenging problem.
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2.2 Reconstruction of real models
The simulation of common illumination effects requires a
geometric representation of the real world. Much research
on the subject exists in the field of Computer Vision; we
have chosen to use an advanced vision-based technique,
which allows semi-automatic reconstruction based on mul-
tiple views.
The approach we use is presented in [11]. In order to
build a representation of a real scene, several vision tech-
niques are combined: automatic calibration of the camera,
mosaicing, computation of the epipolar geometry which
results in a polygonal reconstruction of the scene, and the
projection of textures. The first step is the calibration of
the camera which consists in retrieving the intrinsic pa-
rameters from a non-planar calibration pattern image us-
ing an automatic algorithm [21]. The user provides ap-
proximate positions of 6 reference points. From this, the
system retrieves intrinsic and extrinsic parameters of the
camera. Then, four sets of three photographs each are
taken, and a mosaic is built automatically for each set as
presented in [33]. From the four mosaics, a 3D model is
defined using the TotalCalib system [1] developed at the
ROBOTVIS group. This system, shown in Figure 2, com-
bines several techniques. Point correspondences are pro-
vided by a user, who clicks on one image to create a refer-
ence point. The matched points on the 3 other mosaics are
given automatically by the system. From about 30 point
correspondences, fundamental matrices are computed us-
ing a non-linear method [32]. Polygonal regions are next
manually selected by a user from point correspondences,
and the system provides 3D coordinates of these polygons
from the projection equations. Finally, textures are pro-
jected to allow correct perspective effects for a fixed view-
point [11]. For each reconstructed polygon, a texture im-
age is computed by de-warping the original image (from a
given viewpoint), and mapping it to the plane of the poly-
gon.
The main advantage of such a system is that user in-
tervention is restricted to the choice of reference matches
and polygon vertex selection. This system is however not
without limitations: the resulting model of the real scene
is approximate and may contain artifacts, since there is no
guarantee that geometric properties such as parallel edges
or orthogonal angles will be preserved. This drawback can
be removed by taking into account additional user input,
as presented in the work of Debevec et al. [7] or Poulin et
al. [20].
In the work by Debevec et al. [7], reconstruction is
based on a hierarchy of blocks. The main idea is to build
polyhedra which include geometric constraints, such as
Figure 2: The TotalCalib system to build 3D models of
real scenes, using automatic calibration, and epipolar ge-
ometry.
parallelism, orthogonality, and size aspects. Polyhedra
provide good approximations of many objects of the real
world, especially for outdoor architectural scenes. This
also allows the reconstruction of vertices which are in-
visible in the original images, but correspond to hidden
vertices of the polyhedra. Another approach is described
in [20] in which the primitives are points, lines and poly-
gons, and constraints such as parallelism, orthogonality, or
co-planarity are determined by the user.
2.3 Hierarchical radiosity
To achieve interactive relighting, we need an efficient de-
scription of light exchanges in the scene, including shadow
information. We have chosen to use the hierarchical ra-
diosity approach with clustering [15, 23] with the exten-
sions to dynamic environments [9]. We next introduce cer-
tain basic concepts of radiosity methods.
The radiosity method is based on energy exchanges, and
has been used in computer graphics to simulate light inter-
actions in synthetic environments [25], including indirect
illumination. Since the radiosity method is a finite-element
approach, a mesh representation of the scene is required,
which is usually constructed with quadtrees.
Hierarchical radiosity [15] uses a multi-resolution rep-
resentation of light, by creating a hierarchy of patches on
each surface. Light exchanges are established at the ap-
propriate levels at the patch hierarchy via a link data struc-
ture, resulting in an efficient solution. A generalization
of this approach can be achieved using clusters [26, 24],
which represent groups of objects. The entire scene is
contained in a single, “root” cluster. Clusters and patches
can be linked at the appropriate level, depending on the
refinement criterion which decides whether the link rep-
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resents the light transfer at a suitable, user defined, level
of accuracy. If the light exchange is not sufficiently well-
represented, the link is refined and the patches or clusters
are then subdivided.
When links are established, the incoming irradiance is
gathered at each patch, followed by a push-pull step per-
formed to maintain a coherent multi-resolution represen-
tation of radiant exchanges [15]. The cluster-based hierar-
chical radiosity starts with the root cluster linked to itself.
The algorithm described by Sillion [23] performs a refine-
ment step, establishing links at appropriate levels followed
by the gather and push-pull steps. Irradiance is pushed
down to the leaves of the patch hierarchy, and radiosity is
pulled up by averaging [23]. This is repeated until conver-
gence.
Visibility information and form factors are stored with
links. The visibility information can be of three types:
VISIBLE, INVISIBLE or PARTIAL. When computing ra-
diosity exchanges between two patches, the incoming irra-
diance is multiplied by the form factor and an attenuation
factor, which varies from zero when the patches are mutu-
ally completely occluded, to one when the patches are en-
tirely mutually visible. The attenuation factor represents
the degree of occlusion between two patches. It is typi-
cally estimated by shooting rays between the two patches,
and counting the percentage of rays blocked by occluders.
The hierarchical representation with links can be
adapted to allow fast radiosity modification [9], by aug-
menting the links with a shaft data structure [14]. In addi-
tion, previously subdivided links, called passive links are
maintained. The passive links contain all the necessary
information allowing them to be reactivated at no cost, if
it is required by a geometry change. See Figure 3 for an
example.
(a) (b) (c)
Figure 3: (a) Original subdivision and links in purple.
(b) Adding a dynamic object, and updating the hierarchy
of elements and links. Eight links shown in blue were cre-
ated. (c) The passive links with their shafts are maintained
in the hierarchy, allowing fast identification of the dynamic
object movement. In this case, two passive links shown in
green were maintained. The corresponding shaft is out-
lined in grey.
2.4 Common illumination in augmented reality
The retrieval and simulation of common illumination be-
tween virtual and real objects has been treated by several
researchers in previous work [28, 19, 31, 16, 4, 12, 8, 30,
22]. All use some form of a 3D representation of the real
scene.
State et al. [28] use a composition of vision-based and
magnetic tracking methods for accurate registration of the
real environment. Virtual objects are inserted into a real
scene and common illumination is performed, with a mov-
ing (real) point light source. Shadow maps are used allow-
ing updates in real time, but only for direct illumination
and sharp shadows from point sources.
Nakamae et al. [19] developed a solution for merg-
ing virtual objects into background photographs, and es-
timated the sun location to simulate common illumination
effects in outdoors environments. More recently Yu [31]
proposed a solution to virtually modify the illumination
with different virtual positions of the sun in outdoors
scenes. A pseudo-BRDF is first estimated, which is a func-
tion of the incident radiance on the reflected differential ra-
diance. Diffuse and specular reflectances are retrieved us-
ing multiple images from multiple viewpoints. From vari-
ous virtual positions of the sun and from modified sky and
environment illumination, modified outdoors illumination
is performed pixel by pixel for each reconstructed trian-
gle. However, for certain applications, an approximation
of only the diffuse reflectance is sufficient.
For indoors environments, Jancène et al. [16] used
vision-based techniques to retrieve the geometry of the real
scene from a video sequence. Common illumination be-
tween virtual and real objects is simulated. This allows
the creation of video sequences, with animated virtual ob-
jects such as a cloth, and the modification of the reflective
properties of real objects. The final rendering is performed
using a ray-tracing system, and images are merged using a
masking algorithm.
Debevec [4] also simulates common illumination ef-
fects using RADIANCE [29], a ray tracing based global
illumination system. In this work, the real environment
is decomposed into the distant scene and the local scene.
The distant scene is used to evaluate the global radiance,
and the source emittance [6]. An approximate geometric
model of the local scene is built using the methods previ-
ously developed by the same author [7]. Since radiance
is accurately retrieved from images, rendering with mixed
images is done by using the difference of the desired ef-
fects and the original image value. This method can be
adapted for indoors or outdoors environments.
Finally Sato et al. [22] propose a solution to insert vir-
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tual objects into a real scene. They used radiance images
to estimate the luminance of each surface [6]. The render-
ing is done by ray-casting and the color of each pixel is
modified by a factor corresponding to the change in illu-
mination.
The common illumination methods presented above are
geared towards high-quality image generation, requiring
in the order of minutes per frame. Those which allow re-
lighting need several images under different lighting con-
ditions, or several viewpoints.
Our approach is complementary: we want to use sim-
ple data, that is a single image of a single viewpoint under
original lighting conditions, and from this we want to pro-
vide interactive common illumination effects, which will
allow a designer to modify and experiment with different
lighting conditions. Digital prototyping or “mock-ups” re-
quire this type of interactive capability; for a “final” high-
quality animation, one of the previous methods can always
be used.
Radiosity-based systems for common illumination
The most closely related previous work is that of Fournier
et al. [12] and its interactive extension [8]. The system pre-
sented permits the retrieval of radiosity parameters from
the textures extracted from the real scene images. In our
approach, we use Fournier et al.’s basic derivations for the
extraction of the quantities required to initialize the radios-
ity solution. We thus describe this work in more detail.
First the real scene is modeled manually, using a simpli-
fied representation. Given this model which is subdivided
into patches, the reflectance can be extracted from the im-






where B̂i is the average intensity of the pixels in an image
corresponding to the projected patch i, B̂A the average in-
tensity of the real image, and ρ̂ is the average reflectance
of the scene (given by the user). This estimation of the re-
flectance depends on the color of the texture (i.e., the pho-
tograph of the real scene), which will be darker for patches
in shadow. The emittance Ei of each source is estimated
from the following equation:
∑
i
EiAi = (1  ρ̂)B̂A ∑
i
Ai (2)
with Ai being the area of patch i. This approximation is
based on the estimated ambient term in the progressive
radiosity algorithm [3]. To simplify, and as it is approx-
imately the case for our scenes, we consider that all the
sources have the same intensity. However a system of
equations could be solved for non-homogeneous intensi-
ties.
Once the reflectance(s) ρi and the emittance(s) Ei have
been estimated, a progressive radiosity solution is applied.
The result of this simulation is the radiosity Bi of each
patch. The display is done using a display correction fac-
tor Di of a patch i, which is first initialized to the radiosity
Bi. When the scene is modified, the current radiosity Bi
is updated to reflect the change. For example, if a virtual
object is inserted, the patches on which a shadow is cast
will have Bi < Di. Modifications to the scene (notably
the addition of virtual lights and objects), are performed




It is important to note here that the accuracy of the radios-
ity estimation Bi is irrelevant. Since a ratio is being used
(which is 1 if there is no change), the only requirement is
that the modifications to Bi have to be consistent. Note that
ray-casting is used for rendering in [12].
This approach was adapted in [8], in the context of a hi-
erarchical radiosity system, which allows common illumi-
nation between a dynamic virtual object and a real scene.
The interactive update of the illumination when the virtual
object moves uses the dynamic hierarchical radiosity solu-
tion described in [9]. An example of the results obtained
by the method of [8] is shown in Figure 4, where a red dy-
namic virtual object was inserted into a real scene, on the
top of the desk. The shadows are virtually projected onto
the table, using the display ratio described above (Eq. (3)).
(a) (b) (c)
Figure 4: (a) A virtual object, floating above the table, was
inserted into a real scene using [8], in 5.65 seconds. Shad-
ows are projected onto the table using the display ratio of
Eq. (3). (b) and (c) The dynamic object moves above the
table. Links and radiosity are updated interactively at 3
frames per second.
2.5 Shortcomings of previous approaches
If we use the method of [12, 8] to change the intensity of
a real light source, the result is unsatisfactory. This can
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clearly be seen in Figure 5(b).
(a) (b)
Figure 5: (a) The original illumination of the real scene.
Two sources (left and right) illuminate the wall, causing
the shadow of the table to be cast on the wall. (b) Using the
method of [8], we turn off the left-hand light; pre-existing
shadows are not removed and the quality of the relighting
is unsatisfactory: the shadow due to the left-hand light is
still clearly visible.
To see why, recall that the display is performed using
the initial real world photograph [12] or textures [8]. The
image or textures are then modulated by the ratio of the
current radiosity value Bi (changed for example by turning
off a light) over the originally computed radiosity value Di.
Since the texture being modulated is a snapshot of the real
global illumination in the scene, real shadows are already
represented.
Consider the Figure 5(b) for which the left-hand light
has been turned off. Observe the region in the blue square:
it contains a region of the wall which was in shadow with
respect to the left-hand light, and a region which was not.
Since the left-hand light is turned off, the current radios-
ity value Bi will be reduced for both regions, by amounts
which are very close in value since they vary only by the
corresponding form factors. The textures of both regions
are modulated by the ratio of this current radiosity Bi over
the original radiosity value before the light was switched
off. Since the texture (photo) corresponding to the region
originally in shadow is much darker to begin with, the
shadow will still be visible after the change. For the correct
image to be displayed, we need a way to make the texture
in both shadowed and unshadowed have similar values.
This reveals the limitation of previous texture modula-
tion approaches, which can only treat modifications to vir-
tual objects or sources, since modification of real lighting
conditions requires the modification of the original images
or textures of the scene.
3 The Common Illumination System
The goal of our approach is to allow interactive modifica-
tion of real source intensities, the insertion (and modifica-
tion) of virtual sources, and the insertion and interactive
manipulation of other virtual objects. All interactive up-
dates will be performed with consistent update of shadows
of real and virtual objects. Our system consists of 3 steps:
3D reconstruction of the real scene, a preprocessing initial-
ization stage, and an interactive modification stage, during
which the user can modify and enhance the real scene. The
entire algorithm is summarized in Figure 6.
3D reconstruction
Build a simplified 3D model of the real scene
Preprocess
Hierarchical radiosity system set up
Refinement for shadow boundaries
Creation of the unoccluded illumination textures
System re-initialization and shadow reprojection
Additional preprocess for the insertion of virtual objects
Interactive modification
Modification of real and virtual lights
Update when a virtual object moves
Figure 6: Complete algorithm.
Representation of the real scene
The real scene is represented in our system with an ap-
proximation of its geometry and with projected textures.
The model of the scene is built semi-automatically, using
advanced vision techniques [11, 8] as described in Sec-
tion 2.2. This process allows the reconstruction of the ba-
sic 3D model visible in the captured images (for example
the mosaics shown in Figure 7).
The rest of the scene, which is not visible in the images,
is built with points measured manually. Approximate tex-
tures are used to map the polygons of this part. The posi-
tions of the light sources are also measured manually and
inserted into the 3D model.
The model is then an approximation of the captured
room, with a more precise model for the visible part of
the scene, and a coarse model for the rest. An example of
the resulting reconstruction is shown in Figure 8.
A limitation of this approach is that the projection of
the textures is done only for a single point of view. We
are therefore restricted to viewing the scene from a static




Figure 7: The four mosaics from four different points of
view.
system, and in (b) the complete model is shown, including
the non-visible part.
(a) (b)
Figure 8: (a) The real scene viewed from our system.
(b) The complete model including four lights (A, B, C,
D).
Preprocess to enable interactive re-lighting
The main contribution of our approach is the preprocess-
ing algorithm which results in the generation of modified
original textures, approximating unoccluded radiosity in
the scene. We call these the unoccluded illumination tex-
tures. The original values of the textures, taken from the
initial scene photograph are thus modified to represent illu-
mination as if shadows of real objects where not taken into
account. These shadows can be due to real light sources,
or other secondary reflector objects.
Once we have created this unoccluded illumination tex-
ture, we can perform rapid relighting by modulating the
texture with a ratio, corresponding to the increase or de-
crease in illumination due to lighting changes. This is
achieved using a mesh of elements created by the radios-
ity algorithm. These elements are finer in the regions of
shadow, and sufficient to capture other changes in illumi-
nation (for example due to indirect light).
The preprocess begins by setting up all necessary pa-
rameters for the estimation of the real scene illumination as
in [8]. A suitably subdivided mesh is essential for the ap-
propriate modulation of texture; to achieve this a texture-
based refinement is applied. To create the unoccluded light
textures, the information contained in the radiosity solu-
tion is used. Due to inaccuracies of the capture and recon-
struction process, we use a heuristic correction to this pro-
cess, based on shadow boundaries which are appropriately
inferred from the radiosity solution. The result of this pro-
cess are the unoccluded illumination textures, which can
then be modulated by the ratio of the final radiosity to un-
occluded radiosity to reproject shadows and other illumi-
nation effects. This pre-process is explained in detail in
the next section.
Virtual objects and virtual light sources can then be in-
serted if desired. The insertion of dynamic objects is per-
formed using the method of [8]. The algorithm used to
insert virtual light sources is described in Section 4.5.
Interactive Relighting
When the entire preprocessing step is completed, we can
interactively modify the illumination of the light sources.
The algorithm used is presented in Section 5. Our inter-
face, shown in Figure 9, allows the user to choose a new
emittance in each RGB channel for real and virtual light
sources.
A similar interface also exists for the insertion of real
and virtual lights or objects 2.
Figure 9: A screen snapshot of the interactive system. The
user can manually select new light intensities for real or
virtual light sources using the sliders shown in the inset.
2See quicktime video sequences on the web http://www-
imagis.imag.fr/Publications/loscos/TVCG00/index.html
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4 Preprocessing for Virtual Interactive
Relighting
As in [8], we start by initializing the hierarchical radiosity
system based on textures extracted from the original pho-
tographs, as presented in detail in Section 2.4. To improve
the estimation of average reflectance, we first use the man-
ually set value as in [12], followed by an additional step,
which uses the average of the computed reflectances.
To achieve the modification of real lighting we need to
construct the unoccluded illumination textures, which are
textures capturing an approximation of the illumination in
the environment as if there were no occlusion from the
light sources and secondary sources.
The creation of these textures has two steps: first we add
in blocked light, using the information contained in the ra-
diosity solution. Since this gives imperfect results due to
the numerous approximations performed, a heuristic cor-
rection is applied by finding an appropriate reference patch
which will give us a strong indication of the desired final
color.
For both steps, it is important to have an appropriate
mesh subdivision for radiosity, notably for the shadows on
objects which are visible for our given viewpoint. We be-
gin by describing our texture-based refinement, and then
proceed to describe the two steps of the unoccluded illu-
mination texture generation.
4.1 Texture-based refinement for
shadow boundaries
If we use “standard” refinement criteria, such as BF re-
finement [15] or error-driven refinement [13] we do not
obtain suitable radiosity mesh subdivision. The main prob-
lem is that these approaches do not always guarantee good
shadow boundaries (even when using the visibility factor
of [15]). In addition, the problem is more apparent in our
case, since the geometry reconstruction and the visibility
computation via ray-casting are not completely accurate.
Discontinuity meshing [17] is unsuitable for the same rea-
sons, since discontinuity lines would be geometrically in-
accurate. As a consequence, we use quadtree subdivision,
with new, texture-based refinement.
The main idea is to use color information contained in
original textures (i.e., the photos of the real scene repro-
jected as texture onto the reconstructed polygons), com-
bined with the visibility information provided by the ra-
diosity system as initialized above. Real shadows already
exist in the textures, and correspond to regions which are
darker. By using the visibility type (VISIBLE, PARTIAL,
OCCLUDED see Section 2.3) contained in the links to
patches in penumbra, and the color differences between
neighboring patches, we can force refinement in regions
corresponding to real shadow.
This refinement occurs after the first approximation of
the radiosity solution of the real scene using the approach
of [12, 8]. The first radiosity solution is used to initialize
several parameters such as reflectances and light source in-
tensities. As shown in Figure 10(a), the initial subdivision,
obtained using BF refinement, is coarse. Links have been
attached to the leaves of the hierarchy of patches as in Fig-
ure 10(b), to provide accurately visibility information with
respect to the source patches.
(a) (b)
Figure 10: (a) Coarse mesh before refinement. (b) All
links are at leaves.
The texture-based refinement algorithm compares the
visibility and the color of two neighboring leaves of the
patch hierarchy. The visibility must be consistent with the
color differences. We consider two cases, for a patch and
each of its neighbors (the meaning of “similar” for color
and visibility is defined below):
1. If the two patches have similar colors, they should
also have the same visibility type with respect to all
the real light sources. If it is not the case, then we
subdivide the patch.
2. If the two patches have different colors, they should
also have different visibility types. If not, we subdi-
vide the patch.
If the patch has been subdivided, we examine the chil-
dren created; if there is no change in visibility, the patch
subdivision is cancelled and the patch is again a leaf of the
patch hierarchy.
Case 1 occurs at the limits of shadow boundaries, and
helps in producing finer elements in these regions. The
process will stop when we reach the maximum subdivision
level or when the patches are separated into visible and “in
shadow”.
Case 2 occurs when ray-casting has failed to identify
the correct visibility type. The patch may be unsubdivided
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however when the color difference is not due to a visibility
change, but to a different texture. This is the case for the
orange poster on the back wall in Figure 11(a).
Figure 12 shows how the refinement algorithm recur-
sively traverses the hierarchy of elements and compares
each pair of neighboring hierarchy leaves. We consider
that visibility is similar if the difference of the attenuation
factor is less than a visibility threshold fixed by the user.
Similarly, we consider two patches to have the same color
if the distance in color is less than a color threshold also
fixed by the user. To compute this distance, we first con-
vert RGB values into CIELAB values [10]. The distance






Figure 11: (a) A patch in pink with a different color than
neighbors but the same visibility. The patch was not sub-
divided. (b) Mesh after texture-based refinement with im-
proved shadow boundaries. Compare to Figure 10.
At the end of the refinement process, we set up all the
necessary parameters: the reflectance, the display correc-
tion factor Dorig, which is equal to the original radiosity
Borig, and the texture Torig, which is the original texture
before any correction: i.e., extracted directly from the orig-
inal photographs.
Links from real light sources are fixed at the leaves of
the patch hierarchy. A radiosity step (gather/push-pull) is
then computed, corresponding to this new subdivision.
The texture-based refinement results in well-defined
shadow boundaries, which is very important for the subse-
quent texture modification step. The resulting refinement
is shown in Figure 11(b).
4.2 Creating the unoccluded illumination tex-
ture; Step 1: adding in blocked light
Once an appropriate refinement has been performed for a
radiosity solution, we can proceed with the creation of the
Refinement for shadow boundaries
for each leaf i, compare with its neighbor leaves n
if i has a similar color to n
and a different light source visibility
then subdivide i
else if i has a different color to n
and similar light source visibility
then subdivide i
else if the visibility type is PARTIAL
then subdivide i
if i has been subdivided
then
if i has no light source visibility
differences with its children
then remove the subdivision of i (i is a leaf again)
else redo the process for each new child of i.
Figure 12: Texture-based refinement for shadow bound-
aries.
unoccluded illumination textures. As mentioned above,
the first step consists in ”adding in” blocked light. The
result of this step will be the generation of a modified tex-
ture, into which the blocked light has been incorporated.
We define Ēis to be the irradiance from a source s
blocked from patch i due to occlusion. A source is ei-
ther a primary light source or a secondary source (i.e., a
reflecting patch). This additional irradiance is the sum of
the radiosity of each source times the form factor Fis and
the complement of the attenuation factor equal to (1 Vis)
for each primary or secondary source s.
Considering each real source, we have the additional ir-




The fact that all links are at the patch hierarchy leaves
allows satisfactory estimation of Ēi, since the form-factor
and visibility information are relatively accurate. For more
accuracy, we take into account the occluded indirect illu-
mination. However, since we have not reconstructed every
object of the scene, and since the geometric model is ap-
proximate, the occluded irradiance due to indirect illumi-
nation is less accurate. In our tests the effect of adding in
indirect light at this step has not been decisive.
To generate a new texture with the blocked light added,
the original texture is modulated by a correction factor
computed at the vertices of the leaf radiosity patches.




Figure 13: (a) Original texture. (b) The resulting texture Tinter, (c) The resulting texture Tfinal.
(a) (b) (c)
Figure 14: (a) Original texture. (b) The resulting texture Tinter, with real occluded illumination removed, mapped onto
the geometry of the real scene. (c) The final texture Tfinal after the texture-based correction.
The correction factor is based on the additional irradi-
ance described above in Eq. (5). To include the blocked








In this equation, Ēi is the potentially blocked irradiance




i = ρiEi. However,
Ēi is computed with the approximate values Fis, Vis and
Es, and thus the modulation of Eq. (6) is not sufficiently
accurate.
The intermediate texture Tinter is generated by render-
ing the leaves of the radiosity hierarchy with appropriate
modulation values (Eq. (6)). If the modulation factor is
greater than one, a multi-pass approach is used, as de-
scribed in Appendix A.
In Figure 13(b), we show an example of the texture gen-
erated after the addition of the blocked light, on the floor’s
original texture shown in (a). As can be clearly seen,
the values computed are far too bright in the regions of
shadow, due to the inaccuracies of the different processes
used.
The texture obtained after this first step is used to up-
date new reflectance values ρinteri , extracted in the same
manner as for the original photographs (Section 2.4, Eq.
(1)). Radiosity values Binteri are updated using these new
reflectance values, as well as the display correction factor
Dinteri which is set equal to the newly computed radiosity
plus the blocked light.
As was demonstrated in the example (Figure 14(b)), the
resulting textures cannot be used “as is”. Typically, the re-
sulting texture is too bright, implying an overestimation of
radiosity. We believe that this is due to insufficient accu-
racy of the emittance and reflectance estimation, the actual
radiosity calculation which includes form-factor and visi-
bility computation. The approximate geometric represen-
tation may also add to these problems. To compensate for
the inaccuracies of the initial step, a subsequent heuristic
correction factor is applied, based on texture color.
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4.3 Creating the unoccluded illumination tex-
ture; Step 2: texture color based correction
The intuition behind the heuristic correction step is to es-
timate the desired color of the unoccluded texture for a
given element in shadow, based on a truly unoccluded el-
ement elsewhere on the same surface. We would like the
color of each pixel of the occluded part of the texture to
have a color similar to that of an unoccluded pixel. The
similarity is modulated by the form factors since we want
to keep unoccluded illumination effects in the final texture.
Consider a patch i in shadow, and a patch r chosen ap-
propriately which is unoccluded. If i and r were in the
same position, we would want the corresponding texture
values Ti and Tr to be equal. Since their position is differ-
ent, instead of equality, want Ti to be equal to Tr modulated
by the ratio of form-factors of each patch to the source. For
the light sources S, the resulting desired value for the tex-





Since we operate in the context of polygon-based hard-
ware rendering, we perform this correction on a per-patch
basis. We modulate the texture of each patch using a cor-
rection factor. Instead of using the color of the texture,
we use reflectance values which are stored with the radios-
ity system, and which are computed directly from textures
(Eq. (1)). We associate to each occluded mesh radiosity
element, a “reference patch” which will serve to correct
the texture. For each radiosity mesh element in shadow,
we thus attempt to find a corresponding unoccluded mesh
element. We attempt to find a patch which is close, and
which has similar reflectance values.
To do this, we first determine the frontier between
occluded and unoccluded patches according to all light
sources. Having all links at leaves ensures the classifica-
tion VISIBLE, INVISIBLE or PARTIAL for a given patch
with respect to a given source. We are therefore able
to define a frontier composed of completely unoccluded
patches that have occluded neighbors with respect to real
light sources. This frontier usually encloses the regions
where we need to modify the texture. However the al-
gorithm does not depend on the creation of a closed re-
gion. The frontier elements will be used as references as
explained below. From these selected elements, we keep
only those which are visible from the viewpoint. This re-
striction is due to the view-dependent property of the tex-
tures we use. An example of such frontier patches is shown
in Figure 15(a).
For each occluded patch i, we define a reference patch
chosen in the frontier of unoccluded patches. The ref-
erence patch r is chosen to have a similar color as the
occluded patch and to be at a minimum distance from i.
For the occluded red patch, shown in Figure 15(b), the
algorithm chooses the black patch as a “reference patch”
from the frontier list of unoccluded elements shown in Fig-
ure 15(a). The black frontier patch is the closest patch that
has a similar color to the red occluded patch (see the algo-
rithm in Figure 16). We define colors to be “similar” if the
distance between them is less than a threshold defined by
the user.
(a) (b)
Figure 15: (a) Frontier in green composed of unoccluded
patches, which enclosed shadow regions. (b) Black patch
chosen in the frontier as a reference for the red selected
patch in shadow.




for each patch in frontier list n
if Distance(i, n)< mindistance
and DistanceColor(n, i) < mincolor
then
Reference = i
mindistance = Distance(i, n)
mincolor = DistanceColor(i, n)
Figure 16: Algorithm to choose reference patches.
As for the refinement, reflectances are converted into
LAB values, and the distance DistanceColor is computed
using Eq. (4). If no patch in the frontier of unoccluded
elements is found for a certain patch i, then the reference
patch is a default reference patch previously selected by
the user on the polygon before the texture correction pro-
cess.
Once the reference patch has been chosen, we use Eq.
(7), to determine the correction factor to be applied to the
texture of the patch. Since the reference patch is at a cer-
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(a) (b) (c) (d)
Figure 17: (a) Display correction Dfinal corresponding to the new texture Tfinal. (b) Radiosity Bfinal corresponding to
the new texture Tfinal. (c) The resulting final texture with shadows removed. (d) The resulting reprojection using these
final values.
tain distance from the occluded patch, we modulate the
reflectance of the reference patch by the ratio of the form
factors Fis of patch i and Frs of patch r with respect to the
source s.





Using the corrected reflectance, we generate the final
unoccluded illumination texture. To generate this texture,
we render the textured leaf patches of the patch hierarchy
with an appropriate modulation factor, as when adding in
blocked light.
For occluded patches only, the texture Tinteri is modu-
lated by the ratio of the correction factor ρcorri of patch i
over the intermediate reflectance ρinteri computed directly





If ρcorri is greater than ρinteri , we use a multi-pass display
method described in the Appendix A, as for Step 1.
From this final unoccluded illumination texture Tfinal,
we recompute new reflectance values ρfinali for occluded
patches and perform a radiosity step, resulting in new ra-
diosity values Bfinali based on the new reflectance. We
then compute a new display correction factor Dfinali , equal
to the new reflectance times the sum of the occluded irra-
diance Efinali and the additional irradiance Ēi (see Eq. (5)).
Note that this display factor does not take into account
shadow calculations.
An illustration of Dfinali is given in Figure 17(a), and
Bfinali is shown in Figure 17(b). The result of the final tex-
tures is shown in Figure 17(c). Note that shadows have
been mostly removed, and the texture does effectively rep-
resent illumination as if shadows had not been computed.
4.4 Shadow reprojection
After the steps previously described, we have a texture rep-
resenting unoccluded illumination; we now need a way to
(i) reproject original shadows and (ii) modify the intensity
and add virtual objects and light sources.
This is achieved by modulating the unoccluded illumi-




is the ratio of radiosity including shadow calculations over
radiosity without shadows. Since Bfinali has a smaller
value than Dfinali in regions of shadow, these areas are
darker. As a result, shadows are appropriately reprojected,
resulting in an image which is close to the original photo-
graph. The result of this process is shown in Figure 17(d).
It is usually unnecessary to maintain the same subdivi-
sion used to modify the textures during preprocess, since it
needs to be very fine. For the interactive updates, this can
be wasteful. Nonetheless, in some cases the mesh used for
the preprocess is satisfactory.
To generate a coarser mesh, we clear everything previ-
ously computed, that is reflectances, radiosity, and the dis-
play correction factor. We also clear the subdivision and
the link hierarchy. We then re-compute a solution based on
a simple BFV refinement [15], which results in a coarser
mesh. To compute both Bfinal and Di two radiosity solu-
tions are actually performed. At the end of the first solu-
tion, the display correction factor Di is computed with all
links at leaves of the hierarchy of mesh to allow accurate
blocked light computation. A second radiosity solution is
then computed, but keeping the same mesh; this permits
the initialization of Bfinal, using fewer links. The result-
ing mesh is shown in Figure 18.
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Figure 18: After the texture modification, a radiosity solu-
tion may be computed using a BFV refinement. The result-
ing mesh is coarser in shadow regions than the one used to
correct the texture.
4.5 Modified refinement to insert virtual sources
To treat the insertion of a virtual light source, we adapt the
method of [8], in which a virtual object can be inserted
into the real scene and interactively manipulated [9]. This
results in the projection of the shadows due to the virtual
source on the real objects. The influence of a virtual light is
often significant, and thus we force additional refinement
by establishing all links to virtual sources on the polygons
as opposed to allowing links from the virtual sources to the
clusters. This is done on the polygons visible in the cap-
tured images; the polygons corresponding to the hidden
parts of the scene are not affected by this forced refine-
ment.
The additional light sources brighten the scene; again
the multi-pass method of Appendix A is used to achieve
this effect. Virtual light source insertion is illustrated in
Figures 26, 21, 22, 24.
5 Final Relighting
At this stage, we have completed the preprocess, and mod-
ifications are based on changes to the radiosity system.
Links between patches and clusters in the radiosity hierar-
chy have already been established, including the form fac-
tor computation and the visibility determination. In order
to achieve fast updates, the subdivision and the links are
maintained during relighting. Since we only modify the
intensity of the light sources, the subdivision and links still
fit to the illumination even after modification. Keeping the
same hierarchy may result in overly fine mesh subdivision
if lights are switched off; since the user may switch them
on again later however, we prefer to maintain the mesh
subdivision. The modification process consists in recur-
sively removing radiosity stored at each level of the hier-
archy. We then perform a complete radiosity step: with-
out performing additional refinement, we gather radiosity
across the links, and perform the push-pull step to maintain
a coherent representation of radiosity in the hierarchy. The
iterative process is stopped when the global illumination is
stable.
This process is interactive since the costly refinement
step (which includes visibility and form-factor computa-
tion) is avoided. The update time depends on the initial
level of subdivision. Note however that the insertion of a
virtual object may result in additional subdivision. The up-
date rate is the same if we modify one or several lights. Ex-
ample update rates are shown in Figure 19, and discussed
in the following section in detail.
6 Results
We have tested the algorithm for two different real scenes.
For one of them, we also use radiance images obtained
using an adapted version of the algorithm of Debevec et
al. [6] (see Appendix B). For each scene, we present results
of relighting and adding virtual light and virtual objects,
all performed interactively. All timings are reported on an
SGI Onyx2 Infinite Reality workstation, R10000 running
at 195Mhz.
The first scene is shown in Figure 20(a), under the origi-
nal illumination. We first switch off the two back lights (C,
D) shown in Figure 8. In the resulting image Figure 20(b),
the scene is darker than the original illumination shown in
Figure 20(a) but with no change in shadows.
We then switch off the front left light (A) and double
the intensity of the right light (B) (see Figure 20). The
resulting shadow of the table is homogeneous in the um-
bra regions. As expected, the shadow due to the left light
has disappeared, and the part of the scene which was illu-
minated by this light source is darker. Compare the new
result with that of the method of [8] previously shown in
Figure 5(c), which was inexact, since real shadows were
not removed from textures.
We now switch on the left light with double the original
intensity and switch off the right light (see Figure 20(d)).
Again, shadows are as expected (i.e., the shadow bound-
ary of the right light is no longer visible). For each light
modification, the whole process (radiosity step and dis-
play) takes 0.8 seconds. The accompanying video 3 shows
these light modifications, recorded in real time on an SGI
Onyx2 Infinite Reality workstation.





Time for modification 0.2 sec. 0.3 sec. 0.7 sec.
Time for display 0.2 sec. 0.2 sec. 0.6 sec.
Number of leaves/links 3486/11246 5781/16807 8247/50787
Figure 19: Interactive modification of a virtual light source intensity. The time rate depends on the level of the subdivi-
sion, and the number of established active links. The leaves at the bottom elements of the subdivision hierarchy.
(a) (b)
(c) (d)
Figure 20: (a) Original scene lit with shadow reprojection. (b) Back lights are virtually switched off. (c) Left light is
virtually switched off, and right light has double intensity. (d) Right light is virtually switched off, and left light has
double intensity. Note that in this case, the mesh used for the texture correction was sufficient.
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We can also insert a virtual source, and modify its inten-
sity as described above. The insertion of the light source
takes 7.8 seconds. An interesting test is to switch off all the
real lights, and to illuminate the real scene only by a virtual
source (see Figure 21(a) and (b)). Notice that real shadows
from real light sources can no longer be seen. However,
real objects such as the table cast new shadows on the floor
and the walls, due only to the virtual light.
With this new illumination, we are still able to inter-
actively move a dynamic virtual object, such as the or-
ange box on the floor, previously inserted in 1.42 seconds,
in Figure 22. Updates take approximately 0.3 sec. per
frame when moving the virtual object, with the subdivi-
sion shown in Figure 22(a). With both real and virtual il-
lumination, this virtual object casts shadows onto the real
scene.
(a) (b)
Figure 21: (a) Insert a virtual light. Switch off all real
lights. The real scene is lit only by the virtual light. (b) De-
crease the intensity of the virtual light.
We have also tested our method on another real scene4,
shown in Figure 23(a). In (b), we have removed the real
shadows from textures of this scene.
Another interesting test is to compare the results of our
algorithm with real photographs in which we have turned
off some of the real lights in the scene. In the right column
((a), (b), (c), (d)) of the Figure 24, we show the original
photographs taken under different lighting conditions. On
the left, we show the simulation resulting from our method
for the same lighting conditions 5. We have first performed
real relighting in (e) by switching off the two back lights.
In (f), we have switched off the left front light, and in (g),
we have switched off the right front light. The reprojected
shadows are softer than for the original picture. However,
the overall lighting effect is similar. In (h), we inserted a
virtual light, with all the original lights turned off. To test
this scene, we took a photograph of the real scene using
4This real scene was modeled using the Rekon system developed at
Montreal [20]
5We have applied an appropriate scale-factor correction to account
for the differences of overall lighting levels
(a) (b)
(c) (d)
Figure 22: (a) Insertion of virtual object and the conse-
quent subdivision. (b), (c), (d) The orange virtual object is
moving at interactive rates.
a real light which was used as a basis when modeling the
virtual source. We show these images side by side.
For this scene, we performed the same modifications as
above using radiance images as textures. The radiance
images were obtained using the algorithm of Debevec et
al. [6], adapted to our automatic camera 6, as described in
the Appendix B. The results of texture modification are
shown in Figure 23(c) and (d). Lighting modification has
also been performed and the results, shown in Figure 24(i),
(j), (k), (l), are very similar to those obtained using RGB
images.
We believe that for the cases presented, the high-
dynamic range images do not seem to provide a significant
advantage. This is probably due to the relatively low dy-
namic range of the specific test images; for other cases the
difference could be more significant.
7 Discussion and Future Work
Concurrently with this work, and since the original sub-
mission of this article, two new closely related methods
have been developed. We briefly discuss how our approach
relates to them, and then present our ideas for future work.
6Kodak DC260
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(a) (b) (c) (d)
Figure 23: (a) Original real scene viewed from our system with reprojection. (b) Real shadows were removed from real
world textures. (c) Original real scene viewed from our system, using radiance images as textures. (d) Real shadows
were removed from real world textures.
7.1 Discussion of more recent work
A recent method was developed by Yu et al. [30] which
permits relighting for indoors environments, as well as the
addition of virtual objects. In this method, reflectances
are estimated accurately both for the diffuse and specu-
lar components, using a relatively large number of pho-
tographs (around 30-40) and user-controlled constrained
lighting. However the rendering is computed using RADI-
ANCE [29], and is therefore far from interactive.
We [18] have also developed a completely different ap-
proach, which is based on taking several photographs of
the real scene, using different user-controlled lighting con-
ditions. This is used to estimate diffuse reflectance, for
relighting and adding virtual objects. This method allows
interactivity during scene modifications, but is based on
ray-tracing and thus is subject to limitations in the number
of sources and the resolution of the image.
The approach we present here is in many ways comple-
mentary to the above. First, our approach has the simplest
capture process since both other methods require user-
controlled specific lighting, and more input photographs.
In our approach we simply photograph the scene from a
single viewpoint for the illumination processing 7. Sec-
ond, we do not attempt to perform a reflectance estima-
tion, since we use a simple texture modulation approach
for display. Finally, thanks to the use of the graphics hard-
ware for display, we can achieve faster update rates, with
fewer speed limitations.
It should be noted however that the approach of Yu et
al. handles any viewpoint in the environment (albeit non-
interactively), which is a significant advantage over our ap-
proach. The method in [18] notably allows the removal of
real objects using texture generation on the estimated re-
flectance.
7As with other methods of course, several photos are required for
geometric reconstruction.
7.2 Future work
Since the majority of the work is done during a preprocess-
ing step, the relighting process is interactive and allows
fast manipulation of the real scene. Two main issues need
to be addressed: the speed of the updates and the quality
of shadow removal.
The multi-pass display takes time, and it could also be
optimized. The radiosity steps could also be optimized
by avoiding the complete traversal of the hierarchy in the
spirit of [9], when doing some relighting.
The quality of the shadow removal is directly related to
the subdivision effected by the hierarchical radiosity algo-
rithm. Our texture-based refinement has greatly improved
the resulting quadtrees compared with traditional refine-
ment approaches, but it is still prone to problems mainly
due to inaccurate geometric reconstruction.
Another limitation of our system is the constraint to a
fixed view point. Users modifying the illumination of a
real scene would like to change the point of view to better
appreciate light effects. Building on recent work [20, 5]
we believe that we could develop a solution at least for a
limited set of viewpoints.
Another interesting research direction is to allow the re-
moval or replacement of real objects. The approach de-
veloped in [18] shows how to do this on a pixel-by-pixel
basis. Even though the extension to our polygon-hardware
based rendering is non-trivial, we believe that it is feasible.
8 Conclusion
In this paper we have addressed the difficult problem of
common illumination for real and virtual scenes, and of
virtual relighting. The problem is hard, since real-world
photographs already contain real lighting effects such as
shadows, which need to be correctly identified if they are
to be modified.
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Figure 24: (a), (b), (c), (d) are real photographs taken under different lighting conditions. (e), (f), (g) and (h) are
simulated images under respectively the same lighting conditions as the real photograph. (i), (j), (k) and (l) are the same
simulation as above but using radiance images.
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We have presented a solution enabling interactive mod-
ification of both real and virtual illumination for recon-
structed real scenes. The algorithm we presented has three
main steps. The first step is the real scene reconstruction of
a 3D geometric model using advanced vision-based tech-
niques. The second step is a preprocessing algorithm. We
first initialize a radiosity system, and use its structure to
detect shadow regions, and appropriately refine the mesh.
Once these regions are identified, we modify real world
textures to include the real (primary and secondary) source
illumination blocked by real occluders, thus brightening
the dark shadow regions. After an additional heuristic cor-
rection, we can modulate these unoccluded illumination
textures to reproject real shadows appropriately. The re-
sulting simulated images are very similar to the original
photographs.
We then have the ability to select and change the in-
tensity of each real and virtual light source, and also add
virtual objects into the scene. The results are convincing:
shadow boundaries due to switched-off real lights disap-
pear, and we can modify light source intensities, and move
virtual objects. All modifications are interactive, and all
diffuse common illumination effects such as shadows be-
tween real and virtual objects, are correctly represented.
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A Multi-pass Display
In our algorithm, the display is perform by setting a ratio B i=Di
as a color, and modulate the texture by it, as described in Eq. (3).
This display is insufficient when Bi is greater than Di. This is
due to a limitation of the glColor function of OpenGL, which
requires a color value between zero and one. Therefore, if no
special treatment is done when Bi=Di is greater than one, the ra-
tio is automatically clipped to one, and the desired illumination








glBlendFunc(GL ONE, GL ONE)
while NumIter< MaxIter do
DrawScene(NumIter)
glBlendFunc(GL ONE, GL ONE)
NumIter++
glDisable(GL BLEND)
DrawScene ( NumIter )
MaxIter = 0
for each leaf
if(NumIter == 0) then
Maxiter = Max (Maxiter, Bi / Di)
glTexImage2D( . . . , Texture)
for each vertex
color = (Bi / Di) - NumIter
if color > 1 then color = 1
if color < 0 then color = 0
glColor(color)
return Maxiter
Figure 25: Multi-pass display.
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In order to brighten the textures when source intensities in-
crease, we use a n-pass display method, where (n  1) is the
integer part of Bi=Di. The nth pass corresponds to the remain-
der of Bi=Di  (n 1). To achieve the desired effect, we use the
glBlend function of OpenGL. This enables us to modulate the
texture by the color Bi=Di  i or 1 if (Bi=Di  i) > 1, n times.
The multi-pass algorithm is described in Figure 25. The draw-
back of this approach is that the display time is increased during
the light modification pass, taking between a 0.05 and 1.0 sec-
onds.
An example of the multi-pass display is shown in Figure 26,
where a virtual light source has been added to the scene.
(a) (b)
Figure 26: (a) Insertion of virtual light source, without
multi-pass display. (b) Using the multi-pass display (5
passes in 0.3 seconds).
Similar problems have been encountered by other re-
searchers. Debevec et al. [5] use a similar approach when com-
bining several weighted textures to create a single one, while
Soler et al. [27] also used a multi-pass display to correctly mod-
ulate textures with direct illumination.
B Radiance Images
The use of RGB textures extracted from a camera has several
problems, including the limited dynamic range and loss of in-
formation due to saturation. Instead of working with RGB tex-
tures, we tested our algorithm using radiance textures provided
by high-dynamic range photographs [6].
Our goal was to adapt this approach for use with a reasonably
priced digital camera such as the Kodak DC260 which costs ten
times less than professional level digital cameras. The problem
with cameras in this price range is the lack of precise control of
shutter speed. To create these radiance images, we thus had to
adapt the algorithm of Debevec et al. [6]
Despite the lack of explicit shutter speed control, our camera
provides nine different picture settings using the “EV” param-
eter. When EV equals zero, the camera automatically chooses
the parameters (aperture and shutter speed) that fit the lighting.
When EV is negative, the camera chooses faster shutter speeds,
and when it is positive, it chooses slower shutter speeds.
To apply the Debevec et al. algorithm, we convert each possi-
ble EV values into shutter speeds according to a reference time t,
set for EV = 0. We based our assumptions on traditional F-stop
ranges(2EV ).
EV -2 -1.5 -1 -0.5 0











The results of this adapted algorithm are quite satisfactory.
The camera response function extracted seems reasonable, and
we avoid the problems of saturation and low dynamic range of
traditional RGB images.
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