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SUMARIO 
A análise di ser i mi nant.~ lrala dos problemas 
di ser i mi naç=:o e cl as: si f' i caçlio. Na di ser i mi naçgo eslá vollada a 
descobrir e testar dif'erenças entre grupos, na classif'icação leva 
a regras bem def'inidas utilizadas para classificar novos 
1 ndi vi duas. 
Medid,,-s repetidas t-efere-se a dados const.ituidos de 
valores de uma mesma variável aleatoria observada sobre o mesmo 
individuo em ocasiees distintas Os modelos médias " 
poli nomi ais são uti 1 izados no estudo do compor lamento dessa classe 
especifica de vetor mult.ivariado. 
Tanto a análise d6' di ser i mi nant.e ql.Jant.o a d~S medi das 
repet.i das t.em si do estudadas por mui t.os anos Esla t.ese esta 
concentrada no estudo das regras de classificação de máxima 
verossi mi 1 hança sob hip6t~se d~ multinormalidad~ e mesma matriz 
d~ variància '7 covariância denlro dos grupos no conlexlo da 
medi das repeti das Assim nos dados or i gi na i. s at.ravé~ de 
simples modelos de média as regras de classi~icação são derivadas 
para o caso de g grupos e investigada sua especificidade para duas 
eslrull...lras da mat!-iZ dEl variãncia e covariãncia a uniforma e a 
seriada. Em cada uma delas G lamb~m invesl.igada a especif.tc~dade 
da regra de classificação para o caso particular da paralelismo 
eslruluração adicional nos primeiros moment-os. 
Ainda, o mesmo ast.t.Jdo é ~ai to em t.rans~or maçêSE'is das 
vari~veis originais alravés de ajusles de modelos salurados que 
produzem um igual número de coeficientes aqui chamados variáveis 
al t.ernal-i vas às quais, por sua vez correspondem a est.rut.uras 
da malriz de variãncia e covariãncia induzida pela estruturação 
nas variáveis originais 
Os resultados obtidos, exibem um grau de especificidade, 
em cada caso considerado cuja análise evolui para entendimentos 
mais minuciosos dos aspectos da análise discriminante neste 
contexto .Para o caso da dois grupos a função discriminant-e foi 
também particularizada e estes resultados são utilizados para 
efeito de interpretação na sua forma analitica e via exemplo. 
Para um modelo de médias fixado, na estrutura uni forme 
ficou evidente que um mesmo valor do coaficient..a da corralaç~o 
pode corresponder à sit..uaçBes totalmente dist..int.as quanto à 
dispers~o dos perfis, e porlant..o est..e valor deve ser examinado em 
funç:ão das variabilidadgs gnt.re e dentro . Ma.nt.ida a relatividade 
das magnit.udes das fonl-es de variabilidade eJtt.re e dEmtro rluas 
são as sit.uaçBes que favorecem a discriminaç~o valor as grandes 
de var i abi 1 i dada d6nt.r o quando conjugados com valor 6S baixos do 
coeficient-e de correlaç~o ou valores pequenos de variabilidade 
den~ro .quando conjugados com valor~s altos do coeficienle de 
correlação. No caso sgriado fixada a escala de v ar i abi 1 idade 
val or&:s baixos do coef'icianle correlação facilitam 
di ser i mi nação. 
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CAPITULO 1 
-INTRODUCAO 
O propósito deste capitulo é colocar o problema em 
esludo no contexto das áreas envolvidas. 
Na an:f\lisll7 multi variada figura como um t.opico 
importante a análise discriminante, técnica voltada à exaffilnar o 
quanto é possivel distinguir entre membros de vàrios grupos, com 
base em observaç5es Iait.as sobra eles. A análise provâ lestes de 
dif9rEmças, regras de alocaç~o e estimativas de probabilidade de 
alocação correta . 
Análise discriminante ou discriminação e classilicação 
é portanto uma e•xtensão da análise de variãncia ordinária à 
observaçeses mult.ivariadasCMANOVA) apresentando os problemas 
próprios acima mencionados. Na fase de classificação leva a regras 
bem definidas, as quais são utilizadas para classiíicar novos 
i ndi vi duos. Na prime i r a íase descobre e testa diferenças entre 
grupos os testes envolvidos são id~nticos aos de MANOVA Este 
trabalho focaliza a quast~o da clas$ificação &xplorando as regras 
de máxima verossimilhança . Em casos de medidas repelidas C sob 
1 
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hipótese de multinormalidade e matriz de variAncía e covariânci~ 
comum) sob o aspecto da análise discriminante referente à 
discriminação Quando os dados tem estrutura de medidas 
repetidas as regras de classifição podem revelar onde está o poder 
d& separ açil:o dos: grupos: e particularmente no caso de dois; 
grupos a funç~o discriminante será estudada. 
Estrutura de medidas repetidas rerere-se à dados 
constituidos de valores de uma mesma variável aleatória 
observada sobre o mesmo individuo em ocasieles distint.as Es:t.es 
individuas provém de g grupos ou foram alocados à g grupos 
conrorme o carácter observacional ou experimental do problema. Nos: 
dois casos .os objetivos e interpretaç~es se dit'arenciam . Para 
efeito de desenvolvimento da metodologia não s:er~o distinguidos. 
Esta estrutura de dados aparece no contexto de 
experimentos da medidas repetidas e estudos longi tudina.is o 
primeiro nome em geral reservado p~ra espaçamentos pequenos entre 
ocasiões,conrorma sugerido C 1986). 
No caso geral de vetores multi variados as 
inter-relaçeles entre variáveis componen~es s~o tratadas através da 
corresponden~e matriz de variància e covariAncia No caso 
especlt'ico de dados provanien~es de medidas repetidas temos uma 
classe também especifica de vetor mul~ivariado por terem as 
variáveis componentes m&smas pr·opriedades métricas (mesma escala e 
origem), o quê por sua vez pode sugerir estruturar a mat..riz de 
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variA.ncia. e covariAncia. As estruturas uniforme e seriada são 
expl ora das. 
A análise des~e tipo de dados passa por vários 
enfoques • os modelos de média e polinomiais serSo abordados para 
dentre deles explorar as regras c:~ discriminaçko. 
Uma pot.éncia.l a.plicaçll:o dom result..ados quanto 
classificaç~o de um novo individuo , pode ser divisada em estudos 
prospectivo~ nos quais os individuas s~o agrupados pela ocorrência 
ou não de determinado evento ao término do periodo de observaç~o. 
Por exemplo na prevençã:o da t.oxemia gravidica através 
da pre-eclampsia, gestantes acompanhados mês a mês quanto à 
evoluçl:o da pressão arterial agrupadas ao rinal da gest.aç~o nos: 
gr-upos com pre-eclampsia e sem pre-eclampsia. Uma nova paciente 
pode passar en~~o pelo procadimen~o de clasi~icaç~o mês a mês • 
segundo as: regras derivadas para. cada dos conjuntos: de ocas:if!'!es 
Cas derivados para os dois primeiros meses. ~res primeiros meses. 
at.é os nove meses completos ). 
A ut!lizaçSo dos resultados pode ser de interesse, 
ainda que nll:o haja sentido para classificaç~o de novos 
i ndi vi duos _ Isto porque a lécnica de discriminação como 
desenvolvida nes:~e ~rabalho , ilumina as:pec~os: das ài~erencas dos 
grupos 
médios. 
relat.ivos à variabilidade e às diferenças nos perf'is 
O trabalho será estruturado em quatro capitulas. 
:9 
No capf."lulo dois o modelo de médias usual é considerado 
e as regras de- r..:lassificaçâo derivadas e par"lirularizadas para 
matrizes de variãncia a covariância uniforme e seriada, sendo 
tra"lado mais especificament-e o caso de dois grupos e den"lro des"le 
a ocorrência da paralelismo. 
o terceiro capi"lulo a mesma l.1nha d .. 
desenvolvimento do capilulo dois sobre as var1áveis origina1s 
transformadas via modelos polinomiais saturados 
igual numero da variáveis alternativas. Estas últimas despertam 
ma1or interesse no contexto da medidas repetidas. 
No quarto capitulo os resultados para o caso de dois 
grupos para as duas estruturas de matriz de variància e 
covaríãncia exploradas silo reapresentados sob enfoque 
interpretativo. Um exemplo de resultados simulados é ':Jtilizado 
para ilust:rar os aspectos considerados. Conclus8es indicativas são 
aprasent..adas e pod&~m servir para orientar expectativas quanto ao 
poder de separaç~o dos grupos. 
Em termos gerais o estudo da especificidade das regras 
de discriminação no caso de medidas repelidas par a as mal r i zes 
estruturadas aqui consideradas e no caso mais simples de dois 
grupos objlil't.l v a combina. r esta l~cni c a ao esforço de modelagem 
usual. O. falo neste contexto além de ajustar curvas 9 d•teclar 
dif.;wrenças os padrões da mudança ao longo do tempo ast~o sendo 
caracterizados. No aJust-e polin6mial as const.ant.es refletr,;.m as 
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médias gerais ao longo das ocasiel19s o co~ficign"lg de primeiro 
grau a. taxa ds- mudança das raspost.as , o de sagundo grau a 
alt.~ra~•o d~ta l~nd6ncia e assim por diante. N~ caraclerizaçgo da 
regra discriminante , a funç~o ganha s~gnificado relativo à esses 
padrões de mudança revelando o papel componentes na 
separaç~o entre os grupos. Dentro da análisg di ser i mi nantg o 
tratamento das variáveis transformadas quando tratando de medidas 
repetidas passa então a í~ocal i zar m~C~nos as observações nos 
difgrenlgs l61mpos 61 mais o padrâo d61 mudança ao longo do tempo. 
A questão de estimação não foi explorada , e valg ainda 
salientar que o trabalho trata modelos saturados. No fut-uro os 
resul lados aqui der i vades ser'ão explorados do ponlo de vista da 
estimação , e part.icularmenta do ajuste pol~nomial com covariaveis 
e portant-o com pol.inomios de grau mG>nor e / Ot.! distint-os. 
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CAPITULO 2 
DISCRIMINACAO NAS VARIAVEIS ORIGINAIS 
' 
Nas'le ca.pi tu! o a fu'içll:o di ser i mi nante é estudada em 
valor•s multi nc•r mais aqui chamados di ser i mina dores 
correspondenlws à observação de uma mesma variável sobre o mesmo 
individuo ao longo de um certo número de ocasiêSes isto Ét no 
cont~xto de medidas repelidas. 
Aqui a modelagem ê considerada nas variáveis 
originais ~ a especificidade da função discriminant-e corre por 
conta do modelo na seccâo 2.1 Na seccâo 2.2 os resultados para o 
modlli)lo de médias são particularizados para estrutura Unlforme da 
matriz de variãncia e covariãncia e lambem par~ esLrutura 
seriada, sendo considerados o paralelismo em cada caso. 
2.1 NO MODELO DE MEDIAS 
Na análise mullivariada de perfis no caso de g grupos , 
Singer e Andrade (1996), quando as médias são descompost-as segundo 
modelo de médias de Bock C1Q75), temos, 
EC~J=A\.::. (2.1.1) 
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_ _... __ _ 
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O V9tor p-variado X 
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correspondente à observação dos 
di:scriminadores sobrtit o et-Ssimo individuo no j-é:simo grvpo. é 
modelado por, 
o. = 1 • 
com, 
= T + e. 
~J 
,nj , j E G = {1 
+ & . 
~J"' 
2 ' 
r á o vetor de médias ao longo das ocasiBes 
<p:d> 
~ 
g) 
e. é o vetor do efeito do j -ési mo grupo do qual 
"'J <px.i J 
1ndi vi duo. 
~ Q o vetor dos erros, a por hi pót.ese 
"'JCt <pxü 
De C2.1.1.) e C2.1.2J 
8 
C2.1.2J 
provem o 
!-i' c T + '" ) ' • • ~ ~ ~- !-i' c T + e ) ' ~ = • = • (2.1.3) ~ ~ ~ 
!-i' c T + e ) ' ~9 
~ ~9 
onde, 
é o VG>lor de médias do j -és i mo g1·upo . 
Neste caso a regra de classificaç:~o de màxima 
ver os si mi 1 hança Mardia at. al. c 1979) aloca X ( uma nova 
observação ) ao grupo j onda j e G é o valor da i, que min~miza 
a distância de Mahalanobis : 
min ( x X = ( X (2.1.4) 
·,e G ""' 
No decorrer do trabalho o grupo ao qual corresponde a mtnima 
di st.ãnci a é indicada por j. 
No caso considerado por C2.1.3) o cálculo do mínimo para o 
caso de g grupos se reduz à , 
min c X ) ) X: ~l( X - ( T + 8 ) ) = 
l E G "' 
= c X ( T + e J J? t- 1 c X - C T + e J ) 
~J 
Partic~larmen~e no caso d~ dois grupos a regra de 
classificação 
se, 
dada 
c I' -
i 
~ 
por al oca-se 
e aloca·-se x ao grupo 2 El'm ou"lro caso; 
geral. 
X ao grupo 1 
(2.1.5) 
onde 1-1 é a media •. 
Sob o modelo C2. 1. 2) es"la fica reduzida a : aloca-se x ao grupo 1 
~ 
S9, 
c e 
i 
e) 
2 
~ 
) o 
e aloca-se x ao grupo 2 em ou~ro caso , pois por C2. 1.3) 
e + e ' . ~ ~ 
"" $ - e 
-i • 
denotando a diferença entre os afei los de gr~po por d, 
d :::: c d 
i 
d, 
2 
10 
d ) • 
p 
C2.1.6J 
- ......._ __ ------~..L-0-
onde dk é a diferença entre os efeitos de grupo na k-es1ma 
ocasião, C 2.1.6) pode ser expressa como, aloca-se x ao grupo 1 
S<>, 
d 1-J.) ) o (2.1.7) 
~ aloca-se x ao grupo 2 em outro caso,dependendo por um lado da 
magni tuçie da diferença dos efei los de grupo e por ot.Jlro dos 
desvios da observação com relação à media geral dos grupos através 
da matriz de variãncia e covariãncia. 
2.2 PARA ESTRUTURAS UNIFORME E SERIADA 
Devi do a existência de algumas estruturas frequllil>ntes 
para a matriz de vari3.ncia e covariãncia, nliilste cont•xlo entre 
elas a uniforme, e.g. ,Geisser (1963) e a de correlaçâro serial, 
e.g .• Cole e Grizzle C1966J, a funç~o discrim1nante será estudada 
neslas dois casos. 
No modelo de médias de Bock C1Q75J,com matriz de 
variância e covariância uni~orme, que se pode escrever como, 
+ 
11 
0':2 1 1 • 
" 
onde • "' é "' 
oca. si 2Ses 9 
a variabilidade de-nt.ro do 
e. variabilidade ~ntre 
individuo ao longo das 
indi viducs do::mt.ro de cada 
oca~i~o .~talh~s do surgimento da matriz estão no apêndice A.l. 
A inversa é dada por 
2 ' 2 O' + pO' 
C< 
11' ) 
1 
O cálculo da inversa encontra-se no apendice 8.1. 
O cálculo do minimo par~ o caso de g grupos (2.1.4) é, 
X - p 
k jk 
onde, 
r - ' "' 
2 
"' " 
+ p 
__ c-,_: __ 11 • ] 
2 2 
Cl + pCI 
2 
<Y 
C< 
x é a k-és~ma obso~rvaçS:o do novo individuo 
k 
1-JJk a a média do J-esimo grupo na k-ésima ocasi~o. 
( : 
caso especif1 co de dois grupos 
= 
c 2. i'!. 1) 
a regra 
cla,ssiflcaç~o C2. 1. 7) S6 reduz á aloca-se x ao grupo 1 'SG 
12 
de 
1 
• 
p "' " 
2 • 
O' + pO' 
" 
(2. 2. 2) 
e aloca-se x ao grupo 2 em ot.rl.ro caso. onde 1-Jk ~ a média geral na -
k -és i ma ocas i ~o 
Se os perfis sâo paralelos 1st-o é quando as diferonças 
dos efeitos dos grupos permanecem constantes de ocasiâo a ocasião 
ou seja , 
d = d = d 
' 
onde d é a média da diferença entre os efeitos dos grupos. 
A regra de classificaçSo é dada por, aloca-se x ao 
grupo 1 se, 
p 
d L ( xk - J.'k ) > O 
k"' 1 
(2.2.3) 
2 2 
O' + po 
" 
em caso conlrár~o ao grupo 2. 
Outra estrutura que a malriz de variáncia e covariância 
pode assumir ~ de correlaçgo ser1al ,Singar a Andrade C1Q96) 
13 
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1 
2 p-1 
p p p 
z 
1 
p-Z 
"' p p p u z :í: = I Pl < 1 "' > o u 
1 
2 - p 
p 
p-1 
p 
p-2 
p 
p-a 
1 
onde é correlaçíl:o ent.re duas ocasie>es conseculi vas • é p a ·"' u 
variabilidade ent.re i ndi viduos corrigida por f at-oras que envolvem 
a estrutlJra de correlaç~o dentro do individuo o esti mador de 
máxima verossomi 1 hança é obt..i do por HearnE~- et al. C 1 983) . OE;.t.al hes 
do surgimento da matriz sâo dados no apêndice A.2. 
A inversa á dada por : 
1 -p o o o o 
• o o 
1 
-p 1 +p -p o 
z-1 = • "' u 
o o o o -p 1 
.. seu cálculo dado no apêndice 8. 2. 
o cá! cu! o do núnimo para o caso d" g grupos,C2.1. 4) 
é dada por. 
- I' 
' 
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• 
= 
1 
2 
o 
u 
- 2p 
a qual s..,. reduz à 
Min 
.eG [ ~ 
X 
k•t 
- I' ) : 
Jk 
'""j(k+i) ) ( 
2 
p 
X-
k 
1 
2 
a 
u 
(2.2.4) 
- I' ) ' 
Jk 
se a correlação ent.re ocasiões é zero,um caso particular do modelo 
uniforme quando não há variação den~ro do individuo 
Particularmente no caso de 2 grupos a regra de 
classificação (2.1.7) é dada por : aloca-sa x ao primeiro grupo se 
1 
2 
o 
u 
p-1 
J- p I h-·-p 
k:.z 
15 
d 
k 
X -
p 
(2.2.5) 
em caso contrário aloca-se ao grupo 2. 
Se os perfis são paralelos , d = d, fica ~xpressa por, 
d 
z 
" u 
p c 1 
- '") k 
- p ) - pk ) ) ) o 
e se alsm 'do paralelismo , p = O, então f'ica n3duzida a 
d 
z 
" u 
(2.2;.6) 
a mesma regra obtida no caso uniform~ sob paralelismo quando não 
há variação dentro dos individuas. 
Como uma forma de introduzir o padrão de correlação 
seriado na estrutura dentro do indi vlduo Kenward (1985) 
apresenta outra estrutura para matr1z de variânc1a e 
cova r i ánci a, det..al he-s do surgimento da matriz s~o dados no 
apénd1c~ A. 3. 
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2 p-• 
p p p 
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"' p p p !: " 2 1 1 • IPI = • ~ < 1 
1 
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) o - p o 
p-< p-2 p-0 1 2 ) o p p p ~ 
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Para afeit.o de comparaçâo com o caso uniforme a 
notação das fontes de variação ent-re i ndi vi duos e dentro do 
i ndi vi duo foi mant-ida porém 
2 2 
a e O' devem ser as limados dent_ r o 
" 
deste modelo e só coincidem com o caso t.miforme quando p = O e os 
2 papeis de a 
!:_, = 
Os 
apénd1ce B.3 
e a 2 são trocados. A inversa é dada por 
" 
1 -p o o o o 
1 
2 o o o -p •p - p 
1 
w I! 
2 
~ 
" o o o o - p 1 
delalhas da manipulação algébr1ca encontram-se no 
• 2 
(1-p) (1-p) 
• • Cl-p) Cl-p) 
3 
(1-p) (1-p) 
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.. = 
2 
o 
"' 
Co 
"' 
2 
" 
2 2 
+ v Cl ) 
2 v = p c 1-p) + 2 p c 1 -p) 
O cálculo do mini mo para o caso de g grupos , C2.1. 4) é 
dada por 
1 
=--
2 
" " 
[ 
a qual se reduz á 
2 
+ 
1-J. ) +(X -/-J. ) 
J1 p JP 
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1 
2 
-,_,)-2p ,, 
k•• 
- 1-' 
X 
k•• 
)
2 
Jk -
[ex,- ·-· r - w 1-1 j. ) + c X- I' ) + I> x, - /--1 Jk) p • J p k•2 
se a corr9lação ~n~re ocasi~es .; zero. 
Par 'li cul arment.9 no caso de 2 grupos a regra de 
classificaç~o (2. 1.7) é dada por, alocd-se x ao pr1meiro grupo se, 
] 
2 
a 
" 
- pd2( xt.- Mt)- pdp-t( X -p 
em caso cont-rario aloca·-se ao grupo 2. 
> o 
Se os perfis são paralelos , d "' d , fica expressa por, 
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(2.2.8) 
d 
' O' 
" 
- 1-'k) -
p-' 
pc1-p)L ( 
k =2 
X -
k 
e se alQm do paralelismo • p = O gnlâo fica reduzlda a . 
d 
(Y 
" 
2 o 
a 
2 
> o 
] -
Como ssperado a modelagem da Kenward C1G85) leva à 
funções disc:r1m1nanles que se comparadas ao caso ser1ado ant~r1or 
C2. 2. 4) e C2. 2. 5) ganham uma parcela que atraves do fator 
mult.iplicalivo w envolve a variaçâo "entre" e "dentro" de forma 
anàloga ao caso uniforme Quando p =O como as fontes d& 
variação tem papeis trocados nos fa~ores multiplicativos em 
relaç~o ao caso uniforme • parece indicar que o modelo de Kenward 
tem pouco respaldo em fenômenos reais quando p = O , pois deixa as 
inter -rel açôes por conta dos i ndi vi duos. 
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CAPITULO 3 • 
DISCRIMINACAO NAS VARIAVEIS ALTERNATIVAS 
Neste capitulo a função discr~m.tnant.e ~estudada depois 
de fe.tlo o de curvas poli nomi a.t s isto 
tra.nsformaçCSes das variaveis orig.1nais em modelos saturados ,ou 
:s101ja o grau do polinónuo é o màximo. É produz.tdo portanto um .tgual 
numero de variáveis os coefi Cl entes pol.t nom.t a.t s, aqui chamados 
da v ar i a.ve1 s aller nat-1 v as. t ampl amante conheci do no conl~i;~xto das 
por qu~st.Bes de caracler.tzar padrão de mudança 
ao longo do tempo possi vel ment.e reduz1 r dímensionalidade 
enquanto aumenta interpret.abilidade o uso dos <70efic.tentes 
poli nomi ais , Wi shar t C 1 938) Pottho:ff e Roy C1964). Rao C 1Q65, 
Grizzle e Allen C 1969 ,) , ele. são exemplos de 
contribuiçBes important-es nesta linha. 
Aqui serão d.bordados apenas modelos saturados por guest.ão de 
s1 mpl1 c1 dade. 
Na :seccão 3.1 o ajuste via polin6m1os é apresentado e a 
r€igr-. d~ classificação nas variàva1s alternal1vas derivada. Na 
saccão 3.? as rR-gras são particularizadas para as E>st..rut.uras 
un1formi:i> e ser1d.da da malr1z de vari-1ncia e covariáncia C sempre a 
eslruturaç:ão relativa aos dados or~g~na~s ) Em cada caso a 
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lra~ado o paralelismo. 
t int~r-e-sante notar que as estrut,ura:s parlicl.llares das 
mat...riz9s dllil' va.ri.3.ncia. e covari.3.ncia dos coç;,f'icienles polinomiais , 
correspondentes aos casos unif'orme e seriado , tem implicações que 
serâo investigadas quando as est.i ma ti v as dos coeficientes foram 
obtidas pelo ajusl!ii' via covariáveis conforme proposto por Rao 
(1965) a as~l.ldado em Kenward (1985,1986). 
3.1 NO MODELO POLINOMIAL SATURADO 
Na a.1alise de curvas da crescimento no caso de g 
grupos, Potlhof'f e Roy (1Q64) introduzam o seguinte modelo. 
EOIO = /):, _ lr . 
com ~ " denotadas no capitulo 2 ~omando gxp 
dos coaf'icient-es associados aos polinómios naturais. 
c ~.o ~ .. { iCp-1> ' ~ 
~' ~20 t; 21 t 21):>-U 2 
~ = ~ = 
c { gO 1,' •• { glp-11 ~· 
" lr a mat.-r 1 z dos tampos 
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(3.1.1) 
como a matr1z 
~o ~· lp-1 1 1 1 
~o ~1 p-1 
lT 
t 
= ' ' ' 
to ~1 t- p-i 
p p p 
o vetor p-variado corr$spondenla à obser vaç;j.'o dos 
di ser l. mina dores sobre o o.-ési mo i ndJ. vi duo no j -ésl. mo grupo ou 
seja, 
onde 
" 
X 
J(::(k 
de 
= 
X 
~ 
JC< 
(3.1.1.) 
< JO 
to 
k 
= c X 
JC<1 
temos, 
+ ç 
J1 
X X ) " = 1 ' . J"" JC<p 
" G 
X = 1T r + s 
JC< ~J JC< 
~ ~ 
+ r t.p-i + 
' J(p-1> k 
e é o vetor p-variado dos erros e por hipótese, 
..._JCI (pXi) 
N p c o ;: ) 
então de C3.1.2) e C 3. 1. 3) 
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.n 
J 
(3.1.2) 
C3.l.3J 
X 
j<"l 
' 
- N p ( u ( ' ~ 
Considere a lransÍormação, 
= ) 
= c lT • 1f ) -l lT ' 
(3.1.4) 
e- obv.1o que, 
onde 
.. 
X 
jC< 
~ 
E neste caso 
.. 
:>: ) (3.1.5) 
a regra de classificaç~o para os g 
grupos. (2.1.4) f.1ca dada por : aloca-se ~os novos coeficientes 
(obtidos pelo ajus~e saturado ao novo .Lndividuo) ao grupo j ; onde 
j E G Q o valor de i que.minimiza a disláncia de Mahalanobis 
Min 
,_,G 
(3.1.6) 
Parl.Lcularmente no caso de dois grupos a regra de 
class.lficaç3'o C2. 1. 6) é dada por, aloc:-a-s.eo I; ao grupo 1 se, 
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' L:*-1< ~ .. ( ~ - ~ z) ~ - ) > o • (3.1.7) ., ~ ., 
• onde 
( + ' • '• z .. ~ ~ 
< = 
~ 2 
e al oca-se ~ ao grupo 2 <>m ot .. rtro caso. 
., 
Séja 
U = IP S 
a descomposiç.ào de Gram-Schmidt. para a ·matr1z das polenc1as dos 
t.empos,onde 
-I> Ü1) 41 (li) ~ <t1) 
o • p-1 
~ <t2) ~ (i;2) !I> <t2> 
o • p-1 
IP = 
e a mat.r1z pxp dos pol1nómios or·togona1s dGo Fi·sher - Yalliits C1963) 
dados na tabela de Bock C1975) pg. 584. e S é uma matriZ 
tr 1 angular super 1 or. 
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A r~;;~paJ-am~;;~t.rização polin6m~al ~dada por, (3.1.1), 
ou seja. 
E Cx ) 
J' 
E Cx. ) = IP fl 
'" J ~ ~ 
(3.1.8) 
onde f1 <pxH á o vetor dos coeficientes assoei a dos aos poli nómi os 
~' 
ortonormalizados do j-ésimo grupo, daqui temos, 
C.3.1.QJ 
Considera 
y = IP' X 
jCll j<..)l 
~ ~ 
(3.1.10) 
onda y é o velor dos coericienl~;;~s ortonorma1s associados às 
~'" 
curvas ajustadas ao Cll-ésimo individuo no j-ésimo grupo, da C3.1.4) 
e (3.1.8), 
N C '' .... p ...,J 
• IP' L: IP ) c.:.;.1.11J 
po1s {f'•[p = 0. 
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Nas ta caso o cálculo do mini mo para os g grupos, 
(2.1.4) é dada por, 
Min( y 
t&G "' 
- (l) 
' ~ 
= (y -r ) '(lf" LG') - 1(y-r ) 
..,) "' -..J 
(3.1.12) 
Part.icul•rmente no caso de do.1s grupos a regra de 
classificação (2.1.5) é dada por ; aloca-se y ao grupo 1 S$, 
- r.)'(G''LG>)-•(y 
.. -r ) > o (3.1.13) 
~ ~ 
onde ~· é o vetor de medias , 
+ 
r" = 2 
em caso contrário ao grupo 2,dapendendo por um lado da magnitude 
da diferença do::., coeficient.es ort.onormais dos grupos e por outro 
dos desvios dos coaf.1cientes or~onorma1s da curva ajus~ada ao novo 
1ndiv.íduo com relaçâo à média dos coef1C1entes ortonorma1s 
através da matr-iz de variãncia e covar1ància das variàve1s 
transformadas conforme (3.1.10). 
t obv1a a equivàlencia entre a regra de classificação 
para os g grupos quando sâo cons1darados os discriminadoras 
(v ar i ávei s or i 9.1 na i s) e quando s§:o considera dos os coef i c i enlas 
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ortonormais ,dEi' fato p<.">r l3.1.1(U t_emos d"'-' (3.1.8) e (3.1.4) •:jUe 
( y (J, ' = ( ' - ~· ( )' 
.,....-1 
( '" ~ 
' ' . , ... ... 
íf'i1 ) 
' 
A adoçâ'o dos ortonorma1s 
c o r respondEm t.. es estruturas da matriz v ar 1 anc 1 ,;., 
covariânc1a, Para as estruturas c onsi der a das da matriz 
v ar i ánci a et cova r .1 ãnc.1 a as regras de discr1minação como a 
repr~sentação grafica dos coeficientes ganham em simplicidade . 
A perda em l.nlerpretabilidade depende por (3. 1. Q) do 
grau do polinóm1o at.ravés da matriz de reparametrização S 
Lembrando que nos coeflcientes nat-urais a inlerpretabil1dade de 
lermos de maior grau e a est-rutura das inter-relaçe'illiils entre os 
coe f i c. i entes nat.urai s , siio el ement.os compl.i c a dos. OtJ seja. nos 
co9ficient.es naturais a simplicidade das variàveis Ccolliilficlentes) 
pode eslar associada a estruturas de inler-relaçC'Ses fortes. Já 
nos coe:ficientes ortonormais as inter-relações com os naturais s~o 
facilmente estabe-lecidas C3.1.9) e pode haver grande simplif1cação 
das est,ruluras d., inter-rEI'laçBes De falo, como será. mostrado a 
seguir no caso uniforme os coeficientes ortonormais são não 
cor-relacionados. No caso seriado, os coeficlenles de ordem par são 
não correlacionados com os coeficientes de ordem impar. 
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3. Z PARA ESTRUTURA UNI FORME E SER! ADA. 
O cálculo do minimo para o caso da g grupos quando é 
considerada a matriz da variância e covariância uniforme é da 
(3.1.12) 
Min ( y - " ,eG ' ., -
• "' 
)' 
1 
• • "' " 
o 
o 
" ). + )O 
o 
1 
• O' 
o 
_1_ 
• o 
o 
o 
_1_ 
• o 
(y - (f)= 
' -
(3.2.1) 
onda ~ é o coaficianta dos polinômios ortonormais da k-ésimo grau 
Jk 
no J-ésimo grupo. A matriz da distância generalizada neste caso , 
no lado esquerdo da igualdade (3.2.1) é o resultado bastante 
conhecido e ut.il.1za.do da diagonalid.-de da matr.1z de variãnc1a e 
covar~~ncia dos astimadores dos coeficientes polinómiais,datalhas 
no apéndica C.l. 
Particularmente para o caso da dois grupos a regra da 
classificação (3.1.13) é , aloca-s& y ao grupo 1 se, 
29 
2 " . 
1 
p-• 
21 'i' <r,,-
()I f .. .i 
e alocr-se y ao grupo 2 em ou~ro caso. 
(3. 2. 2) 
Estabelecimen~o da relação das regras de classilicação 
quando temos coeficientes naturais e quando temos coeficientes 
ortogonais normalizados, de (3.1.9) e (3.1.11) 
Mi n (S( 
i.eG "' 
)I = s < 
= (~ - { )'(lf'nl)-'« 
~) ~ 
Particularmente em (3.1.13) . 
(S~ -
' 
.. 
- S{ ) =(~ •-
~ ~ 
n 
~) 
O cálc~Jlo do minimo para o caso de g grupos quando Q 
cons1dera.da a matriz de variància e covariància de padr~o de 
correlação serial, é de (3.1.12), 
Mln 
.eG 
(y-(1)' 
' 
-· = (y - 1>)' (L) (y - (1) 
"' ....,J rr "' ....,J 
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(3. 2. 3) 
onde Lr é a nialriz de variã.ncia e covari3.ncia dos coeficientes, 
pois nest-e caso. 
'l!.ll = lf" '1!. if' 
t-em como el9ment.o da diagonal 
p- 1 
·~ PCl)PCl )+ t k ' k+i 
e 
k•2 ••• 
p-Z 
p (~ ) 
i.- k-a + Ip2P;.C t.~? PCt ) +. \ k•2 
k •• 
p p p- 1 
\ P ( t ) PC t ) + \pP C l ) PC t- ) + \p P C L ) L I. k I k L ~ k J k-1 L \ k p c t ) J k+l 
k~ ~ J.:,.,2 k=i 
p p-2 
+\r .. }PCl)PCl) L l k k-2 + \p
2PCl) PCl ) +. L \ k J k+2 
k=íl k =1 
31 
+ 
+ 
+ pp-<p C ' ) p C' ) 
~ "'p. j ... :l 
C'l9 = 
2 
1 - p 
= o. t, p-1 
= O, t, p-t 
C3. 2. 4) 
Os detalhes da manipulação;.> al gébr iça encontram-se no 
apêndic9 C.2 
E ainda os ~lamentos da matriz correspondentas às 
covariância enlre as estimativas dos coeficientes um de ordem par 
e outro de ordem impar são nulos de falo em C3. 2. 4) tomando 
~,zt e J "' zm • 1 , tem-se 
+ 
p p-1 
\ p? Ct JP Ct.k )+ \pP lct L zt k 2m+t -1 f_;. 2 )p ("t )+ k 2m+.t k+t 
k=2 k=i 
p p-Z 
+ \p2 P Ct.) L at k p C t. ) + \ p
2 P C l ) P C t. ) + 
2m+l k-2 L 2l k am .. t k•a 
k"a 
+ p-tp c 
p Zl 
t ) 
p 
P Ct J 
2m+t t 
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,., 
p 
2m+t ' t ) p ] 
• (>. '· <p-2> / • pé se par 
m • o, '· Cp-2 ~ / • 
l = o, '. ( p-1) / • é impar se p 
m = O, '. 1 p-<n / • 
onde pela construção de (F' , Fisher e Yates C1963) 
p 
\p2 P Ct ) P Ct ) L;, al k am+ 1 k-v 
k=v+t 
= 
p-V 
\ p
2
P C t ) P C t... ) L 2l k 2m+1 k+V 
k= 1 
nota-se que 
v=1,2, p-1 
Identificando-se dEJsta forma o seguinte padr~o para a 
matriz de variáncia e covariãncia 
b o bfa 
" o b (> 
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-1 
b o b .. a a 
( cr) = o b o •• 
o b o 
p2 
se p é- par e 
o b 
b o 
2< 
o b 
b o •• 
b o 
p4 
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" 
•• 
o 
b 
26 
o 
b 
46 
b 
p6 
o 
b 
êp 
o 
b 
•P 
b 
pp 
b o 
11 
o b 
22 
-1 
b o •• ( ~fl) = o b •• 
b o 
p> 
sa p é impar. 
A 1nversa dada por 
tem como elemento da diagonal, 
1 
• "' u 
+ 
b 
13 
o 
b •• 
o 
b 
p9 
p• 
' 
o b 
b o •• 
o b 
b o •• 
o 
'" 
., 
b 
p< 
o 
b 
2d 
o 
b . ..
o 
p-• 
l p C\ ) 
k= 1 ' k 
p• (t ) ] 
' k 
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b 
>p 
o 
b 
9p 
o 
b 
pp 
p c t ) 
' k-H . 
(3. 2. 5) 
Os 
apéndi c e C. 2. 
2 
p 
p-1 
detalhes da 
(t ) -
k ''•' Pn ) k-1 
\.1 > ] 
~ o. 1, p-:i 
J ::: o, t, p-1 
maniplllação algébrica enconlr am-se 
E ai nd.a, etm C 3. 2. 5) tomando i = 21 e j = 2m+1 tem-se 
p 
= 1 p 2 ~p H > 
[ 
p- 1 
- L. 2l k p (l ) p ~ P <l >P n > L. Zl k 2m+1 k-1 
k=2 
l 2l+1>l2{m+V> O' u 
Zm+t k 
2 k=2 
p-1 
p\Pa> L Zl k 
k = 1 
p íl ) ] 
Zm•t bt 
onde pela çonst.rução de P , Fi:;her e Yales C 1963 ),nola-se que, 
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" 
" o' 1, 
m = O, 1, 
= o. 1, 
"" .. o' 1. 
p 
<p-1> / 2 
lp·-8} / 2 
p-• 
p fl ) 
Zl k 
p (l ) 
2m+1 k 
• o 
p-. 
- ~ P n >P 1t > 
2l k 2m+:L k+:L 
"'i 
se p é par 
se p é impar 
Id~nlificando-se d&s'~a for·ma o se-guinte padra:o para a 
inversa da matriz de variãncia & covariância, 
-1 
[ :1') = 
se p ê par e 
a .. 
o 
a •• 
o 
o 
o 
a .. 
o 
a •• 
a 
p2 
a .. 
o 
a •• 
o 
o 
o 
a .. 
o 
a •• 
a 
p4 
a .. 
o 
a ., 
o 
o 
o 
a 
26 
o 
a 
46 
a 
pó 
o 
a 
2p 
o 
a 
4p 
a 
PP 
-1 
(~r) = 
Q 
" o 
• .. 
o 
Q 
P' 
o 
Q .. 
o 
Q •• 
o 
o •• 
o 
• •• 
o 
o •• 
o Q ., 
Q o .. 
o • •• 
Q o •• 
o 
o 
Q 
·~ o 
Q 
<6 
o 
o 
'P 
o 
• 
'P 
o 
Q 
pp 
~G p e impa1· ,as quai~ podem ser rearranjadas como abaixo 
av1denciando que os coeficientes de ordem par são não 
co!- r<&! acionados com os coeficient9s de ordem .l.mpar. 
o 
- . 
= [ 
onde p/2) se p é par ou Z -· f?~mp, .. ( p-. p-. ) ---'--- S<> p 
2 2 
é impar ,que correspondem a rearranjar o vetor de diferenças dos 
coefic1antas como 
( ) [ Ypar 
- r ) y r ~ ... Jpa.r ~J ----------------~ y r 
...,. Lmp. - ....._ J ~ mp. 
reduz1ndo o calculo do mini mo C3.2. 3) a, 
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mln 
(l 
"'\.pur - (J ) [ '" ~imp. 
o 
y -(l ] po< "- t par ~ v -(l 
.mp. -- ,, mp 
) . 
~par I' ) + .-..Jpor 
(3.2.5) 
Par a o caso par ti cul ar da 2 grupos, C 3. 1 . 13) al oca y ao 
pr~meiro grupo se 
[
,;-• o] 
(3p<:H - -
o í: • 
f''mp 
o (3. 2. 6) > 
( {1 J.po.r 
~ 
o ) > fl" .._' mp 
em caso contrário ao grupo 2. 
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A estrutura dos erros modelada em Kenward C1985) ~ 
tratada nos dados originais no capitulo anterior transportada 
às variáveis alternativas leva aos seguintes resultados. 
O cálculo do minimo C3.2.3) é dada por, 
Min (y - il)'('E(l.>-'(y - (l) = (y - il )' (ril >-'(y - (l) (3.2.7) 
' J • ~J •&G ., ~ ~ ~ ~ ~ ~ 
onde, 
r = IP' l:IP 
{lo • 
L é a matriz de v ar i ânci a e cova r i ãnci a quando os erros sgo 
• 
modelados conforma apresentado por Kenward (1985) e foi dada no 
capitulo dols,a lnversa de L.{?e det..alhada no apEmdice C. 3 tem 
elemento da diagonal, 
(~ _,-• -~(" -
(~+t.)(~+.O 
2 
+ p 
1 
2 
" C< 
p-· 
t ] p2 c 'l ) k 
2 
+ w p 
p-• 
'i:p(l) 
L , k 
lc::o 1 
p c t ) 
~ k+t. 
p-1 
-- wC1-p) 2 + 2wp (1- p)z L p~k 
k;z 
[ 
p-• r z I> ' l -p) <k k oo2 
3Q 
+ 
como 
" 
= 
( \.+1)(]+1) 
+wpC 
p _, 
a } -
k <lk> P1t. > k•• 
p ) pl <\> PJ < \+1 f., > ) 
2 
~ wC 1--p) + 
2 
wp 
p-1 p-1 
Cl-p) P P 
2 I I ,k ,c 
k=Z L=2 
::: o. 1, p-1 
J ::: o, 1, . . . p-1 
onde pela cons~rucção de P Fisher e Ya~es c 1 963) as 
covariãncias entre coeficientes um de ordem par e outro de ordem 
lmpar são nulos. Dest.a f'orma a malriz de variância e covariância 
~(l. " o correspondente valor de medias podem ser rearranjados 
como no caso anter1or ,a o cálculo do mlnimo C3.2.3) é reduzido a, 
-(lo J[ "'t\mp 
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• 
- ~~ ) 
~Jpac 
+ 
pu r 
<3. 2. 8~· 
Para co caso particular de 2 grupos, (3.1.13) 
> o 
( (l .... lpo.r ) ' ,rl ..,2pnr ( Ypar ., 
+ 
( ~ 1\mp ) ' -1 ( l: {3e 1.-mp v ,'-mp ) ) o (3.2.9) 
' Neste modelo comparado ao seriado usual é importants 
notar que a est.rutura de inter-relaÇÕ03s ou Sliij <1, i ndepEfndenci a 
Oiint-rQ paroiii>S êo 1 mpare:o;: f' oi m.-.nt-i da Ainda 
''entre'' int.erlare apenas com a variància do l-ermo constante, 
detalhas no apênd~ce C.3 analogamente ao caso uniforme em que a 
variabilidade "dentro" s6 afeta o l6>rmo const-ante. 
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CAPITULO 4 
ALGUMA I NTERPRET ACÃO PARA 001 S GRUPOS 
' 
Dos resultados obtidos para matrizes de var i ~nci a e 
covariància estruturadas, os relativos ao caso mais simples de 
do1 s grupos são revi slos neste capi lul o com alguns aspectos de 
interpretaç:~o Obviamente <>m casos reais o poder da 
interpretação ganha com o conhecimento da natureza especifica do 
problema e no caso de mais grupos as exlensêSes são claras As 
funç25es discri.min.ant..es s'&:o rea.pr&ts&ntadas e a ldr.otnt-ificaçíio de 
seus el ementas r ela ti vos tanto à magnitude absol u"La de separação 
entre os grupos c diferenças d& efeitos ou coeficientes 
pol i nomi ais ) quanto às componentes d& variabilidade " 
inter-relações a da forma pela qual se combinam na função 
utilizada para 1nterpretaçilo O coeficiente de correlação é 
ut.i 1 i zado com eíei l.o compdrali vo visando cor r ~gi r o papel nem 
sempre positivo desempenhado pelos coeficientes de correlaç~o 
altos. A anál ~ s.:e uni variada mais simples da esta:Li st..i c a induz à 
anelar por coeficientes de correlação altos Uma vez abordada a 
interpre~ação na seccão 4.1 , a secção seguinte trata de ilustrar 
v.1a exemplo um caso de perfis com inter ação e par a di sli ntas 
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estrut.uras da malr·iz dG variãncia e covariància 
N~o se trata de um estudo de simulação mas o exemplo ilustra 
confirmat.ivamenle os aspectos observados na função. 
Ainda a secção 4.3 discute a utilização dos resultados 
oblidos 
~ 
4,1 INTERPRETACAO NOS DADOS ORIGINAIS 
' 
i) L uniforme 
a) Quando as diferenças dos efeitos dos grupos mudam 
de ocas i :I o à ocasião ou seja os perfis não são paralelos a 
regra de classificação (2. 2. 2) ,aloca-se X ao primeiro grupo se 
~ 
p 
2 
b.[ 
p co d 
] [ - ,, ) " _1_ dk X > o (4.1.1) 2 2 k 2 o • pco 
o " 
e ao segundo grupo no caso contrário. 
Nota-s& nest~~7 caso que a regra de classificação se 
reduz ao produto escalar usual do vetor de desvios da nova 
observaciro com relação à média gli>ral. pelo vet..or dii> desvios da 
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diferença de médias com relaçgo ao seu valor médio. corrigido pelo 
fator 
2 
p "'., 
+ p 
(4.1.2) 
2 
O' " 
Uma forma de interpretar este fator é relacionando 
as var1abilidades ''dentro'' e ''entre'' 
2 
a 
" = 
p 
1 - p 
2 a 
em ft.Jnção de p 
2 
O' = 
1 - p 
p 
de fato, 
2 
O' 
" 
Considerando duas situaçees limite quando o coeficiente 
de correlaç.iio p tende a um • primeiro para a variabilidade "liiilntre'' 
indivíduos Ccl) fixa e segundo para a variabilidade "dentro" do 
individuo C0'
2 
) 
" 
fixa nota-se que no primeiro caso 2 o tende a 
" 
"explodi r" .. no segundo 2 O' tende a valores pequ..,nos, conform& 
exemplificao gráfico 4.1.1.Para valores altos do coeficiente de 
correlação as si tuaçBes consideradas são exemplos de como as 
fontes "enti-e" .... "dentro". neste caso de r uniforme compõem o 
coeficiente de correlação. No primeiro caso C 
variabilidade "dentro" grande relat-ivamente à 
2 
o fixa), a 
variabilidade 
"entre" dificuJt:..a a discriminação. No segundo caso C 2 O' fixa), 
" 
a 
variabilidade "entre" pequena rel ali vamente à variabil1dade 
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"dentro" facilita a discriminaç~o 
O exame da matriz de correlac~o é portanto informativo 
neste caso quando combinado com a análise univariada, que 
obviamente forn~?ce as estimativas das variabilidades entre 
individues e dentro do individuo. 
Nestas duas si tuaç&s di st.i nt.a5~> o fator de correçílo tende a 
un_idade rec!uzindo a regra de classificaç.3..o à ,aloca-se x ao 
primeiro grupo se, 
1 > o (4.1.3) 
a ao segundo grupo no caso contrário. 
bJQuando as dos efe.tlos dos grupos 
permanecem constantes de ocasião a ocasião ou seJa quando há 
paralelismo. 
Da (2. 2. 3) lemos a regr 3. de classi f1ção aloca-sa x.· ao 
p1~imeiro grupo se 
d 
) o (4.1.4) 
2 2 
O' +po 
C< 
e ao segundo grupo em caso contrário. 
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Nes'le caso a regra de classificação reduz 
si mpl9Sment.e ao produ'lo escalar do vetor de diferenças de medi as 
CdJ pelo de desvios da nova observação com relação à média geral. 
O papel de• ve'lor d se reduz ao sinal da diferença dos efei los, 
i ndi f&rentlii' à magni t..ude. O papel da magnitude da diferença está 
1 mpll c i to na média geral vi a componentes do vetor de desv1 os da 
nova observação com relação a média geral neste também f i c a 
implíci-t-o o papel das fontes de variabilidade . Novamente para 
cot·f i c i ente de cor r el a.çã':o alt-o considera dos os dois casos das 
fontes "entre" e "dentro" fixaCas, o podar de separação entre os 
grupos é menor quando fixada a variabilidade "entre" po1.s a 
variabilidade "dentro" cresce .. maior quando fixada 
variabilidade ''denlro" pois a "anlre'' decresce para mesmos valores 
de p. 
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1 i ) "' s.:;>r 1. a da 
a) Quando os e fel. los dos 9r upos mudam de oca~1. ão a 
ocasi~o ou seja não permanecem constantes . 
A regra de classificação C2.2.5J pode ser reescr1ta 
como , aloca-se x a grupo 1 se 
1 
2 
G 
" 
d -p d + 
k-1 k 
+Cd-,od)Cx -,u)+Cd 
1 z 1 1 p 
no caso cont.ràrio , aloca-se x ao grupo 2. 
+ 
(4.1.5) 
p d )(x 
p-1 p 
o 
O produto escalar neste caso tem o vetor dc-,s das vi os 
das diferenças dos e.feit.os tomado nas extrenudades com relação ás 
diferenças vizinhas corrigidas pelo fator p e no centro com 
relaç~o à expressão 
P (d +dl kH k-1 
• 
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• 
b) quando n:ão ex1sle mudanças nos ~;~feitos dos grupos d~ 
ocas1 :ão a ocas1 ão, ou seja esle:s permanecem constantes. 
A regra de classificaç~o fo1 dada em C2.2.6) Al oca-se 
x ao grupo 1 se 
[ 
p-1 ] 
d (1-2.p+p2)\cx -~ )+ (1-pJ(Cx -~ )+Cx -1-i- J) --- Lkk 11 PP 
0'
2 
k"' 2 
u 
> o (4.1.6) 
em caso contrário, aloca-se ao grupo 2 
Es~e caso evidencia o comentado an~eriormente pois 
valores allos de p di m.i nuem o peso rel at1 vo do vetor dos desv1 os 
da nova observação à média geral. Ainda, note-se a maior magn1lude 
do fator de ponderaç~o nas componenles extremas do vetor de 
deSVlOS Como no caso uniforme o vetor de diferenças dos efeitos 
tem papel de dar sl.nal à regra e- sua aluac:ão quanto à magnilud~;~ é 
1nd1reta via vetor de desvios da nova observação com relaç.ão à 
média .geral . 
A 1nlerpratação do modelo ser1ado de Kenward (1985) 
será deixada para a continuação deste trabalho. 
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4.2 INTERPRETACAO NOS COEFICIENTES POLINOMIAIS , 
i) I: uni forme 
a) ~ando os perfis n~o são paralelos , 
A regra de classificação (3.2.2), aloca-s~ y ao grupo 1 
se, 
+ 
l_ 
z 
"' 
e caso conLrário ao grupo 2. 
A regra d" classificação 
>o (4.2.1) 
neste caso pode s"r 
1den'lificada como o produto escalar comum de. do1s vetores o de 
diferenças entre os coeficien'les de mesmo grau corrigidas pelos 
fatores mullipl1c.ativos correspondentes e o de desvios entre os 
coeficientes do novo individuo em relaç~o à média dos coefic1entes 
(mantida a c:orres!='ondência dos gr-aus). Observa-se que os falor6's 
das dlt~erenças entre os coeficienl es de mesmo grau nada mais são 
que os inversos das variànc1as correspondent-es a cada um deles, 
conforme (3.1.11) e (3.1.12). 
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Nota-se aqui que, o peso da componente rela~iva ao 
coeficiente constante é menor que o das componentes relativas aos 
termos de maior grau. 
Ou seja se os perfis n~o s~o paralelos, a importancia 
da magnitude das diferenças dos coeficientes de maior grau Q 
inversamente proporcional a variabilidade entre individuas e de 
forma geral a do termo constant.e é inversamente proporc1onal a 
v ar i aç:i:l:o t.otal . 
Comparando-se esta regra com a obtida nos dados 
originais (4.1.1), é de destacar a possibilidade de melhor 
diagnóstico da separaç~o entre os grupos. 
De forma geral o exame desta função discriminante pode 
rev$lar, tomada em conta a estrutura ds L un1forme , a importanc1a 
das parcelas e portanto' dos cosficiemtes "r~sponsá.veis" p~la 
classificação, uma vez que em cada parcela está isolado o fator 
diferença do coeficiente Qe cada grau padronizado pwla variància 
do coeficient-e a ques"la:o da intli>rprelabilidade ganha então 
espaço pois. aos termos de cada grau, podem corresponder 
diferentes significados. 
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b) Quando os perfis são paralelos. 
A r61gra de classificação (4.2. 1) 
y ao primeiro grupo se, 
1 
2 
"' + 
2 
a 
" 
e caso cont.rar~o ao grupo 2 
y - (J 
o :] o (4. 2. 2) 
Se os per f i s são par al elos o poder de se par ação nos 
grupos depende do sinal da diferença nos coeficientes de grau zero 
e i mp1 i c~ lamV"nt.e da var i ânci a do termo constante que aparece na 
variação d9 
.. 
y 9m t.orno de (1 . 
o o 
ii) ~ seriada 
a) perfis não são paralelos. 
A regra de classificação (3. 2. 9) é aloca-se y ao 
prime~ro grupo se, 
em caso cont.ràr1o ao grupo 2. 
Neste caso a regra de classificação na:o se reduz ao 
produto escalar comum dos vetores de diferenças, mas à soma de 
do1s produtos v1. a as correspondenles inversas da matr~z dE> 
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variAncia e covariància. Como mostrado a partir de C3.2.4) até 
(3.2.6) as est~mativas dos coeficientes dos polinóm~os de ordem 
par nã:o s:ão corr'3-lacionados com os coe!' i cientes de ordem 1 mpar, 
como apontou Kenward C1995). Um exame de (3.2.4) e C3.2.6J revela. 
dificulda.de interpretação geral dentro dos blocos 
correspondentes à variação d~ntro dos coeficientes de ordem par ou 
~mpar, no entanto casos especlficos de polinómlt..:>S de grau reduzido 
pod9m ser expl OI' a dos. Dos resul taLJos obtidos nos dados or i gi na1 s, 
valores altos de p diminuem o poder de separação entre grupos. 
b) perfis paralelos 
A regra de classificação C3.2.6J é reduzida a,aloca-se 
y ao pr~meiro gJ-upo se, 
[ 
fl' fl ) a [ Y ~ fl
0
M ) > O 
10 20 11 o 
e ao grupo 2 em caso contrário. 
onde. 
a e da.da em C 3.2.5J para~ ::: 1. 
" 
A diferença dos eslara 
(4.2.5) 
ev1denlemenle no 
coeficu:ml>E> de grau zero C lermo conslanlEI'), mas tambem & obvio 
que a correlação com os demais coeficientes pares aparec~ na 
medida que a matr1z 2::..., se distanc121. do padrão d1agonal ou seJa 
! 'PCir 
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na medida q~e p cresce. 
4.3 O CASO DE DOIS GRUPOS VIA EXEMPLO 
F'oi considerada uma situação inspirada na literatura da 
medidas repetidas, como uma forma de ilustrar as inlerprelaçeies 
f ai tas anter i orment.e quando s:ã:o ajustadas curvas poli nomi ais no 
caso de dois grupos. 
As curvas médias de resposta para o primeiro e segundo 
grupos foram tomadas como as funções de primeiro grau abaixo , que 
para ocasiões l = 1, 2, 3, 4 te-m os correspondentes valores de 
E C X ) = 
"' 
5 + 0,4 \. I' = ( 5,4 • 5,8 
6 ~ 
.~ 6,6 ) 
~ ~ 
E C X ) 
2<> 
= 9,5 - 0,6t. "· = c 6,0 7,5 7,0 6,5 ) ~ ~ 
A geraç~o ~xemplificada aqui é de amostras de tamanho 
dez em torno dos vetores de médias descrltos aClma ,os detalhes 
da geração encontram-se no apéndice D. 1, e segundo as estruturas 
da matr~z de var~ànc~a e covar~áncia descr1tas na tabela 4. 3.1 
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TABELA 4.3.1 Casos considerados das es~ruturas de~ para efeito de 
garaç~o. 
Uniforme 
Seriada Variabilidade Variab~lidade 
Valor de p fixada correspondente 
0,1 
2 
1 
2 
=0. 111 2 CY = CY CY = 1 
" u 
2 
1 
2 
9 a = a = 
"' 
0.5 
2 
1 
2 
1 
2 
o = o = o = 1 
C< u 
2 
1 
2 
1 " = ?' = " 
0,9 
2 
1 
2 
9 
2 
1 " = " = " = "' u 2 
1 • 0.111 a = a = 
"' 
Nota 
o 2 variab1lidade entre individues . 
• o variabilidade dentro do individuo. 
"' 
Variabilidade correspondente o valor da variabilidade nâo fixada 
que correspondente ao valor de p da coluna um, tendo-se em ~onta 
que 
2 
a 
2 " p = 
2 2 
a + a 
"' 
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Os per-fis g.,.rados com a uni formo:<, f i xada • 
variab1lidade entre individues, e. para diferentes valores de p 
encont.ram-sg. no gráfico (4. 3,1). Aprecia-se que a medid.a que o 
coef1cient.e de correlação aumenta os perfis se confundem fazendo 
ma1s d1fic1l a discriminação. 
Os p0rfis gerados com uni forme, fixada a 
variabilidade dent-ro do indivlduo. e. para os diferentes valores 
de p encontram-se no gráfico C4.3.2J. Apracia-st;;" que a ffiG>dida 
perfis para cada grupo, o que levaria a uma melhor discrim1naç~o. 
2 
O' = 1 
u 
(4. 3. 3) 
Os perfis gerados com a ~ seriada fixada o valor da 
e para os difer•t'lt.es valores de p encontram-se no gra.f1co 
Aprecia-se que a medida que o coeficiente da correlação 
cresce o poder da discrim.inaç1l:o dimim.u. 
Comparando os casos estruturados uniforme e seriado, no 
primeiro para valor da variabilidade dentro do individuo fixada, 
ao aumento do coeficiente de correlação corresponde no primeiro 
caso a um decréscimo da variação tot..al no segundo ao 
comportamento oposto. 
Por-tanto nestas circunst.ànc1as a discriminação é melhor 
para valores altos de p no caso uniforme a ba1xos no caso seriado. 
O 6'xempl o adotado par a i 1 ustr ação 1 eva a i nd1 caçào de 
conclusbes de orc!em ma1s geral uma vaz que o padrão de d1Sp"'"rsão 
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de fa'lo 1ndepende do modelo das méd1as. Variação no modelo de 
médias afeta sem dúvida a questão da di ser i mi nação pois envolve 
a magnitude d .. diferença entre os coeficient-es assim a 
observação acima é vàlida dentro de um modelo de medias fixo. 
A vanl.. agem de ut.i 1 i ::ar os coefICIentes em 1 ugar dos 
dados ol-iginais na classificaçào é<-._ redução de dimensão pois ao 
ctJUstar curvas polinomiais o que s<=> trat21 e dS" exp.i1car a variaçào 
dos per f i s em f unção de um menor num~ .. r-o dE,. par ámet r os , I st.o e, 
1 evar em cons1 der ação o que est-2\ acont. ec-S"ndo em todas as ocas1 ôes 
com menor número de parâmetros, permitindo estabelecer diferenças 
"-'nt.re os qrupO's. 
origina I s, 
tanto como quandc' sáo ul.. i li zados os dados 
Permite uma maior interpretabilidade dos coefici('>ntes 
que t.erã:o o poder de separação, por exemplo se os grupos se 
d~ferencl.&m pelo coeficienlc<i linlill'ar Q que a laxa d~ cresciment.o 
medio nos dos grupos são diferenles se a diferença est-a no 
coeficiente do lermo quadratic::o a taxa de mudança na t.axa de 
criêl'SClment.o nos dois grupos são d~ierenles e ass~m por diant-..:.>. 
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4.4 CONSIDERACÕES EM CASOS REAIS 
' 
o tr-at!ó\menlo da an,__liss di ser 1 mi nant.G dado 
t-r aba! h o supost..a vál1 da a mul l1 normal i da de abordada por exemplo 
por Csor go C 1 986) ; Lesl i e et- al . C 1 986) ; Mason .:;. Young C 1 Q85) 
esbarra em pelo menos duas questões a da estruturação da matriz 
de v ar i àncJ a e cova r i ànci a e a do modelo polinomial. 
Quanto estruturaç~o da matriz de var1ància e 
covariància os padre">es uniforme e sar1ado ou ainda outros de 
natureza não estacionária como por exemplo o de Mansour et.. al 
C!Q95) envolvem as razões latentes ao problema que tornam 
plausi VEi'l 1 evant.ar h1poteses sobre da-tar minada estrutura os 
procedimentos infarenciais para nâo reJeitar a validade do mesmo e 
a decorrente especificidade quando aplicável. do matodo 
astatistico da análise. 
Os testes do p_adrião uniforme vem desde Box (1950) 
avançando com a general1zação de Huynh 8 Feldt (1Q70) e também 
t.rat.ado om t..oxtos como de Bock C 1 075) a discuti da por Infante 
(199Q). A estimação do padrão serial podo sar encontrado por 
exemplo em Hear ne et.. al . C 1 983) no enfoque clássico da análise 
multi variada. As questões do padrão seriado ou formulação não 
estac1 onár 1 as podem ser tratadas Vl a soluções e met.odol ogi a de 
serias temporais. 
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Quanto à questão do modelo polinomial desde Polthoff 
e Roy (1964) passando pelas contrlbuiçôes de Rao (1965,1966,1967) 
e discussõos aplicadas como em Grizzle e Allen C1Q6Q) a escolha 
do grau do polinômio e as diferenças entre grupos diagnosticadas 
v1a diferenças entre coeficientes vem evoluindo. 
Bock C1975) sistemat1za a determinação do grau do 
poli nórru o nos modelos un1 varia do C L: un1 forme ) e multi v ar 1 a do C L 
geral ) 
s1tuação 
e os testes em cada caso que levam a validar ou não a 
de par al el i smo neste úl li mo caso resultando em 
possibilidades de diferentes curvas para os grupos. Em cada caso 
vale evoluir para o ajuste de covariàveis proposto por Rao C1965) 
a discutido por Kenward C 1996, 1996) 
Vale notar que nos casos estruturados. este tratamento 
de ajuste por covariáveis Sli:i especializa no caso un1 forme não 
deve so;;or ut-ilizado po1s o ajuste via polin6mios ort-ogonais rc,;.sulta 
em indspendenc~a enlre os co~fici~nt.~s (3.2.1) o que n~o 
j usti fica an.:'üisa de cov.ar1àncla no caso ser.1ado a 
1ndependencia ent-re os coeficient-es de ordem par e os de ord&m 
.t mpar sugere adequacão do tr a lamento Vl a cova r i ávei s sendo o 
aJUSta feito dentro do grupo dos coef1c1ent..es pares e dentro do 
srupo dos cosf1c19nles 1mparss Ainda recorrendo e recuperando o 
trabalho de Cochran e Bliss (1948) a escolha das covariáva1s pode 
ser mals flexivoel como corrobora o trabalho de Ksnward C1Q96) em 
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qua os coelician~es para ajustG são subconjuntos dos da ~sparança 
nula abrindo a perspectiva de levar em conta as estrut,uras de 
çovariáncia .Por ~xemplo no caso seriado pol1nóm1os do pr1m~1ro 
grau adotado e o modelo saturado S8'ndo de grau do1s apen:..s o t.ermo 
çonst.ante seria corr-191do pelo '=tuadrát..ico não há correção 
poss1vel para o lermo linear C ou taxa dl? crescimento) neste caso, 
Por t .. ant.o, no que d.i z raspei t .:...., .::~ est..1 mação da f unç<'lo 
di ser i m1 nant-e -sobre as var 1 aveis aJ.ternativas nos casos 
<?studados.a do caso uniforme não passa pelo ajuste de covari.-..v.;.is. 
~~o entanto em nutras estruturas onde o ajuste por covar1aveis 
-seja recomendàv9l a anál1se deve :ser fe.ita nos coeficientes 
ajustados No caso da estrutura ser i a da a I unção di ser i mi nanle 
nos coeficientes ajustados dent.ro de cada grupo de pares e 
1 mpares se particular1za em função da especifir::1dad.,. da matriz 
de variánr::ia e covariànc1a do~ res1duos. 
Dadas as possibilidades de diferentes escolhas para os 
conjunlos de covariáveis n~o parece vantaJOSO um tratamento 
~.i.gébr-i.co geral. 
Um estudo VH si mul açõs:s comparando o lratam61nlo 
especifico da d1scrim1nação quando E é estruturado com o 
trat-amento usual via pacoles Cqu~ ignora esl9 lato) s9ria út-il 
para quantificar as esperadas perdas no poder de classificação da 
técnica Islo se aplica t.anto ao t.ra+.ament..o nas var1ave1:s 
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originais quanto nas alternativas 
n~o foi possivel realizá-lo. 
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- ----------
Dada as li mi taçÇ:;es do tampo 
• 
APENDICE 
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• 
APtNDICE A 
Surgimento das diferentes est.rut.uras da mat...riz de var~ància e 
cova r i ã.nci a. 
A. 1 L uni forma 
O surgimento da matriz de variància e cov.ariáncia 
uniforme da secção 2.2, pode ser observado no modelo paramétrica 
1m slo apresentado por axGmpl o &m Bock ( l Q7':i). det..al hado a segui r. 
onde. 
/-i = média g<~owal 
À 
JO< 
+ T + e + c 8TJ + 
k J Jk 
À = efe1to do a -ésimo 1ndividuo no j-ésimo grupo 
JO< 
= efei lo da k -és i ma ocas i ã:o constante para lodo ind1viduo 
8 =efeito do j-9Slffi0 grupo 
J 
C8T) = efeito da iteração do j-ésimo grupo a k-ésima ocasião 
Jk 
= err-o especifico ao a-ésimo ind1v1duo no j-ésimo grupo 
na k-é~ima ocasião. 
além disso, 
' N c o. 
z 
) C A. 1. 1) o 
JO< - " 
_N c o 2 E . a ) C A. 1. 2) 
J O<k 
Co v c À E ) = o CA.1.3) 
'"' ;O<k 
Cov C " E ) = o . k ~ k' CA.l.4) ;e<k J <>k 
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----------------- ·-- -·- -------- - --- -----------
isto é, 
z z 
(l 
{ 
O' + O' ~ = J.:= l 
O< 
Co v c X ) 2 (l X = " "' = k ~ 1ak' jC<l " o ,, ~ (l 
De fato para et = (5 g k"' l por CA.l.l) g CA.1.2J 
v c X ) = v c,., + À + Tk + 8+ C8T) + & 
JO<k J" J 
,, C<jk 
2 2 = "' + "' "' 
Para " = (l " k 
, l 
Co v c X 
JOik 
X 
jC<l 
) = E c X 
JC<k 
X ) - E c X k) E c X ) 
jC<l jC< JO<l 
E c x_ J = 1-1- -+- T + e + c 8T). 
JOCm m J Jm 
E c X X ) = E [c ,., + À + T + e+ ( 8T) + • ) JO.k J ct \. JO< k J jk O<jk 
c ,., + À + T + 8 + CST) + • ) '" l ' J l "J l 
Cov C x )< ) "" EC ~- 1\ ) EC À s ) + EC A e 1 + 
Cov C 
J01m JC'Itt e<k Ol.k 
X ' JO<k 
X ) 
JC"t 
+ EC & c J 
1 ok JC>tl 
2 
= " "' 
Ol.k JOk JOC JOI.l 
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) 
] 
por C A. 1. 1) , C A. 1. 3) e C A. 1. 4). 
Para diferentes individuas 
Cov C x jctk, xj{11.) = o 
pela indepêndencia entre individues. 
onde 
Na notaç~o matricial portanto, 
V ( X ) 
,)OI 
+ 0'2 1 1? 
" 
O é a matriz i dent1 dade de dimensão pxp 
1 = ( 1 1 1 J 
é o vetor di mansão p. 
A.2!: serJ.ada 
O surgiment~o da matriz de variáncia "" covar~áncia 
ser1ada da secçào 2.2 , pode ser observada no modelo 
onde, 
~~ "" e o veto r de médias do j -és i mo grupo 
J 
.;- = v~tor dos erros 
--.JOI 
~ a a matriz da espac1ficação. 
E por hipótese, 
= p k.:: 1.2 •... p CA.2.1) 
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Co v C &J_ ~'- 7) J 
<.A>< JCHk+.l) 
N 
1 
= o 
, 
2 
- p 
CA.2.2) 
CA.2.3) 
) CA. ê:. 4) 
Ou seja quando o modelo G- au'loregressJ.vo de prJ.meJ.ra ordem no 
vetor de eJ-ros que descreve o padrão de cor-relação entre 
observaçBes de uma mesma unidade experimental. 
A matriz de var i ânci a e cova r i ânci a i nduzJ. da por esse 
modelo através de substitucôes sucessivas é. 
1 
Co v C ,f; JOlk , ~~ JO.k, ) 
1 
Da fato,por CA. 2. l) 
2 
p 
• 2 
p o 
" 
2 
- p 
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k = k' 
k ;li! k' 
k' = k +s 
k- 1 
r M k ~ = p ry + p o k Jl)l,\k-m> 
m:::o 
k- • 
VCs v r I rn ) = '· p ry + p'o!k 1 OI<).:- m! 
m=o 
k-• 2k 
VCx ) = 
J C<k 
Cov(& & ) . 
1o.k 1 ct{ k-'9 1 ::::E 
Co v( & e ) 
jOik Júlik- .. 1 
I 2m 2 p "' u 
m=O 
rn 
p ry + 
[
. k-. 
~=o JC<<k-m> 
• = p 
1 
2 
"' u 
- p 
2 
por CA.2.2J, CA.2.3J e CA.2.4) 
p 
+ 
1 
Na not.L'<ç.llo matricial portant.o, 
2 
o 
v ( ) u X = <!: '" ~ 2 p - p 
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o 
-
s 
JC<O 
k 
) p 6 
J ('>,( 
2 2 
o 
u " = 
2 2 
p 1 - p 
CA.2.5) 
onde, 
1 p p ' p p -1 
p 1 p p 
p-2 
<C o 
p 
p-1 
p 
p-· 2 
1 p 
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A.3 Z sariada d~ K~nward 
O surg~mli>nto da matriz de variànç~a e covar~ánc~a 
ser~ a da, apresentada por Kenward ( 1985 ) , porle ser observado no 
modelo 
onde, 
& = À 
JCO.k (llk 
o.= 1.2. 
E G 
+ e 
J 
n 
J 
À =efeito do (ll~ésimo individuo na k-êsima ocas1ão 
"" 
e = efailo do j-ásimo grupo 
= erro aleatorio consid"7rado 
duas componentes independentes 
como a soma de 
8 ~i:itnlre individues, 
J 
À dentro do individuo, esta modelada por um processo 
ú<k 
auloregrli>ssivo de primGira ordem , isto e, 
E C fi) 
J 
E c ea ) 
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= o 
• 
= "' 
(A.3.1) 
{ 
b k = 1 
' 
" = CA. 3. 2) «k p ?-._ OHk-1> b + k k = 2, 3, ... p 
E c ' ) = o Çllk 
~ ( b ) = o k 
{ 
2 
"' ~ ( bk bl) " = 
o 
k = 
CA.3.3) 
k ~ l 
tal como foi calculado no apéndice A.2 • a matr~z de variáncia e 
covariância d9 um processo autoregressivo de primeira ordem é, 
ent.ão. 
v c 
Cov C 
v c ).,_ ) = 
«k 
2 
"' " 
• 1 - p 
Cov C À~,_ , À ) 
"""" OI( k- e' 
, 
= p 
€-- )=VCÃ. 
JOlk e<k 
+ 
2 
" ) = J 
, 
o 
"' 
2 
1 - p 
2 
1 - p 
= E [ c A + 8 )C 
e<k 
= E ( C 
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+ 
2 
"' 
CA. 3. 4) 
= p 
por CA.3. 4J e CA.3.1). 
)-Ja notação malric.tal portanto, 
2 
" v c ' ) 
c< 
.._.1':"· = 
2 
1 - p 
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• 
1 
{' 
p 
2 - p 
+ 
2 
1 u 
2 
< •Y 
1 . CA. 3.5) 
AP~NDICE P 
Cálculo das i nvli>r sas das matrizes de va1~ ~.inc.~ a ""' cova r i ánc1 .;,. dos 
dados or1g1nais. 
9.1 Z un1forme 
A inv.;;:.rsa da matriz de variànc1a e covarlànclêl. un1forme 
·e obtida da expressâo abaixo Mardia et. al C 1979) p. 458. 
( q:; + IB <C ID J -t :::: q:;- ~ tG-.tlB C <C- 1 + ID q:;-t!B J -t!D ü;-t 
com, 
<& • D = " P•P 
IB = 1 
p•n 
~ 
2 = " n•n 
[]) = 1 • n = 1 
n•p 
enlil'o, 
-1 -· ,La ,L o [ 1 1 J 
L ~ = 1 + 1 • o 1 1 • D • • • • 2 " " " '·' " 
2 
" " ~-· = L ( o - 1 1 • ) 
' 2 2 " 
,, + p " " 
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,, 
t 
(8.1.1) 
CB. 1 . 2) 
por, 
onde 
ent â{.'o, 
ou seja, 
B.Z Z seriada 
A matr1z de variância <a covariància pode sG>r denotada 
'-" 
1 
u 
2 
- p 
De Grayb1ll (1983) p.201 
w 2 o o 
u 
w-1 o 
1 
2 c 1 O' 
u 
1 -p o 
2 
-p (1-p ) -p 
IF o 
o o o 
1 
{: 
p 
-
z 
O' 
.;;:.. 1nversa de 
IF 
pz) 
o 
o 
-p 
-p 1 
> o 
(8.2.1) 
8.3 ~seriada de Kenward 
A matriz d.;;o v.ariánc~.a 6> c:ovar~ànci.a d..:> Kenward 
na not-ação matr 1 c:1 al. 
2 
"' C< <( 2 1 1 + a c = o <-
" 1 2 - p 
Por { [>. 1. 1), tomando 
rf, = 
iB = 1 
<( = o 
[!) = 
segue 
_-1 
L 
" 
1 -
2 
1 
2 
a 
" 
2 
p 
<( 
p 
z 
" 
' a 
"' 
1!'1 
1 
2 
O' 
" 
com W dada no apendice 8.2 
2 2 
C1 + VO') 
"' 
[ "-2 o + 1. 
v :;::: 2: c 1-p) 
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] -· 1 1 • 2 o 
" 
2 + Cp-2) C1-p) 
CB. 3.1) 
c 1 -p) 2 
, 2 c 1 -p) ( 1-p) , c 1 -p) .. ' 
{i, 
(1-p) ( l-p) 
c 1 -p) 2 '1 ' ~.,_ -r_?) ( 1 -p) 
po1s, 
v = 1 • [f 1 
[f 1 = [ c 1 -p) - )2 i..l-p 
" 
/iO=If11'1f 
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APe:NDICE C 
Matrizes de vari.1ncia e covariância dos coeficientes 
ortonormais e suas inversas. 
C.l r Uniforme 
A matriz de variAncia e covariância dos coef'icient.es 
or~onormais para a L unif'orme. 
~ = IP • u 
~ =a
2
D 
2 2 
"' + "' " 
o 
:.:-• = 
u o 
o 
e a inversa dada por, 
L = !P' Z !P 
u 
( • D • "' + "' " 
+ o 2 IP 'li 
" 
o o 
• o "' 
o • "' 
o o 
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I I') IP 
'IP 
o 
o 
o 
• "' 
CC.1.1) 
1 
2 2 
"' + "' "' 
o 
r-• = 
u o 
o 
C.2 L s6)r-ia.da 
o o 
;L o 
2 
"' 1 
o 
"' 
o 
2 
o 
o 
o 
1 
2 
"' 
CC.1.2) 
A malr1z da variância e covariància dos coeficientes 
o r t onor ma i s 
[pÉ> a malr1z dos polin6mios ortonormais. 
A C1+l)-és1ma l1r1ha de !P'L é dada por. 
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1n: " ct.e ( ~ +i. > 
p 
" 
p p 
" 
·-· p p " 
+ 
+ 
p p + •p + 
" p '" 
p + p p + ,. ,. 
'i.) o ~ã~loil'me-nto C t+t.J+t) da matriz 
r o = cte 
{~+:l,j+1.> 
p + p p 
1 _I t \ 2 
p 
J' 
•p p 
+ p ~ 3 J.l + . 
+pPP+PP +pPP 
l.í.J2 t2j2 t3J3 
+ p
2 P P + pP P + P P 
t1 J3 t-2 Jíl t:ill J3 
+ 
p-. 
+,o p p + 
~ .l J p 
p-· 
2 + pp- p p 
l p J z 
+ pp-ap p 
'P J a 
. p p ] 
~ p J p 
p + \ p? p + 
j , k-,) L , k J<k••> 
k "1 
p p-2 
Ip·F. p + L p2P p • 1'), - 2 ) '· k } ' ~ ~ ~) 
k=<l k "'1 
F- l p ,op-ip p ] • p p • ' ,. " " J p 
o11dé p~la col'IStrução de P 
logo, 
[ 
p p-t 
r:. o . çt ~ ~p p + LpP p + 'k j ( k ·-1; ~k j(k+l) 
·~·1,j ... 1) k<=2 k "'1 
p 
1 k-z > 
+ CC .. 2.1) 
k = 1 
+ pp-p p 
\. p J 1 
e o elemento da diagonal, quando \=J, 
~, 
' 
"' ct Et 
[ 
p ,, 
LPP,,k 
k•2 
+ + 
k •• 
p p-2 
~· p k +L: zp p p ik ttk ... :z> + CC. 2. 2) 
k·> k·• 
p ~~ 'p p p-· p ] + ,, + p p 'P ' . " 'P 
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çom, 
ele 
1 
2 
o 
u 
2 
p 
.;o...:;. inversa.;;. , 
-·- 1 
~(1 IP' 
onde [p e .;.. m.;.trlz dos pol1n6mios ortonorma1s. 
- pP 
" 
p 
' ' 
p p~2 
pP + C1+p3 P,k- pP 
~<k-1 > ~lk-t-1) 
p - o p 
tp tlp-1> 
~ o elemc;.nt.o (,.o-f.J•:I) da matriz 
=C P - pP J P 
\:I \2 j:l 
+ 
2 
a 
u 
... +CP -pP )p 
1.p ~p-1 JP 
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~ portanto, 
p 
j2 
+ 
p p-• Ip p a Ip p " +p -~k Jk i.k Jk 
k •• k=2 
pela construção d .. IP • 
logo, 
p-1 
;::: = -
(l • -· j [ 
, ... :l,j+t.c;u 
\pp L tk jk - p 
k•2 
e o elemento da diagonal 
"=~ [ \ :,: { l"'"·'·••> ~ L k•• 
p 
p L p p -.. k }<-·1 
k•a 
p Ipp 
~k Jk 
k = l 
p 
\ p p L ~k Jk-1 
k•2 
= 
- p 
quando i=j 
o 
C. 3 Z $<ar i ada de Klli'nw&o.rd 
p 
p-· 
L P,k p Jk-+-1 
k •• 
p-• 
p 
'k 
k•• 
P ]c c. 2. 3) 
Jk+t 
CC. 2. 4) 
O cálculo da matriz de vari~nc.1a a covariánc.1a dos 
.:..oerici6'nt.as orlonormais da r: SE>riada apresenlada por Kenward. 
De C3. 1, 11) a mat-riz da var1ância e covariãnc.1a dos 
coeficientes or lonoJ- mais para o caso da ser i a da apresentada por 
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K~nward C1Q86) ..:.. 
.. ,,. [ 
, 
= 
1 -p 
, 
' , '-p 
' 
<r 
p 
IP'<t IP 
p 
, 
l-·p 
+ 
+ 
IP'<C iP 
p 
calculadA G>m CC. 2. :3) e> CC .. 2. 4) 
, 
, com O' 
u 
"' 1 1 • ] iP 
onde pela const.rl..lCÇ~O de !F' , Fi'!õher e Yates (1963) . lemos que. 
[p• 1 l"!P = 
1 
o 
o 
,, 
o 
o 
o 
o 
o 
é obvio quo;;o a varJ.abil:t.dade "enlre" individuas inter:fere apenas com a 
v ar i ànci a do 'Lermo conslanle. 
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do (8.3.1) . lemos 
--. <:. f]e 
IP' 
1 IF = 
1 = - IP 'IF 1P • a 
"' 
1 
• a 
" 
IP 'IF IP 
- w /li, 
w!P'/;;.!P 
calculado ~m CC.2.3) e CC.8.4) • , com c 
Para obt..9r a segunda parcola dê CC.2.1). sendo 
IP'/11, 
• C 1 -p) C P +P ) + 
t.1 'P 
p-> 
(1-p)a\ P L .k 
k=2 
p-> 
(l-pJ 3 C P +P ) + (l-p)
4
\ P 
•1 'P L ~k 
k =2 
p-> 
C1-p) 2 C P +P ) + C1-p):a\ P 
.~ 'P L ,k 
k=2 
CC.2.1) 
-.:>. i -es.1 ma l111h;). de !F''~ o el ement.o C tJ) do produto !F''~ !F' e dado 
por, 
p-• 
L Pü) PJ1 + 
k=2 
p-• 
p-1 
C1-p)a\pp-+ L lk j1 
k=2 
3 I 1 -p) ( 1 - p ) p + lk J2 
p-1 
(1-,o)•\p p ... L do:: J2 
k=2 
2 
+( 1 -,o) ( 1 -
2 
1-p) -+ 
' a p ( 1 -p) 
p-1 
p(1-p)z\ p L ,t 
L "'2 
p-1 p-1 
L P,t LP,k 
- p 
k•2 
] 
CC. 3.1) 
8 o el~menlo da d1agonal, 
[C1-p)2+ 
p- p-• r] 2.r-X..1-p)2Lp 2 ·[ L plk iP'A\IP -p ( 1 -p) CC.3.2) = ck ( \ +1, \+1 ) 
k• "-"'2 
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AP~NDICE D 
0.1 Geração dos perfis individuais. 
A geraç§:o d~ vetores noi-mais é feit.a utilizando o 
gerador RANNOR implementado no STATISTICAL ANALYSIS SISTEM CSASJ 
no computador VAX/UNICAMP. 
N<i\ ~imuiaç~o foram g"'rada.s dtJa5 me;o.tr12es normais ;i1'9 
?_ ( 21de vartttvel.s i ndeopendent.es, com rned1a zarO .. malr1z de 
var1ànc1a R covaríànc1a idenl1dada. 
Para •;~erar variáveis com v.-;.t.or de médias dif'<il'rent.e de 
:~El'ro e a matriz de variãncia e covartáncia com a estrutura de 
correlação foi utilizada a seguinte t.ransformação. 
Np ( " 
~ 
' ) 
1-..1. e o vetor de m;iodi as do j -esi mo grupo 
" ra1z quadr-ada das matrizes de v ar i ànci a 
obt.ida util1:::-:ando o fator d~;~ Choleosky 
descr1t.o na tabela 4.3.1. 
cova.r 1. anc1 a, 
para cada caso 
=ROOTC~) 
crJ.ando-se assim as matrizes de dados 
-.n(J~ -- ( IY'. X ,X 
..,J:l .t' 
X ) 
J~J 
j = 1. 2 
onda x & o v~tordEõ> observa.çCSas cont-endo as p medidas 
'" 
v ar~ aval do C(-QSl mo i ndi vi duo no j -esi mo gr llpo. 
mesma 
c Programa da t.ransformaç:ir dos dados segundo o vet. or de 
medias e a matriz de variância e covariància. 
Ar.qu1vo de dados de entrada das normais C0.1J 
data dados~ 
infil~ 'b:nome do arquivo d~ dados para o prlmar grupo'; 
1npul z1 z2 z3 z4; 
infile 'b:nome do arquivo de dados para o segundo grupo' 
i npu'l zS z6 z7 zB; 
c Transformação dos dados proc i ml 
USO> dados; 
rG .. d all var{zl) 1nt.-o zl; 
r e>ctd ctll var{:z:2). i nto :z:2~ 
read all var{z3) inlo z3; 
read all var{z4)- 1 nt.o z4: 
read all var{z5) i nt.-o z5; 
read all var-<z6)- inlo z6; 
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read all var<z7) into z7; 
read all var{z8) inlo z8; 
c Enlrada do vetor da médias para o pr1mer grupo . 
m~dl ={ }· • 
c Entrada do ve~or de m~d1as para o segundo grupo. 
med2 ={ } ; 
c Entr&da da matr1z de var1áncia e covariánc1a segundo o 
caso considerado 
var ={ 
}· • 
Indicador do grupo. 
lgl==l; 
ig2=2; 
grupl=repeat..Cig1.10,1); 
grup2=repealCig2.10,1); 
z=zl!: z2:: z3!: z4; 
w=z5l :z6! !z7: lz8; 
per 1 =medi/ /mEtdl /.··medi·· /medi //medi/ /medi"'" /medi// medl //medi //medl ; 
c Transformaçg(o dos dados util1zando o fator de Cholésky 
'" par a obt. er L . 
u=root(var); 
vlO=u'•u; 
pnnt vlO; 
per 2=med2/ /med2/ ··'mad2/ /med2/ /med2/ /mad2:/ /med2/ /me-d2/ /med2/ /med2; 
x11=u'•z'; 
x12=u'•w';. 
xl =xil +perl 
x2=x12+per2' 
x=xl • : : gr up1 : ! x2' : gr up2; 
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c Saida dos dados para os dos grupos. 
cr~ate oul from x; 
append from x; 
proc print data = out 
run; 
D.2 Grctfico dos perf'is individua1s 
c Programa dos graficos dos perfis para os dois grupos. 
c En~rada dos ~rquivos de dados p~ra os do1s grupos. 
cms filedef dadosl disk grap51 dat al 
cms filedef dados2 disk gras61 dat al 
d&.ta dados; 
i nJ' i 1 Et dadosl ~ 
inpul oc il 12 .i? i4 i5 i6 17 18 1g 110; 
1nfilg dados2; 
1nput- oc jl J2 j3 J4 j6 j6 j7 j8 j9 j10; 
title 'curva media dos grupos por ocasiao'; 
gopt.1 ons dev=gr 1 i nk; 
data labels1Ckeep= x y xsys ysys posilion); 
sel dados; 
1 f oc:::4 t...hen do; 
..:rnd; 
run; 
xsys='2' ;ysys='2'; 
posilion='3'; 
st.yle='none' ~ 
x=oc; y=i 1 ; oulp\Jt.; 
y=12; oulpt1l; 
y=.1 3; out. put; 
y=l4; output; 
y=i 6; ol..llput..; 
y=i6; out.put.; 
y=i7; out.put.; 
y=i8; output...; 
y=i9; output.; 
y=.1lO; output...;. 
y=jl; outpul; 
y= _12; out. put. ; 
y- ;3; output.; 
y=J3; outpul; 
y=j4; oulpul; 
y=J5; out.put.; 
y= J 6; ot..rt...put; 
y= _; 7 ; ou"l put. ; 
y-=j8; outpl..lt.; 
y=jQ; out.put.; 
y=JlO;oulpt .. rt..; 
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proc gplot 
plol 
data =dado:s 
il-Moc-=1 
i 6-Moc =1 
.12*oc=1 
i 7Moc =1 
i 3•oc =1 
i9*oc=1 
1 4*oc =1 
.1 Q•oc =1 
1 5*oc =1 
11 O•oc =1 
Jl*oc=.?. j2•oc=2 _i3•oc=2 J4*oc=2 .. l5*oc=2 
j6*oc=,?. J7*oc=2 j8•oc=2 Jc:l*oc=2 j:l0-Koc=2 /ov.:.rlav 
1 a bel 
vax1 s =•) t_ o -'· 4 by 2 
haxi s "" 1 lo 4 by 1 
annot.ate = labo:;.ls1 ·. 
oc:='oca'Slc'I_O' 
i 1 =' po;:tr f i s i ndi Vl dual s' 
":õymb.-:>11 w=-1 l=Jc-:>Jn 1=1 
symhoL2 w=l 1 "'.)01 n l =20 : 
t1t.l.;. 'po:;.rfts lll•~1viàua1S dos grupos por ocasiao' 
t 1t _ _,_e caso unlf.__-.,rme f1xada vaJ~1ab1.i1dade entre' 
footnol9 correlacao 0.1'; 
r un; 
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