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A CLASS OF C∗-ALGEBRAIC LOCALLY COMPACT
QUANTUM GROUPOIDS
PART II. MAIN THEORY
BYUNG-JAY KAHNG AND ALFONS VAN DAELE
Abstract. This is Part II in our multi-part series of papers developing
the theory of a subclass of locally compact quantum groupoids (quantum
groupoids of separable type), based on the purely algebraic notion of
weak multiplier Hopf algebras. The definition was given in Part I. The
existence of a certain canonical idempotent element E plays a central
role. In this Part II, we develop the main theory, discussing the structure
of our quantum groupoids. We will construct from the defining axioms
the right/left regular representations and the antipode map.
Introduction.
In Part I of this series [14], we proposed a definition for a class of locally
compact quantum groupoids. This definition (see Definition 1.2 below) is
motivated by the purely algebraic notion of weak multiplier Hopf algebras,
introduced by one of us (Alfons Van Daele) and Shuanhong Wang [32], [33].
A fundamental example of a weak multiplier Hopf algebra is the algebra
A = K(G), where G is a groupoid and K(G) is the set of all complex-valued
functions on G having finite support. Here, the comultiplication map is
not necessarily non-degenerate, while the existence of a certain canonical
idempotent element E ∈ M(A ⊗ A) is assumed, which coincides with ∆(1)
in the unital case. See Introduction of the previous paper (Part I) for further
motivation.
In our C∗-algebraic framework, building on the authors’ previous work
at the purely algebraic level [12], we consider a subclass of locally compact
quantum groupoids determined by the data (A,∆, E,B, ν, ϕ, ψ), where (i) A
is a C∗-algebra, taking the role of the groupoid G; (ii) ∆ : A→ M(A ⊗ A)
is the comultiplication, corresponding to the multiplication on G; (iii) B is
a sub-C∗-algebra of M(A), taking the role of the unit space G(0); (iv) ν is
a weight on B; (v) E is the canonical idempotent element motivated by the
theory of weak multiplier Hopf algebras; and finally, (vi) ϕ and ψ are the
left and right invariant Haar weights, respectively.
This framework is closely related to the notion of measured quantum
groupoids, developed in the von Neumann algebra setting [19], [9], though
not quite as general. It is because requiring the existence of a canonical
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idempotent element restricts the choice of the subalgebra B and the weight
ν on it. As our framework is a subclass, we plan to use the terminology lo-
cally compact quantum groupoids of separable type from now on (The authors
thank the referee for this suggestion.).
On the other hand, our framework is less burdened with the technical
difficulties that accompany the measured quantum groupoids, which is based
on the notion of a “fiber product” of von Neumann algebras over a “relative
tensor product” of Hilbert spaces. There is really no corresponding notion
for a fiber product in the C∗-algebra theory, and therefore, there has been
no C∗-algebraic theory of quantum groupoids developed for non-unital (non-
compact) cases. Our framework, while restrictive, achieves this. In addition,
as can be seen in what follows, the theory is rich in nature. The authors
believe that the current framework will provide a nice bridge, until a more
general theory of C∗-algebraic locally compact quantum groupoids can be
developed in the future (at the purely algebraic level, some progress has
been made in this direction: [27], [28]).
Here is how this paper is organized. In Section 1, we review the notations
and state our main definition, revisiting Definition 4.8 of Part I [14]. As
this paper is a continuation of the previous paper (Part I), we refer to that
paper for details and proofs.
In Section 2, we further investigate the consequences of the right/left
invariance conditions of our Haar weights ψ, ϕ. We construct four maps,
QR, Qρ, QL, Qλ, which will play useful roles throughout the paper.
In Section 3, we construct the partial isometries V and W , using the
invariance properties developed in Section 2. These operators are essentially
the right and the left regular representations, and they play similar roles as
the multiplicative unitary operators in the quantum group case.
In Section 4, we carry out the construction of the antipode map S. We
first construct a Hilbert space operator K implementing the antipode. Both
the right and the left Haar weights play significant roles. Similar to the
quantum group case, our antipode map S would be defined in terms of its
polar decomposition. As the operators V and W are no longer unitaries,
however, the arguments need to be modified and generalized accordingly.
The discussion on the antipode map is continued in Section 5, where
we collect some useful formulas and properties involving S (antipode), σ
(modular group for ϕ), τ (“scaling group”). Along the way, we obtain some
alternative characterizations of the antipode map, which do not explicitly
involve the weights ψ or ϕ. We also explore the restrictions of S, σ, σψ, τ
to the base algebra level, gathering some useful results. As a consequence,
we establish that the weight ν on B is quasi-invariant.
With the construction of the regular representations and the antipode, we
can say that what we have is indeed a valid (though restrictive) framework
for locally compact quantum groupoids. This framework contains all locally
compact quantum groups ([17], [18], [20], [31]), while extending the notions
like weak Hopf C∗-algebras ([2], [3]), generalized Kac algebras ([35]), and
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finite quantum groupoids ([21], [30]). Some other examples include the face
algebras ([10]), the linking quantum groupoids ([5], [6]), or the partial com-
pact quantum groups ([8], [7]). See section 5 of Part I for some discussion
on these examples.
The series will continue in Part III [15]. In that paper, we plan to con-
struct the dual object, which is also a locally compact quantum groupoid
of our type. We aim to show there that our class of quantum groupoids is
self-dual, by obtaining a Pontryagin-type duality result.
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1. Definition of a locally compact quantum groupoid
1.1. Separability idempotent. We gather here some results concerning
the notion of a separability idempotent , which plays a central role in our
theory. We skip the proofs. Instead, we refer the reader to sections 2 and 3
of Part I [14], as well as the authors’ earlier paper on the subject [13].
Let B be a C∗-algebra and ν a KMS weight on B. This means that ν is
faithful, lower semi-continuous, and semi-finite, together with a certain one-
parameter group of automorphisms (σνt )t∈R, the “modular automorphism
group”, satisfying the KMS property. See [25]. See also section 1 of Part I.
Consider another C∗-algebra C ∼= Bop, together with a ∗-anti-isomorphism
R = RBC : B → C.
A self-adjoint idempotent element E ∈ M(B ⊗ C) is referred to as a
separability idempotent , if
(ν ⊗ id)(E) = 1 and (ν ⊗ id)(E(b⊗ 1)) = R(σνi/2(b)),∀b ∈ D(σνi/2).
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See Definition 2.1 in Part I. Using the ∗-anti-isomorphism R, we can also
define a KMS weight µ on C, by µ = ν ◦R−1. We have σµt = R ◦ σν−t ◦R−1,
and (id⊗µ)(E) = 1.
Consider a densely-defined map γB : B → C, such that D(γB) = D(σνi/2)
and defined by γB(b) := (R◦σνi/2)(b) = (σµ−i/2 ◦R)(b). It is a closed injective
map, has a dense range, and is anti-multiplicative: γB(bb
′) = γB(b′)γB(b).
Its inverse map is γ−1B : C → B, such that D(γ−1B ) = Ran(γB) = D(σµi/2) and
given by γ−1B = σ
ν
−i/2 ◦R−1 = R−1 ◦σµi/2. It is also a closed, densely-defined,
injective map, has a dense range, and is anti-multiplicative.
Similarly, there exists a closed, densely-defined, injective map γC from
C into B, such that D(γC) = D(σµ−i/2) and given by γC = R−1 ◦ σµ−i/2 =
σνi/2 ◦ R−1. It also has a dense range and is anti-multiplicative. Its inverse
map is γ−1C = σ
µ
i/2 ◦R = R ◦ σν−i/2, again closed, densely-defined, injective,
having a dense range, and anti-multiplicative.
Lemma 1.1. The maps γB : B → C and γC : C → B defined above are
closed, densely-defined, injective anti-homomorphisms, having dense ranges.
Moreover,
(1) The γB, γC maps satisfy the following relations:
E(b⊗ 1) = E(1⊗ γB(b)),∀b ∈ D(γB),
E(1 ⊗ c) = E(γ−1B (c)⊗ 1),∀c ∈ D(γ−1B ),
(1⊗ c)E = (γC(c) ⊗ 1)E,∀c ∈ D(γC),
(b⊗ 1)E = (1⊗ γ−1C (b))E,∀b ∈ D(γ−1C ).
(2) We have: γC
(
γB(b)
∗)∗ = b, for b ∈ D(γB), and γB(γC(c)∗)∗ = c,
for c ∈ D(γC).
Proof. See Propositions 2.4, 2.5, 2.7 in Part I. For more details, see [13]. 
It can be shown that E ∈ M(B ⊗ C) is “full” (see Propositions 4.3, 4.4,
4.5 in [13]), satisfying certain density conditions. See also Proposition 2.8
of Part I. This means that the left leg of E is B and the right leg of E is C.
We have: (σνt ⊗ σµ−t)(E) = E, ∀t (see Proposition 2.10 in Part I). Mean-
while, it turns out that (γB⊗γC)(E) is bounded, and that (γB⊗γC)(E) = ςE
and (γC ⊗ γB)(ςE) = E, where ς denotes the flip map on M(B ⊗ C). As a
consequence, we also have: (R−1 ⊗ R)(ςE) = E and (R ⊗ R−1)(E) = ςE.
See Proposition 2.12 in Part I.
The separability idempotent condition for E is actually a condition on
the pair (B, ν), as E is uniquely determined by (B, ν). See Proposition 2.2
in Part I. It can be shown that B must be postliminal, and the choice of ν
cannot be arbitrary. For more details on all these, please refer to [13].
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1.2. Definition: Locally compact quantum groupoid of separable
type. In what follows, we re-state Definition 4.8 from Part I [14]. See
paragraphs following the definition for some additional comments.
Definition 1.2. The data (A,∆, E,B, ν, ϕ, ψ) defines a locally compact
quantum groupoid of separable type, if
• A is a C∗-algebra.
• ∆ : A→M(A⊗A) is a comultiplication on A.
• B is a non-degenerate C∗-subalgebra of M(A).
• ν is a KMS weight on B.
• E is the canonical idempotent of (A,∆) as in Definition 3.7 of Part I.
That is,
(1) ∆(A)(A ⊗ A) is dense in E(A ⊗ A) and (A ⊗ A)∆(A) is dense
in (A⊗A)E;
(2) there exists a C∗-subalgebra C ∼= Bop contained in M(A), with
a ∗-anti-isomorphism R = RBC : B → C, so that E ∈M(B⊗C)
and the triple (E,B, ν) forms a separability triple (see subsec-
tion §1.1);
(3) E ⊗ 1 and 1⊗ E commute, and we have:
(id⊗∆)(E) = (E ⊗ 1)(1 ⊗E) = (1⊗ E)(E ⊗ 1) = (∆⊗ id)(E).
• ϕ is a KMS weight, and is left invariant.
• ψ is a KMS weight, and is right invariant.
• There exists a (unique) one-parameter group of automorphisms (θt)t∈R
of B such that ν ◦ θt = ν and that σϕt |B = θt, ∀t ∈ R.
In the above, the comultiplication ∆ is a ∗-homomorphism from A into
M(A⊗A), not necessarily non-degenerate. It is assumed to satisfy a “weak
coassociativity” condition, and there is also a certain density condition (∆
is “full”). See Definition 3.1 and Lemma 3.2 in Part I.
Without the non-degeneracy, there is no straightforward way of extending
∆ to M(A). However, it turns out that Condition (1) for the idempotent
element E can be used to make the extension possible, and the following
coassociativity condition is shown to hold:
(∆⊗ id)(∆a) = (id⊗∆)(∆a), ∀a ∈ A. (1.1)
For proof, see Theorem 3.5 in Part I.
Among other consequences of Condition (1) on E, we note that
E(∆a) = ∆a = (∆a)E, ∀a ∈ A. (1.2)
See Proposition 3.3 in Part I. In fact, E = ∆(1M(A)), the image of 1 ∈
M(A) under the extended comultiplication map. However, without the non-
degeneracy of the comultiplication map, we have E 6= 1⊗ 1 in general.
As for Condition (2), the “separability idempotent condition”, refer to the
brief discussion given in the previous subsection.
Condition (3) for E is referred to as the “weak comultiplicativity of the
unit”. Parts of it can be proved (for instance, Proposition 3.6 in Part I) and
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it is automatically true in the ordinary groupoid case with E = ∆(1), but
the condition as a whole does not follow from other axioms.
As a consequence of the existence of the canonical idempotent E, we can
show that the C∗-algebras B and C commute, and so do M(B) and M(C).
See Proposition 3.8 in Part I. We also have:
∆y = E(1 ⊗ y) = (1⊗ y)E, ∀y ∈M(B), (1.3)
∆x = (x⊗ 1)E = E(x⊗ 1), ∀x ∈M(C). (1.4)
See Proposition 3.9 and its Corollary in Part I. The canonical idempotent
is uniquely determined by the Conditions (1), (2), (3) above.
Meanwhile, the left/right invariance of ϕ and ψ mean the following:
• For any a ∈Mϕ, we have ∆a ∈Mid⊗ϕ and (id⊗ϕ)(∆a) ∈M(C).
• For any a ∈Mψ, we have ∆a ∈Mψ⊗id and (ψ ⊗ id)(∆a) ∈M(B).
See section 4 of Part I for more discussion on the left/right invariance, and
some other properties of ϕ and ψ. In particular, we note the following
proposition. It shows the relationships between the weights ϕ, ψ with the
expressions (id⊗ϕ)(∆x) and (ψ⊗id)(∆x), which are in fact operator-valued
weights:
Proposition 1.3. We have:
• ν((ψ ⊗ id)(∆x)) = ψ(x), for x ∈Mψ.
• µ((id⊗ϕ)(∆x)) = ϕ(x), for x ∈Mϕ.
Proof. See Proposition 4.9 in Part I. 
Finally, note the last condition of Definition 1.2, concerning ν. In fact, it
is possible to prove using the other axioms that each σϕt leaves B invariant
and that (σϕt |B)t∈R is an automorphism group of B. In the definition, we
are further requiring that ν is invariant under σϕt |B (that is, ν ◦ σϕt |B = ν).
This additional condition is necessary later, when we show that ν is quasi-
invariant. More discussion on this aspect will be given in Section 5 below.
2. Some alternative formulations of the left/right invariance
Fix a quantum groupoid of separable type (A,∆, E,B, ν, ϕ, ψ), as given
in Definition 1.2. In what follows, the left/right invariance properties of ϕ,
ψ are needed in a fundamental way. In preparation, it is quite helpful to
introduce certain densely-defined maps on A⊗A.
2.1. Definition of the maps QR, Qρ, QL, Qλ. Let us begin with a lemma,
which is a consequence of the weights ϕ, ψ being faithful.
Lemma 2.1. The following subspaces are norm-dense in A:
span
{
(id⊗ϕ)(∆(a∗)(1 ⊗ x)) : a, x ∈ Nϕ
}
,
span
{
(id⊗ϕ)((1 ⊗ x∗)(∆a)) : a, x ∈ Nϕ
}
,
span
{
(ψ ⊗ id)(∆(a∗)(y ⊗ 1)) : a, y ∈ Nψ
}
,
span
{
(ψ ⊗ id)((y∗ ⊗ 1)(∆a)) : a, y ∈ Nψ
}
.
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Proof. For a ∈ Nϕ, we know ∆a ∈ Nid⊗ϕ by the left invariance of ϕ (See
Proposition 4.2 in Part I.). For any x ∈ Nϕ, we have ∆(a∗)(1⊗x) ∈Mid⊗ϕ,
so we can see that (id⊗ϕ)(∆(a∗)(1⊗ x)) ∈ A.
Let θ ∈ A∗ be such that θ((id⊗ϕ)(∆(a∗)(1 ⊗ x))) = 0, ∀a, x ∈ Nϕ. But,
θ
(
(id⊗ϕ)(∆(a∗)(1⊗x))) = ϕ((θ⊗id)(∆(a∗)(1⊗x))) = ϕ((θ⊗id)(∆(a∗))x).
Since ϕ is faithful, and since x is arbitrary in Nϕ, a dense subspace of A, it
follows that (θ ⊗ id)(∆(a∗))x = 0, or (θ ⊗ id)(∆(a∗)(1 ⊗ x)) = 0, for any
a, x ∈ Nϕ. So, for any ω ∈ A∗ and a, x ∈ Nϕ, we will have:
θ
(
(id⊗ω)(∆(a∗)(1⊗ x))) = ω((θ ⊗ id)(∆(a∗)(1⊗ x))) = 0. (2.1)
By definition, the comultiplication ∆ is “full” (see Definition 3.1 and
Lemma 3.2 in Part I). Together with the fact that Nϕ is dense in A, this
means that the elements (id⊗ω)(∆(a∗)(1⊗ x)), for a, x ∈ Nϕ, span a dense
subspace in A. Therefore, Equation (2.1) shows that actually θ ≡ 0.
By the Hahn–Banach argument, we can thus conclude that the elements
(id⊗ϕ)(∆(a∗)(1 ⊗ x)), a, x ∈ Nϕ, span a dense subspace in A. The other
three density results can be proved in the same way. 
Now let b ∈ A be arbitrary, and consider p = (id⊗ϕ)(∆(a∗)(1 ⊗ x)), for
a, x ∈ Nϕ. We just saw from Lemma 2.1 that such elements span a dense
subset in A. For p⊗ b = (id⊗ id⊗ϕ)(∆13(a∗)(1⊗ b⊗ x)), define:
QR(p⊗ b) = QR
(
(id⊗ id⊗ϕ)(∆13(a∗)(1 ⊗ b⊗ x))
)
:= (id⊗ id⊗ϕ)(∆13(a∗)(1 ⊗ E)(1⊗ b⊗ x)). (2.2)
By the left invariance of ϕ, we have ∆13(a) ∈ Nid⊗ id⊗ϕ. Since x ∈ Nϕ,
the expression in the right side is valid. Nevertheless, at this stage we do
not know whether QR determines a well-defined map. So, to motivate the
choice of QR as well as to show that it is indeed a well-defined map, let us,
for the time being, assume that b ∈ Tν. Here, Tν is the Tomita subalgebra
of B, which is dense in B.
Consider the following lemma, where we are using the γB , γC maps we
reviewed in subsection 1.1.
Lemma 2.2. Suppose b ∈ Tν. Then b ∈ D(γB) ∩ D(γ−1C ), and we have:
E13(1⊗ E)(1⊗ b⊗ 1) = E13 (id⊗γC ⊗ id)
(
(1⊗ γ−1C (b)⊗ 1)(E ⊗ 1)
)
.
Proof. By the property of E, it is known that (γC ⊗ γB)(ςE) = E, where
ς denotes the flip map. Since b ∈ D(γB), and since the maps γB , γC are
anti-homomorphisms, we thus have:
(γC ⊗ γB)
(
(1⊗ b)(ςE)) = E(1⊗ γB(b)) = E(b⊗ 1).
The last equality is using Lemma 1.1 It follows that
E13(1⊗ E)(1 ⊗ b⊗ 1) = E13
(
1⊗ (γC ⊗ γB)((1 ⊗ b)(ςE))
)
.
Using again E(b⊗1) = E(1⊗γB(b)), but this time for E13, the right side of
the equation becomes: E13 (id⊗γC⊗id)
(
(b⊗1⊗1)(E⊗1)). Since b ∈ D(γ−1C )
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as well, we can now use (b⊗ 1)E = (1⊗ γ−1C (b))E. We thus have:
E13(1⊗ E)(1⊗ b⊗ 1) = E13 (id⊗γC ⊗ id)
(
(1⊗ γ−1C (b)⊗ 1)(E ⊗ 1)
)
.

Remark. Formally, the right hand side of the equation in the Lemma may
be written as E13
(
(id⊗γC)(E)⊗1
)
(1⊗b⊗1). Since b is arbitrary, the result
of the lemma would mean that
E13(1⊗ E) = E13(F1 ⊗ 1),
where F1 := (id⊗γC)(E). This exact formula appears in the weak multiplier
Hopf algebra theory. See Proposition 3.17 in [32] and Proposition 4.6 in [33].
In our case, unlike in the purely algebraic framework, the F1 map would be
unbounded (because γC is), and so we needed to treat this with care.
If we assume that p ∈ A is as above and b ∈ Tν, then Equation (2.2) for
QR(p⊗ b) becomes:
QR(p⊗ b) = (id⊗ id⊗ϕ)
(
∆13(a
∗)(1⊗ E)(1 ⊗ b⊗ x))
= (id⊗ id⊗ϕ)(∆13(a∗)E13(1⊗ E)(1 ⊗ b⊗ 1)(1 ⊗ 1⊗ x))
= (id⊗γC ⊗ ϕ)
(
∆13(a
∗)(1⊗ γ−1C (b)⊗ 1)(E ⊗ 1)(1⊗ 1⊗ x)
)
= (id⊗γC)
(
(id⊗ id⊗ϕ)(∆13(a∗)(1⊗ 1⊗ x))(1⊗ γ−1C (b))E
)
= (id⊗γC)
(
(p⊗ 1)(1 ⊗ γ−1C (b))E
)
.
The third equality is using the previous Lemma. We also used the fact that
∆a = (∆a)E, as given in Equation (1.2).
Note that formally, with the notation for F1 as in Remark above, the
result can be written as: QR(p ⊗ b) = (p ⊗ 1)F1(1 ⊗ b). This observation
explains where the definition of QR comes from. In addition, it is now easy
to see that if p ⊗ b = 0, then QR(p ⊗ b) = 0. So, for p of the type given
in Equation (2.2) and b ∈ Tν , we see that QR : p ⊗ b 7→ QR(p ⊗ b) is a
well-defined linear map.
We can actually go even further. See next proposition:
Proposition 2.3. Consider D(QR), which is dense in A⊗A, as follows:
D(QR) := span
{
sp⊗b : p = (id⊗ϕ)(∆(a∗)(1⊗x)), a, x ∈ Nϕ; s ∈M(A); b ∈ A
}
.
Then:
(1) We can extend Equation (2.2) to a well-defined map QR : D(QR)→
A⊗A, such that
QR(sp⊗ b) = (s⊗ 1)(id⊗ id⊗ϕ)
(
∆13(a
∗)(1 ⊗ E)(1⊗ 1⊗ x))(1⊗ b)
= (id⊗ id⊗ϕ)((s⊗ 1⊗ 1)∆13(a∗)(1⊗ E)(1 ⊗ b⊗ x)).
(2) The following properties hold:
QR(sr⊗ b) = (s⊗ 1)QR(r⊗ b), for s ∈M(A) and r⊗ b ∈ D(QR).
QR(r⊗ bd) = QR(r⊗ b) (1⊗d), for d ∈M(A) and r⊗ b ∈ D(QR).
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Proof. From the discussion given in the previous paragraph, we can see
quickly that for s ∈M(A) and d ∈ A, the definition of QR can be extended
to elements of the form sp⊗ bd ∈ A⊗A, by letting
QR(sp⊗ bd) = (s⊗ 1)QR(p⊗ b)(1 ⊗ d),
where p is of the given type and b ∈ Tν .
Meanwhile, since Tν is dense in B and since B is a non-degenerate sub-
algebra of M(A), any element of A can be approximated by the elements
of the form bd, for b ∈ Tν , d ∈ A. In fact, looking at the way the QR map
is defined, it is evident that it can be naturally defined for elements of the
form sp⊗ b ∈ A⊗ A, for any b ∈ A. Such elements form the dense domain
D(QR) in A⊗A.
Definition of QR is now an immediate consequence of Equation (2.2). It
is also clear from these discussions that the two properties in (2) hold. 
Observe now that QR is an idempotent map:
Proposition 2.4. We have: QRQR = QR.
Proof. Let p = (id⊗ϕ)(∆(a∗)(1⊗ x)), for a, x ∈ Nϕ, and let b ∈ A. We can
define QR(p⊗ b) as above.
Note next that E(b⊗ x) ∈ A⊗Nϕ, because Nϕ is a left ideal. From this,
we can see that QR(p⊗ b) ∈ D(QR). Moreover, we have:
QRQR(p⊗ b) = QR
(
(id⊗ id⊗ϕ)(∆13(a∗)(1 ⊗ E)(1⊗ b⊗ x))
)
= QR
(
(id⊗ id⊗ϕ)(∆13(a∗)(1 ⊗ E)(1⊗ E)(1 ⊗ b⊗ x))
)
= QR(p ⊗ b),
because E2 = E. It follows that QRQR = QR. 
In the next proposition, we write down a characterization of the map QR,
which will be useful later:
Proposition 2.5. If a, x ∈ Nϕ and b ∈ A, then
(1) ∆13(a
∗)(1⊗ b⊗ x) ∈ D(QR ⊗ id);
(2) (QR ⊗ id)
(
∆13(a
∗)(1⊗ b⊗ x)) = ∆13(a∗)(1 ⊗ E)(1⊗ b⊗ x).
Proof. By Proposition 2.3, we know that (id⊗ id⊗ϕ)(∆13(a∗)(1⊗ b⊗x)) is
contained in D(QR). But, this immediately means that ∆13(a∗)(1⊗b⊗x) ∈
D(QR ⊗ id) and that (QR ⊗ id)
(
∆13(a
∗)(1⊗ b⊗ x)) ∈Mid⊗ id⊗ϕ. We have
(id⊗ id⊗ϕ)((QR ⊗ id)(∆13(a∗)(1 ⊗ b⊗ x)))
= QR
(
(id⊗ id⊗ϕ)(∆13(a∗)(1⊗ b⊗ x))
)
= (id⊗ id⊗ϕ)(∆13(a∗)(1⊗ E)(1 ⊗ b⊗ x)).
This is true for any x ∈ Nϕ, while ϕ is a faithful weight. It follows that
(QR ⊗ id)
(
∆13(a
∗)(1⊗ b⊗ x)) = ∆13(a∗)(1⊗ E)(1 ⊗ b⊗ x).

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We may modify Equation (2.2) a little to define three other densely-
defined idempotent maps Qρ, QL, Qλ, which satisfy results analogous to
Propositions 2.3, 2.4, 2.5 above. Since the method is essentially no different,
we will skip the details and collect the results in three propositions below:
Proposition 2.6. (1) Let p = (id⊗ϕ)((1 ⊗ x∗)(∆a)), for a, x ∈ Nϕ,
and let b ∈ A, s ∈M(A). Define:
Qρ(ps⊗ b) := (id⊗ id⊗ϕ)
(
(1⊗ b⊗ x∗)(1⊗ E)∆13(a)
)
(s⊗ 1).
This determines a densely-defined map on A⊗A into itself.
(2) The following properties hold:
Qρ(rs⊗ b) = Qρ(r ⊗ b) (s⊗ 1), for s ∈M(A) and r ⊗ b ∈ D(Qρ).
Qρ(r⊗ db) = (1⊗ d)Qρ(r⊗ b), for d ∈M(A) and r⊗ b ∈ D(Qρ).
(3) Qρ is an idempotent map. That is, QρQρ = Qρ.
(4) If a, x ∈ Nϕ and b ∈ A, then (1 ⊗ b⊗ x∗)∆13(a) ∈ D(Qρ ⊗ id), and
we have:
(Qρ ⊗ id)
(
(1⊗ b⊗ x∗)∆13(a)
)
= (1⊗ b⊗ x∗)(1 ⊗E)∆13(a).
Proposition 2.7. (1) Let q = (ψ ⊗ id)(∆(a∗)(y ⊗ 1)), for a, y ∈ Nψ,
and let c ∈ A, s ∈M(A). Define:
QL(c⊗ sq) := (1⊗ s) (ψ ⊗ id⊗ id)
(
∆13(a
∗)(E ⊗ 1)(y ⊗ c⊗ 1)).
This determines a densely-defined map on A⊗A into itself.
(2) The following properties hold:
QL(c⊗ sr) = (1⊗ s)QL(c⊗ r), for s ∈M(A) and c⊗ r ∈ D(QL).
QL(cd⊗ r) = QL(c⊗ r) (d⊗ 1), for d ∈M(A) and c⊗ r ∈ D(QL).
(3) QL is an idempotent map: QLQL = QL.
(4) If a, y ∈ Nψ and c ∈ A, then ∆13(a∗)(y ⊗ c ⊗ 1) ∈ D(id⊗QL), and
we have:
(id⊗QL)
(
∆13(a
∗)(y ⊗ c⊗ 1)) = ∆13(a∗)(E ⊗ 1)(y ⊗ c⊗ 1).
Proposition 2.8. (1) Let q = (ψ ⊗ id)((y∗ ⊗ 1)(∆a)), for a, y ∈ Nψ,
and let c ∈ A, s ∈M(A). Define:
Qλ(c⊗ qs) := (ψ ⊗ id⊗ id)
(
(y∗ ⊗ c⊗ 1)(E ⊗ 1)∆13(a)
)
(1⊗ s).
This determines a densely-defined map on A⊗A into itself.
(2) The following properties hold:
Qλ(c⊗ rs) = Qλ(c⊗ r) (1⊗ s), for s ∈M(A) and c⊗ r ∈ D(Qλ).
Qλ(dc⊗ r) = (d⊗ 1)Qλ(c⊗ r), for d ∈M(A) and c⊗ r ∈ D(Qλ).
(3) Qλ is an idempotent map: QλQλ = Qλ.
(4) If a, y ∈ Nψ and c ∈ A, then (y∗ ⊗ c ⊗ 1)∆13(a) ∈ D(id⊗Qλ), and
we have:
(id⊗Qλ)
(
(y∗ ⊗ c⊗ 1)∆13(a)
)
= (y∗ ⊗ c⊗ 1)(E ⊗ 1)∆13(a).
These maps are very closely related, as one can imagine. The following
result will be useful later.
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Proposition 2.9. (1) Let p = (id⊗ϕ)((1 ⊗ x∗)(∆a)), for a, x ∈ Nϕ,
and let b ∈ A. Then we have: Qρ(p⊗ b) = QR(p∗ ⊗ b∗)∗.
(2) Let q = (ψ ⊗ id)((y∗ ⊗ 1)(∆a)), for a, y ∈ Nψ, and let c ∈ A. Then
we have: Qλ(c⊗ q) = QL(c∗ ⊗ q∗)∗.
Proof. Straightforward. 
Remark. (1). A different way to look at all these results is that the case of
Qρ is when we instead work with the opposite C
∗-algebra Aop; QL is when
we work with (A,∆cop) so that the roles of the left/right Haar weights are
reversed; Qλ is when we work with (A
op,∆cop).
(2). The four maps QR, Qρ, QL, Qλ are only densely-defined on A ⊗ A.
For those readers who are familiar with the theory of weak multiplier Hopf
algebras [32], [33], we pointed out earlier that the QR map plays the role of
the map p ⊗ b 7→ (p ⊗ 1)F1(1 ⊗ b). Similarly, the Qρ map corresponds to
p⊗b 7→ (1⊗b)F3(p⊗1); the QL map corresponds to c⊗q 7→ (1⊗q)F4(c⊗1);
and the Qλ map corresponds to c ⊗ q 7→ (c ⊗ 1)F2(1 ⊗ q). However, in our
case, these expressions are not very useful and we will not mention them
except in formal settings, because F1, F2, F3, F4 are unbounded elements.
2.2. Left/Right invariance of ϕ, ψ and the maps QR, Qρ, QL, Qλ.
The four maps QR, Qρ, QL, Qλ satisfy some very useful properties, as a
consequence of the invariance properties of the Haar weights ϕ and ψ.
Let a ∈Mϕ. Then by the left invariance of ϕ, we know ∆a ∈Mid⊗ϕ and
(id⊗ϕ)(∆a) ∈M(C). Apply ∆ here. By Equation (1.4), we have:
∆
(
(id⊗ϕ)(∆a)) = E((id⊗ϕ)(∆a)⊗ 1) = (id⊗ id⊗ϕ)((E ⊗ 1)∆13(a)).
On the other hand, by the coassociativity of ∆, we also have:
∆
(
(id⊗ϕ)(∆a)) = (id⊗ id⊗ϕ)((∆⊗id)(∆a)) = (id⊗ id⊗ϕ)((id⊗∆)(∆a)).
Combining the two results, we see that
(id⊗ id⊗ϕ)((id⊗∆)(∆a)) = (id⊗ id⊗ϕ)((E ⊗ 1)∆13(a)), ∀a ∈Mϕ.
Let c, y ∈ A and multiply y ⊗ c to the equation above, from left. Then, the
two sides become:
(LHS) = (id⊗ id⊗ϕ)((1⊗ c⊗ 1)(id⊗∆)((y ⊗ 1)(∆a))),
(RHS) = (id⊗ id⊗ϕ)((y ⊗ c⊗ 1)(E ⊗ 1)∆13(a)).
Now, let θ ∈ A∗ be arbitrary and apply θ ⊗ id to both sides. Then
(id⊗ϕ)((c⊗ 1)∆((θ ⊗ id)[(y ⊗ 1)(∆a)]))
= (id⊗ϕ)((θ ⊗ id⊗ id)[(y ⊗ c⊗ 1)(E ⊗ 1)∆13(a)]). (2.3)
In the right hand side of Equation (2.3), recall the characterization of the
Qλ map given in Proposition 2.8 (4). Assuming the choice of a, c, y are
such that (y ⊗ c⊗ 1)∆13(a) ∈ D(id⊗Qλ), this means that the right side of
Equation (2.3) is same as
= (id⊗ϕ)((θ ⊗Qλ)[(y ⊗ c⊗ 1)∆13(a)]).
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So Equation (2.3) now becomes:
(id⊗ϕ)((c⊗ 1)∆((θ ⊗ id)[(y ⊗ 1)(∆a)]))
= (id⊗ϕ)(Qλ(c⊗ (θ ⊗ id)[(y ⊗ 1)(∆a)])).
For convenience, write q := (θ ⊗ id)[(y ⊗ 1)(∆a)], an element in A. We can
then write the result above as:
(id⊗ϕ)((c⊗ 1)(∆q)) = (id⊗ϕ)(Qλ(c⊗ q)). (2.4)
The elements of the form q = (θ⊗ id)[(y⊗ 1)(∆a)] span a dense subset in A
(“∆ is full”). So Equation (2.4) will remain valid as long as the expression
makes sense. This would happen when (c⊗1)(∆q) ∈Mid⊗ϕ; c⊗q ∈ D(Qλ);
and Qλ(c⊗ q) ∈Mid⊗ϕ. See Proposition 2.10 below:
Proposition 2.10. As a consequence of the left invariance of ϕ, we have:
(1) Let c, q ∈ A be such that (c⊗ 1)(∆q) ∈Mid⊗ϕ; c⊗ q ∈ D(Qλ); and
Qλ(c⊗ q) ∈Mid⊗ϕ. Then Equation (2.4) holds true. Namely,
(id⊗ϕ)((c⊗ 1)(∆q)) = (id⊗ϕ)(Qλ(c⊗ q)).
(2) In particular, let p = (ψ ⊗ id)((x∗ ⊗ 1)∆(r∗w)), for x,w ∈ Nψ,
r ∈ Nϕ, and let s ∈ Nϕ. Let c ∈ A be arbitrary. Then we have:
(id⊗ϕ)((c⊗ 1)∆(ps)) = (id⊗ϕ)(Qλ(c⊗ ps)). (2.5)
Proof. We already discussed (1) in previous paragraphs.
As for (2), note first that since Nψ is a left ideal in A, so r
∗w ∈ Nψ,
from which it follows that c ⊗ ps ∈ D(Qλ) by Proposition 2.8. Meanwhile,
since Nϕ is a left ideal in A, we have r
∗w ∈ N∗ϕ. So ∆(r∗w) ∈ N∗id⊗ϕ (by
the left invariance of ϕ), which in turn means that p ∈ N∗ϕ. Since s ∈ Nϕ,
we have ps ∈ Mϕ. From this observation, we can conclude quickly that
(c ⊗ 1)∆(ps) ∈ Mid⊗ϕ and also that Qλ(c ⊗ ps) ∈ Mid⊗ϕ. By (1), or by
Equation (2.4), the result follows. 
The next three propositions are similar in nature, corresponding to maps
QL, Qρ, QR, respectively. The proofs are skipped, as they are essentially no
different from the above discussion.
Proposition 2.11. As a consequence of the left invariance of ϕ, we have:
(1) Let c, q ∈ A be such that (∆q)(c ⊗ 1) ∈Mid⊗ϕ; c⊗ q ∈ D(QL); and
QL(c⊗ q) ∈Mid⊗ϕ. Then:
(id⊗ϕ)((∆q)(c⊗ 1)) = (id⊗ϕ)(QL(c⊗ q)). (2.6)
(2) In particular, let p = (ψ⊗id)(∆(w∗r)(x⊗1)), for x,w ∈ Nψ, r ∈ Nϕ,
and let s ∈ Nϕ (so s∗ ∈ N∗ϕ). Let c ∈ A be arbitrary. Then:
(id⊗ϕ)(∆(s∗p)(c⊗ 1)) = (id⊗ϕ)(QL(c⊗ s∗p)). (2.7)
Proposition 2.12. As a consequence of the right invariance of ψ, we have:
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(1) Let b, p ∈ A be such that (1 ⊗ b)(∆p) ∈ Mψ⊗id; p ⊗ b ∈ D(Qρ); and
Qρ(p⊗ b) ∈Mψ⊗id. Then:
(ψ ⊗ id)((1 ⊗ b)(∆p)) = (ψ ⊗ id)(Qρ(p⊗ b)). (2.8)
(2) In particular, let q = (id⊗ϕ)((1⊗s∗)∆(y∗r)), for r, s ∈ Nϕ, y ∈ Nψ,
and let w ∈ Nψ. Let b ∈ A be arbitrary. Then we have:
(ψ ⊗ id)((1⊗ b)∆(qw)) = (ψ ⊗ id)(Qρ(qw ⊗ b)). (2.9)
Proposition 2.13. As a consequence of the right invariance of ψ, we have:
(1) Let b, p ∈ A be such that (∆p)(1 ⊗ b) ∈Mψ⊗id; p ⊗ b ∈ D(QR); and
QR(p⊗ b) ∈Mψ⊗id. Then:
(ψ ⊗ id)((∆p)(1⊗ b)) = (ψ ⊗ id)(QR(p ⊗ b)). (2.10)
(2) In particular, let q = (id⊗ϕ)(∆(r∗y)(1⊗ s)), for r, s ∈ Nϕ, y ∈ Nψ,
and let w ∈ Nψ (so w∗ ∈ N∗ψ). Let b ∈ A be arbitrary. Then:
(ψ ⊗ id)(∆(w∗q)(1⊗ b)) = (ψ ⊗ id)(QR(w∗q ⊗ b)). (2.11)
The results collected in Propositions 2.10, 2.11, 2.12, 2.13 are all conse-
quences of the left/right invariance properties of ϕ and ψ. They will play
useful roles in what follows. Before we wrap up this subsection, we prove
the following result, which sharpen the right/left invariance conditions given
in Section 1.
Proposition 2.14. We have:
(1) B = span
{
(ψ ⊗ id)(∆k) : k ∈Mψ
}‖ ‖
(2) C = span
{
(id⊗ϕ)(∆k) : k ∈Mϕ
}‖ ‖
Proof. (1). Consider q = (id⊗ϕ)(∆(r∗y)(1⊗ s)), where r, s ∈ Nϕ, y ∈Mψ.
Since C is a non-degenerate subalgebra in M(A), we may, without loss of
generality, assume that s = ck, for c ∈ C and k ∈ Nϕ. In addition, let (bλ)
be an approximate unit for A. Then we have:
(ψ ⊗ id)(∆q) = lim
λ
(ψ ⊗ id)((∆q)(1⊗ bλ)) = lim
λ
(ψ ⊗ id)(QR(q ⊗ bλ)),
by Proposition 2.13. Computing further, now using the definition of the QR
map given in Proposition 2.3, this becomes
(ψ ⊗ id)(∆q) = lim
λ
(ψ ⊗ id)((id⊗ id⊗ϕ)[∆13(r∗y)(1⊗ E)(1⊗ bλ ⊗ s)])
= (ψ ⊗ id)((id⊗ id⊗ϕ)[∆13(r∗y)(1⊗ E)(1 ⊗ 1⊗ ck)])
= (id⊗ϕ)((ψ ⊗ id⊗ id)(∆13(r∗y))E(1 ⊗ ck))
= (id⊗ϕ)((1⊗ x)E(1 ⊗ ck)),
where in the last line, we wrote x = (ψ⊗id)(∆(r∗y)), which is a valid element
contained in N∗ϕ, because r ∈ Nϕ, y ∈Mψ. Next, write ω := ϕ(x · k). This
is a linear functional in M(A)∗ ⊆ C∗. In this way, we see that
(ψ ⊗ id)(∆q) = (id⊗ω)(E(1⊗ c)).
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Since c ∈ C and ω ∈ C∗, this is an element contained in B (Here, we are
using the fact that the left leg of E is B. See Proposition 2.10 in Part I.).
By Lemma 2.1, we know the elements of the form q above are dense in Mψ.
It follows that (ψ ⊗ id)(∆k) ∈ B, for any k ∈Mψ.
For the opposite inclusion, suppose θ ∈ B∗ is such that
θ
(
(ψ ⊗ id)(∆k)) = 0,∀k ∈Mψ. (2.12)
Without loss of generality, we may assume that θ = ν( · b), b ∈ Mν , where
ν is the KMS weight on B. Note that
{
ν( · b) : b ∈ Mν
}
is dense in B∗.
Meanwhile, since b ∈ B, we know from Equation (1.3) that ∆b = E(1 ⊗ b).
Putting these together, the left side of Equation (2.12) becomes:
(LHS) = ν
(
(ψ ⊗ id)((∆k)(1 ⊗ b))) = ν((ψ ⊗ id)(∆(kb))) = ψ(kb).
In the last equality, we used the result of Proposition 1.3. In other words,
Equation (2.12) is none other than saying that ψ(kb) = 0, ∀k ∈Mψ. By the
faithfulness of ψ, this would mean that b = 0. So θ ≡ 0. This shows that
the elements of the form (ψ ⊗ id)(∆k) are dense in B.
(2). The result about C is similarly proved. 
3. The operators V and W : The right and left regular
representations
In the theory of locally compact quantum groups [17], [18], [20], [31],
a fundamental role is played by the “multiplicative unitary operators” (in
the sense of Baaj and Skandalis [1]; see also [34]), as they are essentially
the right/left regular representations. In the setting of measured quantum
groupoids [19], [9], a similar role is played by the “pseudo-multiplicative
unitary operators” (see also [26]).
In our setting, an analogous role will be played by certain partial isome-
tries (the multiplicative partial isometries). However, unlike in the cases
of quantum groups or measured quantum groupoids, these operators are in
general not unitaries. This causes some subtle issues that are not present in
the quantum group theory. The tools developed in Section 2 will be useful.
3.1. Defining the operators V and W . For our discussion, we will as-
sume the existence of a proper weight η on our C∗-algebra A and fix a GNS-
construction (H, pi,Λ) corresponding to η. We will identify A = pi(A) ⊆
B(H). Depending on the context, we may later let η = ψ, η = ϕ, or some-
thing else. Let (ej)j∈J be an orthonormal basis for H. We will also use the
standard notation ωξ,ζ, for ξ, ζ ∈ H, to denote the linear form defined by
ωξ,ζ(T ) = 〈Tξ, ζ〉, ∀T ∈ B(H). Note that any ω ∈ B(H)∗ can be approxi-
mated by the ωξ,ζ . See Lemma 3.1 below for some useful results:
Lemma 3.1. Let ξ, ζ ∈ H. Then:
(1) ωξ,ζ = ωζ,ξ;
(2) (id⊗ωξ,ζ)(T )∗ = (id⊗ωζ,ξ)(T ∗), for T ∈ B(H⊗H);
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(3) For S, T ∈ B(H), we have:∑
j∈J
ωej ,ζ(S)ωξ,ej(T ) = ωξ,ζ(ST );
(4) For S, T ∈ B(H⊗H), we have:∑
j∈J
(id⊗ωej ,ζ)(S)(id⊗ωξ,ej)(T ) = (id⊗ωξ,ζ)(ST ).
Remark. We skip the proof of the lemma, as these are essentially basic linear
algebra results. Here, the complex conjugate ω for ω ∈ B(H)∗ is given by
ω(T ) := ω(T ∗), for T ∈ B(H). Also, the result in (4) is to be understood that
the net of finite sums
(∑
j∈I(id⊗ωej ,ζ)(S)(id⊗ωξ,ej)(T )
)
I∈F (J)
converges,
in operator norm, to (id⊗ωξ,ζ)(ST ).
Let us first construct the right regular representation, in terms of a certain
operator V . For this, consider the right Haar weight ψ and let (Hψ, piψ,Λψ)
be its GNS-triple. See below, where we can recognize the resemblance to
the corresponding definition in the case of locally compact quantum groups
[17], [18], [31].
Proposition 3.2. (1) There exists a bounded operator V ∈ B(Hψ ⊗H)
satisfying (
(id⊗ω)(V ))Λψ(p) = Λψ((id⊗ω)(∆p)),
for p ∈ Nψ and ω ∈ B(H)∗.
(2) If p ∈ Nψ and a ∈ Nη, then we have:
V
(
Λψ(p)⊗ Λ(a)
)
= (Λψ ⊗ Λ)
(
(∆p)(1 ⊗ a)). (3.1)
Proof. (1). By the right invariance of ψ, we know (id⊗ω)(∆p) ∈ Nψ. So the
expression makes sense. Now, let ξ be arbitrary, and consider ωξ,ej ∈ B(H)∗,
where (ej)j∈J is an orthonormal basis for H. Then:∑
j∈J
∥∥Λψ((id⊗ωξ,ej)(∆p))∥∥2 =∑
j∈J
ψ
(
(id⊗ωξ,ej)(∆p)∗(id⊗ωξ,ej)(∆p)
)
=
∑
j∈J
ψ
(
(id⊗ωej,ξ)(∆(p∗))(id⊗ωξ,ej)(∆p)
)
≤ ψ((id⊗ωξ,ξ)(∆(p∗p))),
where we are using (2), (4) of Lemma 3.1 and the lower semi-continuity of
the weight ψ. As ψ
(
(id⊗ωξ,ξ)(∆(p∗p))
)
= ωξ,ξ
(
(ψ⊗ id)(∆(p∗p))), this then
becomes:∑
j∈J
∥∥Λψ((id⊗ωξ,ej)(∆p))∥∥2 ≤ 〈(ψ⊗id)(∆(p∗p)) ξ, ξ〉 ≤ ∥∥(ψ⊗id)(∆(p∗p))∥∥‖ξ‖2.
Because of the way V was defined, the left side of this equation is actually∑
j∈J
∥∥〈V (Λψ(p)⊗ ξ), · ⊗ ej〉∥∥2, while (ψ⊗ id)(∆(p∗p)) in the right side is a
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bounded element in M(B), due to the right invariance of ψ. We can thus
see that V : Λψ(p)⊗ ξ 7→ V (Λψ(p)⊗ ξ) is a bounded operator.
(2). Let a, b ∈ Nη be arbitrary and consider ω = ωΛ(a),Λ(b). Then, for any
p, q ∈ Nψ, we have:〈
V (Λψ(p)⊗ Λ(a)),Λψ(q)⊗ Λ(b)
〉
=
〈
(id⊗ωΛ(a),Λ(b))(V )Λψ(p),Λψ(q)
〉
=
〈
Λψ((id⊗ωΛ(a),Λ(b))(∆p)),Λψ(q)
〉
= (ψ ⊗ η)((q∗ ⊗ b∗)(∆p)(1 ⊗ a))
=
〈
(Λψ ⊗ Λ)((∆p)(1 ⊗ a)),Λψ(q)⊗ Λ(b)
〉
.
This is true for arbitrary q ∈ Nψ and b ∈ Nη, so we have:
V
(
Λψ(p)⊗ Λ(a)
)
= (Λψ ⊗ Λ)
(
(∆p)(1 ⊗ a)).

In the below are some immediate properties for V . Here, for convenience
of the notation, we just wrote x ∈ A to represent piψ(x) ∈ B(Hψ). As it
will eventually turn out that we can regard Hψ = H (see last Remark in
Section 5), this casual bookkeeping is not too harmful. Similarly, we regard
∆x = (piψ ⊗ pi)(∆x) and E = (piψ ⊗ pi)(E), as contained in B(Hψ ⊗H).
Proposition 3.3. (1) V (x⊗ 1) = (∆x)V , for any x ∈ A;
(2) EV = V ;
(3) Ran(V ) ⊆ Ran(E), in Hψ ⊗H.
Proof. (1). For any p ∈ Nψ and any a ∈ Nη, we have:
V (x⊗ 1)(Λψ(p)⊗ Λ(a)) = V (Λψ(xp)⊗ Λ(a)) = (Λψ ⊗ Λ)(∆(xp)(1⊗ a))
= (∆x)(Λψ ⊗ Λ)
(
(∆p)(1⊗ a))
= (∆x)V
(
Λψ(p)⊗ Λ(a)
)
,
where we used the property of the GNS representation and Equation (3.1).
(2). As E(∆p) = ∆p, we have for any p ∈ Nψ and any a ∈ Nη,
EV
(
Λψ(p)⊗ Λ(a)
)
= E(Λψ ⊗ Λ)
(
(∆p)(1⊗ a)) = (Λψ ⊗ Λ)(E(∆p)(1⊗ a))
= (Λψ ⊗ Λ)
(
(∆p)(1⊗ a)) = V (Λψ(p)⊗ Λ(a)).
(3). Since EV = V , the result is immediate. Note here that the space
Ran(E) is already closed in Hψ ⊗H because E is a projection. 
In an analogous way, we can also construct the left regular representation,
in terms of an operator W . For this, consider now the left Haar weight ϕ
and let (Hϕ, piϕ,Λϕ) be its GNS-triple. We actually define W ∗ first, as is
typically done in the quantum group case:
Proposition 3.4. There exists a bounded operator W ∈ B(H ⊗Hϕ) char-
acterized and defined by(
(θ ⊗ id)(W ∗))Λϕ(a) = Λϕ((θ ⊗ id)(∆a)), for a ∈ Nϕ, θ ∈ B(H)∗.
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If a ∈ Nϕ and p ∈ Nη, then we have:
W ∗
(
Λ(p)⊗ Λϕ(a)
)
= (Λ⊗ Λϕ)
(
(∆a)(p ⊗ 1)). (3.2)
Proof is essentially no different than in the case of Proposition 3.2. We
also have the following result, analogous to Proposition 3.3. With a similar
comment as before, we are regarding x = piϕ(x) ∈ B(Hϕ), while ∆x =
(pi ⊗ piϕ)(∆x) and E = (pi ⊗ piϕ)(E), as elements contained in B(H⊗Hϕ).
Proposition 3.5. (1) W ∗(1⊗ x) = (∆x)W ∗, for any x ∈ A;
(2) EW ∗ =W ∗;
(3) Ran(W ∗) ⊆ Ran(E), in H⊗Hϕ.
In the quantum group case [17], [18], [31], we have E = 1 ⊗ 1 and it is
known that V and W are unitaries. In our case (E 6= 1 ⊗ 1), this is no
longer expected. It turns out that V and W are partial isometries such that
Ran(V ) = Ran(E) for V , and Ran(W ∗) = Ran(E) for W . However, the
proof of “⊇” is rather complicated and needs more work. This is what we
aim to establish in the following two subsections.
3.2. V is a partial isometry. Let us begin with a result that will later
help us understand how the operator V ∗ behaves:
Proposition 3.6. Consider a = (id⊗ϕ)(∆(r∗y)(1 ⊗ s)), where r, s ∈ Nϕ
and y ∈ Nψ. Then a ∈ Nψ. Consider also b ∈ Nη.
Let z = (id⊗ id⊗ϕ)(∆13(r∗y)∆23(s)) ∈ Nψ⊗id. Then we have:
z(1 ⊗ b) = (id⊗ id⊗ϕ)(∆13(r∗y)∆23(s)(1⊗ b⊗ 1)).
With the notation as above, we have:
V
(
(Λψ ⊗ Λ)(z(1 ⊗ b))
)
= E
(
Λψ(a)⊗ Λ(b)
)
.
Proof. As y ∈ Nψ, it is easy to observe, by the right invariance of ψ, that
a ∈ Nψ and z ∈ Nψ⊗id. We also have z(1⊗ b) ∈ Nψ⊗η.
Suppose w ∈ Nψ (so w∗ ∈ N∗ψ) and c ∈ Nη (so c ∈ N∗η). Then by the
definition of the operator V , as in Equation (3.1), we have:〈
V ((Λψ ⊗ Λ)[z(1 ⊗ b)]),Λψ(w) ⊗ Λ(c)
〉
= (ψ ⊗ η)((w∗ ⊗ c∗)(id⊗ id⊗ϕ)((∆ ⊗ id)[∆(r∗y)]∆23(s)(1⊗ b⊗ 1))).
By the coassociativity of ∆, the right side becomes:
= (ψ ⊗ η)((w∗ ⊗ c∗)(id⊗ id⊗ϕ)((id⊗∆)[∆(r∗y)]∆23(s)(1⊗ b⊗ 1))).
This is equal to
= (ψ ⊗ η ⊗ ϕ)((w∗ ⊗ c∗ ⊗ 1)(id⊗∆)[∆(r∗y)(1⊗ s)](1⊗ b⊗ 1))
= (η ⊗ ϕ)((c∗ ⊗ 1)∆((ψ ⊗ id)[(w∗ ⊗ 1)∆(r∗y)]s)(b⊗ 1))
= (η ⊗ ϕ)((c∗ ⊗ 1)∆(ps)(b⊗ 1)) = η((id⊗ϕ)((c∗ ⊗ 1)∆(ps)) b),
where we wrote p = (ψ ⊗ id)[(w∗ ⊗ 1)∆(r∗y)].
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Apply here the result of Proposition 2.10, a consequence of the left in-
variance of ϕ. All the conditions for Equation (2.5) hold, so we have:
(id⊗ϕ)((c∗ ⊗ 1)∆(ps)) = (id⊗ϕ)(Qλ(c∗ ⊗ ps)).
But by the definition of the Qλ map as given in Proposition 2.8, and re-
membering the definition of p above, we have:
Qλ(c
∗ ⊗ ps) = (ψ ⊗ id⊗ id)((w∗ ⊗ c∗ ⊗ 1)(E ⊗ 1)∆13(r∗y))(1⊗ s).
Therefore, combining all these together, we have:〈
V ((Λψ ⊗ Λ)[z(1 ⊗ b)]),Λψ(w)⊗ Λ(c)
〉
= η
(
(ψ ⊗ id⊗ϕ)[(w∗ ⊗ c∗ ⊗ 1)(E ⊗ 1)∆13(r∗y)(1⊗ 1⊗ s)] b
)
= (ψ ⊗ η)((w∗ ⊗ c∗)E (id⊗ id⊗ϕ)[∆13(r∗y)(1⊗ 1⊗ s)] (1⊗ b))
= (ψ ⊗ η)((w∗ ⊗ c∗)E(a⊗ b)) = 〈(Λψ ⊗ Λ)(E(a ⊗ b)),Λψ(w)⊗ Λ(c)〉
=
〈
E(Λψ(a)⊗ Λ(b)),Λψ(w)⊗ Λ(c)
〉
.
Third equality is just remembering that a = (id⊗ϕ)(∆(r∗y)(1⊗s)), and the
last equality is the property of the GNS-representation. Since this is true
for arbitrary w ∈ Nψ and c ∈ Nη, we have shown the desired result. 
Remark. In the quantum group theory, a result analogous to the above
proposition helps us see that the map Λψ(a) ⊗ Λ(b) 7→ (Λψ ⊗ Λ)
(
z(1 ⊗ b))
determines the (adjoint) operator V ∗. It will turn out later that this fact is
still true even in our more general setting, but at this stage (with E 6= 1⊗1),
this is not so obvious.
Define now a subspace Kψ of Hψ, as follows:
Kψ := span‖ ‖
{
Λψ((id⊗ϕ)[∆(r∗y)(1⊗ s)]) : y ∈ Nψ, r, s ∈ Nϕ
}
. (3.3)
Then the result of Proposition 3.6 implies the following:
Proposition 3.7. E(Kψ ⊗H) ⊆ V (Kψ ⊗H).
Proof. With the notation as in Proposition 3.6, we see that Λψ(a) ∈ Kψ,
and such elements span a dense subspace of Kψ. Write z ∈ Nψ⊗id as in that
proposition, and let b ∈ Nη.
Note that using basically the same (tedious but straightforward) method
as in Proposition A.9 in [17], we can show:
(Λψ ⊗ Λ)
(
z(1⊗ b)) =∑
j∈J
Λψ
(
(id⊗ωΛ(b),ej )(z)
) ⊗ ej ,
where (ej)j∈J is an orthonormal basis for H. With the definition of z, this
becomes:
=
∑
j∈J
Λψ
(
(id⊗ϕ)[∆(r∗y)(1⊗ (ωΛ(b),ej ⊗ id)(∆s))]
) ⊗ ej .
Expressed in this way, we can see that (Λψ ⊗ Λ)
(
z(1⊗ b)) ∈ Kψ ⊗H.
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By the result E
(
Λψ(a) ⊗ Λ(b)
)
= V
(
(Λψ ⊗ Λ)(z(1 ⊗ b))
)
from Proposi-
tion 3.6, we see that E(Kψ ⊗H) ⊆ V (Kψ ⊗H). 
Remark. While we know from Lemma 2.1 that the elements of the form
(id⊗ϕ)[∆(r∗y)(1⊗ s)] span a dense subspace in A, this does not necessarily
mean that the Λψ((id⊗ϕ)[∆(r∗y)(1⊗s)]) span a dense subspace in Hψ. The
norms involved (operator norm versus Hilbert space norm) are different.
So, at this stage, the result of the proposition saying that E(Kψ ⊗ H) ⊆
V (Kψ ⊗H) is not yet enough to argue that Ran(V ) ⊇ Ran(E). We will
have to give a separate proof that we indeed have Kψ = Hψ. This is what
we will achieve in this subsection.
Proposition 3.8. Let Kψ ⊆ Hψ be as defined in Equation (3.3). Then
Kψ = span‖ ‖
{
Λψ((id⊗ω)(∆x)) : x ∈ Nψ, ω ∈ A∗
}
.
Proof. Let x ∈ Nψ. Then, for ω ∈ A∗, we know from the definition of V (see
Proposition 3.2) that Λψ
(
(id⊗ω)(∆x)) = (id⊗ω)(V )Λψ(x). As (id⊗ω)(V )
is a bounded operator, the map ω 7→ Λψ
(
(id⊗ω)(∆x)) is a bounded map.
It can be extended, as long as the expression remains valid.
Note that any ω ∈ A∗ can be approximated by the ωΛ(a),Λ(b), for a, b ∈ Tϕ
(the Tomita subalgebra). It follows that any Λψ((id⊗ω)(∆x)), for x ∈ Nψ,
ω ∈ A∗, can be approximated by the Λψ((id⊗ωΛ(a),Λ(b))(∆(r∗y)), for y ∈
Nψ, r ∈ Nϕ.
Meanwhile, it is easy to see that ωΛ(a),Λ(b) = ϕ(b
∗ · a), because for any
x ∈ A we have: ωΛ(a),Λ(b)(x) =
〈
xΛ(a),Λ(b)
〉
= ϕ(b∗xa). So we have
Λψ((id⊗ωΛ(a),Λ(b))(∆(r∗y)) = Λψ
(
(id⊗ϕ)[(1 ⊗ b∗)∆(r∗y)(1⊗ a)])
= Λψ
(
(id⊗ϕ)[∆(r∗y)(1⊗ s)]).
In this way, we just showed that
Kψ = span‖ ‖
{
Λψ((id⊗ϕ)[∆(r∗y)(1⊗ s)]) : y ∈ Nψ, r, s ∈ Nϕ
}
= span‖ ‖
{
Λψ((id⊗ωΛ(a),Λ(b))(∆x)) : x ∈ Nψ, a, b ∈ Tϕ
}
= span‖ ‖
{
Λψ((id⊗ω)(∆x)) : x ∈ Nψ, ω ∈ A∗
}
.

Corollary. By the new characterization of the subspace Kψ, we have
Ran(V ) = V (Hψ ⊗H) ⊆ Kψ ⊗H.
Proof. For any x ∈ Nψ, recall that (id⊗ω)(V )Λψ(x) = Λψ
(
(id⊗ω)(∆x)),
which is contained in Kψ by Proposition 3.8. This is true for any ω ∈
B(H)∗. As the elements Λψ(x), x ∈ Nψ, are dense in Hψ, it follows that
V (Hψ ⊗H) ⊆ Kψ ⊗H. 
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Combine the result of the Corollary, together with our earlier result in
Proposition 3.7 that E(Kψ ⊗H) ⊆ V (Kψ ⊗H). We then have:
E(Kψ ⊗H) ⊆ V (Kψ ⊗H) ⊆ V (Hψ ⊗H) ⊆ Kψ ⊗H. (3.4)
Next, apply E from the left, and use the fact that EV = V (from Proposi-
tion 3.3) and that E2 = E. Then:
E(Kψ ⊗H) ⊆ V (Kψ ⊗H) ⊆ V (Hψ ⊗H) ⊆ E(Kψ ⊗H).
From this, we observe the following:
V (Kψ ⊗H) = V (Hψ ⊗H) = E(Kψ ⊗H). (3.5)
Motivated by Equations (3.4) and (3.5), let us consider U := V |Kψ⊗H,
which is an operator contained in B(Kψ ⊗ H). Equation (3.5) means that
Ran(U) = E(Kψ ⊗H). See also the next result:
Proposition 3.9. Let U := V |Kψ⊗H. Then U∗ ∈ B(Kψ⊗H) is characterized
by
Λψ(a)⊗ Λ(b) 7→ (Λψ ⊗ Λ)
(
z(1 ⊗ b)),
where a, z, b are as in Proposition 3.6. That is, a = (id⊗ϕ)(∆(r∗y)(1⊗s)),
for y ∈ Nψ, r, s ∈ Nϕ and z = (id⊗ id⊗ϕ)
(
∆13(r
∗y)∆23(s)
)
. Also b ∈ Nη.
Proof. By the definition of the subspace Kψ given in Equation (3.3), we
know that the elements Λψ(a) ⊗ Λ(b) span a dense subset in Kψ ⊗ H. We
would prove the result if we can show that〈
Λψ(a)⊗Λ(b), V (Λψ(c)⊗Λ(d))
〉
=
〈
(Λψ⊗Λ)(z(1⊗b)),Λψ(c)⊗Λ(d)
〉
, (3.6)
for any c ∈ Nψ and any d ∈ Nη. This is actually a stronger result than is
necessary because Λψ(c)⊗Λ(d) ∈ Hψ⊗H, but convenient because V (ζ⊗ξ) =
U(ζ ⊗ ξ), if ζ ∈ Kψ, ξ ∈ H.
For convenience, denote the left side of Equation (3.6) as (LHS) and the
right side as (RHS). We have:
(RHS) = (ψ ⊗ η)((c∗ ⊗ d∗)z(1⊗ b))
= (ψ ⊗ η ⊗ ϕ)((c∗ ⊗ d∗ ⊗ 1)∆13(r∗y)∆23(s)(1⊗ b⊗ 1))
= (ψ ⊗ η ⊗ ϕ)((c∗ ⊗ d∗ ⊗ 1)∆13(r∗y)(1⊗ E)∆23(s)(1 ⊗ b⊗ 1)),
because ∆s = E(∆s). Meanwhile, (id⊗ id⊗ϕ)[∆13(r∗y)∆23(s)(1⊗ b⊗1)] ∈
D(QR), because (∆s)(b ⊗ 1) ∈ Nid⊗ϕ and r∗y ∈ N∗ϕ. By the definition of
the QR map, we can write:
(RHS) = (ψ ⊗ η)((c∗ ⊗ d∗)QR((id⊗ id⊗ϕ)[∆13(r∗y)∆23(s)(1⊗ b⊗ 1)])).
Recall Proposition 2.3 and Proposition 2.13, where we have:
(ψ⊗id)((c∗⊗1)QR(p⊗b˜)) = (ψ⊗id)(QR(c∗p⊗b˜)) = (ψ⊗id)(∆(c∗p)(1⊗b˜)),
for an appropriate p⊗ b˜. Applying this result to our case, we obtain:
(RHS) = η
(
d∗(ψ ⊗ id⊗ϕ)[(∆ ⊗ id)((c∗ ⊗ 1)∆(r∗y))∆23(s)(1 ⊗ b⊗ 1)]
)
.
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By the coassociativity of ∆ and the fact that ∆ is a homomorphism, this
becomes:
(RHS) = η
(
d∗(ψ ⊗ id⊗ϕ)[(∆(c∗)⊗ 1)(id⊗∆)(∆(r∗y))∆23(s)(1⊗ b⊗ 1)]
)
= η
(
d∗(ψ ⊗ id⊗ϕ)((∆(c∗)⊗ 1)(id⊗∆)[∆(r∗y)(1⊗ s)])b). (3.7)
Let us now turn our attention to computing the (LHS). Note first that
by Proposition 3.2, we have:
(LHS) =
〈
Λψ(a)⊗Λ(b), (Λψ⊗Λ)((∆c)(1⊗d))
〉
= (ψ⊗η)((1⊗d∗)∆(c∗)(a⊗b)).
Since a = (id⊗ϕ)(∆(r∗y)(1⊗ s)), this becomes:
(LHS) = (ψ⊗ η⊗ϕ)((1⊗ d∗⊗ 1)(∆(c∗)⊗ 1)∆13(r∗y)(1⊗ 1⊗ s)(1⊗ b⊗ 1)).
Note here that (ψ ⊗ id⊗ id)((1 ⊗ d∗ ⊗ 1)(∆(c∗) ⊗ 1)∆13(r∗y)) ∈ D(Qλ),
because (1 ⊗ d∗)∆(c∗) ∈ N∗ψ⊗id and r∗y ∈ Nψ. Applying the Qλ map and
using ∆(c∗)E = ∆(c∗), we can see easily that (LHS) now becomes:
= η
(
(id⊗ϕ)[Qλ((ψ ⊗ id⊗ id)[(1⊗ d∗ ⊗ 1)(∆(c∗)⊗ 1)∆13(r∗y)])(1 ⊗ s)]b
)
.
Next, use the fact (from Proposition 2.8) that Qλ(c˜⊗q)(1⊗s) = Qλ(c˜⊗qs),
and also that (id⊗ϕ)(Qλ(c˜ ⊗ qs)) = (id⊗ϕ)((c˜ ⊗ 1)∆(qs)), from Proposi-
tion 2.10. Then we have:
(LHS) = η
(
(ψ ⊗ id⊗ϕ)((1 ⊗ d∗ ⊗ 1)(∆(c∗)⊗ 1)(id⊗∆)[∆(r∗y)(1⊗ s)])b).
(3.8)
Comparing Equation (3.7) with Equation (3.8), we can finally see that
(RHS)=(LHS), thereby finishing the proof. 
The operators U and U∗ are adjoints of each other, and we now know
how they behave. In addition, with the notation as above, we have:
UU∗
(
Λψ(a)⊗ Λ(b)
)
= U
(
(Λψ ⊗ Λ)[z(1 ⊗ b)]
)
= V
(
(Λψ ⊗ Λ)[z(1 ⊗ b)]
)
= E
(
Λψ(a)⊗ Λ(b)
)
. (3.9)
The first equality is the result of Proposition 3.9 and the last equality is using
Proposition 3.6. Since the Λψ(a)⊗Λ(b) span a dense subset in Kψ⊗H, this
shows that we have: UU∗ = E|Kψ⊗H. See below:
Proposition 3.10. Recall that U = V |Kψ⊗H. We have:
(1) UU∗ = E|Kψ⊗H;
(2) UU∗U = U .
This shows that U is a partial isometry in B(Kψ ⊗H).
Proof. (1). Already shown above. See Equation (3.9).
(2). We know from Proposition 3.3 that EV = V . So EU = U , because
we saw from Equation (3.4) that E(Kψ ⊗ H) ⊆ Kψ ⊗ H. It follows that
UU∗U = EU = U . 
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It is clear that U∗ is also a partial isometry (as U∗UU∗ = U∗). By the
general theory on partial isometries, UU∗ is a projection onto Ran(UU∗) =
Ran(U) = Ker(U∗)⊥, while U∗U is a projection onto Ran(U∗U) = Ran(U∗) =
Ker(U)⊥. These spaces are necessarily closed in Kψ ⊗ H. This means
that we can write: Kψ ⊗ H = Ker(U) ⊕ Ran(U∗U), as well as Kψ ⊗ H =
Ker(U∗) ⊕ Ran(UU∗). In addition, U is an isometry from Ran(U∗U) onto
Ran(UU∗), and similarly, U∗ is an isometry from Ran(UU∗) onto Ran(U∗U).
All these are standard results.
We next turn our attention to showing that Kψ = Hψ. We need some
preparation. Note first that
Hψ ⊗H = Ker(V )⊕Ker(V )⊥ = Ker(V )⊕ Ran(V ∗). (3.10)
Similarly,
Hψ ⊗H = Ker(V ∗)⊕ Ran(V ). (3.11)
Let us look more carefully about the subspaces Ran(V ) and Ran(V ∗).
First, by Equation (3.5) and Proposition 3.10, we have:
Ran(V ) = V (Hψ ⊗H) = V (Kψ ⊗H) = E(Kψ ⊗H) = Ran(UU∗).
Meanwhile, considering Equation (3.11) and the previous equation, we have:
Ran(V ∗) = V ∗(Hψ ⊗H) = V ∗(Ran(V )) = V ∗(Ran(UU∗)),
which is actually no different than U∗(Ran(UU∗)) = Ran(U∗), by the prop-
erty of the partial isometry U∗. In particular, we see that Ran(V ∗) ⊆ Kψ⊗H.
Here is our main result of this subsection:
Theorem 3.11. (1). Let Kψ be the subspace of Hψ, as in Equation (3.3)
and Proposition 3.8. We actually have: Kψ = Hψ.
(2). V is a partial isometry such that V V ∗ = E, where we regard E =
(piψ ⊗ pi)(E). In particular, we see that Ran(V ) is closed, and that
Ran(V ) = Ran(E).
Proof. (1). Suppose Kψ 6= Hψ, and let x ∈ Nψ be such that Λψ(x) ∈
Hψ ⊖ Kψ. Then for any ξ ∈ H, we have Λψ(x) ⊗ ξ ∈ (Hψ ⊖ Kψ) ⊗ H.
Since Hψ ⊗ H = Kψ ⊗ H ⊕ (Hψ ⊖ Kψ) ⊗ H, and since we saw above that
Ran(V ∗) ⊆ Kψ⊗H, the observation in Equation (3.10) means that we must
have (Hψ ⊖Kψ)⊗H ⊆ Ker(V ). So V
(
Λψ(x)⊗ ξ) = 0Hψ⊗H.
It follows that for any ζ ∈ H, we will have:(
(id⊗ωξ,ζ)(V )
)
Λψ(x) =
〈
V
(
Λψ(x)⊗ ξ), · ⊗ ζ
〉
= 0.
By Definition 3.2, this means that
Λψ
(
(id⊗ωξ,ζ)(∆x)
)
= 0.
Since ξ, ζ ∈ H are arbitrary, this means that x = 0. This in turn means that
Hψ ⊖Kψ = {0}, or Kψ = Hψ.
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(2). Since Kψ = Hψ, it follows that U = V ∈ B(Hψ ⊗ H). By Proposi-
tion 3.10, we thus conclude that V is a partial isometry such that V V ∗ = E.
In particular, Ran(V ) is closed, and Ran(V ) = Ran(E). 
Since V is a partial isometry, it follows that the operator V ∗V is also a
projection. To learn more about this projection, let r, s ∈ Nϕ, y ∈ Nψ, and
let p = (id⊗ϕ)(∆(r∗y)(1 ⊗ s)). Then consider Λψ(p) ⊗ Λ(b) ∈ Hψ ⊗ H,
where b ∈ Nη. By Theorem 3.11, such elements span a dense subspace
in the Hilbert space Hψ ⊗ H. Meanwhile, recall from Proposition 2.3 that
p⊗ b ∈ D(QR). Now define:
GR
(
Λψ(p)⊗ Λ(b)
)
:= (Λψ ⊗ Λ)
(
QR(p⊗ b)
)
. (3.12)
Here are the properties of GR:
Proposition 3.12. Let the notation be as in the previous paragraph. Then:
(1) GR is self-adjoint and idempotent, so it determines a bounded oper-
ator GR ∈ B(Hψ ⊗H);
(2) The operator GR is characterized by
(GR⊗id)
(
(Λψ⊗Λ⊗Λ)(∆13(a)(1⊗b⊗x))
)
= (Λψ⊗Λ⊗Λ)
(
∆13(a)(1⊗E)(1⊗b⊗x)
)
,
for a ∈ Nψ, b, x ∈ Nη.
(3) GR = V
∗V ;
(4) Ran(V ∗) is a closed subspace in Hψ ⊗H, and we have: Ran(V ∗) =
Ran(GR).
Proof. (1). GRGR = GR is clear, because we know QRQR = QR from
Proposition 2.4. To show that it is self-adjoint, suppose q ∈ Nψ is of a
similar type as p, that is q = (id⊗ϕ)(∆(u∗x)(1⊗v)), for u, v ∈ Nϕ, x ∈ Nψ,
and consider Λψ(q)⊗ Λ(d) ∈ Hψ ⊗H, where d ∈ Nη. Then:〈
GR(Λψ(p)⊗ Λ(b)),Λψ(q)⊗ Λ(d)
〉
= (ψ ⊗ η)((q∗ ⊗ d∗)QR(p⊗ b)) = η(d∗ (ψ ⊗ id)[(q∗ ⊗ 1)QR(p⊗ b)]).
But by Proposition 2.3 and Equation (2.11), we have:
(ψ⊗id)((q∗⊗1)QR(p⊗b)) = (ψ⊗id)(QR(q∗p⊗b)) = (ψ⊗id)(∆(q∗p)(1⊗b)).
Returning to the earlier equation, we now have:〈
GR(Λψ(p)⊗ Λ(b)),Λψ(q)⊗ Λ(d)
〉
= η
(
d∗ (ψ ⊗ id)[∆(q∗p)(1⊗ b)]) = (ψ ⊗ η)((1⊗ d∗)∆(q∗)∆(p)(1 ⊗ b)).
Using the same idea, we also have:〈
Λψ(p)⊗ Λ(b), GR(Λψ(q)⊗ Λ(d))
〉
=
〈
GR(Λψ(q)⊗ Λ(d)),Λψ(p)⊗ Λ(b)
〉
= (ψ ⊗ η)((1⊗ b∗)∆(p∗q)(1⊗ d))
= (ψ ⊗ η)((1⊗ d∗)∆(q∗)∆(p)(1 ⊗ b)).
In this way, we showed that〈
GR(Λψ(p)⊗ Λ(b)),Λψ(q)⊗ Λ(d)
〉
=
〈
Λψ(p)⊗ Λ(b), GR(Λψ(q)⊗ Λ(d))
〉
.
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We thereby observe that GR is symmetric and idempotent, defined on a
dense subspace of the Hilbert space Hψ ⊗H. This means GR extends to an
orthogonal projection, a bounded self-adjoint operator in B(Hψ ⊗H).
(2). This follows from the characterization of the QR map, given in Propo-
sition 2.5. Unlike the case of QR, there is no issue about the domain in this
case, because GR is a bounded operator in B(Hψ ⊗H).
(3). From the computations in (1) above, and using the definition of the
operator V earlier (Proposition 3.2), we can see that〈
GR(Λψ(p)⊗ Λ(b)),Λψ(q)⊗ Λ(d)
〉
= (ψ ⊗ η)((1⊗ d∗)∆(q∗)∆(p)(1⊗ b))
=
〈
(Λψ ⊗ Λ)(∆(p)(1 ⊗ b)), (Λψ ⊗ Λ)(∆(q)(1 ⊗ d))
〉
=
〈
V (Λψ(p)⊗ Λ(b)), V (Λψ(q)⊗ Λ(d))
〉
=
〈
V ∗V (Λψ(p)⊗ Λ(b)),Λψ(q)⊗ Λ(d)
〉
.
Since the Λψ(p)⊗Λ(b) span a dense subset in the Hilbert space Hψ⊗H, we
conclude that GR = V
∗V ∈ B(Hψ ⊗H).
(4). This follows from the fact that V ∗ is a partial isometry such that
V ∗V = GR. See the discussion immediately following Proposition 3.10. 
Corollary. In a similar way, we can define a self-adjoint idempotent oper-
ator Gρ ∈ B(Hψ ⊗H), given by the Qρ map at the algebra level.
3.3. W is a partial isometry. In Proposition 3.4 and Proposition 3.5, we
gave the definition and some basic properties of W ∈ B(H ⊗ Hϕ), which
is the operator corresponding to the left regular representation. All the
earlier results concerning the operator V will have analogous results for the
operator W . The argument is essentially no different. However, for the
purpose of clarifying the notation for the later sections, we will gather the
relevant results here (without proof).
Proposition 3.13. We have the following characterizations for the Hilbert
space Hϕ.
Hϕ = span‖ ‖
{
Λϕ((ψ ⊗ id)[∆(z∗r)(y ⊗ 1)]) : y, z ∈ Nψ, r ∈ Nϕ
}
= span‖ ‖
{
Λϕ((θ ⊗ id)(∆x)) : x ∈ Nϕ, θ ∈ A∗
}
.
Proposition 3.14. Let p = (ψ ⊗ id)(∆(z∗r)(y ⊗ 1)), where y, z ∈ Nψ and
r ∈ Nϕ. Also let c ∈ Nη. Then W ∈ B(H⊗Hϕ) is characterized by
W : Λ(c)⊗ Λϕ(p) 7→ (Λ⊗ Λϕ)
(
w(c ⊗ 1)),
where w = (ψ ⊗ id⊗ id)(∆13(z∗r)∆12(y)(1 ⊗ c⊗ 1)).
Theorem 3.15. W and W ∗ are partial isometries in B(H⊗Hϕ), with the
following properties:
(1) W ∗W = E, where we regard E = (pi ⊗ piϕ)(E), as an element in
B(H ⊗Hϕ). In particular, the subspace Ran(W ∗) is closed and we
have:
Ran(W ∗) = Ran(E) (⊆ H⊗Hϕ).
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(2) WW ∗ = GL, where GL ∈ B(H ⊗ Hϕ) is a (bounded) self-adjoint
idempotent operator given by
GL : Λ(c) ⊗ Λϕ(p) 7→ (Λ⊗ Λϕ)
(
QL(c⊗ p)
)
.
Here, we are using the same notation as in Proposition 3.14. By
definition of the QL map (see Proposition 2.7), the operator GL is
thus characterized by
(id⊗GL)
(
(Λ⊗Λ⊗Λϕ)(∆13(a)(y⊗c⊗1))
)
= (Λ⊗Λ⊗Λϕ)
(
∆13(a)(E⊗1)(y⊗c⊗1)
)
,
for a ∈ Nϕ, y, c ∈ Nη.
(3) We also have: Ran(W ) = Ran(GL), as a closed subspace in H⊗Hϕ.
(4) In a similar way, we can define a self-adjoint idempotent operator
Gλ ∈ B(H⊗Hϕ), given by the Qλ map at the algebra level.
3.4. Multiplicativity properties of W and V . We indicated earlier that
the operators V and W behave much like the multiplicative unitary opera-
tors in the case of locally compact quantum groups. In this subsection, we
give results that strengthen this point. For convenience, we give here the
results regarding the operator W . Of course, similar results exist for the
operator V .
Let us begin with a result that will be useful down the road.
Proposition 3.16. If r, s ∈ Nϕ. Then we have:
(id⊗ωΛϕ(s),Λϕ(r))(W ) = (id⊗ϕ)
(
(∆(r∗)(1⊗ s)).
Proof. Let c, d ∈ Nη be arbitrary. Then〈
(id⊗ωΛϕ(s),Λϕ(r))(W )Λ(c),Λ(d)
〉
=
〈
Λ(c), (id⊗ωΛϕ(r),Λϕ(s))(W ∗)Λ(d)
〉
=
〈
Λ(c)⊗ Λϕ(s),W ∗(Λ(d) ⊗ Λϕ(r))
〉
,
where we used the result of Lemma 3.1 (2). By using the definition of W ∗
(see Proposition 3.4), this becomes:
=
〈
Λ(c)⊗ Λϕ(s), (Λ⊗ Λϕ)((∆r)(d ⊗ 1))
〉
= (η ⊗ ϕ)((d∗ ⊗ 1)∆(r∗)(c⊗ s)) = η(d∗(id⊗ϕ)[∆(r∗)(1⊗ s)]c)
=
〈
Λ((id⊗ϕ)[∆(r∗)(1⊗ s)]c,Λ(d)〉
=
〈
pi((id⊗ϕ)[∆(r∗)(1⊗ s)])Λ(c),Λ(d)〉.
This is true for any c, d ∈ Nη, which is dense in H. It follows that
(id⊗ωΛϕ(s),Λϕ(r))(W ) = (id⊗ϕ)
(
(∆(r∗)(1⊗ s)),
with the convention that pi(A) = A. 
For any ω ∈ B(Hϕ)∗, since it can be approximated by the ωΛϕ(s),Λϕ(r),
we see from Proposition 3.16 that (id⊗ω)(W ) ∈ pi(A) = A. Furthermore,
we have the following useful characterization for our C∗-algebra A, which
resembles the result from the quantum group theory.
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Proposition 3.17.
A = pi(A) =
{
(id⊗ω)(W ) : ω ∈ B(Hϕ)∗
}‖ ‖ (⊆ B(H)).
Proof. We saw that span
{
(id⊗ϕ)(∆(a∗)(1 ⊗ x)) : a, x ∈ Nϕ
}
is norm-
dense in A (see Lemma 2.1). But by Proposition 3.16 above, we know
that (id⊗ϕ)(∆(a∗)(1⊗ x)) = (id⊗ωΛϕ(x),Λϕ(a))(W ). The result follows im-
mediately. 
The next result also looks quite familiar:
Proposition 3.18. We have:
(pi ⊗ piϕ)(∆x) =W ∗
(
1⊗ piϕ(x)
)
W,
for all x ∈ A.
Proof. We saw in Proposition 3.5 (1) thatW ∗
(
1⊗piϕ(x)
)
= (pi⊗piϕ)(∆x)W ∗.
It follows that
W ∗
(
1⊗ piϕ(x)
)
W = (pi ⊗ piϕ)(∆x)W ∗W = (pi ⊗ piϕ)(∆x)(pi ⊗ piϕ)(E)
= (pi ⊗ piϕ)
(
(∆x)E
)
= (pi ⊗ piϕ)(∆x).

In what follows, we show some properties that support the idea that W
is, in a sense, a “multiplicative partial isometry”. This notion is not as
completely axiomatized as in [1], [34] for multiplicative unitaries, but some
work in this direction has appeared in [4] in the finite-dimensional case.
The second-named author (Kahng) is currently working on the axiomatic
approach [11].
For the rest of this section, let us take H = Hϕ (so η = ϕ), so that
W ∈ B(H ⊗ H). This assumption is not as restrictive as it may sound,
because later (Section 5 and Part III), we will be able to identify the Hilbert
spaces H = Hψ = Hϕ.
Proposition 3.19. In B(H⊗H⊗H), we have:
W12W13W23 =W23W12.
Proof. For a, b, c ∈ Nϕ, by definition of W (Proposition 3.4), we have:
W ∗12W
∗
23
(
Λ(a)⊗ Λ(b)⊗ Λ(c)) =W ∗12((Λ⊗ Λ⊗ Λ)(a⊗ [(∆c)(b⊗ 1)]))
= (Λ⊗ Λ⊗ Λ)((∆⊗ id)[(∆c)(b ⊗ 1)](a⊗ 1⊗ 1)),
while
W ∗23W
∗
13W
∗
12
(
Λ(a)⊗ Λ(b)⊗ Λ(c)) =W ∗23W ∗13((Λ⊗ Λ⊗ Λ)([(∆b)(a ⊗ 1)]⊗ c))
=W ∗23
(
(Λ⊗ Λ⊗ Λ)(∆13(c)∆12(b)(a⊗ 1⊗ 1)
)
= (Λ⊗ Λ⊗ Λ)((id⊗∆)(∆c)∆12(b)(a ⊗ 1⊗ 1))
= (Λ⊗ Λ⊗ Λ)((∆⊗ id)(∆c)∆12(b)(a ⊗ 1⊗ 1))
= (Λ⊗ Λ⊗ Λ)((∆⊗ id)[(∆c)(b ⊗ 1)](a⊗ 1⊗ 1)).
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In the next to last equation, we used the coassociativity property of ∆. Com-
paring, since a, b, c ∈ Nϕ are arbitrary, we see that W ∗12W ∗23 =W ∗23W ∗13W ∗12.
Or, W12W13W23 =W23W12. 
The above result resembles the “pentagon equation” for the multiplica-
tive unitaries. As in that case, we needed to use the coassociativity of ∆.
However, since the operatorW is no longer unitary, many results that would
automatically follow from the pentagon equation need separate proofs in our
case. There are several such results and we collect some of them here, which
will be useful later.
Proposition 3.20. In B(H⊗H⊗H), we have:
(1) W13W23W
∗
23 =W
∗
12W12W13
(2) W ∗12W23W12 =W13W23
(3) W23W12W
∗
23 =W12W13
(4) W12W
∗
12W23 =W23W12W
∗
12
(5) W12W
∗
23W23 =W
∗
23W23W12
Proof. (1). For a, b, c ∈ Nϕ, using the fact thatW ∗W = E and the definition
of W , we have:
W ∗13W
∗
12W12
(
Λ(a)⊗ Λ(b)⊗ Λ(c)) =W ∗13((Λ⊗ Λ⊗ Λ)(E(a ⊗ b)⊗ c))
= (Λ⊗ Λ⊗ Λ)(∆13(c)(E ⊗ 1)(a⊗ b⊗ 1)).
Meanwhile, using the fact that WW ∗ = GL (Theorem 3.15), we have:
W23W
∗
23W
∗
13
(
Λ(a)⊗ Λ(b)⊗ Λ(c)) =W23W ∗23((Λ⊗ Λ⊗ Λ)(∆13(c)(a ⊗ b⊗ 1)))
= (Λ⊗ Λ⊗ Λ)(∆13(c)(E ⊗ 1)(a ⊗ b⊗ 1)).
Since a, b, c ∈ Nϕ are arbitrary, we see from above that W ∗13W ∗12W12 =
W23W
∗
23W
∗
13. Or, by taking adjoints, W13W23W
∗
23 =W
∗
12W12W13.
(2). By Proposition 3.19 (pentagon equation) and from (1) above, we
have:
W ∗12W23W12 =W
∗
12W12W13W23 =W13W23W
∗
23W23 =W13W23,
where we used the fact that WW ∗W =W in the last equality.
(3). Again by Proposition 3.19 and from (1) above, we have:
W23W12W
∗
23 =W12W13W23W
∗
23 =W12W
∗
12W12W13 =W12W13.
(4). Let ω ∈ B(H)∗ be arbitrary. Then
(id⊗ id⊗ω)(W12W ∗12W23) =WW ∗(1⊗ x),
where x = (id⊗ω)(W ). It is an element of A (see the discussion right above
Proposition 3.17). But, by Proposition 3.5 (1), we know that W ∗(1 ⊗ x) =
(∆x)W ∗, while the same proposition implies that W (∆x) = (1 ⊗ x)W .
Combining, we have: WW ∗(1⊗ x) = (1⊗ x)WW ∗. It follows that
(id⊗ id⊗ω)(W12W ∗12W23) = (id⊗ id⊗ω)(W23W12W ∗12).
Since ω was arbitrary, this proves the result: W12W
∗
12W23 =W23W12W
∗
12.
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(5). For a, b, c ∈ Nϕ, since W ∗W = E, we have:
W ∗12W
∗
23W23
(
Λ(a)⊗ Λ(b)⊗ Λ(c)) =W ∗12((Λ⊗ Λ⊗ Λ)(a⊗ E(b⊗ c)))
= (Λ⊗ Λ⊗ Λ)((∆⊗ id)(E(b⊗ c))(a ⊗ 1⊗ 1))
= (Λ⊗ Λ⊗ Λ)((∆⊗ id)(E)(∆ ⊗ id)(b⊗ c)(a⊗ 1⊗ 1))
= (Λ⊗ Λ⊗ Λ)((1⊗ E)(E ⊗ 1)∆12(b)(a ⊗ 1⊗ c))
= (Λ⊗ Λ⊗ Λ)((1⊗ E)∆12(b)(a⊗ 1⊗ c)).
Next to last equality is using the Property (3) of E given in Definition 1.2.
On the other hand, we have:
W ∗23W23W
∗
12
(
Λ(a)⊗ Λ(b)⊗ Λ(c)) =W ∗23W23(Λ⊗ Λ⊗ Λ)(∆12(b)(a⊗ 1⊗ c))
= (Λ⊗ Λ⊗ Λ)((1⊗ E)∆12(b)(a⊗ 1⊗ c)).
We see that W ∗12W
∗
23W23 = W
∗
23W23W
∗
12. Or, W12W
∗
23W23 = W
∗
23W23W12.

Often, we may wish to consider the von Neumann algebra piϕ(A)
′′. From
the characterization of the C∗-algebra A given in Proposition 3.17, we have:
piϕ(A)
′′ =
{
piϕ((id⊗ω)(W )) : ω ∈ B(Hϕ)∗
}′′ (⊆ B(Hϕ)). (3.13)
We can extend ∆ on A to the level of the von Neumann algebra piϕ(A)
′′,
by taking advantage of the characterization given in Proposition 3.18.
Proposition 3.21. Denote by M the von Neumann algebra piϕ(A)
′′. For
x ∈M , define:
∆˜(x) =W ∗(1⊗ x)W.
Then ∆˜ is a ∗-homomorphism from M into M ⊗M , extending ∆. And, the
coassociativity property holds: (∆˜⊗ id)∆˜ = (id⊗∆˜)∆˜.
Proof. If a ∈ piϕ(A), by twice using the result of Proposition 3.5 (1), we see
that WW ∗(1 ⊗ a) = (1 ⊗ a)WW ∗. Therefore, for any θ ∈ B(H)∗, we have
(θ⊗ id)(WW ∗)a = a(θ⊗ id)(WW ∗). So (θ⊗ id)(WW ∗) ∈ piϕ(A)′. It follows
that for x ∈ M = piϕ(A)′′, we have: (θ ⊗ id)(WW ∗)x = x(θ ⊗ id)(WW ∗).
Or, equivalently, (θ ⊗ id)(WW ∗(1 ⊗ x)) = (θ ⊗ id)((1 ⊗ x)WW ∗). Since θ
is arbitrary, we conclude that WW ∗(1 ⊗ x) = (1 ⊗ x)WW ∗, true for any
x ∈M . So, if x1, x2 ∈M , we have:
∆˜(x1)∆˜(x2) =W
∗(1⊗ x1)WW ∗(1⊗ x2)W
=W ∗(1⊗ x1)(1⊗ x2)WW ∗W =W ∗(1⊗ x1x2)W = ∆˜(x1x2).
It is clear that ∆˜(x)∗ = ∆˜(x∗). So we see that ∆˜ is a ∗-homomorphism of
M into B(Hϕ⊗Bϕ). By Proposition 3.18, it is also clear that ∆˜|piϕ(A) = ∆.
Since the elements of the form (id⊗ω)(W ) ∈ piϕ(A) are dense in M ,
while ∆˜
(
piϕ(A)
)
= ∆
(
piϕ(A)
) ⊆ (piϕ ⊗ piϕ)(M(A ⊗ A)), which is contained
in M ⊗M , we can say that in fact, ∆˜ :M →M ⊗M .
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For the coassociativity, suppose x ∈ M . Then, by the pentagon relation
(Proposition 3.19), we have:
W ∗12W
∗
23(1⊗ 1⊗ x)W23W12 =W ∗23W ∗13W ∗12(1⊗ 1⊗ x)W12W13W23
=W ∗23W
∗
13(1⊗ 1⊗ x)W ∗12W12W13W23
=W ∗23W
∗
13(1⊗ 1⊗ x)W13W23W ∗23W23
=W ∗23W
∗
13(1⊗ 1⊗ x)W13W23,
where we used Proposition 3.20 (1), for the third equality. It follows that
(∆˜⊗ id)(∆˜x) = (id⊗∆˜)(∆˜x).

There exist results similar to all of the above propositions in this subsec-
tion, in terms of the operator V . See Proposition 5.17 later.
4. Antipode
The aim of this section is to construct the antipode map S for a given
locally compact quantum groupoid of separable type (A,∆, E,B, ν, ϕ, ψ).
Since S is in general unbounded even in the quantum group case, this needs
some care. The standard approach nowadays is to use the “polar decompo-
sition”: The idea originally goes back to an unpublished work by Eberhard
Kirchberg, which was adopted by the authors of the quantum group litera-
ture. See [17], [18], [20], [31]. Similar strategy can be employed in our case
as well (see §4.4 below), with some necessary modifications to incorporate
the fact that the operators V and W are not unitaries.
But first, we will construct an (unbounded) involutive operator K. This
is the operator implementing the antipode at the Hilbert space level, and
the underlying idea here is essentially same as in the quantum group case
(in particular, see section 2 of [31]).
4.1. The involutive operator K. Keep the notation as in the previous
sections, while we take H = Hψ. So we will have A = piψ(A) ⊆ B(Hψ) via
the GNS representation. The operator V , defined in Proposition 3.2, will
be contained in B(Hψ ⊗Hψ).
Definition 4.1. Let ξ ∈ Hψ. We will say ξ ∈ D(K), if there exists a vector
ξ˜ ∈ Hψ such that for any ε > 0 and any vectors ζ1, ζ2, . . . , ζn ∈ Hψ, we can
find elements p1, p2, . . . , pm; q1, q2, . . . , qm ∈ Nψ satisfying∥∥∥∥∥∥V

 m∑
j=1
Λψ(pj)⊗ q∗j ζk

− E(ξ ⊗ ζk)
∥∥∥∥∥∥ < ε and∥∥∥∥∥∥V

 m∑
j=1
Λψ(qj)⊗ p∗jζk

− E(ξ˜ ⊗ ζk)
∥∥∥∥∥∥ < ε,
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for all k = 1, 2, . . . , n. Here, we wrote E = (piψ ⊗ piψ)(E) ∈ B(Hψ ⊗Hψ).
Our aim is to define a linear operator K by the map D(K) ∋ ξ 7→ ξ˜.
However, at present we do not know whether this is a well-defined map. See
the next proposition.
Proposition 4.2. If ξ = 0, then ξ ∈ D(K) and ξ˜ = 0.
Proof. It is clear that 0 ∈ D(K), because we can just let ξ˜ and the pj and
the qj all zero. But the main issue here is to show whether ξ˜ = 0 necessarily.
So suppose ξ = 0, and let ξ˜ be as in Definition 4.1. Then for arbitrary
ζ1, ζ2 ∈ Hψ and ε > 0, we can find elements p1, p2, . . . , pm; q1, q2, . . . , qm ∈
Nψ, such that ∥∥∥∥∥∥V

 m∑
j=1
Λψ(pj)⊗ q∗j ζ1


∥∥∥∥∥∥ < ε, (4.1)
and ∥∥∥∥∥∥V

 m∑
j=1
Λψ(qj)⊗ p∗jζ2

− E(ξ˜ ⊗ ζ)
∥∥∥∥∥∥ < ε. (4.2)
Here, we may assume without loss of generality that the elements pj are of
the form pj = (id⊗ϕ)
(
∆(r∗j yj)(1 ⊗ sj)
)
, for rj , sj ∈ Nϕ, yj ∈ Nψ, so that
pj ⊗ b ∈ D(QR), for b ∈ A.
Consider two “right bounded” vectors ρ1, ρ2 in H = Hψ. Recall that
a vector ρ is right bounded in H, if there is a (unique) bounded operator,
denoted as piR(ρ), satisfying xρ = piR(ρ)Λψ(x) for all x ∈ Nψ. See Defi-
nition 1.7 of [25]. Such elements are dense in Hψ. Meanwhile, recall that
V is a partial isometry, with the terminal projection V ∗V = GR (see The-
orem 3.11 and Proposition 3.12). By the definition of the operator GR as
given in Equation (3.12), we have:〈
V

∑
j
Λψ(pj)⊗ q∗j ζ1

 , V (piR(ρ1)∗ζ2 ⊗ ρ2)
〉
=
∑
j
〈
(piR(ρ1)⊗ 1)GR
(
Λψ(pj)⊗ q∗j ζ1
)
, ζ2 ⊗ ρ2
〉
=
∑
j
〈
QR(pj ⊗ q∗j )(ρ1 ⊗ ζ1), ζ2 ⊗ ρ2
〉
=
∑
j
〈
ρ1 ⊗ ζ1, QR(pj ⊗ q∗j )∗(ζ2 ⊗ ρ2)
〉
=
∑
j
〈
ρ1 ⊗ ζ1, Qρ(p∗j ⊗ qj)(ζ2 ⊗ ρ2)
〉
=
∑
j
〈
ρ1 ⊗ piR(ρ2)∗ζ1, Gρ(p∗jζ2 ⊗ Λψ(qj))
〉
. (4.3)
We used the result of Proposition 2.9, and in the last line, we are using the
projection operator Gρ defined in Corollary of Proposition 3.12.
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Meanwhile, observe that we have∣∣〈E(ξ˜ ⊗ ζ2), V (piR(ρ2)∗ζ1 ⊗ ρ1)〉∣∣
≤
∣∣∣∣∣∣
〈
E(ξ˜ ⊗ ζ2)− V

∑
j
Λψ(qj)⊗ p∗jζ2

 , V (piR(ρ2)∗ζ1 ⊗ ρ1)
〉∣∣∣∣∣∣
+
∣∣∣∣∣∣
〈
V

∑
j
Λψ(qj)⊗ p∗jζ2

 , V (piR(ρ2)∗ζ1 ⊗ ρ1)
〉∣∣∣∣∣∣
≤ ε∥∥piR(ρ2)∗ζ1 ⊗ ρ1∥∥+
∥∥∥∥∥∥
∑
j
〈
GR(Λψ(qj)⊗ p∗jζ2), piR(ρ2)∗ζ1 ⊗ ρ1
〉∥∥∥∥∥∥ , (4.4)
by Equation (4.2), the fact that ‖V ‖ ≤ 1, and by noting that V ∗V = GR.
Because of the way the projection operators GR and Gρ are defined and
by Proposition 2.9, it is evident that
∥∥GR(η1 ⊗ η2)∥∥ = ∥∥Gρ(η1 ⊗ η2)∥∥, and
also
∥∥GR(η1 ⊗ η2)∥∥ = ∥∥Gρ(η2 ⊗ η1)∥∥, for any η1, η2 ∈ Hψ. Therefore,∥∥∑
j
〈
GR(Λψ(qj)⊗ p∗jζ2), piR(ρ2)∗ζ1 ⊗ ρ1
〉∥∥
=
∥∥∑
j
〈ρ1 ⊗ piR(ρ2)∗ζ1, Gρ(p∗jζ2 ⊗ Λψ(qj))〉
∥∥.
It follows that by Equation (4.3), we have:∥∥∑
j
〈
GR(Λψ(qj)⊗ p∗jζ2), piR(ρ2)∗ζ1 ⊗ ρ1
〉∥∥
=
∥∥∥∥∥∥
〈
V

∑
j
Λψ(pj)⊗ q∗j ζ1

 , V (piR(ρ1)∗ζ2 ⊗ ρ2)
〉∥∥∥∥∥∥ ≤ ε
∥∥piR(ρ1)∗ζ2 ⊗ ρ2∥∥.
(4.5)
The last inequality is due to Equation (4.1) and the fact that ‖V ‖ ≤ 1.
Combining Equations (4.4) and (4.5), we now conclude that∣∣〈E(ξ˜ ⊗ ζ2), V (piR(ρ2)∗ζ1 ⊗ ρ1)〉∣∣ ≤ ε∥∥piR(ρ2)∗ζ1∥∥∥∥ρ1∥∥+ ε∥∥piR(ρ1)∗ζ2∥∥∥∥ρ2∥∥.
As this is true for any ε, it follows that〈
E(ξ˜ ⊗ ζ2), V (piR(ρ2)∗ζ1 ⊗ ρ1)
〉
= 0,
true for any right bounded vectors ρ1, ρ2, and any ζ1 ∈ Hψ. Since the
piR(ρ2)
∗ζ1 ⊗ ρ1 span a dense subspace of Hψ ⊗Hψ, we see that E(ξ˜ ⊗ ζ2) ∈
Ran(V )⊥. Since Ran(V ) = Ran(E), this means that E(ξ˜ ⊗ ζ2) = 0Hψ⊗Hψ ,
where ζ2 is arbitrary in Hψ.
We claim that this implies ξ˜ = 0Hψ . To see this, take, without loss of
generality ζ2 = Λψ(a), for an arbitrary a ∈ Nψ. Note that for any c ∈ C, we
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have: E(ξ˜ ⊗ cζ2) = E
(
ξ˜ ⊗ Λψ(ca)
)
= 0Hψ⊗Hψ . So for any d ∈ Nψ, we have:
(id⊗ωΛψ(a),Λψ(d))
(
E(1⊗ c))ξ˜ = 〈E(ξ˜ ⊗ cΛψ(a)), · ⊗ Λψ(d)〉 = 0Hψ .
Recall that the elements of the form (id⊗ω)(E(1⊗c)) span a dense subspace
in B (“E is full”). It follows that bξ˜ = 0 for any b ∈ B. Since B is a non-
degenerate subalgebra of M(A), this is enough to show that ξ˜ = 0Hψ . This
finishes the proof. 
We can now give the definition of our operator K. Proposition 4.2 assures
us that it is well-defined.
Definition 4.3. For ξ ∈ D(K) and ξ˜ as in Definition 4.1, write Kξ := ξ˜.
Remark. The definitions of D(K) and K are analogous to the definitions
given in section 2 of [31], in the quantum group case. However, with E 6= 1⊗1
and the operator V not unitary (only a partial isometry), the proof became
more complicated.
Proposition 4.4. K, as defined above, is a closed operator on Hψ, in gen-
eral unbounded. Moreover, if ξ ∈ D(K), then Kξ ∈ D(K) and K(Kξ) = ξ.
Proof. (1). Suppose (ξl) → ξ, with each ξl ∈ D(K), and (Kξl) → ζ. We
need to show that ξ ∈ D(K) and that ζ = Kξ = ξ˜. This can be done by a
standard argument using triangle inequality. So K is a closed operator.
(2). Second claim is also immediate from the symmetry of Definition 4.1,
which implies that
˜˜
ξ = ξ. 
We now have a valid operator K, but at this stage, we do not know
whether it is densely-defined. This is the problem we will turn to next. For
this part, it is useful to work with the operator W ∈ B(H⊗Hϕ), where we
still let H = Hψ as we did at the beginning of this subsection.
Lemma 4.5. Let c ∈ Nψ and let ω ∈ B(Hϕ)∗. Then we have:(
id⊗ω(c · ))(W ) ∈ Nψ.
Proof. Write x =
(
id⊗ω(c · ))(W ) = (id⊗ω)((1 ⊗ c)W ). By Proposi-
tions 3.16 and 3.17, we already know that x ∈ A. We then have:
x∗x = (id⊗ω)((1⊗ c)W )∗ (id⊗ω)((1⊗ c)W )
≤ ‖ω‖ (id⊗|ω|)(W ∗(1⊗ c∗)(1⊗ c)W ),
where we used the result of Lemma 4.4 in Part I [14]. Meanwhile, note
that W ∗(1 ⊗ c∗)(1 ⊗ c)W = W ∗(1 ⊗ c∗c)W = ∆(c∗c), by Proposition 3.18.
Also, since c ∈ Nψ, we have c∗c ∈ Mψ and ∆(c∗c) ∈ Mψ⊗id, by the right
invariance of ψ. It follows that
ψ(x∗x) ≤ ψ(‖ω‖ (id⊗|ω|)(∆(c∗c))) = ‖ω‖ |ω|((ψ ⊗ id)(∆(c∗c))) <∞.
Therefore, x ∈ Nψ. 
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In the below is a result for the case when the comultiplication is applied
to the element of the type given in the previous lemma:
Proposition 4.6. Let x =
(
id⊗ω(c · ))(W ) ∈ Nψ as above, where c ∈ Nψ,
ω ∈ B(Hϕ)∗. Then we have:
∆x =
(
id⊗ id⊗ω(c · ))(W13W23),
which is contained in Nψ⊗id.
Proof. As we are taking H = Hψ, we have W ∈ B(Hψ ⊗ Hϕ). For this
discussion, introduce also ϕW ∈ B(Hϕ⊗Hϕ), which is defined in exactly the
same way as the operator W but by taking H = Hϕ in Proposition 3.4. It
is clear that piϕ(x) =
(
id⊗ω(c · ))(ϕW ).
By Proposition 3.18, we then have:
(pi ⊗ piϕ)(∆x) =W ∗
(
1⊗ piϕ(x)
)
W =
(
id⊗ id⊗ω(c · ))(W ∗12 ϕW23W12).
From Proposition 3.20 (2), it is evident that W ∗12 ϕW23W12 = W13 ϕW23, as
operators on Hψ⊗Hϕ⊗Hϕ. So (pi⊗piϕ)(∆x) =
(
id⊗ id⊗ω(c · ))(W13 ϕW23).
With our convention that A = pi(A) ⊆ B(H), we can see that
∆x = (pi ⊗ pi)(∆x) = (id⊗ id⊗ω(c · ))(W13W23) ∈M(A⊗A).
By the right invariance of ψ, it is in fact contained in Nψ⊗id. 
Remark. Eventually, we will see thatHψ andHϕ can be identified. Then, the
result like the previous proposition would become unnecessary, as it is just a
corollary of Proposition 3.18. Until then, similar technique as in the above
proof can be used when we work with elements of the form (id⊗ω)(W ), to
be viewed as in pi(A) or in piϕ(A).
The next proposition shows that there are sufficiently many elements
contained in D(K).
Proposition 4.7. Let c, d ∈ Nψ and let ω ∈ B(Hϕ)∗. Consider:
ξ = Λψ
(
(id⊗ω(c · d∗))(W )).
Then we have ξ ∈ D(K) and Kξ = ξ˜ = Λψ
(
(id⊗ω¯(d · c∗))(W )).
Proof. Without loss of generality, we may assume ω = ωξ′,ζ′ , for ξ
′, ζ ′ ∈ Hϕ.
Let (ej)j∈J be an orthonormal basis for Hϕ, and define:
pj := (id⊗ωej,c∗ζ′)(W ) = (id⊗ωej ,ζ′(c · ))(W ) ∈ Nψ,
qj := (id⊗ωej,d∗ξ′)(W ) = (id⊗ωej ,ξ′(d · ))(W ) ∈ Nψ.
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Suppose ζ = Λψ(a) ∈ H, for an arbitrary a ∈ Nψ. In view of Defini-
tion 4.1, the proof will be done by verifying the following:
V

∑
j∈J
Λψ(pj)⊗ q∗j ζ

 −→ E(ξ ⊗ ζ), (4.6)
V

∑
j∈J
Λψ(qj)⊗ p∗jζ

 −→ E(ξ˜ ⊗ ζ). (4.7)
This notation is being understood that the net of sums over the finite sets
Γ ⊆ J converges, in norm.
To verify Equation (4.6), note first that by Proposition 4.6, we have:
∆(pj) = (id⊗ id⊗ωej,c∗ζ′)(W13W23). By Lemma 3.1 (2), we also know that
q∗j = (id⊗ωd∗ξ′,ej)(W ∗). Then
V

∑
j∈J
Λψ(pj)⊗ q∗j ζ

 =∑
j∈J
(Λψ ⊗ Λψ)
(
∆(pj)(1⊗ q∗j )(1⊗ a)
)
=
∑
j∈J
(Λψ ⊗ Λψ)
(
(id⊗ id⊗ωej ,c∗ζ′)(W13W23)(id⊗ id⊗ωd∗ξ′,ej)(W ∗23)(1⊗ a)
)
.
By Lemma 3.1 (4), this sum converges to
(Λψ ⊗ Λψ)
(
(id⊗ id⊗ωd∗ξ′,c∗ζ′)(W13W23W ∗23) (1⊗ a)
)
.
Now use Proposition 3.20 (1), namelyW13W23W
∗
23 =W
∗
12W12W13 = E12W13.
Here again, there is the subtle issue concerning the Hilbert spaces H and
Hϕ, which can be easily managed by working with ϕW as in the proof of
Proposition 4.6. It follows that
V

∑
j∈J
Λψ(pj)⊗ q∗j ζ

 −→ (Λψ ⊗ Λψ)(E(id⊗ id⊗ωd∗ξ′,c∗ζ′)(W13)(1⊗ a))
= E
(
ξ ⊗ Λψ(a)
)
= E(ξ ⊗ ζ).
Note here that Λψ
(
(id⊗ωd∗ξ′,c∗ζ′)(W )
)
= Λψ
(
(id⊗ωξ′,ζ′(c · d∗))(W )
)
= ξ,
because ω = ωξ′,ζ′. In this way, we verified Equation (4.6).
By using the same notation and same method, we can show that
V

∑
j∈J
Λψ(qj)⊗ p∗jζ

 =∑
j∈J
(Λψ ⊗ Λψ)
(
∆(qj)(1⊗ p∗j)(1⊗ a)
)
converges to
(Λψ ⊗ Λψ)
(
(id⊗ id⊗ωc∗ζ′,d∗ξ′)(W13W23W ∗23) (1⊗ a)
)
= (Λψ ⊗ Λψ)
(
E(id⊗ id⊗ωc∗ζ′,d∗ξ′)(W13)(1 ⊗ a)
)
= E
(
ξ˜ ⊗ Λψ(a)
)
,
where ξ˜ = Λψ
(
(id⊗ωc∗ζ′,d∗ξ′)(W )
)
= Λψ
(
(id⊗ω¯(d · c∗))(W )). Note here
that ω¯ = ωξ′,ζ′ = ωζ′,ξ′. This verifies Equation (4.7). 
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Corollary. D(K) is dense in Hψ. Moreover, the elements of the form
Λψ
(
(id⊗ω(c · d∗))(W )), ω ∈ B(Hϕ)∗, c, d ∈ Nψ, form a core for K.
Proof. By Proposition 4.7, the elements of the form Λψ
(
(id⊗ω(c · d∗))(W )),
c, d ∈ Nψ, are contained in D(K). Since Nψ is dense in A, these elements
are dense in the space generated by Λψ
(
(id⊗ω)(W )), ω ∈ B(Hϕ)∗.
Meanwhile, by Proposition 3.16, for ξ′ = Λϕ(s), ζ ′ = Λϕ(r), s, r ∈ Nϕ, we
have Λψ
(
(id⊗ωξ′,ζ′)(W )
)
= Λψ
(
(id⊗ϕ)(∆(r∗)(1 ⊗ s))). By Equation (3.3)
and by Theorem 3.11, we know such elements are dense in Hψ. Combining
the results, we can see that D(K) is dense in the Hilbert space Hψ. 
So far, we have established that K is a well-defined, closed, densely-
defined operator on Hψ. We wrap up this section with the following result,
involving the operator K and one leg of the operator W .
Proposition 4.8. For any ξ ∈ D(K) and any ω ∈ B(Hϕ)∗, we have:
(id⊗ω)(W )ξ ∈ D(K), and
K
(
(id⊗ω)(W )ξ) = (id⊗ω¯)(W )(Kξ).
Proof. Without loss of generality, we may consider (id⊗ωξ′′,ζ′′)(W )ξ, with
ξ′′, ζ ′′ ∈ Hϕ, while ξ = Λψ
(
(id⊗ωξ′,ζ′(c · d∗))(W )
)
, with ξ′, ζ ′ ∈ Hϕ, c, d ∈
Nψ. We may imitate the proof of Proposition 4.7.
Let (ej)j∈J be an orthonormal basis for Hϕ. For j, l ∈ J , define:
pjl := (id⊗ωej,ζ′′ ⊗ ωel,c∗ζ′)(W12W13),
qjl := (id⊗ωej,ξ′′ ⊗ ωel,d∗ξ′)(W12W13).
Note that we can write pjl = (id⊗ωej,ζ′′)(W )
(
id⊗ωel,ζ′(c · )
)
(W ). Since(
id⊗ωel,ζ′(c · )
)
(W ) ∈ Nψ (by Lemma 4.5) and since Nψ is a left ideal in
M(A), we can see that pjl ∈ Nψ. Similarly, qjl ∈ Nψ.
Note that we have:
∆(pjl) = (id⊗ id⊗ωej,ζ′′ ⊗ ωel,c∗ζ′)(W ∗12W23W24W12).
Therefore, if we let ζ = Λψ(a), for an arbitrary a ∈ Nψ, we have:
V

∑
j,l∈J
Λψ(pjl)⊗ q∗jlζ

 = ∑
j,l∈J
(Λψ ⊗ Λψ)
(
∆(pjl)(1⊗ q∗jl)(1 ⊗ a)
)
=
∑
j,l∈J
(Λψ ⊗ Λψ)
(
(id⊗ id⊗ωej ,ζ′′ ⊗ ωel,c∗ζ′)(W ∗12W23W24W12)
× (id⊗ id⊗ωξ′′,ej ⊗ ωd∗ξ′,el)(W ∗24W ∗23) (1 ⊗ a)
)
.
For the characterization of q∗jl, we used Lemma 3.1 (2).
By twice applying Lemma 3.1 (4), this sum converges to
(Λψ ⊗ Λψ)
(
(id⊗ id⊗ωξ′′,ζ′′ ⊗ ωd∗ξ′,c∗ζ′)(W ∗12W23W24W12W ∗24W ∗23)(1 ⊗ a)
)
.
(4.8)
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But note that
W ∗12W23W24W12W
∗
24W
∗
23 =W
∗
12W23W12W14W
∗
23 =W
∗
12W23W12W
∗
23W14
=W ∗12W12W13W14 = E12W13W14,
by twice using Proposition 3.20 (3). Therefore, the limit given in Equa-
tion (4.8) becomes
E
[
Λψ
(
(id⊗ωξ′′,ζ′′)(W )(id⊗ωd∗ξ′,c∗ζ′)(W )
)⊗ Λψ(a)].
In other words, we have shown that
V

 ∑
j∈J,l∈J
Λψ(pjl)⊗ q∗jlζ

 −→ E [(id⊗ωξ′′,ζ′′)(W )ξ ⊗ ζ]. (4.9)
In a similar way, we can also show that
V

 ∑
j∈J,l∈J
Λψ(qjl)⊗ p∗jlζ

 −→ E [(id⊗ωζ′′,ξ′′)(W )ξ˜ ⊗ ζ], (4.10)
where ξ˜ = Λψ
(
(id⊗ωc∗ζ′,d∗ξ′)(W )
)
= Kξ, as observed in Proposition 4.7.
Since ξ′′, ζ ′′, ξ′, ζ ′, c, d, a are arbitrary, Equations (4.9) and (4.10) show
that (id⊗ω)(W )ξ ∈ D(K), ∀ξ ∈ D(K),∀ω ∈ B(H)∗, by Definition 4.1.
Also, K
(
(id⊗ω)(W )ξ) = (id⊗ω¯)(W )(Kξ). 
Corollary. (1) The result of Proposition 4.8 means that we have the
inclusion: (id⊗ω¯)(W )K ⊆ K (id⊗ω)(W ), ∀ω ∈ B(Hϕ)∗.
(2) By taking adjoints, we also have: (id⊗ω¯)(W ∗)K∗ ⊆ K∗ (id⊗ω)(W ∗).
Phrased in a different way, this means that for ξ′ ∈ D(K∗) and
ω ∈ B(Hϕ)∗, we have: (id⊗ω)(W ∗)ξ′ ∈ D(K∗), and
K∗
(
(id⊗ω)(W ∗)ξ′) = (id⊗ω¯)(W ∗)(K∗ξ′).
4.2. The operator T and some modular theory. Consider the operator
T on Hϕ, which is the closure of the map Λϕ(x) 7→ Λϕ(x∗), for x ∈ Nϕ∩N∗ϕ.
This is exactly the operator studied in the Tomita–Takesaki modular theory
[25]. The usual notation in the modular theory for this operator is S, but
we use T in our case to avoid confusion with the antipode map.
To be precise, denote by ϕ˜ the lift of ϕ to the von Neumann algebra
M = piϕ(A)
′′. It is a normal, semi-finite, faithful (n.s.f.) weight. While the
operator T is typically associated with the von Neumann algebra weight, it
is known that the GNS Hilbert spaces Hϕ˜ and Hϕ are same. The operator
T is conjugate linear and involutive. There exists the polar decomposition
T = J∇ 12 , where J is a conjugate linear isomorphism (called the “modular
conjugation”) and ∇ = T ∗T is a positive operator (called the “modular
operator”). We have J = J∗, J2 = 1, and J∇J = ∇−1. If we regard the
elements of M as operators on Hϕ, then it is known that JMJ = M ′. For
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all t ∈ R, we also have ∇itM∇−it = M . From this last observation, one
defines the “modular automorphism group” (σϕ˜t )t∈R, by
σ
ϕ˜
t (x) := ∇itx∇−it, x ∈M.
We have ϕ˜ = ϕ˜ ◦ σϕ˜t , and the modular automorphism group satisfies the
“KMS condition”. All these are standard results. Refer to [25], [24]. In our
case, our ϕ being a KMS weight implies that (σϕ˜t ) leaves the C
∗-algebra A
invariant, and the restriction of (σϕ˜t ) to A coincides with the automorphism
group (σϕt ) associated with ϕ.
Our aim here is to show that there is a result similar to Proposition 4.8,
involving the operator T and the other leg of the operator W .
Proposition 4.9. Let T be as above.
(1) For ζ ∈ D(T ) and for any θ ∈ B(H)∗, we have: (θ ⊗ id)(W ∗)ζ ∈
D(T ), and
T
(
(θ ⊗ id)(W ∗)ζ) = (θ¯ ⊗ id)(W ∗)(Tζ).
So we have: (θ¯ ⊗ id)(W ∗)T ⊆ T (θ ⊗ id)(W ∗).
(2) For ζ ′ ∈ D(T ∗) and θ ∈ B(H)∗, we have: (θ ⊗ id)(W )ζ ′ ∈ D(T ∗),
and
T ∗
(
(θ ⊗ id)(W )ζ ′) = (θ¯ ⊗ id)(W )(T ∗ζ ′).
So we have: (θ¯ ⊗ id)(W )T ∗ ⊆ T ∗ (θ ⊗ id)(W ).
Proof. Without loss of generality, let ζ = Λϕ(x), for some x ∈ Nϕ ∩N∗ϕ. By
the left invariance of ϕ, we know (θ⊗ id)(∆x) ∈ Nϕ∩N∗ϕ. Also, by definition
of W , we have: (θ ⊗ id)(W ∗)Λϕ(x) = Λϕ
(
(θ ⊗ id)(∆x)). Therefore,
T
(
(θ ⊗ id)(W ∗)Λϕ(x)
)
= T
(
Λϕ[(θ ⊗ id)(∆x)]
)
= Λϕ
(
[(θ ⊗ id)(∆x)]∗)
= Λϕ
(
(θ¯ ⊗ id)(∆(x∗))) = (θ¯ ⊗ id)(W ∗)Λϕ(x∗)
= (θ¯ ⊗ id)(W ∗)(TΛϕ(x)).
Since ζ = Λϕ(x) is arbitrary, this proves the first result. The second result
is obtained by taking the adjoints. 
4.3. Some technical results concerning the polar decompositions of
the operators K and T . In §4.2, we considered the operator T on Hϕ, its
polar decomposition T = J∇ 12 , the modular automorphism group (σϕ˜t )t∈R,
and their properties.
In §4.1, we defined the operator K on H = Hψ. As in the case of T ,
since K is also an involutive conjugate linear operator, we can consider its
polar decomposition, given by K = IL
1
2 , where L = K∗K is a positive
operator and I is a conjugate linear isomorphism. We will have: I∗ = I,
I2 = 1, and ILI = L−1. In addition, we can consider the “scaling group”
(τt)t∈R, which is a norm-continuous automorphism group on B(H) given by
τt( · ) := Lit · L−it.
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Main goal in this subsection is to show that (Lit⊗∇it)W (L−it⊗∇−it) =
W , t ∈ R (Proposition 4.18) and that (I ⊗ J)W (I ⊗ J) = W ∗ (Proposi-
tion 4.20). From these results, we can show later (in §4.4) that the map
defined by S := R ◦ τ− i
2
, where R(x) = Ix∗I and τ− i
2
is the analytic gener-
ator of (τt) at t = − i2 , is our antipode.
In fact, this is exactly how things are done in the quantum group case
(see Proposition 2.20 in [31], for instance). Our situation is more compli-
cated, however, because the methods that worked in the quantum group
case cannot be applied, due to the fact that W is not a unitary (it is only
a partial isometry). This makes our discussion below to appear somewhat
long-winded, but the overall strategy is still the same.
As before, regard A = pi(A) ∈ B(H), via the GNS representation. Let us
first begin by collecting some technical results, given in the following two
lemmas. Lemma 4.10 below is analogous to Lemma 3.14 of [17]. Here, Tϕ˜
denotes the Tomita ∗-algebra, a dense subalgebra in piϕ(A)′′.
Lemma 4.10. Let a, b ∈ Tϕ˜ and p ∈ Nϕ. Then
(id⊗ω
Λϕ˜(aσ
ϕ˜
−i(b
∗)),Λϕ(p)
)(W ) = pi
(
(id⊗ωΛϕ˜(a),Λϕ˜(b))(∆(p∗))
)
.
Proof. For any q ∈ Nϕ, by an earlier result in Proposition 3.16, we have
(id⊗ωΛϕ(q),Λϕ(p))(W ) = (id⊗ϕ)
(
∆(p∗)(1⊗ q)).
Let θ be an arbitrary linear functional. Then from the above, we have
θ
(
(id⊗ωΛϕ(q),Λϕ(p))(W )
)
= θ
(
(id⊗ϕ)(∆(p∗)(1⊗ q))) = ϕ((θ ⊗ id)(∆(p∗))q)
= ϕ
(
((θ¯ ⊗ id)(∆p))∗q) = 〈Λϕ(q),Λϕ((θ¯ ⊗ id)(∆p))〉.
In terms of the lifted weight ϕ˜ (recall that Hϕ˜ = Hϕ), this is same as
θ
(
(id⊗ωΛϕ(q),Λϕ(p))(W )
)
=
〈
Λϕ˜(pi(q)),Λϕ˜(pi[(θ¯ ⊗ id)(∆p)])
〉
, (4.11)
where we wrote pi( · ) to distinguish the elements in A from the generic
elements in the von Neumann algebra piϕ(A)
′′.
Equation (4.11) holds true for any q ∈ Nϕ. This means that for any
x ∈ Nϕ˜, we will also have
θ
(
(id⊗ωΛϕ˜(x),Λϕ(p))(W )
)
=
〈
Λϕ˜(x),Λϕ˜(pi[(θ¯ ⊗ id)(∆p)])
〉
. (4.12)
In particular, let x = aσϕ˜−i(b
∗), for a, b ∈ Tϕ˜. Then Equation (4.12)
becomes
θ
(
(id⊗ω
Λϕ˜(aσ
ϕ˜
−i(b
∗)),Λϕ(p)
)(W )
)
= ϕ˜
(
pi[(θ ⊗ id)(∆(p∗))]x)
= ϕ˜
(
pi[(θ ⊗ id)(∆(p∗))]aσϕ˜−i(b∗)
)
= ϕ˜
(
b∗pi[(θ ⊗ id)(∆(p∗))]a)
=
〈
pi[(θ ⊗ id)(∆(p∗))]Λϕ˜(a),Λϕ˜(b)
〉
= ωΛϕ˜(a),Λϕ˜(b)
(
pi[(θ ⊗ id)(∆(p∗))])
= θ
(
pi[(id⊗ωΛϕ˜(a),Λϕ˜(b))(∆(p∗))]
)
.
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This result is true for any functional θ. It follows that
(id⊗ω
Λϕ˜(aσ
ϕ˜
−i(b
∗)),Λϕ(p)
)(W ) = pi
(
(id⊗ωΛϕ˜(a),Λϕ˜(b))(∆(p∗))
)
,
as elements in A = pi(A). 
Remark. By the property of the Tomita ∗-algebra, we know that the elements
of the form Λϕ˜(aσ
ϕ˜
−i(b
∗)), a, b ∈ Tϕ˜, span a dense subset in Hϕ˜ = Hϕ.
Meanwhile, now that we have proved the result, and since we can see that
the equality holds as elements in A = pi(A), we may as well write the result
of the lemma as
(id⊗ω
Λϕ˜(aσ
ϕ˜
−i(b
∗)),Λϕ(p)
)(W ) = (id⊗ωΛϕ˜(a),Λϕ˜(b))(∆(p∗)), (4.13)
for a, b ∈ Tϕ˜ and p ∈ Nϕ.
The following Lemma 4.11, which is analogous to Lemma 5.7 of [17], is a
consequence of the previous result.
Lemma 4.11. Let a ∈ Tϕ˜ and x ∈ Nϕ˜ ∩N∗ϕ˜. Then(
(id⊗ωΛϕ˜(x),Λϕ˜(a))(W ∗)
)∗
= (id⊗ω
Λϕ˜(x∗),Λϕ˜(σ
ϕ˜
−i(a
∗))
)(W ∗),
which can be also written as
(id⊗ωΛϕ˜(a),Λϕ˜(x))(W ) = (id⊗ωΛϕ˜(x∗),Λϕ˜(σϕ˜−i(a∗)))(W
∗).
Proof. Let p ∈ Nϕ, a, b ∈ Tϕ˜, and consider the result of the previous lemma,
given in Equation (4.13). Take the adjoint. Then we have:
(id⊗ω
Λϕ(p),Λϕ˜(aσ
ϕ˜
−i(b
∗))
)(W ∗) = (id⊗ωΛϕ˜(b),Λϕ˜(a))(∆p).
This holds true for any p ∈ Nϕ. Therefore, the result extends to any x ∈
Nϕ˜
(⊆ piϕ(A)′′), with ∆˜x :=W ∗(1⊗ x)W (see Proposition 3.21). That is,
(id⊗ω
Λϕ˜(x),Λϕ˜(aσ
ϕ˜
−i(b
∗))
)(W ∗) = (id⊗ωΛϕ˜(b),Λϕ˜(a))(∆˜x), for x ∈ Nϕ˜. (4.14)
If x ∈ Nϕ˜ ∩N∗ϕ˜, from Equation (4.14), we will have:(
(id⊗ω
Λϕ˜(x),Λϕ˜(aσ
ϕ˜
−i(b
∗))
)(W ∗)
)∗
= (id⊗ωΛϕ˜(a),Λϕ˜(b))(∆˜(x∗))
= (id⊗ω
Λϕ˜(x∗),Λϕ˜(bσ
ϕ˜
−i(a
∗))
)(W ∗). (4.15)
Next, we need a technical result from the weight theory: Namely, find
a bounded net (bk)k∈P in Tϕ˜, where P is an index set, such that (bk)k∈P
converges strongly∗ to 1, and that
(
σ
ϕ˜
i
2
(bk)
)
k∈P is bounded and converges
strongly∗ to 1. For instance, take a bounded net (uk)x∈P in Nϕ˜ ∩N∗ϕ˜ con-
verging strongly∗ to 1, and define bk = 1√pi
∫
exp(−t2)σϕ˜t (uk) dt. (See the
proof of Lemma 5.7 in [17], or the proof of Proposition 1.14 in [16].) Then,
by a standard result in modular theory (see also Lemma 1.2 in Part I [14]),
we have the following convergence:
Λϕ˜
(
aσ
ϕ˜
−i(b
∗
k)
)
= Jϕ˜piϕ˜
(
σ
ϕ˜
− i
2
(b∗k)
)∗
Jϕ˜Λϕ˜(a) = Jϕ˜piϕ˜
(
σ
ϕ˜
i
2
(bk)
)
Jϕ˜Λϕ˜(a) −→ Λϕ˜(a).
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Now let b = bk in Equation (4.15) and consider the limit. Then we obtain:(
(id⊗ωΛϕ˜(x),Λϕ˜(a))(W ∗)
)∗
= (id⊗ω
Λϕ˜(x∗),Λϕ˜(σ
ϕ˜
−i(a
∗))
)(W ∗),
proving the lemma. The second equation is a quick consequence of Lemma 3.1.

Using Lemma 4.11, we can prove the next result, which plays a central
role in what follows. Recall here that L = K∗K and ∇ = T ∗T , the positive
operators arising from the polar decompositions of K and T , respectively.
Proposition 4.12.
W ∗(L⊗∇) ⊆ (L⊗∇)W ∗ and W (L⊗∇) ⊆ (L⊗∇)W.
Proof. Let ξ, ξ′ ∈ D(L) and ζ, ζ ′ ∈ D(∇). Without loss of generality, we may
let ζ = Λϕ˜(a), ζ
′ = Λϕ˜(b), for a, b ∈ Tϕ˜. Then ∇ζ = ∇Λϕ˜(a) = Λϕ˜
(
σ
ϕ˜
−i(a)
)
,
by modular theory. So we have:〈
W ∗(Lξ ⊗∇ζ), ξ′ ⊗ ζ ′〉 = 〈(id⊗ω
Λϕ˜(σ
ϕ˜
−i(a)),Λϕ˜(b)
)(W ∗)K∗Kξ, ξ′
〉
, (4.16)
where we used L = K∗K. But by Proposition 4.8, we have:
(id⊗ω
Λϕ˜(σ
ϕ˜
−i(a)),Λϕ˜(b)
)(W ∗)K∗Kξ = K∗(id⊗ω
Λϕ˜(b),Λϕ˜(σ
ϕ˜
−i(a))
)(W ∗)Kξ.
Meanwhile, by Lemma 4.11, we have
(id⊗ω
Λϕ˜(b),Λϕ˜(σ
ϕ˜
−i(a))
)(W ∗) = (id⊗ωΛϕ˜(a∗),Λϕ˜(b∗))(W ).
So Equation (4.16) now becomes〈
W ∗(Lξ ⊗∇ζ), ξ′ ⊗ ζ ′〉
=
〈
K∗(id⊗ωΛϕ˜(a∗),Λϕ˜(b∗))(W )Kξ, ξ′
〉
=
〈
K∗K(id⊗ωΛϕ˜(b∗),Λϕ˜(a∗))(W )ξ, ξ′
〉
=
〈
(id⊗ωΛϕ˜(b∗),Λϕ˜(a∗))(W )ξ,K∗Kξ′
〉
=
〈
W (ξ ⊗ Λϕ˜(b∗)),K∗Kξ′ ⊗ Λϕ˜(a∗)
〉
=
〈
W (ξ ⊗ Tζ ′), Lξ′ ⊗ Tζ〉. (4.17)
The second equality used Proposition 4.8. Since a, b ∈ Tϕ˜ are arbitrary,
Equation (4.17) is true for any ξ, ξ′ ∈ D(L) and any ζ, ζ ′ ∈ D(∇).
Next, consider the right hand side of Equation (4.17). We have〈
W (ξ ⊗ Tζ ′), Lξ′ ⊗ Tζ〉 = 〈(ωξ,Lξ′ ⊗ id)(W )Tζ ′, T ζ〉
=
〈
Tζ ′, (ωLξ′,ξ ⊗ id)(W ∗)Tζ
〉
=
〈
Tζ ′, T (ωξ,Lξ′ ⊗ id)(W ∗)ζ
〉
, (4.18)
where we used Proposition 4.9 (1) for the last equality. Since T is a conjugate
linear operator, the right hand side becomes
=
〈
T ∗Tζ ′, (ωξ,Lξ′ ⊗ id)(W ∗)ζ
〉
=
〈
(ωξ,Lξ′ ⊗ id)(W ∗)ζ,∇ζ ′
〉
,
using ∇ = T ∗T . Putting these together, Equation (4.18) then becomes〈
W (ξ ⊗ Tζ ′), Lξ′ ⊗ Tζ〉
=
〈
W ∗(ξ ⊗ ζ), Lξ′ ⊗∇ζ ′〉 = 〈(L⊗∇)W ∗(ξ ⊗ ζ), ξ′ ⊗ ζ ′〉. (4.19)
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Combine Equations (4.17) and (4.19). We conclude that
W ∗(Lξ ⊗∇ζ) = (L⊗∇)W ∗(ξ ⊗ ζ), ∀ξ ∈ D(L),∀ζ ∈ D(∇).
This proves the inclusion W ∗(L ⊗∇) ⊆ (L ⊗∇)W ∗. The second inclusion
is an immediate consequence obtained by taking adjoints.

Remark. In the quantum group case, once the result like W ∗(L ⊗ ∇) ⊆
(L ⊗ ∇)W ∗ is obtained, one can immediately show that it is actually an
equality, by taking advantage of the fact thatW is a unitary. Unfortunately,
the operator W is not unitary in our situation, so the analogous approach
does not work, and in fact the equality does not hold. This requires us to
look for a different approach, based on the fact that W is a partial isometry.
We know from Theorem 3.15 that W is a partial isometry in B(H⊗Hϕ),
with W ∗W = E = (pi ⊗ piϕ)(E) and WW ∗ = GL. In the below are some
consequences of Proposition 4.12.
Proposition 4.13. We have:
(1) E(L⊗∇) ⊆ (L⊗∇)E and GL(L⊗∇) ⊆ (L⊗∇)GL
(2) W ∗(L⊗∇)GL = E(L⊗∇)W ∗
(3) W ∗(L⊗∇)W = E(L⊗∇)E and W (L⊗∇)W ∗ = GL(L⊗∇)GL
Proof. (1). From Proposition 4.12, we know that W ∗(L⊗∇) ⊆ (L⊗∇)W ∗
and W (L⊗∇) ⊆ (L⊗∇)W . Combining, we have:
E(L⊗∇) =W ∗W (L⊗∇) ⊆W ∗(L⊗∇)W ⊆ (L⊗∇)W ∗W = (L⊗∇)E.
Similarly, we have:
GL(L⊗∇) =WW ∗(L⊗∇) ⊆W (L⊗∇)W ∗ ⊆ (L⊗∇)WW ∗ = (L⊗∇)GL.
(2). Again from W ∗(L⊗∇) ⊆ (L⊗∇)W ∗, we have:
GL(L⊗∇)W =WW ∗(L⊗∇)W ⊆W (L⊗∇)W ∗W =W (L⊗∇)E.
By taking adjoints, it becomes: E(L⊗∇)W ∗ ⊆W ∗(L⊗∇)GL. Meanwhile,
since EW ∗ =W ∗WW ∗ =W ∗ and W ∗GL =W ∗WW ∗ =W ∗, we have:
W ∗(L⊗∇)GL = EW ∗(L⊗∇)GL ⊆ E(L⊗∇)W ∗GL = E(L⊗∇)W ∗.
Combining the two results, we see that
W ∗(L⊗∇)GL = E(L⊗∇)W ∗.
(3). Since GLW =WW
∗W =W , from (2) we have:
W ∗(L⊗∇)W =W ∗(L⊗∇)GLW = E(L⊗∇)W ∗W = E(L⊗∇)E.
From (2), taking adjoint, we also see that W (L⊗∇)E = GL(L⊗ ∇)W .
Since EW ∗ =W ∗WW ∗ =W ∗, we have:
W (L⊗∇)W ∗ =W (L⊗∇)EW ∗ = GL(L⊗∇)WW ∗ = GL(L⊗∇)GL.

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Corollary. We may write the two results in (3) of the above proposition in
a more symmetric form:
W ∗
(
GL(L⊗∇)GL
)
W = E(L⊗∇)E
W
(
E(L⊗∇)E)W ∗ = GL(L⊗∇)GL.
Proof. UseWE =W , GLW =W , EW
∗ =W ∗, W ∗GL =W ∗, then re-write
(3) of Proposition 4.13. 
The Corollary suggests us to look more closely at the operators E(L⊗∇)E
andGL(L⊗∇)GL. For this purpose, it is useful to note that as a consequence
ofW being a partial isometry, we can writeH⊗Hϕ = Ker(W )⊕Ker(W )⊥ =
Ker(W ) ⊕ Ran(E) and also H ⊗ Hϕ = Ker(W ∗) ⊕ Ran(GL). Then the
operators E(L⊗∇)E and GL(L⊗∇)GL are none other than the restrictions
of L⊗∇ onto the subspaces Ran(E) and Ran(GL), respectively.
Proposition 4.14. We have:
(1) (L⊗∇)E = E(L⊗∇)E
(2) (L⊗∇)GL = GL(L⊗∇)GL
Proof. By Proposition 4.13 (1), we have: E(L ⊗ ∇)E ⊆ (L ⊗ ∇)E, with
E being a projection. We may regard them as operators restricted to the
subspace Ran(E). It is clear that D(E(L⊗∇)E) = Ran(E) ∩D(L⊗∇) =
D((L ⊗ ∇)E). Since the domains are same, we see that E(L ⊗ ∇)E =
(L⊗∇)E.
Similarly, regarded as operators restricted to the subspace Ran(GL), we
have: GL(L⊗∇)GL = (L⊗∇)GL. 
Corollary. For the (unbounded) operator L⊗∇ on H⊗Hϕ, we have:
(1) (L⊗∇)|Ran(E) is an operator on the subspace Ran(E).
(2) (L⊗∇)|Ran(GL) is an operator on the subspace Ran(GL).
(3) (L⊗∇)|Ker(W ) is an operator on the subspace Ker(W ).
(4) (L⊗∇)|Ker(W ∗) is an operator on the subspace Ker(W ∗).
(5) A typical element of D(W (L ⊗ ∇)) can be written as ζ = ζ0 ⊕ ζ1,
where ζ0 ∈ Ker(W ) ∩D(L⊗∇) and ζ1 ∈ Ran(E) ∩ D(L⊗∇).
(6) A typical element of D(W ∗(L ⊗∇)) can be written as ζ = ζ0 ⊕ ζ1,
where ζ0 ∈ Ker(W ∗) ∩ D(L⊗∇) and ζ1 ∈ Ran(E) ∩ D(L⊗∇).
Proof. (1), (2). These are immediate consequences of Proposition 4.14.
(3), (4). Consider (L⊗∇)(1−E) and (1−E)(L⊗∇)(1−E), and consider
an arbitrary element ζ ∈ Ran(1 − E) ∩ D(L⊗∇), the common domain for
both. Then by Proposition 4.13 (1), we have E(L⊗∇)ζ = (L⊗∇)Eζ = 0.
From this it is easy to conclude that
(L⊗∇)(1− E) = (1− E)(L⊗∇)(1− E).
Since Ker(W ) = Ran(1 − E), the result follows. Proof for (4) is similar,
since Ker(W ∗) = Ran(1−GL).
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(5), (6). Consider ζ ∈ D(W (L⊗∇)) = D(L⊗∇) and write ζ = ζ0 ⊕ ζ1,
where ζ0 ∈ Ker(W ) and ζ1 ∈ Ran(E). Then, from the fact thatW (L⊗∇) ⊆
(L⊗∇)W (by Proposition 4.12), we must have Wζ ∈ D(L⊗∇), and
W (L⊗∇)ζ = (L⊗∇)Wζ = (L⊗∇)Wζ1 = (L⊗∇)GLWζ1,
because GLW =WW
∗W =W . But
(L⊗∇)GLW = GL(L⊗∇)GLW = GL(L⊗∇)W =W (L⊗∇)E,
using Proposition 4.14 (2) and Proposition 4.13 (4). Combining the results,
we haveW (L⊗∇)(ζ0⊕ζ1) =W (L⊗∇)ζ1, since ζ1 ∈ Ran(E). In this way, we
showed that ζ1 ∈ Ran(E)∩D(L⊗∇) such that W (L⊗∇)ζ1 = (L⊗∇)Wζ1.
Also as a consequence, we see that ζ0 ∈ Ker(W ) ∩ D(L⊗∇). Proof for (6)
is similar to that of (5). 
Remark. In (5) of the above Corollary, we saw that a typical element of
D(W (L⊗∇)) can be written as ζ = ζ0⊕ ζ1, where ζ0 ∈ Ker(W )∩D(L⊗∇)
and ζ1 ∈ Ran(E) ∩ D(L⊗∇). We also saw that Wζ1 ∈ D(L⊗∇). On the
other hand, an element in D((L ⊗ ∇)W ) would be written as ζ = ζ0 ⊕ ζ1,
where ζ0 ∈ Ker(W ) and ζ1 ∈ Ran(E) such that Wζ1 ∈ D(L ⊗ ∇). We do
not expect to have Ker(W ) ∩ D(L⊗∇) = Ker(W ) in general. Therefore,
W (L⊗∇) $ (L⊗∇)W.
Similarly, W ∗(L⊗∇) $ (L⊗∇)W ∗.
This is different from the quantum group case, which makes things tricky.
We can find a way, nonetheless. The following is a re-interpretation of the
results in Corollary of Proposition 4.13
Proposition 4.15. We have:
(1) (L⊗∇)|Ran(E) =W ∗(L⊗∇)|Ran(GL)W , as operators on Ran(E).
(2) (L⊗∇)|Ran(GL) =W (L⊗∇)|Ran(E)W ∗, as operators on Ran(GL).
Proof. When restricted to subspaces, note that W |Ran(E) and W ∗|Ran(GL)
may be regarded as onto isometries between Ran(E) and Ran(GL). Also
W ∗|Ran(GL)W |Ran(E) = IdRan(E) and W |Ran(E)W ∗|Ran(GL) = IdRan(GL). In
this way, the results in Corollary of Proposition 4.13 can be re-interpreted
as above. 
Since L, ∇ are self-adjoint operators, we can perform functional calcu-
lus. In particular, we can consider Lz, ∇z, for any z ∈ C. We next wish
to explore the behavior of the operator Lz ⊗∇z. Note first that by Corol-
lary of Proposition 4.14, it is clear that (Lz ⊗∇z)|Ran(E) is an operator on
Ran(E) and (Lz ⊗ ∇z)|Ker(W ) is an operator on Ker(W ). Similar also for
the operators (Lz ⊗∇z)|Ran(GL) and (Lz ⊗∇z)|Ker(W ∗).
As for (Lz ⊗∇z)|Ran(E) and (Lz ⊗∇z)|Ran(GL), we have the following:
Proposition 4.16. For z ∈ C, we have:
(1) (Lz⊗∇z)|Ran(E) =W ∗(Lz⊗∇z)|Ran(GL)W , as operators on Ran(E).
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(2) (Lz⊗∇z)|Ran(GL) =W (Lz⊗∇z)|Ran(E)W ∗, as operators on Ran(GL).
(3) W (Lz⊗∇z)|Ran(E) = (Lz⊗∇z)|Ran(GL)W , as operators on Ran(E).
(4) W ∗(Lz⊗∇z)|Ran(GL) = (Lz⊗∇z)|Ran(E)W ∗, as operators on Ran(GL).
Proof. (1), (2). It is clear that(
(L⊗∇)|Ran(E)
)z
= (Lz ⊗∇z)|Ran(E)(
(L⊗∇)|Ran(GL)
)z
= (Lz ⊗∇z)|Ran(GL)
for z ∈ C. Combine this result with that of Proposition 4.15, using the fact
that W |Ran(E) and W ∗|Ran(GL) are inverses of each other.
(3), (4). By (1), we have:
W (Lz ⊗∇z)|Ran(E) =WW ∗(Lz ⊗∇z)W |Ran(E) = GL(Lz ⊗∇z)W |Ran(E),
which is just (Lz ⊗∇z)W |Ran(E), because (Lz ⊗∇z)|Ran(GL) is an operator
on Ran(GL). (4) is proved similarly, using (2). 
On the level of the whole space H ⊗ Hϕ, however, we do not in general
expect a result likeW (Lz⊗∇z) = (Lz⊗∇z)W . The domains may not agree,
as noted in the case when z = 1. The best we can expect is the following:
Proposition 4.17. For any z ∈ C, we have:
W (Lz ⊗∇z) ⊆ (Lz ⊗∇z)W and W ∗(Lz ⊗∇z) ⊆ (Lz ⊗∇z)W ∗.
Proof. Suppose ζ ∈ D(Lz ⊗∇z) and write ζ = ζ0 ⊕ ζ1, where ζ0 ∈ Ker(W ),
ζ1 ∈ Ran(E). Then each of ζ0 and ζ1 must also be contained in the domain
D(Lz ⊗ ∇z). That was the case when z = 1 (see Corollary to Proposi-
tion 4.14), and it is because (Lz ⊗ ∇z)|Ker(W ) and (Lz ⊗ ∇z)|Ran(E) are
operators on Ker(W ) and Ran(E) respectively. Since (Lz ⊗ ∇z)|Ker(W ) :
Ker(W )∩D(Lz ⊗∇z)→ Ker(W ), it is then easy to see that W (Lz ⊗∇z)ζ0
is valid and vanishes. So we have:
W (Lz ⊗∇z)ζ =W (Lz ⊗∇z)(ζ0 ⊕ ζ1) =W (Lz ⊗∇z)ζ1 = (Lz ⊗∇z)Wζ1.
For the last equality, we used the fact that ζ1 ∈ Ran(E), applying the result
of the previous proposition. It follows that for any ζ = ζ0⊕ζ1 in D(Lz⊗∇z),
W (Lz ⊗∇z)(ζ0 ⊕ ζ1) = (Lz ⊗∇z)Wζ1 = (Lz ⊗∇z)W (ζ0 ⊕ ζ1).
This proves the first inclusion. The second one is similar, using H ⊗Hϕ =
Ker(W ∗)⊕ Ran(GL). 
While we only have “⊆” in general, the situation is better if z ∈ C is
purely imaginary, that is z = it, t ∈ R. If so, the operators Lit, ∇it are
bounded, so D(Lit ⊗∇it) would be the whole space H⊗Hϕ. Then we will
have the equalities, as can be seen in the proposition below.
Proposition 4.18. Let t ∈ R. Then we have the following equalities on the
whole space H⊗Hϕ.
(1) W (Lit ⊗∇it) = (Lit ⊗∇it)W
(2) W ∗(Lit ⊗∇it) = (Lit ⊗∇it)W ∗
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Proof. Since Lit, ∇it are bounded operators, there is no issue with their
domains. We already know that W (Lz⊗∇z) ⊆ (Lz⊗∇z)W , in general. So
we indeed have the equality (1). Similar for (2). 
Proposition 4.18 plays a significant role as we define the antipode map
later. The next main result to show is Proposition 4.20 below. But first, we
need some preparation.
Lemma 4.19. Let v ∈ D(L 12 ) and w ∈ D(L− 12 ). Then we have:
(ωv,w ⊗ id)(W )∗ = (ω
IL
1
2 v,IL−
1
2w
⊗ id)(W ).
Proof. For any a, b ∈ Nϕ, we have:〈
(ω
IL
1
2 v,IL−
1
2w
⊗id)(W )Λϕ(a),Λϕ(b)
〉
=
〈
(id⊗ωΛϕ(a),Λϕ(b))(W )IL
1
2 v, IL−
1
2w
〉
.
Recall that ILI = L−1, so IL−
1
2 = L
1
2 I, and K = IL
1
2 = L−
1
2 I. Also
(id⊗ωΛϕ(a),Λϕ(b))(W )K ⊆ K(id⊗ωΛϕ(b),Λϕ(a))(W ), by Proposition 4.8. Putting
these all together, the above expression becomes
=
〈
L−
1
2 I(id⊗ωΛϕ(b),Λϕ(a))(W )v, L
1
2 Iw
〉
=
〈
I(id⊗ωΛϕ(b),Λϕ(a))(W )v, Iw
〉
.
As I∗ = I, I2 = I, and I is conjugate linear, this becomes
=
〈
(id⊗ωΛϕ(b),Λϕ(a))(W )v,w
〉
=
〈
w, (id⊗ωΛϕ(b),Λϕ(a))(W )v
〉
=
〈
(id⊗ωΛϕ(a),Λϕ(b))(W ∗)w, v
〉
=
〈
(ωw,v ⊗ id)(W ∗)Λϕ(a),Λϕ(b)
〉
.
Since a, b are arbitrary, we conclude that
(ω
IL
1
2 v,IL−
1
2w
⊗ id)(W ) = (ωw,v ⊗ id)(W ∗) = (ωv,w ⊗ id)(W )∗.

We are now ready to prove one remaining main result of the subsection:
Proposition 4.20. We have:
(I ⊗ J)W (I ⊗ J) =W ∗.
Proof. Let v ∈ D(L 12 ) and w ∈ D(L− 12 ). From Proposition 4.17, we know
that W ∗(L
1
2 ⊗∇ 12 ) ⊆ (L 12 ⊗∇ 12 )W ∗. So for any p, q ∈ D(∇ 12 ), we have:〈
W ∗(v ⊗ p), w ⊗∇ 12 q〉 = 〈W ∗(v ⊗ p), L 12L− 12w ⊗∇ 12 q〉
=
〈
(L
1
2 ⊗∇ 12 )W ∗(v ⊗ p), L− 12w ⊗ q〉
=
〈
W ∗(L
1
2 v ⊗∇ 12p), L− 12w ⊗ q〉.
Re-writing, this becomes:〈
(ωv,w⊗id)(W ∗)p,∇
1
2 q
〉
=
〈
(ω
L
1
2 v,L−
1
2w
⊗id)(W ∗)∇ 12 p, q〉, ∀p, q ∈ D(∇ 12 ).
Or equivalently,
〈∇ 12 (ωv,w⊗ id)(W ∗)p, q〉 = 〈(ω
L
1
2 v,L−
1
2w
⊗ id)(W ∗)∇ 12p, q〉.
This means that for any p ∈ D(∇ 12 ), we have (ωv,w ⊗ id)(W ∗)p ∈ D(∇ 12 )
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and that ∇ 12 (ωv,w⊗ id)(W ∗)p = (ω
L
1
2 v,L−
1
2w
⊗ id)(W ∗)∇ 12p. In other words,
we have shown that
(ω
L
1
2 v,L−
1
2w
⊗ id)(W ∗)∇ 12 ⊆ ∇ 12 (ωv,w ⊗ id)(W ∗). (4.20)
By Lemma 4.19, we have
(ω
L
1
2 v,L−
1
2w
⊗ id)(W ∗) = (ω
L−
1
2w,L
1
2 v
⊗ id)(W )∗ = (ωIw,Iv ⊗ id)(W ).
So Equation (4.20) now becomes
(ωIw,Iv ⊗ id)(W )∇
1
2 ⊆ ∇ 12 (ωv,w ⊗ id)(W ∗). (4.21)
Meanwhile, since T = J∇ 12 (so JT = ∇ 12 ), we have:
J(ωw,v ⊗ id)(W ∗)J∇
1
2 = J(ωw,v ⊗ id)(W ∗)T
⊆ JT (ωv,w ⊗ id)(W ∗) = ∇
1
2 (ωv,w ⊗ id)(W ∗),
(4.22)
where we used the result of Proposition 4.9.
Compare the two inclusions obtained in (4.21) and (4.22), where we ob-
serve that the right hand sides are exactly same. Since ∇ 12 has dense range,
this implies that the two bounded operators in the left sides of these inclu-
sions should be same. That is,
(ωIw,Iv ⊗ id)(W ) = J(ωw,v ⊗ id)(W ∗)J,
true for any v ∈ D(L 12 ) and w ∈ D(L− 12 ). In fact, this equality will actually
hold for any v,w ∈ H, because the equation involves only the bounded
operators and since the domains D(L 12 ) and D(L− 12 ) are dense in H. In
other words,
(ωIw,Iv ⊗ id)(W ) = J(ωw,v ⊗ id)(W ∗)J, ∀v,w ∈ H. (4.23)
Finally, let v,w ∈ H and p, q ∈ Hϕ be arbitrary. We have:〈
(I ⊗ J)W ∗(I ⊗ J)(v ⊗ p), w ⊗ q〉 = 〈W ∗(I ⊗ J)(v ⊗ p), Iw ⊗ Jq〉
=
〈
(ωIv,Iw ⊗ id)(W ∗)Jp, Jq
〉
, (4.24)
because I ⊗ J is conjugate linear. But, by Equation (4.23), we have:
(ωIv,Iw ⊗ id)(W ∗)Jp = J(ωv,w ⊗ id)(W )p.
So Equation (4.24) becomes:〈
(I ⊗ J)W ∗(I ⊗ J)(v ⊗ p), w ⊗ q〉 = 〈J(ωv,w ⊗ id)(W )p, Jq〉
=
〈
(ωv,w ⊗ id)(W )p, q
〉
=
〈
W (v ⊗ p), w ⊗ q〉, ∀v,w ∈ H,∀p, q ∈ Hϕ.
This proves that (I ⊗ J)W ∗(I ⊗ J) =W . 
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4.4. Antipode map in terms of its polar decomposition. Now that
we have gathered results about the operators K and T , including their polar
decompositions, we are now ready to define our antipode map S. See the
discussion given in the beginning paragraphs of §4.3.
Analogous to the theory of locally compact quantum groups ([17], [20],
[18], [31]), the two main ingredients are the unitary antipode and the scaling
group. With the technical results obtained in the previous subsection, which
needed some approaches that are more general than the ones used for the
quantum group theory, the rest of the construction becomes mostly similar
to the quantum group case.
As a consequence of Proposition 4.20, we have the following observation:
Proposition 4.21. Let a, b ∈ Tϕ˜ be arbitrary. We have:
I(id⊗ωΛϕ˜(a),Λϕ˜(b))(W )∗I = (id⊗ωΛϕ˜(σϕ˜
−
i
2
(b∗)),Λϕ˜(σ
ϕ˜
−
i
2
(a∗))
)(W ).
Proof. For any v,w ∈ H, we have:〈
I(id⊗ωΛϕ˜(b),Λϕ˜(a))(W ∗)Iv, w
〉
=
〈
(id⊗ωΛϕ˜(b),Λϕ˜(a))(W ∗)Iv, Iw
〉
=
〈
W ∗(Iv ⊗ Λϕ˜(b)), Iw ⊗ Λϕ˜(a)
〉
.
We may write Λϕ˜(a) = JΛϕ˜
(
σ
ϕ˜
− i
2
(a∗)
)
, and also Λϕ˜(b) = JΛϕ˜
(
σ
ϕ˜
− i
2
(b∗)
)
.
Then by using the fact that (I⊗J)W ∗(I⊗J) =W (from Proposition 4.20),
the expression above becomes:
=
〈
W ∗(I ⊗ J)(v ⊗ Λϕ˜(σϕ˜− i
2
(b∗))), (I ⊗ J)(w ⊗ Λϕ˜(σϕ˜− i
2
(a∗)))
〉
=
〈
(I ⊗ J)W ∗(I ⊗ J)(v ⊗ Λϕ˜(σϕ˜− i
2
(b∗))), w ⊗ Λϕ˜(σϕ˜− i
2
(a∗))
〉
=
〈
W (v ⊗ Λϕ˜(σϕ˜− i
2
(b∗))), w ⊗ Λϕ˜(σϕ˜− i
2
(a∗))
〉
=
〈
(id⊗ω
Λϕ˜(σ
ϕ˜
−
i
2
(b∗)),Λϕ˜(σ
ϕ˜
−
i
2
(a∗))
)(W )v,w
〉
.
As v,w ∈ H are arbitrary, this shows that
(id⊗ω
Λϕ˜(σ
ϕ˜
−
i
2
(b∗)),Λϕ˜(σ
ϕ˜
−
i
2
(a∗))
)(W ) = I(id⊗ωΛϕ˜(b),Λϕ˜(a))(W ∗)I,
which is in turn equal to I(id⊗ωΛϕ˜(a),Λϕ˜(b))(W )∗I. 
Since A = pi(A) is generated by the elements of the form (id⊗ω)(W ),
Proposition 4.21 assures us that the map RA : x 7→ Ix∗I is a map from A
onto itself. For this map, it is clear that RA(x)
∗ = RA(x∗), ∀x ∈ A, and
that RA(x1x2) = RA(x2)RA(x1), ∀x1, x2 ∈ A. We also have RA ◦RA = RA.
We summarize the result below.
Definition 4.22. For x ∈ A, define RA(x) by RA(x) := Ix∗I. It is a ∗-
anti-isomorphism from A onto A and is involutive. We call RA the unitary
antipode.
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Remark. We may regard RA as a
∗-isomorphism from A into Aop. So the
map can be naturally extended to the level of the multiplier algebra M(A).
If we restrict this extended map to the C∗-subalgebras B and C, the “source
algebra” and the “target algebra”, then we can show later that RA(B) = C
and that the restriction map of RA onto B coincides with the map RBC :
B → C that we considered as part of the defining data for the separability
triple (E,B, ν). See Proposition 5.24 in Section 5 below. In this sense, we
will from now on be a little lazy and denote simply by R = RA the unitary
antipode on A.
Next, consider the result (Lit⊗∇it)W =W (Lit⊗∇it), true for any t ∈ R
(see Proposition 4.18). By multiplying (id⊗∇−it) from left and (L−it ⊗ id)
from right, we obtain:
(Lit ⊗ id)W (L−it ⊗ id) = (id⊗∇−it)W (id⊗∇it).
So for any ω ∈ B(Hϕ)∗, we have:
Lit(id⊗ω)(W )L−it = (id⊗ω(∇−it · ∇it))(W ). (4.25)
In §4.3, we considered the (norm-continuous) “scaling group” (τt)t∈R on
B(H), defined by τt( · ) = Lit · L−it. Since we know that A = pi(A) is gen-
erated by the elements (id⊗ω)(W ), Equation (4.25) suggests the following:
Definition 4.23. For x ∈ A, define τt(x) := LitxL−it, for t ∈ R. Then
τt(A) = A, and (τt)t∈R is a norm-continuous one-parameter group of auto-
morphisms on A. It is referred to as the scaling group on A.
Proposition 4.24. R and τt commute, for all t ∈ R. That is, R◦τt = τt◦R.
Proof. Recall that ILI = L−1. Furthermore, I is conjugate linear, so we
have ILitI = Lit. Therefore, we have:
R
(
τt(x)
)
= Iτt(x)
∗I = ILitx∗L−itI = LitIx∗IL−it = τt
(
R(x)
)
.

Just as in the modular theory, let us consider τ− i
2
, which is the analytic
generator of (τt) at t = − i2 . From Equation (4.25), it is easy to conclude
that the elements of the form (id⊗ω)(W ), ω ∈ B(Hϕ)∗, are contained in
D(τ− i
2
). So τ− i
2
is densely defined. Using this, we can give our definition of
the antipode, in terms of its polar decomposition. Observe the resemblance
with the quantum group case.
Definition 4.25. Define the antipode map S on A, as follows:
S := R ◦ τ− i
2
.
Furthermore, with the characterization of M = piϕ(A)
′′ given in Equa-
tion (3.13) and Proposition 3.21, we may also define S˜, an extension of S
to M , by S˜ := R˜ ◦ τ˜− i
2
, where R˜ : x 7→ Ix∗I is a ∗-anti-automorphism of
M such that R˜ ◦ piϕ = piϕ ◦ R, whereas (τ˜t)t∈R is a (strongly continuous)
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one-parameter group of automorphisms on M given by τ˜t : x 7→ LitxL−it,
such that τ˜t ◦ piϕ = piϕ ◦ τt. It is clear that S˜ ◦ piϕ = piϕ ◦ S.
Here is an immediate consequence of the definition (compare with Propo-
sition 5.22 of [17]):
Proposition 4.26. Let S be the antipode on A, as defined in Definition 4.25.
Then S satisfies the following properties:
(1) S = R ◦ τ− i
2
= τ− i
2
◦R.
(2) S is a closed densely-defined map having a dense range.
(3) S is injective and S−1 = R◦τ i
2
= τ i
2
◦R. We also have S−1 injective
with dense range.
(4) S is antimultiplicative: For x, y ∈ D(S), we have xy ∈ D(S) and
S(xy) = S(y)S(x).
(5) For all x ∈ D(S), we have S(x)∗ ∈ D(S) and S(S(x)∗)∗ = x.
(6) S2 = τ−i. In particular, S2 6= Id in general.
(7) RS = SR.
(8) S ◦ τt = τt ◦ S for all t ∈ R.
Similar results hold true at the von Neumann algebra level, for S˜ = R˜ ◦ τ˜− i
2
.
Proof. (1). This is a consequence of Proposition 4.24.
(2). True because that is the case for τ− i
2
.
(3). S is injective because R and τ− i
2
are injective. The characterization
for S−1 is easy to see.
(4). True because R is an anti-isomorphism.
(5). If x ∈ D(S), consider S(x)∗ = (L 12 Ix∗IL− 12 )∗ = L− 12 IxIL 12 , which
is contained in D(τ− i
2
) = D(S). Moreover,
S
(
S(x)∗
)∗
= S(L−
1
2 IxIL
1
2 )∗ =
(
I(L
1
2L−
1
2 IxIL
1
2L−
1
2 )∗I
)∗
= (x∗)∗ = x.
(6), (7), (8). These are easy to verify, using (1). 
Here is a useful characterization of the antipode, again analogous to the
quantum group case:
Proposition 4.27. For any ω ∈ B(Hϕ)∗, we have: (id⊗ω)(W ) ∈ D(S),
and
S
(
(id⊗ω)(W )) = (id⊗ω)(W ∗).
The space
{
(id⊗ω)(W ) : ω ∈ B(Hϕ)∗
}
is invariant under the scaling auto-
morphisms τt, and it forms a core for S.
Proof. (1). We know from Equation (4.25) that the space
{
(id⊗ω)(W ) :
ω ∈ B(Hϕ)∗
}
, which is dense in all of A, is contained in D(τ− i
2
) = D(S) and
is invariant under the τt. It thus forms a core for S.
(2). Let ω ∈ B(Hϕ)∗. Write x = (id⊗ω)(W ) and x˜ = (id⊗ω¯)(W ).
By Proposition 4.8, we know that for ξ ∈ D(K), we have x˜ξ ∈ D(K) and
Kx˜ξ = xKξ.
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Let ξ ∈ D(K) = D(L 12 ) and ζ ∈ D(K∗) = D(L− 12 ) be arbitrary. Then〈
τ− i
2
(x)ζ, ξ
〉
= 〈L 12xL− 12 ζ, ξ〉 = 〈xL− 12 ζ, L 12 ξ〉. Using this result, since I is
conjugate linear, we have:
〈
S(x)ζ, ξ
〉
=
〈
τ− i
2
(Ix∗I)ζ, ξ
〉
= 〈Ix∗IL− 12 ζ, L 12 ξ〉 = 〈x∗IL− 12 ζ, IL 12 ξ〉.
But K = IL
1
2 and K∗ = L
1
2 I = IL−
1
2 . So the above equation becomes:〈
S(x)ζ, ξ
〉
= 〈x∗K∗ζ,Kξ〉 = 〈K∗ζ, xKξ〉 = 〈K∗ζ,Kx˜ξ〉 = 〈ζ, x˜ξ〉 = 〈x˜∗ζ, ξ〉,
where we are using Kx˜ξ = xKξ, and the fact that K is involutive and
conjugate linear.
Since this is true for any ξ ∈ D(K), ζ ∈ D(K∗), both being dense in H,
it follows that S(x) = x˜∗, as elements in A = pi(A)
(⊆ B(H)). Or,
S
(
(id⊗ω)(W )) = ((id⊗ω¯)(W ))∗ = (id⊗ω)(W ∗).

The following result is the strong left invariance of the weight ϕ, which
looks familiar from the Kac algebra theory and the locally compact quantum
group theory.
Proposition 4.28. For a, b ∈ Nϕ, we have (id⊗ϕ)
(
∆(a∗)(1 ⊗ b)) ∈ D(S),
and
S
(
(id⊗ϕ)(∆(a∗)(1⊗ b))) = (id⊗ϕ)((1⊗ a∗)(∆b)).
Also, span
{
(id⊗ϕ)(∆(a∗)(1 ⊗ b)) : a, b ∈ Nϕ
}
forms a core for S.
Proof. Recall the result of Proposition 3.16. We have:
(id⊗ϕ)(∆(a∗)(1⊗ b)) = (id⊗ωΛϕ(b),Λϕ(a))(W ).
Such elements span a dense core for S. By Proposition 4.27, we have:
S
(
(id⊗ϕ)(∆(a∗)(1⊗ b))) = (id⊗ωΛϕ(b),Λϕ(a))(W ∗) = ((id⊗ωΛϕ(a),Λϕ(b))(W ))∗
=
[
(id⊗ϕ)(∆(b∗)(1 ⊗ a))]∗ = (id⊗ϕ)((1⊗ a∗)(∆b)).

5. Properties of the antipode map
In this section, we will gather various properties involving the antipode
map. We will first consider some results relating the modular group (σϕt )
and the scaling group (τt), with the maps R, S, ∆. For convenience, let us
from now on denote σϕt by σt.
LOCALLY COMPACT QUANTUM GROUPOIDS 51
5.1. Some relations between (σt), (τt) and the maps R, S, ∆.
Proposition 5.1. (1) For all x ∈ M = piϕ(A)′′ and t ∈ R, we have:
∆˜
(
σ
ϕ˜
t (x)
)
= (τ˜t ⊗ σϕ˜t )(∆˜x).
(2) Similarly, for x ∈ A and t ∈ R, we have: ∆(σt(x)) = (τt ⊗ σt)(∆x),
where σt and τt are naturally extended to M(A).
Proof. By definition, we know that σϕ˜t (x) = ∇itx∇−it, x ∈M . So we have:
∆˜
(
σ
ϕ˜
t (x)
)
= ∆˜(∇itx∇−it) =W ∗(1⊗∇itx∇−it)W
=W ∗(Lit ⊗∇it)(1 ⊗ x)(L−it ⊗∇−it)W
= (Lit ⊗∇it)W ∗(1⊗ x)W (L−it ⊗∇−it) = (τ˜t ⊗ σϕ˜t )(∆˜x),
by Proposition 4.18 and by definition of τ˜t. This proves the statement at
the von Neumann algebra level.
Meanwhile, since σϕ˜t ◦ piϕ = piϕ ◦ σt, τ˜t ◦ piϕ = piϕ ◦ τt, and ∆˜ ◦ piϕ =
(piϕ ⊗ piϕ) ◦ ∆, it follows immediately that ∆
(
σt(x)
)
= (τt ⊗ σt)(∆x), for
x ∈ A. 
In addition to giving a useful relation, the above proposition actually
characterizes the scaling group (τt), in the sense below:
Corollary. The equation ∆
(
σt(x)
)
= (τt ⊗ σt)(∆x), ∀x ∈ A, ∀t ∈ R,
uniquely characterizes (τt).
Proof. By the fullness of ∆, the elements of the form (id⊗ω)(∆x), for x ∈ A,
ω ∈ A∗, span a dense subspace in A. But note that
τt
(
(id⊗ω)(∆x)) = (id⊗ω ◦ σ−t)((τt ⊗ σt)(∆x)) = (id⊗ω ◦ σ−t)(∆(σt(x))).
This shows that τt is completely determined by (σt) and ∆. 
In particular, we observe from the Corollary that (τt) does not explicitly
depend on the choice of ψ. In the below is another result concerning (τt).
Proposition 5.2. (1) For all x ∈ A and t ∈ R, we have:
∆
(
τt(x)
)
= (τt ⊗ τt)(∆x).
(2) For x ∈M = piϕ(A)′′ and t ∈ R, we have: ∆˜
(
τ˜t(x)
)
= (τ˜t⊗ τ˜t)(∆˜x).
Proof. For a ∈ A, by the coassociativity of ∆ and by the result of Proposi-
tion 5.1, we have:
(∆ ⊗ id)∆(σt(a)) = (id⊗∆)∆(σt(a)) = (τt ⊗ τt ⊗ σt)((id⊗∆)(∆a)).
Again using Proposition 5.1 (in the left) and the coassociativity of ∆ (in the
right), this can be written as follows:(
(∆ ◦ τt)⊗ σt)(∆a) = (τt ⊗ τt ⊗ σt)
(
(∆⊗ id)(∆a)).
Apply here id⊗ id⊗σ−t, to both sides. Then it becomes:(
(∆ ◦ τt)⊗ id
)
(∆a) =
(
(τt ⊗ τt) ◦∆⊗ id
)
(∆a).
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Apply now id⊗ id⊗ω, for an arbitrary ω ∈ A∗. Then we have:
∆
(
τt((id⊗ω)(∆a))
)
= (τt ⊗ τt)
(
∆((id⊗ω)(∆a))).
Recall that the elements of the form (id⊗ω)(∆a), for a ∈ A, ω ∈ A∗,
generate A. So we have: ∆
(
τt(x)
)
= (τt ⊗ τt)(∆x), for any x ∈ A.
At the same time, since the elements (id⊗ω)(∆a), a ∈ A, ω ∈ A∗, also
generate M , we see that ∆˜
(
τ˜t(x)
)
= (τ˜t ⊗ τ˜t)(∆˜x), for x ∈M . 
We next wish to explore the relationship concerning the antipode S and
the comultiplication ∆. This is somewhat tricky, as S is an unbounded map.
Nevertheless, we may use an argument similar to the one in the quantum
group case (for instance, see Lemma 5.25 and Proposition 5.26 of [17]).
Lemma 5.3. Let ρ, θ ∈ A∗ be such that ρ ◦ S and θ ◦ S are bounded, which
can be naturally extended to the maps on M(A). Then for all x ∈ D(S), we
have:
(ρ ◦ S ⊗ θ ◦ S) (∆x) = (θ ⊗ ρ)(∆(S(x))).
Proof. It suffices to consider x = (id⊗ω)(W ) for ω ∈ B(Hϕ)∗, as such
elements form a core for S. By the same argument given in Proposition 4.6,
we have: ∆x = (id⊗ id⊗ω)(W13W23). So we have:
(ρ ◦ S ⊗ θ ◦ S) (∆x) = (ρ ◦ S ⊗ θ ◦ S ⊗ ω) (W13W23) = (ρ⊗θ⊗ω)(W ∗13W ∗23),
since S
(
(id⊗ω)(W )) = (id⊗ω)(W ∗), by Proposition 4.27.
Meanwhile, again using an argument as in Proposition 4.6, together with
W ∗12W
∗
23W12 =W
∗
23W
∗
13 from Proposition 3.20 (2), we can show that
∆
(
S(x)
)
= ∆
(
(id⊗ω)(W ∗)) = (id⊗ id⊗ω)(W ∗23W ∗13).
Combining the two results, we have:
(ρ ◦ S ⊗ θ ◦ S) (∆x) = (ρ⊗ θ ⊗ ω)(W ∗13W ∗23)
= (θ ⊗ ρ⊗ ω)(W ∗23W ∗13) = (θ ⊗ ρ)
(
∆(S(x))
)
,
where we used the flip operation (between leg 1 and leg 2) in the second
equality. This proves our claim. 
Proposition 5.4. For all x ∈ A, we have:
(R⊗R)(∆x) = ∆cop(R(x)).
Similarly, for x ∈M = piϕ(A)′′, we have: (R˜⊗ R˜)(∆˜x) = ∆˜cop(R˜(x)).
Proof. Suppose ρ, θ ∈ A∗ are analytic with respect to τ . This means that
the map R ∋ t 7→ ρ ◦ τt has an analytic extension to a function from C to
A∗. Then ρ ◦ τz is bounded for any z ∈ C, and the function z 7→ ρ ◦ τz is
analytic. Similar for z 7→ θ ◦ τz and z 7→ ρ ◦ τz ⊗ θ ◦ τz.
For a ∈ D(S), being analytic with respect to τ , we will have: z 7→
(ρ ◦ τz ⊗ θ ◦ τz) (∆a) and z 7→ (ρ ⊗ θ)∆
(
τz(a)
)
both analytic as functions
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from C to C. They actually coincide, by Proposition 5.2. Moreover, by
Lemma 5.3, we have:
(θ ⊗ ρ)((R ⊗R)∆(S(a))) = (ρRS ⊗ θRS) (∆a) = (ρ ◦ τ− i
2
⊗ θ ◦ τ− i
2
)
(∆a)
= (ρ⊗ θ)∆(τ− i
2
(a)
)
= (ρ⊗ θ)(∆(R(S(a)))).
Since S has a dense range, and by the boundedness of the other maps in-
volved, this means that
(θ ⊗ ρ)((R ⊗R)(∆x)) = (ρ⊗ θ)(∆(R(x))), for all x ∈ A. (5.1)
So far, Equation (5.1) holds true only for ρ, θ ∈ A∗ that are analytic with
respect to τ . But for any ρ ∈ A∗, one can find a norm-bounded sequence{
ρ(n)
}
of functionals that are analytic with respect to τ and ρ(n)(a)→ ρ(a),
for all a ∈ A. For instance, see proof of Proposition 5.26 in [17], where
ρ(n)(a) = n√
pi
∫
exp(−n2t2)ρ(τt(a)) dt. By Equation (5.1), we will have(
θ(n)⊗ ρ(n))((R⊗R)(∆x)) = (ρ(n)⊗ θ(n))(∆(R(x))).
Letting n→∞, we have, now for any ρ, θ ∈ A∗ and x ∈ A,
(θ ⊗ ρ)((R⊗R)(∆x)) = (ρ⊗ θ)(∆(R(x))) = (θ ⊗ ρ)(∆cop(R(x))).
Therefore, we have: (R⊗R)(∆x) = ∆cop(R(x)), ∀x ∈ A.
Same argument will hold at the von Neumann algebra level. 
Proposition 5.5. As an immediate consequence of Propositions 5.1, 5.2,
5.4, we have, for all t ∈ R, the following results:
(1) (τt ⊗ σt)(E) = E
(2) (τt ⊗ τt)(E) = E
(3) (R ⊗R)(E) = ςE
Proof. The results follow from the earlier propositions, with E = ∆(1). 
5.2. An alternative characterization of the antipode map. While we
do have a valid definition of the antipode (Definition 4.25), it is true that
this definition is based on specific Hilbert space operators K and L, and so
depends on the choice of the weights ϕ, ψ. The goal in this section is to
give an alternative characterization of the antipode that do not explicitly
rely on the Haar weights. The formulation presented below (Definition 5.9
and Proposition 5.10) is analogous to the quantum group case, as given in
section 1 of [31].
We need some technical preparation: Let B be a C∗-algebra and con-
sider an index set I. Borrowing from Kustermans–Vaes (see Definition 5.27
of [17]), define MCI(B) as the set of I-tuples (xi)i∈I in M(B) such that
(x∗ixi)i∈I is strictly summable in M(B); and similarly define MRI(B) as
the set of I-tuples (xi)i∈I in M(B) such that (xix∗i )i∈I is strictly summable
in M(B).
In a sense, elements of MCI(B) may be thought of as infinite columns,
elements ofMRI(B) as infinite rows. It is clear that the
∗-operation provides
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a bijection between the two sets. These notions will be useful in what follows,
as we will occasionally deal with strict convergence. Here are some results:
Lemma 5.6. Consider a C∗-algebra B and an index set I.
(1) Let (xi), (yi) ∈ MCI(B). Then (x∗i yi)i∈I is strictly summable. Also
the net
{∑
i∈Γ x
∗
i yi
}
Γ
over the finite subsets Γ ⊂ I is bounded.
(2) Let (xi) ∈ MRI(B) and (yi) ∈ MCI(B). Then (xiyi)i∈I is strictly
summable. Also the net
{∑
i∈Γ xiyi
}
Γ
over the finite subsets Γ ⊂ I
is bounded.
(3) MRI(B) and MCI(B) are vector spaces for the componentwise ad-
dition and scalar multiplication.
Proof. See Lemma 5.28, Results 5.29, 5.30 in [17]. 
Also, here is another lemma that will be useful below:
Lemma 5.7. We can find a net (el)l∈L in A such that
• each el, l ∈ L, is contained in D(τ− i
2
);
• (el)l∈L is bounded and converges strictly to 1;
• (τ− i
2
(el)
)
l∈L is bounded and converges strictly to 1.
As a consequence, we see that (el)l∈L is a net contained in D(S) such that(
S(el)
)
l∈L converges strictly to 1.
Proof. This is similar to the case considered in the proof of Lemma 4.11 (See
also Remark 5.32 in [17].). Consider a bounded net (ul)l∈L such that (ul)l∈L
converges strictly to 1. For each l ∈ L, define el := 1√pi
∫
exp(−t2)τt(ul) dt.
Then the three properties are easy to verify. The last statement is straight-
forward, because D(S) = D(τ− i
2
) and S = R ◦ τ− i
2
. 
Let us now gather some results concerning the antipode map S and the
strict topology on the multiplier algebra M(A).
Proposition 5.8. (1) Suppose a, b ∈ A are such that for every z ∈ D(S)
we have za ∈ D(S) and S(za) = bS(z). Then we have a ∈ D(S) and
S(a) = b.
(2) Similarly, if for every z ∈ D(S) we have az ∈ D(S) and S(az) =
S(z)b, then a ∈ D(S) and S(a) = b.
Proof. By the previous lemma, we can find a net (el)l∈L contained in D(S)
such that
(
S(el)
)
l∈L converges strictly to 1. Suppose a, b ∈ A are such that
for every z ∈ D(S) we have za ∈ D(S) and S(za) = bS(z). Then ela ∈ D(S),
∀l ∈ L, and ela → a. Since S is a closed map on A, we see that a ∈ D(S)
and that S(a) = liml∈L S(ela) = liml∈L bS(el) = b. The second statement is
proved in a similar way. 
Corollary. S is closed with respect to the strict topology on A.
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Proof. Suppose an → a strictly, where each an ∈ D(S), and also S(an)→ b
strictly. Then for any z ∈ D(S), we would have: zan → za, in norm.
Moreover, by the strict convergence S(an)→ b, we also know that S(zan) =
S(an)S(z) → bS(z), in norm. Since S is a closed map, it follows that
za ∈ D(S) and that S(za) = bS(z).
In other words, we see that za ∈ D(S) for any z ∈ D(S) and that S(za) =
bS(z). By the Proposition 5.8, we conclude that a ∈ D(S) and S(a) = b,
showing that S is closed under the strict topology. 
We now turn to giving an alternative description of the antipode. First,
we define a subspace D0 of A.
Definition 5.9. Let x ∈ A. We will say x ∈ D0, if there exists an element
x˜ ∈ A and an index set I with elements {p1, p2, . . . }i∈I , {q1, q2, . . . }i∈I
contained in MRI(A), such that∑
i∈I
∆(pi)(1⊗ q∗i ) converges strictly to E(x⊗ 1), (5.2)
∑
i∈I
∆(qi)(1 ⊗ p∗i ) converges strictly to E(x˜⊗ 1). (5.3)
One may notice its resemblance to the definition at the Hilbert space level
for the domain of the operator K (Definition 4.1). Here is an important
observation:
Proposition 5.10. Let x ∈ D0, and let x˜ ∈ A be as in Definition 5.9. Then
x ∈ D(S) and S(x) = x˜∗.
Proof. Suppose x ∈ D0 and x˜ ∈ A be as in the definition, with elements
(pi)i∈I , (qi)i∈I in MRI(A), satisfying Equation (5.2) and Equation (5.3).
Note that Equation (5.3) is equivalent to saying∑
i∈I
(1⊗ pi)∆(q∗i ) converges strictly to (x˜∗ ⊗ 1)E. (5.4)
Let c, d ∈ Nϕ. Then, by Proposition 4.28, for any finite subset Γ ⊆ I, we
will have
∑
i∈Γ(id⊗ϕ)
(
∆(c∗pi)(1 ⊗ q∗i d)
) ∈ D(S), and
S
(∑
i∈Γ
(id⊗ϕ)(∆(c∗pi)(1⊗ q∗i d))
)
=
∑
i∈Γ
(id⊗ϕ)((1⊗ c∗pi)∆(q∗i d)). (5.5)
Meanwhile, by Lemma 5.6, the net
{∑
i∈Γ piq
∗
i
}
Γ
over the finite subsets
Γ ⊂ I is bounded. Since ∆ is a ∗-homomorphism, this in turn means that the
net
{∑
i∈Γ∆(pi)(1⊗q∗i )
}
Γ
over the finite subsets of I is bounded. Because of
the boundedness of the net, Equation (5.2) leads us to the strict convergence:∑
i∈I
(id⊗ϕ)(∆(c∗pi)(1⊗ q∗i d)) −→ (id⊗ϕ)(∆(c∗)[E(x⊗ 1)](1 ⊗ d))
= (id⊗ϕ)(∆(c∗)(1⊗ d)) x,
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where we used the fact that ∆(c∗)E = ∆(c∗). Similarly, by Equation (5.4)
and the boundedness of the net, we have the following strict convergence:∑
i∈I
(id⊗ϕ)((1⊗ c∗pi)∆(q∗i d)) −→ (id⊗ϕ)((1⊗ c∗)[(x˜∗ ⊗ 1)E](∆d))
= x˜∗ (id⊗ϕ)((1⊗ c∗)(∆d)).
These observations, together with the fact that S is closed under the strict
topology (recall Proposition 5.8), mean that at the limit, Equation (5.5)
becomes:
S
(
(id⊗ϕ)(∆(c∗)(1⊗ d))x) = x˜∗ (id⊗ϕ)((1⊗ c∗)(∆d)).
It follows that for all elements z = (id⊗ϕ)(∆(c∗)(1 ⊗ d)), which form a
core for S, by Proposition 4.28 we have:
S(zx) = x˜∗S(z).
Applying Proposition 5.8, we conclude that x ∈ D(S) and S(x) = x˜∗. 
From Proposition 5.10, we see that D0 ⊆ D(S) and S0 = S|D0 , where S0
is the map given by D0 ∋ x 7→ x˜∗. Meanwhile, by imitating the proof of
Proposition 4.7, we can also show the following result:
Proposition 5.11. For ω ∈ B(Hϕ)∗, let x = (id⊗ω)(W ) and x˜ = (id⊗ω¯)(W ).
Then x ∈ D0, with x˜ is as in Definition 5.9.
Proof. Without loss of generality, we may assume ω = ωξ,ζ, where ξ, ζ ∈ Hϕ.
Also let (ej)j∈J be an orthonormal basis for Hϕ. Define:
pj := (id⊗ωej,ζ)(W ), and qj := (id⊗ωej ,ξ)(W ).
Note that by Lemma 3.1, we have:
∑
j∈J pjp
∗
j = (id⊗ωζ,ζ)(WW ∗), where
the net of finite sums is bounded and convergent. So (pj)j∈J ∈ MRJ(A).
Similarly, we have (qj)j∈J ∈MRJ(A).
Meanwhile by Proposition 4.6, we have: ∆(pj) = (id⊗ id⊗ωej ,ζ)(W13W23),
while (1 ⊗ q∗j ) = (id⊗ id⊗ωξ,ej)(W ∗23). So by a similar argument as in the
proof of Proposition 4.7, we have the convergences:∑
j∈J
∆(pj)(1⊗ q∗j ) −→ E (id⊗ id⊗ωξ,ζ)(W13) = E(x⊗ 1), (5.6)
∑
j∈J
∆(qj)(1 ⊗ p∗j) −→ E (id⊗ id⊗ωζ,ξ)(W13) = E(x˜⊗ 1). (5.7)
The two convergences are under the strict topology. To be precise, a modi-
fied version of Lemma 3.1 (4) is needed, regarding the strict topology. But,
that is not fundamentally different.
Comparing Equations (5.6) and (5.7) with the defining equations in Def-
inition 5.9, we see that x ∈ D0. 
Theorem 5.12. Let x ∈ D0, with x˜ be as in Definition 5.9. Let S0 be the
closure of the map given by D0 ∋ x 7→ x˜∗. Then S0 = S.
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Proof. Following the proof of Proposition 5.10, we already observed that
D0 ⊆ D(S) and S0 = S|D0 . On the other hand, from Proposition 5.11, we
saw that D0 contains the elements of the form (id⊗ω)(W ), for ω ∈ B(Hϕ)∗.
But we know such elements form a core for S (Proposition 4.27). Therefore,
we conclude that S0 = S. 
Remark. The significance of this latest observation is that the antipode
map S can be characterized as the map S0 (defined on D0), which does
not explicitly refer to the weights ϕ or ψ. Moreover, the pair R and τ are
completely determined by the following properties:
• R is a ∗-anti-automorphism on A;
• τ = (τt)t∈R is a norm-continuous one-parameter group on A;
• R and τ commute;
• S = R ◦ τ− i
2
.
Indeed, if we know S (like the characterization S0), then from the above
properties, we will have S2 = τ−i, from which we can determine τ . We can
then determine R using R = S ◦ τ i
2
. What this means is that R and τ also
do not explicitly depend on the choice of the weights ϕ and ψ.
Since M = piϕ(A)
′′ is generated by the (id⊗ω)(W ), ω ∈ B(Hϕ)∗, the
same argument as above will provide an analogous characterization of S˜.
As above, the pair R˜, τ˜ are completely determined by S˜.
The result of Proposition 5.8 can be further extended to the level ofM(A).
First, write S¯ = R¯ ◦ τ¯− i
2
to be the strict closure of S, where R¯ is the ∗-anti-
automorphism on M(A) extending R, and τ¯− i
2
is the strict closure of τ− i
2
.
Using the net (el)l∈L from Lemma 5.7, we have the following result. The
proof is essentially same as in Proposition 5.8.
Proposition 5.13. (1) Suppose a, b ∈ M(A) are such that for every
z ∈ D(S) we have za ∈ D(S) and S(za) = bS(z). Then we have
a ∈ D(S¯) and S(a) = b.
(2) Similarly, if for every z ∈ D(S) we have az ∈ D(S) and S(az) =
S(z)b, then a ∈ D(S¯) and S(a) = b.
Also for S¯, at the level ofM(A), we do have a similar characterization for
its domain, D0, like in Definition 5.9. Then S¯ : x 7→ x˜∗ for x ∈ D0. For the
proof, we can use Proposition 5.13. As above, the maps R¯, τ¯ are completely
determined by S¯.
We end this subsection with a result symmetric to Definition 5.9 and
Proposition 5.10:
Proposition 5.14. Let y ∈ A be such that there exists an element y˜ ∈ A
and an index set I with elements (pi)i∈I , (qi)i∈I ∈MRI(A), satisfying∑
i∈I
(pi ⊗ 1)∆(q∗i ) converges strictly to (1⊗ y)E,
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i∈I
(qi ⊗ 1)∆(p∗i ) converges strictly to (1⊗ y˜)E.
Then y ∈ D(S) and S(y) = y˜∗.
Proof. Apply ς ◦ (R⊗R) to both sides of the two convergences above, where
ς is the flip. Using ς ◦ (R⊗R)(∆x) = ∆(R(x)) and ς ◦ (R⊗R)(E) = E (see
Proposition 5.4 and Proposition 5.5), we will have:∑
i∈I
∆
(
R(q∗i )
)(
1⊗R(pi)
)
converges strictly to E
(
R(y)⊗ 1),
∑
i∈I
∆
(
R(p∗i )
)(
1⊗R(qi)
)
converges strictly to E
(
R(y˜)⊗ 1).
Note here that as R is a ∗-anti-automorphism,we have
(
R(pi)
)
i∈I ∈MCI(A)
and
(
R(q∗i )
)
i∈I ∈MRI(A).
Comparing these observations with Equations (5.2) and (5.3), and know-
ing Proposition 5.10, we see that R(y) ∈ D(S) and S(R(y)) = R(y˜)∗. Since
SR = RS and since R preserves the ∗-operation, this becomes R
(
S(y)
)
=
R(y˜∗). Since R is injective, it follows that y ∈ D(S) and that S(y) = y˜∗. 
The result will hold true if we let y, y˜ ∈M(A) and extend S to S¯. Similar
also at the von Neumann algebra level. In addition, all the comments earlier
have analogous results, providing us with another characterization of the
antipode map, which again does not explicitly involve the weights ϕ, ψ.
5.3. Strong right invariance of ψ and the operator V . In this subsec-
tion, we will obtain results corresponding to Proposition 4.28 and Proposi-
tion 4.27, but in terms of the weight ψ and the operator V (instead of ϕ
and W earlier).
We begin with a result that is a consequence of the right invariance of ψ.
Proposition 5.15. Let c ∈ Nψ and w ∈ Nψ. Then
(ψ ⊗ id⊗ id)((∆⊗ id)(∆(c∗)(w ⊗ 1))) = E (1⊗ (ψ ⊗ id)(∆(c∗)(w ⊗ 1))).
Proof. Since N∗ϕNψ is dense in Nψ, we can assume without loss of generality
that c is of the form c = r∗y, where r ∈ Nϕ, y ∈ Nψ. Also consider x ∈ A
arbitrary and let s ∈ Nϕ be arbitrary.
(ψ⊗ id⊗ϕ)((1⊗ x⊗ s∗)(∆⊗ id)(∆(c∗)(w⊗ 1))) = (ψ⊗ id)((1⊗ x)∆(qw)),
where q = (id⊗ϕ)((1⊗ s∗)∆(c∗)) = (id⊗ϕ)((1⊗ s∗)∆(y∗r)).
Here, by Proposition 2.12, and by the property/definition of the Qρ map
given in Proposition 2.6, the right side becomes:
= (ψ ⊗ id)(Qρ(qw ⊗ x)) = (ψ ⊗ id)(Qρ(q ⊗ x)(w ⊗ 1))
= (ψ ⊗ id)((id⊗ id⊗ϕ)((1 ⊗ x⊗ s∗)(1⊗ E)∆13(y∗r))(w ⊗ 1))
= (ψ ⊗ id⊗ϕ)((1⊗ x⊗ s∗)(1⊗ E)∆13(c∗)(w ⊗ 1⊗ 1)).
LOCALLY COMPACT QUANTUM GROUPOIDS 59
With x ∈ A, s ∈ Nϕ being arbitrary, and as ϕ is faithful, it follows that
(ψ⊗id⊗ id)((∆⊗id)(∆(c∗)(w⊗1))) = (ψ⊗id⊗ id)((1⊗E)∆13(c∗)(w⊗1⊗1)),
which is none other than
(ψ ⊗ id⊗ id)((∆⊗ id)(∆(c∗)(w ⊗ 1))) = E (1⊗ (ψ ⊗ id)(∆(c∗)(w ⊗ 1))).

The following is the strong right invariance of the weight ψ, which is
analogous to Proposition 4.28 (“strong left invariance”) for ϕ. The first part
of the proof uses the approach analogous to the proof of Proposition 5.5 in
[17], and we also make use of the characterization of S we obtained earlier
in Proposition 5.14.
Proposition 5.16. For a, b ∈ Nψ, we have: (ψ⊗ id)
(
(a∗⊗1)(∆b)) ∈ D(S),
with such elements forming a core for S, and
S
(
(ψ ⊗ id)((a∗ ⊗ 1)(∆b))) = (ψ ⊗ id)(∆(a∗)(b⊗ 1)).
Proof. Let (Hψ, piψ,Λψ) be the GNS-representation for ψ, and let (ei)i∈I be
an orthonormal basis for Hψ. For a, b ∈ Nψ, define:
pi := (θi ⊗ 1)(Λψ ⊗ id)(∆a), and qi := (θi ⊗ 1)(Λψ ⊗ id)(∆b),
where θi := 〈 · , ei〉.
Then for any finite subset Γ ⊂ I, we will have:∑
i∈Γ
∆(q∗i )(pi ⊗ 1)
=
∑
i∈Γ
(Λψ ⊗ id⊗ id)
(
(id⊗∆)(∆(b∗)))(θ∗i θi ⊗ 1⊗ 1)(Λψ ⊗ id⊗ id)(∆a⊗ 1)
= (Λψ ⊗ id⊗ id)
(
(∆⊗ id)(∆(b∗)))(PΓ ⊗ 1⊗ 1)(Λψ ⊗ id⊗ id)(∆a⊗ 1),
where PΓ denotes the orthogonal projection onto the subspace generated by
the (ei)i∈Γ. From this we see that the net
{∑
i∈Γ∆(q
∗
i )(pi⊗ 1)
}
i∈Γ over the
finite subsets Γ ⊂ I is bounded and converges strictly to
(ψ ⊗ id⊗ id)((∆⊗ id)(∆(b∗)(a⊗ 1))),
which is same as E
(
1⊗ (ψ ⊗ id)(∆(b∗)(a⊗ 1))), by Proposition 5.15.
In other words, we have established that∑
i∈I
∆(q∗i )(pi ⊗ 1) converges strictly to E
(
1⊗ (ψ ⊗ id)(∆(b∗)(a⊗ 1))),
which is equivalent to saying∑
i∈I
(p∗i ⊗1)∆(qi) converges strictly to
(
1⊗ (ψ⊗ id)((a∗⊗1)(∆b)))E. (5.8)
By a similar argument, we can also show the following:∑
i∈I
(q∗i ⊗1)∆(pi) converges strictly to
(
1⊗ (ψ⊗ id)((b∗⊗1)(∆a)))E. (5.9)
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Write y = (ψ ⊗ id)((a∗ ⊗ 1)(∆b)) and y˜ = (ψ ⊗ id)((b∗ ⊗ 1)(∆a)). By
Proposition 5.14, the convergences given in Equations (5.8) and (5.9) show
that we have y = (ψ ⊗ id)((a∗ ⊗ 1)(∆b)) ∈ D(S) and that S(y) = y˜∗. Or,
S
(
(ψ⊗id)((a∗⊗1)(∆b))) = (ψ⊗id)((b∗⊗1)(∆a))∗ = (ψ⊗id)(∆(a∗)(b⊗1)).

Now that we have shown the “right” analogue of Proposition 4.28, we
will next show the analogue of Proposition 4.27. We first observe the fol-
lowing proposition, which is itself providing analogues of Proposition 3.16
and Propositions 3.17, 3.18.
Proposition 5.17. (1) For a, b ∈ Nψ, we have:
(ωΛψ(b),Λψ(a) ⊗ id)(V ) = (ψ ⊗ id)
(
(a∗ ⊗ 1)(∆b)),
regarded as elements in A = pi(A).
(2) We have the following characterization of our C∗-algebra A:
A =
{
(ω ⊗ id)(V ) : ω ∈ B(Hψ)∗
}‖ ‖
.
(3) We also have: (piψ ⊗ pi)(∆x) = V
(
piψ(x)⊗ 1
)
V ∗, for all x ∈ A.
Proof. (1). The proof is done in essentially the same way as in Proposi-
tion 3.16. Use the fact that V
(
Λψ(c)⊗ Λ(d)
)
= (Λψ ⊗ Λ)
(
(∆c)(1⊗ d)).
(2), (3). Again, imitate the proofs of Propositions 3.17 and 3.18. 
Proposition 5.18. For any ω ∈ B(Hψ)∗, we have: (ω ⊗ id)(V ) ∈ D(S),
and
S
(
(ω ⊗ id)(V )) = (ω ⊗ id)(V ∗).
Proof. Without loss of generality, we may assume that ω = ωΛψ(b),Λψ(a), for
a, b ∈ Nψ. Any ω ∈ B(Hψ)∗ can be approximated by the ωΛψ(b),Λψ(a).
By Proposition 5.17 (1) and the strong right invariance property of ψ
(Proposition 5.16), we have:
S
(
(ωΛψ(b),Λψ(a)⊗id)(V )
)
= S
(
(ψ⊗id)((a∗⊗1)(∆b))) = (ψ⊗id)(∆(a∗)(b⊗1)).
Meanwhile, we have:
(ωΛψ(b),Λψ(a) ⊗ id)(V ∗) = (ωΛψ(a),Λψ(b) ⊗ id)(V )∗ = (ψ ⊗ id)
(
(b∗ ⊗ 1)∆(a))∗,
which is same as (ψ ⊗ id)(∆(a∗)(b⊗ 1)). This proves the result. 
Since the space
{
(ω ⊗ id)(V ) : ω ∈ B(Hψ)∗
}
is dense in A (Proposi-
tion 5.17), it would form a core for S.
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5.4. The operator ∇ψ and the one-parameter group (σψt ). Using the
right Haar weight ψ, we can construct the “right” analogues of ∇ and (σt),
satisfying the properties that are similar to the results obtained earlier.
Here is a result that corresponds to Lemma 4.19.
Lemma 5.19. Let ξ ∈ D(L 12 ) and ζ ∈ D(L− 12 ). Then we have:
(id⊗ωξ,ζ)(V )∗ = (id⊗ω
IL
1
2 ξ,IL−
1
2 ζ
)(V ).
Proof. Let a, b ∈ Nψ be arbitrary. Then we have:〈
(id⊗ω
IL
1
2 ξ,IL−
1
2 ζ
)(V )Λψ(a),Λψ(b)
〉
=
〈
(ωΛψ(a),Λψ(b)⊗id)(V )IL
1
2 ξ, IL−
1
2 ζ
〉
.
Since IL
1
2 = L−
1
2 I and IL−
1
2 = L
1
2 I, the right side becomes
=
〈
(ωΛψ(a),Λψ(b)⊗id)(V )L−
1
2 Iξ, L
1
2 Iζ
〉
=
〈
L
1
2 (ωΛψ(a),Λψ(b)⊗id)(V )L−
1
2 Iξ, Iζ
〉
.
But observe that
L
1
2 (ωΛψ(a),Λψ(b) ⊗ id)(V )L−
1
2
= τ− i
2
(
(ωΛψ(a),Λψ(b) ⊗ id)(V )
)
= RS
(
(ωΛψ(a),Λψ(b) ⊗ id)(V )
)
= R
(
(ωΛψ(a),Λψ(b) ⊗ id)(V ∗)
)
= I(ωΛψ(a),Λψ(b) ⊗ id)(V ∗)∗I,
where we used Proposition 5.18 in the third equality.
Putting all these together, knowing that I2 = 1, I∗ = I, and I is conjugate
linear, we thus have:〈
(id⊗ω
IL
1
2 ξ,IL−
1
2 ζ
)(V )Λψ(a),Λψ(b)
〉
=
〈
I(ωΛψ(a),Λψ(b) ⊗ id)(V ∗)∗ξ, Iζ
〉
=
〈
ξ, (ωΛψ(a),Λψ(b) ⊗ id)(V ∗)ζ
〉
=
〈
(ωΛψ(a),Λψ(b) ⊗ id)(V ∗)ζ, ξ
〉
=
〈
(id⊗ωζ,ξ)(V ∗)Λψ(a),Λψ(b)
〉
.
Since a, b ∈ Nψ are arbitrary, this means that
(id⊗ω
IL
1
2 ξ,IL−
1
2 ζ
)(V ) = (id⊗ωζ,ξ)(V ∗) = (id⊗ωξ,ζ)(V )∗.

We may imitate the discussion given in §4.2, and write TR to be the closed
operator on Hψ such that Λψ(Nψ ∩ N∗ψ) is a core for TR and TRΛψ(y) =
Λψ(y
∗), for y ∈ Nψ ∩ N∗ψ. Its polar decomposition is TR = Jψ∇
1
2
ψ , where
∇ψ = T ∗RTR. As before, we have Jψ = J∗ψ, J2ψ = 1, and Jψ∇ψJψ = ∇−1ψ .
Since ψ is a KMS weight, its lift ψ˜ to the von Neumann algebra piψ(A)
′′ is
an n.s.f. weight, with the same GNS-Hilbert space Hψ˜ = Hψ. We have the
modular automorphism group (σψ˜t )t∈R at the von Neumann algebra level,
given by σψ˜t : x 7→ ∇itψx∇−itψ . Note that (σψ˜t ) leaves the C∗-algebra A
invariant, and the restriction of (σψ˜t ) to A is exactly the one-parameter
group (σψt ) associated with the KMS weight ψ, or σ
ψ
t = σ
ψ˜
t ◦ piψ.
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With the notation above, we are able to prove the following, which cor-
respond to Propositions 4.12, 4.17, 4.20.
Proposition 5.20. The following results hold:
(1) V (∇ψ ⊗ L−1) ⊆ (∇ψ ⊗ L−1)V
(2) V (∇zψ ⊗ L−z) ⊆ (∇zψ ⊗ L−z)V , for all z ∈ C
(3) (Jψ ⊗ I)V (Jψ ⊗ I) = V ∗
Proof. (1). Let y ∈ Nψ ∩N∗ψ. For any ω ∈ B(H)∗, we have:
(id⊗ω)(V )Λψ(y) = Λψ
(
(id⊗ω)(∆y)),
by definition of V (Proposition 3.2). By the right invariance of ψ, we know
(id⊗ω)(∆y) ∈ Nψ ∩N∗ψ, and so we have (id⊗ω)(V )Λψ(y) ∈ D(TR). Then:
TR
(
(id⊗ω)(V )Λψ(y)
)
= TR
(
Λψ((id⊗ω)(∆y))
)
= Λψ
(
(id⊗ω¯)(∆(y∗)))
= (id⊗ω¯)(V )Λψ(y∗) = (id⊗ω¯)(V )TRΛψ(y).
Since Λψ(Nψ ∩N∗ψ) is a core for TR, we just showed that
(id⊗ω¯)(V )TR ⊆ TR(id⊗ω)(V ). (5.10)
This is analogous to Proposition 4.9 earlier. Taking adjoints, we also have:
(id⊗ω¯)(V ∗)T ∗R ⊆ T ∗R(id⊗ω)(V ∗), ∀ω ∈ B(H)∗. (5.11)
Now let ξ ∈ D(L) and ζ ∈ D(L−1). By the inclusion (5.11), we have:
(id⊗ωξ,ζ)(V ∗)∇ψ = (id⊗ωξ,ζ)(V ∗)T ∗RTR ⊆ T ∗R(id⊗ωζ,ξ)(V ∗)TR.
Look at the right hand side. By Lemma 5.19, we have
(RHS) = T ∗R(id⊗ωξ,ζ)(V )∗TR = T ∗R(id⊗ωIL 12 ξ,IL−12 ζ)(V )TR.
Using inclusion (5.10), and again using Lemma 5.19, this becomes:
(RHS) ⊆ T ∗RTR(id⊗ωIL−12 ζ,IL 12 ξ)(V ) = ∇ψ(id⊗ωL 12 Iζ,L−12 Iξ)(V )
= ∇ψ(id⊗ω
IL
1
2L
1
2 Iζ,IL−
1
2 L−
1
2 Iξ
)(V )∗
= ∇ψ(id⊗ωL−1ζ,Lξ)(V )∗ = ∇ψ(id⊗ωLξ,L−1ζ)(V ∗).
Combining the results, for any ξ ∈ D(L) and any ζ ∈ D(L−1), we have:
(id⊗ωξ,ζ)(V ∗)∇ψ ⊆ ∇ψ(id⊗ωLξ,L−1ζ)(V ∗). (5.12)
This means that if p ∈ D(∇ψ), we have (id⊗ωLξ,L−1ζ)(V ∗)p ∈ D(∇ψ) and
that ∇ψ(id⊗ωLξ,L−1ζ)(V ∗)p = (id⊗ωξ,ζ)(V ∗)∇ψp.
Let p, q ∈ D(∇ψ) and v,w ∈ D(L−1). Then, by Equation (5.12), we have:〈
V ∗(p ⊗ v),∇ψq ⊗ L−1w
〉
=
〈
(id⊗ωv,L−1w)(V ∗)p,∇ψq
〉
=
〈∇ψ(id⊗ωLL−1v,L−1w)(V ∗)p, q〉
=
〈
(id⊗ωL−1v,w)(V ∗)∇ψp, q
〉
.
This result can be re-written as:〈
(∇ψ ⊗ L−1)V ∗(p⊗ v), q ⊗ w
〉
=
〈
V ∗(∇ψ ⊗ L−1)(p⊗ v), q ⊗ w
〉
,
LOCALLY COMPACT QUANTUM GROUPOIDS 63
true for any p, q ∈ D(∇ψ) and v,w ∈ D(L−1). We thus have the inclusion:
V ∗(∇ψ⊗L−1) ⊆ (∇ψ⊗L−1)V ∗. Equivalently, V (∇ψ⊗L−1) ⊆ (∇ψ⊗L−1)V .
(2). Recall that V is a partial isometry with the projections V V ∗ = E
and V ∗V = GR. Similar to the case involving W (see Proposition 4.15,
Proposition 4.16), for all z ∈ C we can show the following:
V (∇zψ ⊗ L−z)|Ran(GR) = (∇zψ ⊗ L−z)|Ran(E)V,
as operators on Ran(GR), and
V ∗(∇zψ ⊗ L−z)|Ran(E) = (∇zψ ⊗ L−z)|Ran(GR)V ∗,
as operators on Ran(E).
As a consequence (similar to the proof of Proposition 4.17), we obtain the
following result:
V (∇zψ ⊗ L−z) ⊆ (∇zψ ⊗ L−z)V, ∀z ∈ C.
This is in general not an equality, but if z = it (t ∈ R), the operators are
bounded and we do have the equality:
V (∇itψ ⊗ L−it) = (∇itψ ⊗ L−it)V, t ∈ R. (5.13)
(3). Proof for (Jψ ⊗ I)V (Jψ ⊗ I) = V ∗ is similar to the proof of Proposi-
tion 4.20. We use V (∇
1
2
ψ⊗L−
1
2 ) ⊆ (∇
1
2
ψ⊗L−
1
2 )V , as well as Lemma 5.19. 
Here is a result that corresponds to Proposition 5.1
Proposition 5.21. For all x ∈ A and t ∈ R, we have:
∆
(
σ
ψ
t (x)
)
= (σψt ⊗ τ−t)(∆x).
This uniquely characterizes (τt).
Proof. We have, for any t ∈ R,
∆
(
σ
ψ
t (x)
)
= ∆
(∇itψx∇−it) = V (∇itψx∇−itψ ⊗ 1)V ∗
= V (∇itψ ⊗ L−it)(x⊗ 1)(∇−itψ ⊗ Lit)V ∗
= (∇itψ ⊗ L−it)V (x⊗ 1)V ∗(∇−itψ ⊗ Lit) = (σψt ⊗ τ−t)(∆x),
where we used Equation (5.13)
As in Corollary of Proposition 5.1, this result provides an alternative
characterization of (τt). Proof is similar. 
5.5. Antipode map restricted to the base algebra. We often indicated
in Part I that the γB , γC maps at the level of the subalgebras B and C,
associated with the canonical idempotent E, are restrictions of the antipode
map S. Finally we will provide the proof.
We begin with a converse result of Equations (1.3) and (1.4), giving us
useful characterizations of M(B) and M(C), the “source algebra” and the
“target algebra” contained in M(A).
Proposition 5.22. Let x, y ∈M(A). We have:
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(1) x ∈M(C) if and only if ∆x = (x⊗ 1)E = E(x⊗ 1),
(2) y ∈M(B) if and only if ∆y = E(1⊗ y) = (1⊗ y)E.
Proof. (1). One implication is already known from Equation (1.4). To prove
the converse statement, suppose x ∈ M(A) is such that ∆x = (x ⊗ 1)E =
E(x⊗ 1). By Proposition 5.1, we have:
∆
(
σt(x)
)
= (τt ⊗ σt)(∆x) = (τt ⊗ σt)
(
(x⊗ 1)E) = (τt ⊗ σt)(E(x⊗ 1)).
But we know that (τt ⊗ σt)(E) = E (Proposition 5.5) and that τt, σt are
automorphisms. So from the above equation, we have:
∆
(
σt(x)
)
=
(
τt(x)⊗ 1
)
E = E
(
τt(x)⊗ 1
)
. (5.14)
For n ∈ N, define xn, zn ∈M(A) as follows:
xn =
n√
pi
∫
exp(−n2t2)σt(x) dt and zn = n√
pi
∫
exp(−n2t2)τt(x) dt.
Note that limn→∞ xn = x and limn→∞ zn = x. By Equation (5.14), we have:
∆(xn) = (zn ⊗ 1)E = E(zn ⊗ 1). (5.15)
Since xn is analytic with respect to (σt), we have xnk ∈ Mϕ for any
k ∈ Mϕ (see Lemma 1.2 in Part I [14]). So we have ∆(xnk) ∈ Mid⊗ϕ, and
we can apply id⊗ϕ. Then we have:
(id⊗ϕ)(∆(xnk)) = (id⊗ϕ)(∆(xn)(∆k)) = (id⊗ϕ)((zn ⊗ 1)(∆k)),
using Equation (5.15). Let n→∞. Then this becomes
(id⊗ϕ)(∆(xk)) = x(id⊗ϕ)(∆k), ∀k ∈Mϕ. (5.16)
Similarly, again using Equation (5.15), we can also show that
(id⊗ϕ)(∆(kx)) = (id⊗ϕ)(∆k)x, ∀k ∈Mϕ. (5.17)
But we saw in Proposition 2.14 that the elements (id⊗ϕ)(∆k), k ∈ Mϕ,
are dense in C. Therefore, Equations (5.16) and (5.17) show that xz ∈ C
and zx ∈ C for all z ∈ C. It follows that x ∈M(C).
(2). Proof for the case ofM(B) is similarly done, this time using ∆◦σψt =
(σψt ⊗ τ−t) ◦∆ (from Proposition 5.21). 
Next, we show how the scaling group (τt) and the anti-isomorphism R act
on the subalgebras M(B) and M(C).
Proposition 5.23. We have:
(1) The scaling group (τt) leaves both M(B) and M(C) invariant.
(2) R
(
M(B)
)
=M(C) and R
(
M(C)
)
=M(B).
Proof. (1). Let x ∈M(C). Then ∆x = (x⊗ 1)E = E(x⊗ 1). Apply τt⊗ τt.
Since we know (τt ⊗ τt)(E) = E from Proposition 5.5, we obtain:
(τt ⊗ τt)(∆x) =
(
τt(x)⊗ 1
)
E = E
(
τt(x)⊗ 1
)
.
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But note also that (τt ⊗ τt)(∆x) = ∆
(
τt(x)
)
, by Proposition 5.2. In other
words, we have:
∆
(
τt(x)
)
=
(
τt(x)⊗ 1
)
E = E
(
τt(x)⊗ 1
)
.
It follows from Proposition 5.22 that τt(x) ∈M(C).
Similarly, we can show that y ∈M(B) implies τt(y) ∈M(B).
(2). Suppose x ∈M(C). Then ∆x = (x⊗ 1)E = E(x⊗ 1). Apply R⊗R.
Since R is an anti-isomorphism, we then have:
(R⊗R)(∆x) = (R⊗R)(E)(R(x)⊗ 1) = (R(x)⊗ 1)(R⊗R)(E).
By Propositions 5.4 and 5.5, this can be rewritten as:
∆cop
(
R(x)
)
= (ςE)
(
R(x)⊗ 1) = (R(x)⊗ 1)(ςE).
Or, equivalently,
∆
(
R(x)
)
= E
(
1⊗R(x)) = (1⊗R(x))E.
By Proposition 5.22, we see that R(x) ∈M(B).
Similarly, we can show that y ∈M(B) implies R(y) ∈M(C). 
Since S = R ◦ τ− i
2
, we can see immediately from Proposition 5.23 that
S|M(B) : M(B) → M(C) and S|M(C) : M(C) → M(B), when restricted to
the respective domains, of course. Let us now compare these maps with the
γB, γC maps earlier.
Suppose y ∈ B is such that y ∈ D(γB). Let a, b ∈ Nψ be arbitrary, and
consider z = (ψ ⊗ id)((a∗ ⊗ 1)(∆b)) ∈ D(S). Then, since ∆y = (1 ⊗ y)E,
we can show that
yz = (ψ ⊗ id)((a∗ ⊗ y)(∆b)) = (ψ ⊗ id)((a∗ ⊗ 1)(∆y)(∆b))
= (ψ ⊗ id)((a∗ ⊗ 1)(∆(yb))), (5.18)
which is also contained in D(S), because yb ∈ Nψ, a ∈ Nψ. We have:
S(yz) = S
(
(ψ ⊗ id)((a∗ ⊗ 1)(∆(yb)))) = (ψ ⊗ id)(∆(a∗)(yb⊗ 1))
= (ψ ⊗ id)(∆(a∗)(b⊗ γB(y)))
= (ψ ⊗ id)(∆(a∗)(b⊗ 1))γB(y) = S(z)γB(y).
In the second and the last equalities, we used the strong right invariance
property of ψ (Proposition 5.16). Third equality is using Lemma 1.1, saying
that E(y ⊗ 1) = E(1⊗ γB(y)). The elements (ψ⊗ id)((a∗ ⊗ 1)(∆b)) form a
core for S, so we can say from above that yz ∈ D(S) and S(yz) = S(z)γB(y),
for all z ∈ D(S). Therefore, by Proposition 5.8, we conclude that y ∈ D(S)
and that S(y) = γB(y).
This observation shows that γB ⊆ S|B . But γB is a densely-defined map,
implying that γB = S|B . To explore this further, let y ∈ B ∩ D(S). Then
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for any a, b ∈ Nψ, we have:
(ψ ⊗ id)(∆(a∗)(yb⊗ 1)) = S((ψ ⊗ id)((a∗ ⊗ 1)(∆(yb))))
= S(yz) = S(z)S(y) = (ψ ⊗ id)(∆(a∗)(b⊗ 1))S(y)
= (ψ ⊗ id)(∆(a∗)(b⊗ S(y))),
where we wrote z = (ψ ⊗ id)((a∗ ⊗ 1)(∆b)) and used Equation (5.18). We
also used the strong right invariance property and the anti-multiplicativity
of S. Since b is arbitrary and since ψ is faithful, it follows that
∆(a∗)(y ⊗ 1) = ∆(a∗)(1⊗ S(y)),
true for any a ∈ Nψ, a dense subspace of A. By the property of E (see
Proposition 3.3 (2) in Part I [14]), it follows that
E(y ⊗ 1) = E(1⊗ S(y)). (5.19)
Equation (5.19) confirms that the restriction of our antipode map S onto B
is exactly the γB map earlier, whose image is contained in C.
In a similar way, we can show, using now the strong left invariance prop-
erty of ϕ (Proposition 4.28), that the restriction map S|C is exactly the γC
map earlier, whose image is contained in B. We will further have:
(1⊗ x)E = (S(x)⊗ 1)E, for x ∈ D(S) ∩ C = D(γC). (5.20)
We collect these results in the following proposition, together with some
related results concerning the map R and the automorphism group (τt).
Proposition 5.24. The antipode map S = R ◦ τ− i
2
, when restricted to the
subalgebras B and C, has the following properties:
(1) S|B = γB, with D(S) ∩B = D(γB);
(2) S|C = γC , with D(S) ∩C = D(γB);
(3) For all t ∈ R, we have: τt|B = σν−t and τt|C = σµt , where (σνt ) and
(σµt ) are the automorphism groups associated with the KMS weights
ν (on B) and µ (on C) considered earlier.
(4) R|B = RBC : B → C and R|C = R−1BC : C → B, where RBC is the∗-anti-isomorphism associated with the separability triple (E,B, ν).
Proof. (1), (2). These were shown in the above paragraphs. Note in partic-
ular Equations (5.19) and (5.20).
(3). From Proposition 2.9 of Part I [14], we know σµ−i(c) = (γB ◦γC)(c) for
c ∈ D(γB ◦γC), and that σν−i(b) = (γ−1B ◦γ−1C )(b) for b ∈ D(γ−1B ◦γ−1C ), which
is equivalent to σνi (b) = (γC ◦ γB)(b) for b ∈ Ran(γ−1B ◦ γ−1C ) = D(γC ◦ γB).
Meanwhile, we just observed that γB , γC are restrictions of S onto B and
C, respectively. So, by Proposition 4.26 (6), we have:
σ
µ
−i = γB ◦ γC = S2|C = τ−i|C and σνi = γC ◦ γB = S2|B = τ−i|B.
In other words, on C, we have two one-parameter groups (σµt ) and (τt|C)
such that σµ−i = τ−i|C . But σµ−i and τ−i generate (σµt ) and (τt), respectively.
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This means that on C, the two one-parameter groups coincide, such that
τt|C = σµt for all t.
Similarly, on B, using σνi = S
2|B = τ−i|B , we show that τt|B = σν−t, ∀t.
(4). Recall that γB = RBC ◦ σνi
2
(see §1.1). Compare this with the
polar decomposition of the antipode S = R ◦ τ− i
2
restricted to B, namely,
S|B = R|B ◦ τ− i
2
|B . We now know that S|B = γB and τ− i
2
|B = σνi
2
. It
follows immediately that R|B = RBC .
Proof for R|C = R−1BC is similar, using S|C = γC and τ− i
2
|C = σµ− i
2
. 
Remark. In the Remark following Definition 4.22, we discussed our choice to
denote by R the anti-isomorphism RA, the unitary antipode on A. Here, we
see that the restriction of RA to the subalgebra B is RBC , which was a part
of the defining data for the separability triple (E,B, ν). Proposition 5.24
assures us that using R throughout is all right and not ambiguous.
We have below a sharper result improving Proposition 5.23, as a corollary
to Proposition 5.24.
Corollary. We have:
(1) (τt) leaves B invariant and ν ◦ τt|B = ν, for any t ∈ R.
(2) (τt) leaves C invariant and µ ◦ τt|C = µ, for any t ∈ R.
(3) R(B) = C and R(C) = B.
Proof. (1), (2). Since τt|B = σν−t and τt|C = σµt , these are immediate.
(3). This follows from the observation that R|B = RBC : B → C and
R|C = R−1BC : C → B. 
Next result is about the automorphism groups (σt) and (σ
ψ
t ), associated
with our Haar weights ϕ and ψ, respectively, restricted to the base algebras
C and B.
Proposition 5.25. We have: σ|C = σµ and σψ|B = σν .
Proof. Consider s = σi(a)b
∗, for a, b ∈ Tϕ, the Tomita subalgebra. Such
elements are dense in Mϕ, and for any z ∈ M(A), we have sz ∈ Mϕ with
ϕ(sz) = ϕ
(
σi(a)b
∗z
)
= ϕ
(
b∗za
)
. Similarly, we also have zs ∈Mϕ.
Suppose x ∈Mµ (⊆ C) is analytic with respect to µ, and consider σµ−i(x),
which is also an element in C
(⊆ M(A)). As noted above, we will have
sσ
µ
−i(x) ∈Mϕ. By Proposition 1.3, we have:
ϕ
(
sσ
µ
−i(x)
)
= µ
(
(id⊗ϕ)(∆(sσµ−i(x)))
)
= (µ⊗ ϕ)(∆(sσµ−i(x))).
Since ∆
(
σ
µ
−i(x)
)
= E
(
σ
µ
−i(x)⊗ 1
)
and ∆x = (x⊗ 1)E, this becomes:
ϕ
(
sσ
µ
−i(x)
)
= (µ ⊗ ϕ)((∆s)(σµ−i(x)⊗ 1))) = (µ ⊗ ϕ)((x⊗ 1)(∆s))
= (µ ⊗ ϕ)(∆(xs)) = ϕ(xs),
again by Proposition 1.3.
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Compare this with the usual characterization of the automorphism group
(σt) for ϕ, given by ϕ(xs) = ϕ
(
sσ−i(x)
)
. As elements s = σi(a)b
∗ are dense
in Mϕ and ϕ is faithful, we conclude that x ∈ D(σ−i) and that σ−i(x) =
σ
µ
−i(x), which is true on a dense subset of C. Since σ−i and σ
µ
−i generate
(σt) and (σ
µ
t ) respectively, we see that on C, we have σt|C = σµt for all t.
Similarly, for y ∈ Mν (⊆ B), that is analytic with respect to ν, we have,
for any s ∈ Tψ, that
ψ
(
sσν−i(y)
)
= (ψ ⊗ ν)((∆s)(1⊗ σν−i(y))) = (ψ ⊗ ν)((1⊗ y)(∆s))
= (ψ ⊗ ν)(∆(ys)) = ψ(ys).
Comparing with the characterization ψ(ys) = ψ
(
sσ
ψ
−i(y)
)
, we can conclude
that on B, we have σψt |B = σνt for all t. 
Corollary. As a consequence of the previous proposition, we have:
(1) σt leaves C invariant and µ ◦ σt|C = µ, for any t ∈ R.
(2) σψt leaves B invariant and ν ◦ σψt |B = ν, for any t ∈ R.
Proof. Since σt|C = σµ and σ′t|B = σν , these results are immediate. 
Now that we considered the restrictions σ|C and σψ|B , which were re-
spectively shown to coincide with σµ and σν , it is natural to consider the
restriction σ|B . While it does not have to coincide with σν , we still have the
following invariance result:
Proposition 5.26. σt leaves B invariant and ν ◦ σt|B = ν, for any t ∈ R.
Proof. Suppose y ∈M(B). Then by Proposition 5.1, we have:
∆
(
σt(y)
)
= (τt ⊗ σt)(∆y) = (τt ⊗ σt)
(
E(1⊗ y)) = E(1⊗ σt(y)),
where we also used (τt⊗σt)(E) = E (Proposition 5.5). But then, by Propo-
sition 5.22, we see that σt(y) ∈ M(B). It follows that σt leaves M(B)
invariant.
At this stage, recall the last condition given in Definition 1.2, where we
required the existence of a one-parameter group (θt) of B such that θt(b) =
σt(b), ∀b ∈ B, ∀t ∈ R, and that ν ◦ θt = ν. We can see immediately that
σ|B ≡ θ, which in particular means that (σt|B) is a one-parameter group of
B, and that ν
(
σt(b)
)
= ν
(
θ(b)
)
= ν(b), for any b ∈ B and t ∈ R. 
The above proposition was the first occasion where the last condition of
our main definition (Definition 1.2) was used. We will be using this result
to gradually make our case that ν is “quasi-invariant”. First, we show the
commutativity of σ and τ :
Proposition 5.27. We have:
(1) ψ is invariant under (σt ◦ τ−t)t∈R.
(2) σ and τ commute. That is, σt ◦ τs = τs ◦ σt, ∀t, s.
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Proof. (1). By Proposition 1.3, we have:
ψ(σt ◦ τ−t) = ν
(
(ψ ⊗ id)(∆(σt ◦ τ−t))
)
.
But by Propositions 5.1 and 5.2, we know that
∆
(
σt ◦ τ−t
)
= (τt ⊗ σt)
(
∆(τ−t)
)
= (id⊗(σt ◦ τ−t)) ◦∆. (5.21)
Combining, we have:
ψ(σt ◦ τ−t) = ν
(
(σt ◦ τ−t)((ψ ⊗ id)∆)
)
= ν
(
(ψ ⊗ id)∆) = ψ,
where we used the fact that (ψ ⊗ id)(∆a) ∈ M(B), ∀a ∈ Mψ, together
with the knowledge that ν ◦ σt|B = ν (Proposition 5.26) and ν ◦ τ−t|B = ν
(Corollary of Proposition 5.24). The last equality is using Proposition 1.3.
(2). By (1), it follows from the general weight theory (see [25]) that (σψs )
and (σt ◦ τ−t)t∈R commute. In other words,
σψs ◦ (σt ◦ τ−t) = (σt ◦ τ−t) ◦ σψs , ∀s,∀t. (5.22)
Then we have:(
id⊗(σt ◦ τ−t)
) ◦∆ = ∆(σt ◦ τ−t) = ∆(σψ−s ◦ (σt ◦ τ−t) ◦ σψs )
= (σψ−s ⊗ τs)
(
∆((σt ◦ τ−t) ◦ σψs )
)
=
(
σ
ψ
−s ⊗ τs ◦ (σt ◦ τ−t)
)(
∆(σψs )
)
=
(
id⊗τs ◦ (σt ◦ τ−t) ◦ τ−s
) ◦∆.
The first and fourth equalities used Equation (5.21); second equality used
Equation (5.22); third and fifth equalities used Proposition 5.21.
Since the elements of the form (ω ⊗ id)(∆x), x ∈ A, ω ∈ A∗, are dense in
A, the above result implies that
σt ◦ τ−t = τs ◦ (σt ◦ τ−t) ◦ τ−s = τs ◦ σt ◦ τ−s ◦ τ−t,
true for all s and t. From this, we have σt = τs ◦ σt ◦ τ−s, or equivalently,
σtτs = τsσt, ∀s, t. 
Results similar to Propositions 5.26 and 5.27 do exist for σψ (the invari-
ance of µ under σψ|C , and the commutativity of σψ and τ). But we will
consider them later.
5.6. The right Haar weight ϕ◦R. Consider our left Haar weight ϕ. Using
the involutive ∗-anti-isomorphism R : A→ A, we can define a faithful weight
ϕ◦R. It is not difficult to see that ϕ◦R is also KMS, with its one-parameter
group of automorphisms (σϕ◦Rt )t∈R given by
σ
ϕ◦R
t = R ◦ σ−t ◦R.
Let us further explore this KMS weight ϕ ◦R.
Proposition 5.28. ϕ ◦R is right invariant.
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Proof. Let a ∈ Mϕ◦R. Then R(a) ∈ Mϕ. By the left invariance of ϕ, we
thus know that ∆
(
R(a)
) ∈ Mid⊗ϕ, and that (id⊗ϕ)(∆(R(a))) ∈ M(C).
With ∆cop = ς ◦∆, we have (id⊗ϕ)(∆(R(a))) = (ϕ ⊗ id)(∆cop(R(a))). So
by Proposition 5.4, we have:
(id⊗ϕ)(∆(R(a))) = (ϕ⊗ id)((R⊗R)(∆a)) = R((ϕ ◦R⊗ id)(∆a)).
From this, we can see that ∆a ∈Mϕ◦R⊗id, and that
(ϕ ◦R⊗ id)(∆a) = R((id⊗ϕ)[∆(R(a))]) ∈M(B),
because R
(
M(C)
)
= M(B) by Proposition 5.23. It follows that ϕ ◦ R is
right invariant. 
Unlike in the quantum group case, with our base algebra B being non-
trivial, we cannot expect any uniqueness result for the right Haar weight.
Specifically, while both ψ and ϕ ◦ R are right invariant, it is not true in
general that ϕ ◦ R is a scalar multiple of ψ. Having said this, it turns out
that for all practical purposes, replacing ψ by ϕ ◦ R gives us essentially
an equivalent structure for our quantum groupoid. The remainder of this
subsection discusses this point.
Proposition 5.29. For all x ∈ A and t ∈ R, we have:
∆
(
σ
ϕ◦R
t (x)
)
= (σϕ◦Rt ⊗ τ−t)(∆x).
Proof. Since σϕ◦Rt = R ◦ σ−t ◦R, we have:
∆
(
σ
ϕ◦R
t (x)
)
= ∆
(
(Rσ−tR)(x)
)
= ς ◦ (R ⊗R)(∆(σ−t(R(x))))
= ς ◦ (Rτ−t ⊗Rσ−t)
(
∆(R(x))
)
= (Rσ−t ⊗Rτ−t)
(
∆cop(R(x))
)
= (Rσ−tR⊗Rτ−tR)(∆x) = (σϕ◦Rt ⊗ τ−t)(∆x).
We used the results of Propositions 5.1 and 5.4, as well as the commutativity
of τ and R. 
Observe that this result is essentially the same as Proposition 5.21. See
the following proposition for our main claim:
Theorem 5.30. The data (A,∆, E,B, ν, ϕ, ϕ◦R) determines a locally com-
pact quantum groupoid of separable type, in the sense of Definition 1.2.
Moreover, R and (τt) are still the unitary antipode and the scaling group for
this new quantum groupoid.
Proof. Since ϕ ◦ R is shown to be right invariant, we can see immediately
that (A,∆, E,B, ν, ϕ, ϕ ◦ R) is a locally compact quantum groupoid sepa-
rable type. We also have the following result analogous to Proposition 1.3.
Namely, for a ∈Mϕ◦R, we have:
ν
(
(ϕ ◦R⊗ id)(∆a)) = (ν ◦R)((id⊗ϕ)(∆(R(a)))) = ϕ(R(a)). (5.23)
LOCALLY COMPACT QUANTUM GROUPOIDS 71
First equality is true because (ϕ ◦ R ⊗ id)(∆a) = R((id⊗ϕ)(∆(R(a)))),
observed in the proof of Proposition 5.28, and the second equality is using
ν ◦R = µ and Proposition 1.3.
Therefore, all the same discussion and construction will go through, in-
cluding the construction of the unitary antipode and the scaling group, with
ψ replaced by ϕ ◦R.
From Definition 4.22 and Proposition (4.21), we know that R : A→ A is
defined by
R : (id⊗ωΛϕ˜(a),Λϕ˜(b))(W ) 7→ (id⊗ωΛϕ˜(σϕ˜
−
i
2
(b∗)),Λϕ˜(σ
ϕ˜
−
i
2
(a∗))
)(W ),
for a, b ∈ Tϕ˜. Since the elements (id⊗ωΛϕ˜(a),Λϕ˜(b))(W ) generates all of A,
this characterizes the map R. Observe that the definition does not explicitly
refer to the right Haar weight.
As for the scaling group, instead of Definition 4.23, which does depend
on the right Haar weight, consider an alternative characterization noted in
Proposition 5.21. Comparing it with Proposition 5.29, we can see that the
scaling group determined by having ϕ ◦R in place of ψ is exactly τ . 
Remark. By Theorem 5.30, we see that the data (A,∆, E,B, ν, ϕ, ψ) and
(A,∆, E,B, ν, ϕ, ϕ ◦ R) represent essentially equivalent quantum groupoid
structure, with same R (unitary antipode), same τ (scaling group), so the
same antipode map S.
5.7. Quasi-invariance of ν. From now on, building on the insight we
gained from the previous subsection, we will take the right Haar weight for
our quantum groupoid to be ψ = ϕ ◦R. For convenience, write σ′ = σϕ◦R.
Let us begin with an invariance result, concerning the restriction of (σ′t)
to C and the weight µ on C.
Proposition 5.31. σ′t leaves C invariant and µ ◦ σ′t|C = µ, for any t ∈ R.
Proof. Let c ∈ C. Then R(c) ∈ B. By Proposition 5.26, we thus have
σt
(
R(c)
) ∈ B, ∀t. Since σ′t = σϕ◦R = R ◦ σ−t ◦R, we have,
σ′t(c) = R
(
σ−t(R(c))
) ∈ C,
showing that σ′t leaves C invariant.
Meanwhile, we have (again by Proposition 5.26),
µ ◦ σ′t|C = (ν ◦R) ◦ (R ◦ σ−t ◦R)|C = ν ◦ σ−t|B ◦R|C = ν ◦R|C = µ.

The next proposition shows the mutual commutativity of the automor-
phism groups σ, σ′, τ .
Proposition 5.32. We have:
(1) σ and τ commute.
(2) σ′ and τ commute.
(3) σ and σ′ commute.
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Proof. (1). This is none other than Proposition 5.27 (2).
(2). By modifying the proof of Proposition 5.27 (1), we can show that ϕ
is invariant under (σ′s ◦ τs)s∈R. Then using the result, we can show that σ′
and τ commute. Use Propositions 1.3, 5.1, 5.21, 5.2, and imitate the proof
of Proposition 5.27 (2). Alternatively, it can be obtained as a consequence
of (1), by making use of the fact that σ′ = R ◦ σ−1 ◦ R and that τ and R
commute.
(3). By Propositions 5.1 and 5.29, and by using the results from (1), (2)
above, we have:
∆(σt ◦ σ′s) = (τt ⊗ σt)
(
∆(σ′s)
)
=
(
(τt ◦ σ′s)⊗ (σt ◦ τ−s)
) ◦∆
=
(
(σ′s ◦ τt)⊗ (τ−s ◦ σt)
) ◦∆ = (σ′s ⊗ τ−s)(∆(σt)) = ∆(σ′s ◦ σt).
It follows that σt ◦ σ′s = σ′s ◦ σt, which holds true for all t, s. 
Commutativity of the automorphism groups σ and σ′ corresponds to the
quasi-invariance condition that is typically required of the ordinary locally
compact groupoid theory [23], [22]. This is assumed also in the framework
of measured quantum groupoids [19], [9]. Some discussion on this was given
in Introduction and section 4 of Part I [14]. See also Remark given below.
Remark. From the commutativity of σ and σ′, and by using a result by Vaes
[29], one can define the Radon–Nikodym derivative, and this in turn will
allow us to define the modular element δ. It would be a positive unbounded
operator affiliated to A such that ψ = ϕ ◦ R = ϕ(δ 12 · δ 12 ). In addition to
providing us with some useful results relating ϕ and ψ, or σ and σ′, the
modular element allows a natural way of identifying the Hilbert spaces Hψ
and Hϕ. This is similar to the quantum group case. In this way, we will
be able to work conveniently within the setting of one single Hilbert space
H. These discussions will be made more precise in Part III [15], when we
explore the duality issues.
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