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I obtain results of existence and uniqueness of generalized solutions for the
Cauchy problem to fifth-order evolution equations such as third member of
Kortewegde Vries hierarchy, Olver, Benney, and Fisher equations. I show that my
results are associated with the solution obtained by Ponce.  2001 Academic Press
1. INTRODUCTION
 In this paper I consider the third member of the Lax hierarchy, 10
u  30u2 u  20u u  10uu  u  0. 1.1Ž .t x x x x x x x x x x x x
 Biagioni and Oberguggenberger 3 considered the second member of the
Ž .Lax hierarchy, the Kortewegde Vries KdV equation,
u  uu  u  0. 1.2Ž .t x x x x
ŽŽ .They obtained results of existence and uniqueness of solutions in G 0, T2
. Ž . R algebra of generalized functions, which is defined in Sec. 1.1 to the
Ž . Ž .Cauchy problem to Eq. 1.2 and initial data in G R . Here I obtain2
Ž .similar results for Eq. 1.1 .
  Ž .Ponce 14 considered the Cauchy problem to Eq. 1.1 with initial data
sŽ . sŽ .in H R , s 4. The Sobolev spaces H R , s	 R, are naturally embed-
Ž .ded in the algebra of generalized functions G R . My results are coherent2
1 This research was partially supported by PICDTCapes, Brazil.
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with those obtained by Ponce, because I prove that my generalized
sŽ .solution, when the initial data are considered in H R , s 4, is associ-
ated with the classical solution.
  Ž .In 11 I showed, using the conservation laws satisfied by Eq. 1.1 ,
Ž . Ž .existence of solutions to Eq. 1.1 and initial condition in G R , which2
ŽŽ . .belong to G 0, T  R for each T 0. I also showed existence and2
uniqueness of solutions to the Cauchy problem to the KdV hierarchy in
the same context. These solutions are associated with the classical solution
 established by Kenig, Ponce, and Vega 8 .
This paper is organized as follows. Section 1.1 gives some definitions
used throughout. Section 2 deals with the equation
u  c u2 u  c u u  c uu  u  0, 1.3Ž .t 1 x 2 x x x 3 x x x x x x x x
Ž . Ž .which includes 1.1 . For Eq. 1.1 I show, using a solution described by this
ŽŽ . . Žequation, that the solutions are not unique in G 0, T  R the algebras
of generalized functions defined by Colombeau, which contains the space
. Ž .of distributions . The uniqueness of solution to Eq. 1.1 in the algebra
ŽŽ . .G 0, T  R can be obtained by imposing some hypotheses on the initial2
data. The hypothesis in this paper that provides uniqueness is weaker than
 the one imposed in 11, Prop. 4.1 . My method is based on the proof given
 by Ponce in 14, Theorem 2.2 and does not use the Hamiltonian structure
Ž .satisfied by Eq. 1.1 . Thus it extends to
u  u  c uu  c u  c u u  c uu  c u  0, 1.4Ž .t x 1 x 2 x x x 3 x x x 4 x x x 5 x x x x x
u  2u u  uu  u  0, 1.5Ž .t x x x x x x x x x x x
and
u  u u2 u  1 u u u  uu  u  0, 1.6Ž . Ž . Ž . Ž .t x x x x x x x x x x x x
Ž .  where the c ’s are constants. Eq. 1.4 was considered by Olver 13 as ai
model for a water wave problem for long, small-amplitude waves over a
  Ž .shallow horizontal bottom. Benney 1 considered Eq. 1.5 as a model to
describe the interaction effects between short and long waves. Finally Eq.
Ž .  1.6 was considered by Fisher 6 to study the motion of a lattice of
anharmonic oscillators.
Ž . ŽŽ . .In Section 2 I also show that the solution to 1.1 in G 0, T  R given2
 in 11, Theorem 3.1 and Theorem 2.1 is associated with the solution
  sŽ .obtained by Ponce 14, Corollary 3.2 when the initial data are in H R ,
s 4.
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Finally, in Section 3 I give local existence and uniqueness results in
ŽŽ . .G 0, T  R for the Cauchy problem for the equation2
u  c u u  c uu  u  0.t 1 x x x 2 x x x x x x x x
Ž . Ž . Ž . Ž .The same technique applies to Eq. 1.3 , 1.4 , 1.5 , and 1.6 .
1.1. Definitions and Notations
Here I describe the space under consideration. Define the Colombeau
Ž . Ž .algebra G  , which is a particular case of the algebras G  defined2 p, q
 in 3 , when p q 2.
Ž . n   Ž Ž .. ILet I 0, 1 and let 
 R be an open set. Set E   H  ,2
Ž . Ž .the set of all mappings u : IH  , 	 I u 	H  , real valuedˆ ˆ
Ž . kŽ .for all  0, where H   H  .k	Z
Set
    E   u	 E  such that for all k	 Z , N 0 such thatˆM , 2 2
  Nu  O  , as  0 , 1.7Ž . Ž .4ˆ k
    N   u	 E  such that for all k	 Z , and M 0,ˆ2 M , 2
  Mu  O  , as  0 , 1.8Ž . Ž .4ˆ k
  kŽ .where  is the usual norm of the Sobolev space H  . The elementsk
 of E  are denoted by u,  , . . . and are called moderate. The setˆ ˆM , 2
 N  is called null space.2
Ž  .If  has the cone property, then see 3 the following conditions hold:
Ž .  i E  is an algebra with partial derivatives.M , 2
Ž .    ii N  is an ideal of E  which is invariant under deriva-2 M , 2
tives.
Ž . n   Ž .iii If  R and u	 E  , then for all  0, lim u xˆ ˆ2  x  
 0.
Ž .The set G  , defined by2
 E M , 2
G   ,Ž .2  N 2
is also an algebra; its elements, denoted by u,  , . . . , are called generalized
Ž .functions in . The multiplication in G  is defined on representatives;2
Ž .that is, if u,  	 G  , then the product u is the class of u , where uˆˆ ˆ2
and  are respective representatives of u and . We note that theˆ
definition is independent of the representatives.
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Ž . Ž .THEOREM 1.1. i There is a deriatie operator in G  that is linear2
  Ž .and is induced by the deriatie in E  ; that is, if u	 G  andM , 2 2
n  Ž  . Ž .  	N , then D u cl D u in G  , where u	 E  is a representa-ˆ ˆ2 M , 2
Ž  . Ž . tie of u and cl D u 	 G  is the class of D u.ˆ ˆ2
Ž . Ž n. sŽ n. Ž n.ii There is an embedding of H R  H R into G Rs	R 2
Ž n.obtained in the following way: Fix 	 S R such that
 n   x dx 1 and x  x dx 0, 		N ,   1.Ž . Ž .H H
n nR R
1 xŽ . Ž . Ž .Define 
 : w w  , where  x   . This defines a linear injec-n    
Ž n.  n  Ž n.tion of H R into E R , which induces an embedding H R M , 2
Ž n. Ž n. Ž n.G R . This embedding turns H R into a subalgebra of G R .2 2
 For the proof of this theorem, see 3 .
ŽŽ . .DEFINITION 1.1. For u	 G 0, T  R , we define the restriction of u2
 4 Ž . Ž .to 0  R as the class of u 0,  in G R , where u is a representative ofˆ ˆ 2 
u. We denote this class by u .t04
Ž n.DEFINITION 1.2. Say that u	 G R is associated with the distribution2
Ž n. Ž .w	H R if there is a representative u of u such that u   w inˆ ˆ
Ž n. Ž n.D R as  0. We denote it by u w. We say that u,  	 G R are2
associated if u  0.
Ž n.It follows that two distributions in H R , viewed as elements of
Ž n.G R , are associated if and only if they are equal. Thus the concept of2
association generalizes the equality of distributions.
Ž . Ž .1 jDEFINITION 1.3. Say that u	 G  is of r- log type, 2 r ,2
 j 1, if it has a representative u	 E  such thatˆ M , 2
  r  1 ju  O log  , as  0; 1.9Ž .ˆ Ž .L
u is of r-bounded type if there are constants C and  0 such that
  ru  C , 0   .ˆ L
  Ž . k , rŽ .Note that if u	 E  , then 1.7 holds with the W  norm.ˆ M , 2
Ž .Note that this algebra G  is invariant under superposition by slowing2
 Ž l. Žincreasing C function. More precisely, if F	O R i.e., F is a smoothM
function and together with all its derivatives grow at most like some power
    . Ž . Ž .of x as x   , then we can define F u , u , . . . , u 	 G  for1 2 l 2
Ž . Ž  .u 	 G  , i 1, . . . , l see 2 .i 2
       For more information on generalized functions see 2 , 4 , 5 , and 12 .
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2. UNIQUENESS OF SOLUTIONS
 Kichenassamy and Olver 9 considered a class of fifth-order model
evolution equations of the general form
u  u  u  uu   u u  P u u  0, 2.1Ž . Ž .t x x x x x x x x x x x x x x x
Ž .where  ,  ,  , and  are constants and P u is an analytic function of the
dependent variable. Many of these models require that P be a cubic
polynomial,
P u  pu qu2 ru3.Ž .
Ž .Kichenassamy and Olver showed that 1.1 has a solitary wave solution,
'c 1 142u x , t  sec h c x x  ct , c 0. 2.2Ž . Ž . Ž . Ž .02 2
 By following the proof given in 3, Remark 3.6 and taking c1
and x  1 , it is implied that the generalized solution u with represen-0
tative given by
1 1 1 1 1
2u x , t  sec h x  tŽ .ˆ 14 ž /ž /' 2  2  Ž .
Ž . ŽŽ . .is a nonzero solution to 1.1 that belongs to G 0, T  R . But itss
Ž .restriction to t 0 is 0 in G R , thus yielding the nonuniqueness ofs
ŽŽ . . Ž .solutions in G 0, T  R to the Cauchy problem for Eq. 1.1 .s
Ž . Ž .12THEOREM 2.1. Gien g	 G R with g, g  and g  of the 2- log type2
Ž .and T 0 finite, the Cauchy problem to the equation 1.3 and initial data g
ŽŽ . .has at most one solution in G 0, T  R satisfying the following condition:2
ŽŽ . .u has a representatie u	 E 0, T  R such thatˆ M , 2
14 sup u t ,   O log  , as  0. 2.3Ž . Ž .ˆ Ž . 4
 0, T
Remark. In Proposition 2.1 I give a condition on the initial data that
Ž .yields 2.3 .
 In 11 I extended for the KdV hierarchy the results of existence
 uniqueness obtained by Biagioni and Oberguggenberger 3 . Comparing
 the result in 11, Proposition 4.1 with Proposition 2.1 shows that the
hypothesis in Theorem 2.1, which provides the uniqueness of solution, is
 weaker than the one imposed in 11, Theorem 3.1 .
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Proof of Theorem 2.1. Suppose that u and  are two solutions to Eq.
Ž . ŽŽ . .1.3 in G 0, T  R that satisfy the same initial data g. In this case2
ŽŽ . . Ž . Žthere are n , n 	 N 0, T  R and 	 N R such that denoting byˆ ˆ ˆ1 2 2 2
Ž . Ž .u u ,  and   ,  the representatives of the solutions inˆ ˆ 
Ž .  Ž .E 0, T  R satisfying Eq. 1.3 with 0 in the second member changedM , 2
.by n and n , respectively ,ˆ ˆ1 2
 u  c u2Du 2D  c DuD2 uDD2Ž . Ž . Ž .t 1 2
 c uD3uD3 D5 uŽ . Ž .3
 n  n in 0, T  RŽ .ˆ ˆ1 2
u   in R.Ž . ˆt0
Setting w u , N n  n , it can be assumed, without loss ofˆ ˆ1 2
generality, that  0. One has that w satisfiesˆ
 w c u Duw c  2Dw c DD2 wŽ .t 1 1 2
 c D2 uDw c D3uw c D3 wD5wN ,2 3 3
w  0. 2.4Ž .t0
Ž .Multiplying Eq. 2.4 by w and integrating the result in x, then integrating
by parts, leads to the following estimate,
d
2 3 3 2            w dx c u   Du   D  D u  D  w dxŽ .H Hdt
 2    c wDD w dx c wN dx ,H H
where c 0 is a constant. Integrating from 0 to t T , using Sobolev
embedding and the inequality ab a2 1 b2,  0, yields
t2 1 2   w dx c N w  c M T  c w dx dtŽ .Ž .H 0 0 HH
0
t 22  DD w dx dt , 2.5Ž . Ž .HH
0
Ž .where M T is given by
2
M t  c sup 1 u s   s . 2.6Ž . Ž . Ž . Ž .Ž .4 4
 0, t
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Ž .A convenient bound for the last term of 2.5 is obtained by applying the
 argument used by Ginibre and Tsutsumi 7 , that is
t 2 22 2D w  DD w dx dtŽ . Ž .HH
0

t2 22 c sup  t  sup D w  dx dt , 2.7Ž . Ž . Ž . Ž .Ý HHj j2 ½ 5½ 5 0  j0, Tj
Ž . Ž . Ž .  where  x   x j , j	 Z, and 	D R , 0  1,  1 in 0, 1 ,j
Ž . 0, outside 1, 2 .
I next use the estimates

2
sup  tŽ . Ž .Ý j 2
 0, Tj
2 2 4 K c  0  cT sup  t   t   2.8Ž . Ž . Ž . Ž .Ž .2 4 4
 0, T
and
t 2sup w  dx dtŽ .HH x x j
0j
t2 21 c w x , t dx c M t  c w x , t dx dtŽ . Ž . Ž .Ž . Ž .Ž .H HH
0
t t2 2  w dx dt  w dx dt   , 2.9Ž . Ž . Ž .HH HHx x x x xž /0 0
Ž . Ž . Ž .where c is constant,  0 arbitrary , M t is given by 2.6 , and  and 
Ž q.are O  as  0.
These estimates can be proved by applying the arguments used by Ponce
  1Ž . 1Ž .14 . Note that the term HJ N J w  dx, where J is the operator
Ž 2 .12     Ž q.1D , can be bounded by c N w , which is O  ,  0.0 0
Ž .Using the foregoing estimates, it follows that 2.7 is bounded by
t2 1 2cK c w dx c M T  c w dx dtŽ .Ž .H HH½
0





 , 2.10Ž .22 cK 2c KŽ .
Ž .and because 12 1 12 1 2c , it follows that
t 2 22 2D w  DD w dx dtŽ . Ž .HH
0
t2 1 2 2cK c w dx c M T  c w dx dt  .Ž .Ž .H HH½ 5
0
Ž .The foregoing inequality used in 2.5 yields the bound
1
2 2    1 2c K w dx c N w  Ž .H 0 0 1 2c




21 2c K 1  1  ,2 1 2c 22 cK 2c KŽ .
it follows that
t2 2   w dx 2c N w   L w dx dt ,H 0 0 HH
0
where
L 2c 1 2cK M T  c1 . 2.11Ž . Ž . Ž .Ž .
It follows from Gronwall’s lemma that
2 T L   w t  2c N w   e . 2.12Ž . Ž .Ž .0 00
Ž . Ž . Ž .Replacing the expressions of K ,  , and M T given in 2.8 , 2.10 , and
Ž . Ž .2.6 , respectively, into 2.11 gives
  2L c 1  g 2½
2 2 4 sup u t   t  u t   t   t .Ž . Ž . Ž . Ž . Ž .Ž .4 4 4 4 4 5
 0, T
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Thus, if g and the solutions u and  satisfy the hypothesis of the theorem,
Ž .then, from 2.12 ,
Msup w t  c for all given M . 2.13Ž . Ž .0
 t	 0, T
Ž .To find a bound analogous to 2.13 for any derivative of w, observe first
2 2 Ž .that if h u  u  and l u , then Eq. 2.4 can be written in
the form
c c1 3 5 w hw  lw  d DlDw D wN. 2.14Ž . Ž . Ž . Ž .x x x x xt 3 2
Differentiating the foregoing equation in x and multiplying the result by
Dw, yields, after integration by parts, the equality
1 d c c1 32 3 5 2Dw dx D h D l w dxŽ .H Hž /2 dt 6 4
1 1 23 c Dh c D l Dw dxŽ .H 1 3ž /2 2
c32 3 4 4 5 2c  d D lD wDlD w  DlD w lD w w dxŽ . Ž . ŽH 3 2
 DN Dw.H
This equality, integrated from 0 to t T by using Holder’s inequality and¨
the bound
3
 sup Dh t  D l tŽ . Ž .Ž .L L
 0, T
3 c sup Dh t  D l tŽ . Ž .Ž .1 1
 0, T
2 2 c sup u t   t  u t   t , 2.15Ž . Ž . Ž . Ž . Ž .Ž .4 4 4 4
 0, T
gives




3 5 2 3
         A c D h  D l sup w t  D l D wŽ .Ž .L L L 00ž
 0, T
    4      5  Dl D w  l D wL 0 L 0 /
and
2 2
B c sup u t   t  u t   t .Ž . Ž . Ž . Ž .Ž .4 4 4 4
 0, T
Using Gronwall’s lemma,
2 BT   Dw t  DN Dw  A sup w t e .Ž . Ž .0 00 0ž /
 0, T
 Ž . Ž . Ž . Because sup w t satisfies 2.13 , w	 E 0, T  R , and u and 00, T  M , 2
Ž .satisfy 2.3 ,
Msup Dw t  O  ,  0, 	M .Ž . Ž .0
 0, T
Ž .Continuing by induction, differentiating 2.14 k times in x, multiplying
the result by Dk w, and integrating in x leads to
c c1 3k k k1 k k3 kD  wD w dx D hw D w dx D lw D w dxŽ . Ž .H H Ht 3 2
 d Dk1 Dl Dw Dk w dx Dk5w Dk w dxŽ .H H
 DkN Dk w dx . 2.16Ž .H
Applying Leibnitz’s rule and integration by parts leads to the expression
1 2k1 k kD hw D w dx k Dh D w dxŽ . Ž .H Hž /2
k1 k 1 k1j j k D hD wD w dx 2.17Ž .ÝH ž /j
j0
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Ž . Ž .for the second term of 2.16 . The third term of 2.16 can be written in the
form
Dk3 lw Dk w dxŽ .H
3 2k1  k 3 Dl D w dxŽ . Ž .H2
1 k 3 k 3 k 2 k 3 k 2 k 1Ž . Ž . Ž . Ž . Ž .
    
2 2 4 6
k1
2 k 33 k k3j j k D l D w dx D lD wD w dx .Ž . ÝH H ž /j
j0
2.18Ž .
Ž .The fourth term of 2.16 can be written in the form
k 2 2 2k1 k 3 k k1D Dl Dw D w dx D l D w dx Dl D w dxŽ . Ž . Ž .H H H2
k2 k 1 k2j j1 k D lD wD w dx .ÝH ž /j
j0
2.19Ž .
Ž . Ž . Ž k1 .2In 2.18 and 2.19 the term H Dl D w dx equals
1 23 k 2 k1 k2 k1 k3D l D w dx D l D w D w dx Dl D w D w dx .Ž .H H H2
Ž . Ž . Ž . Ž .Using the foregoing expression, 2.17 , 2.18 , and 2.19 in 2.16 , and
keeping in mind that H Dk5w Dk w dx 0, yields
d 2 2k 3 kD w dx c Dh c D l D w dxŽ . Ž .Ž .H H 1 2dt
 c D2 lDk2 wDl Dk3 w Dk1 w dxŽ .H 3
k1
k1j k3j j k d D h e D l D w D w dxŽ .Ý H j j
j0
k2
k2j j1 k f D lD w D w dxÝ H j
j0
 2 DkN Dk w dx , 2.20Ž .H
where c , c , c , d , e , and f are constants depending on k.1 2 3 j j j
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Ž . Ž .Letting  denote the right side of 2.15 , it follows from 2.20 , afterT
integration in t, that
t2 2k kD w dx  D w dx dtŽ . Ž .H HHT
0
k1
t k1j k3j j k    d D h e D l D w D w dx dtÝ HH j j
0j0
k2
t k2j j1 k  f D l D w D w dx dtÝ HH j
0j0
t 2 k2 k3 k1 c D l D wDl D w D w dx dtŽ .HH 3
0
t k k  2 D ND w dx dt . 2.21Ž .HH
0
Ž .The two sums, together with the last two terms appearing in 2.21 , can
be bounded by
k1
k1j k3j k j
      c D h  D l D w sup D w tŽ .Ž .Ý L L 0 0½  0, Tj0
k2
k2j k j1
    D l D w sup D w tŽ .Ý L 0 0 5 0, Tj0
2 k2 k3 k1
        c D l D w  Dl D w sup D w t 4 Ž .L 0 L 0 0
 0, T
 k   k 2 D N D w ,0 0
Ž .which I denote by  . Thus 2.21 takes the formT
t2 2k kD w dx    D w dx dt .Ž . Ž .H HHT T
0
By Gronwall’s lemma,
k TTD w t   e .Ž . 0 T
 j Ž . Ž M .The induction assumption ensures that sup D w t  O  , as00, T 
 0, for all M 0 and 0 j k. Because h, l, and w are moderate,
k M TTsup D w t  c e .Ž . 0
 0, T
Ž .Also, because u and  satisfy 2.3 ,
k Msup D w t  O  , as  0, 	M . 2.22Ž . Ž . Ž .0
 0, T
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Ž . Ž .Finally, using Eq. 2.4 yields one estimate equivalent to 2.22 for the
mixed derivatives of w. This proves the theorem.
The following proposition, the proof of which uses the same techniques
 I used in 11, Proposition 4.1 , ensures that the condition imposed on the
solution u in Theorem 2.1, which yields uniqueness of solutions, can be
obtained, imposing some more restrictions on the initial data g. I use this
in the proof of the association result, Proposition 2.2.
Ž .120PROPOSITION 2.1. If g and its deriaties up to order 4 are of 2- log
Ž .  type, then the solution u of 1.1 gien in 11, Theorem 3.1 has one
Ž .representatie satisfying 2.3 .
sŽ .PROPOSITION 2.2. Gien g	 H R with s 4, the solution u	
ŽŽ . ..  G 0, T  R gien in 11, Theorem 3.1 and Theorem 2.1 with initial data2
Ž . Ž . Ž  sŽ ..
 g see Sec. 2 is associated with the solution  	 C 0, T : H R 
2Ž  s2Ž ..  L 0, T : H R , obtained by Ponce 14, Corollary 3.2 .l oc
sŽ .Proof. Because g	H R and s 4, it follows from Young’s inequal-
2 Ž . Ž . Ž Ž4..ity for convolution that the L norms of 
 g , 
 g , . . . , 
 g are  
 bounded independently of  . By 11, Theorem 3.1 , Proposition 2.1, and
Ž .Theorem 2.1, there is a unique solution with initial data 
 g . This solution
Ž has as representative, by construction, the unique solution in C 0, T 
. Ž  Ž ..R  L 0, T : H R of the equation
 u  30u2  u  20  u  2 u  10u  3u   5u  0ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆt   x  x  x   x  x 
Ž .  and initial data 
 g , obtained by Saut 15, Corollaries 3 and 4 . Thus
Ž . sŽ .
 g  g in H R , as  0. It follows from the continuous dependence
 result given in 14, Theorem 3.1 that the family u converges to  inˆ
Ž  sŽ .. 2Ž  s2Ž .. ŽŽ . .C 0, T : H R  L 0, T : H R , and therefore in D 0, T  R .l oc
This ends the proof.
3. GENERALIZED SOLUTIONS TO THE OLVER,
BENNEY, AND FISHER EQUATIONS
Ž .  The equation of the Cauchy problem 3.1 was studied by Ponce in 14 ,
where he showed results of local existence and uniqueness of solutions in
Ž  sŽ .. 2Ž  s2Ž .. sŽ .C 0, T : H R  L 0, T : H R with initial data in H R , s 4. Il oc
now establish results of local existence and uniqueness of solution in
ŽŽ . .. Ž .G 0, T  R for the same problem with initial data in G R . For the2 2
existence, I use the result of Theorem 3.1, for which I use the result of
 Ponce 14, Theorem 3.1 ., The uniqueness is obtained by following the
same technique used in the proof of Theorem 2.1.
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   THEOREM 3.1. Gien g	 E R , with g bounded independently of4M , 2 
 , there are T 0 that independs on  and a unique solution u for the
problem
u c uu  c uu  u  0t 1 x x x 2 x x x x x x x x
3.1Ž .
u 0, x  g xŽ . Ž .
Ž  Ž .. in the class C 0, T : H R . Moreoer, the estimate for the solution u is
 Nsup u t  O  , NN s ,  0. 3.2Ž . Ž . Ž . Ž .s
 0, T
 Proof. The result of Ponce 14, Theorem 3.1 already ensures the
Ž  . Ž .existence of T T g and of a unique solution of the problem 3.1 in4
the class of the theorem. It remains to show that T has a lower bound
Ž .independent of  and that 3.2 holds. Omitting the index  and combin-
ing the standard method of energy estimates, and then differentiating Eq.
Ž . k3.1 k times in x, multiplying the result by D u, integrating in x, and
summing from k 0 to k s, yields
d 2 2 s s3u t  c u t u t  c u D u D u dx .Ž . Ž . Ž . Hs 4 sdt
By using the identity below, obtained by integration by parts,
1 32s s3 s 3 s s2u D u D u dx D u D u dx D u Du D u dx ,Ž .H H H4 2
gives
d 2 2 s s2u t  c u t u t  c D u Du D u dx , 3.3Ž . Ž . Ž . Ž .Hs 4 sdt
which holds for all s	 Z.
Ž .Given  0, from 3.3 ,
d 22 21 s2u t  c u t  c u t   Du D u dx . 3.4Ž . Ž . Ž . Ž . Ž .Ž . Hs 4 sdt
Ž .Estimating the last term of 3.4 again using the arguments of inequality
Ž .2.7 yields
t 2 2s2 s2uD u  Du D u dx dtŽ . Ž .HHž /
0

t2 2s2 c sup u t sup D u  dx dt , 3.5Ž . Ž . Ž . Ž .Ý HHj j2 ž /ž / 0t jj
Ž .where  is as in 2.7 .j
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Ž .Following the analogous method used in 2.8 , it can be shown that

2
sup u t U tŽ . Ž . Ž .Ý j 2
tj
t 2 32  c g  c u   u  d 3.6Ž . Ž . Ž .4 H Ž .4 4
0
Ž .holds for any solution u of the problem 3.1 .
Ž . sFor the second factor in 3.5 , I apply the operator D in the equation,
Ž s . Ž .multiply the result by D u , 	 C R , where  and  are bounded,x
and integrate in x, thus obtaining the expression
D su D su dxc D s u u D su dx c D s uu D su dxŽ . Ž .H H Ht 1 x x x 2 x x x
 D su D su dx . 3.7Ž .H x x x x x
We obtain, after integration in t, keeping in mind that
t 2s2D u  dx dtŽ .HH x
0
1 2 2s s D u 0, x  dx D u t , x  dx 2 c  c sŽ . Ž . Ž .Ž . Ž .H H 1 2½5
t ts2 s s2 s D u Du D u dx dt 3c D u D u u dx dtŽ .HH HH x2
0 0
c t2 2s D u u dx dtŽ . Ž .HH x x x2 0
s
t s s2j j1 s2c D u D u D u dx dtÝ HH1 ž /j0j1
s
t s s3j j s2c D u D u D u dx dtÝ HH2 ž /j0j2
t t2 2s1 s5 D u  dx dt D u  dx dt .Ž . Ž .HH HHx x x x x x x x 50 0
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Observing that the foregoing sums can be estimated by
t 2
c 1 u  u  d ,Ž . Ž .Ž .H 4 s
0
and using ab a2 1 b2, leads to
t 2s2D u  dx dtŽ .HH x
0
t 21 c c  1 u  u  dŽ . Ž .Ž .H 4 s
0
1 12 2s s D u 0, x  dx D u t , x  dxŽ . Ž .Ž . Ž .H H5 5
t 2 2s2 s2  D u Du  u D u dx dtŽ . Ž .HHž /
0
t 2s1 D u  dx dt . 3.8Ž . Ž .HH x x x
0
Ž . Ž Ž .For the last term of 3.8 , similar arguments i.e., differentiate Eq. 3.1
s1 .s 1 times in x, multiply the result by D u , and so on with the result
that
t 2s1D u  dx dtŽ .HH x
0
t 2 c 1 u  u  dŽ . Ž .Ž .H 4 s
0
1 12 2s1 s1 D u 0, x  dx D u t , x  dx . 3.9Ž . Ž . Ž .Ž . Ž .H H5 5
Ž .Set    ,    x j , and choose  0 with derivative  0 suchx j
  Ž . Ž .that    . Then, inserting 3.9 in 3.8 and choosing j conve-x x x x 0
Ž . Ž .niently, from 3.5 and 3.6 ,
t 2 2s2 s2Du D u  uD u dx dtŽ . Ž .HHž /
0
t 21 cU t c  1 u  u  dŽ . Ž . Ž .Ž .H 4 s½
0
1 12 2s s D u 0, x  dx D u t , x  dxŽ . Ž .Ž . Ž .H Hj j0 05 5
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t 2 2s2 s2 D u Du  u D u dx dtŽ . Ž .HHž /
0
1 2s1 D u 0, x  dxŽ .Ž .H j05
1 2s1 D u t , x  dx , 3.10Ž . Ž .Ž .H j 505
Ž . Ž .where U t is given by 3.6 . By hypothesis, there is M 0 such that
 g M , 	 0. 3.11Ž .4
If  14cM 2, then
12 c g  , 3.12Ž .4 4
Ž .  Ž .which, together with 3.6 , allows T to be defined depending on  by
12 32 cU T*  c g  T* sup u t  u t  . 3.13Ž . Ž . Ž . Ž .4 Ž .4 4ž / 2 0, T *
Ž . Ž . Ž .Inserting 3.13 in 3.10 and integrating 3.4 leads to
1 1 22 2s s1u t  D u t , x  dx D u t , x  dxŽ . Ž . Ž .Ž . Ž .H Hs j j0 05 5
1 1 22 2s s1 u 0  D u 0, x  dx D u 0, x  dxŽ . Ž . Ž .Ž . Ž .H Hs j j0 05 5
t 21 c c  u  u  dŽ . Ž .Ž .H 4 s
0
t 21 c  1 u  u  d . 3.14Ž . Ž . Ž .Ž .H 4 s
0
Ž .  Ž . 2The function defined by the left side of 3.14 is equivalent to u t . Thes
Ž .inequality 3.14 thus yields
t2 2 2
u t  c u 0  c 1 u  u  d . 3.15Ž . Ž . Ž . Ž . Ž .Ž .Hs s 4 s
0
Ž .Taking s 4 and using 3.11 ,




c c t'u t  c M exp t exp u  d , 3.16Ž . Ž . Ž .H4 4ž / ž /2 2 0
which yields
c ct 'u t exp  u  d  c M exp t .Ž . Ž .H4 4 ž /ž /2 20
Thus
d c c ct 'exp  u  d  c M exp t ,Ž .H 4 ž /ž /dt 2 2 20
which, after integration from 0 to t, yields
c ct 'exp  u  d  1 c M 1 exp t ,Ž .H 4 ž /ž /ž /2 20
2 'Ž .from which it is obtained that, if t T ln 1 1 c M ,
c
c 1t
exp u  d  .Ž .H 4 cž /2 0 '1 c M 1 exp tž /ž /2
Ž .  Ž .Using this result in 3.16 yields the following estimate for u t norms,4
c 1'u t  c M exp t .Ž . 4 cž /2 '1 c M 1 exp tž /ž /2
Define T  T , now independent on  , by the inequality0
c 1
exp t  2;cž /2 '1 c M 1 exp tž /ž /2
then
'sup u t  2 c M . 3.17Ž . Ž .4
 0, T0
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Ž . Ž .If T  T* in 3.13 , then T and 3.17 yield the desired result for the case0 0
Ž . Ž . Ž .s 4. If T  T*, then by 3.13 , 3.12 , and 3.17 ,0
1 2 32  c g  T* sup u t  u tŽ . Ž .4 Ž .4 4ž /2  0, T *
1
2 32 3  cT* 4cM  8c M ,Ž .
4
which, by definition, ensures that
1
T*  T**;'4c 1 2 c MŽ .
that is, a lower bound independent of  for T*. Anyway, taking T
 4 min T**, T , for all  0, the solutions u are defined in the interval0
 0, T .
 Ž . Ž . Ž .Finally, an estimate for u t is obtained from 3.15 . Inserting 3.17s
Ž .in 3.15 gives
T2 2 2'u t  c u 0  c 1 2 c M u t dt ,Ž . Ž . Ž .Ž .Hs s s
0
and, by Gronwall’s lemma,
c' 'u t  c u 0 exp T 1 2 c MŽ . Ž . Ž .s s 2
for all 0 t T , yielding the desired result.
Ž . Ž .THEOREM 3.2 Generalized Solutions . Gien g	 G R , with g and its2
deriaties up to order four of 2-bounded type, there are T and a solution u in
ŽŽ . .G 0, T  R for the Cauchy problem2
 u c Du D2 u c u D3uD5u 0 in G 0, T  RŽ .Ž .t 1 2 2 3.18Ž .
u  g in G R .Ž .t04 2
Ž .Moreoer, if it is imposed that u satisfies the condition 2.3 , then there is at
ŽŽ . .most one solution in G 0, T  R to this problem.2
 Proof. Existence: Let g be a representative of g in E R . Theˆ M , 2
 condition on g gives that g is bounded independently of  . Thusˆ 4
Ž  Ž ..Theorem 3.1 gives T 0 and a unique solution u in C 0, T : H R toˆ
Ž .the problem 3.1 with initial data g satisfying the estimateˆ
Msup u t ,   O  , MM s ,  0.Ž . Ž . Ž .ˆ s
 0, T
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Ž .  ŽŽ .Therefore, u	 E 0, T  R . The generalized function u	 G 0, Tˆ M , 2 2
. R , which has u as representative, is a solution of the problem.ˆ
Uniqueness: The condition imposed on g in this theorem yields that g,
Ž .12g , and g  are of 2- log type. Following the same technique used in the
proof of Theorem 2.1 leads to the result.
 Using the result of Ponce 14, Theorem 3.2 and the same techniques
used in the proof of the Theorem 3.2, the following result can be proved.
Ž .THEOREM 3.3. The result of Theorem 3.2 holds for Oler 1.4 , Benney
Ž . Ž .1.5 , and Fisher 1.6 equations.
The following coherence result also holds, after few modifications, for
Ž . Ž . Ž .Olver 1.4 , Benney 1.5 , and Fisher 1.6 equations.
sŽ .PROPOSITION 3.1. If g	H R with s 4, then the solution u	
ŽŽ . . Ž .G 0, T  R gien in Theorem 3.2 to the problem 3.18 with initial data g2
Ž  sŽ .. 2Ž  s2Ž ..is associated with the solution  	 C 0, T : H R  L 0, T : H Rl oc
 gien by Ponce 14, Theorem 3.1 .
Proof. Consider the embedding given in Theorem 1.1. Because g	
sŽ .  H R and s 4, it follows from Young’s inequality that g  is4
bounded independently of  . Theorem 3.1 gives a unique solution u inˆ
Ž  Ž .. Ž .C 0, T : H R to the problem 3.1 with initial data g  . The inequal-
Ž .ity 3.17 implies that
sup u t  K .Ž .ˆ 4
 0, T
ŽŽ . . Ž .Therefore, the solution u	 G 0, T  R of the problem 3.18 with data2
Ž Ž ..cl 
 g given in Theorem 3.2, which has by construction u as a represen-ˆ
sŽ .tative, is unique. Because g   g in H R , as  0, it follows from
 the continuous dependence result given in 14, Theorem 3.1 that u  ˆ
Ž  sŽ .. 2Ž  s2Ž .. ŽŽ .in C 0, T : H R  L 0, T : H R , and therefore, in D 0, T l oc
.R .
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