This paper constructs methods for nding convergent expansions for eigenvectors and eigenvalues of large-n Toeplitz matrices based on a situation in which the analogous inniten matrix would be singular. It builds upon work done by Dai, Geary, and Kadano [H Dai et al., J. Stat. Mech. P05012 (2009)] on exact eigenfunctions for Toeplitz operators which are innite-dimension Toeplitz matrices. One expansion for the nite-n case is derived from the operator eigenvalue equations obtained by continuing the nite-n Toeplitz matrix to plus innity. A second expansion is obtained by continuing the nite-n matrix to minus innity. The two expansions work together to give an apparently convergent expansion for the nite-n eigenvalues and eigenvectors, based upon a solvability condition for determining eigenvalues. The expansions involve an expansion parameter expressed as an inverse power of n. A variational principle is developed, which gives an approximate expression for determining eigenvalues. The lowest order asymptotics for eigenvalues and eigenvectors agree with the earlier work [H Dai et al., J. Stat. Mech. P05012 (2009)]. The eigenvalues have a (ln n)/n term as their leading nite-n correction in the central region of the spectrum. The 1/n correction in this region is obtained here for the rst time.
The Toeplitz matrix is then dened by having the a(e −ip ). The set of all such eigenvalues, for real p, is termed image of the symbol. Widom speculates 020003-1 [3, 4] that in the large-n limit, the discrete spectrum of the nite-n problem approaches that image, at least for the case in which the symbol has a singularity on the unit circle.
Previous work [2, 1] has established how this approach occurs for the specic case in which the symbol has the form of singularity introduced by Fisher and Hartwig [9, 10] , specically
Note that this singularity is dened by two parameters, α, which denes a zero in the symbol and, β, which denes a discontinuity. For this symbol, Lee, Dai, and Bettleheim [2] found the spectrum for large n and α = 0, while Dai, Geary and Kadano described a part of the spectrum for real parameters, α and β, obeying 0 < α < |β| < 1 in paper I. The spectrum of the Toeplitz matrix is invariant under a reection, β → −β, in the sign of β.
Paper I considered the behavior of Toeplitz operators [7, 8] Case II. 0 < β < 1. The Toeplitz operator has no right eigenvalues [1] .
(There is one more very interesting special case: α = 0. In this situation, if −1 < β < 1, the image of the symbol is a curved line segment, and the eigenvalue spectrum consists of all points which can be reached by connecting two points of that curve.
Once again, the eigenvalues for nite-n approach the curve while sitting within the region dened by the innite-n eigenvalues [2] . We do not consider this α = 0 case in this paper.)
The distinction between cases I and II above describes whether or not the Toeplitz operator has or has not right eigenvectors. The transposition operation,
is just the parity operation on j − k, and can be represented by ipping the sign of β in the symbol.
Thus if T is in the category of case I, its transpose is in case II and vice versa.
This distinction carries over in a subtle manner to the Toeplitz matrices. In case I, the right eigenvectors, Ψ j for the Toeplitz matrices decay exponentially as j increases. The corresponding left eigenvectors for the operator with the same (negative) value of β grow exponentially with increasing j. This growth can be seen from an additional symmetry of the Fisher-Hartwig Toeplitz matrix under the reection operation that changes the index value, j, into n − 1 − j.
and has the same eect as the transposition operation. The reection interchange ips the sign of β and also makes the decay of the right eigenvector with j into a growth with j. Thus, the case I-case II distinction is interchanged for both Toeplitz operator and Toeplitz matrix under the transposition symmetry, and is equally interchanged for the matrix under the reection operation.
ii. The previous calculational strategy
In the previous paper, paper I, we studied the Toeplitz eigenvalue equation for case I n−1 k=0
by studying the related Toeplitz operator equation
for an eigenvalue for which both equations equally had solutions. We could only solve the rst equation numerically. We had an exact method, the Wiener-Hopf technique, for solving the second equation. The crucial result was that, for case I situations and for large n, the solution of the second equation provided an excellent approximation for the eigenfunction of the rst one, at least in the situation in which one is given the correct eigenvalue. What happened was that the extension of the equation being solved into the region between j = n and j = ∞ hardly changed the solution of Eq. (5a), at least for j not too close to n.
The next step will be to study an equation arising from extending Eq. (5a) toward minus innity, The previous work, paper I, had a rather heuristic method for estimating the size of the corrections to the eigenvalue and eigenfunction estimates. Here we have an exact, testable expansion. However, the expansion does start from the premise that the nite-n spectrum of eigenvalues does approach the innite-n spectrum, a premise that is true for a wide class of Toeplitz matrices with singular symbols [5, 6] . 
which holds for all integer values of j. Here, the matrix K is
Eq. (6) will be analyzed in Fourier transform language, with z being the Fourier variable, as in Eq. (1). Thus, the four quantities dened in that equation will be written as
, and φ + (z), which will respectively contain powers of z extending from −∞ to ∞; only negative powers of z; non-negative powers extending up to z n−1 ; and powers from z n to z ∞ . We also need to dene a notation for the decomposition of the K operator. We write, for case I, the Wiener-Hopf factorization
where K > has all its singularities and zeros outside the unit circle and K < has all its singularities and zeros inside the unit circle. The reader should recall, from paper I, if and only if is inside the curve described by a(z). (For case II, the z would appear in the numerator rather than the denom-
neither zero nor singularity inside the unit circle so that they can be expanded in a power series in z. Similarly, K > (z) and 1/K > (z) are regular outside the unit circle so that they can be expanded in 1/z. As a result , the Fourier transforms of these functions obey
One can equally well dene the functions (1/K > )
and (1/K < ) in coordinate space by Fourier transformation, as for example,
Acting to the right, K > , (1/K > ) and z all carry information toward larger j values, while K < ,
(1/K < ) and 1/z carry information toward lower j values.
ii. Wiener-Hopf analysis for Toeplitz operator
This section is not at all new. It is all contained in paper I and in earlier work [7, 8] . However, the notation is slightly dierent here. We set n = ∞ and note that φ + must be zero. To distinguish the solution for the Toeplitz operator from the one for the Toeplitz matrix, we write Ψ for the operator eigenfunction and Φ − for the auxiliary function φ − .
We then note that Eqs. (5b), (7) and (8) imply
Note that Ψ contains only non-negative powers of z, while Φ − contains only negative powers.
Eq. (9) is constructed to enable us to follow the usual Wiener-Hopf strategy [11] . The only possible common behavior of the two sides of Eq. (9) is that both sides may contain a constant term, independent of z. Then Eq. (9) has the solution
with C being simply an arbitrary constant in this 
which vanishes for j < 0, while the other function
This integral vanishes for j > 0. Note that the arbitrary parameter, C, is a normalization constant for the eigenfunction and its auxiliary function, Φ − .
The analysis in paper I enables us to describe the asymptotic structure of these functions for values of |j| much bigger than one in the previously analyzed case 0 < α < −β < 1. Recall from paper I that = a(z c ), that z c = e −ipc is outside the unit circle, and therefore is inside the curve formed by a(z), with z on the unit circle. The Fourier transforms of both functions contain a weak singularity at z = 1 proportional to (1−z) form for large j containing two terms
The notation, A > (e −ipc ) and B(e −ipc ), indicates that these coecients depend upon the eigenvalue.
For (1/K < ) and thus for the auxiliary function, Φ < j , this singularity denes the behavior for large values of −j as
Thus, Ψ j and Φ −j both decay algebraically for large values of j.
Paper I suggested that the two terms on the right-hand-side of Eq. (12a) were both of order n −1−2α when j is of order n. This result gives us a small parameter
which might be used in expansions.
iii. Approximate eigenvector for Toeplitz matrix Equation 6 can be analyzed using the same kinds of splitting of K employed in Sec. ii. We take that equation in its Fourier transformed representation, namely,
and multiply by zK < as in Eq. (9). One then nds The second term on the right hand side of this equation can be split up into parts which contain exponents of z which are respectively negative, between zero and n − 1 inclusive, and above n − 1 in the
Then this equation can be rearranged into a form in which terms in non-positive powers of z appear on one side and non-negative powers on the other.
i.e. 
for j's not too far from zero. Later on, we shall use an analogous result from an analysis of forcings in Eq. (14) to obtain a solvability equation for determining the eigenvalues. Notice that we have used the symbol c to describe the normalization constant in this situation, while we used C for the same purpose in the Toeplitz-matrix eigenvector. These two quantities are analogous, but need not be the same.
We solve for ψ 0 , nding
Since (1/K > ), acting to the right pushes coordinate indices toward higher values, we can project onto the subspace 0 note that the projection of the nal term is zero and thus nd
The equation for the negative j domain in Eq. (16) may be solved for φ − to give 
We may then split up the term (z/K < )φ − into the dierent regions (−, 0, and +) to derive a result analogous to Eq. (16), namely
There is, however, a substantial dierence between Eq. (16) 
This statement will turn out to be the integrability condition that will x the eigenvalue in our analysis.
We now use Eq. (20) to write the analogs of Eq.
(18a) and Eq. (18b), which are
and 
To obtain a lowest order version of this equation, one replaces φ − by its lowest order approximant, as given by the rst term on the right hand side of Eq. (18b). We thereby obtain
as our lowest order eigenvalue condition.
In the situation in which n is large, one can use the asymptotic form of (1/K > ) as given by Eq.
(12a) to replace the rst factor under the summation in Eq. (24) so that the eigenvalue condition
The main contribution to this equation converges rapidly with j, so for large n we neglect j in comparison to n and nd an expression for the momentumvalue, p c :
This equation is then solved to get an asymptotic expansion for the m−th value of the momentum
and z c = e
Here, m is a label for the dierent eigenvalues, which takes on values between zero and n − 1. ii. Equations for eigenfunctions
We argue about the relative sizes of the various terms in the equations by saying that 1/K > and
1/K
< serve as propagators which connect the regions described by the symbols −, 0, and +. Any connection between − and + is necessarily small, as is any connection of cδ j,0 to +. I assert that these connections are of order λ ∼ 1/n 1+2α . This smallness makes terms involving several regions necessarily small and makes it possible for our expansions for the eigenfunction and auxiliaries, given below, to be rapidly convergent.
To obtain such expansions, one starts with the unknown that determines φ − , as seen in Eq. (18b),
i.e.
According to the arguments we have given so far, this term should be at maximum of order cλ 2 . Then rewrite Eq. (22b) for φ + in terms of this small unknown quantity as
We can next rewrite this equation as in integral equation for the unknown as
Since X − is of order λ 2 relative to c, Eq. iii. An unconventional eigenvalue condition
It appears that we have a convergent expansion for our eigenfunction. However, there is a potential diculty. The expansions cannot always converge. Then, the reection of this eigenvector is
As discussed in paper I, if χ is an eigenvector of the this Toeplitz matrix, T , then the reected vector is automatically an eigenvector of the transpose of T .
In symbols 
This quantity, Q, reduces to zero when is an eigenvalue of the n-th If Q is far from zero, χ deviates considerably from the eigenvector. However, the converse is not true:
Q might be zero, while χ is nonetheless far from being an eigenvector. However, we shall use a small size of Q as some indication of a good approximation to an eigenvector. Now look at the special case in which χ is our lowest order approximation for the eigenfunction as given by the rst term in Eq. (18a),
(For simplicity, we have chosen C = 1.) With this choice the denominator has the value
The rst step in simplifying the numerator is to replace the sum over k = [0, n − 1] by a sum over
The j-sum is split into pieces. We sum over j = 
and
The results of paper I enable us to estimate the order of magnitude of the various terms in Eq.
(33). The denominator Eq. (33a) has the mag- In principle, we could carry out our expansions of the eigenfunction and auxiliary functions to any derived order and thereby make our presumed exact condition of Eq. (21) true to any order. Our result for the eigenvalue is exact, but it is not rigorous since we have not proved that our approach converges.
IV. Looking forward
We have now completed our task of constructing an analytic (albeit heuristic) structure for an eigen- 
