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Nalnoelectronic Functional Devices
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School of Electrical Engineering
Purdue University
West Lafayette, IN 47907, USA

Summary
Continuing advances in the miniaturization of electron devices have made possible the fabrication of ~~anoelectronic
devices with feature sizes in the 1 - lOOnm range. However, it is widely
believed t h a t conventional integrated circuit design techniques will become imp]-actical, due t o the
small size and t h e low current carrying capacity of nanostructured devices. Prc~posalswhich envision novel ways t o circumvent this problem have begun t o appear in earnest. The majority of these
proposals use globally coherent quantum systems t o generate computational a,bilities. We differ
from these proposals in that we use semiclassical global models, as the basis from which t o conceive nanoelectronic functional devices. An additional point of departure, is our assumption that
currently perceived limitations t o realizing interconnects amongst the nanostructured devices, will
in time be overcome. Finally, we restrict attention t o niche applications, in which the collective activity of a Large number of nanostructured devices give rise t o useful computational functions. The
special pui-pose functional device concept adopted here can be contrasted with other approaches
which envision the design of general purpose computers on the basis of quanturn mechanical logic
gates.
We adopt a research methodology in which computational tasks which are ilaturally suited t o
a collectivt! solution strategy are first identified, and then mapped t o nanoelectronic physical systems. In rnaking these associations we make well-defined assumptions concerning the properties
of interconnection networks. The justification for this approach comes from the extensive experimental activity on novel wiring technologies tailored specifically for nanoelectronics. An aspect of
these tech~~ologies
is the fact that electronic transport along these wires can themselves introduce
nonlinearities which can influence the global behavior of networks.
The work discussed in this report has been unified under a particular technology based on the
creation of arrays of nanometer-sized metallic islands. We then consider different types of network
mechanisms for t h e transfer of electrons between islands. Depending on the types of transport
nonlinearities permitted by the network links, we show that it is possible t o generate different
kinds of global activity in these networks. We show, in addition that it is possible t o impart
a computational interpretation t o these global activities. In particular, we show that within a
classical circuit theoretic model, non-monotone nonlinearities in the local transport can yield global
associative memory effects. We then show that this interpretation will remain valid even when
single-electron effects come into play, provided that the effective capacitance of the nanometallic
islands is not too small. We then investigate networks of islands in which the sole nonlinearity arises
from single-electronics. These networks are shown to be capable of associative memory effects, as
well as yield approximate solutions t o certain NP-complete optimization problems, provided that
there is suificient flexibility in the choice of inter-island capacitances.
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1

Intiroduction

There is a t present a worldwide effort t o overcome technological barriers t o n;~noelectronics,and
recently there has been a significant increase in experimental activity involving electron devices
with feature sizes in the 1 - lOOnm range [43, 31, 541. While nanoelectronics offers the promise of
unprecedei~tedincrease in computational power, it is well known that conventional strategies for
the integration of devices t o form complex circuits will be impractical due t o the small size of nanoelectronic devices. Consequently, many novel proposals have recently been adwanced, articulating
primarily, visions of future nanoelectronic systems [40, 8, 35, 421. The majority of these proposals
limit consjderation t o global quantum coherence as the basis from which complex computational
abilities are generated. We differ fundamentally from these proposals in that we use semiclassical models, as the basis from which t o conceive nanoelectronic functional devices. An additional
point of departure, is our assumption that currently perceived limitations t o realizing interconnects
amongst the nanostructured devices, will in time be overcome. Finally, we restrict attention t o
niche applications, in which the collective activity of a large number of nanostru1:tured devices give
rise t o usel'ul computational functions. The special purpose functional device concept adopted here
can be cor.trasted with other approaches which envision the design of general purpose computers
on the basis of quantum mechanical logic gates [40, 81.
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Table 1: Siimmary of key results discussed in $3, for systems of large arrays of namometallic islands
with different types of interconnection mechanisms.
In this report, we will describe a general approach t o the investigation of na,noelectronic functional devices, and study in detail the information processing capabilities of severad specific networks
built from arrays of nanostructured metallic islands. In section 2 we will outline the basic principles of nanoelectronic device physics. We will then propose t o nse these device concepts t o create
collective systems, by making certain assumptions concerning interconnection and input/output
technologics suitable for nanoelectronic integration. Section 3 contains the key results of our work
which are summarized in table 1. In that section we will atlopt a research methodology which
consists in exploring t h e characteristics of nanoelectronic networks which bear strong correspondences t o well-known collective computational models. Several types of netwoirks based on both
the continiious-charge, and the single-electron picture are shown t o exhibit collective computa-

y

tional characteristics. The networks are investigated both theoretically and numerically. We will
also outline the behavior of networks in which local transport occurs phase-coherently, while the
global dyriamics is described semiclassically. The report will be concluded with a summary in
section 4.

2

Pri:mitive and Functional Devices

The primitive building block in microelectronics is the transistor, whose switching property is
exploited in the design of complex computers. The design problem leading up from the switch
t o the conlputer is divided into a hierarchy of smaller design problems, each of which addresses
the optimjzation of a subsystem [22]. In this scheme, behavioral optimization a t a given design
level can proceed with characteristics passed along from the previous level, without much regard
t o any other levels. This neat demarcation of design levels is likely t o be threatened, over the next
decade, or two, by the rapid advances in the miniaturization of electron devices. Over time, we
can expect that several lowermost design levels may need to be merged together, t o form a single
design level which optimizes 'functional devices', which will then constitute the building blocks from
which computing machinery will be fashioned. The degree of functionality achieved by a device of
this kind will depend both on the physical phenomenon being exploited in its design, and on the
economic 1:esources demanded by the design effort. The notion of a 'functional device' is in fact
of long vintage [48], and has in recent years been revived within the context of quantum electron
.
devices [~EI]
In section 2.1 we will review basic concepts of nanoelectronic device physics, and present a
scenario in which these concepts can be applied t o the creation of functional devices. The research
methodology and the key assumptions we make about enabling technologies are summarized in
section 2.2.

2.1

Na~~ostructures
and Integrated Electronics

Integrated circuits with field-effect transistor (FET) gate lengths as small as 250lnm can a t present
be manufactured. There is also a considerable amount of research work dedicated t o discrete FETs
with gate length smaller than 100nm. The issues addressed in scaling electron devices into this
size regime are an assortment of short-channel effects, all of which can be understood within the
Boltzman transport equations of conventional device physics [25, 62, 571. There are indications,
however, that adroit use of technology cannot continue t o overcome more fundamental effects
which will begin t o inflnence device behavior below the 100nm gate length regime [70, 53, 681.
Once this bottleneck is encountered at some point within the next two decades, novel functional
device concepts based on nanoelectronics will experience intensive development.
2.1.1

Mesoscopic Device Physics

An electron device which is scaled down well below the 100nm mark, in more than one of its three
dimensiontl, may reveal quite new physical effects, arising from the wave, as well as the particle
aspects of electrons. These effects have been observed in a class of nanostrnctured laboratory
devices, which are frequently called mesoscopic devices. These devices are very :similar t o FETs of
conventional electronics [9], in that they are l~suallythree terminal devices with clearly identifiable
source, drain and gate terminals. In addition t o requiring very low operating temperatures, these
devices also differ from their microelectronic counterpart,^ in that the gate wid.th, the dimension
transverse t o the direction of current flow, is made very small t o accentuate the wave, and particle
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Figure 1: A schematic reduction of typical semiconductor realizations of nanoelectronic concepts to collective functional devices based on arrays of metallic islands. Arrays of very small metallic islands can be
created by techniques which are not limited by lithography. (a)&(b) MODFET-type se~niconductordevices
which exhitlit single- and phase-coherent electronics at T -- lli'. (c)&(d) Much smaller but similar metallic
devices, which have higher operating temperatures either due to low capacitance, or due to the need for
phase-coherence only over short distances. (e)&(f) Collective semiclassical systems which can be analyzed,
by including quantum effects locally over the tunnel barriers, or on the quantum links. Each island is
approximated as an electron reservoir, in which energy and phase information is dissipa~ted.

aspects of t h e electrons. In conventional F E T s , when gate lengths are scaled down into the deepsubmicron regime, t h e g a t e widths are maintained a t relatively large sizes (- 10,um), so t h a t while
t h e switching times are scaled down, the switched currents remain large. Thus, for example, a
single electron transistor (SET) whose active region might be confined in all dirnensions t o within
100nm length scales, is a substantially smaller device t h a n a FET with a gate length of 100nm, and
can switch only a very small current. T h e very low capacity for currents, as well ;IS the small overall

device dinlensions are aspects which prohibit the use of conventional interconnect technologies t o
integrate ~ianoelectronicdevices.
The witve nature of electrons has been demonstrated in experiments which involve a waveguidelike device [9], whose transport properties can be understood using the Landa'uer formalism [14,
17, 151, which can be stated concisely in terms of the conductance formula,

where T is the quantum mechanical transmission probability for electrons issuing from the source
and entering the drain electrode in figure l(b). This conductance formula is usually used t o describe
the behavior of individual devices, which have been configured in the manner shown in figure l(b).
In our wo:rk, we will not invoke conductance formulae of this kind t o model tlevices, but rather
t o describe the behavior of nanoscale wires which connect devices. A key requirement for the
observability of this transport mechanism is L,, < L+, where L, is a characteristic size of the
wire and
is the phase coherence length of electrons. The phase-coherence length is a sharply
decreasing function of temperature, which implies that smaller wire sizes will favor higher operating
temperatures.
The particle aspect of electrons can also be demonstrated in a waveguide-like device, as shown
in figure ](a), provided t h a t the electronic capacity of the device is sufficiently small that the
addition of a single electron t o the cavity region of the device can cause a substi~ntialchange in its
electrostatic potential [29]. A key manifestation of this effect is the fact that the discrete transfer of
electrons through a n insulating junction of small area can give rise t o a gap in the current-voltage
characteristics of that junction [33]. This can be understood by examining the tunnel rate through
the iuncticln.

where J(V.) is the current-voltage characteristics of the junction under a large area assumption,
and AE is t h e energy dissipated as a result of the transfer of a single electron .with charge q. We
can deduce from the above t h a t the dissipated energy AE must be much greateir than the thermal
energy kT in order t o clearly observe the Coulomb gap. The dissipated energy, on the hand is
inversely related t o t h e junction capacitance C,which shows that smaller device dimensions will
favor higher operating temperatures.
It is apparent from the foregoing that it is desirable t o make devices and wires as small as
possible, in order t o elicit single- or phase-coherent electronic effects, a t relativ'ely high operating
temperatu:res. This issue will play a significant role in our choice of material systems for the
design of functional devices, since room temperature operation is a key target of this effort. The
possibility of observing single-electron effects a t room temperatnre has already been experimentally
demonstrated, in systems involving metallic [56], and polysilicon particles [69]. Phase-coherent
effects can in principle be observed a t room temperatnre in short moleclllar wires.
2.1.2

Semiclassical Functional Devices

We propose t o investigate t h e collective properties of networks of devices which de:rive their primitive
attributes from the mesoscopic devices outlined in section 2.1.1. Despite the dual character of the
physics exemplified by the single- and phase-coherent electron tlevices, these two classes of devices
share several common design features, as might be dedncetl from figure l(a)&(b). We seek therefore
a design stategy which might allow the investigation of both types of effects in a n integrated fashion.
Now, the pioneering experiments which demonstrated the controllability of wave and particle [29]

effect devices were carried out on lithographically defined semiconductor nanostructures. These
conventior~aldesigns, however, are not suitable for our study, due t o bottlenecks associated with
very low operating temperatures, and the lack of tractable ways t o create nanoscale interconnection
networks.
We envision, instead the creation of systems based on arrays of nanostructur~zdmetallic islands.
There is experimental evidence that these metallic island arrays can be created by deposition
techniques which are not lithographically constrained, and that it is practical t o establish interisland conductive links with molecular wires [51]. Although, all of the work: described in this
report will be anchored around physical realizations of approximately the same kind, we show
that very different network dynamics can be generated if different properties are ascribed t o the
interconnection net work linking the islands. For, example, two distinct types o:F network behavior
can be elicited from the two collective systems shown in figures l(e)&(f). The global dynamics
of each of these networks is described semiclassically, while quantum effects are confined t o local
transport effects between islands. In particular, we will assume that each metallic island, though
nanostruct;ured, is large enough t o be treated as an electron reservoir in which energy and phase
information is dissipated, permitting a semiclassical global description. Eqiiationis 1 and 2, and their
generaliza1;ions will in effect be used as terminal characteristics of the discrete elements, from which
global n e t l ~ o r kequations are then derived. In section 3 we will also show that it is possible t o use
the same inetallic island array, together with a resistive network t o generate nonlinear dynamical
equations which treat electronic charge neither as waves, nor as particles, but rather as a fluitl
in the manner used in microelectronics. It is also possible t o conceive hybrid networks in which
different network mechanisms coexist t o varying degrees.
2.1.3

Quantum Coherent Computing

In recent years, there has been a marked increase in the number of proposals vrhich advance perspectives on how one might design computing machinery starting from nanoelectronic primitives
[40, 8, 35, 421. These proposals, however, are very different from the semiclassical approach ontlined in section 2.1.2. In particular, most of these proposals involve quantum mechanics a t a global
level, and therefore, require phase coherence over large distances which in turn. requires very low
operating temperatures. Furthermore, in some cases the behavior of the fitnctional system is not
conclusively understood due t o the lack of adequate computer simulation tools t o solve demanding time-dependent many electron quantum mechanical problems. In addition, several of these
approaches develop quantum mechanical logic gates, ant1 build integrated circuits by wiring these
gates together following the fashion of conventional VLSI circuits. Issues concerining directionality,
and low gain remain moot within this scheme. Finally, Landaner has pointed out a set of fundamental problerns, such as localization, and reversal of computation, which are likely t o be encountered
by computing systems, which invoke quantum mechanical coherence in an essential way [39].
2.2

An Approach to Functional Devices

Our approach is based on the observation, that complex spatial and temporal p,atterns of the electronic charge distributions, resulting from the nonlinear interactions amongst thousands of devices,
which are ~:ollectively driven far from equilibrium by applied signals of high amplitltde may reveal a
fundamental kind of computational effect [49]. Our methodology for the exploration of these ideas,
and assumptions concerning nanoscale interconnect, and inpnt/ontpiit technologies are described
in the following paragraphs. Certain technological asslimptions are speculative in nature, and are
buttressed only by pointing t o available technologies which are in various stag'es of development.

This work is oriented mainly towards the demonstration of nontrivial collective activity in arrays of
mesoscopic structures. In consequence, conclusive solutions t o the technologicitl problems associated with input and output are not attempted. However, this issue will be approached by positing
'what-if ?' type questions in our discussion of specific systems in section 3.
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Figure 2: Proposed research methodology. Pictorial representations of t,he array, and the various network
mechanisms are given in figures 1 and 3.

2.2.1

Methodology

In view of the speculative nature of this work, we shall briefly set forth our method in this paragraph.
As was indicated in section 2.1.2, we restrict attention to electron tlynamics in arrays of metallic
islands, artd introduce design flexibility by invoking different types of interconnect technologies.
Depending on the character of electron transport in the network links, it is possible t o generate
quite different network dynamics. An advantage of this unified approach is that system behavior
determined under the assumption of a particular kind of network mechanism can be used t o clarify
the global behavior of systems whose network mechanisms render them less amenable t o theoretical
analysis. An example of this is illustrated in sections 3.1 and 3.2, where we use the analytical
results obtained using a continuous-charge model t o illuminate the numerical rlesults obtained for
a corresponding single-electron network.
Our b ~ o a d e rstrategy consists in finding nanoelectronic realizations which bear strong correspondence,~t o well-known computational models which are suited t o a collective solution method.
Once such strong correspondences are established, extensive exploration of the parameter space is
carried out using numerical simulators which capture nanoelectronic pheonomena in considerable
detail. Since the principal focus of this work is on the collective activity of large arrays of mesoscopic
devices, it is essential t o be able t o simulate very large numerical problems. This computational
challenge has been met by implementing our simulation tools on several parallel supercomputing

platforms.
In creaking a functional device, we can choose from among logic, memory and communication
applications, the three main branches of information handling technologies [32]. In this report we
will consider, primarily, memory-like devices which operate on the basis of neuro:morphic principles.
We show in section 3 that it is possible in general, t o establish a connection between neuromorphic computational models and arrays of metallic islands, in the presence of each of the different
network n~echanismsindicated in figure 2. For example, when the network dynamics is assumed
to be governed by single-electron effects, the choice of a neuromorphic approalch is motivated by
a straightiorward comparison between the dynamics of electrons in an array of Coulomb islands,
and the dynamics of discrete Hopfield networks [26]. Additional impetus for restricting attention
t o memory applications comes from the realization that single-electron dynamics is stochastic in
nature, which hinders the conceptualization of logic applications. Associative memory applications, on the other hand, can benefit from an appropriate kind of stochasticity. We show also
that the stochastic dynamics of single electrons can be used to obtain approximate solutions t o
several types of optimization problems, which are conventionally solved by si~nulatedannealing.
Additional examples following this fashion are discussed in section 3.
2.2.2

Nianoscale I n t e r c o n n e c t i o n N e t w o r k s

In this report we will postulate the availability of different types of interconnect Ion networks. This
will require that we shift out of the context of lithographically defined metallic wires, and into a different type of interconnect technology. Recent research on molecular networks [!ill, and nanotubes
[ll,611, are indicative of approaches which may lead t o viable nanoscale links. In microelectronic
integrated circuits, the interconnects are essentially linear wires which convey signals from one
device t o mother, without operating on the signals [45, 321. We believe, that lan no scale interconnection networks will depart from this picture in that the nonlinearities inherent in the transport
across molecular links can be made t o contribute constrllctively to the global functionality of the
network. Experimental work already indicates that it may he practical t o establish conduction
between quantum dots via molecular wires. There is also evidence that phase-coherent links may
prevail between metallic spheres which have been embedded in a porous dielectric matrix [12]. In
addition t o providing nonlinear conductive links between devices, nanoscale networks of this kind
might also make it possible t o engineer the dielectric region linking non-adjacent devices, so that
the capaci1,ive interaction between them is strengthened. The technology of nanoscale interconnects
is in a rudimentary state, and a t present lacks the capability t o arrange detailed interactions of the
kind, which might allow the emergence of complexity. However, this technology is evolving rapidly
a t present, and may in time lead t o the realization of self-assembling networks which might provide
an adequate degree of design flexibility. The theoretical and numerical results obtained from our
work, can help visualize the potential of experimental interconnection networks which are currently
under investigation.
2.2.3

Input and Output

A key prol~lemin the design of nanoelectronic functional devices concerns the ])lacement of input
and output ports. Several of the recent proposals for achieving nanoelectronic computing, adopt
edge-drive:n schemes where the signals are applied, or retrieved a t the periphery of a network of
devices [8, 401. In addition, these schemes disallow the large-scale transport of electrons across the
networks. Instead the effects of an electrostatic [40], or magnetic disturbance [8] imposed a t the
periphery of the network are assumed t o propagate into the interior, when each device influences

the electrostatic or, magnetic polarization states of its nearest neighbors. In our work, we have
found that the edge-driven concept, which disallows a steady flow of electrons iis limited in scope,
due t o the high probability that the system will get trapped in a large set of sl?urious metastable
states. We will in general assume that a t least a subset of the interior nodes of the array can be
directly contacted and supplied with charge and energy. In addition, we will consider networks
with and without the steady flow of electrons in section 3, and discuss the merits of each approach.
An approirch which has been discussed in the literature 1351 consists in using optical pumping
signals which can stimulate, and probe each device individually. In our work we focus primarily
on electrical signal processing, and a plausible approach which might permit 6he introduction of
charge ant1 energy t o a subset of the interior nodes of a large array is suggest'ed by recent work
on arrays of scanning tunneling microscope tips, in which each tip has been individually addressed
[551.

Networks of Nanoscale Metallic Islands
In this section we will study the behavior of systems whose building blocks are metallic islands,
whose diameter d is in the range 1 - 100nm. At the upper end of this range the pertinent device
characteristics can be adequately modeled using microelectronic considerations. Consequently, the
properties of networks consisting of relatively large islands can be analyzed using classical circuit
theory by regarding electronic charge as a continuous variable. For smaller islands with d lOnm,
the discrebeness of electronic charge will play a key role, which will necessitate the use of monte
carlo simulation techniques. However, even for an island with d lOnm, q u a n t ~ ~mechanics
m
need
not be used in an essential way, since in contrast t o a semiconductor quantum dot of similar size,
a nanoscale metallic island can contain anywhere from 10' t o lo5 conduction electrons [3], which
will make a bulk-like treatment accurate. Phase-coherent effects may also be ir~trodncedinto this
system by connecting the islands with a network of molecular wires. It is clear therefore, that
continuous charge, single-electronic and phase coherent network equa.tions can all be associated
with generic systems of the kind depicted in figure 3.
The sjestems we shall study will consist of arrays of islands, which have been deposited on
a layer of material with non-ohmic electrical characteristics, which in turn ha:; been grown on a
conductive substrate, as shown in figure 3(a). In section 3.1 we shall investigate the neuromorphic
behavior of a nonlinear network using classical circuit theory, and then in section 3.2 we shall
investigate the same network when single-electron effects become pert,inent. In section 3.3 we will
study a network in which single-electron effects provide the sole nonlinear it,^, and establish a strong
corresponclence between that network and discrete Hopfield neural networks. In section 3.4 we show
that it is possible t o obtain approximate sollitions t o several optimization probllems, using directly
the stochastic dynamics of single electrons. Finally, in section 3.5.1 we will deve1,op a model for the
inclusion of quantum links between metallic islands.
N

N

3.1

Neuromorphic Continuous-Charge Networks

In this section we will examine networks of the kind shown in figure 3(a), with continuous flow
of charge as shown in figure 3(b), and will make precise the general observation that nonlinear
networks (:an be used t o generate collective comp~ztationaleffects [71]. A one-dimensional version
of the particular network realization under investigation is shown in figure 4, in which we assume
that the current between islands i and j is J,,, and that the current between island i and the
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Figure 3: (a) A generic array of metallic islands deposited on a non-ohmic layer which has been grown
on a conductive substrate. It is assumed that all islands have direct cond~ct~ive
links to nearest neighbors.
A subset of the islands serve as program nodes which are driven by current sources. Another subset of
islands serlre as input/output ports, and the remaining islands introduce complexity tcl the system through
nonlinear clsnductive links to the substrate. The substrate nonlinear it,^ could arise for example from resonant
tunneling. (b),(c)&(d) Cross-sectional view showing island i, whose potential vi is influenced by the charges
Qj in the rest of the network through a capacitance matrix. The continuous-charge clynamics depicted in
(b) will be investigated in section 3.1. An analagous system governed by single-electron dynamics is depicted
in (c), and will be discussed in sections 3.2, 3.3 and 3.4. Dynamics of networks with quantum links, such as
shown in ((1) will be discussed in section 3.5.1.
grounded substrate is J;,. We can then write from Kirchoff 7s current balance condition t h a t ,

d
d
-9.
- C.-v.
dtl-

'dt

'-

-

+ C Jij(vi - v j )

Jis(vi)

where I,(t) is t h e driving current, q; is the charge, v, is t h e potential, and C; is the capacitance,
with t h e subscript i indicating the relevant island. This eqnation bears strong similarities t o
t h e equations representing t h e additive short term memory (STM) models of neural networks [23].
However, .the circuit realizations of t h e additive STM model involve amplifiers a s well a s a massively
interconnected network of resistors [27, 44, 471. We will show in section 3.1.1 t h a t , even without
amplifiers, a n d massive connectivity it is possible t o generate nontrivial computational abilities

using equakions 3, if certain reasonable nonlinearities are permitted t o enter the network equations.
In particular, we show that non-monotonic nonlinearities such as that shown, in figure 4(b), are
necessary to obtain nontrivial collective activity in these networks. This result can be contrasted
with the general requirement of monotonic nonlinearities in STM systems [23). Our result, also
has immediate consequences t o nanoelectronics, in that staircase nonlinearities, which have been
produced in quantum constriction [64, 661 and assymmetric double junction devices [:I.], can be
seen t o be inadequate for the realization of collective activity. However, there are several other
electronic devices which can produce non-monotonic nonlinearities [15]. For the purposes of this
section we will be interested chiefly in semiconductor heterostructure devices which can in principle
be integraxed vertically beneath the array of islands. There has been some prior research involving
resonant tunneling diodes (RTD), for the realization of neuromorphic systems [4:1.]. There has also
been some early research activity on networks of tunnel diodes [59, 671, which also exhibit currentvoltage characteristics of the kind shown in 4(b). However, our work will focus on nanoelectronic
realizations, in which complex circuitry cannot be integrated with the basic elements, due to the
small size of the islands. In addition, while the examples discussed in section 3.1.3, are limited

(a) current-driven network

(b) substrate transport function

Figure 4: (a) A one-dimensional array of islands, whose dynamics is described by equation 3 (b) A nonmonotone ~~ubstrate
nonlinearity of the kind shown here, is the minimal condition for the realization of
collective elfects.
t o substrate nonlinearities of the type depicted in figure 4(b), the Liapunov analysis in 3.1.1 is
much more general. In fact, these results will be used t o guide our study of rela.ted single-electron
networks in section 3.2, as well as our on-going investigation of networks with quantum links,
which will be briefly considered in section 3.5.1. In the latter case more elaborate nonlinearities
with multiple peaks and valleys could become relevant.
3.1.1

Li.apunov Stability Analysis

Qualitativc?ly, the multiple solutions t o the nonlinear system of eqmtions which results from equations 3 untler steady-state conditions (dv;/dt = 0 for all i) will be taken a.s a set, of memory states
which can be programmed by properly choosing the current biases Ii. The current biases I; will
be assumed to be either time independent, or slowly varying on time scales over which the network relaxes into its memory states. If the network is begun a t time t = 0, with a certain initial
condition (7; = q;/C; for all i, arranged, for instance, by an initial impulse of charges q; a t each of

the islands, then the network will evolve towards the closest memory state, as programmed by the
current biilses I;. In the remainder of this section, we will rigorously derive conditions on the forms
of the nonlinearities in J;, and J;j, which will allow the emergence of associative memory effects.
We rewrite the system of equations 3 under the assumption that the current biases I; are time
independe:nt :

. .

where Jis(:-),
i = 1 , . . . , n , and Jij(.), 2,3 = 1,.. . , n , are piecewise continuous functions, and
Jij(.) = Jj;(-). In order t o establish the applicability of the above system as a content addressable
memory (CAM) or associative memory, we need t o prove the following properties:
1. The system is globally stable, and that it does not have any limit cycles. This will ensure
that every trajectory of the system will converge to one of its equilibrium points.
2. The system has the capability of possessing multiple stable equilibrium points. Each stable
equilibrium point can then be considered as one of the stored 'patterns' of the system.
3. Sufficient conditions t o guarantee stability of individual equilibrium points. By meeting these
conditions, one can in principle 'program' a desired set of stored patterns of the system.
In the rest of this section, we prove results showing each of the above properties for the system in
equations 4. Global stability of a system is usually established by deriving an apl>ropriateLiapunov
function. ,4n explicit global Liapunov function is often difficult t o specify. However, exploiting the
special structure of the system in equations 4, a global Liapllnov function can be given as,

where V == (vl, ..., vN) is the vector of island potentials, and L(V) is a global :Liapunov function,
because dL(V)/dt 5 0, along every trajectory:

Note that dL(V)/dt < 0 everywhere except at the equilibrium points.
We next address the introduction of multiple equilibrium points. The following theorem shows
that our s:ystem will exhibit multiple equilibrium points, only if non-monotonic nonlinear functions
are allowed in equation 4. We note that this property distinguishes our system from standard
neuromorphic systems studied in the literature [16, 23, 261, where it has been :jhown that strictly
monotonic. nonlinear activation functions are sufficient t o yield multiple stable equilibrium points.

Theorem 1 If J;,(-), for all i = 1 , . . ., n, and Jij(.), for all i, j = 1 , . . ., n, are strictly monotonic
functions then the system described in equation 4 has only one equilil>rium point.

Proof: We provide a proof by contradiction: we first assume that the system has a t least two
distinct eq,uilibrium points V = (vl, . . ., vn) and V* = (v;, . . ., v;), and then derive a contradiction
from this assumption.
Without loss of generality, t h e index set S = (1,.. ., n ) can be decomposed as S = S1 LJ
where S1 = (1,.. ., k), % = {k 1,. . . , n ) , v; 2 vr, for all i E S1, and for ad j E % vj < v;
We first consider t h e case where
is not empty. Since V and V* are both equilibrium points of
equation 4, we have

z,

+

for all i = 1,. . . , n. Equivalently,

for all i = 1,.. . , n. Summing the above equation over the intlex sets S1 and

%, we get

and

+

Since v; 2 vf, for 1 5 i 5 k, and vj < v;, for (k 1 ) 5 j 5 n , it follows that (v,: - vj) > (vf - v;).
Moreover, since Jij(.) is a strictly monotonic function, it follows that [Jij(vi - vj) - Jij(vf - v;)] > 0;
hence
k

n

Combining equations 7, 8, and 9, we get

>

+ < <

<

However, since v;
vf, for 1 5 i
k, and vj < v;, for (k 1)
j
n, and .I(.) is a monotonic
function, we get the following inequalities which contradict those in equation 10:
k

C [ ~ i s ( v i) Jis(vf)] L 0, and
i=l

If

n

j=k+l

[Jj8(vj) - Jjs(uT)] 5 0

is empty, i.e., vi 2 vf, for all i = 1 , . . ., n , then equation7 reduces to:

However, since V # V*, there exists a t least one k such that vk
strictly monotonic functions, we get the following contradiction:

> v;. Moreover, since J;,(.)'s are

One can incorporate non-monotonic functions in the system described in equation 4 in several
different ways, and for our purposes we find it convenient t o consider J;,(.)'s t o be non-monotonic
functions of the form shown in figure 4(b), while keeping J;j(-)'s t o be monotonic (in fact linear). Such a choice corresponds directly t o physically realizable systems in which there is resonant
tunneling between each island and the substrate, together with resistive inter-island coupling. In
addition it introduces sufficient complexity for the system t o exhibit multiple stable equilibrium
points.
We next apply the Liapunov method for deriving sufficient conditions for analyzing the stability
of individual equilibrium points of the system described in equations 4.
Theorem 2
A given equilibrium point V* = (v;, . . . , v:) of equation 4 is asymptotically stable
if J;,(.), for all i = 1 , . . . , n, and J;j(.), for all i, j = 1 , . . . , n are monotonic in slome neighborhood
- vf)] 2 0 (1 5 i 5 n), and
of V*, i.e., 3 an E > 0 such that for all IIV - V*ll _< E, (n; - ~if)[J;,(t~;
[(v; - vj) -- (vj - vJ):I[J;j(v; - vj) - J;j(vf - v;)]
0 ( 1 5 i, j 5 n).

>

Proof:

:Let us consider the following quadratic Liapunov function:
L(V - V*) = C c i ( v i - vf)= .

Clearly, C(V - V*) 2 0; we have t o next show that there always exists a neighborhood of V* in
which dC(V - V*)/dt 5 0.
n
d v;
dC(V - V*)
= C ( v ; - v;)C;dt
dt
i=1

Since V* is an equilibrium point, it follows that for all i = 1 , . . ., n ,

Hence,
dC(V - V*)
=
dt

n

-

C ( v i - v:)
i=l

[J;.(v;) - J~,(v;)]

+ C [ J ; ~ ( V-~71;) - .Tij(tl;
j<i

- v:)]

Thus, dL(V - V*)/dt _< 0 for all IJV- V*((5 r.
We next briefly consider the special case where Jij(.) is restricted to be linear (hence, strictly
monotonic:). equation 4 then reduces to:
dv;
= I r. - J.I S ( vi)
dt

Ci-

+ C (vj - vi) - c (vi - vj)
j<;

Rij

j,;

Rij

'

for all i =: 1,.. ., n. Since Jij(.)'s are already chosen to be strictly monotonic, Theorem 2 then
implies the following: a given equilibrium point V* = (v;, . . . ,u:) is stable if Jis(.) is monotonic
around v;*.
The special case described in equation 11 can be also related to conventional models of CAM
studied in the neural network literature. A general CAM model studied in [23] is given as:

where the functions and parameters must satisfy the following conditions t o ensure global stability:

2. crJ. . ---cj;, and

3. d[dj~:$)]/d$ 2 0 (i.e., the non-linear functions dj(-)'s are non-decreasing).
The special case of our system as described in equation 11, recluces to an instance of the general
model with the following substitutions:
ai(vi) = C;,

and
The abovt: substitutions indicate more clearly the points of departure between our system and the
standard CAMS :
1. In our case the self signal function b; is nonlinear and non-monotonic, whereas in the standard
mod.el b; is linear.

2. In our case the other signal function dj is linear, whereas in the standard m.odel dj is a strictly
monotonic nonlinear function.

Despite these differences our special case performs adequately as a CAM, as we shall show through
particular examples in section 3.1.3.
3.1.2

System with Capacitive Networking

We show here that the qualitative stability analyses carried out above, in the absence of capacitive
colipling amongst the islands will remain valid, even when a capacitive network is introduced.
In particular, the capacitive network enters the dynamical equations through the charge-voltage
relation,

where C; is the substrate capacitance, and Cij is the inter-island capacitance. The dynamical
equations 3, can thus be rewritten as,

+

where Cii := (C; CjfiCij), Cij = -Cij, and the matrix C is positive definite. Let V = (vl, . . ., v,)
and I = (,TI,. . . , I n ) , then the above system of equations can be written in vect'or form as follows,

where, f ) is a vector function representing the right-hand side of equations 1.4. Now, using the
above notmation,equations 4 can also be written as,
( n

Since equistion 15 is obtained from equation 16 by multiplying its left-hand siide with a positive
definite matrix one can conclude the following:
1. The equilibrium points of equations 4 and 14 are identical.
2. The stability of corresponding equilibrium points of equations 4 and equations 14 are unchanged, i.e., a stable (unstable) equilibrium point of erlnation 4 will remain a stable (unstable) equilibrium point of equation 14.

3. The global Liapunov function for equation 4, as stated in equation 5, is also a global Liapunov
function for equation 14. Thus, the system with capacitive coupling also dales not exhibit limit
cycl4.s.
In the particular examples considered in section 3.1.3, we shall see that capacitive coupling can at
most modify the trajectory of the system in phase space, and affect the retrieval times of different
memory states, while leaving the locations of the equilibrium points and their stability properties
unchanged. The practical consequence of these results is the observation that capacitive coupling
alone cannot be used t o generate complex dynamical effects. However, in section 3.2 we will find
that when single-electron effects become strong the sizes of the capacitance para~neterscan crucially
alter the nature of the equilibrium points.

3.1.3

I:l.:llustrativeE x a m p l e s

T h e Liapunov theory presented in section 3.1.1 guarantees the existence of mul.l;iple stable equilibrium pointis if non-monotone nonlinearities are permitted into our network. This analysis, however,
does not provide a prescription for programming particular types of stable points, which will in
general depend on the current pumps I;, the resistive network [Rij], and the properties of the
substrate nonlinearities. This issue can, however, be addressed on a case-by-case basis, as we shall
show below. Our first example is illustrated in figure 5(a), in which the two islands are coupled

(a) Two node example

(b) substrate transport function

Figure 5: (a) A network of two islands which are laterally colipled via a linear r'esistance R l z and a
capacitanct: C . The islands are also coupled vertically to the s~lbst,ratevia a capacit,ance Co,and a nonlinear resis1;ive element. (b) The substrate nonlinearity is modeled as a piecewise linear function. We show
theoretical]y, in section 3.1.1, that more realistic nonlinearities due t,o resonant t,unneling, for example, will
yield q~alit~atively
the same dynamics as generated by this nonlinearity. The three segments of the function
are denoted by b l , b2 and bs.
with each other through a linear resistor R12 and a capacitor C. In additio-n, we assume that
each island is coupled t o the substrate through a capacitance Co, and a nonlinear resistor whose
characteristics are shown in figure 5(b). Since the results presented in this section are numerical
in nature, we have minimized the number of parameters by choosing a piecewise linear function, in
which each of the three segments have slopes of the same magnitude R :

The equations describing the dynamics of the two node network can be written as,

where we have assumed that both nodes are driven by the same current lo.
T h e equilibrium points
of this system can be found by setting til = 2i2 = 0, and the stallility properties c~fthose equilibrium
points car, be ascertained by examining the eigenvalues of the system matrix near the equilibrium
points [28, 21.
Provided that the driving current I. < vo/R, each island can in principle be on any one of the
three branches of the nonlinear function J,(v). Now from theorem 2, we know that the system will

be unstable if either island is operated on branch bz. So, it follows that this s'ystem can have a t
most four different globally stable points, since each island is restricted t o being on either branch
bl or b3. Two of these stable points are trivial ones corresponding t o both isllands operating on
the same branch : either bl, or b3. Since we are assuming that both islands are driven by the

Figure 6: Phase portrait for tweisland system in the continuous-charge model, in which the voltage axes
have been scaled with respect to vo. The parameters are R12 = 5R, and lo= v0/2R. (a) with only substrate
capacitanct: Co= 1 , and (b) with identical mutual and substrate capacitances : C = Co.
same c u r ~ e n t it
, follows that both of these stable points will correspond t o no current flow in the
resistive link Rlz. It is desirable now t o determine the conditions on Rlz, R and l o , which will
allow one t o program the other two stable points, corresponding t o one island on bl and the other
on b3. Thjs is readily accomplished by taking island 1 on bl, island 2 on b3, solving equations 18 in
steady-sta'te, and by finally imposing the consistency check that 01 < 170 and v;!> 2170. T h e result
of this cal~culationis :

f

Rl2
=>2
R

and,

In figure fi we have taken f = 5, and I. = ao/2R consistent with the above coinstraints, and have
plotted the phase diagram corresponding t o the dynamics of the network. Figure 6(b) differs from
6(a), only due t o the presence of a non-vanishing coupling capacitance C between the islands. As
was proved in section 3.1.2, the capacitive coupling does not alter the location, nor the stability
properties of the equilibrium points. It only alters the basins of attraction, phase trajectories and
the retrieval times.
As an additional example illustrating the possibility of programming particular stable points,
we consider a network of three islands. In figure 7 we have shown three-dimensional phase diagrams
which denionstrate the possibility of altering the number, and locations of stable equilibrium points
when the resistance parameters are chosen appropriately. In these examples all islands of the
network have been assumed t o be driven by the same current lo.While spatia~llyinhomogeneous
current pumps will improve the flexibility with which the stable points can be programmed, uniform

Figure 7: This figure indicates the possibility of programming a network by choosing, re,sistance parameters
appropriately, for the case of a three island system. Only substratre coupling Co is permitted. The stable
equilibrium points are indicated by the shaded circles. (a) eight states, with R12= R2:,= R13 = 10Rl (b)
four states, .with Rlz = R23 = 10Rl and R13 = 5R. ( c ) two states, with R12= R23 = R I 3= 5R,

pumping currents may alleviate, somewhat, the practical difficulties associated with contacting a
large number of islands.

A potential application of the networks discussed in this section is suggested by the two examples
shown in figure 8. The network is assumed t o be near-neighbor coupled, and is assumed t o be
pumped with the same current lo = vo/2R, a t all islands. The islands are color coded, based on
their potential v; as follows : (i) white = v; < vo, (ii) cross-hatched = vo < v; < 2vo, and (iii)
black = v, > 2vo. The network in example (a) is characterized by a single inter-island resistance
R;*l,i*l = 5R, and it is initialized with predominantly bla.ck islands on the left half of the plane,

initial

example (a)

example (b)

initial

final

Figure 8: R.udimentary image processing capability in a near-neighbor connected network of 10 x 10 islands,
which are all pumped by the same current I. = vo/2R. Each island is colored in accordance with the
particular branch - b l , bz, or b3, in figure 5(b) - of the substrate nonlinearity, the island potential lies on. (a)
The resistivt! network is uniform Ri*l,j*l = 6R. The input contains domains which are either predominantly
black, or white, and the resulting output recovers domains which are either all black, 01. all white. (b) The
network is partitioned into three concentric regions. The islands in the outermost ant1 innermost regions
are coupled with low resistances Ri*l,j*l = 3R, and the islands in the intermediate region are coupled with
high resistar~cesR,*l,j*l = 13R. Parts of the network with low resistance prodlice regions which are either
all white, or all black depending on which was predominant in the initial stlatfe.

and predon~inantlywhite islands on t h e right of t h e plane. T h e final stable sta,te corresponds t o
t h e entire left half settling on black, and t h e right half settling o n white. T h e network in example
(b) is charitcterized by two separate inter-island resistance parameters : low v;tlues in t h e outer
annulus, artd t h e inner square, and high values in t h e intermediate annulus. T h e outer annulus
settles into all white which was t h e predominant color of t h e region initially, while t h e inner square
stabilizes t o all black, which again was t h e predominant color of t h a t region in. t h e initial state.
We emphasize t h a t these elementary computational characteristics were obtained with only near-

neighbor connectivity, and a single pumping current. This can in fact be imple~nentedin an array
of islands, with near-neighbor conduction arising from the tunneling of electrons. In particular, we
show in section 3.2 that as long as the islands are not too small, mappings of one state t o another,
such as illustrated in figure 8, will remain valid even in the presence of the Coulomb blockade.
3.1.4

Te:chnological Issues

We consider briefly some of the technological issues which will be encountered if an experimental
realization of this network is attempted. The non-monotonic substrate nonlinearity can be arranged
by growing the islands on top of a heterostructure which can provide a resonant tunneling path to
ground. More elaborate nonlinearities, with multiple peaks and valleys can also be introduced if a
vertical superlattice sustaining several conduction subbands, is grown beneath the array of islands.
T h e principal practical difficulty will arise from our assumption that all islailds are externally
pumped, and from the need to probe all of the islands. There is reason to believe, however,
that in pal-ticular applications it will be sufficient t o pump and probe only a subset of all of the
islands. However, we note that this system cannot in general be edge-driven. This can be seen
by noting that the effects of a particular current pump will be felt only over a set of islands
which are .within a characteristic length of the pumped island, since the current, will leak into the
substrate exponentially rapidly as one moves away from the pumped island. In view of this fact,
it is impossible t o drive large arrays within an edge-driven picture. However, if non-monotone
nonlinearities can be introduced between islands, by using molecular wires, for example, we can
eliminate substrate currents, and return t o the edge-driven array concept. A detailed numerical
investigation of this issue is planned for future work, and will be briefly discnssed again in section
3.5.1.

3.2

Limits t o Continuous Models : Single-Electron Effects

We will consider here the same network as in section 3.1, with the assumption tlhat single electron
effects have become pertinent either due t o the lowering of temperature, or due t o the physical
scaling of .the metallic islands down t o d N 10nm. Single-electron effects will become relevant,
when the change in potential SV = q/C, associated with the addition of a single charge q to
an island, becomes comparable t o kT/q, the thermal potential. This condition can be met even
at room temperature if islands with an effective capacitance smaller than C : 5 x 10-18f' are
fabricated. Experimental evidence exists, indicating the possibility that a range of single-electron
systems small enough t o be operated a t room temperature can a t present be fabricated [69,51,56].
In our appl-oach single-electron effects are investigated with the following objectives in mind :
1. To determine if single-electron effects will fundamentally alter the collective behavior deduced
from classical nonlinear circuit theory.

2. To determine if the single-electron effect by itself can generate novel, and potentially useful
collective behavior.
In this section we shall be addressing the first objective, while in sections 3.3 and 3.4 we will study
examples which address the second objective.
In the lollowing we will review basic concepts in the modeling of single-electron phenomena,
and then describe a numerical simulator based on a monte carlo technique which captures the
stochastic dynamics of single electrons in detail. We will then use this numerical simulator t o
investigate single-electron effects in the nonlinear networks studied in section 3.1. In particular,
we show through specific examples that there exists a limit t o the scaling of islands below which

the design features deduced in section 3.1 within a continuous-charge picture, will be overtaken
by effects stemming from the discreteness of electronic charge. In the continuous-charge picture
the actual size of the effective capacitance of each island determines only the r<apiditywith which
each stable point is reached, and does not affect the system behavior in a qualitative way. In
contrast, in the single-electron picture, the actual size of the capacitances can alter the global
stability properties of the system.
3.2.1

Modeling Single-Electron Effects

We wish t o study the network shown in figure 4(a), within a single-electron picture, and draw
compariso~lswith our classical circuit theoretic results of section 3.1. In order to make the singleelectron description precise, we need to replace the inter-island resistive links with tunnel barriers.
Throughout this section we shall assume the applicability of the 'orthodox' theory, which places an
absolute lower bound on the resistance parameters R > h/4e2, which ensures that an electron will
be localized on one or the other of the two electrodes forming a tunnel junction. However, we shall
retain our assumption that the resistance across these links is constant, which iri in fact consistent
with comnlon practice in the modeling of single-electron effects since only very small voltages are
typically dropped across the tunnel barriers. Our use of a nonlinear fnnction to describe transport
between ea,ch island and the substrate, however, is less common in the literature. Recently, though,
it has bee11 shown that novel electric field quantization effects can prevail in sllim semiconductor
superlattioes when single-electron effects coexist with non-monotonic nonlinear tunnel rates between
wells [36]. In the following we will use, nonlinearities of the kind shown in figure 4(b) together with
equation 2 to account for the discrete tunneling of electrons into the substrate. As was suggested
previously the substrate nonlinearity can arise from the resonant tunneling of ellectrons through a
quantum well formed in the heterolayers of the substrate. In previous studies of quantum dots [4],
single-electron effects and resonant tunneling were allowed to coexist in a very different capacity
from that required in our case. In particular, in quantum dots the small capacitance region, in fact
harbors th'e discrete energy level through which electrons need to resonantly tunnel to establish
conduction. In our case, the metallic island though small enough t o be subject t o the Coulomb
blockade, is assumed t o be large enough to be treated as an electrode from which electrons are
resonantly forced through a semiconductor quantum well of large capacitance. The charging of the
quantum well itself will be assumed not to be subject to the Couloml] l~lockade.
A strategy for analyzing this network might consist in writing a Kirchoff current balance condition for each island i, by analogy with equation 3,

where the differential terms on the right hand side denote the discrete transfer of electrons t o the
substrate, iind to the nearest neighbors. This equation is only symbolic, and cannot be treated as
a proper differential equation since the island charges belong to the discrete set,
q;(t) =

It

I;(r)dr

+ nq

where, n E [&I,5 2 , . .I

where we have made explicit the fact that the continuous delivery of charge by a current source
is punctuated by discrete charge transfer through tunnel junctions. Single electron tunneling is a
stochastic process which can be described rigorously in terms of a master equation, written for the

probability p(Q, t ) that the array is in the charge state Q a t the time t [21, 201:

where, t h e two summations on the right-hand side take stock of the single particle tunnel events
which will either bring, or take away the system from the charge state Q. This master equation [5]
will require a numerical approach due t o the lack of a regular method t o solve systems of this kind
which can have a very large state space even for a very small number of islands, as can be seen
from equation 21. T h e best procedure then is t o develop a monte carlo technique which mimics in
detail the physics of single-electronics.
3.2.2

Monte Carlo Simulation Technique

In this section we will outline a monte carlo simulation technique [6, 211, for the simulation of a
current biased network of islands, shown in figure 4(a). The state of the system of islands is fully
described ;kt time t by the vector of island charges Q(t). Over a very small time interval 6t, each
island i is .now, assumed t o be delivered with a n increment of charge 6qi = I;6t by a current source
I;. The new charge state then is Q(t 6t) = Q(t) + 6tf. Next, the entire system is swept, and
a vector of numbers {AE m ) corresponding t o the energy dissipated as a result of tunnel events
(indexed by the superscript m), between each island and its nearest neighbors, as well as between
each island and t h e substrate are accumulated. From the vector of dissipated energies, a vector
of tunnel rates
is then generated using equation 2. A further vector of cumulative tunnel
with the aium of all previous
rates is then generated by replacing each element of the vector
rates :

+

{I'z"+s)

{I'z6,)

n=m-1

The proba'bility that any one of these tunnel events shoultl proceed is then determined by calculating,
P ( t + 61) = e-6ts:+6t
P4)
where the total tunnel rate
is the last entry in the vector of cumulative rates. A random
number r , , distributed uniformly on the unit interval, is now drawn, and a decision t o carry out
a tunnel event is then made if the condition P < T , is met. This prescription conforms t o the
intuitive idea t h a t the larger the total tunnel rate, the greater the frequency with which the events
are carried out. If a decision t o carry out a tunnel event is matle, then a particular event needs t o be
selected from among all the events which were considered. This selection is made with probability
proportiond t o t h e individual tunnel rates. This is numerically implemented by picking again a
random number r b distributed uniformly on the unit interval, and then selecting the tunnel event
with the lowest index i, which meets the condition (S;+,,/S,'+,,)
> r d . The above procedure
is then repeated until convergence, or until adequate numerical evidence has been accumulated.
It is evident from the above description that the demands on computer time can become quite
considerable even for systems with only a small number of islands. This computational challenge
is in generad met by implementing this algorithm on several different parallel computing platforms.
3.2.3

Illilstrative Examples

We will again consider the two island example shown in figure 5, with a linear tunnel rate between
islands and a piecewise linear tunnel rate between each island and the substrate. The single-electron

Figure 9: F'hase portrait for single-electron stochastic dynamics, with Rlz = 5R, and In= vol2R which are
the same as in figure 6. (a) with = q/Covo =
kT = 0, (b) with 9 =
Co = C and kT = 0, (c)
with 9 = lo-' and kT = 0, and (d) with 9 =
kT = 1.

phase diagrams shown in figure 9 use the same resistive parameter choice Rlz = 512, and bias current
lo = vo/21Z as used for the continuous-charge phase diagrams in figlire 6. These diagrams were
generated using the monte carlo algorithm described in section 3.2.2. The parameter which dictates
the importance of single-electron effects t o the dynamics illustrated by the phase diagrams is the
granularity 7 = q/Covo, where Co is the substrate capacitance, and vo is the localtion of the current
peak in t h e substrate nonlinearity shown in figure 5(b). For large values of the capacitance, the
granularity 7 will be small, and the single-electron effect will only be reflected marginally in the
phase diagiyams. Figures 9(a)&(b) show phase diagrams corresponding t o 7 =
obtained a t
the absolute zero of temperature. Upon comparing these two diagrams with those shown in figure

6 we find .that the discrete stochastic dynamics is evident in these two diagrams only in the noisy
aspect of t h e trajectories.
However, a closer examination of the trajectories near the stable points reveals that these
trajectories do not terminate a t the stable points, but rather circulate in the neighborhood of the
stable points. This aspect of the discrete dynamics is made more clear in fig:ure 9(c), in which
a higher granularity parameter 77 = lo-', has been used. In effect each of' t h e stable points
calculated within the continuous charge model is now replaced with a limit cycle whose radius
is inversely related t o the effective capacitance of each of the islands. Now, c;imilar behavior is
known in tihe signal processing literature in the context of digital filters, where quantization errors
introdocued by finite-precision arithmetic lead t o limit cycle oscillations in otherwise stable filters
[50]. Furthermore, the single-electron tunneling oscillations which have received inuch experimental
and theoretical analysis [18], are also a manifestation of this effect. In particular, when a junction
with an efiective resistance R is biased with a continuous current Io, the potential dropped across the
junction will converge t o a stable value a t IoR, within a continuous charge picture. However, when
single electron effects are present the potential dropped on the junction will oscil1;tte with amplitude
q/C aboul, the stable point IoR, with frequency Io/q. The phase diagram in figure 9(c) is an
additional manifestation of this effect, which one may use t o derive applications. A more immediate
consequence, of this effect is the fact that for larger values of 77, the limit cycle will grow larger, and
will eventually exceed the size of the basins of attraction. This results in the system having a finite
probability. of exiting each of the four basins of attraction and entering others;. In this strongly
single-electronic regime the Liapunov theory presented in section 3.1.1 will lose its applicability,
and alternative analytical techniques may need t o be introduced. Appr0ximat.e characterization
of this behavior can be obtained from a differential equation formulation of single-electronics [lo],
which despite some fundamental shortcomings[5], offers adequate qualitative explanations.
3.2.4

Technological Issues

T h e systerns considered in this section are broadly similar t o those studied in section 3.1. Consequently, the practical issues pointed out in section 3.1.4 are equally pertinen.t t o the networks
discussed in this section. If it is desired t o bring out the single-electron effects in a strong way it is
essential tcl isolate the islands from external electrodes in order t o enslire that each island has a low
effective ca,pacitance. This can be arranged for example by attaching a chain of islands laterally
t o each islimd shown in the figure, and then current biasing the tips of each chain. This kind of
experiment a1 arrangement has been used t o facilitate the observability of single-electron-tunneling
oscillations [18]. An alternative method might be t o bias the network with the tips of scanning
tunneling ~nicroscopes.

3.3

Ising-type Single-Electron Networks

In section 3.1 we introduced a nanoelectronic neuromorphic model in which the charge was treated
as a continiious variable. The consequences of discrete electron dynamics on the a:ssociative memory
effects in t,hese networks, were then examined in section 3.2. We showed, in particular, that
there exists a strongly single-electronic regime in which the collective properties deduced from a
continuous.-charge model will be qualitatively undermined. In this section we will approach singleelectronics in a more direct way, and will establish a correspondence between t h e dynamics of single
electrons irk networks of islands, and well-known models of discrete neural networks. In particular,
we will show that the evolution of an initial charge distribution towards a stable final equilibrium
distributioil can be given a neuromorphic interpretation. These properties ernerge purely as a
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Single Electron Network
minimize energy function
E = ;Q~WQ
charges of opposite sign align themselves
the inverse of the synaptic matrix is reistricted to M-matrices
the synaptic matrix has to be found by
'directly from the energy function
electron number ni = q i / q can assume
any integer value
update rule is global : find tunnel rates at
d l nodes, and select one

-

I

Hopfield Network
minimize energy function
H = -I-FWS
2
like spins align themselves
synaptic matrix can be arbitrary

matrix can be found from desired stable
states using Hebb's rule
spin Si can assume only two values :
+1, -1.

update rule is local : select a node and
carry out transition if threshold condition
is met

Table 2: A, comparison between the properties of the single-electron module in figure 10 and those of the
discrete Hopfield netowrk.
from which it follows that the off-diagonal entries ( i # j)of C are Cij = -Cij, and the diagonal
entries are Cii = (C; CjZiCij).
Now, using equations 25 and 26, we can derive a simple relation for the change in energy when
an electror~is exchanged between island i, and the floating gate f . Denoting the potential before
and after 1;he tunnel by superscripts b and a , respectively, we can write the energy loss when an
electron tunnels from island i t o the floating plate as,

+

An electron tunneling from the floating plate into the island will yield the same equation with the
opposite sign. The rate a t which the electron tunnel event occurs can now be written in terms of
AE; as.

where Jif(V) is the current voltage characteristics of the junction between is1a:nd i and the plate
in the absence of Coulomb blockade. In usual studies of Coulomb blockade the tunneling current
is assumecl t o grow linearly with V, which is valid for very small biases. For larger biases, or
in the presence of discrete energy levels in the islands it is essential to introduce the non-linear
Ji(V) cha~acteristics[37, 41. In this section we shall only be concerned with the local minima of
the energy function in equation 25, and the exact forms of the tunnel rates will not influence the
locations nor the stability properties of these minima. However, the exact forms of the tunnel rates
may influence the basin sizes and the frequency of occurrence of spurious states, which will be
investigated in a separate study. Now, a system in a given charge state Q can l'ower its energy by
undertaking several different tunnel events. At any given time a particular tunnel event is chosen
with proba.bility proportional t o the tunnel rates using a monte carlo prescription [6].
The ev.ident similarity between the above dynamics and that of the well-known neural network
model of llopfield [26, 241 is tabulated in 2. In Hopfield networks the metastable spin states
S which minimize an energy function H ( S ) , are treated as memories which can be retrieved with
high probability, when the network is presented with partially corrupt input patterns. This function

is achieved, due t o the fact that input patterns which do not exactly match a stored metastable
pattern, will be characterized by a non-minimal energy and will therefore evolve towards the closest
minimum. The actual performance of these networks, however, depends crucialliy on the properties
of a weight or synaptic matrix W, which in our case is the inverse capacitance m.atrix W = C-'. In
Hopfield networks the entries in the synaptic matrix can be chosen arbitrarily, and can in principle
be determjned to suit a set of metastable states one intends to store in the network. The capacitance
matrix of .the single-electron module in figure 10, on the other hand, is limited to a narrow class of
matrices due to the basic rules of electrostatics :
The diagonal entries,

are positive, and off-diagonal elements, -Cij, are all non-positive. Such matrices are referred
t o as Z matrices in the literature [46].
Sum of the elements of each row of C equals C;, i.e.,

where 1 = [l - - - I.lT. This property also implies that C has positive principal minors [46]. Such
a makrix with non-positive off-diagonal elements and positive principal minors is referred to
as an M-matrix.
We also note that any M-matrix that satisfies the second property corresponds to a valid capacitance mat,rix for the single electron computing module. In the following we will investigate the
possibility of programming this network, subject to the above constraints, to achieve associative
memory effects.

3.3.2

Networks With Local Capacitive Coupling

We study here the structure of the synaptic matrix when only local capacitive coupling is considered.
The results indicate that local capacitive coupling might 1ea.d t o low capacity and large number of
spurious memories in the network.
If only near neighbor capacitive coupling is considered, then the capacitance matrix for an
one-dimendona1 regular array is a tridiagonal matrix of the following form :

where Co is the capacitance to the substrate, and C is the internode capacitance. Let us examine
the first column of W, which satisfies

The above matrix equation corresponds t o a second-order linear difference equation of the following
form:
Wl; = S(Wl(;-l) W1(;+l)), for i = 2, . . .,( n - I),

+

where S =

C
and Wlo = 1. The solution can be given as
Co+ 2 C '
w11 =

1
Co+ C ( 1 - a ) '

Wl; = Wlla (i-1) ,

for i = 2 ,..., ( n - I),

and

where

One can carry out a similar analysis for the other columns of W , and show that the elements in
every rowt'column of W decrease exponentially with their distance from the dia.gona1.
In general, if every island is capacitively coupled t o k of its neighbors, then the preceding analysis
can again be carried out. It will involve k th-order linear difference equations, whose solutions will
determine the entries of W . One can then use this correspondence t o show that the elements in
every rowt'column of W decrease exponentially with their distance from the diagonal. Hence, the
synaptic matrix W can be modeled essentially as a banded matrix with a width of O(1og n). That
is, all elements in a row/column that are more than c l o g n (where, c is determined by k) distance
away from the diagonal element equal 0.
One can now utilize the correspondence of the single electron system with Hopfield networks,
and deduce its performance as an associative memory. The banded structure of W corresponds
t o having a network with O(1ogn) connectivity. That is, in the equivalent network, each node
is connectcxl t o a t most O(1ogn) other nodes. The dependence of storage 'calpacity' of Hopfield
networks on the degree of connectivity has been studied extensively in the I~terature[65]. In
particular, one of the results states that if each node in the network is connected t o a t most d
other nodes, then the storage capacity of the network is O(d/ log n), where n it; the total number
of nodes. For the single electron system, this result implies a constant (i.e., independent of the
number of islands) storage capacity.
We note that the 'capacity' of an associative memory system indicates its a,bility t o store any
given set of desired patterns. Thus, if a network has a fixed capacity, then it implies that only
a constant number of patterns can be chosen arbitrarily and programmed as the stable states of
the system.. Moreover, low capacity of a system usually indicates that the systein will have a large
number of 'spurious' memories [13]. That is, if a desired set of patterns is stored in the system,
then it will also introduce a very large number of other stable states in the network.
3.3.3

Programming Stable States

We study here ways of storing patterns in the system when the capacitive coupling network is
permitted t o be nonlocal.
Suppose we have a system of n dots and one floating plate. Let Q = [qo ql . . - q,] be the charge
vector of the system, where qo is the charge of the floating plate and q l , . . q, are the charges of
a ,

the n dots. Then the charge vector of the system after a single tunnel event involving the i th island
has occurred can be represented as

Of course, these tunnel events are energetically favorable only if

Note that the above equation in fact represents two cases corresponding to whether the i th island
either gains or looses an electron.
If the charge vector Q is such that E ( Q (AQ);) - E ( Q ) > 0 for all i, then it is a metastable
state of the system. Since all possible transitions from the charge state Q only increase the energy
function, we will also refer t o a metastable state as a local minimum of the eneirgy function E.
We can define the problem of storing patterns as follows.

+

Problem 1

Given a set of vectors M = {Mll .. ., M,), where Mi E (0, l)(nt')and

x
n

mij = k,

j=O

determine a synaptic matrix W such that
1. Mi's are local minima of the energy function E ( Q ) = Q T w & .

2. W-' is a valid capacitance matrix, i.e., W-' is an M-matrix and W-'1 1>_ 0.
Note that in a Hopfield network, it is sufficient to meet only the first set of constraints that ensure
the local minima property of the metastable states.
Using the results of section 3.4 we can also show that for the single electron computing module
it is sufficient t o first determine a matrix A that satisfies only the local minima constraints. It can
then be modified t o yield a valid synaptic matrix as stated below.

Theorem 3

Let A be an ( n

+ 1) x ( n + 1) matrix

{MI, . . ., lMT) (where Mi E (0, l)(nt')and

x

such that a given set of vectors M =

n

mij = k) are local minima of tlhe energy function

j=O

QTA&. Then one can determine constants X and c ( 2 0) such that the matrix W = A + X l n X n + ~ l l T
have the following properties:
1. Mi's are local minima of the energy function E ( Q ) = QTwQ.
2. W-I js a valid capacitance matrix.

We next describe a linear programming formulation for determining a single electron module
i N ] ,i T , mij E {O,l),and
that stores*r memories M l , M z , . . - , M T ,where M; = [ O , r n i l , ~ ~ ~ , m 1
Cy=om;j = k. Without loss of generality, qo has been chosen t o be 0 in all the desired patterns;
the same approach works for arbitrary values of go.

< <

First vlre need to make all the Mi's as metastable states, i.e., all the possible transitions from
the state ,Wi are unfavorable:

E([O,mil,...,min])-E([-1,mii,'..,mi$-l,mij
+l,mi,j+l,...,mi,,])

< <

I -A

<

where A is a positive number, 1 i T and 1 5 j n. If E = Q ~ A Qthen
,
Eqn. (29) shows that
each of this constraint is linear in the elements of the matrix A.
We can also add constraints that make sure that every 0-1 charge vector that is within a
Hamming distance d from each stored vector M; is not a metastable state of the system. Since the
total charge in the system is k, the shortest distance between any two 0-1 charg,e vectors is 2. The
following riet of linear constraints ensure that for any Q, if the Hamming distance between Q and
M; is 2, then a transition from Q to Mi is favorable

where m;j = 1.

E ([0, m;l, . . - , m;j,.

- ., m;r, . . ., mi,]) - E ([I, mil, . . ., m;j, - , mi,, . . ., m;,]) > A

where m;j = 1 and mil = 0.
Therefore, one has a total of 27-72 rk(n - k 1) linear constraints, when every charge state
within Hamming distance of 2 from each Mi converges to M;. If one wants to increase the basin
of attracti'on for each M ithen additional linear constraints can be added. These linear constraints
can be solired to yield a feasible matrix, which can then be modified t o yield a vallid synaptic matrix
(as stated in Theorem 3).
E x a m p l e (n = 9, k = 4, T = 3): Let the three memories t o be programmed be

+

+

To get the W matrix we first find a feasible solution to a linear programming problem with 126
constraints. By suitably modifying the matrix obtained after solving the linear programming, we
get the following valid synaptic matrix

~z-,

q; = 4, the
Our simuli~tionresults show that starting from any 0-1 charge vector Q, such that
single electron module evolves to one of the three programmed memories with high probability.

3.4

Sin.gle-Electron Networks for Combinatorial Optimization

In this section we will show that the discrete stochastic dynamics of electronr; can be viewed as
a procedure for simulated annealing. Several problems from combinatorial optimization are then
mapped t o different single-electron networks. A novel mapping methodology tailored specifically
for single-c?lectron networks of the kind shown in figure 10 is developed. The results of this section
are predicated on the possibility of arbitrarily choosing the inter-island capacitances. In addition, a
particular choice of capacitance parameters will enable the solution of only a particular optimization
problem. :[n view of these limitations these results are to be taken as indicative of the potential of
single-electronics, and not as a conclusive proposal t o achieve technologically viable computation
at present.
3.4.1

A General Methodology

From a computational perspective, the single electron computing module shown in Fig. 10 uses a
stochastic simulated annealing algorithm t o solve the following constrained quadratic optimization
problem:
Minimize Q ~ W Q snch that

where k is the initial number of electrons in the array, Q = (ql, . . . , q,) is the charge vector, and 2
is the set 13fintegers (allowing the islands t o have multiple number of electrons). A more general
statement of the underlying optimization problem, when multiple modules of the form shown in
Fig. 10 arc used, is:
Minimize Q T w Q such that
q j = k ; , and q; E 2 ,

C

jESi

where k; is the initial number of electrons in the i t h module, and S; comprises the indices of the
islands in the i t h module.
I t is wr!ll known that if a given combinatorial problem can be expressed as a 0 - 1 (i.e., variables
are restricl~edto be either 0 or 1) quadratic minimization problem with linear constraints, then one
can always construct a discrete Hopfield network such that the energy f ~ ~ n c t i oofn the resultant
network corresponds to the given quadratic objective function (suitably modified t o account for the
linear constraints) [26, 581. Since the nodes in a Hopfield network can only assume binary values
(i.e., { O , l : } or (1, -I)), and the underlying dynamics minimizes its energy function, the derived
Hopfield network finds an approximate solution to the given combinatorial problem. An optimum
solution is obtained only if the network evolves t o a state that achieves the global minimum of its
energy function. In the literature, several NP-complete problems have been fc~rmulatedas 0 - 1
quadratic minimization problems with linear constraints, thereby demonstrating the potential of
Hopfield (and related) networks for performing combinatorial optimization.
Howev~er,the dynamics of the single electron array, as stated in Eqn. (31), has a number of
built-in re:itrictions that do not permit a direct adaptation of the methodology used for mapping
combinatorial problems onto Hopfield type networks. Some of these restrictions can be enumerated
as follows:
1. The discrete valued variables in Eqn. (31) can potentially assume any integer (both positive
and negative) value, and are not restricted t o be only binary valued. Quadratic optimization

form.ulations of almost all combinatorial problems, on the other hand, use only binary valued
variables.
2. The cost function is purely quadratic in Eqn. (31), and only a restricted type of linear constraints is permitted. The reduction of combinatorial problems usually involves a general
quadratic term, i.e., the objective function has both quadratic as well as linear terms. Moreover, as it will be pointed out later, the linear constraints required for combinatorial problems
are inore general than the type permitted in Eqn. (31).
3. In Eqn. (31), the coefficient matrix, W , must satisfy the following:
(a) W-' is an M-matrix, i.e., it has positive diagonal elements and negative off-diagonal
elements.
(b) W-'1

2 0, where 1 = ( 1 . .

(i.e., the all-1 vector), and 0 = ( 0 .

The above two conditions ensure that W-' corresponds t o a valid capacitance matrix for the
single electron array.
This appears t o be a binding restriction, since the coefficient matrix resulting from a combinatorial problem is usually tailored to that particular problem, and in general its inverse is
not im M-matrix. On the other hand, the weight matrix of a Hopfield network has very few
restrictions, and can directly accommodate any coefficient matrix required by the application. For the single electron array, however, the inverse of the coefficient nnatrix must always
corn?spond t o a valid capacitance matrix.
In the following we develop a general methodology which accommodates the above restrictions,
and at the same time enables one t o map a class of quadratic minimization problems onto single
electron networks. We then provide examples of a number of combina.toria1 problems which can be
formulatetl as instances of the class of quadratic minimization problems that we consider.
In part,icular, we study constrained quadratic minimization problems of the following form:
Minimize x T A x such that
x j = kj7 and X, E {O, 1) ,

C

j€Si

where A is an n x n real symmetric matrix, X E (0, l I n , k i 7s are positive integers, and S i 7s partition
the index set (1,. . ., n), i.e., USi = (1,. . ., n), and Si Sj = a.
The methodology discussed next reduces the above minimization problem t o the following:

n

+

+

Minimize y T ( A X I n x n c l l T ) y such that
C y j = k i , and y ; E Z ,
j ESi

>

>

I ) ~ and
, X 0, c 0 are coilstants determined
where I,,., is the n x n identity matrix, 1 = (1
by the reduction process.
The t1,ansformation methodology ensures that the two optimization problems described in
Eqns. (32) and (33) are related as follows:
1. If X = Xo E (0,l)" is a solution for Eqn. (32), then Y = Xo is also a solu.tion for Eqn. (33).
Morc?over, if Eo is the global minimum of the objective fiinction in Eqn. (3;2), then the global
minimum of the objective function in Eqn. (33) equals Eo X(C ki) c ( C ki)2.

+

+

Note that this condition ensures that even though the variables yi7s in Eqn. (33) can assume
arbitrary integer values, the global minimum is achieved only for 0 - 1 assignments.

2. The coefficient matrix, W = (A+ X I n x n
matrix for single electron arrays:

+ c l l T ) , of Eqn. (33) corresponds to a valid synaptic

W-' is an M-matrix, and W-'1 2 0.
The following series of technical results provides rigorous proofs for the above claims.
Lemma 3.

Given an n x n real matrix A that is positive and symmetric (i.e., aij = aj;

> 0), let

Then for any X 2 T,

+ MnXn)-' 1 2 0.
Proof: We observe that (A + XInxn)-' > 0 if and only if there exists a non-negative vector,
Y E R , such that (A + XInxn)Y= 1. In other words, we want to show that the following Linear
Programming (LP) problem has a feasible solution if X > T,,,,:
(A

n

Maximize O ~ Y
such that
(A XInxn)Y= 1 and Y 2 0 .

+

The feasibility of the above LP can be established by checking the bonndedness of the cost function
of its dual LP, as given below:

lTu

Minimize
uT(A

such that

+ XInxn) 2 1

The duality theorem [52] states that the LP in Eqn. (34) has a feasible solution if and only if its
dual (i.e., the LP in Eqn. (35)) has a bounded objective function. Since Eqn. (35) minimizes l T u ,
it is sufficient to show that lTu 2 0. Using the assumptions that A is a positive matrix and that
X >_ r,,,, one can indeed show that if U ~ ( A XInxn) 1 then lTu 0.
Hence, Eqn. (35) has a bounded objective function, and Eqn. (34) has a feasible solution. 0

>

+

Lemma 2:

>

Given an n x n real matrix A (elements denoted as aij), let
amax=maIC{aij : 1 5 i , j 5 n),

and
a d , = min{aij : 1

< i, j 5 n).

Also, let

+

+

+

c ) ~the
, matrix (A X I n x n c l lT)-' is an M-matrix, i.e., its off-diagonal
Then for ;\ 2 n(a,,,
elements are negative and the diagonal elements are positive.

+

Proof: Let B = A c l l T , then the choice of c implies that (B);j >_ 1, and that X 2 nb;,,,
where b,,, is the maximum value of the entries in B. Using a power series expansion we obtain

Since, B is a positive matrix, we obtain that for every k
(B~)5
; ~bka,n(k-'). Let

2

2, B~ is a positive matrix and that

It follows .then that

If X 2 nb;,,,,

then the above series converges, and one gets

Hence,
(A

+ X I n x n + c l lT)-'

1
=X (Inxn

+ C)

has positive diagonal elements and negative off-diagonal elements.
, Note that the preceding two lemmas together imply that by appropriately choosing X and c
c l l T ) , such that W-' is an M-matrix, and
one can always obtain a matrix W = (A X I n x n
W - l l 2 0.

+

Lemma 3,

+

Consider the following quadratic minimization problem defined over binary variables:
Minimize X ~ A Xsuch that
X j = k;, and xi E { O , l ) ,
j€S,

C

where A is an n x n real, positive definite, and symmetric matrix, k;'s are positive constants, and
S;'s partit ion the index set (1, ..., n). Let Eo be the minimum value of the objective function.
Next, 'consider a modified minimization problem in which variables can assume any integer
value:
Minimize y T ( A XInxn)Y such that
yj = k;, and yi E 2 .

C

+

j€Si

If X > Eo, then any optimal solution, Yo, of the above minimization problem has only binary
entries, i.e., Yo E (0, lIn. Moreover, if Xo E (0, lIn is a solution of the 0 - 1 optimization problem
stated in Eqn. (36), then Y = Xo is also an optimal solution of the general problem stated in
Eqn. (37).
Proof: First we observe that for any binary vector X that satisfies the h e a r constraints in
Eqn. (37) (hence, also in Eqn. (36)),

However, if a nonbinary integer vector Y (i.e., Y @ (0,l)") satisfies the same constraints, then one
can verify that
y T ( X ~ n x n ) yt X(1+
ki) .

C

Thus, for any nonbinary integer vector Y, we have the following (we also use the fact that A is
positive definite, and Y ~ A Y2 0):

However, if Y = Xo, where Xo is an optimal solution of Eqn. (36) (hence, X$A,XQ= EQ),then

Thus, if X

> Eo then
X$(A

+ XInxn)Xo < y T ( A + XInxn)Y

for every nonbinary integer vector Y. Hence, Y = X Q is an optimal solution of Elqn. (37) if X > Eo.
Note that the global minimum of the cost function in Eqn. (37) is EQ X C ki.
Combining the results of the above three lemmas, we can state the main result in the form of
the following theorem.

+

Theorem 4
Given a 0 - 1 optimization problem as stated in Eqn. (32), one can always choose
constants X and c, and transform it into an optimization problem as stated in Eqn. (33) such that
1. If X = Xo E (0, lIn is a solution for Eqn. (32), then Y = XQis also a solution for Eqn. (33).
Moreover, if EQ is the global minimum of the objective function in Eqn. (3;2), then the global
minimum of the objective function in Eqn. (33) eqnals EQ X(C ki) c ( C k;)'.

+

2. If W = (A

+ X I n x n + c l l T ) , then W-I

+

is an M-matrix, and W-'1 2 0.

We next sl~owhow different combinatorial problems can be cast as quadratic min'imization problems
of the f o r ~ ngiven in Eqn. (32). The results of Theorem 4 can then be used t o derive corresponding single electron computing modules that execute stochastic simulated annealing algorithms for
solving the related minimization problems.
3.4.2.1 Cliques Given a graph G = (V, E ) , where V is the set of nodes/vei:tices and E is the
set of edges, a completely connected subgraph of G is called a clique. A formal1 definition can be
presented as follows:
Definition 1 (Clique) A set S of nodes in a graph forms a clique if there is an edge between
every pair of nodes nodes in S. The size of the clique is the number of nodes in S.
The problem of determining a clique of maximum size for a given graph G is a well known combinatorial p:roblem, and belongs t o the class of NP-complete problems [19].
It is cl~stomaryt o express NP-complete problems as yes-no problems [19]:
Problem 2
Given a graph G = (V, E) with n nodes, and a positive integer k ( 5 n), is there a
clique of size k in G?

The maximum size of the clique can be determined by asking the preceding yes-ILOquestion a t most
(log n) times; hence, it is sufficient to solve Problem 2 efficiently. We next show how Problem 2
can be reduced to a quadratic minimization problem of the form Eqn. (32).
First we establish a correspondence between subgraphs of a given graph C: = (V, E), and ndimensional binary vectors, X = [xl,. - x,], where xi E (0, 1). Given any subgraph comprising a
set of nodes S C V = {ul,. . v,), one can define a corresponding binary vector as follows:
a ,

a ,

Similarly, given any X = [xl, . . ., x,] E (0, l),, one can define a corresponding sutbgraph comprising
the following set of nodes:
S = {vj : x j = 1 and 1 j 5 n).

<

The above correspondence will be used for all the examples in this section, and we shall refer to a
subgraph either explicitly by the set of nodes S it comprises, or equivalently, by the corresponding
binary vector X E {O,l)".
Next, let us define an n x n incidence matrix A as follows:
-1
0

if there is an edge in G connecting nodes i and j,
otherwise.

Note that A is symmetric, and its diagonal elements are all 0.

Theorem 5 A given graph G = (V, E) with n nodes has a clique of size k (< n) if and only if
the result of the following minimization problem is -k(k - 1):
Minimize X ~ A Xsuch that
x x j = k, and x; E { O , l ) .
Moreover, if Xo E (0, l), is a solution that achieves the desired minimum (= -k(k
subgraph corresponding to it is a clique of size k.

Proof:

-

I)), then the

Given any X E (0, l),, let Px be the set of indices for which z; = 1, i.e.,

P = {j : x j = 1 and 1

< j < n).

Then it follows that for any X E (0, l),,

= -2 x [no. of edges in the subgraph defined by XI.
In our case, the linear constraint ensures that any feasible solution X has exactly k 1's (i.e.,
lPxl = k), and hence the corresponding subgraph has k nodes. Since a clique of size k is a
completely connected subgraph, it has the maximum number of edges (= k(k - 1)/2) among all
the subgrirphs with k nodes. Thus, X ~ A X
attains the minimum value of -k(k - 1) if and only if
the corresponding subgraph is a clique of size k.
Note that if there is no clique of size k, then the minimization problem determines a subgraph
with the maximum number of edges in it. iFrom the optimal soh~tionvector, one can then easily
0
verify that it does not correspond to a clique.

Since, Eqn. (38) is in the form of Eqn. (32), one can follow the general metl~odologydiscussed
in the preceding section, and transform it into an equation of the form given in Eqn. (30), which
corresponcls t o the dynamics of a single electron computing module.
The entries of the matrix A in Eqn. (38) are restricted t o be either 0 or -1, and for this special
case one c,an show the following:
W =A

(81)

+ AI,,, + c l l T satisfies the conditions of Theorem 4, if c = 2 anil A = 472.

A graph of 10 nodes

(c) The W matrix

(b) The incidence matrix

(d) m e C matrix

Figure 11: Steps involved in the derivation of capacitance parameters for a single-electron computational
module that determines if there is a clique of a given size in a graph. (a) &. (b) A graph comprising ten nodes
and its incidence matrix. (c) A synaptic matrix derived from the incidence matrix following the procedure
stated in Theorem 4. (d) The capacitance matrix for the single-electron comput,ational module.
Fig. l:L shows the incidence matrix, the W matrix, and the capacitance :matrix (i.e., W-')
of a correisponding single electron module for a graph with ten nodes. Fig. 12 shows the initial
distribution of electrons (k = 4) in the single electron array, and also the occupancy when the
system has evolved to a minimum-energy configuration. As shown in the figure, the minimumenergy co~lfigurationcorresponds to a clique of size 4 in the graph. Fig. 13 shows several snapshots
of the configuration of electrons as the array evolves from the initial configuration t o a minimumenergy co~~figuration.
Note that while the minimum-energy configuration has onlly single occupancy
of electroris (as guaranteed by our analysis), the intermediate steps can have multiple electrons
on individ-ual islands. This mechanism helps the system t o get out of local minima (at finite
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(d) Tbe configuration corresponding t o the cllque

Figure 12: (a) & (b) The initial configuration of electrons in the c~mput~ational
module, and the set of
nodes it corresponds to in the original graph. e's indicate the islands occupied by the four electrons. As to
be expected, the initial set of nodes do not define a clique. (c) &; (d) The minimum-energy configuration of
electrons, a.nd the corresponding clique (comprising four nodes) in the original graph.
temperatwe), and could potentially let the system perform better than conv.entiona1 simulated
annealing.
3.4.2.2 I n d e p e n d e n t Sets We next study a combinatorial problem closely related t o the problem
of determining a clique of maximum size.

Definition 2
( I n d e p e n d e n t Set) A set S of nodes in a graph is an independent set if no two
nodes in 2; are connected t o each other.
The problem of determining an independent set of maximum size can be expressed as a yes-no
problem as follows:
Given a graph G = (V, E) with n nodes, and a positive integer It
Problem 3
independent set of size k in G?

( 5 n), is there an

Note again that by asking the above question at most (logn) times, one can determine the size of
the maxinzum independent set, and hence, it is sufficient t o solve Problem 3.

(a) Inltilil s o n f l y s l l o n : E=0.98

@) Connguratlon after 5 iterations: 13-1.30

(d) Configuration atlrr 13 itaatlons: 8-2.12

(e) Con f i r a t i o n after 16 iteredons: E=1.00

(e) Configuration after 21 imatior~s:8-0.92 (global min)

Figure 13: Snapshots of a typical sequence of charge states that the comput~ationalmodule evolves through
a t a finite temperature. Since, each island in the computational module corresponds t o a node in the graph,
the islands with non-zero charge are highlighted directly on the graph, and their charges as well as the total
energy of the configuration are listed. Note that while the minimum-energy configuration (as illustrated
in (e)) cor~.espondsto a charge state in which multiple elect,rons on the same islancl are not permitted,
intermediaie charge states encountered during the dynamics are not so constrained. This, in principle,
might allovr the system t o escape local minimas more easily.

We next define an incidence matrix A that is the negation of the matrix defined for solving
Problem f!, i.e.,

a;j =

1
0

if there is an edge in G connecting nodes i and j :
otherwise.

We next sitate the following theorem which maps Problem 3 t o a minimization problem of the form
given in Eqn. (32). The proof of the theorem is very similar t o that of Theorem 38, and is skipped
here.
Theorem 6
A given graph G = (V, E ) with n nodes has an independent set of size k (< n) if
and only if the result of the following minimization problem is 0:

Minimize X ~ A Xsuch that
n

x x j = k, and xi E {O,l)

,

j=1

Moreover, if Xo is an optimal solution that achieves the desired minimum (= 0), then the set of
nodes cor~espondingt o Xo is an independent set of size k.
3.4.2.3 MIinimum Cut
to it.

We consider here graphs in which every edge has a cost function assigned

Definition 3
(Cut and Capacity) Let G be an undirected graph with vertex set V = {vl, . . ., v,).
Let c;j be the cost associated with an edge connecting v; and rlj. A cut is a partition ( S , S ) of the
nodes in 1' into sets S and 3 such that S U 3= X and S n = 4. The ccpacity of the cut C(S, 3 )
is sum of costs on the edges which connect the nodes in S t o the nodes in 3 , i.tt.,
cij.

x

v , ES v j €3

Note that our definition allows either S or 3 t o be empty. In that case th.e partition will be
called a n:dl cut and the associated capacity will be zero.
(Minimum Cut) Given a graph G = (V, E ) , determine a cut tha,t has the minimum
Problem 4
capacity among all other cuts in the graph.

Given any cut {S,

S),we define 2 n binary
1
0

xi1 =

variables as follows:
if node i is in S ,
if node i is in 3 ,

and
x;2 = 1 - x;1.
Correspondingly, if we define a vector X = [xll - - -x,l 212.. .zn2],then one ca:n easily verify that
any assignment of X E (0, 1)2n(i.e., each coordinate of X is assigned either 0 or 1) with the
additional constraint that xi1 # x;2, corresponds t o a cut of G.
In order t o set up the minimization problem, we define a modified symmetric cost-function
matrix D as follows:
,+={A
ifi=j.
c;j otherwise,
where A i:i a large number, e.g., A 2 1 $

x

Icijl. Next let us define a 2 n x 2n symmetric matrix

i,j

as follows:

A=
where On,,

[

0

is an n x n matrix with all zero elements.

]

Theorem 7

The minimum capacity of any n-node graph G = (V, E) is given by the result of
the following minimization problem:
Minimize XTAX such that
n

n

C x j l + C x j 2 = n , and ~ i l , x i 2 € { 0 , 1 ) ,
j=1

j=1

where A iai the matrix defined in Eqn. (40) and X = [xll . . xnlx12. . . xn2] E (0, l)2n.Moreover, if
Xo is an optimal solution, then a minimum cut of G is given by the cut represented by Xo.

Proof:

]First we observe that if any X = [xll . . .xnlx12 - . .xn2]E (0, 1)2n,satisfies the constraint

x +x
n

xi1 # xi2 for every i = 1,.. ., n, then it also satisfies the constraint

n

xjl

j=1

xj2 = n. Thus every

j=1

cut of G satisfies the linear constraint in Eqn. (41). Moreover, if xi1 # xi2 for every i, then xTAX
equals twice the capacity of the cut defined by X . That is, let ( S x , 3 x ) he the cut corresponding
t o X , then

Thus minimizing XTAX corresponds t o determining a cut with the minimum capacity.
Now, the proof is completed by showing that if for any i, xi1 = xi2 = 1 in X E (0, 1)2n,and
n

n

j=1

j=1

C xjl +

xj2 = n, then it cannot be an optimal solution. From the construction of A it follows

that if x ; ~= xi2 = 1 in X for any i, then

where rx represents the rest of the product terms. Since, xi1 = xi2 = 1 and tihere are exactly n
1's in X there must exist a 1 such that xll = xl2 = 0. Now, construct a modified vector XI which
is the same as X a t every coordinate except for the following two: x:2 = 0 and x;2 = 1. The cost
function corresponding t o XI is then given by

a
Hence, X is not an optimal solution.
Often it is useful t o calculate the minimum capacity under the constraint that the cuts have a
specified number of nodes.
Problem 5 (Constrained Minimum Cut) Given a graph G = (V, E ) and a positive integer
k (
n),
Idetermine a cut that has the minimum capacity among all cuts (S,T)., where IS1 = k.
The case where k = n/2 has been studied extensively in the literature [52, 191.
One citn also formulate the Constrained Minimum Cut problem as a quadratic minimization
problem of the form given in Eqn. (32), as stated below.

Theorem 8 Given any k (' n), the constrained minimum capacity of G = (V, E) is given by
the result of the following minimization problem:
Minimize X ~ A Xsuch that
C x j l = k,

C~j2
=(n-

k), and x i l , ~ i 2E { O , l ) ,

where A i!; t h e matrix defined in Eqn. (40) and X = [xll . . .xn1x12 xn2] E {O, 1)2n.Moreover,
if Xo is an optimal solution, then a constrained minimum cut of G is given by the cut represented
by Xo.
Note that in the above formulation of the minimization problem, there are two different linear
constraints. Hence, the above formulation corresponds t o two single electron computing modules
of t h e kind shown in Fig. 10.
3.4.2.4 Traveling Salesman Problem

In the following we will show how the travelling salesman
problem c,an be reduced t o a single-electron network problem.

Definition 4 Traveling Salesman Problem (TSP): Given n cities and the distances dij
(where, dci = dji 2 0) between city c; and city cj, determine a closed tour (i.e., each city is visited
once and l.he tour ends a t its starting point) of minimum length.

A tour coinprises n stops, where a t each stop one of the cities is visited, and every city is visited
only once during the complete tour. Thus, one can define n 2 binary variables zij ( 1 5 i, j 5 n ) as
follows:
1 if the j th city is visited at the ithstop
0 otherwise.
In order t o ensure a valid tour, z;~'shave t o satisfy the following 2 n constraintr;:
1. Each stop has only one city assigned t o it:
n

C Z =; 1~

for all i = 1, ..., n .

j=1

2. Each city is assigned t o only one stop:

One can n.ow verify that the total length of any tour can be computed as

~ zjIl and zj,o = zj,,. Minimizing
where dij is the distance between cities i and j , and we let ~ j , , +=
L subject t o t h e preceding constraints will yield a tour of minimnm length.
Clearly, Eqns. (45), (44), and (43) together define a cluaclratic minimization problem with linear
constraints, and this set up is used to map Traveling Salesman Problem on Hopfield networks
[26, 581. However, both the cost function as well as the sets of constraints a,re not of the form
permitted in Eqn. (32).

(a) A TSP of 4 citics

Stop 1

Stop 2

Stop 3

Stop 4

Stop 4

(b) Initial path: 1-3-2-4-1

(c) Optimal path: 1-4-3-2

-1

Figure 14: Schematic illustration of the mapping procedure for solving havelling salesrr~anproblem. (a) The
graph corrc:sponding t o four cities, along with the distances between cities. (b) The corresponding singleelectron system comprising four computational modules, each of which is initialized with a single electron.
(c) A mini:mum-energy configuration of the electrons, which defines a minimum length tour of the cities.
In order t o set up a minimization problem that conforms to Eqn. (32)) we fir!jt define a modified
distance matrix E as follows:
A
ifi=j,
Eij =
dij otherwise,

{

where A is a large number, e.g., larger than the length of a tour of the cities in order (i.e., A 2
1

+

n

di(i+l), where d,(,+,) = dl,). We also define another matrix
i=l

We next define a symmetric n 2 x n 2 matrix A as follows:

Let 2 = [ z l l - " t l n ~ 2 1 .. ' ~ - 2- *~ -..znnIT
~ ~ l
E (0, l)"', then we can state the following theorem
that state:; the Traveling Salesman Problem as a quadratic minimization problem of the form given
in Eqn. (32).
Theorem 9
problem:

The minimum tour length is given by the result of the follawing minimization
Minimize ZTAZ such that

Moreover, if Zo E (0, lln2
is a n optimal solution then it corresponds t o a valid tour (i.e., it satisfies
constraints in Eqns. (43) and (44)) with the minimum length.
Proof: First we note that for any given Z E (0,l)"'
and (44), the cost function

that satisfies the constraints in Eqns. (43)

Z T A Z = 2[Length of the tour defined by Z].
Thus minimization of Z T A Z leads t o a tour of minimum length.
To con~pletethe proof we have t o show that any solution Z of the optimization problem stated
in Eqn. (46) will always satisfy the constraints in Eqns. (43) and (44)). Since, the constraints in
Eqns. (4611and (43) are identical, any solution Z always satisfies Eqn. (43).
Next, 1.et us consider a Z that does not satisfy the constraints in Eqn. (44). T h a t is, there exists
n

a k such tihat

C zik 2 2 (i.e., the k

th

city has been assigned t o more than one stop). From the

i=l

construction of matrix A and the choice of A it follows that
Z T A Z >_ 2A
= 2[Length of the tour of the cities in the order 1,2,. . ., n]

= ZTAZT,
where Z1 is the vector that defines the tour of the cities in order (i.e., 1,2,. . . , n ) . Thus, any Z
that does not satisfy the constraints in Eqn. (44) is not a n optimal solution.
Note t,hat the n linear constraints in Eqn. (46) imply that the corresponcling single electron
system comprises n computing modules of the kind shown in Fig. 10, antl that each such module
is initialized with a single electron. Fig. 14 shows the system organization, initial distribution
of electrons, and a final minimum-energy configuration (corresponding t o an optimal tour) for a
four-city 'rraveling Salesman Problem.

3.5

Alternative Networks

In this section we will briefly describe two alternative approaches, which are currently under investigation, and are also based on technologies involving arrays of metallic islands. In section 3.5.1
we consider networks of islands in which the transport nonlinearities inherent in the molecular
links conn'ecting the islands become integral to the functionality of the system. In section 3.5.2 we
consider networks in which field-effect transistors of small gate length and width are controlled by
single-electron nodes, which are embedded in the insulating region.
3.5.1

Ellectron Dynamics in Networks with Quantum Links

The exploratory approach discussed in this section is motivated by the observaltion that wave and
particle eflect devices afford a rich set of nonlinearities which when coupled togeth.er in a network can
show coml?lex dynamical effects. In this scheme the devices, as well as the conductive links which
connect th.e devices will possess non-linear transport characteristics, which will become integral to
the functionality of the system. We consider, again an array of nanostructured metallic islands in
which con~ductionis governed by Coulomb blockade. The usual model for transport in these arrays
uses a linearized formula for the tunnel rates t o account for conduction between tvvo adjacent islands.
This lineayrized model leads t o an essentially ohmic behavior of the network, once the applied bias
exceeds the Coulomb threshold [7]. There is evidence, however, that Coulonib blockade effects
can coexist with transport mechanisms other than tunneling. So we begin by hypothesizing that
these a1te:rnative conduction channels can afford strong non-linearities, including the possibility
of unidirectional electron propagation along the channels [34]. If such networks can be fabricated,
then the non-linear interactions amongst thousands of devices which are collectively driven far from
equilibriurn by applied biases of high amplitude, may reveal a fi~ndamentalkind of computational
effect [49].
A plausible conductive link of this kind, could be established by replacing the tunnel barriers
between the islands with short quantum wires, whose phase coherent transport characteristics can
be unders1;ood using the Landauer formalism [14,60]. These links can in principle be used to effect
charge tra.nsfer between non-adjacent islands, which will help overcome topological limitations of
typical architectures in which tunnel events are permitted only between nearest neighbors. The
usual way of making quantum wires using lithographic procedures, will of course be impractical in
the scheme being described here. We have in mind novel quantum wires established, for instance,
by molecu.lar links, or by atomically-precise lithography [63] both of which are being researched
extensivel:~at present. These links need t o be only a few nanometers in length, so that the requisite
phase coherence can be maintained across them a t room temperature. The tlwo metallic islands
which are linked by such a quantum wire can be modelled a.s reservoirs in which the phase of
the electrons is broken. If the metallic islands, are sufficiently small that the charging of them is
governed by appreciable Coulomb blockade effects, then an additional non-linearity will become
available at the nodes. The fact that the phase coherence is regularly disrupted within the islands,
and the fact that transport across large arrays consisting of several thousand islands is typically
studied, indicates that strong conclnctance flnctnations, which are endemic t o phase coherent devices
[39], will be averaged out. It is not clear at present whether such a network can give rise t o useful
computatj onal effects. We believe, however, that the complex spatial and ten~poralvariations of
the electrostatic potential accompanying electron dynamics in such a network can be interpreted
as a computational process.
of the semiThe fundamental question that remains t o be resolved concerns the appli~~ability
classical 'Ixthodox theory' of Coulomb blockade, in the presence of leaky of conductive links. A

density matrix approach which takes proper account of the wave mechanics and the Coulomb blockade will become too cumbersome, and will prohibit the numerical study of large enough networks.
We therefore favor a first order study which assumes the availability of non-line,ar conductive links
compatible with the 'orthodox' theory. This effort is in a preliminary stage, at present.
3.5.2

Hybrid Functional Devices

An aspect of research in device physics is the fact that there is a substantial gap in dimensions
and current drivability between the two classes of devices which are a t present being researched
extensively. As was discussed earlier, conventional FETs typically involve gate widths of about
lOpm, while the gate length is scaled down to as low a value as one can accommodate without
losing trar~sistoraction. The scaling of gate lengths in this way is likely to encounter a bottleneck
well befort? the lOnm mark. Once this is reached, similar switching action can a~tpresent be found
only in much smaller devices which operate on the basis of quite new physical effects, such as
the Coulomb blockade. It is clear from the foregoing, that if a proposal which seeks to achieve
functional~tysolely on the basis of nanoelectronic primitives is snccessfill, a revol.utionary change in
electronics will have occurred, amounting to an increase in integration levels by a factor of thousand,
or more [34, 51. An examination of the history of advanced technology, however, indicates that
this type of paradigm shift is rare, and suggests instead a more incremental approach [38, 321.
It is useful, therefore, to examine the prospects for more modest proposals which build upon
the strengths of microelectronics, while taking advantage of novel nanoe1ecti:onic concepts. A
signal development which might motivate this approach is the recent <lemonstration of a single
electron ncm-volatile memory device, which can be operated at room temperatu:re [69]. The appeal
of the hybrid device concept, consists in its ability to be integrated within a traditional silicon
process technology. This approach indicates a scenario in which nanoelectronic device concepts
are gradually incorporated into conventional integrated electronics, which could eventually lead to
integrated circuits.
purely na~~oelectronic

4

Coiacluding Remarks

The apprc~achto the design of integrated nanoelectronic systems described in this report has been
developed around the thesis that it is possible to continue the use of semiclassical device physics well
into the nitnoelectronic regime. We have been additionally guided by our conviction that significant
progress in integrated nanoelectronics will occur by overcoming currently perceived obstacles to the
creation of suitable interconnection networks. Accordingly, we believe that exploratory research
which relaxes the interconnection bottleneck in various plausible ways, can play a vital role in
the visualization of novel possibilities. If useful information handling attributes are eventually
uncovered within this picture, this class of networks will in effect become 'artificial solids' [30] which
compute. These computing solids conform also t o the picture originally envisioned by Morton, who
suggested that "substantial inroads might be expected by abandoning entirely classical circuit
concepts itnd going directly t o the interactions between energy and matter" to create 'functional
devices' [4:8].
The work discussed in this report has been unified under a particlllar technology based on
the creation of arrays of nanometer-sized metallic islancls. We then considered different types of
network mechanisms for the transfer of electrons between islands. Depending on the types of
transport nonlinearities permitted by the network links, we found that it is possible to generate
different kinds of collective computational activity in the networks. In particular, we showed that
within a 4:lassical circuit theoetic model, non-monotone nonlinearities in the llocal transport can

yield globid associative memory effects. We then found that this picture will breakdown within a
single-electronic picture if the islands become too small. We then investigated networks in which
the sole nonlinearity arose from the discreteness of electronic charge. These networks were shown
to yield associative memory effects, as well as yield approximate sollitions t o certain NP-complete
optimization problems.
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