This paper presents the BigEarthNet that is a new large-scale multi-label Sentinel-2 benchmark archive. The BigEarthNet consists of 590, 326 Sentinel-2 image patches, each of which is a section of i) 120 × 120 pixels for 10m bands; ii) 60 × 60 pixels for 20m bands; and iii) 20 × 20 pixels for 60m bands. Unlike most of the existing archives, each image patch is annotated by multiple land-cover classes (i.e., multi-labels) that are provided from the CORINE Land Cover database of the year 2018 (CLC 2018). The BigEarthNet is significantly larger than the existing archives in remote sensing (RS) and thus is much more convenient to be used as a training source in the context of deep learning. This paper first addresses the limitations of the existing archives and then describes the properties of the BigEarthNet. Experimental results obtained in the framework of RS image scene classification problems show that a shallow Convolutional Neural Network (CNN) architecture trained on the BigEarthNet provides much higher accuracy compared to a state-of-the-art CNN model pre-trained on the ImageNet (which is a very popular large-scale benchmark archive in computer vision). The BigEarthNet opens up promising directions to advance operational RS applications and research in massive Sentinel-2 image archives.
INTRODUCTION
Recent advances in deep learning have attracted great attention in remote sensing (RS) due to the high capability of deep networks (e.g., Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Generative Adversarial Networks (GAN)) to model the high-level semantic content of RS images. To train such networks, a very large training set is needed with a high number of annotated images in order to learn effective models with several different parameters. To the best of our knowledge, publicly available RS image archives contain only a small number of annotated images and a largescale benchmark archive does not yet exist. Thus, the lack of a large training set is an important bottleneck that prevents the use of deep learning in RS. In order to address this problem, fine-tuning deep networks pre-trained on large-scale computer vision archives (e.g., ImageNet) is considered in RS commu-nity. However, such an approach has several limitations related to the differences on the characteristics of images between computer vision and RS. Additionally, in the existing archives, RS images are annotated by single high-level category labels that are related to the most significant content of the image. However, RS images typically contain multiple classes and thus each image can be simultaneously associated with different land-cover class labels (i.e., multi-labels). To overcome these problems, we introduce the BigEarthNet that is a new large-scale Sentinel-2 archive 1 and contains 590, 326 Sentinel-2 image patches. Each patch is annotated with multi-labels provided from the CORINE Land Cover database, which is updated in 2018 (CLC 2018). We propose our archive as a sufficient source for RS image analysis with deep learning. In order to test the BigEarthNet on RS image analysis problems, we focus our attention on image scene classification. To this end, we consider a shallow CNN architecture to be trained on the BigEarthNet. We compare the results obtained by this network with the Inception-v2 [1] pre-trained on the ImageNet. We believe that it will make a significant advancement in terms of developments of algorithms for the analysis of large-scale RS image archives.
LIMITATIONS OF EXISTING REMOTE SENSING IMAGE ARCHIVES
Most of the benchmark archives in RS (UC Merced Land Use Dataset [2] , WHU-RS19 [3] , RSSCN7 [4] , SIRI-WHU [5] , AID [6] , NWPU-RESISC45 [7] , RSI-CB [8] , EuroSat [9] and PatternNet [10] ) contain a small number of images annotated with single category labels. Table 1 presents the list of the existing archives. These archives become popular for the implementation, evaluation and validation of algorithms in the context of image classification, search and retrieval tasks. However, RS community encounters critical limitations, while using these archives for applying deep learning based approaches. One of the most critical limitations is that the number of annotated images included in the existing archives is very small. Thus, they are insufficient to train modern deep neural networks to reach a high generalization ability as the models may overfit dramatically when using small training sets. In details, training such networks on the existing archive images suffers from the problem of learning a large number [3] Aerial RGB Single Label 1,005 RSSCN7 [4] Aerial RGB Single Label 2,800 SIRI-WHU [5] Aerial RGB Single Label 2,400 AID [6] Aerial RGB Single Label 10,000 NWPU-RESISC45 [7] Aerial RGB Single Label 31,500 RSI-CB [8] Aerial RGB Single Label 36,707 EuroSat [9] Satellite Multispectral Single Label 27,000 PatternNet [10] Aerial RGB Single Label 30,400 of parameters that prevents the accurate characterization of semantic content of RS images. To this end, fine-tuning the models pre-trained on ImageNet is used as a transfer learning approach. However, the profound differences between the image properties of computer vision and RS limit the accurate characterization of RS images when fine-tuning approach is applied. As an example, Sentinel-2 images have 13 spectral bands associated to varying and lower spatial resolutions with respect to computer vision images. There are also differences in the ways that the category labels of computer vision and RS are defined for the semantic content of an image. Thus, fine-tuning pre-trained models for RS images may not be generally applicable to reduce this semantic gap and therefore may lead to weak discrimination ability for land-cover classes. Another limitation of existing archives is that they contain images annotated by single high-level category labels, which are related to the most significant content of the image. However, RS images generally contain multiple classes so that they can be simultaneously associated to different land-cover class labels (i.e., multi-labels). Hence, a benchmark archive consisting of images annotated with multi-labels is required.
Although the archive presented in [11] contains images with multi-labels, the sample size of this archive is very small to be efficiently utilized for deep learning. Another limitation of RS image archives is that since researchers generally do not have free access to satellite data together with their annotation, most of the benchmark archives contain aerial images with only RGB image bands. Unavailability of a high number of annotated satellite images prevents to employ deep learning methods in a convenient way for the complete understanding of huge amount of freely accessible satellite data (e.g., Sentinel-1, Sentinel-2). Although the benchmark archive proposed in [9] includes annotated satellite images, the number of images is still small. Aforementioned limitations of existing archives reveal the need for a large-scale RS benchmark archive to be used for training deep neural networks instead of the ImageNet.
THE BIGEARTHNET ARCHIVE
To overcome the limitations of existing archives, we introduce the BigEarthNet that is the first large-scale benchmark archive in RS. We have constructed our archive by selecting 125 Sentinel-2 tiles acquired between June 2017 and May coordination of the European Environment Agency (EEA) for the recognition, identification and assessment of land cover classes by leveraging the texture, pattern and density information of the objects presented in RS images. This inventory is very recently updated as CLC 2018, for which the annotation process has been carried out for the period of 2017-2018. We selected tiles within the considered time interval to be appropriate for the annotation period of CLC 2018. CLC nomenclature includes land cover classes grouped in a three-level hierarchy 2 . The considered Level-3 CLC class labels and the number of images associated with each label are shown in Table 2 . We would like to note that the number of images for each land cover class varies significantly in the archive. The number of labels associated with each image varies between 1 and 12, whereas 95% of images have at most 5 multi-labels. Only 15 images contain more than 9 labels in the BigEarthNet. Fig. 1 shows an example of images and their multi-labels, while Fig.  2 shows the number of Sentinel-2 images with respect to the acquisition date. It is worth noting that we aimed to represent each considered geographic location with images acquired in all different seasons. However, due to the difficulties of collecting Sentinel-2 images with lower cloud cover percentage within a narrow time interval, it was not possible for some areas. The number of images acquired in autumn, winter, spring and summer seasons are 154943, 117156, 189276 and 128951 respectively. Since cloud cover percentage of Sentinel-2 tiles acquired in winter is generally higher than the other seasons, our archive contains the lowest number of images from winter season. We also employed the visual inspection for the quality check of image multi-labels. By visual inspection, we have identified that 70, 987 images are fully covered by seasonal snow, cloud and cloud shadow 3 . We suggest not to include these images for training and test stages of the machine/deep learning algorithms, while working on scene classification, content-based image retrieval and search if only BigEarthNet Sentinel-2 images are used.
2 https://land.copernicus.eu/user-corner/ technical-library/corine-land-cover-nomenclatureguidelines 3 The lists of images fully covered by seasonal snow, cloud and cloud shadow are available at http://bigearth.net/#downloads. 
EXPERIMENTAL RESULTS
In the experiments, we have used the BigEarthNet archive in the framework of RS image scene classification problems. To this end, we selected a shallow CNN architecture, which consists of three convolutional layers with 32, 32 and 64 filters having 5 × 5, 5 × 5 and 3 × 3 filter sizes, respectively. We added one fully connected (FC) layer and one classification layer to the output of last convolutional layer. In all convolution operations, zero padding was used. We also applied max-pooling between layers. We considered to utilize: i) only RGB channels (denoted as S-CNN-RGB); and ii) all spectral channels (denoted as S-CNN-All). For the S-CNN-All, cubic interpolation was applied to 20 and 60 meter bands of each image to have the same pixel sizes associated with each band. Weights of the S-CNN-RGB and the S-CNN-All were randomly initialized and we trained both networks from scratch on the BigEarthNet images. In order to show the effectiveness of the BigEarthNet to be used in training, we compared the results with fine-tuning one of the recent pre-trained deep learning architectures. We considered the Inception-v2 network [1] pre-trained on ImageNet as a state-of-the-art architecture. We used the feature vector extracted from the layer just before the softmax layer of the Inception-v2. To employ finetuning, we fixed the model weights of the Inception network. We added one FC and one classification layer to the network and just fine-tuned these layers by using the RGB channels of the BigEarthNet images. In the experiments, 70, 987 images that are fully covered by seasonal snow, cloud and cloud shadow were eliminated. Then, among the remaining images, we randomly selected: i) 60% of images to derive a training set; ii) 20% of images to derive a validation set; and iii) 20% of images to derive a test set. Both for fine-tuning and training from scratch, we selected the number of epochs as 100 and Stochastic Gradient Descent algorithm is employed in order to decrease the sigmoid cross entropy loss (which aims at maximizing the log-likelihood of each land-cover class throughout all training images). For the performance metrics of experiments, we employed precision (P ), recall (R), F 1 and F 2 scores, which are widely used metrics for multi-label image classification. As it can be seen from Table 4 , the S-CNN-RGB provides better performance than the Inception-v2 in all met- When the S-CNN-All architecture is trained on the BigEarth-Net images containing all spectral bands, the results become much more promising with respect to using only RGB bands. Table 3 shows the example of Sentinel-2 images with the true multi-labels and the multi-labels assigned by the Inception-v2, the S-CNN-RGB and the S-CNN-All. The performance improvements on all metrics are statistically significant under a value of p 0.0001. The same behavior is also observed when the BigEarthnet images are associated to Level-1 and Level-2 CLC class labels. We would like to also note that the S-CNN-RGB and the S-CNN-All are very simple CNN architectures that consist of only 3 convolutional layers and max-pooling. Training deeper models (which include recent deep learning techniques such as residual connections, wider layers with varying filter sizes etc.) from scratch can lead to more promising results. On the basis of all obtained results, we can state that RS community can benefit from these pretrained models on the BigEarthNet instead of the computer vision archives. 5. CONCLUSION This paper presents a large-scale benchmark archive that consists of 590, 326 Sentinel-2 image patches annotated by multi-labels for RS image understanding. We believe that the BigEarthNet will make a significant advancement for the use of deep learning in RS by overcoming the current limitations of the existing archives. Experimental results show the effectiveness of training even a simple neural network on the BigEarthNet from scratch compared to fine-tuning a stateof-the-art deep learning model pre-trained on the ImageNet. We would like to note that we plan to regularly enrich the BigEarthNet by increasing the number of annotated Sentinel-2 images.
