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FLAG MANIFOLDS OVER SEMIFIELDS
HUANCHEN BAO AND XUHUA HE
Abstract. In this paper, we develop the theory of flag manifold over a semi-
field for any Kac-Moody root datum. We show that the flag manifold over a
semifield admits a natural action of the monoid over that semifield associated
with the Kac-Moody datum and admits a cellular decomposition. This extends
the previous work of Lusztig, Postnikov, Rietsch and others on the totally non-
negative flag manifolds (of finite type) and the work of Lusztig, Speyer, Williams
on the tropical flag manifolds (of finite type). As a by-product, we prove a con-
jecture of Lusztig on the duality of totally nonnegative flag manifold of finite
type.
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1. Introduction
1.1. The theory of total positivity. By definition, a matrix in GLn(R) is called
totally positive (resp. totally nonnegative) if all its minors are positive (resp. non-
negative). The theory of totally positive real matrices was originated in the 1930’s
by Schoenberg [27], and by Gantmacher and Krein [6] after earlier contribution
by Fekete and Polya in 1912. It was further developed by Whitney and Loewner
in the 1950’s.
The group of invertible matrices is a special case of the split reductive groups.
In the foundational work [18], Lusztig developed the theory of total positivity for
arbitrary split real reductive groupG. The totally nonnegative partG(R>0) = G>0
of G(R) forms a monoid under the multiplication in G. Lusztig showed that
G(R>0) admits a cellular decomposition indexed by the pairs of elements in the
Weyl group W of G.
Lusztig then defined the totally nonnegative flag manifold B(R>0) = B>0. This
is a certain subset of the flag manifold B(R) which is stable under the natural
monoid action of G(R>0) on B(R). Lusztig in [18] conjectured that the totally
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nonnegative flag manifolds admit cellular decomposition and the cells are indexed
by the pairs v 6 w in the Weyl group W . This was proved by Rietsch in [25] and
an explicit parametrization of each cell was obtained by Marsh and Rietsch in [10].
These approaches to totally nonnegative flag manifolds uses crucially the topology
on R (so that one may take the limit of a sequence, etc.). The construction can
be generalized to partial flag manifolds.
Lusztig’s theory of total positivity has important applications in different areas,
including the theory of cluster algebras introduced by Fomin and Zelevinsky [5];
higher Teichmu¨ller theory by Fock and Goncharov [4]; the theory of amplituhedron
in physics by Arkani-Hamed and Trnka [1], etc. The combinatorial aspects of the
totally nonnegative Grassmannian was also studied extensively by Postnikov in
[24].
1.2. Flag manifolds over semifields. In fact, R>0 is an example of semifields (a
terminology of Berenstein, Fomin and Zelevinsky [2]). Other important examples
of semifields include the tropical semifield (Ztrop,min,+), which plays a crucial role
in the tropical geometry; and the semifield {1} of one element. The tropicalization
of totally nonnegative Grassmannian was already studied by Speyer and Williams
in [28]. It is desirable to generalize the theory of total positivity from R>0 to any
semifield. It is also desirable to generalize the theory from root data of finite type
to arbitrary (symmetrizable) Kac-Moody root data (even over R>0).
Kac-Moody groups come in two different versions (minimal and maximal). In
the finite type, the minimal and maximal Kac-Moody groups coincide. But in
general, they are very different. In [19], Lusztig constructed the (minimal) monoid
G(K) over any semifield K associated with any Kac-Moody root datum. As to the
maximal Kac-Moody groups, Lam and Pylyavskyy [8] developed a theory of total
positivity for loop groups (the maximal affine Kac-Moody groups) and the object
there is very different from what we consider here. The flag manifolds associated
to the minimal and maximal Kac-Moody groups, are naturally bijective as sets.
The study of the flag manifold B(K) over arbitrary semifield K and associated
with any Kac-Moody data was initiated by Lusztig in the sequel papers [19], [20],
[21], [22] and [23]. The two important features one would like to have are
• The canonical decomposition of B(K) into cells (∼= Kn);
• The natural monoid action of G(K) on B(K).
In [20, 21], Lusztig gave a definition of the flag manifold B(K) of finite type
as the disjoint union of the cells over K based on the map introduced by Marsh-
Rietsch in [10]. However, in the definition, the lower and upper triangular parts
of the monoid G(K) play asymmetric roles. It was not known in loc.cit. that the
whole monoid G(K) acts naturally on B(K).
Using the theory of canonical bases, Lusztig gave several other definitions of
the flag manifold B(K) over a semifield K. The flag manifold B(K) was first
defined over K = R>0 in [19], and then over R(t)>0 and over Z
trop in [22]. The
construction involves a (single) highest weight module. In [23], Lusztig gave a
different definition, which works for any semifield, based on the tensor product
structure among all irreducible highest weight modules. All these definitions work
for Kac-Moody root data. The G(K)-monoid action follows naturally from the
theory of canonical bases. The cellular decomposition is known for B(R>0) for the
3finite type case. Using the topology of R, Lusztig proved that for the finite type
cases, the flag manifolds B(R(t)>0) and B(Z
trop) defined in [22] coincide with the
ones defined in [21] and hence also have the cellular decomposition.
In the remaining cases (for finite type cases over other semifields and for non-
finite type Kac-Moody cases), the cellular decomposition remains highly nontriv-
ial.
1.3. Main results. The main result of this paper is the following theorem:
Theorem 1.1 (See Theorem 4.8). Let K be a semifield.
(1) (Definition) We define the flag manifold B(K) over an arbitrary semifield K
for any (symmetrizable) Kac-Moody root datum.
(2) (Cellular decomposition) The flag manifold B(K) admits a canonical parti-
tion B(K) = ⊔v6w in WBv,w(K) and each piece Bv,w(K) is in bijection with
Kℓ(w)−ℓ(v). Here ℓ(−) is the length function on W .
(3) (Monoid action) The flag manifold B(K) has a natural action of the monoid
G(K).
(4) (Base change) The monoid action and the cell decomposition on the flag man-
ifold B(−) are compatible with the base change induced by the homomorphism
of semifields.
Our definition of B(K) coincides with Lusztig’s definition in the case when
the semifield K is R>0 ([19]), R(t)>0 ([22]), and the tropical Z
trop([22]). It also
coincides with Lusztig’s definition in [23] when the semifield K is contained in a
field. It is an interesting question whether our definition of B(K) coincides with
Lusztig’s definition in [23] for arbitrary semifields.
1.4. Applications. We first list some interesting special cases.
• The positive real number K = R>0 case: we have the totally nonnegative flag
manifolds for any Kac-Moody groups, which admits the cellular decomposition
and admits the action of the totally nonnegative part G(R>0) of the Kac-Moody
group. The totally nonnegative affine flag manifold would be of independent
interest.
We also prove in Theorem 4.10 that the totally nonnegative flag manifold
B(R>0) equals to the closure of G(R>0)B
+(R)/B+(R) in B(R) with respect to
the usual topology. This generalizes the classical definition of totally nonneg-
ative flag manifolds. Moreover, each cell Bv,w(R>0) is a topological cell, i.e., is
homeomorphic to Rn>0 for some n.
• The tropical semifield K = Ztrop case: we have the tropical flag manifold
B(Ztrop). The tropical flag manifold B(Ztrop) admits a natural action of the
tropical monoid G(Ztrop) and admits a cellular decomposition.
• The semifield of one elementK = {1} case: the totally nonnegative flag manifold
B({1}) gives the index set of the cell decomposition of B(K ′) for any semifield
K ′ and this index set admits a natural action of the monoid W ♯ × W ♯ over
{1}. Here W ♯ is the monoid associated to the Weyl group W of the Kac-Moody
group G.
As an application of the base change (Theorem 1.1 (3)), we show that
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Proposition 1.2 (See §5.3). The natural monoid action G(K) on B(K) is compat-
ible with the cellular decomposition, i.e., for any cell C1 of G(K) and C2 of B(K)
in the cellular decomposition in Theorem 1.1, the monoid action sends (C1, C2) to
a cell in B(K).
Note that the index set of the cellular decompositions of G(K) and B(K) are
given by G({1}) and B({1}) respectively. We also give an explicit description of
this monoid action on the index sets of the cellular decompositions of G(K) and
B(K).
1.5. The strategy. We first study the case where the Kac-Moody root datum is
symmetric and the semifield K is contained in a field k. In this case, we follow
Lusztig’s definition in [22] based on the theory of canonical bases. For any domi-
nant regular weight λ, let λV (k) be the irreducible highest weight representation
of the minimal Kac-Moody group Gmin(k) and λP (k) be the projective space of
λV (k). Let λP (K) be the subset of λP (k) consisting of lines spanned by vectors
in λV (k) whose coefficients with respect to the canonical basis are all in K ∪ {0}.
Let λP •(K) be the intersection of λP (K) with the image of B(k) in λP (k). Then
λP •(K) admits a natural action of the monoid G(K). The nontrivial part is to
show that it admits a decomposition into the Marsh-Rietsch cells and is indepen-
dent of the choice of λ. This is obtained from a detailed study of the relation
between the canonical basis of Lusztig and the chamber ansatz of Berenstein-
Zelevinsky and Marsh-Rietsch. The case where the semifield K is contained in a
field k for arbitrary Kac-Moody root datum then follows from the symmetric case
via the “folding method” of Lusztig. This is done in section 3.
There are additional difficulties when considering general semifields. Note that
there is no B(k) or Gmin(k) in the general case and thus the definition of λP •(K)
above does not work. We define λP •(K) via base change from the case when the
semifield is contained in a field. We also obtain the canonical partition λP •(K) =
⊔v6w
λP •v,w(K) using canonical bases. A priori, this definition depends on the
choice of λ.
We then construct explicit bijections from Kℓ(w)−ℓ(v) to λP •v,w(K) motivated
by Marsh-Rietsch’s construction for totally nonnegative flag manifold B(R>0).
Due the lack of the ambient Kac-Moody group Gmin(k), we replace the group-
theoretical operator s˙i by a set-theoretical bijection s˜i of canonical bases. In this
way, we also see how the different cells in λP •(K) are putting together, and hence
also remove the dependence on the dominant regular λ. In this way, we obtain
the flag manifold B(K) = ⊔v,wBv,w(K) with desired properties.
In section 6, we study the “coordinate charts” on each piece Bv,w(K) and show
that the transition maps among different charts are admissible in the sense of
Lusztig [20]. Finally, in Proposition 6.4, we verify Lusztig’s conjecture on the
admissibility of the duality φ on the flag manifolds of finite type.
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and George Lusztig for helpful comments and suggestions. HB is supported by a
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52. Groups and monoids of Kac-Moody type
2.1. Kac-Moody root datum. Let I be a finite set and A = (aij)i,j∈I be a
symmetrizable generalized Cartan matrix in the sense of [14, §1.1]. A Kac-Moody
root datum associated to A is a quintuple
D = (I, A,X, Y, (αi)i∈I , (α
∨
i )i∈I),
where X is a free Z-module of finite rank with Z-dual Y , and the elements αi of
X and α∨i of Y such that 〈α
∨
j , αi〉 = aij for i, j ∈ I. We denote by ωi ∈ X the
element that 〈α∨j , ωi〉 = δij .
Let mij(i, j ∈ I) be positive integers or ∞ defined by the following table:
〈α∨i , αj〉〈α
∨
j , αi〉 0 1 2 3 > 4
mij 2 3 4 6 ∞.
LetW be the corresponding Weyl group. It is the group generated by the simple
reflections si for i ∈ I, subject to the relations
• For any i ∈ I, s2i = 1;
• For any i 6= j ∈ I with mij finite, sisj · · · = sjsi · · · (both products have mij
factors).
We have natural actions of W on both X and Y . Let
∆re = {w(±αi) ∈ X|i ∈ I, w ∈ W} ⊂ X
be the set of real roots. Then ∆re = ∆re+ ⊔∆
re
− is the union of positive real roots
and negative real roots.
We say the root datum is simply connected if Y = Z[α∨i ]i∈I . We say the root
datum is symmetric if A is symmetric. Note that when the root datum is sym-
metric, we have mi,j ∈ {2, 3,∞}. We say the root datum is of finite type if W is
a finite group.
2.2. Minimal Kac-Moody groups. Let k be a field. The minimal Kac-Moody
group Gmin(k) associated to the Kac-Moody root datum D is the group generated
by the torus T (k) = Y ⊗Z k
× and the root subgroup Uα(k) ∼= k for each real
root α, subject to the Tits relations [29]. Let U+(k) ⊂ Gmin(k) (resp. U−(k) ⊂
Gmin(k)) be the subgroup generated by Uα(k) for α ∈ ∆
re
+ (resp. α ∈ ∆
re
− ). Let
B±(k) ⊂ Gmin(k) be the Borel subgroup generated by T (k) and U±(k).
We fix the pinning (T (k), B+(k), B−(k), xi, yi; i ∈ I) of G
min(k). It consists of
isomorphisms xi : k → Uαi(k) and yi : k → U−αi(k) for each i ∈ I such that the
maps (
1 a
0 1
)
7−→ xi(a),
(
b 0
0 b−1
)
7−→ α∨i (a),
(
1 0
c 1
)
7−→ yi(c)
defines a homomorphism SL2(k)→ G
min(k).
For any i ∈ I, we set s˙i = xi(1)yi(−1)xi(1) ∈ G
min(k). Let w ∈ W . By [9,
Proposition 7.57], for any reduced expression w = si1si2 · · · of w, the element
s˙i1 s˙i2 · · · of G
min(k) is independent of the choice of the reduced expression. We
denote this element by w˙.
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2.3. Semifields. By definition, a semifield K is a set with two operations +,×,
which is an abelian group with respect to ×, an abelian semigroup with respect to
+ and in which (a+ b)c = ac+ bc for all a, b, c. We denote by 1 the multiplicative
identity in K. The following three examples are considered by Lusztig in [20].
(1) There exists a field k such that K ⊂ k (so k is necessarily of characteristic
0 and the additive identity 0 ∈ k is not contained in K);
(2) K = Z with a new sum (a, b) 7→ min(a, b) and a new product (a, b) 7→ a+ b.
This is the tropical semifield.
(3) K = {1} with 1+ 1 = 1 and 1× 1 = 1. This is the semifield of one element.
Let IK be the set of all pairs (K
′, r), where K ′ is a semifield that is contained
in a field and r : K ′ → K is a homomorphism of semifields. As a consequence of
[2, Lemma 2.1.6], we have that
K = ∪(K ′,r)∈IKr(K
′).
2.4. The monoid U(K). We recall the definitions in [19, §2.5 & §3.1] and [20,
§2.9 & §2.10].
Definition 2.1. Let U(K) be the monoid with generators the symbols ia with
i ∈ I and a ∈ K and with relations
(i) For i ∈ I and a, b ∈ K, iaib = ia+b;
(ii) For any i 6= j ∈ I with mij finite and a1, . . . , amij ∈ K,
ia1ja2 · · · = ja
′
1ia
′
2 · · · (both products have mij factors).
Here (a′1, a
′
2, . . .) = R(i, j)(a1, a2, . . .), where the map R(i, j) : K
mij → Kmij is the
bi-admissible map defined in [20, §2.4].
Definition 2.2. Following [20, §2.10], we define the monoid G(K) to be the
monoid with generators the symbols ia, (−i)a, ia with i ∈ I, a ∈ K and with
relations (i)-(vii) below.
(i) For i ∈ I, ǫ = ±1, a, b ∈ K, (ǫi)a(ǫi)b = (ǫi)a+b ;
(ii) For any ǫ = ±1, i 6= j ∈ I with mij finite and a1, . . . , amij ∈ K,
(ǫi)a1(ǫj)a2 · · · = (ǫj)a
′
1(ǫi)a
′
2 · · · (both products have mij factors),
where (a′1, a
′
2, . . .) = R(i, j)(a1, a2, . . .);
(iii) For i ∈ I, a, b, c ∈ K, iaib(−i)c = (−i)c/(ac+b
2)i(ac+b
2)/bia/(ac+b
2);
(iv) For i ∈ I, a, b ∈ K, iaib = iab, i(1) = 1;
(v) For i, j in I, a, b ∈ K, iajb = jbia;
(vi) For i, j in I, ǫ = ±1, a, b in K, ja(ǫi)b = (ǫi)a
ǫ〈j,i∗〉bja;
(vii) For i 6= j in I, ǫ = ±1, a, b in K, (ǫi)a(−ǫj)b = (−ǫj)b(ǫi)a.
The following result follows easily from the definition.
Lemma 2.3. (1) There exists a unique monoid automorphism
φ : G(K) G(K),≃
such that φ(ia) = (−i)a, φ((−i)a) = ia and φ(ia) = ia
−1
for i ∈ I and a ∈ K.
(2) There exists a unique monoid anti-automorphism
τ : G(K) G(K),≃
7such that τ(ia) = (−i)a, τ((−i)a) = ia and τ(ia) = ia for i ∈ I and a ∈ K.
Let T(K) be the submonoid generated by ia with i ∈ I, a ∈ K. We may
naturally identify the submonoid of G(K) generated by ia for various i ∈ I and
a ∈ K with U(K). Then φ induces a monoid isomorphism from U(K) to the
submonoid of G(K) generated by (−i)a for various i ∈ I and a ∈ K.
In the case where K ⊂ k, let U+(K) (resp. U−(K)) be the submonoid of
Gmin(k) generated by xi(K) (resp. yi(K)) for i ∈ I, G
min(K) be the submonoid
of Gmin(k) generated by xi(K), yi(K) for i ∈ I and T (K) = Y ⊗Z K ⊂ T (k).
Proposition 2.4. [20, §2.9 (d) & §2.10 (f)] Suppose that the semifield K is con-
tained in a field k. Then
(1) The map ia 7→ xi(a) defines an isomorphism of monoids U(K)→ U
+(K).
(2) The map ia 7→ yi(a) defines an isomorphism of monoids U(K)→ U
−(K).
(3) The map ia 7→ xi(a), (−i)
a 7→ yi(a), i
a 7→ ahi defines an isomorphism of
monoids G(K) ∼= Gmin(K).
2.5. Canonical bases. Let U be the quantum group associated to the root da-
tum D generated by Ei, Fi, Kµ for i ∈ I and µ ∈ Y over the field Q(v) for an
indeterminate v. We denote by E
(n)
i and F
(n)
i the divided powers defined in [16,
§3.1]. Let U+ (resp. U− ) be the Q(v)-subalgebra of U generated by Ei (resp.
Fi) for various i ∈ I.
Let X+ = {λ ∈ X ; 〈α∨i , λ〉 > 0 for all i ∈ I} be the set of dominant weights and
X++ = {λ ∈ X ; 〈α∨i , λ〉 > 0 for all i ∈ I} be the set of dominant regular weights.
For any λ ∈ X+, we denote by λV be the integrable highest U-module defined
in [16, Proposition 3.5.6]. Let B(λ) be the canonical basis of λV . Let ηλ ∈
λV
be the highest weight vector. We always assume ηλ ∈ B(λ). For any w ∈ W , let
ηwλ ∈ B(λ) be the extremal vector of weight wλ.
Let v 6 w. We define
λVw = U
+ηwλ ⊂
λV, and Bw(λ) = B(λ) ∩
λVw;
λVv,w = U
+ηwλ ∩U
−ηvλ ⊂
λV, and Bv,w(λ) = B(λ) ∩
λVv,w.
The subspaces λVw has basis Bw(λ) and
λVv,w has basis Bv,w(λ) following [13,
Lemma 8.2.1] or [17, §4.2 & 5.3].
Let w = vv′ such that ℓ(w) = ℓ(v) + ℓ(v′). We have a unique U+-module
homomorphism
πwv :
λVw −→
λVv, ηwλ 7−→ ηvλ.
Lemma 2.5. [12, Proposition 4.1] The map πwv sends Bw(λ) to Bv(λ) ∪ {0}. In
particular, πwv (ηwλ) = ηvλ.
Lemma 2.6. Let b ∈ B(λ) such that Eib = 0. Let wt(b) be the weight of b and
n = 〈αi,wt(b)〉 > 0. Then F
(n)
i b ∈ B(λ).
Proof. Let F˜i be the Kashiwara’s operator defined in [11]. Since Eib = 0, we have
F
(n)
i b = F˜i
n
b.
The lemma then follows from [16, Theorem 19.3.5]. 
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Let A = Z[v, v−1]. We denote by λAV the A-form of
λV , which is the free A-
module spanned by B(λ). We similarly define λAVw to be the free A-submodule of
λVw spanned by Bw(λ) for w ∈ W .
Let k be a field. We consider the ring homomorphism A → k, v 7→ 1. We then
define
λV (k) = λAV ⊗A k,
λVw(k) =
λ
AVw ⊗A k.
The set-theoretical map πwv : Bw(λ) → Bv(λ) ∪ {0} in Lemma 2.5 induces a
map
πwv :
λVw(k) −→
λVv(k).
Note that we have a natural Gmin(k)-action on λV (k) and a natural U+(k)
action on λVw(k) via exponentiation.
Definition 2.7. Let λ ∈ X+ and i ∈ I. Following [13, §0.4], we define the
bijection
s˜i : B(λ)→ B(λ).
This map extends in a unique way to a k-linear automorphism of λV (k), which
we still denote by s˜i.
Corollary 2.8. Let b ∈ B(λ) such that xi(t) · b = b ∈
λV (k) for any t ∈ k, then
s˜i(b) = s˙i · b ∈ B(λ).
Remark 2.9. The map s˜i will be used in §4.4 in replacement of s˙i. In the
construction there, whenever s˜i is applied, it is applied to the subspace fixed by
the action of Ei. And the restriction of the map s˜i to that subspace coincides with
the map Ti defined by Lusztig in [22, §2.5 & 2.6].
Proof. Let wt(b) be the weight of b and n = 〈αi,wt(b)〉 > 0. It follows from direct
computation that that (cf. [22, §2.5])
s˙i · b = F
(n)
i b.
The corollary follows from Lemma 2.6 and the definition of s˜i. 
2.6. Expressions and subexpressions. Let w ∈ W . An expression of w is a
sequence
w = (w(0), w(1), · · · , w(n))
in W , such that w(0) = 1, w(n) = w and for 1 6 j 6 n, w
−1
(j−1)w(j) is either 1
or a simple reflection. It is called reduced if w(j−1) < w(j) for all 1 6 j 6 n.
In this case, n equals the length ℓ(w) of w and the sequence of simple reflections
{w(1), w
−1
(1)w(2), . . . , w
−1
(n−1)w(n)} is called the factors of this reduced expression. This
notion of reduced expression is consistent with the usual notion of reduced expres-
sion.
Now we fix a reduced expression w of w. Let {si1 , . . . , sin} be the sequence
of factors for w. Let v 6 w. A subexpression for v in w is an expression v =
{v(0), v(1), · · · , v(n)} such that for 1 6 j 6 n, v(j) ∈ {v(j−1), v(j−1)sij}. Moreover,
• the subexpression v is called distinguished if for 1 6 j 6 n, v(j) 6 v(j−1)sij ;
• the subexpression v is called positive if for 1 6 j 6 n, v(j−1) < v(j−1)sij .
It is proved in [10, Lemma 3.5] that for any reduced expression w of w and v 6 w,
there exists a unique positive subexpression for v in w. We denote it by v+.
92.7. Symmetrizable root data. Let G˙min(k) be the Kac-Moody group associ-
ated to a symmetric root datum
D˙ = (S, A˙, X˙, Y˙ , (αj)j∈S, (α
∨
j )j∈S)
with a given pinning and an automorphism σ of the root datum. We assume the
automorphism σ : G˙min(k)→ G˙min(k) such that
(1) σ preserves the pinning;
(2) If j1 6= j2 ∈ S are in the same orbit of σ : S → S, then j1, j2 do not form an
edge of the Coxeter graph;
(3) j and σ(j) are in the connected component of the Coxeter graph, for any
j ∈ S.
Such σ is called admissible. By [16, Proposition 14.1.2], for any simply connected
root datum D, there exists a symmetric simply connected G˙min with a pinning
and an admissible automorphism σ : G˙min(k)→ G˙min(k) such that (G˙min(k))σ ∼=
Gmin(k) which is compatible with the pinnings of G˙min(k) and Gmin(k). We also
have B(k) ∼= B˙(k)σ. We identify I with the set S of the σ-orbits on S.
We denote by W˙ the Weyl group of G˙min(k). The automorphism σ on G˙min(k)
induces an automorphism on W˙ , which we still denote by σ. We regard W as a
subgroup of W˙ via the embedding si →
∏
p∈i sp for i ∈ S, which we denote by
i : W → W˙ . This gives an isomorphism i : W ∼= W˙ σ.
Let v andw be reduced expressions of v 6 w inW . Note that we can extend the
expressions v and w simultaneously to expressions of i(v) and i(w) by expanding
the simple factors from the set of σ-orbits S to the set S consecutively. The
extensions are clearly not unique in general. We pick any such extensions and
denote them by i(v) and i(w), respectively. Then i(w) is a reduced expression
of i(w) ∈ W˙ and i(v) is a subexpression for i(v) ∈ W˙ in i(w). It is clear i(v) is
positive if and only v is positive.
We also define the monoids U˙(K) and G˙(K) associated with the root datum D˙.
The admissible automorphism σ induces automorphisms on G˙(K) and U˙(K).
By definition, we have a natural homomorphism of monoids
ιG,G˙ : G(K)→ G˙(K) (2.1)
via ia 7→
∏
p∈i∈S p
a, (−i)a 7→
∏
p∈i∈S(−p)
a, ia 7→
∏
p∈i∈S p
a for i ∈ I and a ∈ K. It
is easy to see that the image is contained in G˙(K)σ. We shall prove in Theorem 5.1
(2) that ιG,G˙ induces an isomorphism G(K)
∼= G˙(K)σ.
From now on, we shall focus on the flag manifolds. Without loss of
generality, we will assume that the root data are simply connected. We
shall assume that the root data D˙ and D are given as above, as well as
the relevant admissible automorphism σ, the Kac-Moody groups, etc.
All construction relevant to the root datum D clearly exists for D˙, which
we shall not repeat in general.
2.8. The flag manifold B(k). Let k be a field. We have the Bruhat decomposi-
tion Gmin(k) = ⊔w∈WB
+(k)w˙B+(k) (see, e.g. [9, Theorem 7.67]). Let
B(k) = Gmin(k)/B+(k)
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be the flag manifold. Then we have
B(k) = ⊔w∈WB
+(k)w˙B+(k)/B+(k).
For any v, w ∈ W , we define
Rv,w(k) = B
+(k)w˙ · B+(k) ∩ B−(k)v˙ ·B+(k) ⊂ B(k).
By [15, Lemma 7.1.22], Rv,w(k) 6= ∅ if and only if v 6 w.
For any w, v, v′ ∈ W with w = vv′ and ℓ(w) = ℓ(v) + ℓ(v′), we define a map
πwv : B
+(k)w˙ ·B+(k) −→ B+(k)v˙ ·B+(k),
bw˙ ·B+(k) 7−→ bv˙ · B+(k).
Let v, w ∈ W with v 6 w. We fix a reduced expression w = (w(0), w(1), · · · , w(n))
of w. For any subexpression v = {v(0), v(1), · · · , v(n)} for v in w, we define the
Deodhar component
Rv,w(k) = {B ∈ Rv,w(k)|π
w
w(k)
(B) ∈ B−(k)v˙(k) · B
+(k) for all k}
= {B ∈ Rv,w(k)|π
w
w(k)
(B) ∈ Rv(k),w(k)(k) for all k}.
It is proved in [3, Theorem 1.1] that Rv,w 6= ∅ if and only if v is a distinguished
subexpression of w.
We also have the following counterparts associated with the root datum D˙
(v, w ∈ W˙ ):
B˙(k), R˙v,w(k), R˙v,w(k), etc.
2.9. Marsh-Rietsch parametrization. Letw be a reduced expression of w with
factors (si1 , . . . , sin). For any subexpression v = {v(0), v(1), · · · , v(n)} for v in w,
we set
J+
v
= {1 6 k 6 n|v(k−1) < v(k)},
Jo
v
= {1 6 k 6 n|v(k−1) = v(k)},
J−
v
= {1 6 k 6 n|v(k−1) > v(k)}.
Following [10, Definition 5.1], we define a subset Gv,w(k) of G
min(k) by
Gv,w(k) =
g1 · · · gn
∣∣∣∣∣∣∣
gk ∈ xik(k)s˙
−1
ik
, if k ∈ J−
v
;
gk ∈ yik(k
×), if k ∈ Jo
v
;
gk = s˙ik , if k ∈ J
+
v
.

It is proved in [10, Proposition 5.2] that the map g 7→ g · B+(k) induces an
isomorphism
Gv,w(k) Rv,w(k).
≃
Associated with the symmetric root datum D˙, we define in the same way G˙v,w(k)
and R˙v,w(k) for v, w ∈ W˙ . We have G˙v,w(k) ∼= R˙v,w(k).
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2.10. Chamber Ansatz. In this section we recall the generalized Chamber ansatz
introduced in [10]. The results in loc.cit. are for reductive groups, but can be eas-
ily generalized to Kac-Moody groups. We are mostly interested in the symmetric
root datum D˙.
For any λ ∈ X˙+, let λP˙ (k) be the set of lines in λV˙ (k). We define
λP˙w(k) = {[ξ] ∈
λP˙ (k)|ξ =
∑
b∈B˙w(λ)
ξbb ∈ V˙w(k) with ξηwλ 6=0}.
We define the G˙min(k)-equivariant map
πλ : B˙(k) −→
λP˙ (k), g · B˙+(k) 7−→ [g · ηλ]. (2.2)
If moreover λ ∈ X˙++, then πλ is injective.
Note that the image of B˙+(k)w˙ · B˙+(k) lies in λP˙w(k). For any w, v, v
′ ∈ W
with w = vv′ and ℓ(w) = ℓ(v) + ℓ(v′), we have the following commutative digram
B˙+(k)w˙ · B˙+(k)
πwv

πλ
// λP˙w(k)
πwv

B˙+(k)v˙ · B˙+(k)
πλ
// λP˙v(k),
(2.3)
where πwv :
λP˙w(k)→
λP˙v(k) is induced by the set-theoretical map in Lemma 2.5.
Definition 2.10. Let B ∈ B˙+(k)w˙ · B˙+(k) and ξ be a nonzero vector in πλ(B) ∈
λP˙ (k). Suppose that ξ =
∑
b∈B˙(λ) ξbb. Then ξηwλ 6= 0. For any w
′ ∈ W˙ , we define
the chamber minor
∆w
′λ
wλ (B) = ξηw′λ/ξηwλ ∈ k.
Note that ∆w
′λ
wλ is independent of the choice of ξ in πλ(B).
The following result is proved in [10, Theorem 7.1] for root datum of finite types.
The same argument works in the general case.
Proposition 2.11. Let B ∈ R˙v,w(k). We write B = g·B˙
+(k) for g = g1g2 · · · gn ∈
G˙v,w(k), where
gk =

xik(mk)s˙
−1
ik
, for mk ∈ k, if k ∈ J
−
v
,
yik(tk), for tk ∈ k− {0}, if k ∈ J
o
v
,
s˙ik , if k ∈ J
+
v
.
We write tk = −1 if k ∈ J
−
v
, and tk = 1 if k ∈ J
+
v
. Then we have
(1)
∆
v(k)λ
w(k)λ
(πww(k)(B)) =
k∏
l=1
t
−〈α∨il
,sil+1sil+2 ···sikλ〉
l ;
(2)
tk =
∏
I∋j 6=ik
∆
v(k)ωj
w(k)ωj(π
w
w(k)
(B))−aj,ik
∆
v(k)ωik
w(k)ωik
(πww(k)(B))∆
v(k−1)ωik
w(k−1)ωik
(πww(k−1)(B))
.
Remark 2.12. Note that Proposition 2.11 applies when g ∈ Gmin(k) ∼= G˙min(k)σ.
Therefore we can perform Chamber Ansatz for the group Gmin(k) using the rep-
resentation theory of the group G˙min(k)σ.
12 HUANCHEN BAO AND XUHUA HE
3. Flag manifolds over a semifield K ⊂ k
LetK be a semifield contained in a field k in this section. We writeK ! = K⊔{0}.
3.1. The flag manifold WB(K). We consider both the symmetrizable root da-
tum D and the symmetric root datum D˙ in this subsection.
Let v, w ∈ W with v 6 w. Let w be a reduced expression of w and v+ be the
positive subexpression for v in w. Following [10, §11], we define a subset Gv+,w(K)
of Gmin(k) by
Gv+,w(K) =
{
g1 · · · gn
∣∣∣∣∣ gk ∈ yik(K), if k ∈ J
o
v+
;
gk = s˙ik , if k ∈ J
+
v+
.
}
Set
Rv+,w(K) = Gv+,w(K) · B
+(k) ⊂ B(k). (3.1)
Note that |Jo
v+
| = ℓ(w) − ℓ(v). Note that the natural map πw : k
ℓ(w)−ℓ(v) −→
Rv+,w(k) is bijective. Hence the restriction
πw : K
ℓ(w)−ℓ(v) −→ Rv+,w(K)
is also bijective.
We choose a reduced expression w for each w ∈ W and denote by
W = {w|w ∈ W}
the collection of such choices. Following [10, Theorem 11.3] and [21, §4.9], we
define the flag manifold WB(K) over K as follows.
Definition 3.1. Define
WB(K) = ⊔v6wRv+,w(K) ⊂ B(k).
Note that each Marsh-Rietsch component Rv+,w(K)
∼= Gv+,w(K)
∼= Kℓ(w)−ℓ(v)
is a cell. Thus the subset WB(K) of the flag manifold B(k), by definition, admits
a decomposition into cells. A priori, the set WB(K) depends on W. Moreover, it
is not clear from the definition whether the natural action of Gmin(K) ⊂ Gmin(k)
on B(k) stabilizes WB(K).
We also have the following following counterparts associated with the symmetric
root datum D˙ (and with v, w ∈ W˙ ):
W˙, W˙B˙(K), G˙v+,w(K), R˙v+,w(K), etc.
3.2. The flag manifold λB˙(K). In this subsection, we only consider the sym-
metric root datum D˙, where we can apply the positivity results of canonical bases.
We follow [22, §1.4]. For any λ ∈ X˙+, we have the map πλ : B˙(k) →
λP˙ (k)
defined in (2.2). Set
λP˙ (K) = {[ξ] ∈ λP˙ (k)|ξ =
∑
b∈B˙(λ)
ξbb with ξb ∈ K
! for any b ∈ B˙(λ)},
λP˙ •(K) = λP˙ (K) ∩ πλ(B˙(k)) and
λB˙(K) = π−1λ (
λP˙ •(K)).
13
For v 6 w ∈ W˙ , we also define
λP˙v,w(K) = {[ξ] ∈
λP˙ (k)|ξ =
∑
b∈B˙v,w(λ)
ξbb with ξb ∈ K
! and both ξvλ, ξwλ 6= 0},
λP˙ •v,w(K) =
λP˙v,w(K) ∩ πλ(B˙(k)) and
λB˙v,w(K) = π
−1
λ (
λP˙ •v,w(K)).
Note that the natural action of the monoid G˙min(K) on λP˙ (k) stabilizes λP˙ (K)
and thus stabilizes λP˙ •(K) and λB˙(K). On the other hand, the subset λB˙(K) of
the flag manifold B˙(k), a priori, depends on the choice of λ ∈ X˙+. Moreover, it is
not clear from the definition whether λB˙(K) admits a decomposition into cells.
We first discuss several crucial properties of the set λB˙(K). The set-theoretical
operator s˜i acts naturally
λP˙ (K).
Lemma 3.2. Let [ξ] ∈ λP˙ •(K) be such that [xi(t) · ξ] = [ξ] for some i ∈ I and
t ∈ K. Then [s˙i · ξ] = [s˜i(ξ)] ∈
λP˙ •(K).
Proof. Note that [s˙i ·ξ] ∈
λP˙ •(k), while [s˜i(ξ)] ∈
λP˙ (K). Since λP˙ •(K) = λP˙ •(k)∩
λP˙ (K), it remains to prove that [s˙i · ξ] = [s˜i(ξ)].
We choose a representative ξ of [ξ] with ξ =
∑
b∈B˙(λ) ξbb for ξb ∈ K
!. Since xi(t)
is unipotent, we must have xi(t) · ξ = ξ. Recall that the root datum is symmetric.
By the positivity property of the canonical bases, we have
xi(t) · b = (
∞∑
i=0
tnE
(n)
i )b =
∑
b′∈B˙(λ)
d′b,b′b
′,
for some d′b,b′ ∈ Z>0[t] ⊂ K
! with d′b,b = 1.
Therefore
xi(t) · ξ =
∑
b′∈B˙(λ)
(
∑
b∈B˙(λ)
ξbd
′
b,b′)b
′ =
∑
b∈B˙(λ)
ξbb.
Hence we have ξb′ +
∑
b′ 6=b∈B˙(λ) ξbd
′
b,b′ = ξb′ and thus
∑
b′ 6=b∈B˙(λ) ξbd
′
b,b′ = 0. Since
K is semifield, ξbd
′
b,b′ = 0 for all b
′ 6= b ∈ B˙(λ). If ξb 6= 0, then d
′
b,b′ = 0 for
all b′ 6= b ∈ B˙(λ) and thus xi(t) · b = b. Thanks to Corollary 2.8, we have
[s˙i · ξ] = [s˜i(ξ)] ∈
λP˙ •(K). 
Since the map πλ :
λB˙(K) → λP˙ (K) is injective for λ ∈ X˙++, we have the
following consequence.
Corollary 3.3. Let λ ∈ X˙++ and B ∈ λB˙(K). If xi(t) · B = B for some i ∈ I
and t ∈ K, then s˙i · B ∈
λB˙(K).
The following two Lemmas will be used in the proof of the main result in this
section.
Lemma 3.4. Let λ = µ + ν for µ, ν ∈ X˙+. If B ∈ λB˙(K), then we have
B ∈ µB˙(K) and B ∈ νB˙(K).
Proof. The map g ·ηλ 7→ g ·ηµ⊗g ·ην for g ∈ G˙
min(k) defines a G˙min(k)-equivariant
map
f : λV˙ (k) −→ µV˙ (k)⊗k
νV˙ (k).
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Define a k-linear projection
h : µV˙ (k)⊗k
νV˙ (k) −→ µV˙ (k),
∑
b∈B˙(ν)
ab ⊗ b 7−→
∑
b∈B˙(ν)
ab.
Set
πλµ = h ◦ f :
λV˙ (k) −→ µV˙ (k).
Let ξ =
∑
b∈B˙(λ) ξbb with ξb ∈ K
!. Recall the root datum is symmetric. Thanks
to the positivity property of canonical bases, we obtain
f(ξ) =
∑
b′∈B˙(µ),b′′∈B˙(ν)
ξb′,b′′;b b
′ ⊗ b′′ for some ξb′,b′′;b ∈ K
!.
We have πλµ(ξ) =
∑
b′∈B˙(µ)(
∑
b′′∈B˙(ν) ξb′,b′′;b) b
′. Recall that K is a semifield. If
ξ 6= 0, then not all ξb′,b′′′;b are 0 and hence π
λ
µ(ξ) 6= 0.
So we obtain, by restriction,
πλµ :
λV˙ (K) −→ µV˙ (K) and πλµ :
λP˙ (K) −→ µP˙ (K).
We conclude by direction computation that for B ∈ λB˙(K),
πλµ ◦ πλ(B) = πµ(B) ∈
µP˙ (K).
The lemma follows. 
Lemma 3.5. Let w = vv′ ∈ W˙ such that ℓ(w) = ℓ(v) + ℓ(v′). If B ∈ B˙+(k)w˙ ·
B˙+(k) ∩ λB˙(K), then πwv (B) ∈
λB˙(K).
Proof. By definition, πλ(B) = [ξ], where ξ =
∑
b∈B˙w(λ)
ξbb with ξb ∈ K
! for any
b ∈ Bw(λ). By definition, ξηwλ 6= 0. By (2.3),
πλ ◦ π
w
v (B) = π
w
v ◦ πλ(B) = π
w
v ([ξ]) = [ξ
′],
where ξ′ =
∑
b∈B˙w(λ)
ξbπ
w
v (b). By Lemma 2.5, ξ
′ ∈ λV˙ (K) and is nonzero. So
πwv (B) ∈
λB˙(K). 
3.3. The flag manifold B˙(K). In this subsection, we define the flag manifold
B˙(K) for the symmetric root datum D˙.
Theorem 3.6. Recall that the semifield K is contained in a field. For any λ ∈
X˙++ and any choice W˙ of reduced expressions of elements in W˙ , we have
W˙B˙(K) = λB˙(K).
Proof. Let w ∈ W˙ and w = (w(1), . . . , w(n)) ∈ W˙ be a reduced expression of w.
Let v ∈ W with v 6 w and v+ be the positive subexpression for v in w.
We first show that
(a) R˙v+,w(K) ⊂
λB˙(K).
Let g ∈ G˙v+,w(k). By definition, g = g1g2 · · · gn, where
gk =
{
yik(tk), for some tk ∈ K if k ∈ J
o
v+
;
s˙ik , if k ∈ J
+
v+
.
Set Bk = gkgk+1 · · · gn · B˙
+(k) for 1 6 k 6 n + 1. We argue by descending
induction on k that
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(b) Bk ∈
λB˙(K) for all k.
By definition, Bn+1 = B˙
+(k) ∈ λB˙(K). Suppose that Bk+1 ∈
λB˙(K) for some
k > 1. We show that Bk ∈
λB˙(K).
If k ∈ Jo
v+
, then gk ∈ yik(K) and thus Bk = gk · Bk+1 ∈
λB˙(K).
If k ∈ J+
v+
, then gk = s˙ik and by [10, Lemma 11.8], xik(t) · Bk+1 = Bk+1 for all
t ∈ k. Now following Corollary 3.3, we have Bk = s˙ik ·Bk+1 ∈
λB˙(K).
Thus (b) is proved.
In particular, B = B1 ∈
λB˙(K) and (a) is proved.
It remains to show that
(c) λB˙(K) ∩ R˙v,w(k) ⊂ R˙v+,w(K).
Let B ∈ λB˙(K) ∩ R˙v,w(k). Then B ∈ R˙v,w(k) for some subexpression v for
v in w. By Lemma 3.5, πww(k)(B) ∈
λB˙(K) for all 1 6 k 6 n and j ∈ I. By
Lemma 3.4, πww(k)(B) ∈
ωj B˙(K) for all 1 6 k 6 n and j ∈ I. In particular,
∆
v(k)ωj
w(k)ωj (π
w
w(k)
(B)) ∈ K for any 1 6 k 6 n and j ∈ I.
Thus for any k, ∏
j 6=ik
∆
v(k)ωj
w(k)ωj (π
w
w(k)
(B))−aj,ik
∆
v(k)ωik
w(k)ωik
(πww(k)(B))∆
v(k−1)ωik
w(k−1)ωik
(πww(k−1)(B))
∈ K.
By Proposition 2.11 (2), k /∈ J−
v
for all k. Hence v = v+ is the positive
subexpression for v in w. By Proposition 2.11 (2) again, B = g · B+ for some
g ∈ G˙v+,w(K). Hence B ∈ R˙v+,w(K).
This finishes the proof of the theorem. 
We shall then simply write B˙(K) = W˙B˙(K) = λB˙(K), which is independent of
the choice of λ ∈ X˙++ and the choice of W˙.
Moreover, for any v 6 w, we simply write R˙v,w(K) for R˙v,w(k) ∩ B˙(K). Then
R˙v,w(K) = R˙v+,w(K) =
λB˙v,w(K) which is independent of λ ∈ X˙
++ for any
reduced expression w of w and for any λ ∈ X˙++. We also have explicit bijections
R˙v,w(K) ∼= K
ℓ(w)−ℓ(v) for any reduced expression of w.
3.4. The flag manifold B(K). In this subsection, we define the flag manifold
B(K) for the symmetrizable root datum D. The following lemma follows from
construction; cf. [16, Theorem 19.3.5].
Lemma 3.7. Let λ ∈ X˙+. There is a unique map σ : λV˙ (k) → σ(λ)V˙ (k) that
maps B˙(λ) to B˙(σ(λ)) such that σ(g · v) = σ(g) · σ(v).
By the construction, we have the commutative diagram
B˙(k)
σ
//
πλ

B˙(k)
πσ(λ)

λP˙ (k)
σ
// σ(λ)P˙ (k).
For λ ∈ X˙++, the map σ maps λP˙ (K) to σ(λ)P˙ (K). There σ preserves B˙(K) =
λB˙(K) = σ(λ)B˙(K). We have
B˙(K)σ = B˙(k)σ ∩ B˙(K).
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The subset B˙(K)σ admits a natural action of Gmin(K) ∼= (G˙min(K))σ.
Theorem 3.8. We choose a reduces expression w for each w ∈ W and denote by
W = {w|w ∈ W}. We have a natural Gmin(K)-equivariant bijection
WB(K) ∼= B˙(K)σ,
via the embedding B(k) ∼= B˙(k)σ → B˙(k).
Proof. We shall identify B(k) with B˙(k)σ in this proof to simplify notations.
Let v 6 w in W . Let w be the reduced expression of w in W and v be a
subexpression for v in w. Recall the embedding i : W → W˙ in §2.7. We know
i(v) is positive if and only v is positive. Therefore we have
Rv,w(k) ∩ R˙i(v+),i(w)(K) = Rv+,w(K).
Hence by Theorem 3.6 we have
WB(K) = ⊔v6wRv+,w(K) = ⊔v6w(Rv,w(k) ∩ R˙i(v+),i(w)(K))
= ⊔v6w(B(k) ∩ R˙i(v+),i(w)(K)) = B(k) ∩ B˙(K) = B˙(K)
σ. 
As a consequence, WB(K) ⊂ B(k) is independent of the choice W. We shall
simply denote this set by B(K). Note that B(K) is also independent of the choice
of the group G˙min(k).
For any v 6 w in W , we set Rv,w(K) = B(k) ∩ R˙i(v),i(w)(K) = (R˙i(v),i(w)(K))
σ.
By the proof of Theorem 3.8, Rv,w(K) = Rv+,w(K) for any reduced expression
w.
4. Flag manifolds over an arbitrary semifield
In this section, we consider an arbitrary semifield K (not necessarily contained
in a field).
4.1. The set λV˙ (K) and λP˙ (K). We consider only the symmetric root datum D˙
in this subsection. We use various positivity properties of canonical bases in this
case. Note that results in [16, Chap. 22] are stated for the simply laced root data,
while the proofs remain valid for the symmetric root data. See also the discussion
in [19, §5], [22, §1.3].
We follow [22, §1]. Let K be a semifield and K ! = K⊔{o}, where o is a symbol.
Set a+ o = o+ a = a, o× a = a× o = o for all a ∈ K !. Then the sum and product
on K extends to K ! and K ! becomes a monoid under addition and a monoid under
multiplication. In the case where K is contained in a field k, we may take o to be
0 ∈ k and K ! = K ⊔ {0} ⊂ k.
Let λ ∈ X˙+. We define the set of formal sum
λV˙ (K) =
ξ = ∑
b∈B˙(λ)
ξbb
∣∣∣∣∣∣ ξb ∈ K
!,
ξb = o for all but finitely many b ∈ B˙(λ).

Define o ∈ V˙ (K) by ob = o for all b ∈ B˙(λ). The set
λV˙ (K) is a monoid under
addition and has a scalar multiplication K ! × λV˙ (K) → λV˙ (K). Let λP˙ (K) be
the set of (K,×)-orbits on λV˙ (K)− {o}. In the case where K ⊂ k, the definition
of λP˙ (K) here coincides with the one in §3.2.
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Let End(λV˙ (K)) be the set of maps ζ : λV˙ (K) → λV˙ (K) such that ζ com-
mutes with addition and scalar multiplication. Then End(λV˙ (K)) is a monoid
under composition of maps. By [22, Proposition 1.5], there is a natural monoid
homomorphism πλ,K : G˙(K) → End(
λV˙ (K)). In other words, we have a natural
monoid representation G˙(K)× λV˙ (K)→ λV˙ (K). In the case where K ⊂ k, πλ,K
is the restriction of the representation G˙min(k)×λV˙ (k)→ λV˙ (k) following Propo-
sition 2.4. The set-theoretical map s˜i in Definition 2.7 clearly induces a map in
End(λV˙ (K)), which we denote again by s˜i.
4.2. Reduction maps. We still consider only the symmetric root datum D˙ in
this subsection.
Let λV˙w(K) ⊂
λV˙ (K) be the subset consisting of formal sum ξ =
∑
b∈B˙(λ) ξbb
with ξb ∈ K
! and ξb = o if b 6∈ B˙w(λ). Let
λV˙v,w(K) ⊂
λV˙w(K) be the subset
consisting of formal sum ξ =
∑
b∈B˙(λ) ξbb with ξb ∈ K
! and ξb = o if b 6∈ B˙v,w(λ)
with v 6 w.
Let v 6 w. We define
λP˙w(K) = {[ξ] ∈
λP˙ (K)|ξ =
∑
b∈B˙w(λ)
ξbb such that ξηwλ 6= o},
λP˙v,w(K) = {[ξ] ∈
λP˙ (K)|ξ =
∑
b∈B˙v,w(λ)
ξbb such that both ξηwλ , ξηvλ 6= o}.
Definition 4.1. Let w = vv′ such that ℓ(w) = ℓ(v)+ℓ(v′). Then the set theoretical
map πwv : B˙w(λ)→ B˙v(λ) ∪ {0} induces natural map
πwv :
λV˙w(K) −→
λV˙v(K), π
w
v :
λP˙w(K) −→
λP˙v(K)
by identifying 0 with o.
Let µ, ν ∈ X˙+. Following [22, §4.1], we define the set of formal sum
µ,νV˙ (K) =
ξ = ∑
(b1,b2)∈B˙(µ)×B˙(ν)
ξ(b1,b2)(b1, b2)
∣∣∣∣∣∣ ξ(b1,b2) ∈ K
! for all (b1, b2) and
ξ(b1,b2) = o for all but finitely many (b1, b2)

Let λ = µ+ ν. We have G˙(K)-equivariant maps [22, §4.2]
Γ : λV˙ (K)→ µ,νV˙ (K), Γ : λP˙ (K)→ µ,νP˙ (K).
We define the projection
πµ,νµ :
µ,νP˙ (K)→ µP˙ (K), ∑
(b1,b2)∈B(µ)×B(ν)
ξ(b1,b2)(b1, b2)
 7−→
 ∑
b1∈B(µ)
(
∑
b2∈B(ν)
ξ(b1,b2))b1
 .
Definition 4.2. We define
πλµ = π
µ,ν
µ ◦ Γ :
λP˙ (K)→ µP˙ (K).
The following lemma is straightforward.
Lemma 4.3. The map πλµ :
λP˙ (K) → µP˙ (K) is G˙(K)-equivariant. Morevoer, it
maps λP˙w(K) to
µP˙w(K) for any w ∈ W˙ .
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Remark 4.4. When K ∈ k is contained in a field, the map πλµ is the same as the
reduction map defined in Lemma 3.4.
4.3. Base change. We consider both the symmetrizable root datum D and the
symmetric root datum D˙ in this subsection.
Let r : K1 → K2 be the homomorphism of semifields. Then
• The maps ia 7→ ir(a) for i ∈ I and a ∈ K1 induces a monoid homomorphism
from Ur : U(K1)→ U(K2).
• The maps ia 7→ ir(a), (−i)a 7→ (−i)r(a) and ia 7→ ir(a) for i ∈ I and a ∈ K1
induces a monoid homomorphism from Gr : G(K1)→ G(K2).
For the symmetric root datum D˙, we also have
• For any λ ∈ X˙+, the map b 7→ b, a 7→ r(a) for b ∈ B˙(λ) and a ∈ K1 induces a
map Vr :
λV˙ (K1)→
λV˙ (K2) and a map Pr :
λP˙ (K1)→
λP˙ (K2).
By [22, §1.6], we have the following commutative diagram for the symmetric
root datum D˙:
G˙(K1)×
λV˙ (K1)
πλ,K1
//
(Gr ,Vr)

λV˙ (K1)
Vr

G˙(K2)×
λV˙ (K2)
πλ,K2
// λV˙ (K2).
Recall that for any semifield K, we have
K =
⋃
(K ′,r)∈IK
r(K ′).
Let λ ∈ X˙+. We set
λP˙ •(K) =
⋃
(K ′,r)∈IK
Pr(
λP˙ •(K ′)) ⊂ λP˙ (K).
For any v 6 w in W˙ , we set
λP˙ •v,w(K) =
λP˙ •(K) ∩ λP˙v,w(K).
Then
λP˙ •v,w(K) =
⋃
(K ′,r)∈IK
Pr(
λP˙ •v,w(K
′)).
4.4. Marsh-Rietsch maps. We consider the symmetric root datum D˙ in this
subsection.
Let v 6 w in W˙ and w be a reduced expression of w ∈ W˙ . Let λ ∈ X˙+. We
define a subset ˜˙Gv+,w(K) of End(λV˙ (K)) as follows
˜˙Gv+,w(K) =
{
g1 · · · gn
∣∣∣∣∣ gk ∈ πλ,K(yik(K)), if k ∈ J
o
v+
;
gk = s˜ik , if k ∈ J
+
v+
.
}
We define the Marsh-Rietsch map
λmrv+,w : K
ℓ(w)−ℓ(v) → ˜˙Gv+,w(K) −→ λP˙ (K),
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where the first map sends the coordinates in Kℓ(w)−ℓ(v) to πλ,K(yik(K)) for k ∈ J
o
v+
and the second map sends g to [g · ηλ]. Similar maps were studied in [7, §5] over
the semifield R>0(t).
Lemma 4.5. The image of λmrv+,w is
λP˙ •v,w(K) ⊂
λP˙ •(K), which is independent
of the choice of the reduced expression w.
Proof. Let (K ′, r) ∈ IK . Then we have the commutative diagram of base change
˜˙Gv+,w(K ′)

// λP˙ (K ′)
˜˙Gv+,w(K) // λP˙ (K).
Since K ′ is contained in a field. By Corollary 2.8 and the proof of Theorem 3.6,
we have
λmrv+,w((K
′)ℓ(w)−ℓ(v)) = Gv+,w(K
′) · [ηλ] =
λP˙ •v,w(K
′).
Moreover, the image is independent of w thanks to Theorem 3.6. So
λmrv+,w(K
ℓ(w)−ℓ(v)) =
⋃
(K ′,r)∈IK
λmrv+,w ◦Pr((K
′)ℓ(w)−ℓ(v))
=
⋃
(K ′,r)∈IK
Pr ◦
λmrv+,w((K
′)ℓ(w)−ℓ(v))
=
⋃
(K ′,r)∈IK
Pr(
λP˙ •v,w(K
′))
= λP˙ •v,w(K). 
Let λ ∈ X˙++ and B ∈ λP˙w(K). Let w be a reduced expression of w. Suppose
that the image of B in ωiP˙ (K) under the composition of maps
λP˙w(K)
πww(k)
// λP˙w(k)(K) //
λP˙ (K)
πλωi
// ωiP˙ (K)
is [ξ], where ξ =
∑
b∈B˙(ωi)
ξbb with ξb ∈ K
!. By Lemma 4.3, ξηw(k)ωi ∈ K. Define
the chamber minor by
∆
v(k)ωi
w(k)ωi(π
w
w(k)
(B)) = ξηv(k)ωi/ξηw(k)ωi ∈ K
!. (4.1)
Lemma 4.6. If λ ∈ X˙++, then λmrv+,w is injective.
Proof. Let (K ′, r) ∈ IK . Recall that ωp denotes the fundamental weight in X˙ for
p ∈ S. We consider the following map:
(K ′)ℓ(w)−ℓ(v)
λmrv+,w
// λP˙ •(K ′)
(πλωp)p∈S
//
∏
p∈S
ωpP˙ •(K ′)
ca
// (K ′)ℓ(w)−ℓ(v).
Here ca is the Chamber Ansatz map defined via Proposition 2.11 (2). By Proposi-
tion 2.11, the composition ca◦(πλωp)p∈S◦
λmrv+,w is the identity map on (K
′)ℓ(w)−ℓ(v).
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By the explicit formula, the Chamber Ansatz map can be defined for arbitrary
semifield and is compatible with base change. We have the following commutative
diagram
(K ′)ℓ(w)−ℓ(v)
λmrv+,w
//

λP˙ •(K ′)
(πλωp)p∈S
//

∏
p∈S
ωpP˙ •(K ′)
ca
//

(K ′)ℓ(w)−ℓ(v)

Kℓ(w)−ℓ(v)
λmrv+,w
// λP˙ •(K)
(πλωp)p∈S
//
∏
p∈S
ωpP˙ •(K)
ca
// Kℓ(w)−ℓ(v).
In particular, the composition ca ◦ (πλωp)p∈S ◦
λmrv+,w is the identity map when
restricting to the image of (K ′)ℓ(w)−ℓ(v) under the base change r. As (K ′, r) runs
over all the elements in IK , the image of (K
′)ℓ(w)−ℓ(v) covers the whole space
Kℓ(w)−ℓ(v). Hence λmrv+,w is injective on K
ℓ(w)−ℓ(v). 
Corollary 4.7. Let λ ∈ X˙++ and W˙ be a collection of reduced expressions of
elements in W˙ . Then the map
λ,W˙mr = ⊔v6w
λmrv+,w : ⊔v6wK
ℓ(w)−ℓ(v) −→ λP˙ •(K)
is a bijection.
4.5. The flag manifold B(K). We consider the symmetrizable root datum D
based established results related with the symmetric root datum D˙.
Let λ ∈ X˙++. The set-theoretical map σ : B˙(λ) → B˙(σ(λ)) in Lemma 3.7
induces σ : λP˙ (K)→ σ(λ)P˙ (K). It is clear that σ commutes with the base change
map. So
σ(λP˙ •(K)) =
⋃
(K ′,r)∈IK
σ ◦Pr(
λP˙ •(K ′)) =
⋃
(K ′,r)∈IK
Pr ◦ σ(
λP˙ •(K ′))
=
⋃
(K ′,r)∈IK
Pr(
σ(λ)P˙ •(K ′)) = σ(λ)P˙ •(K).
Now we state the main theorem.
Theorem 4.8. Let K be an arbitrary semifield. We keep the notation in §2.7.
(1) The sets λP˙ •(K)σ and λP˙ •i(v),i(w)(K)
σ (for v 6 w in W ) are independent of
the choice of λ ∈ (X˙++)σ, which we shall simply denote by B(K) and Rv,w(K),
respectively.
(2) The flag manifold B admits a canonical partition B(K) =
⊔
v6w in W Rv,w(K).
Moreover, for any v 6 w in W , the Marsh-Rietsch map λmrv+,w : K
ℓ(w)−ℓ(v) →
λP˙ •i(v),i(w)(K)
σ = Rv,w(K) is a bijection for any reduced expression of w.
(3) The restriction of the monoid action G(K) × λP˙ (K) → λP˙ (K) for λ ∈
(X˙++)σ gives a monoid action of G(K)×B(K)→ B(K). Moreover, this monoid
action is independent of the choice of λ ∈ (X˙++)σ.
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(4) For any semifield homomorphism r : K1 → K2, we have the following
commutative diagram
G(K1)× B(K1)
(Gr ,Br)

// B(K1)
Br

G(K2)× B(K2) // B(K2).
Remark 4.9. Lusztig in [23] gave another definition of the flag manifold over K,
which admits a natural action of G(K). It is easy to see that B(K) we defined
here can be realized as a subset of the one defined in [23]. They coincide in the
case when the semifield K is contained in a field. However, we do not know if they
coincide in general.
Proof. (1) Let λ1 = λ2 + ν such that both λ1, λ2 ∈ (X˙
++)σ and ν ∈ (X˙+)σ. Then
we have the commutative diagram⊔
v6w K
ℓ(w)−ℓ(v)
λ1,Wmr
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
λ2,Wmr
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
λ1P˙ •(K)
π
λ1
λ2
// λ2P˙ •(K)
Moreover, πλ1λ2 commutes with σ. Therefore the sets
λP˙ •(K)σ and λP˙ •v,w(K)
σ
(for v 6 w in W ) are independent of the choice of λ ∈ (X˙++)σ.
(2) For λ ∈ (X˙++)σ, by Lemma 4.5 and Corollary 4.7, we have λP˙ •(K) =
⊔v′6w′ in W˙
λP˙ •v′,w′(K). It is easy to see that σ(
λP˙ •v′,w′(K)) =
λP˙ •σ(v′),σ(w′)(K). So
λP˙ •(K)σ =
⊔
v6w in W
λP˙ •i(v),i(w)(K)
σ.
As we have proved in part (1), this partition is independent of the choice of
λ ∈ (X˙++)σ.
Let v 6 w in W . Let w be a reduced expression of w. By the definition of
the Chamber Ansatz map, there exists a unique map ι such that the following
diagram commutes
Kℓ(w)−ℓ(v)
λmrv+,w
//
 _

λP˙ •i(v),i(w)(K)
σ ι //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
 _

Kℓ(w)−ℓ(v) _

Kℓ(i(w))−ℓ(i(v))
λmrv+,w
// λP˙ •i(v),i(w)(K)
(πλωp)p∈S
//
∏
p∈S
ωpP˙ •(K)
ca
// Kℓ(i(w))−ℓ(i(v)).
By the proof of Lemma 4.6, the composition ca ◦ (πλωp)p∈S ◦
λmrv+,w is the
identity map on Kℓ(i(w))−ℓ(i(v)). Moreover, by Lemma 4.5 and Lemma 4.6, the map
λmrv+,w : K
ℓ(i(w))−ℓ(i(v)) → λP˙ •i(v),i(w)(K) is surjective. Hence the map ca◦(π
λ
ωi
)i∈I :
λP˙ •i(v),i(w)(K)→ K
ℓ(i(w))−ℓ(i(v)) is bijective.
Hence the map ι : λP˙ •i(v),i(w)(K)
σ → Kℓ(w)−ℓ(v) is injective and the composition
ι ◦ λmrv+,w is the identity map on K
ℓ(i(w))−ℓ(i(v)) is the identity map on Kℓ(w)−ℓ(v).
Thus the map λmrv+,w : K
ℓ(w)−ℓ(v) → λP˙ •i(v),i(w)(K)
σ is bijective.
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(3) Let (K ′, r) ∈ IK . By §3.2, the natural action of G˙
min(K ′) on λP˙ (K ′) stabi-
lizes λP˙ •(K ′). Since this action commutes with σ, we have the induced action of
Gmin(K ′) = G˙min(K ′)σ on λP˙ •(K ′)σ. We have the following commutative diagram
Gmin(K ′)× λP˙ •(K ′)σ 

//
(Gr ,Pr)

λP˙ •(K ′)σ
Pr

G(K)× λP˙ •(K)σ 

// λP˙ (K).
Since G(K)× λP˙ •(K)σ = ∪(K ′,r)∈IKGr(G
min(K ′))×Pr(
λP˙ •(K ′)σ), we have
G(K) · λP˙ •(K)σ =
⋃
(K ′,r)∈IK
Gr(G
min(K ′)) ·Pr(
λP˙ •(K ′)σ)
=
⋃
(K ′,r)∈IK
Pr(G
min(K ′) · λP˙ •(K ′)σ)
=
⋃
(K ′,r)∈IK
Pr(
λP˙ •(K ′)σ)
= λP˙ •(K)σ.
This defines a monoid action of G(K) on B(K). For λ1 = λ2+ν such that both
λ1, λ2 ∈ (X˙
++)σ and ν ∈ (X˙+)σ, we have the following commutative diagram
G(K)× λ1P˙ (K) //
(id,π
λ1
λ2
)

λ1P˙ (K)
π
λ1
λ2

G(K)× λ2P˙ (K) // λ2P˙ (K).
Thus the induced monoid action of G(K) on B(K) is independent of the choice
of λ ∈ (X˙++)σ.
(4) The compatibility of base change follows from part (3) and the following
commutative diagram
G(K1)×
λP˙ (K1)
πλ
//
(Gr ,Pr)

λP˙ (K1)
Pr

G(K2)×
λP˙ (K2)
πλ
// λP˙ (K2).

4.6. Flag manifolds over R>0. We consider the symmetrizable root datum D
in this subsection.
Set
Bn(R) = ∪w∈W ;ℓ(w)6nB
+(R)w˙B+(R)/B+(R).
By [15, §7.1], B(R) is endowed with a (unique) projective ind-manifold structure
with filtration {Bn(R)}n>0 such that the map iλ : B(R) →
λV (R) is a closed
embedding for any λ ∈ X++. The following definition was introduced by Galashin,
Karp and Lam in [7, Definition 10.1].
Btop(R>0) = Gmin(R>0) ·B+(R)/B+(R) = U−(R>0) · B+(R)/B+(R) ⊂ B(R).
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Now we show that
Theorem 4.10. We have Btop(R>0) = B(R>0). Moreover, the cellular decom-
position B(R>0) = ⊔v6wBv,w(R>0) is a decomposition of B(R>0) into topological
cells.
Proof. By definition, U−(R>0) · B
+(R)/B+(R) = ⊔w∈WR1,w(R>0) ⊂ B(R>0).
We keep the notation in §3.4. By definition, for any λ ∈ X˙+, λP˙ (R>0) is closed
in λP˙ (R) and λB˙(R>0) is closed in B˙(R). By Theorem 3.8, B(R>0) =
λB˙(R>0)
σ
for any λ ∈ (X˙++)σ. Therefore B(R>0) is closed in B˙(R) and hence also closed in
B(R). Thus Btop(R>0) ⊂ B(R>0).
Now we prove the other direction.
Let v, w ∈ W with v 6 w. Let z ∈ Rv,w(R>0). Then by Proposition 5.2
(which is clearly independent of this subsection), u · z ∈ R1,w(R>0) ⊂ U
−(R>0) ·
B+(R)/B+(R) for any u ∈ U+v−1(R>0). Let v
−1 = si1 · · · sil be a reduced expression.
For any r ∈ R>0, we set ur = xi1(r) · · ·xil(r). Then limr→0 ur = 1. Hence z =
limr→0 ur ·z lies in the closure of U
−(R>0). In other words, Rv,w(R>0) ⊂ Btop(R>0).
So B(R>0) ⊂ Btop(R>0). It follows that Btop(R>0) = B(R>0).
We apply Proposition 6.1 (which is clearly independent of this subsection) to
prove that Bv,w(R>0) is a topological cell. It suffices to note that admissible maps
are algebraic. Therefore the March-Reich map λmrv+,w : R
n
>0 → Bv,w(R>0) is a
homeomorphism for any reduced expression w of w. 
Remark 4.11. If the Kac-Moody root datum is of finite type, then by [18, Propo-
sition 4.2], U−(R>0) is the closure of U
−
wI
(R>0), where wI is the longest element
in W . In particular, B(R>0) equals to the closure of U
−
wI
(R>0) · B
+(R)/B+(R) in
B(R). The latter one is the original definition of totally nonnegative flag manifold
defined by Lusztig in [18, §8.1].
We would like to thank Lauren Williams for pointing out the following result
to us.
Corollary 4.12. The flag manifold B(R>0) is a CW complex.
Proof. The same proof in [26, §7.3] applies in our setting. Note that the closure-
finite condition follows from Tits system. 
5. Cellularity
In this section, we prove the cellular decomposition of the monoid G(K) (hence
also for G˙(K)), as well as the isomorphism G(K) ∼= G˙(K)σ. In the case the
semifield K ⊂ k is contained in a field, they are natural consequences of Tits
system.
5.1. The monoid G({1}). We follow [20, §2.11]. Let W ♯ be the monoid with
generators the symbols i for i ∈ I and with relations
(1) For any i ∈ I, ii = i;
(2) For any i 6= j ∈ I with mij finite, iji · · · = jij · · · (both products have
mij-factors).
Moreover, for any w ∈ W and a reduced expression w = si1 · · · sin of w, we set
w♯ = i1 · · · in ∈ W
♯. It is easy to see that w♯ is independent of the choice of the
24 HUANCHEN BAO AND XUHUA HE
reduced expressions of w and the map
W −→W ♯, w 7−→ w♯
is a bijection of sets.
Following [21, §1.17], we define the monoid actions of W ♯ on the set W by
W ♯ ×W −→W, (w♯, w′) 7−→ w ∗ w′, where si ∗ w
′ = max{w′, siw
′};
W ♯ ×W −→W, (w♯, w′) 7−→ w ◦l w
′, where si ◦l w
′ = min{w′, siw
′}.
Now we have the following:
• we can naturally identify W ♯ with U({1}) via s♯i → i
1;
• we can naturally identify W ♯ ×W ♯ with G({1}) via (s♯i, 1
♯)→ i1 and (1♯, s♯i)→
(−i)1, where 1 denotes the identity element.
Any semifield homomorphism r : K1 → K2 induces monoid homomorphisms
Ur : U(K1) → U(K2) and Gr : G(K1) → G(K2). In particular, let r1 : K → {1}
be the semifield homomorphism sending any element in the semifield K to 1 ∈ {1}.
Then we have monoid homomorphisms
Ur1 : U(K) −→ U({1}) = W
♯,
Gr1 : G(K) −→ G({1}) = W
♯ ×W ♯.
For any w,w′ ∈ W , we set
Uw(K) = U
−1
r1 (w
♯), Gw,−w′(K) = G
−1
r1 (w
♯, (w′)♯).
Let U−w(K) = φ(Uw(K)) for any w ∈ W for the automorphism φ defined in
Lemma 2.3. It follows that
Gw,−w′(K) = U−w′(K) · T(K) · Uw(K) = Uw(K) · T(K) · U−w′(K).
Then we have disjoint unions
U(K) = ⊔w∈WUw(K), G(K) = ⊔w,w′Gw,−w′(K).
Moreover we have
Uw1(K)× Uw2(K) −→ Uw1∗w2(K),
Gw1,−w′1(K)×Gw2,−w′2(K) −→ Gw1∗w2, −(w′1∗w′2)(K),
under the monoid multiplications.
5.2. Cellularity of G(K). We consider both the symmetrizable root datum D
and the symmetric root datum D˙ in this subsection.
Let w ∈ W and w be a reduced expression of w. Let (si1 , . . . , sin) be the factors
of w. We define a map
ew : K
ℓ(w) −→ U(K), (a1, . . . , an) 7−→ i
a1
1 · · · i
an
n . (5.1)
Then by [20, §2.9], the image of ew is independent of the choice of the reduced
expression of w and the image equals to Uw(K).
Let w and w′ be reduced expressions of w,w′ ∈ W with factors (si1 , . . . , sin)
and (si′1, . . . , si′m), respectively. We fix an order I of I. Define
ew,I,−w′ : K
ℓ(w)+|I|+ℓ(w′) −→ Gw,−w′(K) = Uw(K) · T(K) · U−w′(K),
(a1, . . . , an, b1, . . . , bk, c1, . . . , cm) 7−→ i
a1
1 · · · i
an
n · i
′′
1
b1 · · · i′′k
bk · (−i′)c11 · · · (−i
′)cmn .
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Theorem 5.1. (1) The maps ew and ew,I,−w′ are bijective. In other words,
U(K) = ⊔Uw(K) ∼= ⊔K
ℓ(w), G(K) = ⊔Gw,−w′(K) ∼= ⊔K
ℓ(w)+|I|+ℓ(w′)
are both union of cells.
(2) The map ιG,G˙ : G(K)→ G˙(K) gives an isomorphism of monoids
G(K) ∼= G˙(K)σ.
Proof. For any w,w′ ∈ W , we have the following commutative diagram
Kℓ(w)+|I|+ℓ(w
′)
e
w,I,−w′
//
 _

Gw,−w′(K)
ι
G,G˙

Kℓ(i(w))+|S|+ℓ(i(w
′))
ei(w),S,−i(w′)
// G˙i(w),−i(w′)(K).
Let λ ∈ X˙++. The following composition is the same as λmr1+,w hence injective
by Lemma 4.6,
Kℓ(w) // Kℓ(w)+|S|+ℓ(w
′) // G˙w,−w′(K)
[·ηλ]
// λP˙ (K).
Similarly, the following composition is the same as λmr1+,w′ hence injective by
Lemma 4.6 (recall τ in Lemma 2.3),
Kℓ(w
′) // Kℓ(w)+|S|+ℓ(w
′) // G˙w,−w′(K)
τ
// G˙w,−w′(K)
[·ηλ]
// λP˙ (K).
Finally, the following composition is injective by examining the coefficient of ηλ
K |S| // Kℓ(w)+|S|+ℓ(w
′) // G˙w,−w′(K)
·ηλ
// λV˙ (K).
Therefore the map ei(w),S,−i(w′) = ιG,G˙ ◦ ew,I,−w′ is injective. By [20, §2.9],
ew,I,−w′ is surjective. Hence ew,I,−w′ is bijective and ιG,G˙ is injective.
Now we prove that ιG,G˙(G(K)) = G˙(K)
σ. By definition, ιG,G˙(G(K)) ⊂ G˙(K)
σ.
Also by definition, ιG,G˙(T(K)) = T˙(K)
σ. It remains to show
ιG,G˙(U(K)) = U˙(K)
σ.
For any reduced expression w of w ∈ W , let i(w) be a reduced expression of
i(w) extending that of w; cf. Theorem 3.8. Recall U˙(K) = ⊔w∈W˙ U˙w(K). Since
σ(U˙w(K)) = U˙σ(w)(K), we have U˙(K)
σ ⊂ ⊔w∈W U˙i(w)(K)
σ.
Consider the following commutative diagram
Kℓ(w)
ew
//

Uw(K)

Kℓ(i(w))
ei(w)
// U˙i(w)(K)
Thanks to the injectivity of ei(w) and ew in Theorem 5.1, we see that any g ∈
U˙i(w)(K)
σ must be in the image of U˙w(K) by considering the coordinates.
This finishes the proof. 
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5.3. Flag manifolds over {1}. We consider the symmetrizable root datum D in
this subsection.
We denote the action G({1}) × B({1}) → B({1}) by (a, b) 7→ a ⋆ b. By con-
struction, we have the following commutative diagram
G(K)× B(K) //
(Gr ,Br)

B(K)
Br

G({1})× B({1}) // B({1}).
In particular, the monoid action restricts to
Gx,−y(K)× Bv,w(K) −→ B(x,−y)⋆(v,w)(K).
We compute the map ⋆ using the case where the semifield K is contained in a
field k. We first consider the full flag case. In this finite type case, the following
was first obtained by Lusztig in [21, §1.17].
Proposition 5.2. We have (x,−y) ⋆ (v, w) = (x ◦l v, y ∗ w).
Proof. It suffices to prove the claim for symmetric root datum. We shall assume
D is symmetric.
Let λ ∈ X++ and B ∈ B(K) . We have πλ(B) = [ξ] ∈
λP (K) for some
ξ =
∑
b∈B(λ) ξbb with ξb ∈ K
!.
By Theorem 3.6, for any v 6 w in W , Rv,w(K) =
λP •v,w(K). In other words,
the following conditions are equivalent:
• B ∈ Rv,w(K);
• ξb 6= 0 only when vλ 6 wt(b) 6 wλ.
For a ∈ K, it then follows from the direct computation and the above equiva-
lence conditions that
xi(a)Rv,w(K) ⊂ Rsi◦lv,w(K), yi(a)Rv,w(K) ⊂ Rv,si∗w(K).
This finishes the proof. 
6. Admissible functions
In this section, we prove admissibility of functions arising from B(K) for any
semifield K.
6.1. Admissible functions. Following [20, §1.2], a map
Km −→ Km
′
, (a1, . . . , am) 7−→ (φ1(a1, . . . , am), . . . , φm′(a1, . . . , am))
is called admissible if for any i, φi is of the form fi/f
′
i , where fi, f
′
i ∈ N[x1, · · · , xm].
A bijective map Km → Km is called bi-admissible if it is admissible and its inverse
is also admissible. The notion can naturally be extended from K to K !.
Proposition 6.1. Let v 6 w and w and w′ be two reduced expressions of w. For
any λ ∈ (X˙++)σ, we define the transition map
tranv,w,w′ =
λmr−1
v+,w ◦
λmrv+,w′ : K
ℓ(w)−ℓ(v) −→ λP˙ •i(v),i(w)(K)
σ −→ Kℓ(w)−ℓ(v).
Then tranv,w,w′ is independent of λ ∈ (X˙
++)σ and is bi-admissible.
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Proof. Let λ, λ′ ∈ (X˙++)σ. We have the following commutative diagram
λP˙ •i(v),i(w)(K)
σ
Kℓ(w)−ℓ(v)
λ+λ′mrv+,w
//
λmrv+,w
//
λ′mrv+,w
//
λ+λ′P˙ •i(v),i(w)(K)
σ
πλ+λ
′
λ
66♠♠♠♠♠♠♠♠♠♠♠♠♠
πλ+λ
′
λ′
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
λ′P˙ •i(v),i(w)(K)
σ.
It follows that the transition map tranv,w,w′ is independent of the choice of
λ ∈ (X˙++)σ. It remains to show that tranv,w,w′ is bi-admissible. By symmetry, it
suffices to prove the map is admissible.
Let λ ∈ (X˙++)σ. We consider
Kℓ(w)−ℓ(v) λV˙v,w(K)(∼= (K
!)|B˙i(v),i(w)(λ)|) Kℓ(w)−ℓ(v).
λmr
v+,w
′ λmr−1v+,w
The first map λmrv+,w′ is clearly admissible, since it involves only G(K)-action
and set-theoretical permutation s˜i. Note that the inverse
λmr−1
v+,w
is only defined
on the image of λmrv+,w′. Whenever
λmr−1
v+,w
is defined, it can be constructed
using the function (4.1) and the generalized Chamber Ansatz Proposition 2.11.
The admissibility follows from the concrete formula. 
Similarly, we have the following result.
Proposition 6.2. Let w,w′, v1, w1 ∈ W with v1 6 w1. We write (v2, w2) =
(w,−w′) ⋆ (v1, w1). We choose reduced expressions for w,w
′, w1, w2. Then the
following action map is admissible and independent of the choice of λ ∈ (X++)σ:
Gw,−w′(K)×
λP˙ •i(v1),i(w1)(K)
σ λP˙ •i(v2),i(w2)(K)
σ
Kℓ(w)+|I|+ℓ(w
′) ×Kℓ(w1)−ℓ(v1) Kℓ(w2)−ℓ(v2)
λmr−1v2,+,w2ew,I,−w′×
λmrv1,+,w1
6.2. Root datum of finite type. We assume the root datum is of finite type
in this subsection. Keep the notation in §2.7. Recall that wI ∈ W is the longest
element of W . It is easy to see that i(wI) is the longest element of W˙ .
For λ ∈ X˙+, we write λ′ = −i(wI)(λ) ∈ X˙
+. Note that if λ ∈ X˙++ then
λ′ ∈ X˙++. Lusztig [16, Proposition 21.1.2] defined a bijection
φ : B˙(λ) −→ B˙(λ′).
Now the set-theoretical map φ induces maps
φ : λV˙ (K) −→ λ
′
V˙ (K), φ : λP˙ (K) −→ λ
′
P˙ (K).
for any semifield K. Recall the automorphism φ : G˙(K) → G˙(K) in Lemma 2.3.
By the construction, φ(g · z) = φ(g) · φ(z) for z ∈ λV˙ (K).
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Lemma 6.3. Let λ ∈ X˙++. The map φ : λP˙ (K) −→ λ
′
P˙ (K) maps λP˙ •(K) to
λ′P˙ •(K). Moreover, φ commutes with σ, that is, we have the following commuta-
tive diagram
λP˙ (K)
φ
//
σ

λ′P˙ (K)
σ

σ(λ)P˙ (K)
φ
// σ(λ
′)P˙ (K)
Proof. The first statement is clear when K is contained in a field. Since φ is
set-theoretical, it commutes with base change r : K ′ → K. The lemma follows.
To prove the desired commutative diagram, it suffices to prove the following
commutative diagram of modules over Q(v) of the quantum group associated with
the root datum D˙
λV˙
φ
//
σ

λ′V˙
σ

σ(λ)V˙
φ
// σ(λ
′)V˙ .
But this is clearly true, since φ and σ induce commuting automorphism of the
relevant quantum group; cf. [16, Proposition 21.1.2]. 
Take λ ∈ X˙++ with λ = −i(wI)(λ) = σ(λ) (such λ always exists, e.g., we may
take λ to be the sum of all positive roots in G˙). Then both φ and σ acts on λP˙ •(K).
Since φ commutes with σ, then φ induces a bijection on B(K) ∼= λP˙ •(K)σ. Let
v 6 w in W . Then it is easy to see that φ maps Bv,w(K) ∼=
λP˙ •v,w(K)
σ to
BwwI ,vwI (K)
∼= λP˙ •wwI ,vwI (K)
σ.
Finally we prove the admissibility conjectured by Lusztig in [21, Conjecture 4.4]1
Proposition 6.4. Let λ ∈ X˙++ with λ = −i(wI)(λ) = σ(λ). Let v 6 w in W .
Set v′ = vwI and w
′ = wwI. We fix reduced expression w for w and v
′ for v′.
Define the map
φw,v′ : K
ℓ(w)−ℓ(v)
λmrv+,w
// λP˙ •v,w(K)
σ φ // λP˙ •w′,v′(K)
σ
λmr−1
w′
+
,v′
// Kℓ(w)−ℓ(v) .
Then φw,v′ is independent of the choice of λ and is bi-admissible.
Remark 6.5. In the case whereK is contained in a field, we may replace λP˙ •v,w(K)
σ
by Bv,w(K) and the independence of the choice of λ is automatic.
1In loc.cit, Lusztig assume that the semifield is R>0 as the general theory of flag manifold
over an arbitrary semifield was not available then.
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Proof. Let λ′ ∈ X˙++ with λ′ = −i(wI)(λ
′) = σ(λ′) and λ′ − λ ∈ X˙++. The
independence of λ follows from the following commutative diagram
λ′P˙ •v,w(K)
σ
πλ
′
λ

φ
// λ
′
P˙ •w′,v′(K)
σ
πλ
′
λ

λ′mr−1
w′+,v
′
''❖
❖❖
❖❖
❖❖
❖❖
❖
Kℓ(w)−ℓ(v)
λ′mrv+,w
88♣♣♣♣♣♣♣♣♣♣
λmrv+,w ''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
Kℓ(w)−ℓ(v)
λP˙ •v,w(K)
σ φ // λ
′
P˙ •w′,v′(K)
σ
λmr−1
w′+,v
′
77♦♦♦♦♦♦♦♦♦♦♦♦
.
It remains to show that φw,v′ is bi-admissible. By definition, it is the composi-
tion of three bijective maps and hence is also bijective. By symmetry, it suffices
to prove that it is admissible. Now the lemma follows similar to Proposition 6.1
from the following diagram:
Kℓ(w)−ℓ(v) λVv,w(K)
λVw′,v′(K) K
ℓ(v′)−ℓ(w′).
λmr
v+,w
′ φ
λmr−1
w′+,v
′

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