I. Introduction
Designers and web masters have made great efforts to achieve continuous improvements of the web site structure and content (only the free text on the page or text plus images, videos, etc). However, this is a non-trivial task because the site must dynamically change in order to permanently satisfy the visitors' requirements. Usually managers or web masters try to enhance the web site in order to achieve a better visitors browsing experience. These is very important because this way they are able to maintain the existing visitors and to attract new ones [Nie99] .
However to define the correct text content is a complex task, due to the fact that visitors requirements and preferences are continuously changing [BGMP01, Nie99] . On the other hand, many researchers have proposed several mathematical tools, processes or methodologies to help improve the web site content, the web site structure and the web site usability, such as Web Content Mining (WCM) [ Our aim in this work is to help manager, web masters or any organization to improve a web site content based on Web Text Mining (WTM) techniques [BS01] . We discover that it is hard to precisely find where the changes have to be applied or to produce a guide on how to focus the efforts and resources to change the Web Site. We help to automatically identify relevant or Representative web pages. This is made using a technique that we have called Reverse Cluster Analysis (RCA) [RVV + 05c, RVV + 05b, RVV + 05a]. A small set of pages is the result of this process and these are the pages that should be the main point of attention and resources focus in the begining stage of analysis and enhancements of the site. We successfully test this idea in a real web site of the University of Chile. The work is organized as follow: In Section 2, we introduce the past works on the subject and also we explain detailed some techniques used and also how we use a SOFM for classification of web pages. Section 3, we introduce the RCA technique and also how we do the automatic Representative pages identification. Next, in Section 4, we show experimental results that support our proposal. Finally, in Section 5, we discuss our work and show a glimpse on our future work.
II. Related Work
Searching the information that best suite the needs and requirements of any web visitor is a very demanding task. The existence of huge amounts of heterogeneous, unlabeled, distributed, time-variant, semi-structured and high-dimensional data [PTM02] together with the changing needs of the visitors requirements makes it very difficult to decide which is the best way to define the correct content of a site [ [EVV03, ELPV04] . The basis of this system relays on an enhanced version of the web logs which are called C-Logs (concept logs). These C-Logs consist of web sites' semantic information that is added to the traditional usage logs in the way of keywords. Afterwards, these C-Logs are used in the mining process to obtain better and broader recommendations. However, independent of the mining technique chosen, the main goal is to help managers or web masters to improve the Web site. To do so, usually is not enought to just apply one of the above approches, many times the help of the expert of the site (usually the manager, web master or a qualified team) is needed. They should validate the results and perform a usability test to the web site before it goes to production [Nie99, ZGA05] .
A. Data Selection and Preprocessing
In order to obtain the best possible results, a web site with a relatively high amount of text is needed. Pages which show the information to the visitor in images, flash text, videos, audio, etc. are not so useful. This is because we are mining text. In other words, we can't extract semantic meaning from an image or video or audio using our SOFM. After selecting a web site fulfilling the above requirements, we first filter the non-useful words like articles (a, an, the) or pronouns ("he," "she," and "it" for singular, "they" for plural), etc., in order to just apply the clustering algorithm to the most relevant words (nouns, verbs and adjectives).
An interesting problem appears with the plural of words. Should two different words, for instance "car" and "cars", which represent the same concept, be considered as only one term? Another similar problem is verbal conjugations, for instance "drive", "drives", "drove", "driving", etc. To solve this problem we use Porter's algorithm [Por80] . This is a stemming algorithm, which allows us to find the root of the words. After applying this techniques to the selected web site we reduced the universe of different words of the site by about 64%. This allows the next steps to be faster and more precise. It is very important to mention, that we apply all of these techniques to a web site written in Spanish. That's why we use a modification of the Porter's algorithm to process Spanish language.
B. Web Page Feature Vector
Using the vector space model [SWY75] , the web page text content is transformed into a feature vector. Let W be the number of different words in the entire collection of documents and Q the number of documents. In our case a document would be a web page and the collection of documents the respective web site. A vectorial representation of the web site would then be a matrix M of dimension W × Q with:
where m ij is the weight of word i in document j. This weight must capture the fact that a given word can be more important than another one. For instance, if the word i appears in n i documents, the expression n i /Q gives a sense Self Organizing Maps 161 of its importance in the complete set. The "inverse document frequency" IDF = lg(Q/n i ) can be used like a weight. However, in this work we use an expression that is known as T F * IDF (Term Frequency Times Inverse Document Frequency), as shown in Eq. 2.
where f ij is the number of times that the i th word in the j th page and n i is the number of documents containing the i th word. A page p j is represented by the column j in M , i.e., p j → (m 1j , . . . , m W j ) and the distance or similarity measure used is:
The Eq.2 is known as the dot product between two vectors in Cartesian coordinates. Therefore, to find out how similar or dissimilar are two feature vectors we compute this expression.
C. Using Self Organizing Feature Map (SOFM)
We use SOFM [Koh01] to extract significant patterns from the web page text content. A toroidal topology is used to maintain the continuity of the space [VYAW02, VRB + 04, VRB
+ 05]. Then a Gaussian function that depends on the distance from the centroid is used to propagate the learning to the neighbor neurons as shown in Eq.(4). This function allows the centroid neuron to learn the pattern shown. Afterwards the effect of the learning is passed to the neighborhood in smaller degree, inversely proportional to the centroid distance.
Finally the neurons learning on each epoch are described using the expression 5, where x(t) is the Example shown to the Network on the epoch t.
The SOFM has a restriction called the Domain Restriction, this means that the results obtained depends on the examples chosen to train the Network. This is the reason why, if we need to represent the whole web site text content, it is not possible to let some page out from our teaching examples set. Therefore we use 182 examples (one per each real web site page as we mention before).
III. Reverse Clustering Analysis
After finding the clusters, we have the most commonly used words that attract the visitors attention in the whole Web Site, but we know nothing about which are the most relevant web pages. Moreover, if we study the artificial neural network, we only have a vector of frequencies for all the words that compound the web site. One big challenge that we find in this technique is that such vector is far from a web page, because the network at the beginning is randomly initialized. Therefore, the vectors that the resulting clusters may contain usually do not correspond to any real web site's page. In other words, we have found some content patterns using a SOFM, but we don't know, at this point, which are the web pages that these clusters represent? or which are the pages that best matches the content patterns found?. To answer the above questions a new method is needed. However, as we just mentioned before, it is very hard to find a perfect correspondence between the clusters and real web pages. Therefore, we apply again the similarity measure between pages Eq.(3), in order to find the documents which are most similar to our clusters. This way we obtain the most relevant pages in the whole web site Fig.1 .
Figure. 1: Cluster analysis to find out the relevant pages
First we need to extract a cluster centroid and its neighbor neurons. Then, for each one of these neurons we compute the similarity between this neuron and each document in the web site using Eq.(3). At the end, we obtain a web page which is the most similar to the neuron used. We call this web page a winner page, and we say that the neuron is referencing this web page. We perform these for all the neurons in the cluster and for all the clusters. Therefore, at the end of this process, we found a set of web pages, that are referenced by the cluster neurons and we called it the relevant pages set. This is the set of all pages which have more than zero references. The process mentioned above is called by us as the reverse clustering analysis.
A. Extracting the Clusters from the SOFM
At this point we need to know which are the cluster's centroids, and associated neurons to perform the reverse clustering analysis. This task is absolutely critic and must be done carefully in order to obtain reliable information. However, there are many ways to do this, so we focus only in two ways.
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First we use a very simple circular neighbor function. This consists in taking all the neurons inside the radius r and looking if there is a local maximum in this vicinity (see Eq. 6). This is the traditional circular function with the origin in (x c , y c ) this is the position of the possible centroid neuron in our toroidal space. If there is a local maximum, then this is the centroid. Later we take the rest of neurons inside of this cluster centroid and we mark them as part of the centroid Fig.2 .
Figure. 2: Circular vicinity for cluster extraction
However, if we use this function the problem is that we can consider more clusters than they really exist, because we do not compare the possible centroid to the vertexes of the grid. That is why we take a square vicinity. For instance, if we take r = 1 in Fig.3 then we only compare the centroid to four neurons, the vertices of the square are outside of the circular vicinity.
Figure. 3: Square vicinity for cluster extraction
The experimental results show that in fact, with a circular vicinity we find more clusters (34 clusters). As we mentioned before, some clusters are not local maximums and must not be considered as clusters; we should use the square vicinity instead to find local cluster centroids. Using the square vicinity we only obtain 13 cluster's centroids using the side of the square center in (x c , y c ) parameter in a = 2. The consequence of finding more clusters, which are fake or not, is that we introduce noise and obtain wrong results, marking a web page as important while it is not. Doing so it is possible to observe how the final results behave.
The results could even be more accurate if we take a bigger side of the square. If our SOFM in matrix representation has (U × U ) elements in the limit when a = card(U ) only centroid that will be obtained is the maximum of the whole network.
B. Marking and Summarizing the Relevant Web Pages
The next step, after finding our clusters, is to compare the feature vectors of the centroids's neurons with the real pages. Depending on which kind of vicinity used is the number of neurons used. e.g. 4 neighbor neurons plus the centroid in the case of circular vicinity (5 neurons in total) when we use a radius r = 1. Then we apply the similarity measure shown in Eq.(3) to obtain the minimum value between a neuron in the cluster and all web pages in the site. We compare all documents with all neurons, these means all neurons on each cluster. To do this, we define the Page Reference function P R(n i , p j ) Eq.7, where ζ is the set of clusters centroids plus the associated neurons.
We can observe in Table 1 part of the results that we obtained when applied Eq.(7). In this table we observe the URL of the web pages that have been referenced at least once by any neuron in any cluster found. Under each URL we show the cluster centroid ID that is referencing that page. For instance, the page "/novedades.htm", is referenced by the cluster which Centroid Id is 0, five times. The page "/mapa.htm" is referenced for the clusters {0, 1, 4, 5, 7, 8}. The references from a cluster to the real web site depend on the type of vicinity used. The circular vicinity has five neurons representing each cluster (see Fig.2 ) but the square vicinity has nine (see Fig.3 ). For instance, in Table 1 it is possible to observe that the page "novedades.html" and the page "mapa.htm" are both being referenced by the cluster ID = 0 however, in the first case there are five references from cluster ID = 0 and in the second case there are two references. This means that five neurons of the cluster ID = 0 (of the whole set of five neurons that represent a cluster in the circular vicinity or nine neurons in the case of square vicinity) is the most similar to the page "novedades.htm" and another two neurons from the same set of cluster ID = 0 are the most similar to the page "mapa.htm". We do not distinguish between the centroid and the neighbors. This means that all the neurons in the cluster have the same weight. On the other hand, both pages are being referenced once by any neuron in the cluster ID = {1, 4, 5, 8}. This is exactly the same situation explained before. We need to summarize the references obtained at the end of the process. To do so we simply add the number of references that a real page has. For the page "novedades.htm" we identified 30 references (see Table 1 ); in the case of the page "/mapa.htm" we found eleven references in total; finally, for the page "servicios.htm" has two references. We could have found no convergence, these means that each neuron has a different most similar document. That means that each representative real page has only one reference. However, we discover a rather small set of web pages that are the most relevant based on the text content analysis. 
Self Organizing Maps

IV. A Real Case Application
We applied the process mentioned above to the site of the School of Engineering and Sciences of the University of Chile. 1 This Web Site has 182 web pages. Most of the meaningfull content of the site is contained as free text. They use very few images for the main sections titles. After the filtering and stemming process the number of different only about 4,000 words remain. (from more than 11.000) The process ran over a DELL server dual Xeon, with 2 Gigs RAM and Linux RedHat 9. It took about 34 hours. The Clustering and Site Classification software was developed using Object Oriented PHP. This way its structure could be easily translated to JAVA or C++. We applied the process explained in Sections II and III in two different ways to observe how the circular and the square vicinities alter the final result. Also, we alter the size of the neural network selected because we think it is the other variable that could affect the results severely The artificial neural network used in the first experiment was set in 144 neurons, i.e 12 × 12 (about 79% of the size of the original space of documents) and it was applied to the examples using 70 epochs. After the application, we found four main clusters (see Fig.5 ). The artificial neural network used in the second experiment was set in 100 neurons (about 55% of the size of the original space of documents) and applied the examples using 70 epochs also. After the application, we found five main clusters, and 14 clusters in total Fig.6 . There are several reasons to set the SOFM in 144 and 100 neurons. First, we tried to test if the size of the SOFM can alter the final results of the RCA; second, the process take 34 hours using 144 neurons so we set 100 neurons to make the second experiment faster; third, when using SOFM we try to 1 http://escuela.ing.uchile.cl Tables 2 and 3  . map our data to a very small space, the first map 144 neurons is about 79% of the document space, but with 100 neurons we have a SOFM of 55% of the size of the original space. The problem using a space similar to the space of the data is that getting a fast convergence is harder than with a small one; even more, obtaining convergence at all is harder.
A. First Experiment Results
The circular vicinity was applied first. The radius was set to r = 1, obtaining 36 clusters in the feature map. Afterwards, we applied the similarity measure to find out the most relevant documents. The final result is that 9 pages were found (see Table 2 ). Later we applied the square vicinity with the side set as l = 2 * r units to obtain only 16 clusters (see Table 4 ), this is 55.5% less clusters. Then using the page reference Eq.(7) we gather the guideline set of the most important web pages with only 7 real pages. However, if we observe Table  2 , the important web pages are the same. Furthermore, even the order of importance of the pages is the same that results from the circular vicinity. The only difference is that with the square vicinity we do not reference the pages "/sd20a/alumn- Several pages in the results have "php" extention. Which means that that page is dynamically generated. However, in this case, the "php" program is used only to generate the graphic interface, because we use templates to separate the presentation layer from the content layer. In other words, we have only one content but we can change how this content is shown to the users. This is the reason why we can process "php" pages. To visualize the results shown in Table 2 and 3 into the web site link structure, we provide a two level site map diagram (Fig.4) . We added numbers to the links obtained from the RCA. For example, the page "/mapa.htm" is the # 9 page in Table 2 so the reader can see the page with the number 9 in brackets in the Fig.4 .
B. Second Experiment Results
The same process was used to extract the clusters from the second SOFM. With the circular vicinity we obtained 27 cluster centroids but we found out only 14 clusters centroids with the square vicinity (see Table 4 ). It is important to say that not all the 27 or 14 clusters are the most important. In fact, for this case there are only 5 important clusters. In our experiments we used all the clusters found (27 or 14) to make the RCA not only those 5 important ones. The reason to do so is that we need to probe the effectiveness of the technique in the worst case, that is considering all the clusters found.
Other reason for this is that the experts judgment can tell us if a cluster is or it is not important but an algorithm can not do that beforehand. After applying the page reference function Eq.(7) the results were only 8 pages, using both methods, the square and the circular vicinities (see Table 3 ). This eight pages are the most similar to our clusters, and the real web pages that we could consider as relevant web pages in the whole web site that is composed by 182 pages. Consequently, the University of Chile can now focus its efforts in this reduced set. The first page found (see Table 3 ) was the School's Agenda with 31 cluster references; the second page was Students Grades with 25 references and the third page was the Engineering Forum with 19 references. It is very interesting that in both experiments the final set found is very small, less than 5% of the whole web site web pages. Moreover, in both experiments (with the circular and square vicinities) the sets of important web pages are almost identical. The only difference that we could observe is in Table 2 . In this case, the pages "/sd20a/alumn-sc.php" and "/mapa.htm" are not referenced in the square vicinity. However, the order and importance by reference number is very Table 4 : Difference on the number of clusters extracted using circular and square vicinity in both experiments low. Furthermore, the both experiments results are very similar, even the three most important pages are the same in the both guidelines sets.
V. Discussion and Future Work
Our results prove that the square vicinity extraction method is better to perform the reverse cluster analysis than the circular vicinity method. As explained before, the reason for this being that we found many more clusters with the circular vicinity than with the square vicinity method because the circular vicinity missed four comparisons. As a result we found out more clusters with the circular approach than with the square one.
If we compare the clusters found with the circular method in both experiments, the variation is huge. First, we found 36 clusters and then we found only 27. The cluster sets found in the second experiment is 25% smaller than the set found in the first experiment. On the other hand, the cluster sets found with the square vicinity in both experiments differ in only 12.5%, corresponding to only two clusters (See Table  4 ). These experimental results support the conclusion that the square vicinity detects more real clusters than the circular vicinity. However, if we see the representative real pages in Table 2 and in Table 3 , the final representative pages set is almost not affected. The software developed take about 34 hours, probably because it is made in PHP that is an interpreted language not like JAVA where we have the Bytecode that is intermediate code or C++ that is compiled. Also, the velocity of our software is very different if it is executed from command line or trough the web server (we use apache and mod php) with any browser; this last manner takes several days to finish the execution. In order to avoid lost of information the software makes periodic back up of all its memory variables (the whole SOFM included). These produce a big delay from a straightforward run. We need to perform more experiments in other versions of the same site as well as in other organizations web sites, to show more clearly the effects of the vicinity selection in the representative pages set. Although we have shown that we succeeded in finding a set of real web pages. Another issue to think about is that we considered all the clusters to perform the RCA. It could be interesting to test the technique if we set up a threshold to chose the most important clusters. We do not know if the results converge to a small set of pages or if each neuron reference a different document. Besides, we also considered all the neurons in the cluster of equal weight but it is possible to set up different weights to distinguish between the centroid neurons and the neighbor neurons. The process mention above we have computed the Page Reference function in Eq. (7) and we always mark one page per iteration. However, we think that it is possible to set up also a threshold in order to discover just the most important references from a neuron to a cluster. We also mention before that usability tests are very important. We need to perform a survey to the visitors of the web site in order to validate the results obtained with the RCA. However, to do so it could be necessary to change the similarity measure used to incorporate the visitors preferences in the study as we explain in [RVYA05].
