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A test for a code to be divisible, applicable to a spanning set, is developed from a formula 
for the polarization of the weight function. 
0. Introduction 
A divisible linear code is a code whose word weights share a common divisor 
larger than one [9]. Codes obtained by repeating each coordinate in a shorter 
code the same number of times are automatically divisible, and they are 
essentially the only ones for divisors prime to the field size. If the divisor is a 
power of the characteristic, as it will be in this paper, things are more 
complicated. Some familiar examples of such codes are generalized Reed-Muller 
codes and self-dual codes over small fields. Divisibility of group-algebra codes is 
related to the existence of multilinear forms on the code that are invariant under 
the group [lo]. This connection is established by polarizing the weight function on 
the code with the process described in [S]. 
The present paper develops the polarization of the weight function in more 
detail. The immediate goal is a test for divisibility of a code that can be carried 
out on a given spanning set. It has applications to codes in group algebras that are 
not semisimple, in contrast to most of the examples in [lo]. Although those 
applications are not taken up here, the paper includes another proof of the 
theorem of Ax [l] on divisors of weights of polynomial functions. That theorem 
seems a fitting trial for the divisibility criterion since the Reed-Muller codes 
involved have such conspicuous bases. Many of the ingredients in Ax’s proof 
show up in the present development, especially Teichmiiller representatives. 
The divisibility test stems from a simple observation, Lemma 5.1, concerning 
the polarized weight function. To carry out the computations involved, one lifts 
the words of a spanning set of a code over a finite field up to words in a p-adic 
field. Here the weight function can be expressed in terms of functions giving 
Teichmtiller representatives. Formulas for polarizing these then allow the 
divisibilities to be checked. These formulas are developed in the first three 
sections. The lifting process is explained in the fourth, and the fifth section 
contains the divisibility test. The final section gives the application to Reed- 
Muller codes that leads to Ax’s theorem. 
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Notation needed is explained along the way. When indices and ranges in sums 
seem clear from the context, they will be omitted. 
The divisibility test is particularly easy to illustrate for binary and ternary 
codes, and it seems worthwhile to do that before the technicalities begin. In the 
notation of Section 4, n(c) is the sum of the components of a word c, and the 
product c1c2 of two words is their component-wise product. The m-fold dot 
product of ci, . . . , c, is then A(c,. . *cm). Let p be 2 or 3, and write the third 
member of GF(3) as -1. Then the Teichmiiller representatives in Section 4 for 
GF(p) are obtained simply by pretending the symbols are ordinary integers. The 
Teichmtiller lift T(c) of a word c in GF(p)” has for its components the 
Teichmtiller representatives of those of c; that is, the pretense is exercised on 
each digit. 
Now let B be a spanning set for a linear code in GF(p)“. Then pe is a divisor of 
all the word weights exactly when 
P e+l--k 1 A(T(b,) * . . T(bk(p--l)) 
for each k 6 e and all choices of bi from B. 
When p = 2, the requirement becomes 
2”+‘-k ) w(bl. * ‘bk), 
w being the weight function. That is, the intersection of the supports of 
b . . . ) bk must have a size divisible by 2e+1-k. For an application, let n be a 
p:ime with IZ = -l(mod 8), and let e(x) be the idempotent 1 + CseO xs for the 
even-weight subcode of the binary quadratic residue code as a cyclic code of 
length n; Q is the set of nonzero squares mod n [4, Chapter 61. A spanning set for 
this code is the set of shifts Pe(x) of the idempotent. Each has weight $(n + l), 
divisible by 4. Since Q U (0) is an (n, a(n + l), $(n + 1)) difference set [5], the 
supports of two distinct shifts overlap in i(n + 1) places, and that is even. Thus, 
the word weights are all divisible by 4, as is well known; the standard proof in [4] 
illustrates the polarization technique of the present paper. 
To see a ternary example, consider codes with divisor 9. The test at k = 1 
requires 9 ( A(T(bl)2), which amounts to the evident demand that w(b,) be a 
multiple of 9. In addition, one needs 9 1 T(b,) - (T(b,) for the dot product. For 
k = 2, the condition can be read mod 3 and taken as h(blb2b3b4) = 0. If all the 
nonzero weights of the code are 9 outright, and no coordinate functional is 
identically zero on the code, the MacWilliams identities imply the dimension is at 
most 3. If it is 3, the length is 13, and the code really exists; it is equivalent to the 
dual of a Hamming code. Its generator matrix may be taken as 
101-01-01-01- 
0111000111--- 
0000111111111 
with - standing for - 1. 
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Now suppose this code C appears as a subcode of a larger one with divisor 9. 
Then all the words c of that code satisfy A(blb2b3c’) = 0, where c’ is the 
restriction of c to the 13 positions involved, and bl, bZ, b3 are any of the 
displayed rows. But the products b,b,b, turn out to span Cl, so that C’ E C. 
Thus, C must be a direct summand of the larger code. 
1. Teicluniiller representatives 
Let p be a fixed prime and let Q, be the field of p-adic numbers (the book by 
Cassels [2] is a reference for what follows). If q is a power of p, C$, has a unique 
unramified extension Q, whose residue class field is the finite field GF(q) of q 
elements. The prime of Z,, the ring of integers of Q,, may also be taken as p. 
For x in E,, let ord x, the order of x, be the exponent of the power of p dividing x 
(with ord 0 = m). 
Q, is the splitting field of X4 - X over Cl!,, and Z, accordingly contains the full 
group U,_, of q - 1st roots of unity. Let R = U,_, U (0); R maps one-to-one 
onto GF(q) under the residue class map. For each x in Z, there is a unique 
member T(x) of R for which 
x = T(x) (modp). 
T(x) is called the Teichmtiller representative of 
residue class of x), and R is the set of Teichmtiller 
WY) = %)T(Y)P 
and 
x (more customarily, of the 
representatives. One has 
T(x +y) = W(x) + T(Y)). 
The power T(x)’ will be written T’(x). A basic computation is that 
T(x) = lim x4”; 
n--P= 
a related congruence will be used shortly. 
Lemma 1.1. For x in Z,, T(x) =Xq(modpq). 
Proof. If T(x) = t, then x = t +py, y E Z,, and 
xq=tq + 5 ;f 0 (PY)ktq-k k=l 
pkykTk. 
As the factorization shows, the order of the term for k is at least ord q-ord k + k; 
and as k 2 1, this is at least 1 + ord q. 0 
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2. Polarizing powers of T 
If A and A’ are Abelian groups and f : A +A’ is a function, the combinatorial 
polarization [8] off is the function df on labeled subsets of A whose value at the 
set with members ai, . . . , a, is 
df(ai, . . . , a,) = c (-1)"~"l f (c q) , 
I jSJ 
where .Z runs over the subsets of (1, . . . , m}. For example, 
df(empty set) =f(O), 
df(4 =f(aJ -f(O), 
df(ar, 4 =f(a, + 4 -f(a,) -0~3 +f(O). 
Induction with the following lemma [8,2.2] helps in establishing formulas. 
Lemma 2.1. Zf g(x) = df(ur, . . . , a,, x), then 
dg(x,, . . . , x,) = df(u,, . . . , a,, x1, . . . , x,) 
f or n 2 1. 
In effect, higher polarizations of f can be obtained by polarizing on the last 
variable. For example, if A’ is a ring and one has 
df(x,, . . . > xrn) =fih, . . . 7 xm-df&z), 
then 
df(x,, . . . , x,> x,+4 =fi(x~, . . . 2 xm-ddfdx,, .L+J. 
This will be used in Section 3. 
Now let 1~ r 6 q - 1 and consider dT(X, Y) where X and Y are variable 
members of R. Then as T(X) =X, T(Y) = Y, and T(0) = 0, 
dT’(X, Y) = T’(X + Y) - X’ - Y’. 
Expansion of (X + Y)@‘, along with X4 = X, Yq = Y, yields 
q--l 
(X + Y)rq” - X’ - Y’ = c c(r, k; n)Xq-l+r--kYk. 
k=l 
The exponent of X can be reduced modulo (q - 1) into the range 1 to q - 1, and 
the coefficients do not depend on X and Y. In fact, 
c(r, k;n)=- l c 
4 - 1 Yet&, 
Y-k{(l+ Y)“” - 1 - Y}, 
and this formula shows lim,,, c(r, k; n) exists. If c(r, k) denotes the limit, we 
have: 
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Proposition 2.2. Let T(x) = X, T(y) = Y. Then 
q--l 
dT’(x, y) = c c(r, k)Xq--l+r--kYk. 
k=l 
For the higher polarizations, let M stand for a typical monomial XT. . .X2, 
where the Xi represent members of R and 1 c rj G q - 1 for each i. If the variables 
are implied, A4 will be denoted (ri, . . . , rm). The length of it4 is m and the 
exponent e(M) is the remainder of C ri modulo(q - l), taken between 1 and 
q - 1. Thus, if all Xi are multiplied by X in R, A4 is multiplied by XeCM). 
Lemma 2.1 and the preceding proposition imply: 
Proposition 2.3. Let Xi = T(xi) for 1 s i s m. Then 
dT’&, . . . , &rl) = c z(M)M, 
summed over all monomials in the Xi of length m and exponent r. 
The z(M) depend only on the exponents in M, since the polarization is 
symmetric in its arguments. The function of m variables displayed is abbreviated 
dT’[m]. 
3. The orders of the polarization coefficients 
The values ord t(M) are needed for the applications to divisible codes. 
Lemma 3.1. Let c(r, k) be as in Proposition 2.2. Then 
ord ~(1, 1) = ord q, 
and 
ord c(r, 1) = ord r, for 1 < r s q - 1. 
Proof. By Lemma 1.1 and the equation before Proposition 2.2, 
c(r, k) = c(r, k; 1) (modpq). 
For r = 1, one simply has ~(1, k; 1) = (z), and ~(1, 1) = q(modpq). For r > 1, 
c(r, 1; 1) = (‘;“) +(7) +. . + ( r(q J;, + 1> , 
the lower indices in arithmetic progression. Now 
= r(rq - 1). * . (rq - (4 - 1)) 
(q-1).*.1 ’ 
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and the power of p in q -h matches that in rq -h. Thus ord = ord r. 
However, 
( rq a(q - 1) + 1 > =q(q-?)+l (,r,-:)>~ 
and since qta(q-l)+l for a#1 and Osasr, ord rq 
a(q - 1) + 1 > 
> ord r. 
(These divisibilities are elementary special cases of general results on binomial 
coefficients; see the report by Singmaster [7]). Consequently, the order of the 
sum for c(r, 1; 1) is ord r. By the congruence this is also the order of c(r, 1). 0 
Consider the passage from dT’[m] to dT’[m + l] by means of Lemma 2.1. 
Suppose z(M)M appears in dT’[m], where M = (rl, . . . , r,) and r, > 1. Then 
dT’[m + l] contains z(M’)M’, with M’ = (rr, . . . , r, - 1, 1). Lemma 2.1 implies 
that z(M’) = t(M)c(r,, 1); and 
ord z(M’) = ord z(M) + ord c(rm, 1) 
= ord z(M) + ord r, 
by Lemma 3.1. The symmetry of z(M) in the ri means that for any M’ obtained 
by splitting an exponent rj of M into ri - 1 and 1, 
ord t(M’) = ord z(M) + ord rj. 
On the other hand, if an exponent 1 is “split” into q - 1 and 1, the relation will 
be 
ord t(M’) = ord z(M) + ord q, 
again by Lemma 3.1. We are thus led to: 
Theorem 3.2. Let M = (rI, . . . , rm). Then 
ord z(M) = 5 [C a(ri) - a(e(M))} , 
where 6(r) is the sum of the digits of r when written base p. 
Proof. From M one can get to M’ = (1, . . . , l), with C r, l’s, by repeated 
splitting. The discussion above implies that 
r,-2 r,,-2 
ordz(M’)=ordz(M)+ 2 ord(r,-j)+...+ c ord(r,-j) 
j=O j=O 
= ord z(M) + 2 ord (ri!) 
i=l 
(the sum for ri omitted if ri = 1). But M’ can also be obtained by starting with 
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(e(M)), splitting to l’s, adjoining q - 1, splitting to l’s, and so on. If 
C ri = e(M) + h(q - l), the initial value z((e(M))) = 1 leads to 
ord z(M’) = ord(e(M)!) + h ord q + h ord((q - l)!) 
= ord(e(M)!) + h ord q!. 
Thus ord z(M) = ord(e(M)!) + h ord q! - C ord(r,!). By the classical formula of 
Legendre [6], 
ord(r!) = (r - 6(r))/(p - l), 
so that 
ord z(M) = 5 (e(M) - 6(e(W) + hq - h a(q) + C a(ri) - C ri}. 
As b(q) = 1, this simplifies to the stated formula. 0 
4. The Teichmiiller lift 
The set R of Teichmtiller representatives is in one-to-one correspondence with 
GF(q) by the residue class map. Extending the domain of T, let the Teichmtiller 
representative T(a) of (Y in GF(q) be the member of R corresponding to cx As 
before, 
T(d) = T(a)T(P), 
and 
T(a + B) = W’-(a) + T(P)), 
the Tat the left of the right side being evaluated by its earlier meaning. Because 
of this, we have: 
Proposition 4.1. For the map T : GF(q)+ Z,, 
dT’(cu,, . . . , %a) = c dWM 
us in Proposition 2.3, where now Xi = T(ai). 
For any ring A of the paper, let A” be the set of n-tuples with entries in A, and 
let 3c1, . . . , A, be the coordinate functions. Thus, for a E A”, 
a = @,(a), * . . , L(a)). 
On A”, introduce the component-wise product, so that Ai = )Li(U)lli(b). Let 
A(u) = C &(a). The standard m-linear form Q)* employed in [lo] is then given by 
(?&(a,, . . . ) a,) = A.@,* * -a,). 
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These notations will be used without further labels, since A should be clear from 
the context. 
Linear codes of length n over GF(q) are subspaces of the ambient space 
GF(q)“. For a word c E GF(q)“, let T(c) be the Teichmtiller lift of c: 
T(c) = (q&(c))> . . . 7 U&(c))). 
The weight w(c) is the number of nonzero components of c, and since 
V-‘(a) = 1 unless LY = 0, 
W(C) = C T4-‘(Ai(C 
The function w can thus be polarized by Proposition 2.3. For the monomial 
M=(r*, . . . , r,), define 
M(Ui, . . . ) a,) = A(@. . *a:), 
where Ui E h:. The result is as follows: 
Proposition 4.2. Let cl, . . . , c, be in GF(q)“. Then 
dw(c,, . . . , 4 = c WWV’(c,)> . . . , T(c,)), 
where the sum is over the monomials of length m and exponent q - 1. 
5. Divisibility criteria 
Let C be a linear code in GF(q)“. C is divisible, with divisor A > 1, if A 1 w(c) 
for all c E C [9]. If S is an additive spanning set of C, induction on the number of 
terms involved, in writing a member of C as a sum of members of S, yields: 
Lemma 5.1. Let S be an additive spanning set of C. Then A is a divisor of C if 
and only if 
A ( dw(b,, . . . , b,) 
for all m > 0 and all choices of bi in S (repetitions allowed). 
The divisors that are powers of p are the ones of concern, and for them the 
condition becomes more explicit. 
Proposition 5.2. Let C be a linear code in GF(q)“, and let B be a spanning set of 
C over GF(q). Then pe is a divisor of C if and only if 
pe ( ~WPW‘-(b,),. . . > Wm)) 
for all monomials M of exponent q - 1 and all choices of the bi in B; m is positive 
but unrestricted. 
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Proof. Let S be the set of nonzero scalar multiples of the members of B and 
apply Lemma 5.1 to S. By Proposition 4.2, pe is a divisor of C if and only if 
pe I c Gmw~(~lh), . . ., ~(%bn)) 
for all choices involved. If Ai = T(LY,), the term for A4 = (rl, . . . , rm) is 
A:. - .A$z(M)M(T(b,), . . . , T(b,)). 
Moreover, if M’ = (si, . . . , s,,J, then as usual, 
z(M’)M’(W,), . f . > w%n)) 
= (q - 1))” c A;“‘. * .Aism c z(M)A:. . .A$M(T(b,), . . . , T&J), 
M 
where the outside sum is over all choices of AI, . . . , A,,, from U,_,. Thus pe 
divides all the sums over A4 if and only if it divides each individual product 
z(M)M(T(b,), . . . , T(b,)), as proposed. •i 
Now the power of p in z(M) is given by Theorem 3.2. Since e(M) = q - 1 and 
b(q - 1) = (p - 1)ord q, we have, finally: 
Theorem 5.3. Let C be a linear code in GF(q)” with spanning set B. Then pe is a 
divisor of C if and only if 
es 5 c 6(rJ - ordq + ordM(T(bi), . . . , T(h,J) 
forallM=(r,,..., r,,J with C ri = O(mod(q - l)), and all choices of bI, . . . , b, 
in B. 
Certain monomials do not have to be checked, such as those for which 
e<(p-l)-‘C6(r,)- or q o d t b egin with. In a general monomial, each ri can be 
written as a sum of powers of p, following its expansion base p. If these powers 
are taken as the exponents for a monomial at least as long as the original, neither 
C ri nor C 6(ri) changes, and each 6(ri) is now 1. It is enough to check just these 
monomials. For example, when p = q the divisibility condition becomes 
e cord Q)~~--~)(T(W, . . . , T(h(p--l))) + k - 1 
for all k s e and all bi. In particular, if pe is a divisor of C, all the standard forms 
qk(p--l) of GF(p)” with k s e must vanish on C. This result is enlarged upon in 
[lo]. When p = 2, the inequality can be written as 
2 e+l--k 1 w(b, * * *b/J. 
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6. Reed-Muller codes 
The generalized Reed-Muller codes of length q” over GF(q) may be defined as 
follows [3]: for any function f : GF(q)” + GF(q), the evaluation vector off is the 
q”-tuple whose components are the values f(v), where v runs through GF(q)” in 
some order. If Pd is the space of polynomial functions of (reduced) degree d or 
less, the dth order generalized Reed-Muller code is the set of evaluation vectors 
of the members of Pd. The theorem of Ax [l] shows its p-power divisor to be 
P rn’dl-l for d > 0 ([xl is the smallest integer no less than x). When d = 0, the 
divisor is q”; in what follows, d > 0. The purpose of this section is to obtain this 
divisibility from Theorem 5.3. 
With &, . . . , A, the coordinate functionals of GF(q)” as before, a basis of Pd 
consists of the monomials h;i’. --il$inwhichOsdjCq-1andCdj6d. Suppose 
bi=AT’.-.A2, i=l,. . .,m, 
in the setting of Theorem 5.3. For the evaluation of M = (rr, . . . , rm), let 
ej = Cy=“=, rieij. Then one must add all the values XT’. - .X2 as Xi, . . . , X, range 
over R. If any ej + O(mod(q - l)), the sum will be 0. If ej = O(mod(q - 1)) but 
ej # 0, a factor of (q - 1) will appear; and if ej = 0, a factor of q. Thus, provided 
all ej = O(mod(q - l)), the sum will be qnek(q - l)k, where k is the number of ej 
different from 0. Since the ri are positive, ej = 0 only when all eij = 0. 
The combinations of exponents eij and monomials (I~, . . . , r,,,) needing to be 
checked thus satisfy: 
lz ri = O(mod(q - I)), 
,$leqSd, i=l,. . . , m, and 
,$ rieij = O(mod(q - l)), j = 1, . . . , n. 
Given that k of the sums in (3) are not numerically 
5.3 reads 
es--& C 6(ri) + (n - k - l)Z, 
0) 
(2) 
(3) 
0, the condition in Theorem 
(4) 
where I= ord q. 
Following Ax, with r satisfying 16 IS q - 1, let I@) be the remainder of 
phr modulo(q - 1) in the same range. If r is written base p with 1 digits, rch) is 
obtained by cycling them h steps. As r (h) =phr(mod(q - l)), (3) yields 
$ rsh)eij = O(mod(q - l)), j = 1, . . . , n, 
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for all h. When not all eij are 0, for a particular j, 
z Y$h)eij 2 q - 1. 
Adding these inequalities and using (2) produces 
d 2 rib) 2 k(q - 1). 
i=l 
But since CE1 ri @) = O(mod(q - 1)) from (l), the inequality actually strengthens 
to 
These inequalities may in turn be summed over h with the observation that 
f-l 
c r@) = S(r)(l +p + . * . +JP) = b(r)(q - l)/(p - 1). 
h=O 
Thus 
n - k - 1 + 
k 
It follows that if e c 1 1) 2 1 for all k with 0 c k =S n, inequality (4) will 
hold. Since the smallest value for the right occurs at k = n, this requirement 
amounts to 
n 
es (11 1 2 -1 1. 
To see that e cannot be larger, let m = 
I1 
5 . Take the matrix (eij) to have one 1 
in each column and at most d l’s in each row. With all the ri equal to q - 1, (l), 
(2), and (3) are satisfied. Then C S(r,) = II 5 l(p - 1) and k = n; so it must be that 
e6 
Thus the theorem of Ax is established: 
Theorem 6.1. If a polynomial in n variables over GF(q) has degree at most d 
(d > 0), then its weight, the number of times it is not 0, is divisible by q rn’dl-l. This 
is the highest power of the prime p dividing all such weights. 
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