We continue the study of 3d N = 2 Chern-Simons (CS) quiver gauge theories on Σ g × S 1 . Using localization results, we compute the twisted index of recently constructed SCFTs in the large rank limit. According to AdS/CFT correspondence, this field theory computation gives a prediction for two quantities corresponding to their holographic duals: the volumes of certain 7-dimensional Sasaki-Einstein manifolds and the entropy of black holes in AdS 4 × Y 7 .
Introduction
In this short note, we continue the large rank analysis of Chern-Simons (CS) quiver gauge theories with non-uniform ranks from [1] and apply it to non-ADE quivers, discussed in [2] . A distinguishing feature of most of these theories is the presence of varying number of adjoint matter multiplets at each node of the quiver. We will compute the twisted index of such theories with generic chemical potentials ν's (and flavour fluxes n's) and verify that the expected results from [1] continue to hold:
1. F [ν] 2 upon identifying ∆ = 2ν. 1 We do not explicitly write F S 3 (depending on generic R-charges ∆'s) in this note but we have checked this explicitly for all the quivers discussed here. 3. The integral expression (2.7) for I matches the I obtained directly fromμ as above, given the algorithm to extract Y (x)'s mentioned in [1] is used.
I = (g −
We expect that the extremization of these twisted indices with respect to ν's reproduces the macroscopic entropy of the dual black hole solutions in the 4d gauged supergravity uplifted to M-theory. The explicit construction of these M-theory duals would be interesting to test the expressions given here. We leave this for future work.
Comment. The authors of [2] claim that the algorithm they prescribe (let's call it A2) to solve the relevant matrix models is universal in contrast to the one used in [1, 3, 4 ] (let's refer to it as A1). One issue they point out is that the authors of A1 "· · · just terminate the eigenvalue density at the point where all of the δy (aI,bJ) saturate · · · However we have observed that, · · · terminates only when the eigenvalue density becomes zero". This is misleading because the algorithm of [4] explicitly includes this statement: "This process is iterated until all y a 's are related, · · · or until the eigenvalue distribution terminates, i.e., ρ(x)=0". It just so happens that the matrix models for N = 3 ADE quivers do not have those extra regions. The N = 2 A quivers do have the extra regions and have been successfully solved with A1 by determining where ρ(x) vanishes [5] (the N = 2 DE quivers continue to behave as N = 3 quivers).
One crucial ingredient of A2 is an additional step of extremization in every region with respect to x * (boundary x-values) and µ. However, this step is rather computation-intensive and all the examples give the same result using either algorithm as the authors of A2 clarify. Moreover, it can be argued that this extra step is quite redundant if one realizes that x * 's get related to µ in every region and the extremization with respect to µ just leads to normalizability of ρ(x), which fixes µ. After that, using the (understated) result of [6] : F S 3 ∝ µ (or V ∝μ in the context of this note), one gets the desired result directly.
We provide more examples to showcase that A1 is as universal as A2, while being simpler to execute in explicit computations. 2 We use it to compute the twisted indices of (almost) linear quivers with generic CS levels k's and parameters {ν, n}'s. 1 The µ andμ functions are Lagrange multipliers used to compute the S 3 free energy (F S 3 ) and Bethe potential (V), respectively. It turns out that F S 3 ∝ µ and V ∝μ. 2 In fact, either of these algorithms can be summarized as a simple three-step recipe: 1. Extremize -Solve equations of motion; 2. Saturate -Find validity of the solution; 3. Iterate -Repeat till necessary. The step 1 is the main ingredient of the recipe, which is quite hard to work with in A2. The step 2 is more or less the secret ingredient and the step 3 is appreciated only when it is no longer needed (just like this metaphor).
Outline. In Section 2 we briefly review the computation of twisted index in the large N limit following [1] . In Section 3 we provide the twisted indices for various quiver theories as shown in Table 1 . Finally, we generalize the known results for F S 3 of N = 3 E quivers to both the F S 3 and I of the N = 2 E quivers in Appendix A.
Reviewing Twisted Index
The topologically twisted index is the Σ g × S 1 partition function with a topological twist along the Riemann surface of genus g, Σ g [7, 8] . The main result reads:
where u =ι S 1 A +ισ are the holonomies and m = 1 2π Σg F are the magnetic fluxes corresponding to the gauge group, ν = S 1 A bg +ισ bg are the holonomies (or chemical potentials) and n are the fluxes for the background vector multiplet coupled to flavour symmetry such that n(g − 1) is integer-quantized. The real part of ν is defined modulo 1 so we choose ν to satisfy 0 < ν < 1.
In the large N limit, we have to first evaluate the Bethe potential and then the index; see [1, 9] for details. We only give here the relevant formulas from [1] with appropriate modifications. Considering N = 2 quiver theories with gauge group ⊗ a U (n a N ) along with (bi)fundamental and adjoint matter multiplets, we get the following constraint for the large N matrix model to be local:
The Bethe potential in large N limit reads
arg e 2πι(y a,I −y a,J +ν i
Here, ν F = a {f a } n a ν f a +ν f a and we need to set a n a k a = 0, f a =f a . On general grounds [6] , extremizing V givesV
It turns out that the large N limit of V is not enough to compute the twisted index because V has no divergences at leading order whereas the original Bethe Ansatz equations (BAEs) display divergent behaviour. This behaviour follows due to bifundamental and adjoint contributions involving v (z) diverging at z = 0. Introducing exponentially small corrections in the Bethe equation leads to: Finally, the matrix model for twisted index I leads to the following constraint on the flavour fluxes:
such that the integral expression for I reads
where n F is defined similar to ν F . The above expression is to be evaluated by substituting ρ(x), y a,I (x), Y ± (a,I;b,J) (x) obtained from extremizing the Bethe potential. The Bethe potential V and I can be related in the present context by a straightforward generalization of the proof in [1] : 8) where the index I now runs over both the bifundamental and adjoint matter multiplets, and the denotes the sum is over an independent set of chemical potentials. As it turns out, theμ function encodes all the relevant quantities so we rewrite the twisted index as follows:
This relation allows a direct check with (2.7). We also recall from [1] that the Bethe potential is related to the free energy on S 3 as follows:
where Vol(Y 7 ) is the volume of the 7-dimensional Sasaki-Einstein manifold Y 7 appearing in the AdS 4 × Y 7 M-theory dual. Thus, we obtain not just the AdS 4 black hole entropy but one more interesting quantity -Vol(Y 7 ) -fromμ via the AdS/CFT correspondence.
Let us now turn to explicit computation of the twisted index.
Computing Twisted Index
We consider quiver theories with gauge group ⊗ a U (n a N ) coupled to various matter multiplets in bifundamental and adjoint representations. The bifundamental multiplets are denoted by the edges in the quiver diagrams and adjoint multiplets by self-loops. As a shorthand, let us label these theories with n a 's ('comarks') and number of adjoint multiplets coupled to the quiver nodes, as in L
Thus, L {1,2},{1,1} denotes a two-node quiver with comarks {1, 2} and 1 adjoint multiplet at each node. Table 1 tabulates the theories to be considered in this note. Table 1 : Quiver theories considered in specific (sub)sections below. The comarks n a 's are written inside the nodes and CS levels k a 's are marked beside each node.
(Sub)Section Quiver Label (Sub)Section in [2] 3.1
We start this section with the discussion of the simplest quiver theory mentioned above.
3 The L could stand for Laufer, linear or lazy (to label lucidly).
L {1,2},{1,1}
We choose k 1 = 2k, k 2 = −k without any loss of generality and the ν's satisfy the following constraints coming from (2.2):
We define ν
. Similarly defining n ± (a,b) , the n's get constrained from (2.6) as:
Following the conventions and notations of [1] , we present the solution of the matrix model for L {1,2},{1,1} below:
The consistency of above solution demands 0 ≤ ν
Integrating the eigenvalue density ρ(x) then gives:
which leads to the expected relation of Bethe potential (given by (2.4)) and the S 3 free energy (to be computed similarly), F S 3 = 4V. 4 The above expression can be written in two familiar forms as follows:
, with σ
Note that when ν − (1,2) = 0, a divergence is implied byσ ± 1 but that is spurious as is obvious from (3.3). Both these forms suggest an underlying polygon formulation as is well-known from AD quivers. In fact, the second form is easily obtained from differences of consecutive ρ(x)-values and the corresponding boundary x-values, which suggests that ρ(x) can be interpreted as the height of this polygon. Since the double denominator form is tricky to obtain for larger quivers, we will present only the pure partial fractions form for quivers with three nodes and higher.
Finally, the twisted index follows from the relation (2.9) and we have explicitly checked that this matches with the expression obtained by the integral in (2.7). 4 Specializing to the parameterization of [2] , ν (1,2) = 1 2 (1 − ν), ν (2) = ν 4 , the above expression simplifies to the value mentioned there:
This is the UV completion of Laufer theory, which can be denoted by L {1,2},{0,2} [10, 11] . We again choose k 1 = 2k, k 2 = −k and the ν's satisfy the constraints following from (2.2):
Similarly, the n's are constrained from (2.6) as follows:
Note that by setting ν (1) = 1 2
and n (1) = 1, we get the results for Laufer theory. The matrix model for this theory will again have 3 regions and the computation proceeds as in the preceding section. Since this theory is symmetric under exchange of the two adjoints at node 2, we can evaluate the twisted index by assuming 0 < ν 1 (2) < ν 2 (2) < 1 without loss of generality. With these, we can obtain theμ function
with σ
. This solution is consistent for ν 1 (2) < ν (1) and 0 < ν
We have checked that F S 3 = 4V for generic ν's and the twisted index now follows from (2.9), which matches the one obtained from (2.7) as expected. (This fact holds for all the following examples and we are not going to repeat this statement for them.) There are two different parameterizations of R-charges (recall ∆ = 2ν) discussed in [2] based on different superpotentials for L {1,2},{1,2} theory and the above result reproduces both cases as can be easily verified by direct substitution.
Furthermore, we can set ν (1) = 1 2
as mentioned above to get the results for Laufer theory (L {1,2},{0,2} ). Setting ν − (1,2) = 0, we can write a simpler expression for theμ function (as its dependence can be reinstated from the definitions of σ ± ):
2 9k 1 + 2ν . This value is nothing but 128 times
given in [2] as expected from (2.10). {1,1,2},{1,1,1} We choose k 1 = −k 2 − 2k 3 and the ν's satisfy the constraints following from (2.2):
L
12)
The matrix model solution will span 4 regions and there are three consistent solutions with the following saturation structure:
We call this a 'branch' and present one of the solutions in this branch:
with
. There is another set of solutions which has the saturation structure as follows:
Both the branches (3.13) and (3.15) feature in [2] , which uses a particular R-charge assignment and 3 different CS level assignments to give three results. The first and third cases are captured by the solutions in the first branch above, whereas the second case (and the first too) is given by those in the second branch, after relabelling nodes 1 ↔ 2.
It is interesting to note that for AD quivers, there is a (re)parameterization of CS levels that leads to a single expression forμ that captures all the solutions in any branch. So even though the solutions look quite different in the k-basis for this linear quiver, we except there is some parameterization of CS levels that leads to a 'branch-invariant' expression forμ. Unfortunately, we leave this as open a problem as it has been for E quivers for quite some time. {1,1,1,2},{1,1,1,0} We choose k 1 = −k 2 − k 3 − 2k 4 and the ν's are constrained from (2.2) to satisfy:
This quiver has a symmetry between nodes 2 and 3 and we assume 0 < ν (2) < ν (3) < 1 without loss of generality. 5 The matrix model solution spans 5 regions and we give one of the solutions forμ here:
and
·
The consistency conditions for this solution are 0 < ν (1) + ν (3) > 1 along with σ
. The latter leads to four conditions including k 3 ≤ 0 and k 4 ≤ 0. The other two involve all three CS levels and the adjoint chemical potentials as one may verify. This is a solution in the branch with saturations progressing as follows: (4, 2) ; y (2,1) → y (4, 2) ; y (3,1) → y (4, 2) ; y (4,1) → y (4, 2) .
(3.19)
There can be one more branch (up to permutations of the three nodes with comark 1) involving the following saturations: 2) ; y (3,1) → y (4, 2) ; y (4,1) → y (4, 2) .
(3.20)
Again, both these branches feature in [2] , which uses a particular R-charge assignment and 2 different CS level assignments. We find that the first case is reproduced by the former branch and the second one by the latter branch upon permuting the nodes cyclically.
This family of quivers has no adjoints and we will work out twisted indices for two members of the family. In general, k 1 = −(k 2 + 2k 3 + 2k 4 + · · · 2k 2n ) with n ≥ 2 and the constraints following from (2.2) and (2.6) are:
, with a = 4, · · · , 2n − 2 . (3.21)
, with a = 4, · · · , 2n − 2 . (3.22) n = 2, L {1,1,2,2},{0} . We start by setting ν (a,b) = ν (b,a) to evaluate the Bethe potential and restrict ourselves to the branch y (1,1) → y (3, 2) ; y (3,2) → y (4, 2) ; y (3,1) → y (4, 2) ; y (2,1) → y (4, 2) ; y (4,1) → y (4, 2) .
(3.23)
This gives us
24) The consistency of the above solution requires k 2 ≤ k 4 ≤ 0 and 2k 3 + k 4 ≤ k 2 . We can similarly set n (a,b) = n (b,a) to get the twisted index and we recover the expected relation I = 4V.
To get the general result, we rewrite the above expression as: 
such that the first set of four terms in (3.25) gets the shift with + sign and the second set gets the − sign. Here, n i are the comarks, P(1 → i) denotes the set of edges taken along the path from node 1 to node i on the quiver diagram, and the sign (−1) σ is + if the ordering of the label on ν − 's is along the path and − if it is reversed. 7 For example, the first term in the sum above would read in full detail as: , as the ordering 7 The significance of the sign (−1) σ is that retracing the path does not add any more ν − 's than required. If there are multiple unique paths, then there are as many σ ± 's. This checks out for the quiver diagram of ABJM theory, which has two unique paths between its two nodes. One will need a slightly more sophisticated notation than in (3.26) for quivers with multiple edges between any given pair of nodes.
(
(2, 4) of nodes is against the path 1 → 3 → 4 → 2 when traversing from node 1 to node 2 on the quiver diagram (read the CS labels carefully in Table 1) . 8 Note that introducing generic ν (a,b) 's does not change the consistency conditions on CS levels here. n = 3, L {1,1,2,2,2,2},{0} . The expression forμ of this linear quiver is an expected generalization of the n = 2 case: Figure 1 : E quivers with the comarks and CS levels marked.
The quiver diagrams for these CS theories are shown in Figure 1 . We will first focus on their S 3 free energy expressions given in [4] . First, note that the three formulas for µ function of the N = 3 E n=6,7,8 can be written in the form: Of course, the tricky bit is to find the numerator factors N a 's. If one knows the eigenvalue density ρ(x), then it is easy to see that the N a 's are basically the differences between xindependent pieces in ρ(x) of adjacent regions (after setting µ → 1). Let us rewrite the three N = 3 results with this knowledge:
