Abstract-Unsupervised land-use/cover classification is of great interest, since it becomes even more difficult to obtain high-quality labeled data. Still considered one of the most used clustering techniques, the well-known k-means plays an important role in the pattern recognition community. Its simple formulation and good results in a number of applications have fostered the development of new variants and methodologies to address the problem of minimizing the distance from each dataset sample to its nearest centroid (mean). In this paper, we present a genetic programmingbased hyperheuristic approach to combine different metaheuristic techniques used to enhance k-means effectiveness. The proposed approach is evaluated in four satellite and one radar image showing promising results, while outperforming each individual metaheuristic technique.
I. INTRODUCTION

I
N the last decades, advances in remote sensing image acquisition systems have moved in lockstep with the need for applications that make use of such sort of data. Land-use/cover recognition [1] - [4] , target recognition [5] - [7] , image classification [8] , [9] , and band selection in hyperspectral images [10] , [11] are among the most pursued applications, just to name a few. The large amount of high-resolution content available by satellites also highlights the bottleneck that takes place when labeling data. Such process is skilled dependent, and it might be very prone to errors when dealing with manual annotation. Such shortcomings have fostered even more the research on semisupervised and unsupervised techniques, which may work well in some remote-sensing-oriented applications.
Considered a hallmark in the pattern recognition research field, the so-called k-means algorithm [12] has been consistently enhanced in the last decades. Given it does not make use of labeled data and it has a simple formulation, k-means is still one of the most used classification techniques up to date.
Roughly speaking, given a set of feature vectors (samples) extracted from a dataset, k-means tries to minimize the distance from each sample to its closest center (mean). Such process ends up clustering the data after some steps, being two samples from the same cluster more "connected" to its centroid than to any other in the dataset. As its main drawbacks, we can shed light the number of clusters required as an input, and the leaning of the naïve algorithm, which can get trapped from local optima, i.e., centroids that do not represent well the clusters.
The aforementioned scenario turns k-means algorithm more prone to be addressed by means of optimization techniques, mainly those based on nature-and evolutionary-oriented mechanisms. Actually, not only k-means but a number of other techniques have used the framework of metaheuristic-based optimization to cope with problems that somehow can be modeled as a task of finding decision variables that maximize/minimize some certain fitness function. Chen et al. [13] , for instance, employed genetic algorithms (GAs) and neural networks to classify both land-use and landslide zones in eastern Taiwan, being the former used to compute the set of weights that combine some landslide incidence factors. Nakamura et al. [14] dealt with the task of band selection in hyperspectral imagery through natureinspired techniques. Truly speaking, the idea is to model the problem of finding the most important bands as a feature selection task. Without loss of generality, both problems are the very same one when the brightness of each pixel is used to represent it.
Very recently, Goel et al. [15] tackled the problem of remote sensing image classification using some nature-inspired techniques, say that cuckoo search (CS) and artificial bee colony. Senthilnatha et al. [16] used GAs, particle swarm optimization (PSO), and firefly algorithm for the automatic image registering of multitemporal remote sensing data. In short, the idea is to perform image registration while minimizing some criterion function (mutual information in that case). The theory about artificial immune systems has been used to classify remote sensing data as well [17] , in which a multiband image covering the area of northeastern part of Algiers was used for validation purposes.
Coming back to the k-means technique, Chandran and Nazeer [18] proposed to solve the problem of minimizing the distance from each dataset sample to its nearest centroid using the harmony search (HS), which is a metaheuristic optimization technique based on the way musicians create songs in order to obtain the best harmony. Forsati et al. [19] employed a similar approach, but in the context of web page clustering, while Lin et al. [20] proposed a hybrid approach concerning the task of kmeans clustering and PSO. Later on, Kuo et al. [21] integrated kmeans and artificial immune systems for dataset clustering, and Saida et al. [22] employed the CS to optimize k-means aiming at classifying documents. Finally, a comprehensive study about the application of nature-inspired techniques to boost k-means was presented by Fong et al. [23] .
Despite all aforementioned works aimed at enhancing kmeans using metaheuristic techniques, there is a little concern about the application of hyperheuristic techniques for that purpose, as well as only a very few works attempted at dealing with k-means optimization in the context of land-use/cover classification. The term "hyperheuristics" was coined to address new algorithms designed to solve general problems by combining known metaheuristics, in such a way each technique may compensate the weaknesses of others [24] . In such context, Papa et al. [25] were one of the first that focused on the application of hyperheuristics to optimize k-means, being the proposed approach validated in the background of both satellite-and radarbased land-cover classification. 1 That work employed genetic programming to combine five variations of the HS algorithm with promising results. In this paper, we extend the work by Papa et al. [25] with a deeper experimental analysis, in which PSO, bat algorithm (BA), and firefly algorithm (FFA) are also considered together with HS and its variants for combination purposes through genetic programming. The results obtained in this paper outperformed the previous work by Papa et al. [25] , thus emphasizing the benefits of the hyper-heuristic-based framework. To the best of our knowledge, that is the first time such approaches are combined with each other aiming at optimizing k-means.
The remainder of this paper is organized as follows. Section II presents some related-work regarding metaheuristic optimization techniques employed for similar problems. Section III and IV present the proposed approach and the experimental setup, respectively. Section V states conclusions and future works.
II. RELATED WORKS
Recently, Fong et al. [23] presented an interesting study about the application of nature-inspired techniques aiming at optimizing k-means. Their work compared naïve k-means against with FFA, CS, ant colony optimization, and BA, being the results of the optimization techniques more accurate than standard kmeans in two out three datasets. Hruschka et al. [26] presented a survey about evolutionary algorithms applied for clustering problems, where the techniques were divided in those that require a fixed number of clusters beforehand, and the others that can handle a variable number of clusters. The authors also stated most works consider the quality of the partitioning process only, and they do not take care about the computational efficiency, which can be a problem in large-scale problems.
Naldi et al. [27] evaluated some efficiency issues in k-means when optimized with evolutionary techniques, showing it can be faster than standard approaches to find out the number of clusters when one does not know that in advance. Later on, Naldi and Campello [28] evaluated an evolutionary-based k-means in the context of distributed data, which means the technique must be able to cluster the data partially, and then, to merge the results when the whole data is available. Luchi et al. [29] also considered the problem of clustering large datasets with k-means by presenting a GA-based approach for sampling the initial clusters' centroids. A similar approach was presented by Bousbaci and Kamel [30] either, but now using the PSO.
Very recently, Serapião et al. [31] evaluated the fish school search in the context of k-means, which demonstrated good results. Saida et al. [32] employed the CS for the very same purpose, i.e., to optimize k-means. Since CS uses Lévy flights to avoid local optimum, it is usually a good alternative for several optimization-related problems. Roughly speaking, the idea in using metaheuristics to guide k-means optimization is just to avoid it to get trapped from local optimum.
Other interesting approach concerns with the hybridization of metaheuristics [33] - [35] , which aims at combining different optimization techniques into a single one in order to exploit the weakness of each one. Multiobjective-driven clustering is also another interesting idea, since we can optimize different fitness functions that are somehow conflicting to each other [36] , [37] . Usually, the fitness functions may comprise the number of clusters versus some efficiency measure, for instance. We can also work with feature selection and, at the same time, to choose a suitable number of clusters.
III. OPTIMIZING k-MEANS THROUGH HYPERHEURISTICS
Essentially, the problem of estimating the centroids of k clusters can be modeled as an optimization task, in which we aim at minimizing the distance from each dataset sample to its nearest centroid. Therefore, any fitness function that somehow encodes such behavior can be employed. In this study, we used two metrics: 1) the 'average distance of data points to cluster centroids" (ADDC) and 2) the "average distance of data points between cluster" (ADDBC). The ADDC and ADDBC are formulates as follows:
where D(c j , x i ) stands for the distance between centroid c j ∈ n and sample x i , and N denotes the number of dataset samples that contributed for the metric computation.
Roughly speaking, ADDC represents the average internal homogeneity of the clusters and ADDBC maps a good intercluster separation. It is reasonable to note that a satisfactory clustering process generates a high intracluster homogeneity, as well as a good intercluster separation. In our experiments, we used both ADDC and a combination of these two metrics, as follows:
and Given a problem with k clusters, each agent (e.g., harmonies, particles, bats, or fireflies) encodes a possible solution in k * n , as depicted in Fig. 1 , where n stands for the number of features used to represent each dataset sample (pixels in our case). Although one has a continuous array, each cluster's centroid c i stands for n positions of this data representation, which must be taken into account when feeding k-means algorithm.
Therefore, after placing all agents with random positions, the k-means algorithm is executed once for each agent using that positions as the starting point. Soon after, the metric M 1 (or M 2 ) is computed over the final clustered dataset to be used as the fitness function for each metaheuristic technique, which outputs the optimum/near-optimum possible solution with the best starting points for k-means.
The work proposed by Papa et al. [25] goes beyond that point by combining different solutions obtained through distinct metaheuristic techniques. Since each technique has its own weaknesses, the idea is to explore a higher level of optimization in order to improve each individual solution by means of the combination of all obtained solutions so far. Although such step can be performed by any optimization technique, we opted to employ genetic programming (GP) for the following two main reasons: 1) we did not use any metaheuristic technique that has been employed during the first step of optimization in order to avoid biases in this new procedure and 2) GP provides a more powerful combination process as a hyperheuristic technique, since it can apply a number of arithmetic operations for that purpose, instead of using movement-based equations to place agents from one position to another.
GP [38] is an evolutionary-based optimization algorithm that models each solution as an individual, which is usually represented as a tree composed of "function" and "terminal" nodes. The function nodes encode the arithmetic operators used over the terminal nodes in order to evaluate the trees [see Fig. 2(a) ], and the terminal nodes represent constant values. At each iteration, specific operations over the current population are performed to design the next generation of individuals, being the most used ones: 1) mutation, 2) crossover, and 3) reproduction. Mutation and crossover aim at allowing a greater variability to the population of individuals, while reproduction tries to maintain the best ones to the next generation. In short, mutation operations change each individual without considering others, i.e., given a mutation point, we can simply generate a new random [25] . The function node "SUM" stands for "summation," "DIV" denotes the "division" operator, "EXP" stands for the "exponentiation," and "LOG" corresponds to the "logarithm." subtree at that point, while crossover switch branches between two distinct trees.
The work by Papa et al. [25] employs the best result of each metaheuristic technique (i.e., HS, improved harmony search-IHS [39] , global-best harmony search-GHS [40] , novel global harmony search-NGHS [41] , and self-adaptive global-best harmony search-SGHS [42] ) to compose the set of terminal nodes [see Fig. 2(b) ]. This means GP can use any technique from that set for combination purposes, and therefore, can decide which one will compose the best individual right after the evolutionary-oriented optimization process. In this study, we propose to employ not only HS-based metaheuristic techniques to compose the set of terminal nodes, but also other techniques, such as PSO [43] , BA [44] , and FFA [45] . The main assumption here concerns that exploring different mechanisms may allow us to obtain more accurate results, since we can count with more variable results. Such assumption has proven to be correct, since the results presented in this paper outperformed the ones discussed in the work by Papa et al. [25] .
IV. METHODOLOGY AND EXPERIMENTS
In this section, we present the methodology employed to validate the proposed approach, which comprises the images, parameter setup, and experimental evaluation. Additionally, we also present the experimental results.
A. Methodology 1) Image Dataset:
We used images obtained from CBERS-2B and Landsat 5 TM satellites covering the area of Itatinga, SP-Brazil, and images obtained from Ikonos-2 MS and Geoeye satellites covering the area of Duque de Caxias, RJ-Brazil. Additionally, we used two hyperspectral images obtained by AVIRIS sensor, say that Indian Pines over Indiana-USA, and Salinas-A over Salinas Valley, California-USA. Fig. 3 displays these images, being their respective ground-truth versions illustrated in Fig. 4 .
2) Parameter Setup: Table I presents the parameters used for each metaheuristic technique, being such values empirically chosen. In regard to GP parameters, we employed the following configuration:
1) number of trees: 100; 2) number of iterations: 200; 3) tree generation: GROW [38] with max-depth equal to 5; 4) reproduction rate: 30%; 5) mutation rate: 30%; 6) crossover rate: 40%; In regard to HS-based approaches, harmony memory considering rate (HMCR) controls the probability of creating a new harmony from the solutions obtained previously, and pitch adjusting rate (PAR) is a probability that decides whether a possible new solution will be adjusted by some small stepsize or not. The variants of it, i.e., IHS, GHS, NGHS, and SGHS, employ similar criteria, but with slight modifications. The other techniques employ different parameters, but they are related to the very same meaning, i.e., to control the amount of moving from a previous solution to a new one, and to allow small perturbations to escape from local optima. The reader can refer to the main references for each technique for a more detailed explanation about the rationale of each parameter.
The experiments also considered two different performance evaluators as the fitness functions: M 1 (1) and M 2 (2). The idea is to assess the robustness of the proposed approach under different performance evaluators. In order to fulfil this purpose, we used 50% of the entire image to compose the training set, and the remaining 50% to be part of the test set. Thus, the final starting positions (centroids) obtained by these techniques are then used to initialize k-means over the test set. It is worth mentioning, we performed a cross-validation approach with 20 executions for statistical purposes. 2 Finally, each dataset sample (pixel) is described by its brightness value, i.e., a 3-D feature vector regarding CBERS-2B, Landsat 5 TM, Ikonos-2 MS and Geoeye Fig . 5 . Example of a complex best tree generated during CBERS-2B experiment using M 1 . Fig. 6 . Example of a simple best tree generated during CBERS-2B experiment using M 1 .
images, and around a 200-dimensional feature vector regarding the hyperspectral images provided by AVIRIS (Salinas-A and Indian Pines).
B. Experimental Results
In this section, we present the experimental results to evaluate the proposed approach based on hyperheuristics and GP. The experimental section is divided in two rounds: 1) in the first one (see Section IV-B1), we evaluated all aforementioned metaheuristic techniques, i.e., HS, IHS, GHS, NGHS, SGHS, PSO, BA, and FFA and 2) in the second round (see Section IV-B2), we removed SGHS from the set of possible choices, since it obtained the best individual result and may bias GP during the optimization process.
1) Experiment I:
In this section, we present the experiments using the aforementioned metaheuristic techniques. Table II and III present the average of the M 1 and M 2 values, respectively. The values in bold stand for similar techniques according to the Wilcoxon signed rank statistical test [46] . The proposed approach based on GP obtained the best results for five images considering the metric M 1 . In one out five situations (Salinas-A), GP was the technique that achieved the top results, being followed by SGHS, BA, FFA, and HS. That results are interesting, since we can observe GP was able to improve the results of the best individual technique for some situations.
In regard to measure M 2 , GP obtained the most accurate results for four out six images once again (except for Indian Pines and Landsat-5M), being the sole best technique in two out six images (Ikonos-2 MS and Salinas). Roughly speaking, the rationale of (4) is to both minimize ADDC (intracluster distances) and to maximize ADDBC (intercluster distances), i.e., we aim at minimizing 1/ADDBC. That is the reason why we use (k ADDC)/ADDBC. In fact, the behavior of GP was We employed a specific methodology to estimate the accuracy of the clustering process, since we have the ground-truth images. However, it is important to highlight the accuracy was not used as a fitness function, and then, we cannot guarantee GP will obtain the best results ever. For each center computed by k-means, we used its true label (or the true label of its nearest sample, since the center may not be a training sample) to classify all samples that fall in the same cluster. In regard to the accuracy measure, we used the standard approach, i.e., the ratio between the number of correctly classified samples and the total number of testing samples. Table IV and V present the average accuracy and standard deviation for each optimization method considering M 1 and M 2 , respectively. Notice GP obtained the best results for several situations, although the accuracy was not used as a fitness function. Fig. 5 depicts the best GP tree selected from the ninth iteration of the cross-validation procedure concerning CBERS-2B image and performance measure M 1 . Notice this tree combines very accurate isolated metaheuristics, such as FFA, as well as not so good ones, such as GHS. Such results are very interesting, and they confirm what we are looking for when using GP, i.e., to obtain more diverse results that can somehow boost only the most accurate techniques, but also others. The expression encoded by the tree displayed in Fig. 5 is given by
where F means the final result. In the context of this study, suppose we have a single-band image with two land-cover classes to be classified, i.e., we have two clusters c 1 , c 2 ∈ only, being k = 2, the input to k-means algorithm. As such, each cluster will be represented by a real value in the feature space, being the best solution the one that minimizes
} be the best solutions found by FFA and GHS, respectively. This means, for instance, C FFA stands for the set of initial clusters' coordinates to be used as input to k-means in such a way M 1 (or M 2 ) is minimized. For the sake of simplification, we can rewrite (5) as follows:
where C * stands for the best solution found by GP. Roughly speaking, (6) is just an expression that can be solved using pointwise-driven operations.
Obviously, we have also some simpler trees, as the one presented in Fig. 6 , which was obtained during the seventh iteration of the very same cross-validation procedure concerning CBERS-2B image. This three was considered the best at that iteration, but it does not contain any technique that obtained outstanding results when we consider them individually (see Table II ). GP has the interesting ability to design possible solutions (trees) with very distinct shapes, but at the price of a higher computational cost. Such aspects motivated us to employ GP as a hyperheuristic approach, and the other techniques to compose the terminal nodes.
Figs. 7-12 depict some images classified with traditional k-means, as well as their enhanced version with centroids computed by SGHS and GP, considering CBERS-2B, Landsat Fig. 13 . Example of a best tree generated during Salinas-A experiment II using M 2 .
5 TM, Ikonos-2 MS, Geoeye, Salinas-A, and Indian Pines, respectively. Clearly, the results using metaheuristic techniques and GP were much more accurate than naïve k-means when taking into account the ground-truth images (see Fig. 4 ).
Additionally, we also computed the mean execution times (seconds) for all metaheuristic techniques (see Table VI ). Notice the experiments were conducted on personal computer equipped with an Intel i7 5500U processor with 8 GB of RAM using Linux as the operational system. Usually, when one deal with metaheuristic-driven optimization, swarm-based approaches take longer to execute, since they update all agents at each iteration, while HS-based approaches do that only once per iteration. Although they are much faster, they usually pay the price of a slow convergence process, but it can be worth in the end. If we consider the times displayed in Table VI , the slowest technique was BA, which may slow down GP as well. This means we could try do remove BA from the experimental setting, and try to make GP faster. Clearly, as we are adding one more optimization step, we can also expect a higher computational load. Another possibility would be to employ HS-based approaches only, which can turn the process of learning trees much more feasible.
2) Experiment II: In this second round of experiments, we aimed at showing the robustness of the proposed approach when removing a very good individual technique from the previous experiment. For such purpose, we considered removing SGHS. Table VII and VIII present the mean values of M 1 and M 2 performance evaluators considering GP only, but using the very same experimental methodology of the former experiment. GP still obtained the best results for five out six images with respect to both M 1 and M 2 , except for Indian Pines for the two metrics. This experiment is interesting to show we can also obtain better combined results even if we have individual optimizers with similar results. Fig. 13 depicts a best tree from the sixth execution of the cross-validation procedure considering Salinas-A image and performance evaluator M 2 . Since BA obtained very good results concerning experiment I (see Table VIII) , it is expected it should be part of some best tree as a terminal node. In this case, one can realize we obtained a best tree composed of BA only. However, this was a specific situation, which means other best trees can also be obtained with or without BA.
V. CONCLUSION
Unsupervised land-cover classification has been one of the foremost applications in the last years, mainly due to the lack of high-quality labeled data. Still one of the most used pattern recognition techniques out there, the well-known k-means can achieve interesting results, but its original formulation to find the nearest centroid to each dataset sample may get trapped from local optima.
In this study, we attempt at modeling the k-means algorithm as a metaheuristic optimization problem, in which the starting centroids are then computed by distinct optimization techniques, that are further combined in a hyperheuristic methodology using GP. Experiments over six satellite and two performance evaluators (fitness function) assessed the robustness of the proposed approach in two distinct rounds: in the former, we employed eight different metaheuristic optimization techniques, being the best results obtained by GP in almost all datasets. Some results concerning the proposed approach were quite close, but even better, to the best individual ones. These results seem to confirm the hypothesis that GP tends to degenerate to the more accurate approaches when we try to combine distinct techniques with very different behaviors. In a second round of experiments, we removed SGHS from the collection of techniques to be combined by GP in order to show it can still obtain very good results, thus improving the results of individual techniques.
In regard to future works, we aim at combining more metaheuristic optimization techniques, as well as to evaluate different GP operators to the very same context of this study.
