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Humans are capable of complex manipulation interactions with the environment, relying
on the intrinsic adaptability and compliance of their hands. Recently, soft robotic
manipulation has attempted to reproduce such an extraordinary behavior, through the
design of deformable yet robust end-effectors. To this goal, the investigation of human
behavior has become crucial to correctly inform technological developments of robotic
hands that can successfully exploit environmental constraint as humans actually do.
Among the different tools robotics can leverage on to achieve this objective, deep learning
has emerged as a promising approach for the study and then the implementation of
neuro-scientific observations on the artificial side. However, current approaches tend to
neglect the dynamic nature of hand pose recognition problems, limiting the effectiveness
of these techniques in identifying sequences of manipulation primitives underpinning
action generation, e.g., during purposeful interaction with the environment. In this work,
we propose a vision-based supervised Hand Pose Recognition method which, for the
first time, takes into account temporal information to identify meaningful sequences of
actions in grasping and manipulation tasks. More specifically, we apply Deep Neural
Networks to automatically learn features from hand posture images that consist of
frames extracted from grasping and manipulation task videos with objects and external
environmental constraints. For training purposes, videos are divided into intervals, each
associated to a specific action by a human supervisor. The proposed algorithm combines
a Convolutional Neural Network to detect the hand within each video frame and a
Recurrent Neural Network to predict the hand action in the current frame, while taking
into consideration the history of actions performed in the previous frames. Experimental
validation has been performed on two datasets of dynamic hand-centric strategies,
where subjects regularly interact with objects and environment. Proposed architecture
Arapi et al. DeepDynamicHand
achieved a very good classification accuracy on both datasets, reaching performance up
to 94%, and outperforming state of the art techniques. The outcomes of this study can
be successfully applied to robotics, e.g., for planning and control of soft anthropomorphic
manipulators.
Keywords: hand detection, gesture recognition, manipulation action, human grasping, deep leaning, convolutional
and recurrent neural networks, robotics
1. INTRODUCTION
The hand is the primary tool humans rely on to successfully
interact with the external environment, capitalizing on the
intrinsic adaptability of human “end-effector” to multiply
manipulation and grasping capabilities. On the robotic side,
human inspiration could be the successful strategy for the
design and control of robotic manipulators, which can deform
to purposefully exploit the environmental constraints (Deimel
and Brock, 2016) as humans actually do. For the reasons above,
a correct recognition of hand pose and gesture represents an
active field of research with applications that are not limited to
human-robot interaction and human-inspired robotic grasping
(Terlemez et al., 2014) but cross-fertilize several technological
and scientific domains, such as neuroscience (Santello et al.,
2016), rehabilitation (Dipietro et al., 2008), tele-operation (Fani
et al., 2018), haptics and virtual reality (Bianchi et al., 2013), just
to cite a few. The robotics interest in filling the gap between
human performance and artificial results has also motivated
the creation of manipulation and object datasets, with the goal
of favoring benchmarking, devising grasp planning as well as
robotic design and control strategies. For a review on this topic
please refer to Huang et al. (2016).
In literature, hand pose recognition is usually performed
through wearable or remote devices (Ciotti et al., 2016). The
former category comprises glove and surface marker-based
systems. We refer the interested reader to Dipietro et al. (2008)
for a comprehensive survey about this topic. Regarding remote
systems, video recording represents the most commonly used
strategy. Indeed, there exists vast literature where video and/or
photo information is processed for gesture recognition, relying
on the usage of different techniques, such as of k-means (Ong
and Bowden, 2004), penalized maximum likelihood estimation
(Cheng et al., 2012), and hidden Markov models (Beh et al.,
2014). For a comparative analysis of these techniques please refer
to Rautaray and Agrawal (2015).
Deep learning have recently attracted an ever-expanding
interest in sever application fields dealing with the necessity of
making sense of complex, raw and noisy data. Convolutional
Neural Networks (CNN) (LeCun et al., 1998), for instance, have
demonstrated to be an effective class of neural models for image
recognition (Simonyan and Zisserman, 2014), segmentation
(LeCun et al., 2015), feature detection (Girshick et al., 2014)
and retrieval applications (Babenko et al., 2014; Zeiler and
Fergus, 2014), by scaling up the networks to tens of millions
of parameters, and capitalizing upon massive labeled datasets to
support the learning process (e.g., Huang et al., 2016). When
focusing on CNN applications to hand gesture recognition,
pioneer works date back to 90s (Nowlan and Platt, 1995), while
more recent approaches use weakly labeled data to train the
network for continuous sign language recognition (Koller et al.,
2016). In Bambach et al. (2015) authors presented EgoHands,
a CNN trained on 4,800 egocentric images (i.e., captured
through a wearable first-person camera) of multiple people
interacting with each other. EgoHands is able to accurately
detect and segment one or more hands from static images,
with very robust performances with respect to changes in light
and environment conditions, especially during Environmental
Constraint Exploitation (ECE) (Eppner et al., 2015) for grasping.
The main limitation shared by works in literature that deal
with hand pose and action estimation is that they usually consider
only static information. This limitation is especially critical when
considering robotic applications, such as data-driven human-
-inspired robotic planning, where the dynamic content of the
action is crucial for a correct and successful task execution.
To the authors’ best knowledge no work has focused yet on
automatic classification of sequences of human hand action
primitives from video, that can account for the dynamic time-
dependent information. This occurs despite the fact that human
hand behavior is intrinsically time dependent (Haken et al.,
1985). In this respect, the EgoHands model (Bambach et al.,
2015) handles a restricted form of dynamic information, by
allowing to recognize a single activity per video using dynamic
frame information, while the classification of different actions
combined in a single visual stream is not permitted.
In this paper we propose a neural approach, named
DeepDynamicHand, with the goal of extracting human
hand dynamic information during the interaction with the
environment. Main motivation for this work is the increasing
attention—as previoulsy mentioned—for the design of soft
robotic hands (Della Santina et al., 2018), which embody the
ability to comply and adapt to environmental characteristics for
manipulation, in a human-inspired fashion. DeepDynamicHand
comprises two neural components. The first is a CNN model,
pre-trained to segment human hands in images (Bambach et al.,
2015), which extracts a compressed and rich representation
of the hand posture information for each video frame. The
second component is a Recurrent Neural Network (RNN),
implemented using Long Short Term Memory (LSTM)
recurrent units (Hochreiter and Schmidhuber, 1997), which
receives in input the sequence of CNN encodings for the
videos. The LSTM is then trained to predict the sequences of
action primitives—i.e., a dictionary of meaningful behavior
components whose composition enables to successfully interact
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with the environment in grasping tasks—performed by human
hands in the video.
We have tested the effectiveness of the proposed approach on
two datasets. The first one comprises third-person non egocentric
videos fully frame-by-frame human labeled to identify ECE hand
action primitives (Eppner et al., 2015; Puhlmann et al., 2016).
DeepDynamicHand was proven to be able to classify the dynamic
hand strategies of this dataset with an accuracy up to 94%.
These results appear very encouraging given the poor definition
and coloring of the frames under investigation and the highly
dynamical and complex manipulation strategies involving the
interaction with the environment. The second benchmark serves
to assess the effectiveness of our approach comparatively with
state of the art methods and it is based on the dataset used to
train the EgoHands CNN in Bambach et al. (2015). The results
of our analysis reveal that DeepDynamicHand outperforms the
EgoHand in the task of classifying daily-life activities, such as
playing cards, even when restricting to a simplified scenario
comprising a single activity for each video stream. The impact
of the translation of these results on the robotic side, especially
for the design of soft robotic hands that exploit EC as humans do
are finally discussed.
2. RELATED WORK
In the past few years, deep learning has demonstrated to be an
effective tool for image classification (Simonyan and Zisserman,
2014), object detection (Girshick et al., 2014), as well as face
and hand recognition tasks (Bambach et al., 2015; Parkhi et al.,
2015). CNNs are currently the most popular building block for
machine vision applications, thanks to their ability of effectively
processing raw data, automating the feature extraction process
that before required heavily hand-engineered procedures. When
it comes to CNN applications in robotic manipulation, (Yang
et al., 2015) proposed a system to learn manipulation actions
by processing unconstrained videos. The system consists of two
CNN-based recognition modules, one for classifying the hand
grasp type and the other for object recognition. Themanipulation
action is hence learned and generated through a grammar parser
module, which combines both the objects and the left and right
hand grasping types. In this work, dynamic information on
temporal correlation between video frames is not considered. In
Bambach et al. (2015), it has been developed a hand-based activity
recognition method to classify whole labeled video frames, to
identify one among four activity types (playing cards, chess, Jenga
and solving puzzle). To incorporate temporal dependencies,
each frame is classified using a fixed-size temporal window
centered on the frame. Results show that temporal information
significantly increases the accuracy of activity recognition, even
though a simple voting-based approach is used. Furthermore,
the classification is intended on the whole video sequence, while
the dynamic action components underpinning the complete task
execution cannot be identified.
To enable a successful exploitation and learning of robust
spatio-temporal features, CNNs are often combined with RNN
(Karpathy et al., 2014; Ng et al., 2015; Nguyen et al., 2017),
typically exploiting LSTM recurrent cells which allow to
store a compressed representation of medium-range temporal
relationships in the input data.
For instance, in the context of video captioning applications,
Nguyen et al. (2017) proposed a method that combines a CNN
to extract visual features from the video frames and two LSTM
layers to generate a network prediction defined as a list of words
describing hand grasping and object types. The visual features are
frame-oriented: this means that there is no explicit information
as concerns hand poses, neither any temporal sequence to
characterize the dynamics of the hand movement and pose
evolution. Such static descriptions are interesting for the analysis
of contact configurations between the hand and objects but the
dynamics of the action is not taken into account by this model.
In Wang et al. (2018) the authors used a combination
of autoencoders and support vector machine classifiers to
automatically recognize everyday human activities (such as
driving, walking, etc). However, the dynamic segmentation of
action primitives, as we target in this paper for grasping,
was out of the scope of the work. In Garcia-Hernando et al.
(2017) a model for hand-pose estimation was proposed, which
employed, in addition to RGB data (as we do in our work),
depth information. In Sudhakaran and Lanz (2017) a combined
usage of CNN and RNN, similar to the one we present in
this manuscript, was proposed for the recognition of first
person perspective interactions. The dataset they used to validate
their architecture consists of first person interaction videos:
each video contains one activity execution among different
types of activities. Very recently, in Zhang Y. et al. (2018),
a new benchmark dataset was released to evaluate state-of-
the-art deep neural networks for activity recognition from
egocentric videos. The focus was to recognize daily actions
rather than manipulation primitives and the presence of depth
information together with luminance and color was assumed.
This consistently restricts the range of processable videos with
respect to our general approach (intended to analyze videos from
non-specialist sources such as YouTube).
To the authors’ best knowledge, our work is the first that
applies machine learning techniques to extract dynamic time-
related information of human hand poses from videos involving
complex interactions of the hand with the environment. More
specifically, the visual features are hand centric and the videos we
use are labeled in a dynamic fashion, taking into account both
pre-grasp and grasping actions.
3. PROBLEM DEFINITION
We tackle the problem of converting human object manipulation
and grasping videos into a sequence of action primitives. With
the term action primitive we refer to a set of patterns describing
specific meaningful task-oriented behavior of human hand in
manipulation tasks. Let us consider a collection of videos
< V1,V2, · · · ,VT > (1)
Each video Vj is composed by a sequence of frames
Vj = (Ij,1, Ij,2, · · · , Ij,n) (2)
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where Ij,t ∈ Rw×h×3,w and h are the number of pixels (width and
height respectively) for the image captured at frame t. Note that
the video length n will, in general, vary from sample to sample.
Our objective is to generate a sequence of labels corresponding to
action primitives
Yj = (yj,1, yj,2, · · · , yj,n) (3)
where given label yj,t ∈ R|D|, the subscripts j and t refer to
video and temporal frame, respectively. The set D is a pre-
defined (finite) human label dictionary, whose level of granularity
depends on the task under investigation. Our aim, hence, is
to automatically generate a frame by frame labeling, where the
label represents the information regarding the hand pose we
want to infer from each frame. Furthermore, since a video
is characterized by a dynamic temporal structure, the labels
composing the sequence must comply with temporal constraints.
In other words, we are in a scenario where the action yj,t
associated to a frame t depends on the information present both
in the current as well as in previous frames (Ij,t , Ij,t−1, · · · , Ij,1).
The problem we treat stems from the observation that
complex interactions between hand, environment and objects
usually consist of a sequence of steps or events. Discovering these
underlying steps as latent events is mandatory not only to give
insights on human motor control strategies but also to favor
a direct translation of neuroscientific observations to robotics.
Each event is characterized by two main components: (i) the
target the hand achieves at the end of the event, and (ii) the
pose patterns the hand follows during this event. Since labels,
hence action primitives, are task oriented, the action primitive
may represent both the event (defining the atomic behavior of
the hand during a grasp strategy such as in Puhlmann et al.
(2016; e.g., approaching, closing, flipping etc.) or a set of events
(incorporating them in order to recognize an entire activity
associated to a complete video, e.g., game board activity such as
playing chess, playing Jenga etc.).
4. OUR APPROACH
In this paper we propose a two-stage framework (Figure 1).
Let us consider a generic video Vj, the aim of the first stage
(Figure 1A) is to detect the hand in each video frame Ij,i and
to extract a summarized and, yet, informative characterization of
the hand pose. For this purpose, we leverage on twomodules. The
window proposalmodule
HP :R
w×h×3 −→ Rwk×hk×3, (4)
where wk ≤ w and hk ≤ h, generates candidate bounding boxes
that are likely to contain the hand. These are passed to thewindow
classificationmodule
ξV :R
wk×hk×3 −→ (p, 1− p) ∈ R2, (5)
where p ∈ [0, 1], whose aim is to determine if a hand is present in
the candidate box.
Letting ηi,k ∈ R
wk×hk×3 be the candidate bounding box
which is scored as the most likely to contain a hand, we then
use the model ξV to obtain a fixed-length vectorial encoding
of the hand pose features xj,i ∈ Rg . The whole video Vj can
now be represented as sequence Xj = (xj,1, xj,2, . . . , xj,n) of such
hand-pose encodings, one for each video frame. In the second
stage (Figure 1B), the the sequence learning model is trained
to process Xj to generate a corresponding output sequence Yj,
containing the action primitive performed by the hand in each
frame. The key point is that the sequence model is able to output
the prediction for the current frame while taking into account the
history of the poses and action sequences performed by the hand
in the previous instants.
5. HAND FEATURE COMPUTATION
In this section we describe in detail the single modules that
represent the pillars of the hand feature computation part. We
propose to process videos off-line to learn patterns describing
specific meaningful task-oriented behavior of human hand in
manipulation tasks.
5.1. Hand Detection
Hand detection in a single video frame Ij,i is a two-step process:
first, we generate several candidate bounding boxes; then, such
boxes are fed to a pre-trained CNN that classifies them based on
weather they contain or not a hand. The input of this whole block
is the video frame Ij,i, while the output is the vector containing
the hand-presence probability for each of the candidate bounding
boxes.
5.1.1. Window Proposal
Proposal methods allow to focus processing only on the most
salient and distinctive locations of an image, reducing the
computational cost of the detection task by limiting the area on
which this is performed. Window proposal techniques (Hosang
et al., 2016) have emerged mainly in object identification, where
candidate bounding boxes are scored according to how likely
they are to contain an object. When focusing on hand detection,
there are hand location and size biases which can be considered
(Lee et al., 2014). In our work, we adopt the method proposed in
Bambach et al. (2015) to obtain a sample of candidate windows
that combines spatial biases and appearance models in a unified
probabilistic framework. The goal is to model the probability that
the hand appears in a certain region of the image, using such a
distribution to propose a small set of most likely regions where
the hand can occur. For this purpose we use the pre-trained four-
-dimensional Gaussian Kernel Density estimator (KDE) fitted
on the EgoHands dataset (Bambach et al., 2015). A measure to
evaluate window proposal methods is given by its coverage− i.e.,
the percentage of ground truth objects that have a high enough
overlap (intersection over union) with the proposed windows to
be counted as positive during detection.
5.1.2. Window Classification
We can now use a CNN to classify each candidate window
obtained in the previous step, by associating it with the
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FIGURE 1 | An overview of our proposed framework. IIn the first stage (A), a CNN based technique is used to detect hands in video frames, encoding the
corresponding bounding boxes into feature vectors corresponding to the activations of the last fully connected layer of the CNN . In the second stage (B), an LSTM
model is used to learn to classify the sequence of n input vectors, corresponding to the n video frames, into a sequence of n hand action primitives.
FIGURE 2 | Condensed view of the CNN architecture used in this work (note that, for the sake of clarity, we do not show all the layers of the network). The CNN has a
standard structure comprising a combination of convolutional layers (applying a sliding dot-product between the convolution kernels and the image), ReLU layers
(introducing non-linearity after the linear convolution operations), pooling layers (downsampling convolutional values by taking the maxim with respect to a small
neighborhood of each pixel), normalization layers (normalizing unbounded activations) and fully connected layers (connecting every neuron in one layer to every neuron
in another layer). The final layer is connected to a softmax classifier.
probability of containing a hand. Initial CNNs have been inspired
by the structure of the mammals visual processing system but
have recently evolved into complex multi-layered computational
models whose constituents have often little biological plausibility.
The key operator of CNN is convolution which is a
means by which the network parameters can be contained,
by having the image pixels share parameters with each other,
while introducing some translation invariance. Discrete two
dimensional convolution between an image I and a kernel K is
defined by
(I ∗ K)(i, j) =
M∑
m = 1
N∑
n = 1
I(i−m, j−m)K(m, n)
where K is basically an M × N matrix containing the
convolutional parameters (learned by the training algorithm).
The structure of a “classical” CNN (Krizhevsky et al.,
2012) is made by a number of convolutional layers (Conv),
each comprising a bank of K kernels whose size and
number can vary between layers. Since convolution is a linear
operator, its output is typically passed through some form of
(weak) non-linearity, the most common being the Rectified
Linear Unit (ReLU) f (x) = max(0, x), a computationally
efficient approximation to saturating sigmoid nonlinearities
with excellent properties in terms of robustness to gradient
vanishing. The result of the non-linearly filtered convolution
is either fed to a new convolutional layer or it is given in
input to a pooling layer (Pool). This layer combines the values
in a neighborhood of pixels defined by a mask (typically
a 3 × 3) through a pooling operation (typically a max
function) intended to enforce invariance and to subsample
the image to allow performing multi-resolution analysis at
further stages. The use of unbounded ReLu activation and
max pooling yields to potentially unbounded activations: hence,
the use of normalization layers (Norm) is also common.
The sparse convolutional layers are completed by a variable
number of fully connected (FC) layers, aggregating into a
single vector all local features (relative to input image such
as edges, blobs, shapes, etc.) held separately in the previous
layers.
In this work, we use the pre-trained CNN (Figure 2)
developed as part of the EgoHands project (Bambach et al.,
2015), using it to accurately and robustly detect hands in static
video frames. After generating window proposals for each video
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frame, we resize them since the network takes a single image of
fixed size Rl×l×3 (l = 227 represents both width and height)
as input. This image is then processed by five Conv layers,
each of them followed both by combinations of ReLU, Pool and
Norm layers or only ReLU layers. At the top of the architecture
there are two fully connected layers, which take as input the
output of the previous layer and applies to it a matrix-vector
product. The penultimate fully connected layer also applies a
rectified linear transform. The full CNN architecture is illustrated
in Table 1. Convi indicates a convolutional layer with b filters
of spatial size f × f , applied to the input with stride s. The
pooling layer Pooli spatially pools in non-overlapping f × f input
regions with stride s; the ReLUi layer introduces non-linearity
into the CNN and the normalization layer Normi normalizes the
unbounded activations introduced by previous layer. The FCi(n)
layer connects all neurons of previous layer with n nodes. The
output layer of the CNN is a Softmax classifier that predicts the
probability distribution over two classes (hand, no-hand) given
the input image. In summary, given a single RGB video frame
Ij,i, we can itemize the full hand detection pipeline (Figure 3) as
follows:
1. generate spatially sampled window proposals ηi,k ∈ R
wk×hk×3,
and represent each of them by image coordinate, i.e., width
and height in terms of the bounding boxes;
2. resize each window to 227× 227× 3 pixels and normalize by
subtracting the mean of the Egohands training data (Bambach
et al., 2015);
3. classify the window crops with the pre-trained CNN using
CaffeNet (Jia et al., 2014).
The time computation required by the CNN to classify each
window proposal is 10 ms on a NVIDIA Tesla M40 GPU with
12 GB of onboard memory. The time required to detect the hand
instead depends on the number of window proposals generated
for each video frame. Such number should be enough to ensure
a reasonable tradeoff between the computation time and the
coverage of the entire image. In our experiments we generated
500 window proposals per image, consequently the total time
requested to detect the hand in each video frame is 5 s.
5.2. Hand Feature Extraction
It is important to underline that convolution, pooling,
normalization and ReLu layers are the basic building blocks of
the CNN as shown in Figure 2. These layers allow to extract
the useful features associated to the presence of the hand in the
image, introducing non-linearity in the network and reducing
feature dimension, while making feature extraction robust to
scaling and translation. The output volume of the last pooling
layer Pool5 acts as an input to the first fully connected layer
FC6. The term “fully connected” implies that every neuron in
the previous layer is connected to every neuron on the next
layer. Since the output from the convolutional and pooling
layers represents high-level features of the input image, the
purpose of the fully connected layer is to summarize them
into a fixed-length vectorial encoding that can be effectively
used as image signature to ultimately perform the prediction
TABLE 1 | Description of the structure of the CNN.
Type Kernels (b) Spatial size (f) Stride (s) Output size
Conv1 96 11 4 55×55×96
ReLU1 – – – 55×55×96
Pool1 – 3 2 27×27×96
Norm1 – – – 27×27×96
Conv2 256 5 1 27×27×256
ReLU2 – – – 27×27×256
Pool2 – 3 2 13×13×256
Norm2 – – – 13×13×256
Conv3 384 3 1 13×13×384
Conv4 384 3 1 13×13×384
ReLU4 – – – 13×13×384
Conv5 256 3 1 13×13×256
ReLU5 – – – 13×13×256
Pool5 – 3 2 6×6×256
FC6 – – – 4096
ReLU6 – – – 4096
FC7 – – – 4096
Each row describes a layer of the network, organized from input to output. Kernels refers to
the number (b) of kernels (each of them is a matrix f× f whose dimensions are determined
by the spatial size f) containing the convolutional parameters, stride controls the shift step
of the kernel (convolution layer) or the mask (pooling layer) around the input volume, and
output size represents the output dimension (height, weight and depth in the case of a
volume or the vector size).
(e.g., a classification task for object recognition in the image).
The intuition is that by adding a fully connected layer one
allows an adaptive non-linear combination of the features
discovered by the convolutional layer. To retrieve hand
features we do not use the CNN output as it is, but we extract
information from its intermediate layers since the activation
of the fully connected layers is enough to characterize the
hand pose. The EgoHands CNN we use in this work contains
two FC layers. We consider layer FC6 as it is characterized
by a less task-specific encoding than FC7, which is closer
to the network output and hence more specialized on the
hand-detection task. Ultimately, the hand pose representation
for the frame extracted by layer FC6 is a vector xFC6 ∈ R
n
(where n = 4,096). In the last block of Figure 3, we show
the final hand pose features, i.e., a vector xi ∈ Rg (where
g = 4,100), where the first four components are bounding box
coordinates, width and height, while the remainder contain the
xFC6 vector.
6. SEQUENCE LEARNING
In this section, we describe in detail the sequence learning
part (introduced here for the first time), the underlying LSTM
network (Hochreiter and Schmidhuber, 1997) and its use with
the hand features described in the previous section and the action
primitives we would like to predict from the videos.
RNNs are a class of neural networks that maintains an internal
representation of the temporal behavior of sequences with
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FIGURE 3 | Detailed procedure to compute the hand pose encoding for a frame. Given an input RGB video frame, we first generate candidate windows that are likely
to contain the hand; then, we resize and subtract the global mean for each candidate window to make it suitable for CNN processing. Then a CNN is used to classify
each candidate window as containing or not a hand. Finally, we extract the features from the FC6 CNN’s layer and combine them with the coordinate and width and
height relative to the best candidate to generate the final frame encoding.
arbitrary lengths through directed cyclic connections between
its units. Differently from an hidden Markov model, it uses
nonlinear transition functions to model long term temporal
dependencies by mapping input sequences to a sequence
of hidden states, and hidden states to outputs (Figure 4A).
More formally, given an input sequence of features X =
(x1, x2, . . . , xn) (where xi represents a hand feature vector at
frame tth), a RNN computes the corresponding hidden vector
sequence h = (h1, h2, . . . , hn) and output vector sequence
Y = (y1, y2, . . . , yn) (where yi represents label at frame
tth) by iterating the following equations from t = 1 to
n:
ht = σ (Wxhxt +Whhht−1 + bh)
yt = σ (Whyht + by).
(6)
In (6) σ :R 7→ [0, 1] is an element-wise non-linearity (a
sigmoid), the W terms denote weight matrices (e.g., Wxh is
the input-hidden weight matrix), the b terms refer to bias
vectors (e.g., bh is the hidden bias vector), xt ∈ R
g is
the input, ht ∈ RN is the hidden state with N hidden
units, and yt ∈ R|D| is the output corresponding to frame
t.
For the purpose of this work, we use a specific type
of recurrent units, the LSTM cells (Hochreiter and
Schmidhuber, 1997), which are characterized by the presence
of articulated gating mechanisms introduced to capture
longer temporal dependencies and, overall, to control the
gradient vanish/esplosion problem (Pascanu et al., 2013). The
core element of an LSTM network is the memory cell c, an
empowered version of the recurrent neuron which includes
an number of gate mechanism to read and write access to the
memory, as well as its fading over time. Following the notation
in Zaremba and Sutskever (2014) as shown in (Figure 4B),
the LSTM unit receives an input xt at each time step t, and
computes the hidden state ht and the memory cell state ct as
follows:
it = σ (Wxixt +Whiht−1 + bi)
ft = σ (Wxf xt +Whf ht−1 + bf )
ot = σ (Wxoxt +Whoht−1 + bo)
gt = φ(Wxgxt +Whght−1 + bg)
ct = ft ⊙ ct−1 + it ⊙ gt
ht = ot ⊙ φ(ct)
σ (x) = 11+e−x
φ(x) = e
x−e−x
ex+e−x
.
(7)
The symbol ⊙ represents element-wise multiplication while
σ :R 7→ [0, 1] and φ :R 7→ [−1, 1] are sigmoid and the
hyperbolic tangent non-linearities, respectively. The weight W
and bias b are trainable model parameters. In addition to the
hidden activation ht of a standard RNN, the LSTM includes an
input gate it , a forget gate ft and an output gate ot , plus some
auxiliary information such as the input modulation gate gt , and
the memory cell value ct .
The sequence learning component of our architecture is
realized by a recurrent network comprising LSTM units that, in
input, receives the sequence of hand pose encodings xi obtained
by the CNN for each video frame. The LSTM is trained to predict,
as an output, the action primitive corresponding to the current
frame. To this end, the action primitives (which are symbol from
a discrete and finite alphabet) are transformed to a numeric
vector using a one-hot encoding. Such an encoding represents
the kth symbol of the action primitive alphabet as a vector of
length equal to the alphabet size, where only the kth element is
set to 1 while the rest is equal to zero. More formally, the one-
hot encoding of the action label for frame xi is vector yi ∈ R|D|
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FIGURE 4 | A diagram of a basic RNN module (A) and an LSTM module (B).
defined as
yi
k =
{
1, if k = ind(yi)
0, otherwise
. (8)
where ind(yi) is the index of the current label in the dictionaryD.
The final details of the LSTM network are determined by
model selection, using validation data outside of the training and
test samples for ensuring robustness and avoiding results biased
toward high precision on the test-set. Such final details include,
for instance, the number of hidden layers, the number of LSTM
units in each layer. The following experimental analysis provides
details on the final configuration identified for each task.
7. EXPERIMENTS
The proposed framework was systematically tested on two
datasets: the Environmental Constraint Exploitation (ECE)
dataset (Puhlmann et al., 2016) and the EgoHands dataset
(Bambach et al., 2015). The ECE dataset represents the ideal
test bed for evaluating the network capabilities in correctly
identifying the hand in the video frames, and classifying
the dynamic action sub-components (or atomic behavior)
that compose the entire manipulation act. The EgoHands
dataset, instead, is used to verify the effectiveness of our
approach in recognizing a whole meaningful task-oriented
video-recorded action, and it is employed to comparatively
assess the performance of our method with state of the art
techniques.
7.1. ECE Dataset: Motivation
In robotic grasping and manipulation, many datasets
have recently been created by a number of groups for
different research purposes and have been shared with
the robotics community (Huang et al., 2016). However
choosing the right dataset is not an easy task, since
it depends on which is the purpose we would like to
achieve.
Since human grasping capabilities are definitely superior to
robotic ones, one challenge is to investigate the principles of
human grasping and work toward transferring these principles
to robotic systems. In the paradigm of soft robotic manipulation,
where soft yet adaptable artificial hands deform to shape
around external object, the leading hypothesis is that successful
grasping performance crucially depends on the purposeful
exploitation of contact with the environment. More specifically,
the environment provides environmental constraints (ECs)
(Eppner et al., 2015; Averta et al., 2017, 2018; Della Santina
et al., 2017, which allow to relax the requirements for accurate
control, simplify perception, and facilitate grasp planning. The
dynamic aspects resulting from the interaction between hand,
object, and environment are essential for human grasps and
may represent an unmatched source of inspiration for devising
successful and robust approaches to soft robot grasping. To favor
such a cross-fertilization between neuroscientific observations
and robotics research, our research aims at analyzing videos
on human hands during ECE-based object grasping, to identify
dynamic strategies for a successful “manipulation with the
environment” task. To this end, we use the fully human labeled
raw videos provided in Puhlmann et al. (2016), where each
atomic behavior or action primitive represented in the frames
was human-labeled based on a dictionary described in the
following subsections, representing an ideal, test bench for what
concerns the classification of dynamic aspects in hand centered
strategies.
7.1.1. Video Description
Videos capture single-object table-top human grasps. In each
video, the participant grasps one out of twenty five different
objects placed in front of him and lifts it. The objects were
chosen so as to favor different grasping actions involving a
purposeful interaction with the environment, as reported in
Heinemann et al. (2015). At the trial onset, each participant
placed their dominant hand at a given and predefined starting
position on the table. After an audio signal, the participant
initiated the grasp. Only the dominant (right) hand was involved
in the task accomplishment. Video recordings started with
the audio signal and ended once the object was lifted. Our
dataset is composed by experimental videos acquired from ten
participants, 150 videos for each participant, for a total of 1,500
videos.
Frontiers in Neurorobotics | www.frontiersin.org 8 December 2018 | Volume 12 | Article 86
Arapi et al. DeepDynamicHand
7.1.2. Video Segmentation and Labeling
Assuming that humans are quite proficient in recognizing actions
of other people’s motion, videos were manually segmented and
labeled using the action primitives defined below. A graphical
user interface was used to facilitate annotation in Puhlmann et al.
(2016). Each grasping video is represented by a combination of
six different action primitives: rest, approach, close, slide, flip,
edge. In the following, we briefly describe the conditions for the
action primitives.
• Rest/Stay the participant’s hand is in rest position;
• Approach the participant moves his hand to reach the object,
the action lasts until the hand makes contact with the object;
• Close the fingers start flexing around the object, the action lasts
until the fingers fully wrap the object or when the object loses
contact with the table;
• Flip the fingers has already wrapped the object which rotates
around one of its edges in contact with the table, the action
lasts until the object loses contact with the table;
• Slide the participant begins to reorient or reposition the object
on the table surface, the action lasts until the object motion
slows down and another action begins;
• Edge such action usually follows the slide action, more
specifically, the object is already at the edge of the table and
participant pulls it over the edge to reveal its bottom side, the
action lasts until the object loses contact with the table.
7.1.3. Video Frame Pre-processing
While the CNN was trained on RGB images (hands), our videos
instead are in black and white. Furthermore the participants wore
a glove during the experiments. We thus convert each frame into
RGB by applying a simple image segmentation filter using the
imbinarize function in MatLab (based on Otsu’s method; Otsu,
1979). In this way we can select the pixels connected to the glove,
which roughly represent the hand, and colorize them with the
same color, chosen as the mean value of EgoHands ground truth
(Bambach et al., 2015).
7.1.4. Training Details
To execute the Hand features extraction pipeline, we used pre
trained models (Bambach et al., 2015) for both window proposals
generation and classification.
The Sequence learning network was instead trained from
scratch. We used keras library (Chollet et al., 2015) for LSTM
network implementation, training, and testing. The library is
written in Python and uses Theano (Bergstra et al., 2010) as
backend. Keras supports GPU, which makes the training time up
to 1000 times faster than training with a CPU. All the procedures
were implemented on a NVIDIA Tesla M40 GPU with 12GB of
onboard memory. The datasets we considered are large enough
to minimize the risk of overfitting, which was further reduced
through the usage of the dropout technique (Srivastava et al.,
2014).
7.1.5. Evaluation on ECE Dataset
To verify the generalization and robustness of action primitive
classification, we examined two forms of cross-validation: hold
out and leave one out. The goal of cross-validation is to estimate
the expected level of model predictive accuracy in way that is
independent from the data used to train the model.
First, we have used a simple hold out cross validation to
identify hyper-parameters.We randomly split our dataset in: 70%
video clips for training, 20% for validation and 10% are reserved
for testing. We trained 50 different network configurations
which toke into consideration the most relevant model hyper-
parameters, such as network architecture (i.e., number of hidden
layers and number of LSTM cells per layer) and learning hyper-
-parameters (i.e., learning rate, dropout, number of epochs and
the batch size). The training time for each network configuration
ranged from 4 to 8 h. Looking at the results of each simulation,
we select the configuration, which provided both the highest
min-score and f1-score accuracy on the validation dataset −
which are 73 and 91% respectively. In such configuration, we
use three hidden layers, with respectively 256, 256, and 128
dimensions for the size of the LSTM memory. We train the
network for 30 epochs using RMSprop optimizer (to avoid
the gradient vanishing/exploding issues) (Tieleman and Hinton,
2012) with a fixed learning rate of 0.001 and no momentum. The
batch size is set to 20, and all weights are randomly initialized.
The temporal reference length n of videos is actually a hyper
parameter. We consider only video frames that contains hands
detected by the CNN, hence, each video is characterized by a
total number n of feature vectors ranging from 30 up to 120
(videos last between 2 and 8 s with 15 frames per second). To
compute the hyper parameters of the network we first fixed
n = 60 (the mean value). Generally the number of the feature
vectors representing a generic video is p ∈ [30, 120]; if p > 60
(the video is too long) we select uniformly 60 feature vectors,
otherwise p < 60 (the video is too short) we pad 60 − p
vectors at the beginning of the sequence. Once we selected all
the hyper parameters of the network, we empirically chose the
temporal reference length of videos (number of hand feature
vectors representing the entire video). We tested different values
of n ranging between 30 and 120 (i.e., 30, 40, 50, 60, 70, 100,
120). Based on the results of each simulation we select n = 50.
Table 2 shows the min-score accuracy (the lowest accuracy with
respect to the six classes) and f1-score (Yang and Liu, 1999)
accuracy on the validation dataset in function of hyper-parameter
settings. With such architecture and such learning and training
parameters, the network is able to classify the dynamic hand
strategies in the test dataset with an accuracy ranging from 75%
up to 96%, depending on the action class. Normalizing scores
with respect to the total number of classes, we obtain an accuracy
of 85%.
Although on-line classification is not the goal of this work,
since our objective is to deeply characterize human grasping
primitives for a possible translation on the robotic side, the
sequence learning network we propose could be in principle be
used also for real time predictions, since it requires less than
2 ms to process each hand feature vector. Therefore, such real
time hand action predictions could be employed as additional
information during planning of a soft robot manipulator.We will
further evaluate this aspect in future works.
We also carried out cross-validation analyses of network
performance, which require a longer computation time
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TABLE 2 | Min-score and f1-score accuracy on the validation dataset depending on hyper-parameter settings.
LSTM1 LSTM2 LSTM3 Batch Epochs Dropout n Min-score F1-score
64 64 – 10 20 0.3 60 63.3 85.1
128 128 – 10 20 0.3 60 65.2 86.4
256 256 – 10 20 0.3 60 64.7 88.3
512 512 – 10 20 0.3 60 64.1 86.6
256 256 64 10 20 0.3 60 66.2 88.4
256 256 128 10 20 0.3 60 68.2 90.3
256 256 256 10 20 0.3 60 68.1 88.6
256 256 128 20 20 0.3 60 70.8 89.7
256 256 128 20 30 0.3 60 71.7 90.6
256 256 128 20 30 0.5 60 71.8 91.1
256 256 128 20 30 0.5 30 68.1 87.4
256 256 128 20 30 0.5 40 70.2 90.6
256 256 128 20 30 0.5 70 69.6 89.8
256 256 128 20 30 0.5 100 67.3 85.4
256 256 128 20 30 0.5 120 65.4 85.1
256 256 128 20 30 0.5 50 73.4 91.3
LSTMi is the number of LSTM cell units relative to the hidden layer i, batch is the number of training examples in one forward/backward pass, epochs describe the number of times
the algorithm sees the entire training dataset, dropout is the parameter of dropout method (Srivastava et al., 2014), and n is the input sequence length (number of hand feature vectors
representing the entire video). The last row in bold refers to the configuration we select, which provides both the highest min-score and f1-score accuracy.
FIGURE 5 | Normalized confusion matrices relative to the accuracy of a benchmark SVM method (A) and the proposed LSTM (B). Showing per class precision on the
diagonal, true classes on the y-axis and predicted classes on the x-axis. As we can observe the accuracy with the SVM is significantly lower than the one observed
with our approach allowing us to confirm that the inclusion of temporal information for action primitive classification is crucial.
compared to hold out procedure, but ensure more robust
validation outcomes. The training and evaluation time lasted
20 days on a NVIDIA Tesla M40. Figure 5B shows the per
class normalized confusion of the classifier of all 6 classes that
were detected. We note that there is a class (approach) with a
precision of over 94%, three classes with a precision over 83%
(edge, close, rest), one class (slide) with a precision of 73% and
one (flip) that reaches a reasonable 62%. This is a very strong
result given the fact that the classifier is trained on videos with
poor quality− videos are in black and white format, and subjects
wore gloves. Still, the question remains why the approach
does not recognize all action primitives equally well? Some
possible reasons include: (i) labels in the dataset are not equally
distributed across the classes, leading to a recognition bias, and
(ii) the highly dynamical and complex manipulation strategies
introduce differences with respect to the hand shape taxonomies
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FIGURE 6 | Evolution of some salient action primitives the network identifies in the reaching and grasping a credit card. In each video frame we overlaid (i) the
bounding box which likely enclose the hand, color changes depending on the action primitive the hand currently performs, (ii) the predicted action label, and in case of
failure, the true label, and (iii) the level of confidence represented with a filled rectangle, color is green if the predicted action is true (A–E,G,H), red otherwise (F).
FIGURE 7 | Evolution of some salient action primitives the network identifies in the reaching and grasping a French chalk. In each video frame (A–H), we overlaid (i)
the bounding box which likely enclose the hand, color changes depending on the action primitive the hand currently performs, (ii) the predicted action label, and (iii)
the level of confidence represented with a filled rectangle.
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FIGURE 8 | Sequence of video frames when partially detected hand occur (B,G). In order to evaluate the correctness of the sequence learning network, we include
some prior and posterior frames (A,C,D), and (E,F,H), respectively. We can observe that in such situations the LSTM network is able to correctly predict the right
action primitive.
FIGURE 9 | Some salient video frames with partially occluded hands. In (A–D), the hand is occluded by a bowl, while in (E–H) by a coffee mug. We can observe that
in such situations the LSTM network is able to correctly predict the right action primitive.
used for creating the action primitive labels of the dataset (even
though an experienced person performed it).
With the aim of observing how the accuracy changes if no
temporal information is considered in the classification, we tested
an SVMmodel Cortes and Vapnik (1995), implemented through
the scikit-learn library in python Pedregosa et al. (2011). SVM
is a state of the art method then it comes to classifying static
vectors with no particular bias or structure. We trained an
SVM classifier equipped with an RBF kernel to classify each
hand feature vector considering the aforementioned six action
primitives. A leave one out cross-validation is used to select
SVM hyper-parameters: the results corresponding to the selected
model configuration are depicted in Figure 5A. Normalizing
scores with respect to the total number of classes, we can observe
that the accuracy with the SVM is significantly lower (66%) than
the one observed with our approach reported in Figure 5B (80%),
revealing that the inclusion of temporal information for action
primitive classification is crucial.
Figures 6, 7 show some examples of action primitives
identified by our DeepDynamicHand model on ECE dataset.
In each video frame we overlaid (i) the bounding box which
likely enclose the hand, color changes depending on the action
primitive the hand currently performs, (ii) the predicted action
label, and in case of failure, the true label, and (iii) the level of
confidence represented with a filled rectangle, color is green if
the predicted action is true, red otherwise. We can observe that
wrong classification usually happens when a transaction between
primitives occurs. Frame Figure 6F refers to such example,
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showing that confusions occurs in situations where hand shapes
are hardly distinguishable also by a human.
It is worth to note that despite the pre trained network we used
to detect the hand works very well, there may be situations where
it captures hands only partially. We trained the LSTM network
using the partially detected hand features, making the model
more robust and able to correctly predict the right primitive
despite partial hand recognitions. In Figures 8, 9 show some
salient video frames with partially detected hands‘ and partially
occluded hands, respectively. We can observe that in these
situations the LSTM network is able to correctly predict the right
action primitive.
7.2. EgoHands Dataset
As already discussed in section 2, EgoHands (Bambach et al.,
2015) uses a second CNN to classify whole labeled video frames
choosing one out four. Hence, only one label is attached to each
video. We tested the same DeepDynamicHand in this scenario,
to compare its performance with respect to the state of the art
benchmarking provided by the second CNN implemented in
Bambach et al. (2015). The goal is to show the effect of including
temporal dynamic information as well as to test the robustness of
the network with respect to the different perspectives taken from
the subjects’ own viewpoint.
7.2.1. Data Collection
The dataset contains 48 first-person videos of people performing
four types of activities (playing cards, playing chess, solving a
puzzle, and playing Jenga) Figure 10. Such dataset consists of
around 130,000 frames of video, 4,800 of which have pixel-level
ground truth consisting of 15,053 hands.
7.2.2. Evaluation on EgoHands
The task is to classify whole video as one of four different
activities, still exploiting hand pose information, without using
any information about the appearance or identity of handled
objects or the rest of the scene. In Bambach et al. (2015) the
CNN is trained on their ground truth dataset (where each
frame is represented in terms of player’s segmented hands) to
make a frame-by-frame classification. Then a simple voting-
-based approach is used to incorporate temporal information:
each individual frame is classified in the context of a fixed-size
FIGURE 10 | Some video frames relative to EgoHands dataset (Bambach et al., 2015) of people performing four types of activities: playing cards (A), playing chess
(B), solving a puzzle (C), and playing Jenga (D), respectively. Unlike the ECE dataset, in such videos subjects do not wear glove and acquisitions are captured from a
wearable first-person camera, which provides egocentric images (perspectives taken from the subjects’ own viewpoint).
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Temporal size (n)
5 15 30 50
Bambach et al. (2015) (CNN) 61 68 72 73
Proposed (LSTM) 75 80 83 87
FIGURE 11 | Activity recognition accuracies relative to Bambach et al. (2015)
approach and the proposed LSTM method. The proposed LSTM network
increases significantly the accuracy exploiting in a more efficient way the
temporal dependencies.
temporal window centered on the frame. In other words, scores
across the window are summed, and the frame is labeled with the
highest scoring class.
To make a comparison, we evaluate our framework on the
same ground truth EgoHands dataset. We extract hand features
for each frame, then combine them in order to create input
sequences. To take into account temporal information we exploit
only LSTM capabilities (whose architecture is the same as the
one used in ECE dataset). To make our results comparable with
the ones provided in Bambach et al. (2015), we change the
input sequence length n in function of the number of frames
we currently considered (as reported in Figure 11). To evaluate
our model we use leave one out cross-validation. In Figure 11
we can observe that temporal information − i.e., the number
of video frames considered − is beneficial in increasing activity
recognition accuracy. In particular the proposed LSTM network
increases significantly the accuracy (87%) since it exploits in a
more efficient way the temporal dependencies.
8. IMPACT IN ROBOTICS
The description of human grasping as sequences of action
primitives can provide a useful tool to extract transition-based
grasping plans for soft robotic manipulators. To devise robotic
manipulation strategies that involve a thorough interaction with
the environment, getting insights from the human example
could be the successful strategy to design bio-aware robots
that can fully take advantage from ECE, like humans do. In
this way, we could transfer both the action primitives and the
ability to decide on the most appropriate transitions between
them Krishnan et al. (2017). In Puhlmann et al. (2016) authors
argued that the analysis of human grasping behavior in terms of
transition probabilities between primitives allows us to identify
the conditions that determine the decision for one path of action
over another, and to specify the conditions these transitions
depend on. Based on their data analysis, they observed that
human subjects can reliably use different action sequences for
different object shapes. By suitably replicating these observations
on the artificial side, we could enable a robot to correctly
evaluate, the transition conditions (so as to comply with the
sequence of action primitives relative to each learned sequence)
by means of appropriate tools and sensors. Let us say we start
with approach. To make the robot capable of choosing between
close, flip or move, we can exploit another CNN that we can
train in order to recognize the orientation and the shape of the
object. With the addition of a position sensor, the robot could
be also able to perform the edge grasp or not. Generally robot
manipulators (i.e., KUKA LWR arm) we can use to implement
the human-like primitives have more degrees of freedom (DOFs)
than required. Hence, an important aspect is the planning of
such redundant robot arms since the redundancy of course
improves their performance (e.g., obstacle avoidance, singularity
avoidance, and so on) but on the other hand it allows for
infinite solutions corresponding to a specific position of the end-
effector (i.e., robust yet deformable robotic hands). The inverse
kinematic problem is one of the challenging issues for robot
redundant manipulators and the traditional ways to solve it
(e.g., analytical solutions or pseudoinverse-based methods) could
come with joint-angular-drift problems Klein and Kee (1989).
We can exploit one of the recent varying-parameter neural
networks proposed in Zhang et al. (2018a,b,c) to cope with the
joint-angular-drift problems.
9. CONCLUSIONS
The framework we implemented is capable of automatically
characterizing the sequences of action primitives that underpin
meaningful task-oriented hand actions. Our approach, which
combines CNN and RNN, is the first attempt to include also
dynamic information for classifying different time related action
primitives, human use for grasping and manipulation tasks. This
is done by exploiting only the hand pose features extracted from
video frames, without considering further information about the
environment constraints and the shape of the objects, despite the
fact that action primitives heavily depend on these. We tested
our approach on two datasets: one that includes videos where
participants interact with the environment to grasp the objects,
with the goal of identifying dynamic atomic behavior composing
the whole task execution; the other one, involving videos about
daily living activities, where the objective is to identify a complete
meaningful action from the whole video. Results show that,
considering temporal information in the classification procedure,
the performance of our technique − normalized with respect
to the total number of classes − is 80% on ECE dataset and
87% on EgoHands dataset, outperforming other state of the art
methods that do not taken into account action dynamics. We
discuss how these results can be used in robotics, to transfer
human capabilities onto a successful design of robotic systems.
Future works will be devoted to further push our approach for
robot planning and development. We will also use the here
proposed architecture to automatically label videos taken from
the internet. The labeled results will be exploited to train a deep
neural network for autonomous generation of grasping strategies
with robot manipulators.
AUTHOR CONTRIBUTIONS
All the authors contributed in defining the proposed architecture.
VA and CD performed experiments. VA, CD, DB, and MB
Frontiers in Neurorobotics | www.frontiersin.org 14 December 2018 | Volume 12 | Article 86
Arapi et al. DeepDynamicHand
performed the data analysis. All the authors contributed to
writing the manuscript.
ACKNOWLEDGMENTS
This research has received funding from the European Union’s
Horizon 2020 Research and Innovation Programme under
Grant Agreement No.688857 (SoftPro) and under Grant
Agreement No. 645599 (Soma). DB would like to acknowledge
support from the Italian Ministry of Education, University,
and Research (MIUR) under project SIR 2014 LIST-IT (grant
n. RBSI14STDE). The authors would like to thank Dell-
EMC and Nvidia for donating the Dell C4130 server and
the Nvidia M40 GPUs used to perform the experimental
analysis.
REFERENCES
Averta, G., Battaglia, E., Della Santina, C., Catalano, M. G., and Bianchi, M.
(2018). “A synergistic behavior underpins human hand grasping force control
during environmental constraint exploitation,” in International Conference on
NeuroRehabilitation (Pisa: Springer), 67–71.
Averta, G., Della Santina, C., Battaglia, E., Ciotti, S., Arapi, V., Fani, S.,
et al. (2017). “From humans to robots: The role of cutaneous impairment
in human environmental constraint exploitation to inform the design of
robotic hands.” in 2017 9th International Congress on (IEEE), Ultra Modern
Telecommunications and Control Systems and Workshops (ICUMT) (Munich),
179–184.
Babenko, A., Slesarev, A., Chigorin, A., and Lempitsky, V. (2014). “Neural codes
for image retrieval,” in European Conference on Computer Vision (Zurich:
Springer), 584–599.
Bambach, S., Lee, S., Crandall, D. J., and Yu, C. (2015). “Lending a hand:
detecting hands and recognizing activities in complex egocentric interactions,”
in Proceedings of the IEEE International Conference on Computer Vision
(Santiago), 1949–1957.
Beh, J., Han, D. K., Durasiwami, R., and Ko, H. (2014). Hidden markov model on
a unit hypersphere space for gesture trajectory recognition. Patt. Recogn. Lett.
36, 144–153. doi: 10.1016/j.patrec.2013.10.007
Bergstra, J., Breuleux, O., Bastien, F., Lamblin, P., Pascanu, R., Desjardins, G., et al.
(2010). “Theano: A cpu and gpu math compiler in python,” in Proceedings of
9th Python in Science Conference (Austin, TX), Vol. 1.
Bianchi, M., Salaris, P., and Bicchi, A. (2013). Synergy-based hand pose
sensing: Reconstruction enhancement. Int. J. Robot. Res. 32, 396–406.
doi: 10.1177/0278364912474078
Cheng, J., Xie, C., Bian, W., and Tao, D. (2012). Feature fusion for 3d hand gesture
recognition by learning a shared hidden space. Patt. Recogn. Lett. 33, 476–484.
doi: 10.1016/j.patrec.2010.12.009
Chollet, F., et al. (2015). Keras. Available online at: https://keras.io
Ciotti, S., Battaglia, E., Carbonaro, N., Bicchi, A., Tognetti, A., and Bianchi, M.
(2016). A synergy-based optimally designed sensing glove for functional grasp
recognition. Sensors 16:811. doi: 10.3390/s16060811
Cortes, C., and Vapnik, V. (1995). Support-vector networks. Mach. Learn. 20,
273–297. doi: 10.1007/BF00994018
Deimel, R., and Brock, O. (2016). A novel type of compliant and underactuated
robotic hand for dexterous grasping. Int. J. Robot. Res. 35, 161–185.
doi: 10.1177/0278364915592961
Della Santina, C., Bianchi, M., Averta, G., Ciotti, S., Arapi, V., Fani, S., et al. (2017).
Postural hand synergies during environmental constraint exploitation. Front.
Neurorobot. 11:41. doi: 10.3389/fnbot.2017.00041
Della Santina, C., Piazza, C., Grioli, G., Catalano, M. G., and Bicchi, A. (2018).
“Toward dexterous manipulation with augmented adaptive synergies: The
pisa/iit softhand 2,” in IEEE Transactions on Robotics, 1–16.
Dipietro, L., Sabatini, A. M., and Dario, P. (2008). A survey of glove-based
systems and their applications. IEEE Trans. Syst. Man Cybern. C 38, 461–482.
doi: 10.1109/TSMCC.2008.923862
Eppner, C., Deimel, R., Alvarez-Ruiz, J., Maertens, M., and Brock, O. (2015).
Exploitation of environmental constraints in human and robotic grasping. Int.
J. Robot. Res. 34, 1021–1038. doi: 10.1177/0278364914559753
Fani, S., Ciotti, S., Catalano,M. G., Grioli, G., Tognetti, A., Valenza, G., et al. (2018).
Simplifying telerobotics: wearability and teleimpedance improves human-robot
interactions in teleoperation. IEEE Robot. Automat. Magazine 25, 77–88.
doi: 10.1109/MRA.2017.2741579
Garcia-Hernando, G., Yuan, S., Baek, S., and Kim, T.-K. (2017). Firstperson
hand action benchmark with RGB-D videos and 3D hand pose annotations.
arXiv:1704.02463 (arXiv preprint). 1, 7.
Girshick, R., Donahue, J., Darrell, T., andMalik, J. (2014). “Rich feature hierarchies
for accurate object detection and semantic segmentation,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (Columbus, OH),
580–587.
Haken, H., Kelso, J. A., and Bunz, H. (1985). A theoretical model
of phase transitions in human hand movements. Biol. Cybern. 51,
347–356.
Heinemann, F., Puhlmann, S., Eppner, C., Élvarez-Ruiz, J., Maertens, M., and
Brock, O. (2015). “A taxonomy of human grasping behavior suitable for transfer
to robotic hands,” in 2015 IEEE International Conference on Robotics and
Automation (ICRA) (IEEE) (Seattle), 4286–4291.
Hochreiter, S., and Schmidhuber, J. (1997). Long short-term memory. Neural
Comput. 9, 1735–1780.
Hosang, J., Benenson, R., Dollár, P., and Schiele, B. (2016). What makes for
effective detection proposals? IEEE Trans. Patt. Anal. Mach. Intell. 38, 814–830.
doi: 10.1109/TPAMI.2015.2465908
Huang, Y., Bianchi, M., Liarokapis, M., and Sun, Y. (2016). Recent data sets on
object manipulation: a survey. Big Data 4, 197–216. doi: 10.1089/big.2016.0042
Jia, Y., Shelhamer, E., Donahue, J., Karayev, S., Long, J., Girshick, R., et al. (2014).
“Caffe: convolutional architecture for fast feature embedding,” in Proceedings of
the 22nd ACM international conference on Multimedia (ACM) (Orlando, FL),
675–678.
Karpathy, A., Toderici, G., Shetty, S., Leung, T., Sukthankar, R., and Fei-Fei, L.
(2014). “Large-scale video classification with convolutional neural networks,” in
Proceedings of the IEEE conference on Computer Vision and Pattern Recognition
(Columbus, OH), 1725–1732.
Klein, C. A., and Kee, K.-B. (1989). The nature of drift in pseudoinverse control
of kinematically redundant manipulators. IEEE Trans. Robot. Automat. 5,
231–234.
Koller, O., Ney, H., and Bowden, R. (2016). “Deep hand: how to train a cnn on
1 million hand images when your data is continuous and weakly labelled,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(Las Vegas, NV), 3793–3802.
Krishnan, S., Garg, A., Patil, S., Lea, C., Hager, G., Abbeel, P., et al.
(2017). Transition state clustering: Unsupervised surgical trajectory
segmentation for robot learning. Int J. Robot. Res. 36, 1595–1618.
doi: 10.1177/0278364917743319
Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2012). “Imagenet classification
with deep convolutional neural networks,” in Advances in Neural Information
Processing Systems (Lake Tahoe, NV), 1097–1105.
LeCun, Y., Bengio, Y., and Hinton, G. (2015). Deep learning.Nature 521, 436–444.
doi: 10.1038/nature14539
LeCun, Y., Bottou, L., Bengio, Y., and Haffner, P. (1998). Gradient-based learning
applied to document recognition. Proc. IEEE, 86, 2278–2324.
Lee, S., Bambach, S., Crandall, D. J., Franchak, J. M., and Yu, C. (2014).
“This hand is my hand: a probabilistic approach to hand disambiguation
in egocentric video,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition Workshops (Columbus, OH),
543–550.
Ng, J. Y.-H., Hausknecht, M., Vijayanarasimhan, S., Vinyals, O., Monga, R.,
and Toderici, G. (2015). “Beyond short snippets: Deep networks for video
classification,” in 2015 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR) (IEEE), 4694–4702.
Frontiers in Neurorobotics | www.frontiersin.org 15 December 2018 | Volume 12 | Article 86
Arapi et al. DeepDynamicHand
Nguyen, A., Kanoulas, D., Muratore, L., Caldwell, D. G., and Tsagarakis,
N. G. (2017). Translating videos to commands for robotic manipulation
with deep recurrent neural networks. arXiv preprint arXiv:1710.00290.
doi: 10.1109/ICRA.2018.8460857
Nowlan, S. J., and Platt, J. C. (1995). A convolutional neural network hand tracker.
Advances in Neural Information Processing Systems (Denver, CO), 901–908.
Ong, E.-J., and Bowden, R. (2004). “A boosted classifier tree for hand
shape detection,” in Proceedings of Sixth IEEE International Conference
on Automatic Face and Gesture Recognition, 2004 (IEEE) (Seoul),
889–894.
Otsu, N. (1979). A threshold selection method from gray-level histograms. IEEE
Trans Syst. Man Cybernet. 9, 62–66.
Parkhi, O. M., Vedaldi, A., and Zisserman, A., (2015). “Deep face recognition,” in
BMVC, Vol. 1, (Swansea). 6.
Pascanu, R., Mikolov, T., and Bengio, Y. (2013). “On the difficulty of training
recurrent neural networks,” In International Conference on Machine Learning
(Miami, FL), 1310–1318.
Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O.,
et al. (2011). Scikit-learn: machine learning in Python. J. Mach. Learn. Res. 12,
2825–2830.
Puhlmann, S., Heinemann, F., Brock, O., and Maertens, M. (2016). “A
compact representation of human single-object grasping,” in 2016 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS) (IEEE),
1954–1959.
Rautaray, S. S., and Agrawal, A. (2015). Vision based hand gesture recognition
for human computer interaction: a survey. Artif. Intell. Rev. 43, 1–54.
doi: 10.1007/s10462-012-9356-9
Santello, M., Bianchi, M., Gabiccini, M., Ricciardi, E., Salvietti, G., Prattichizzo,
D., et al. (2016). Hand synergies: integration of robotics and neuroscience for
understanding the control of biological and artificial hands. Phys. Life Rev. 17,
1–23. doi: 10.1016/j.plrev.2016.02.001
Simonyan, K., and Zisserman, A. (2014). Very deep convolutional
networks for large-scale image recognition. arXiv preprint arXiv:14
09.1556.
Srivastava, N., Hinton, G. E., Krizhevsky, A., Sutskever, I., and Salakhutdinov, R.
(2014). Dropout: a simple way to prevent neural networks from overfitting. J.
Mach. Learn. Res. 15, 1929–1958.
Sudhakaran, S., and Lanz, O. (2017). Convolutional long short-term memory
networks for recognizing first person interactions. in 2017 IEEE International
Conference on Computer Vision Workshop (ICCVW) (IEEE) (Venice),
2339–2346.
Terlemez, O., Ulbrich, S., Mandery, C., Do, M., Vahrenkamp, N., and Asfour, T.
(2014). “Master motor map framework and toolkit for capturing, representing,
and reproducing human motion on humanoid robots,” in 2014 14th IEEE-
RAS International Conference on Humanoid Robots (Humanoids) (IEEE)
(Madrid), 894–901.
Tieleman, T., and Hinton, G. (2012). Lecture 6.5-rmsprop: divide the gradient by
a running average of its recent magnitude. COURSERA: Neural Netw. Mach.
Learn. 4, 26–31.
Wang, X., Gao, L., Song, J., Zhen, X., Sebe, N., and Shen, H. T. (2018).
Deep appearance and motion learning for egocentric activity recognition.
Neurocomputing 275, 438–447. doi: 10.1016/j.neucom.2017.08.063
Yang, Y., Li, Y., Fermüller, C., and Aloimonos, Y. (2015). “Robot
learning manipulation action plans by “watching” unconstrained videos
from the world wide web,” in AAAI’15 Proceedings of the Twenty-Ninth AAAI
Conference on Artificial Intelligence (Austin, TX), 3686–3693.
Yang, Y., and Liu, X. (1999). “A re-examination of text categorization methods,”
in Proceedings of the 22nd Annual International ACM SIGIR Conference on
Research and Development in Information Retrieval (ACM) (Denver, CO),
42–49.
Zaremba, W., and Sutskever, I. (2014). Learning to execute. arXiv preprint
arXiv:1410.4615.
Zeiler, M. D., and Fergus, R. (2014). “Visualizing and understanding convolutional
networks,” in European Conference on Computer Vision (Zurich: Springer)
818–833.
Zhang, Y., Cao, C., Cheng, J., and Lu, H. (2018). Egogesture: a new dataset and
benchmark for egocentric hand gesture recognition. IEEE Trans. Multimedia
20, 1038–1050. doi: 10.1109/TMM.2018.2808769
Zhang, Z., Fu, T., Yan, Z., Jin, L., Xiao, L., Sun, Y., et al. (2018a). A
varying-parameter convergent-differential neural network for solving joint-
angular-drift problems of redundant robot manipulators. IEEE/ASME Trans.
Mechatron. 23, 679–689.
Zhang, Z., Kong, L., Zheng, L., Zhang, P., Qu, X., Liao, B., et al. (2018b). Robustness
analysis of a power-type varying-parameter recurrent neural network for
solving time-varying qm and qp problems and applications. IEEE Trans. Syst.
Man Cybernet. Syst. 99, 1–14. doi: 10.1109/TSMC.2018.2866843
Zhang, Z., Lu, Y., Zheng, L., Li, S., Yu, Z., and Li, Y. (2018c). A new varying-
parameter convergent-differential neural-network for solving time-varying
convex qp problem constrained by linear-equality. IEEE Trans. Automat.
Control 63, 4110–4125. doi: 10.1109/TAC.2018.2810039
Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.
Copyright © 2018 Arapi, Della Santina, Bacciu, Bianchi and Bicchi. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.
Frontiers in Neurorobotics | www.frontiersin.org 16 December 2018 | Volume 12 | Article 86
