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INTRODUCTION 
Throughout this paper, we consider a fixed, but arbitrary meromorphic 
linear d@erential equation of dimension n > 2 in a neighborhood of co, i.e., 
zx’ = A (z)x, with A(z) = z’? Ajzmi,’ (0.1) 
0 
r is an integer, and the power series expansion converges when 1 z 1 > a for 
some suitable a > 0. If r > 1, then the point at co is generally an irregular 
singular point of the solutions and we are concerned with the problem of 
how to represent solutions in such a case. It is, of course, always possible to 
construct formal fundamental solution matrices which consist of certain 
explicit elementary functions (exponential polynomials, powers, and 
logarithms) times formal (generally divergent) power series. These formal 
solutions are known to asymptotically represent actual solutions in suitable 
sectors and one way to construct such actual solutions is to try to sum the 
* Supported in part by grants from the National Science Foundation. 
’ Occasionally, we use the notation [A 1 for the differential equation (0.1). 
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formal series as convergent factorial series or to represent solutions as 
convergent Laplace integrals of functions constructed using the formal series. 
In the often-treated “main” case when A, has all distinct eigenvalues this 
approach succeeds (see, e.g., [ 191) while in the more general cases one can 
show that a direct analogue of the construction in the distinct eigenvalue 
case cannot always work. Roughly speaking, the reason for this is that the 
rate of growth of the coefficients of the formal series in the distinct eigen- 
value case is exactly what is needed to sum the series as a convergent 
factorial series, but in more general cases the coefficients may grow too 
rapidly to be summed by the usual methods and also give rise to an actual 
solution. (See [3] for a more detailed discussion.) 
A way to handle the general case of an irregular singular point has been 
proposed by Balser [3], who uses a generalization of the concept of a formal 
solution. Recall that a formal fundamental solution matrix in the usual sense 
consists of an n x n matrix of the form 
H(z) = F(z) G(z), (0.2) 
where F(z) is a formal meromorphic transformation and G(z) is an invertible 
matrix of elementary functions (e.g., logarithms, complex powers of z, and 
exponential polynomials in roots of z). The sense in which H(z) formally 
satisfies (0.1) is that G(z) is a fundamental solution matrix for a differential 
equation 
zx” = d(z)2, K(z) = zi t xjz -j, (O-3) 
0 
with some natural number s < r’< r and F(z) formally satisfies 
zF’(z) = A(z) F(z) - F(z) d(z) (0.4) 
(in the sense that if F,A and 2 are replaced by their corresponding series 
and we equate coefficients of like powers of z, then the coefficients of F 
satisfy these identities). In such a case we also say that F(z) formally 
transforms the differential equation (0.1) into (0.3). To generalize this 
concept we still consider formal meromorphic series which transform (0.1) 
into a differential equation (0.3) but s is now allowed to be co, the matrix 
G(z) is permitted to be more complicated, while the coefficients of F(z) are 
required to grow less rapidly than in the formal solution. Of course, in doing 
this there is a trade-off between the complexity of the singularity of G(z) and 
the growth of coefficients of F(z): The point is to be able to make the coef- 
ficients of F(z) grow sufficiently slowly to be summed as a convergent 
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factorial series and at the same time insist that the singularity of G(z) is less 
complex than that of a proper* solution matrix for (0.1). 
First level formal fundamental solutions, first considered in ] 1, 21, are 
objects of the form H(z) = F(z) G( z w ), h ere the Stokes’ multipliers of G(z) 
are diagonally blocked in a natural way, and F(z) is a formal meromorphic 
transformation which asymptotically represents certain sectorial transfor- 
mations carrying the off-diagonal blocks of the Stokes’ multipliers of the 
original equation (see Section 5). It was then shown in [3] that the coef- 
ficients of F(z) grow (at most) with the correct rate to be summed by means 
of Laplace integrals or factorial series. The main purpose of the present 
paper is to show that this rate of growth of the coefficients of F(z) together 
with the nature of the singularity of G(z) at co alone suffices to characterize 
first level formal fundamental solutions. In other words, if F(z) is a formal 
meromorphic transformation between two meromorphic equations (0. 1 ), 
(0.3) with coefficients growing at the correct rate, and if (0.3) has a 
fundamental solution of a certain type, then the sectorial transformations 
represented by Laplace integrals automatically have the required type of 
Stokes’ phenomenon. 
Ramis [ 161 has also shown that formal meromorphic transformations with 
coefficients growing with a certain rate are summed by Laplace integrals, 
however, he considers transformations between more general differential 
equations having coefficient matrices given by Laplace integrals in certain 
sectors but being not necessarily meromorphic. Because of this more general 
situation, he does not have any result upon the form of the Stokes’ 
phenomenon, even when specializing to meromorphic equations. 
In detail, we proceed as follows: In Section 1, we define the class of first 
level formal meromorphic transformations having coefficients Fk that grow 
only like a constant o the k times a fixed power of T(k). Dividing F, by an 
appropriate factor, we form a locally convergent power series which defines 
the so-called associated function. In Sections 2 and 3 we then show that this 
function can be analytically continued into a star-shaped region and that at 
co it is of order one. Using this, we then prove in Section 4 that Laplace 
integrals of the associated functions give rise to sectorial transformations 
which are uniquely characterized in terms of their asymptotic behavior. For 
the sake of completeness, we also outline how the Laplace integral may be 
reexpressed as a combination of generalized factorial series. Next, in 
Section 5 we show that first level formal solutions may be characterized to 
be of the form H(z) = F(z) G(z) with a first level formal meromorphic 
transformation F(z) and an invertible matrix G(z) of functions satisfying 
certain conditions upon their behavior at co. 
2 The term “proper” is used to distinguish actual solutions, transformations, etc., from 
formal ones. 
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The procedure for constructing first level sectorial transformations in 
terms of Laplace integrals should be considered as the first step of a finite 
number of iterations to sum the formal solutions of a meromorphic 
differential equation in the general case. The next and succeeding steps 
depend upon finding meromorphic differential equations corresponding to the 
blocks in the iterated block structure which have the required invariants. 
Only in certain cases, for example, when n = 2 and r = 1 or when the 
differential equation is equivalent to one in triangular form, have we 
succeeded so far in explicitly constructing a differential equation with a 
prescribed system of invariants. So the effective summation of the complete 
solution can only be accomplished as yet in certain cases. One such case 
gives rise to an example of a 5-dimensional differential equation whose 
formal solution cannot be summed in one step as a convergent Laplace 
integral or factorial series, but may be summed in two steps of the iterated 
block structure according to our theory. In Section 6 we present his example 
which demonstrates the necessity of such an iteration procedure in the 
general case. 
1. FUNCTIONS ASSOCIATED WITH FORMAL TRANSFORMATIONS OF FIRST 
LEVEL 
For a fixed, but arbitrary meromorphic differential equation (O.l), it is 
well known [8, 191 that formal fundamental solutions H(z) exist which can 
be expressed as 
W4 = W) w{Q(z)b 
herein Y(z) is a formal logarithmic matrix [8] having an inverse of the same 
type, and 
Q(z) = diag[ql(z)y...9 q&)1 (1.1) 
with polynomials qj(z) in some root of z without constant erms, 1 < j < n. 
Although there are many different formal fundamental solutions H(z) of the 
above type, we emphasize that the polynomials q,(z),..., qn(z) (disregarding 
their numeration) are uniquely determined by A(z) and can, within finitely 
many steps, be calculated explicitly. 
The elements ql(z),..., q,,(z) of Q( z need not necessarily be all distinct; in ) 
the extreme case, if (0.1) has a formal solution with all polynomials 
ql(z),..., q”(z) being identical, then H(z) can be shown to be an actual 
solution of (O.l), since all the series appearing in the reduced form of Y(z) 
necessarily converge for (z 1 sufficiently large. In this situation, the problem 
of summing the formal solution is trivial, and we therefore assume that at 
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least two polynomials differ, in which case we say that (0.1) has ~ln essen- 
tially irregular singularity at co. If this is so, let 
djk = deg(qj(z> - qk(Z)h I<j,k<n 
(if e(z) s qJz>, define djk = -co, otherwise it is the rational exponent of the 
leading term of q,(z) - qk(z) as z + co). Disregarding -co, let 
d, > d, > .a. > d, > 0, t> 1, 
be the different values among the djk, labelled in decreasing order. These 
numbers correspond to the so-called iterated block structure [ 1, 131. In this 
paper we will only be concerned about d,, and for convenience we will 
mostly write d instead of d,. According to the definition, we have for 
l<j,k<n 
qjw - qk(z) = Wd) as z+co, 
whereas for at least one pair (j, k), this cannot be improved to lower case o. 
Therefore, after a possible reordering of the diagonal elements, we have 
Q(Z) = p(z) zLdl+ ‘I + d- ‘zdA + o(zd) as z-co3 (1.2) 
with a polynomial p(z) and 
II = diag[L,ZSI ,..., L,Z,,],” (1.3) 
where 12 2 and si,..., sI are natural numbers and A,,..., A, are distinct 
complex numbers (recall from [ 131 or [6, Part I], that Q(ze*=‘) and Q(Z) 
coincide but for the ordering of the diagonal elements, hence p(z) contains 
no roots of z). 
The matrix II (up to the ordering of its diagonal blocks) corresponds 
uniquely to A(z) (since Q(Z) does), and once a fixed ordering of the blocks 
of n has been made (for example, by ordering the numbers /1, ..., L, 
lexicographically), then we refer to the block structure of II as thefirst level 
block structure. 
A formal series 
F(z)=CFkz-k 
k 
with n x n matrix coefficients Fk, and I;-, = 0 for every sufficiently large k, 
is called a formal meromorphic transformation iff F(z) has an inverse of the 
’ By [d] we denote the largest integer not exceeding d. 
4 By I,, for natural s, we denote the s X s unit matrix. 
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same type, i.e., iff the formal determinant of I;(z) is not the zero series. If 
additionally for some constant c > 0 
II Fk II G ckw/4~ k> 1, (1.4) 
then we call F(z) afirst Zevel formal meromorphic transformation. Note that 
this definition depends upon d > 0, hence in general will depend upon the 
given equation (0.1). 
LEMMA 1. The set of allJirst level formal meromorphic transformations 
(with respect to some Jxed d > 0) is a group under matrix multiplication. 
Remark 1.1. J. P. Ramis [ 161 has also announced the statement of this 
lemma, but without proof. We include a proof here for the convenience of the 
reader. 
Proof: Let F(z), F(z) be first level formal meromorphic transformations, 
and define P(z) = F(z)F(z). Since for every a the quotient 
r((k + aPYW4 g rows like a power of k, P(z) may easily be seen to be 
of first level if either F(z) or P(z) is a scalar integer power of z. Since a 
general F(z), resp. F(z), may be written as a scalar integer power of z times a 
power series in I-‘, we may, without loss of generality, assume 
F(z)= x Fk~-k, F(z)= 2 Fkz-k, 
k>O k>O 
hence 
P(z)= c PkZ-k, P, = 5 Fj&+ 
k>‘J j=O 
For u on the Riemann surface of the logarithm, let 
Y(u) G 2 Fjuu’ld-‘/T(j/d). 
j=l 
(l-5) 
Then the series converges absolutely for /u/ sufficiently small, due to (1.4), 
and the same holds for 
F(u) = 2 Fjujld-‘/r(j/d). 
j=l 
Hence for ZJ with Ju] sufficiently small, if we integrate straight from 0 to u, 
we may define 
p(u) = Y(u) F. + F, p(u) + jU Y(u - t) p(t) dt. 
0 
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By interchanging integration and summation, we obtain 
jou Y(u - t) !?(ct) dt = 2 f Fj& 1; (“,;;;-’ $$ dt, 
j=l k=l 
and the double series converges absolutely for / ~1 sufficiently small. But by 
means of the well known beta integral, we find (observe that arg t = 
arg(u - t) = arg u) 
m &d-l I 
P(u) = 1 - 
jz, T(j/d) Fj’ 
u positive real (small), 
the series converging absolutely for InI sufficiently small. But this is 
equivalent o P(z) being of first level. 
It is also possible to more directly prove the estimate (1.4) for the @, , but 
that argument is no simpler. Furthermore, arguments imilar to the ones used 
here play a role in the sequel. 
To complete the proof, it remains to show that the inverse F(z) of a Iirst 
level formal meromorphic transformation F(z) is again a first level 
meromorphic transformation, and since this is equivalent o showing that the 
reciprocal of the determinant of F(z) is a (scalar) first level formal 
meromorphic transformation, we may restrict ourselves to the scalar case. 
Furthermore, writing a scalar F(z) as an integer power of z times a power 
series in z- ’ with non-zero constant term and observing that the inverse of 
the integer power is certainly of first level, we see that we may restrict 
ourselves to the case where F(z) is a scalar power series in z ~ ’ starting with 
one, in which case the same holds for the inverse F(z). If we assume for the 
moment that F(z) is of first level, then from above (with P(z) 3 1, hence 
!?(u) 5 0) we obtain in integral equation for F(U) 
!&A) = -Y(u) - j’ Y(u - t) p(t) dt. 
0 
If !PY(k)(~) is recursively defined (for 1 u 1 sufficiently small) by 
Y(‘)(u) = -Y(u), Yfk)(u) = -j” Y(u - t) !Pck-*)(t) dt, k> 2, 
0 
then it follows inductively that uYCk’(n) (for every k > 1) is analytic in the 
variable n’ld, for 1 u 1 small, and satisfies (for a suitably fixed constant c > 0) 
II ~(kYU)lI Q Ck Iu I kld-‘/I-(k/d)(k > 1, 1 u I small). 
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Hence the series 
P(u) = -f !ek)(u) 
k=l 
converges absolutely and uniformly for sufficiently small / ~1 (on the 
Riemann surface of the logarithm), and F(U) is a solution of the above 
integral equation. Furthermore, u!@(u) is analytic in the variable u”*, for / u 1 
small, hence we have an expansion 
e(u) = 5 fjuUjld-‘/r(j/d), 
and therefore p(z) = 1 + Cy Fjz-’ is of first level and the inverse of F(z). 
Suppose that we are given two essentially irregular singular meromorphic 
differential equations (0.1) and (0.3) which are formally meromorphically 
equivalent by means of a fixed first level transformation F(z) (i.e., F(z) = 
C Fjz-j satisfies (1.4) with the common value d = d, corresponding to (0.1) 
and (0.3); note that two formally meromorphically equivalent equations have 
the same Q(Z), hence the same value d,). We will in the sequel refer to these 
assumptions as our standard situation. 
In our standard situation, we associate with the first level formal 
meromorphic transformation F(z) = JJ Fjz-’ the function Y(u) defined by 
(1.5). Since Y(U) generally has a branchpoint at u = 0, we will always 
consider Y(U) on the Riemann surface of log u. At the moment, Y(u) is only 
defined for ) ~1 sufficiently small, but we will soon see that Y(U) can be 
analytically continued into a star-shaped region. 
Remark 1.2. We wish to emphasize that Y(u) is slightly different from 
the function denoted by the same symbol in [ 3 1. 
2. THE GLOBAL BEHAVIOR OF THE 
ASSOCIATED FUNCTIONS IN A SPECIAL CASE 
In this section, we shall see that the function Y(U) associated with a first 
level formal meromorphic transformation can be analytically continued 
along arbitrary paths avoiding certain cuts from the points (~j - A,)/d 
(j # k, 1 < j, k < I) to co. Hence in order to later have a clear range of 
definition for P(u), we consider the Riemann surface of log u together with a 
cut from each copy of a point (kj - A,)/d to co such that all cuts point away 
from 0, i.e., we cut along rays 
arg u = r 
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from (3Lj - I,)/d to co, where r~ = arg(Aj - A,) (j # k, 1 < j, k < 1). Every 
value 9 corresponding to one of these cuts will be called critical, and we 
label the critical values, using integer indices, such that 
rl y+l < V” for every integer V, vo ,< 742 < v-1. (2.1) 
For the time being, we shall restrict ourselves to what we call the 
normalized situation, where we in addition to our assumptions in the 
standard situation assume 
d=r and F(z)=Z+ f- Fkz-k. 
k=l 
PROPOSITION 1. In the normalized situation, the associated function 
Y(u) satisjies the integral equation (for ( u 1 sufficiently small) 
!Z’(u)(A, - u dZ) -A, !Z’(u) 
= B(u) -B(u) + j” {B(u - w) Y(w) - Y(w) i&u - w)} dw (2.2) 
0 
where uB(u), z&u) are entire functions of the variable u’ld, given by 
(2.3) 
(2.4) 
Furthermore, Y(u) may be analytically continued into the cut Riemann 
surface, and for every c > max{a, a’) (with a, a’ as in (O.l), resp. (0.3)) and 
every integer v 
Y(u) = Wv{cd lull>, rvtl c arg 24 < v,.’ P-5) 
Proof: Since F(z) in our normalized situation is a power series in zPi 
with Z as its constant erm, we conclude from (0.4) that Y= r, 6, = A,, and 
-(k-r)F,-,= i (A,-jFj-FjA;,-j), k>O 
j=O 
5 Note that throughout, if nothing else is said, statements on the asymptotic behavior of 
functions are always made for Iul+ 00 in the specified sector, and it is implicitly understood 
that estimates are valid uniformly in every closed subsector estricted by (u 1 > 1 u0 ( (for sectors 
of infinite opening the term closed subsector should be read as closed subsector of finite 
opening); the O-constants may, however, depend upon the choice of the subsector. 
FIRST LEVEL FORMAL SOLUTIONS 51 
(with Fe, = 0 for k > 0). Since for Re a > 0, Rep > 0 and arg u = arg w = 
arg(u - r-v) 
I 
u (U-w)a-l )$A-1 Ua+4-1 
0 r(a) WI dw=T(a -t/Q’ 
the above relation for the coefficients implies (2.2) by means of termwise 
integration (for ) u 1 sufftciently small). If we arrange the elements of Y(U) in 
any fixed, but arbitrary manner into an n2-vector v(u), then (2.2) may be 
written as 
C(u) l/l(u) = b(u) + j” K(u - w) ‘y(w) dw, (2.6) 
0 
with an n2-vector b(u) and n2 x n2 matrices C(U), K(u) which are all 
analytic on the Riemann surface of log U. Since V(U) is known to be a 
solution of (2.6) for 1 u 1 sufficiently small, we may as well write 
C(u) 'y(u) = &u) t j" q4 - w) v(w) dw, (2.7) 
9 
with u,, # 0 taken such that v/(w) is known to be analytic along the open line 
segment from 0 to uo, and 
b”(u) = b(u) +juo zqu - w) y(w) dw 
0 
(which is again analytic if u is not on the closed line segment from u to uo). 
For every point u where C(U) is invertible, we may regard (2.7) as an 
integral equation for I+?(U) = C(U) v(u) with kernel @u, w) = 
K(u - w) C-‘(w), and although R(u, w) has additional (integrable) 
singularities along u = w, the usual iteration method may be applied to give 
a unique analytic solution q(u) in a neighborhood of u. with a cut from no to 
0, which is the analytic continuation of C (u) v(u). 
The matrix C(U) is invertible except for those u where A, - u dZ and A, 
have a common eigenvalue. It may be seen from the existence proof of 
formal solutions given in [ 191 that (in the normalized situation) the eigen- 
values of A, equal r times the coefficients of the term z” in the polynomials 
q,(z),..., q,(z), and since we assume d = r, it follows that C(U) is invertible iff 
u # (3, -Q/d, 1 <j, k < 1. Hence V(U) is analytic on the cut Riemann 
surface of log u. 
To prove (2.5), consider a fixed integer V, and c as in the Proposition. 
From the definition of C(U) we observe 
-d-‘u-‘C(u)+ Z (u -+ co), 
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hence for sufficiently large p0 and 1 u I> p0 
II v(u)ll < II C- ‘WI II WI w(uIl < 2d-‘p,’ II C(u) w(u)ll. 
Since for every sufficiently large k we have llAk/l < ck, we see from (2.3) 
that z&(u) is entire in the variable u”~, and 
B(u) = O(exp{cd 1241) in every fixed sector S. 
The same arguments apply to B(u), and therefore (with sufficiently large 
P > 0) 
IIK(u)ll </iluI1’d-l exp{cdluj} in S. (2.8) 
If we take u,, with 1 u,,I = p,,, qV+ I + 6 ,< arg z+, = y ,< v, - 6 (with sufficiently 
small 6 > 0) and integrate from U, to u (with I UI > ) ~~1 and argu = 
argu, = y) along a straight line, then 
K(u - w) y(w) dw 
Ii 
<i?!?,” +, -,)‘ld-’ exp(cd@ - x)} (j C(xeiY) w(xe’)‘)[l dx (2.9) 
0 00 
with p = I u 1. Given E > 0, we take p. > 2/?/(&d) and write 
Y@) = exp{--Cdpl II WY) w@eiyN 
Since 
with suitable a > 0 depending upon the (fixed) p. but not upon y = arg uo, 
provided qV+, + S < y < qV - 6, we have 
y@)<a+e 
! 
-’ @-x)“d-‘y(x)dx,p>po. 
PII 
Rewriting this as an integral equation (with 0 < g@) < 1) 
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Y"@> = @a) jIo @ - x> ‘ld- ‘y,_,(x) dx (v > l), 
is the unique solution of the integral equation. Inductively one can show that 
which implies (2.5). 
Remark 2.1. With easy variations of the foregoing proof, one could 
also have shown that Y(U) can be analytically continued along arbitrary 
paths crossing the cuts made above, provided the points (;li - I&/d, j # k, 
1 & j, k < 1, are avoided. Furthermore, one can obtain an estimate of the 
form (2.5) for every fixed analytic continuation of Y(U), as u -+ co in 
arbitrary sectors not containing a singularity of Y(U). We do not, however, 
make use of this here. 
3. THE BEHAVIOR OF THE ASSOCIATED FUNCTIONS IN THE GENERAL CASE 
We now consider the function Y(U) associated to a first level formal 
meromorphic transformation in the standard situation, and we will show that 
these functions have all the properties tated in Proposition 1, except for the 
integral equation (2.2). To do this, we first prove a lemma which enables us 
to transfer properties of the associated functions in the normalized situation 
to the standard situation. 
LEMMA 2. Suppose that F(z) = Ck F,zPk is a formal meromorphic 
transformation such that for Jxed rational d > 0 the series (1.5) converges 
for 1 u 1 suflciently small. Furthermore, for distinct complex numbers A, ,..., 1, 
(1 > 2), assume that Y(u), defined by (1.5), may be analytically continued 
into the Riemann plane with cuts corresponding to A, ,..., A, (as described in 
Section 2), such that (2.5) holds for every integer v and some fixed c > 0. 
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Finally, assume T(z) = Ck Tkzmk (T-, = 0 for suflciently large k) 
convergent for /zI > p > 0, and define formally 
g(z) = T(z) F(z) (resp. f(z) = F(z) T(z)). 
If we write f(z) = Ck Fkz -k, the series 
ecu, = f Fk u&‘~- ‘/T(k/d) (3.1) 
converges for IuI suficiently small, and p(u) may be analytically continued 
into the cut Riemann plane, such that for every integer v and 
c” = max(c, p + E) (with arbitrarily smalf E > 0) 
~~u>=~(exP{~dlJul~), vv+l <argu <r,. (3.2) 
ProoJ We restrict ourselves to the case F(z) = T(z) F(z); the second 
case may be reduced to the first one by considering the transposed matrices. 
Since every T(z) as above may be written as a product of a power series 
in 2-l without constant erm times a scalar integer power of z, and since it is 
possible to replace the integer by any larger one and still have such a 
factorization, it is sufftcient o consider the following two cases: 
(a) Let T(z) = zkoZ, for some integer k, > 0, and assume that k,/d = ,q, is 
integer. Then 
hence 
Fk=Fk+k 0 for every integer k, 
m 
q(u) = f’ 
k=x+ 1 
Fku k’d-““-l/l-(k/d-p,,) 
Y(u) - + 
k%I 
F,u ‘ld-‘/r(k/d)) , 
hence the analyticity of p(u) in the cut Riemann surface is obvious, and to 
obtain (3.2) one may use Cauchy’s integral formula plus (2.5). 
@) Let T(z) = CT=, T,z -k, then for every k > 1 
k-l 
I;;, = x Tk_jFj = x Tk-jFj + x Tk+jF-1, 
i j=l I?0 
and the second sum contains only finitely many non-zero terms, the number 
of which is independent of k. 
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Defining 
@j(u) = ‘f Tk+ju”‘“-‘/r(k/d) 
k=l 
then for ] U] sufficiently small, where termwise integration is justified 
(compare the proof of Lemma l), we have 
P(u) = (” Qo(u - w) ‘P(w) dw + x Qj(u) Fpj. (3.3) 
0 .i>o 
In the same manner as for uB(u) in Proposition 1 we find for every j > 0 
that Z&~(U) is an entire function of the variable ulid, and since I? > p, then 
Qj(u) = O(exp{Ed ]u]}) in every fixed sector S. 
Therefore (3.3) yields the analytic continuation of p(u), and (3.2) may be 
proven by estimating the convolution integral and using (2.5). 
PROPOSITION 2. In our standard situation, the associated function Y(u) 
defined by (1.5) may be analytically continued into the cut Riemann plane, 
and for every c as in Proposition 1, it satisfies (2.5). 
Proof. First, to see that it suffices to prove Proposition 2 if d is natural, 
let 
d = plq; p, q relatively prime natural numbers, q > 2. 
Making a change of variable z = iq, we obtain another standard situation 
with qd = p instead of d, and we see that the formal meromorphic transfor- 
mation R’(i) = Ck Fkfmk, with 
@k = Fk,q if q divides k 
=o otherwise, 
is again of first level. Since according to its definition the associated 
functions to F(z) esp. P(2) can be seen to coincide, and since the numbers 
a, a’, A , , . . . , A, have to be replaced by a’lq, &‘jq, qA, ,..., q;1,, resp., when making 
that change of variable, it can be seen that Proposition 2 follows for a 
rational d > 0 once it is proven for natural d. 
Now assume that d is natural, and also that p(z) in (1.2) is identically 
zero (otherwise, apply a scalar exponential shift to both equations (0.1) and 
(0.3) which removes exp{ p(z) z tdl+ ’}Z but does not influence the associated 
function). In this case, d may be seen to be the Poincari rank of the formal 
meromorphic anonical form introduced in [6, Part I], hence r 2 d. If in fact 
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r > d, then there exists a proper meromorphic transformation x = T(z)A! such 
that zJ’ = a(z)? has Poincare rank i = d (take a sufficiently long, but finite 
part of the formal meromorphic transformation taking (0.1) into its formal 
meromorphic canonical form). If r = d, then let T(z) = I. The formal 
meromorphic transformation T-‘(z)F(r) then is again of first level (due to 
Lemma 1) and may be factored 
T-‘(z) F(z) = P(z) F(z) 
with a proper meromorphic transformation F(z) and F(z) = I + JJF Fkz -k. 
Hence if we define 
B(z) = F-‘(z) A(z) P(z) - zP-l(z) P(z) 
= F(z)K(z) P(z) + zF(z) F-‘(z), 
then the triple (a(z), B(z), P(z)) satisfies the assumptions made in our 
normalized situation. Therefore, according to Proposition 1 the associated 
function to F(z) is analytic in the cut Riemann plane and satisfies an 
estimate analogous to (2.5). But since 
F(z) = T(z) p(z) F(z), 
a twofold application of Lemma 2 yields the same for the associated function 
to F(z). 
Remark 3.1. It is easy to see from the proofs of Proposition 2 and 
Lemma 2, that using Remark 2.1 an analogous result may also be proven in 
the standard situation on the analytic continuation of Y(U) across the cuts 
and its behavior near co. 
4. SECTORIAL TRANSFORMATIONS GENERATED 
BY AN ASSOCIATED FUNCTION 
In our standard situation, given an arbitrary sector S = S(a,/?) = 
{z; 01 < arg z < ,/3, )z 1 > max{a, 6) }, we call a function F(z; S) which is 
analytic in S a sectorial transformation corresponding to F(z) and S, if 
zF’(z; S) =A(z) F(z; S) - F(z; S)A’(z), z E S, 
and 
F(z; S) z F(z) in S. 
Furthermore, we define real numbers t, by 
q, + dz, = 742, for every integer v, (4.1) 
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(where qV is the vth critical value, defined previously), and we mention that 
the rays arg z = r, are precisely those at which Re((;lj - IZ,)zd) = 0 for at 
least one pair j # k, 1 < j, k < 1; i.e., the values r, are precisely the Stokes’ 
directions offirst level which have been considered in [l-3]. 
With these notations we prove that Laplace integrals of an associated 
function give rise to sectorial transformations in sectors bounded by first 
level Stokes’ rays: 
THEOREM 1. In our standard situation let F(z) denote the given first 
level formal transformation from [A] to [A’], and let Y(u) denote the 
associatedfunction. For arbitrary integers v and n E (n,, , , n,), let 
F,(Z) = c F-,zi + Tffl” Y(u) emZd” du 
DO 
(4.2) 
(integrating along arg u = n), for z in that part of the sector 
S, = {z; rv - n/d < arg z < r,, 1 } 
where (Re(# eiV))‘ld > max{a, Z}. 
Then F,(z) can be analytically continued onto the whole Riemann surface 
of log z (for ] z ] > max { a, C}) and satisfies for those z 
zF;(z) = A(z) F,(z) - F,(z) d(z). (4.3) 
Furthermore, for every 6 > 0 there exists a K = K, > 0 such that for every 
integer k > 1 
II c 
zk F,(z) - c Fjz-’ 
Jll 
< KkI(k/d) (4.4) 
j(k- 1 
for 1 z ( > 6 + max{a, C}, t, - n/d + 6 < arg z < t,+ 1 - 6. 
Remark 4.1. Let m be the largest natural number such that t,,- , < 27~. 
Then we recall from [2] that 
r v+m =5,+27r for every integer v. 
Since r E (v,+ r, v,) iff II - 2dn E (I]“+~+, , v,,,) and Y(uezd”‘> = ‘Y(u), we 
conclude from (4.2) by means of a change of variable 
F”+,,,(z) = F,(ze-*“‘) for every integer v. 
Proof. First note that (4.3) is a homogeneous linear differential equation 
for the components of F,(z) with a coefficient matrix which is analytic for 
(zl > max{a, Z}. Hence the analytic continuation of F,,(z) as stated is 
automatic, once it is proved that (4.3) holds for those z where (4.2) applies. 
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To prove (4.3), we first consider what we called our normalized situation. 
In this case, d = r and & =A,,, and (since termwise integration of (2.3) resp. 
(2.4) is justified) we have 
z-‘A(z)=A,+ jm(*)B(u)e-zdudu, 
0 
Z-‘A”(z)=A,+ jmcn’&u)~-zdUdu, 
0 
for z such that (Re(zd e”‘))‘ld > max{a, a”}. Hence from (2.2) and the 
convolution formula for Laplace integrals one obtains (4.3) in the 
normalized situation. 
To show that (4.3) extends to a standard situation it is, according to 
the proof of Proposition 2, sufficient to show that (4.3) remains true 
whenever we make a change of variable z = iq (with q as in the proof of 
Proposition 2), or apply a scalar exponential shift to both (0.1) and (0.3), or 
apply a proper meromorphic transformation to either (0.1) or (0.3). In the 
first case we saw that Y(u) was not affected by the change of variable, hence 
from (4.2) we obtain that F”(z) goes into E;,(z”q), and therefore (4.3) remains 
valid. In the second case, neither V(U) nor F,(z) is affected and again (4.3) 
remains true. In the third case, F(z) is formally multiplied on the left (resp. 
the right) by a proper meromorphic transformation T(z), and it is sufficient 
to show that I;,(z) is multiplied on the left (resp. right) by T(z). This can be 
easily done by considering two cases as in the proof of Lemma 2 and 
another application of the convolution formula. 
Finally, to prove (4.4), observe that for sufficiently large c, > 0 
Hence for 0 < c, ) u ( ‘ld ,< l/2, 
Ii Y(u)- x Fjujld-’ I<j<k-1 lW4 /( < c: I u Ikld- ’ 
for every k > 1, while for l/2 < c1 1~1”~ < co, arg u = Q- (observe (2.5)) 
Y(u) - c Fjujid-’ r ’ d) 
l<j<k-1 
/ (J/ I/ 
,< (I Y(u)ll + 2 c( Juljldpl <K, ecdlu’ + K,c: 1~1~‘~~’ 
I<j<k-I 
for c as in (2.5) and sufficiently large constants K, , K,, c, > 0 (independent 
of k), and k > 1. Therefore, for v E (q,+, , v,) and Re(zd ei”) > cd (with K, = 
max{l,K,}, c3 = max{cl, c,}) 
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II F,(z) - c Fjz -j j(k-1 II 
Ill 
m(v) = e-‘d”(Y(u) - c FjUj’d-l/T(j/d)) du 
0 l<jGk-1 
s 
co 
<K, exp ( (cd - Re(zd e’“))x} dx 
(Zc,) -d 
I 
cc 
+ Z&c: xkid-’ exp{-x Re(zd e”‘)} dx 
0 
K, 
= Re(zd ei”) - cd 
exp{(cd - Re(zd eiV))(2c,)-d} 
+ K3c:(Re(zdei”))-k’dr(k/d), k> 1. 
For arbitrarily fixed 6 > 0 (small enough), if we restrict to z such that 
additionally 
(-q - z/2)/d + 612 < arg z < (-v + n/2)/d - 612, 
then for sufficiently small c, > 0 we have 
Re(zd e”‘) > c, ]z Id, 
Hence if we observe for arbitrary nonnegative real a, x 
x”eex < aa eCa 
and use Stirling’s formula, then there exists a constant K such that for z with 
arg z as above and ]z ( > c; ‘ldc 
FjZ-’ ~ KkT(kld), k> 1. 
All the constants selected, except K, (and hence K) can be taken to be 
independent of q, and K, can be taken independent of II, too, provided 
rt E [?“+I + 6 d/2, q,-- 6 d/2]. Therefore the final estimate is valid for 
( z ) > c; ride and (observe (4.1)) 
6 + r, - n/d < arg z < r,+ , - 6, 
and by possibly enlarging K, it is easy to extend the estimate to every z as 
described in the Theorem. 
Remark 4.2. F. Nevanlinna [ 151 showed that a function satisfying an 
estimate (4.4) in a sector of opening at least n/d, is uniquely determined by 
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its asymptotic. Hence, given a first level formal meromorphic transformation, 
there is exactly one sectorial transformation F,(z) (for every integer V) 
satisfying (4.4), and it may be represented by means of a Laplace integral of 
the associated function. 
If d = 1, then Y(U) is analytic at u = 0, hence according to well-known 
results, F,(z) may be represented by means of a convergent (generalized) 
factorial series (compare, for instance, [ 191). Even for general d, the first 
level formal meromorphic transformation may be represented as a linear 
combination of factorial series, and we shortly indicate how to proceed. For 
details we refer to [3], Section 5, where the special case of a first level formal 
solution has been treated (recall, however, from Remark 1.2 that the 
definition of Y(U) in [3] differs slightly from the one used here). 
Let p, q be relatively prime natural numbers, with d = p/q, and define 
~j(~) = ~ Fkp-juqk-‘/T(qk), O<j<p-1. (4.5) 
k=l 
Then for every j, 0 < j < p - 1, it may be seen that cPj(u) is analytic in a U- 
plane with cuts analogous to the ones used on the Riemann surface, and for 
every integer v and every c > max(a, d) we have 
Furthermore, one can prove 
F,(z)= c Fk~-k 
k<O 
rPj(u) exp(--uzd} du, 
for v E (a,+ 1 9qV), z E S, with (Re(zd eiV))‘ld > max(a, a-}. Then by a result 
to be found in [ 191, every integral can be represented as a generalized 
factorial series. Altogether, this yields 
THEOREM 2. In our standard situation, let p, q be relatively prime 
natural numbers with 
d = p/q. 
Then for every fixed integer v, the sectorial transformation F”(z) may also be 
represented as 
P--L B$‘(o) k! 
F,(z) = c Fkz-k + c ‘j kzo z”(zd + w) . . , (zd + km) 
k<O j=O 
(4.6) 
where the series are absolutely convergent for every z E S, with 
(Re(zd ein)) l/d > max (a, ci}, rl E @I,+ 13 69 and co= IwI e-‘q+““, 10) 
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sr@ciently large; the coeflcients B?‘(W) are polynomials in o of degree at 
most j and can be recursively calculated in terms of the coe~cients of F(z). 
5. FORMAL SOLUTIONS OF FIRST LEVEL 
In [l-3], formal solutions of first level have been introduced. In 
particular, we recall the following characterization of these objects from [3]: 
Given a meromorphic differential equation (0. 1 ), an expression of the form 
H(z) = F(z) G(z) t more precisely, a pair (F(z), G(z)) is called a first Zevei 
formal fundamental solution of (0. l), iff the following two conditions hold: 
(i) The matrix G(z) is analytic and invertible for jz 1 suflciently large (on 
the Riemann surface of the logarithm), and its logarithmic derivative 
G’(z)G-‘(z)=z-‘A”(z) (5.1) 
is meromorphic at z = 00. Furthermore, there exists a matrix of the form 
Q,(z) = P(Z) z I@+ ‘J + d- lhZd, (5.2) 
where p(z) is a polynomial in z, d a positive rational and 
.4 = diag[il,Z, ,.. ., I,Z,,] (5.3) 
with 12 2, natural numbers  , ,..., sI, C sk = n, and distinct complex numbers 
A , ,..., I,, such that for every su~cient~ small E > 0 
[Wex~H?&)l] *’ = otexpi]z\‘?) in S(-~0, cx3). (5.4) 
(ii) The formal meromorphic transformation F(z) formally satisfies (0.4) 
with x(z) as in (5.1). Furthermore, there exist real number? 
O<EI@<a~<“.<a,-,<27r; 
and sectorial transformations Fe(z),..., F,,,-,(z); F&z) = F,(zeV2”‘) 
corresponding to F(z) and the sectors &‘(a-, , a,),..., S(a,-,, a,); 
StaN- L, OtN+ I>9 rev.,7 such that for every tt, 1 <p < N, the constant, inver- 
tible matrices WP, de~ned by 
F,-,(z)G(z)=F~(z)Gtz) W,, (5.5) 
’ See 121 for a discussion of the possible numbers a,.. 
’ By this we mean for v = O,..., IV, zF:.(z) = A(z)F,.(z) - F,.@)~(z), x(z) as in (5. I), and 
F,.(z)zzF(zf in .%-,,a,.+,). 
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have ~-matrixes along the Bock-diagonal, when blocked according to the 
block structure of A. 
Remark 5.1. It has been shown in [3] that the quantities p(z), d, and A 
are uniquely determined by A(z) and coincide with the ones in (1.2); 
fu~hermore F(z) was shown to be a formal meromorphic transformation of 
first level from (0.1) to z.C’ =x(z)x’ with A”(z) as in (5.1) (i.e., with coef- 
ficients satisfying (1.4)). We are going to prove in this Section that this 
property of F(z) alone may replace condition (ii) in the above definition of 
first level formal solutions. As the main technical device used in the proof, 
we first state 
LEMMA 3. Let F(z) be a Jirst level formal meromorphic transformation 
from [A] to fJ] (in the standard situation). Let X(z), resp. x(z), denote 
fundamen~aI solutions for [A], resp. [x], and assume that they satisfy for 
su&?iciently small E > 0 
l~tz)exp~-Q,t4~1*’ = otexp{lztd-% in S(-~0, co), 
I-@> exp~-Q,(z)~lfi = o(exp~lzld-‘}) in S(-co, 03), 
with Q,(z) as in (5.2). Then F(z) converges for su$%ziently arge Iz I. 
Remark 5.2. The above conditions on the growth of X(z) and &r) may 
be seen to ~uivalently mean that the proper invariants (i.e., the Stokes’ 
multipliers of the normal solutions) of both equations [A] and ]A”] are 
blocked diagonally according to the first level block structure (compare [2]). 
Hence to verify these conditions, it is sufficient to check them in a sector of 
finite opening (which may be explicitly given in terms of Q,(z)) rather than 
on the whole Riemann surface. 
Proof: With F,(z) as in Theorem 1, define 
X,(z) = F,(z) A?(z). 
Then obviously for every integer v 
[~,(z)ew~-Q,(z)~l** = otewIIzid-“~> 
If we take constant invertible matrices C, such that 
qz> =X(z) c,, 
then for every integer v 
exp{QAz)l C,exp{-Q,(z)1 = Ww{14d-El) 
in S,. 
in S,. 
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Using (5.2) and blocking C, = [Cl::] in the block structure of A, we see that 
this holds iff 
exp{ (Al - A,) zd/d) Cj: + 0 in S,., for every j f k. 
Since S, has opening larger than x/d, this holds iff C, is diagonally blocked, 
hence commutes with Q,(z). Consequently under our assumptions 
PGtz) evl-Q,Wl*’ = Ww~14d~EI) in S(-co, co), 
hence for every sufficiently small E > 0 
F,(z)*’ = [X~(z)F’(z)]*’ = O(exp{/z/d-E{) in S(-co, 03). 
Defining for arbitrarily fixed integer v 
T(T) = I;;(z) - x i”g -.j, 
.i<O 
.F= Zd, 
we have for every sufficiently small E > 0 
T(Z) = O(exp(lz’l’--E]) in S(-~73, co), (5.6) 
and from (4.2) we obtain for q E (?,r,+ , , n,) 
T(f) = i,om(*) Y(u) e-“‘ du (5.7) 
for F such that dr, - n < arg z” < dr,, I) (Re(.ZeiV)) >p = max(u!, a’d} (and 
the Laplace transformation converges absolutely). Without loss of generality, 
assume that r = 0 (otherwise make another change of variable). Then for 
positive real u 
for every fixed c > p. Since T(f) = O(? ‘) if dz, - n < arg 2 < dr,, 1 and 
since by means of (2.2) (note that we assume r = 0) 
dz, - x < -42, dz,, , > $2, 
we have 
euiT(zT dz” = 0. 
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Furthermore, using (5.6) one can show that integrals over euiT(zT taken 
along the part of the circle ],?I = R in the second and third quadrant tend to 
zero as R + co. Therefore one obtains (compare also [9, Kap. 4, Sect. 71) 
Y(u) = -& 1 eU’T(f) d,?, arg u = 0, 
Y 
where the path of integration y follows the ray arg f= --71 from co to some 
point with modulus R (sufftciently large), then on the circle ]z”] = R to the 
point with argument R, and back to co along the ray arg .?= Z. However, 
from this representation of Y(U) one can, by turning the path of integration, 
easily conclude that Y(U) does not have singularities other than at 0 and co. 
Therefore the estimate (2.5) holds in S(-co, co), hence a change of n in 
(4.2) results in the analytic continuation of P,(z). This shows, that the 
sectorial transformations F,(z) do not depend upon v and are single valued 
due to Remark 4.1, hence are asymptotic to F(z) in a full neighborhood of 
co. Therefore F(z) necessarily converges for /z] sufficiently large, and 
F,(z) = F(Z) for every integer v. 
THEOREM 3. Let F(z) be a first level formal meromorphic transfor- 
mation from [A] to [I] (in the standard situation) and assume that [x] has 
a fundamental solution G(z) satisfying (5.4) for every sufficiently small 
E > 0. Then 
H(z) = F(z) G(z) 
is a first level formal fundamental solution of [A]. 
ProojI We recall from [3] that every equation having an essentially 
irregular singularity at z = co has a first level formal fundamental solution. 
Hence let 
A(Z) = P(z) c?(z) 
be any first level formal fundamental solution of (0.1) and define 
z-‘A(z) = G’(z) G-‘(z), p(z) = E- ‘(z) F(z). 
Then according to Lemma 1, the formal meromorphic transformation P(z) is 
of first level (compare Remark (5.1) to see that E(z) is of first level), and 
from the definition 
z&z) = A(z) F(z) -P(z) K(z). 
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Since G(z), G( ) z are fundamental solutions of zi’ = A(z)?, z? = A(z)?, 
resp., which satisfy the assumptions of Lemma 3, we conclude that f(z) must 
be convergent for JzJ sufficiently large. Therefore 
G(z) = F- ‘(z) G(z) 
is a fundamental solution of (0.3) and obviously 
[G(z) ed-Q,(z)Il*’ = o(exp{lzld-EJ) in S(-co, co) (5.8) 
for every sufficiently small E > 0. If C is constant, invertible, such that 
G(z) = G(z)C (note that both G(z) and G(z) are solutions of the same 
equation), then from (5.4), (5.8) we conclude for every sufficiently small 
E>O 
expiQl(z>lC expl-Q,(z)1 = O(evllzld-“l> in S(-co, co). (5.9) 
Blocking C according to the first level block structure (i.e., the block 
structure of A) we see (compare also the proof of Lemma 3) that (5.9) holds 
iff C is diagonally blocked. Combining these formulas, we find 
H(z) = F(z) G(z) = P(z) F(z) i?(z)C 
= E(z) G(Z)C. 
It is obvious from the definition that G(z)C (since C is diagonally blocked) 
satisfies all the requirements for P(z) (d(z)C) to be a first level formal 
fundamental solution, and since F(z) G(z) is just a different factorization of 
m WJ ( corn P are [2, Sect. 2]), we find that H(z) = F(Z) G(z) is a first 
level formal fundamental solution of (0.1). 
Remark 5.3. The proof of Theorem 3 may easily be seen to yield the 
following statement, which completely characterizes the degree of freedom in 
choosing a first level formal fundamental solution: 
Let H(z) = F(z) G( z ) and l?(z) = E(z) G(z) both be first level formal 
fundamental solutions of a given equation (0.1). Then there exist a constant, 
invertible, diagonally blocked C and a proper meromorphic transformation 
F(z) such that 
F(z) T= P(z) P(z), G(z) = F- ‘(z) G(z)C. (5.10) 
Conversely, if A(z) = E(z) G( z ) is a first level formal fundamental solution, 
and F(z), G(z) are defined by (5.10) (with C, p(z) as described above) then 
H(z) = F(z) G(z) is again a first level formal fundamental solution. 
We wish to emphasize that as the main result of this paper, first level 
formal solutions may now be characterized as follows: 
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THEOREM 3’. Given a meromorphic dlflerential equation (O.l), an 
expression of the form H(z) = F(z) G( z ) is a first level formal fundamental 
solution of (0.1) iff G(z) satisfies condition (i) (see above), and F(z) is aJirst 
level formal meromorphic transformation satisfying (0.4) (with x(z) as in 
(5.1)). 
6. AN EXAMPLE AND A COMPARISON 
OF OUR RESULTS WITH THE CLASSICAL METHODS 
The procedure of trying to use the formal solution of a differential 
equation to construct convergent Laplace integrals or factorial series has 
been investigated in various degrees of generality by Horn [ 10-121, Birkhoff 
[7], Trjitzinsky [17], Turrittin [18], and Kohno and Ohtomo [14]. In all 
these traditional approaches, the basic idea has been to “sum” the formal 
series in one-step as a convergent Laplace integral or factorial series. Trjit- 
zinsky [ 171 indicated that such a procedure cannot always (i.e., in the most 
general case) succeed in obtaining the actual solutions. But an example of a 
differential equation he proposed to have this property was later shown by 
Turrittin [ 181 to have solutions which can be summed in one step. Our 
objective here is to present the following example of a differential equation 
for which the formal solution cannot be summed in one step, but may be 
summed in two steps according to our theory. 
Consider the five-dimensional system of differential equations 
zx’ = 
z2 0 0 00 
0 E2Z2 0 00 
0 0 &Z200 
0 0 0 zo 
Z &I E2Z 1 0 1 4 E = e2ni/3. (6.1) 
One can easily verify that a formal fundamental solution of (6.1) is given 
by 
[ 
1 
0 
H(z) = 0 
0 
f(z) 
0 
0 
0 
f@Z) 
0 
0 
0 
f (E2Z) 
0 
0 
0 
1 
h?(Z) 
0 
0 
0 
0 
1  
x exp{diag[z’/2, e2z2/2, sz*/2, z, I]} 
= F(z) ewiQ(z)L (6.2) 
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with formal power series 
f(z) = g ;$t+:/) z-2k-1, 
g(z) = 2 T(k) z-~. 
(6.3) 
(6.4 ) 
Clearly the iterated block structure consists of two levels d, = 2 and d, = 1, 
and the formal series F(z) may be factored as F(z) = T(z) F(z), 
1 0 0 0 0 
0 
[ 0 
1 0 0 0 
T(z)= 0 1 
00, 
0 0 0 1 0 
f(z) f@) m24 0 1  
1 
0 
P(z) = i 0 
0 0 0 0 
1 0 0 0 
0 1 
0 0 0 
0 0 I , 
1 0 
0 0 0 g(z) 1 
(6.5) 
(6.6) 
By straightforward calculations, one may check that T(z) is a first level 
formal meromorphic transformation from (6.1) to 
(6.7) 
and (6.7) has the formal fundamental solution 
l?(z) = F”(z) exp{Q(z)}. 
Defining 
0 
0 
0 
0 
G(u) 
0 
0 
0 I 
0 
0 1 
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we obtain an actual fundamental solution G(z) of (6.7) by 
p(u) e-‘” du 
i 
(exp Q(z)} 
for arbitrarily fixed q& 0 mod 2n. The solution G(z) may be easily seen to 
satisfy condition (i) (Section 5), if we take 
d = 2, p(z) is 0, A = diag[ 1, E*, E, O,O], 
hence I = 4, s, = s2 = s3 = 1, s, = 2. Therefore, 
l?(z) = T(z) G(z) (6.9) 
is a first level formal fundamental solution of (6.1), and according to our 
results the corresponding normalized sectorial transformations are given by 
(6.10) 
with r E (v~+~, v,), arbitrary integer V, and 
Y(u) =-f T,uk”-‘Ii-(k/2) (6.11) 
I 
(note that the critical values v, could be explicitly given, but we will not 
need to know them here). Since the coefficients Tk of T(z) are of the form 
T2k = 0 (k> 11, 
T 2k+l = 
we find (using ZJ2k + 1)/(2kr(k + 1) T(k + l/2)) = 2k/T(1/2), k > 0) 
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Since Y(U) (aside from u = 0) has finite singularities only at the points 
u = l/2, s/2, ,?/2, we see that in (6.10) one may perform the analytic 
continuation of F,(z) (for fixed integer v) by variation of q, as long as we 
avoid the rays argu = 2kn/3 (for arbitrary integer k). Therefore it can be 
seen for every fixed v that the matrix F,(z) is asymptotic to T(z) in a sector 
of opening 5n/6. 
So far, we have seen that in our example, the formal solution (6.2) may be 
summed in two steps. If we would try to sum it in one step, we would have 
to divide the coefficients of F(z) by T(k) in order to obtain a series with 
positive radius of convergence. Doing so, we obtain 
Uk-l 
‘j$)= 5 F,---: 
k=l r(k) 
with I+?(U) as above, and 
g(u) = eu2/*. 
But since for arbitrary q, at least one of the components Q(U), E*$(E*u), 
E$(EU) grows like exp{/ u I’), we see that the integral 
5 
co(?l) 
!P(u) eezU du 
0 
fails to converge for every real q. By a more indirect argument, one can also 
see that it is not possible to sum F(z) in one step by dividing Fk by T(k/d) 
with 0 < d < 1, since then an integral (4.2) would be asymptotic to F(z) in a 
sector of opening n/d > R, whereas one may see from the results above that 
57c/6 is the maximal opening of a sector where solutions asymptotic to H(z) 
can exist. 
To compare our results with the classical ones mentioned above, we first 
recall the typical setting for these results. Consider formal fundamental 
solutions of the (classical) form 
H(z) = F(z) zL exp1Q(z)l 
with a formal meromorphic transformation F(z), a constant matrix L, and 
Q(z) as in Section 1. In particular, if Q(Z) satisfies (1.2) (which can be 
arranged by a reordering of the columns of H(z)), then the most general case 
in which any one of the authors listed above succeeds in summing at least 
part of the formal solution is as follows: 
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Suppose that for some fixed j, 1 < j < 1, all the polynomials in the jth 
block of Q(z) coincide (when Q(z) is blocked according to the structure of 
A). This is the same as saying that those qk(z), 1 < k ,< it, which satisfy 
qk(Z) = p(z) ZLdl+ ’ + d- ‘Zdlj + O(Zd), 
coincide completely. In this case, the jth column block of H(z) can be 
summed using Laplace integrals or factorial series (compare in particular 
[lg, 141). 
Under this assumption, it may be seen from [3], Lemma 2 resp. its proof, 
that there exists a first level formal fundamental solution whose jth column 
block coincides with the jth column block of the formal fundamental 
solution H(z) (of the usual type), hence our results for first level solutions 
contain the ones for the usual type formal solutions. 
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