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Abstract
We explore the problem of making two matrices similar while at the same time
submatrices are similar. An approach is adopted based on ideas from state variable
feedback and control theory resulting in an easily implementable solution to the
problem. The method is perfectly general and puts no constraints on the matrices
other than they are real.
1. Derivation
We consider the problem of nested similar matrices
1
. We begin with a given A and
B, real n× n, we want B similar to A, i.e.
B = NAN−1 (1.1)








with a11 1× 1, aT1 1× (n− 1), a2 (n− 1)× 1, A22 (n− 1)× (n− 1), and similarly
for B we want B22 similar to A22, i.e.,
B22 = MA22M
−1 (1.2)
We want to explore the conditions under which this is possible, i.e. that matrices
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We take it that A and M are given and that we have to find b11, b
T
1 , b2 (and thus
B22)and n11, n
T
1 , n2, N22. We begin by writing the equation for the (2, 1) blocks in
(1.3):















This defines b2 in terms of n11, n2 and N22. Note that we choose
n11 6= 0 (1.7)
We now look at the (2, 2) block in (1.3)
n2a
T














































To address the solution of this we write the N22 in terms of its columns.
N22 = [(N22)1, (N22)2, . . . , (N22)n−1] (1.11)
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and rewrite F in terms of its columns as
F = [(F )1, (F )2, . . . , Fn−1] (1.14)



















n = f (1.16)
Now, as will be shown later, the (n − 1)2 × (n − 1)2 matrix on the left hand














in common. Hence we invoke state variable feedback theory [1] provided (A22, a2)




















desired eigenvalues, subject only to complex pairing (since the matrices are real).
We specify any n11 6= 0 and select nT1 accordingly.












Having specified n11 and completed n
T






values in common, all we need to do now is choose n2,[(n− 1)× 1], so that F 6= 0,
i.e. f 6= 0 in (1.16). We then solve (1.16) for n, i.e. for N22 from (1.12).
We have now got n11, n
T
1 , n2 and N22, i.e. we have the n× n matrix N .
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Note that we have b2 from equation (1.6)
Finally, we solve for b11 and b
T












The first row of BN is the first row of NA. This concludes the solution. It is worth
highlighting
2
that in many applications the matrix A may be assumed to have n dis-





the same characteristic polynomial. Note we make use of the observation that
b11 = a11 when a solution exists. The characteristic polynomial condition in this









for j = 0, 1, ..., n− 2. From such a formulation a simple solution can be seen in the
form of B22 = MA22M
−1, bT1 = a
T
1M
−1, b2 = Ma2.
2. EXAMPLE
We assume A and M are given. In this example
A =
 1 5 −35 −4 15
−7 2 9
 ,M = [ −5 6
23 −5
]
where M has been chosen to be invertible. Next we specify any n11 6= 0 and select
nT1 accordingly.
So let us arbitrarily choose n11 = 5










Examination of the corresponding eigenvalues confirms the appropriateness of this












We use F then to solve (1.16) for n, i.e. for N22 from (1.12).
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We have now got n11, n
T
1 , n2 and N22, i.e. we have the n × n matrix N having
checked that detN 6= 0. N in this case is revealed as
N =
 5 3 −75 −0.63703 −1.66247
6 11.07589 −15.44987

We calculate b2 from equation (1.6) and the remaining unknown elements of B from
(1.20)
This reveals B as
B =
 1 12.379 0.350834.62494 −2.85841 0.76991
−32.07305 56.54867 7.85841

and concludes the calculation.
In summary this worked example demonstrates how for a given A and M the
method described in this paper provides a means for calculating B and N such
that:
B = NAN−1 (2.1)








with a11 1 × 1, aT1 1 × (n − 1), a2 (n − 1) × 1, A22 (n − 1) × (n − 1), that B22 is
















To simplify the notation let’s write this as [I ⊗ P −Q⊗ I].
Now let Vi be an eigenvector of P belonging to the eigenvalue λi and Wj be an
eigenvector of Q belonging to the eigenvalue ρi. Now consider
[I ⊗ P −Q⊗ I] [Wj ⊗ Vi] = [I ⊗ P ] [Wj ⊗ Vi]− [Q⊗ I] [Wj ⊗ Vi]
= [IWj ⊗ PVi]− [QWj ⊗ IVi]
= [Wj ⊗ λiVi]− [ρiWj ⊗ Vi]
= (λi − ρi) [Wj ⊗ Vi]
Therefore Wj ⊗ Vi is an eigenvector of [I ⊗ P −Q⊗ I] belonging to the eigenvalue
λi − ρi. A matrix is singular if and only if it has 0 as an eigenvalue. Therefore
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[I ⊗ P −Q⊗ I] is nonsingular if and only if P and Q have no eigenvalues in com-








have no eigenvalues in com-




have no eigenvalues in common.
As mentioned, provided (A22, a2) is a controllable pair,
nT1
n11
can always be chosen
to ensure this. Interestingly and relevant
3
, a recent result [2] examines conditions
under which the Sylvester equation PX −XQ = Z where P and Q may have some
common eigenvalues, is solvable.
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