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ABSTRACT 
Assessment of seismic safety of historical structures is a challenging task because the information available 
about the assessed structure is usually limited. Therefore, it is often necessary to exploit a number of 
integrated investigation activities to increase the level of knowledge about the historical structure under 
consideration. Thus, in the case of any need for providing the structure with strengthening intervention, this 
intervention will be a minimal and any unnecessary strengthening operations will be avoided. This paper 
presents a literature review carried out to cover the current state-of-the-art of a number of investigation 
activities carried out integrally for the seismic safety assessment of historical structures. It is presented in 
two parts. In this first part, the covered topic is the dynamic investigation of historical structures which 
includes the dynamic identification tests, the dynamic monitoring, and the modal parameters identification 
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1. INTRODUCTION 
Historical structures are very important elements 
of the world heritage as cultural resources involving 
important artistic, spiritual, technical and scientific 
merits. They contribute to the identity of cultures 
and countries and provide valuable documents on 
the great achievements from the past. Moreover, 
they represent important economic resources and 
can contribute very significantly to economic devel-
opment. For instance, in 2012 the tourists that visited 
Spain generated an income of about 55608 million € 
(Ministry of industry, energy and tourism, 2012). It is 
interesting to find that more than the half of those 
tourists came for cultural interests (Ministry of in-
dustry, energy and tourism, 2012). More specifically, 
in the same year and, for the region of Andalusia 
(south of Spain), known for its rich cultural heritage, 
the income from cultural tourism was around 3000 
million € (Government of Andalusia, 2013). In the 
same year, an important monument, the Alhambra 
of Granada, produced alone about 25 million € 
(Board of the Alhambra and Generalife, 2012).  
For these reasons and many others, modern socie-
ties allocate great technical and economical effort to 
the conservation of their architectural heritage. Nev-
ertheless, the preservation of the architectural herit-
age faces significant challenges ranging from the dif-
ficulty in understanding the historical construction 
materials to the complexity of possible actions influ-
encing on it. It is needless to say that adopted criteria 
in modern codes are hardly applicable to such class 
of buildings. 
Moreover, conservation of historical structures 
faces the challenge meant by the fact that a large part 
of the world heritage is located in seismic regions, 
including Italy, Greece, Turkey, and China, among 
other countries with abundant architectural heritage. 
A large number of master pieces of human heritage 
structures have been destroyed by catastrophic 
earthquakes. Due to the earthquake of Lisbon 1755, 
the two thirds of the city became uninhabitable, and 
about 35 churches, 65 convents, 33 palaces, the Royal 
library, the Patriarchal Palace and the Arsenal were 
ruined (Pereira, 2009). More recently, the inspections 
carried out immediately after the L’Aquila 2009 
earthquake revealed that more than 50% of the cul-
tural heritage buildings were in critical conditions 
and could not be used (Dolce, 2009). Obviously, his-
torical structures need to be seismically assessed and 
protected in order to ascertain its survival in the long 
term. 
When assessing the seismic safety of a historical 
structure, the first problem to face, in many cases, is 
the limited information available about the different 
aspects of the structure (construction history, used 
construction techniques, collapses due to previous 
seismic events, etc.). In order to overcome these limi-
tations, a successful assessment approach should be 
based on combining and making use of the different 
investigation activities that may increase the level of 
knowledge about the historical structure. These ac-
tivities include, among other possibilities, the histor-
ical investigation, the inspection (including laborato-
ry and in-situ experiments), the monitoring and the 
structural analysis. These activities are used for 
gathering sufficient information about the assessed 
structure which may significantly contribute, 
through a better understanding of the features and 
problems of the building, to design a minimal inter-
vention and avoid unnecessary strengthening opera-
tions. This knowledge can be obtained by using dif-
ferent investigation activities oriented to obtain 
enough and meaningful information on the local and 
the global levels of the historical structure.  
On the local level, it is possible to use non-
destructive test (NDT) and/or minor-destructive 
tests (MDT) (flat jack test, GPR, tomography, etc.) 
that may offer valuable information. However, the 
obtained information is correct only for the limited 
locations of these tests and if no sufficient number of 
tests is carried out to reflect the variability in the 
used materials, the results may be statistically not 
relevant. In addition, some local tests, such as coring, 
might not be allowed to preserve the integrity of the 
structure. Therefore, it is essential to use global in-
spection techniques like dynamic identification tests 
and different types of monitoring that may be able to 
provide knowledge about the global behavior of the 
structure. Monitoring, in specific, may contribute to 
a better understanding of the present structural be-
havior under different normal and exceptional ac-
tions 
This research aims at providing a state-of-the-art 
review on the seismic safety assessment of historical 
structures using some selected integrated investiga-
tion activities. It is presented in two-part paper. In 
the first part, the reviewed items are the dynamic 
identification of historical structures, the dynamic 
monitoring of historical structures, and the modal 
parameters identification. In the second part, the 
updating of finite element models of historical con-
struction, the historical masonry properties and fi-
nally the seismic assessment of historical structures 
are discussed.  
2. DYNAMIC IDENTIFICATION OF 
HISTORICAL CONSTRUCTION 
2.1 Motivations 
Dynamic investigation of structures, whether 
modern or historic, includes two interconnected ac-
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tivities: dynamic identification and dynamic moni-
toring. Usually before installing a dynamic monitor-
ing system in a structure, dynamic identification 
tests are first carried out. In some cases, due to eco-
nomic reasons for instance, only the first activity is 
performed and can provide acceptable insight about 
the dynamic characteristics of the structure under 
study. The dynamic investigation of modern civil 
engineering structures started long time before the 
systematic investigation on historical structures. 
Therefore, a brief about the motivations for dynamic 
investigation of this type of structures is first given. 
Then, the objectives of performing dynamic identifi-
cation of historical structures are discussed. In a fol-
lowing section, the dynamic monitoring of historical 
structures is discussed.  
In recent decades, interest in the dynamic perfor-
mance of civil engineering structures has increased 
significantly with the inevitable trend towards taller, 
longer, more slender, and more light weight struc-
tures that are increasingly vulnerable to dynamic 
excitation. Such excitation can arise from a wide va-
riety of sources, such as earthquakes, wind, traffic, 
and human activities. Also, it is becoming increas-
ingly important to guarantee that the structure dy-
namic response is adequate for many reasons like 
improving comfort for human occupants under the 
effect of wind oscillations in service, or ascertaining 
a satisfactory strength performance under the effect 
of earthquakes and hurricane wind. As a result, 
there is a clear need to carry out dynamic investiga-
tions of a wide range of structures to characterize 
accurately their inherent structural dynamic proper-
ties and to understand better their response to real-
world actions. So far, the key reasons for dynamic 
investigation of modern structures seem to be the 
following: to test and/or monitor existing structures 
to find out whether their performance falls within 
particular criteria (performance evaluation); to moni-
tor existing structures to detect signs of damage or 
deterioration (structural health monitoring); to carry 
out testing/monitoring on a research basis to under-
stand better the dynamic properties and perfor-
mance and consequently propose guidance for im-
proved future modeling and/or design; and to trou-
bleshoot existing structures that have shown to be 
problematic (Reynolds, 2008). 
When moving to historical structures, dynamic 
identification tests are carried out to achieve some or 
all of the following aims (D10.4-NIKER, 2012): 1) to 
obtain information on the global dynamic behavior 
of the structure, including natural frequencies, mode 
shapes and damping coefficients, 2) to validate and 
update a structure’s numerical model by comparing 
experimental and numerical natural frequencies and 
mode shapes, 3) to assess the level of connection be-
tween different parts. In specific, assess the level of 
connection between parts partially separated by 
cracks, 4) to identify weak structural features, 5) to 
appraise the influence of major damage on the struc-
tural response, 6) to evaluate the effect of possible 
repair and strengthening solutions by comparing the 
dynamic parameters before and after the interven-
tion and hence improving the design for future ap-
plications in other similar structures, 7) to allow 
monitoring before (diagnosis phase) and after the 
intervention (post-intervention control phase) by 
repeating periodically the dynamic tests and com-
paring the results, and 8) to help in the optimal selec-
tion of strategic locations of sensors for the following 
activity, if needed, of dynamic monitoring.  
2.2 Testing methods 
To experimentally identify the dynamic characteris-
tics of a structure, two methods are available: Forced 
Vibration Testing (FVT) and Ambient Vibration Test-
ing (AVT) (Cantieni, 2005). In this section, the two 
methods are referred and a comparison between 





Figure 1. Basics of FVT: (a) testing scheme; and (b) 
calculation of the Frequency Response Matrix  
(Cantieni, 2005). 
In Forced Vibration Testing (FVT) the structure is 
artificially excited with a forcing function  in a 
point  and its response  at point  to this 
excitation is measured together with the forcing 
function, Figure 1 (a). Transformation of these time 
 signals into the frequency domain and calcu-
lation of all Frequency Response Functions (FRF’s) 
between the response and the forcing function time 
signals yields the Frequency Response Matrix , 
Figure 1(b). This matrix contains all the information 
necessary to determine the dynamic natural proper-
ties of the structure (natural frequencies, mode 
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shapes and damping coefficients). The test can be 
done by keeping the excitation point constant and 
rove the response points over the structure or vice 
versa. Because it is not so easy to move the exciters 
used in civil engineering investigations, the first 
method is preferred. In mechanical engineering, 
where the structures to be tested are comparatively 
smaller and easy to excite, e.g. with a hammer, the 
second method is more common (Cantieni, 2005).  
Since the first practical applications until now, the 
testing equipment and the algorithms for data pro-
cessing have evolved significantly. As a result, it is 
currently a well-established field founded on solid 
theoretical bases extensively documented in refer-
ence books and largely used in practice, particularly 
in aerospace and automotive industries. A lot of rel-
evant applications are documented in the issues of 
the Mechanical System and Signal Processing Jour-
nal (MSSP) published during the last 25 years and in 
the proceedings of the International Modal Analysis 
Conference (IMAC), an annual conference organized 
since 1982 (Magalhães and Cunha, 2011). For more 
about FVT, interested reader may refer to Heylen 
and Sas (2006); Ewins (2000a); Ewins (2000b); Maia 
and Silva (1997); McConnell and Varoto (1995). 
In Ambient Vibration Testing (AVT), no artificial 
excitation is used. Instead, the response of the struc-
ture to ambient excitation is measured. For civil en-
gineering structures, ambient excitation can be wind, 
traffic, seismic micro-tremors, etc. The more broad-
band the ambient excitation is, the better the results 
are. Otherwise, there is some risk that not all natural 
frequencies of the structure are excited. Compared 
with the FVT, the information resulting from the 
force input signal  with FVT method is replaced 
with the information resulting from the response 
signal  measured in a reference point R then 
the matrix  is calculated, Figure 2(a). Concerning 
response measurement requirements, the same basic 
rules apply as for FVT investigations. It is wise to 
use more than one reference point unless the struc-
ture to be tested is very simple. If response meas-
urements are three-dimensional, at least one 3D-
point has to be chosen as a reference. The risk of the 
reference point sitting in the node of a mode can be 
reduced significantly by choosing more than one 
reference point. As a rule of thumb, the length of the 
time windows acquired should be 1000 to 2000 times 
the structure's fundamental period (Cantieni, 2005).  
AVT permits the dynamic assessment of struc-
tures without disturbing their normal operation. 
Furthermore, as structures are characterized using 
real operation conditions, in case of existence of non-
linear behavior, the obtained results are associated 
with realistic levels of vibration and not with artifi-
cially generated vibrations, as it is the case when 
FVT is used. Nevertheless, as the level of excitation 
is low, very sensitive sensors with very low noise 
levels have to be used and even so, one should ex-
pect much lower signal to noise ratios than the ones 






Figure 2. Basics of AVT: (a) testing scheme (R is a reference 
point and k is a roving point); and (b) calculation of the 
cross relationship between R and k signals (Cantieni, 
2005). 
In AVT the modal information is derived from 
structural responses (outputs) while the structure is 
in operation. Therefore, this identification process is 
usually called operational modal analysis (OMA) or 
output-only modal analysis. As the knowledge of the 
input is replaced by the assumption that the input is 
a realization of a stochastic process (white noise), the 
determination of a model that fits the measured data 
is also named stochastic system identification 
(Magalhães and Cunha, 2011). The first software 
package to extract modal parameters from AVT in-
vestigations was developed in the early nineties of 
the last century. Today, there are several packages 
on the market making use of the frequency domain 
procedures shown schematically in Figure 2(b). 
However, the most recent signal processing tools are 
not based on an analysis in the frequency domain 
but alternatively in the time domain. Stochastic Sub-
space Identification (SSI) is a method working com-
pletely in the time domain. Basically, a multi-order 
model is looked for which synthesizes the measured 
time signals in an optimum way. This method has 
especially been developed for AVT investigations 
(Cantieni, 2005). Detailed information about identifi-
cation of structure modal parameters is given in sec-
tion 4.  
The main advantage of FVT is the fact that this 
method provides scaled results. Because the input 
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force is measured, information on the mass and 
stiffness matrices of the structure is gathered. In 
AVT, modal masses are not estimated, or mode 
shapes are not scaled in absolute sense, unless addi-
tional tests with extra masses over the structure are 
performed (Cantieni, 2005 and Parloo et al., 2002). 
This allows automated updating of finite element 
models in case of FVT, whereas; model updating 
using the results of an AVT investigation is possible 
with manual techniques only (Cantieni, 2005). AVT 
has a disadvantage that the frequency content of the 
excitation may not cover the whole frequency band 
of interest, especially in the case of very stiff struc-
tures with high natural frequencies (Parloo et al., 
2002). In AVT, the expected range of acceleration 
values is 10-7 g to 10-4 g and this low level of excita-
tion only gives relevant information on the elastic 
behaviour of the structure (Michel et al., 2008). Also, 
in AVT ambient excitation being non-controllable 
usually results in a lack of stationary. This may lead 
to problems due to the non-linearity of the structure. 
In case of the excitation amplitude being significant-
ly different for each of the setups, a certain scatter in 
the results may occur. This is not the case for FVT 
where the structural vibrations induced can be kept 
stationary (Cantieni, 2005). In historical masonry 
structures, the existence of cracks is an important 
source of non-linearity in dynamic behavior even 
under low excitation levels.  
Table 1. AVT versus FVT (adapted from Dai et al., 2013). 
Method Advantages Limitations 
AVT - Few equipments and 
operators 
- Quick and cheap  
- Tests realized while 
structure is in service 
- Excitation input un-
known 
- Insufficient excitation of 
modes 
- Stationary white noise 
excitation assumption 
- Heavy noise treatment 
in data processing 
FVT - Better signal to noise 
ratio 
- Control of input 
- Excitation of many 
modes 
- More accurate results 
- Heavy equipment 
- Expensive 
- Time consuming 
 
 
The main advantage of AVT is the fact that no ar-
tificial excitation is necessary. This makes such tests 
comparatively cheap. In addition, AVT investiga-
tions can be performed without embarrassing the 
normal user. This fact is very important for certain 
structures like highway bridges. In AVT, the excita-
tion is of the so-called multiple-input type. Wind, 
traffic, micro-tremors, etc are acting on many points 
of a structure at the same time. In the contrary, a 
forced vibration is usually of the single-input type. 
For small structures, this difference is not important. 
For large and complex structures, AVT has hence an 
advantage on the excitation side (Cantieni, 2005). See 
also Brincker et al. (2003a) for advantages of AVT. 
Summarizing, Table 1 provides a comparison be-
tween the pros and cons of the two methods: AVT 
and FVT.  
2.3 Equipment 
2.3.1 Excitation Mechanisms 
The excitation can be induced by an impulse ham-
mer in small and medium-size structures, Figure 3 
(a). This device has the advantage of providing a 
wide-band input that is able to stimulate different 
modes of vibration. The main drawbacks are the lack 
of energy to excite some relevant modes of vibration 
and the relatively low frequency resolution of the 
spectral estimates which can preclude the accurate 
estimation of modal damping factors. As a result 
and specifically designed to excite bridges, some la-
boratories have built special impulse devices, Figure 
3 (b). An alternative, is the use of large electrody-
namic shakers (Figure 3 (c)), which can apply a large 
variety of input signals (random, multi-sine, etc.). 
The shakers have the capacity to excite structures in 
a lower frequency range and higher frequency reso-
lution. The possibility of applying sinusoidal forces 
allows for the excitation of the structure at resonance 
frequencies and, consequently, for a direct identifica-








Figure 3. Excitation mechanisms: (a) Impulse hammer; (b) 
impulse excitation device for bridges (K.U. Leuven); and 
(c) electrodynamic shaker over three load cells (adapted 
from Cunha and Caetano, 2006). 
Some of other references that give more details on 
the subject are Pusey (2008) who follows the devel-
opment of excitation mechanisms since the 50’s; 
Carne and Stasiunas (2006) examine some common 
and not so common excitation techniques like projec-
tile impacts, explosive inputs, step relaxation, and 
base excitation; De Silva (2007) provides a guiding 
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on how to choose a shaker for a certain application; 
Underwood and Keller (2008a; 2008b) discuss newly 
developed multi shaker for testing large structures 
and Salawu and Williams (1995) reviews the state-of-
the-art on the excitation techniques of bridges. 
2.3.2 Accelerometers 
Accelerometers are specific types of sensors. A sen-
sor is a device that converts the physical variable 
input, like acceleration in case of accelerometers, into 
a signal variable output, like current, voltage, light, 
etc. The output signal variables can be manipulated 
in a transmission system (electrical or mechanical 
circuit) and then transmitted to a recording device 
(data acquisition system) (Eren, 1999).  
Accelerometers can be classified in a number of 
ways, for instance, deflection or null-balance types, 
mechanical or electrical types, dynamic or kinematic 
types. A large number of practical accelerometers, in 
specific those used in vibration and shock measure-
ments, are deflection types. The general configura-
tion of this type is shown in Figure 4. As can be seen, 
the seismic mass is suspended by a spring or cantile-
ver inside a rigid frame which is connected to the 
vibrating structure. When vibrations take place, the 
mass tends to remain fixed so that relative displace-
ments can be measured. They are manufactured in 
many different types and sizes and they exhibit di-
verse characteristics. Although their principles of 
operation are similar, they only vary in minor de-
tails, such as the spring elements used, types of 
damping provided, and types of relative motion 
transducers employed (Eren, 1999). Interesting in-
formation about the history of evolution of accel-
erometers is given by Walter (1997, 1999 and 2002). 
Recently, Moreno-Gomez et al. (2017) presented a 
state-of-the-art review of the different sensing tech-
nologies and types of sensors used in dynamic iden-
tification and monitoring of civil and historical struc-
tures.  
 
Figure 4. A typical deflection-type seismic accelerometer 
(adapted from Eren, 1999). 
In deciding the accelerometer to be used for a cer-
tain application, the following characteristics should 
be considered. The frequency range: it is the range in 
which the accelerometer is useful for vibration 
measurement (Sinha, 2005). As a rule of thumb, the 
upper frequency limit for the measurement can be 
set to 1/3 of the accelerometer’s resonance frequency 
such that the measured vibrations will be less than 1 
dB in linearity (Eren, 1999). Linearity is defined as 
the accuracy of the measured acceleration amplitude 
in the measuring frequency range (Sinha, 2005). The 
lower measuring frequency limit is determined by 
the low-frequency cut-off of the associated preampli-
fiers, and the effect of ambient temperature fluctua-
tions to which the accelerometer would be sensitive 
(Eren, 1999). The accelerometers specifications sheet 
should have a typical frequency response curve il-
lustrating how the accelerometer's accuracy varies 
over a specified frequency range (Lent, 2009). 
The dynamic range: it is the difference between 
the smallest and largest accelerations that can relia-
bly be measured by the accelerometer. The dynamic 
range of the accelerometer should match the high or 
low acceleration levels of the tested/monitored 
structures (Eren, 1999). The sensitivity: it relates the 
electrical signal (often in Voltage (V)) to the ampli-
tude of vibration in acceleration (Sinha, 2005). Ideal-
ly, the higher the accelerometer sensitivity, the bet-
ter; but trade-offs might have to be made for sensi-
tivity versus mass (Eren, 1999). Higher sensitivity is 
achieved by using a softer mass-spring system that 
generates greater output at lower accelerations lev-
els, nevertheless; the cost is having a lower reso-
nance frequency. If the softer system is accomplished 
by increasing the mass, the accelerometer will be 
heavier. Higher sensitivity accelerometers tend to be 
unacceptably nonlinear at higher levels of accelera-
tion because of the higher stresses on the sensor 
(Wilson, 1999b). As a general rule, the accelerometer 
mass should not be greater than 1/10 the effective 
mass of the part or the structure that is mounted on-
to for dynamic testing. This is because the accel-
erometer should not load the tested part, since addi-
tional mass can significantly change the levels and 
frequency presence at measuring points and invali-
date the results, (Eren, 1999). Higher sensitivity can 
also be achieved by amplifying the signal from a low 
sensitivity sensor, but because the noise is also am-
plified, the signal-to-noise ratio is not improved 
(Wilson, 1999b).  
2.4 Applications: from modern to historical 
structures 
2.4.1 Pioneering studies on modern structures 
and future challenges  
Ivanovic et al. (2000) presented a comprehensive 
review of AVT from its early applications in USA. 
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The following are very few examples aimed at show-
ing the development of application of this technique. 
In the early 1930's, the United States Coast and Geo-
detic Survey started measuring the fundamental pe-
riods of structures by AVT. In a period of about 4 
years, AVT’s were carried out on more than 340 
structures in California and Montana. Some of these 
structures, like the Golden Gate Bridge, were being 
measured from time to time during construction. In 
Carder (1936a; 1936b; 1937), the found results and 
derived conclusions are discussed. Some 30 years 
later, Crawford and Ward (1964) and Ward and 
Crawford (1966) revived the interest in this method 
and showed that it can be used to determine the 
lowest frequencies and modes of vibration of full-
scale structures. Around 1970, reports about testing 
of full-scale structures by the AVT began to appear 
regularly, with about 75% of all contributions devot-
ed to the experiments of buildings, dams, chimneys 
and silos, and about 25% devoted to bridges testing. 
For instance, Trifunac (1970a, 1970b) used wind and 
micro-tremor induced vibrations to test a twenty-
two and a thirty-nine story steel frame buildings. 
Two years later, the same author compared the re-
sults of FVT on the same two buildings with the re-
sults of AVT and found that the results of both tests 
were consistent and comparable (Trifunac, 1972). 
Throughout the 1970's and the 1980's, AVT and FVT 
were used to compare small amplitude with larger 
amplitude response and to find the pre- and post-
earthquake apparent frequencies of full-scale struc-
tures (Mulhern and Maley, 1973). During the 1990's, 
AVT’s continued to contribute to in-depth studies of 
the changes in structural properties (Mendoza et al., 
1991) and towards further development of structural 
identification methods (Kadakal and Yuzugullu, 
1996).  
In the last decade up till now, the AVT is attract-
ing more interest and hundreds of publications are 
available yearly on the subject. Despite the already 
long history of AVT, there are still several issues that 
need further research. The use of sophisticated par-
ametric system identification algorithms in civil en-
gineering structures is recent and still needs to be-
come more mature throughout the performance of 
more practical applications. In addition, the devel-
opments of the acquisition hardware have permitted 
to obtain with little effort large databases that have 
to be processed in an efficient way. Therefore, there 
is the need to develop and test processing methodol-
ogies suitable to deal with large quantities of data 
(Magalhães, 2010).  
2.4.2 Applications to historical construction 
Applications of dynamic identification in the field 
of historical construction started decades after its use 
for modern structures. Next, some of the pioneering 
studies are first referred and then more recent stud-
ies are discussed. 
2.4.2.1 Early studies in the 90’s  
Chiostrini et al. (1991 and 1992) tested a typical Flor-
entine masonry building that was about to be demol-
ished. They used FVT employing a vibrodine. The 
amplitude of excitation was raised until structural 
damage and partial collapse of some elements were 
produced. The first four experimental natural fre-
quencies were determined and used to update a FE 
model of the structure. In the beginning of the 90’s 
Aya Sofya in Istanbul was tested using AVT method 
(Durukal, 1992; Erdik et al., 1993). The tests were 
carried out using four uniaxial seismometers in 15 
setups with measurement time about 1 to 2 minutes 
for each. The first 11 natural frequencies and mode 
shapes were identified using basic spectral analysis 
calculations. Tzenov and Dimova (1992) carried out 
AVT on a Bulgarian church from the 6th century that 
had suffered several structural problems along its 
history, in specific, developed alarming cracks in the 
columns. The AVT was caused by a car passing over 
an obstacle. They used 7 velocimeters and performed 
7 setups. They concluded from the obtained mode 
shapes that (1) the connections between bearing 
walls were not sufficient; (2) the cracks had clear in-
fluence on the dynamic behavior; (3) the foundation 
characteristics were not identical under the different 
parts of the church.  
Modena et al. (1997) carried out the dynamic iden-
tification of the roman amphitheatre (Arena) of Ve-
rona using FVT beside AVT. The overall structural 
behavior of the wing, and particularly its interaction 
with the main body of the amphitheatre was ana-
lyzed. Using FVT, it was possible to identify the first 
eight natural frequencies. For AVT, however, the 
authors found that electrical resonance of the acqui-
sition system, which is not negligible for low intensi-
ty signals, made the frequency responses unreliable. 
Nevertheless, it was shown that at least qualitative 
comparison between theoretical and experimental 
responses were possible. They commented that alt-
hough the FVT results were more accurate than the 
AVT, the application of FVT was rather difficult and 
costly because of the need of installing and removing 
of appropriate scaffolding to access the excitation 
points. Some years later, using only AVT the Arena 
wing was tested again by Lorenzoni et al. (2013). The 
average error in identified natural frequencies be-
tween the old and the new tests were found to be not 
more than 7,3%. It should be commented on this case 
study that the today available data acquisition tech-
nology can overcome the encountered problem in 
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the tests of 1997 because this new technology is 
characterized by ultra-low self-noise performance.  
Some other examples of pioneering studies in-
clude masonry buildings (Capecchi et al., 1990; An-
gotti et al., 1992; Slastan and Foissner, 1995; Vestroni 
et al., 1996; Genovese and Vestroni, 1998; Sigmund 
and Herman, 1998); masonry bridges (Armstrong et 
al., 1995; Bensalem et al., 1995; Roca and Molins, 
1997; Bensalem et al., 1998; Nasser, 2001); stone ma-
sonry pinnacles (Ellis, 1998) and stone masonry col-
umns (Llorens et al., 2001; Araiza, 2003). 
2.4.2.2 Recent studies  
With more advances in sensors technology and 
dynamic identification techniques, vibration testing 
is attracting more attention as a powerful tool in the 
investigation stage of historical structures and more 
research results are being published. Next, some of 
the recent studies are discussed.  
The Gothic church of Fossanova in Italy was test-
ed by AVT (De Matteis and Mazzolani, 2010; De 
Matteis et al., 2008). These tests were one of several 
investigation campaigns employed to study the 
structure and assess its seismic behavior. In total 25 
points were selected for different setups, from which 
one point was selected as a reference for all setups, 
see Figure 5. The two global mode shapes in the lon-
gitudinal and transversal directions, in addition to, 
the first torsional mode were successfully identified. 
The damping ratios were found between 5.5% and 
7.5% of critical damping. 
 
Figure 5. Setups of AVT of Fossanova church. Solid arrows show measurement points (De Matteis et al., 2007).  
 
Atamturktur et al. (2009) discussed FVT’s con-
ducted on five Gothic churches in UK, USA and Ita-
ly. The general objective of the research was to give 
recommendations for FVT of vaults of typical bays 
of such structures. The preliminary FE models 
showed that the vaults mode shapes were composed 
of diagonal symmetry and bending. The diagonal 
symmetry modes constituted vertical movements of 
the crown, while the bending modes primarily con-
stituted symmetric movements of diagonal and or-
thogonal axes, Figure 6(a). Therefore, a number of 
measurement points were selected at every one-third 
length on the main axes of the quadripartite vaults, 
Figure 6(b). The excitation points were selected 
where the highest responses were expected. The au-
thors discussed a number of quality checks to be 
completed on the immediate findings of the FVT 
which included: immediate repeatability check, line-
arity check and reciprocity check. The first was used 
to diagnose the effects of the ambient vibration on 
the FRF measurements. It was found that due to the 
massiveness of these structures, the different sources 
of ambient vibration were insignificant. The second 
and third checks aimed at discovering if the assump-
tion of linear elasticity holds for the tested struc-
tures, it was found that these checks were satisfied 
as long as the excitation force is kept consistent 
throughout the test. For the tests setups, they com-
mented that exciting the ribs is preferred to exciting 
the webbing because it reduced the difficulties in 
system identification due to the dominant local 
modes which occur when the webbing is excited. 
Ramos et al. (2010) carried out the dynamic identi-
fication of the main nave of the Gothic Monastery of 
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Jerónimos in Lisbon. The Enhanced Frequency Do-
main Decomposition (EFDD) and the Stochastic Sub-
space Identification (SSI) methods were used and a 
comparison between both was made. No significant 
differences were found between the two methods as 





Figure 6. FVT of Gothic vaults: (a) preliminary FE mode 
shapes; (b) measurement and excitation points (1,3,12,18) 
(Atamturktur et al., 2009). 
For the damping coefficients, differences up to 
140% were observed due to the noise in the signals 
and the low excitation levels. The Modal Assurance 
Criteria (MAC) values were higher than 0,95 only for 
the first two mode shapes as a consequence of the 
difficulty in exciting this heavy structure. However, 
the authors commented that this modal identifica-
tion was accepted because of the structural complex-
ity of this structure. Also, the usage of two identifica-
tion methods helped them in the validation and dis-
cussion of results.  
The modal parameters of the historical large scale 
Reggio Emilia cathedral were identified using the 
AVT (Casarin and Modena, 2008; Casarin and Mo-
dena, 2006; Casarin, 2006). The identified mode 
shapes and natural frequencies were used then in 
updating a FE model and carrying out seismic as-
sessment analysis. The measurements were taken at 
the structure’s elements that were considered most 
characteristic from a dynamic point of view. Those 
were the dome, the facade dome lantern, and the 
upper part of the main nave. The acquisition time 
was about 11 minutes at a sample rate of 100 Hz 
which was appropriate because the significant struc-
tural frequencies were between 0–10 Hz, i.e. the se-
lected sampling time was about 10 times the highest 
frequency to be measured. The Frequency Domain 
Decomposition (FDD) method was used to extract 
the modal parameters. It was found that although 
several peaks appeared in the Power Spectral Densi-
ty (PSD), only few structural modes were satisfacto-
rily detectable with coherence in the range of 0.8–0.9.  
The famous Colosseum of Rome was tested by 
Pau and Vestroni (2008). The aim was to investigate 
the traffic effect on the safety of the structure and 
also to update its preliminary FE model. Based on 
initial FE modal analysis, the authors decided about 
the used instruments, their location and the parame-
ters for data acquisition. Two setups of AVT were 
performed. FVT was carried out on the columns us-
ing an instrumented hammer. The first 6 natural fre-
quencies of the structure were satisfactory identified, 
whereas, only the first two mode shapes were satis-
factory estimated. 
An interesting research aimed at providing a 
methodology for choosing the optimum locations of 
sensors in dynamic identification tests of Gothic ca-
thedrals with the application to St. John the Divine 
cathedral in Washington was presented by Prabhu 
and Atamturktur (2013) and Prabhu (2011). Optimal 
sensor locations were determined by using a validat-
ed FE model of the cathedral’s nave and a modified 
version of the Effective Independence Method (EIM) 
developed by Kammer (1991). In this methodology 
the following steps were applied: 1) a number of 
candidate locations were selected based on practical 
considerations like the easy access to these locations, 
Figure 7 (a); 2) the global mode shapes that desired 
to be identified experimentally were selected from a 
modal analysis carried out using the validated FE 
model of the cathedral. The model was validated 
against the modal parameters deduced from FVT of 
one vault of the main nave and also by checking its 
capability to reproduce some visible cracks in the 
cathedral that are believed to be resulted from gravi-
ty loading only; 3) the candidate locations are re-
duced to an optimum number of sensor locations 
using the EIM after being modified by introducing a 
distance-based criterion so that the final optimal set 
of sensors is not clustered, Figure 7 (b). The authors 
believe that their research presents a number of op-
timum regions suitable for sensor placement for sim-
ilar Gothic cathedrals, and the use of these recom-
mended locations is anticipated to reduce the neces-
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sary resources and to expedite the modal testing of 
similar structures. 
In addition to the previously discussed case stud-
ies of dynamic testing of historic structures, some 
additional cases can be mentioned. These include the 
AVT carried on a historical basilica in Rome (Pau 
and Vestroni, 2013); a fortress in L’Aquila damaged 
by Abruzzo 2009 earthquake (Lorenzoni, 2013); a 
church in Portugal (Alaboz, 2009); a large cathedral 
in Spain (Caselles et al., 2012; Elyamani et al., 2017a 
and 2017b); and many historic buildings in Cyprus 
including a Gothic cathedral, a Byzantine church, 
ruins of a church and some schools (Votsis et al., 
2013; Votsis et al., 2012; Lourenço et al., 2012; Chrys-





Figure 7. Choosing optimum sensor locations in Gothic 
cathedrals: (a) candidate locations are shaded; and (b) 
optimum locations as dots (Prabhu and Atamturktur, 
2013). 
Finally, it is worthy to comment that the dynamic 
tests (also the identification process and the numeri-
cal model updating) are easier to carry out on some 
types of masonry historic structures. Those are the 
structures characterized by one predominant dimen-
sion, as for instance, arch bridges in which the longi-
tudinal dimension is predominant and tall structures 
like bell towers in which the vertical direction is 
predominant. The dynamic behavior of these struc-
tures is simple compared to other types of structures 
like churches and large complex Gothic cathedrals. 
For case studies of dynamic identification of histori-
cal arch bridges, refer to Sena-Cruz et al. (2013); Pau 
and Vestroni (2011). For tall structures, see Corbi et 
al., (2013); Bayraktar et al. (2011); Aoki et al., (2008) ; 
Gentile and Saisi (2013) and Ivorra et al. (2011). 
3. DYNAMIC MONITORING OF 
HISTORICAL CONSTRUCTION 
3.1 Motivations 
Similar to the dynamic identification, dynamic 
monitoring is carried out to achieve the following 
two objectives: to obtain information on the global 
dynamic behavior of a historical structure and to 
validate and update a historical structure’s numeri-
cal model.  
In addition, dynamic monitoring may also aim at 
achieving the following purposes (D10.4-NIKER, 
2012; D9.4-NIKER, 2012): 1) to study the evolution of 
modal parameters in time, thus evaluating quantita-
tively the progression of the damage pattern (struc-
tural health monitoring), 2) to study the influence of 
environmental climatic effects (temperature, humidi-
ty, etc.) on the dynamic parameters, 3) to capture the 
dynamic response in the occasion of possible seismic 
events. The measured accelerations in this case are 
expected to be higher than those measured in AVT 
by several orders of magnitude. Thus, it helps to bet-
ter characterizing the structure’s modal parameters 
that may be unattainable from AVT like the damp-
ing ratios and the higher modes of vibration which 
are difficult to obtain under ambient vibrations only, 
4) to verify the effectiveness of any possible interven-
tion. Before the execution, the dynamic monitoring 
can work as an early warning system to detect the 
need for any urgent intervention. During the execu-
tion, it can provide warning procedures contributing 
to the safety of the personnel involved. After the ex-
ecution, by comparing the dynamic parameters be-
fore and after the intervention, it is possible to eval-
uate its effectiveness. In addition, it can be used to 
perform verification and long term control within a 
long-term maintenance program. This purpose is 
shown schematically in Figure 8. In the figure, the 
diagnosis reveals that the structure doesn’t have the 
required seismic capacity. Therefore, an intervention 
is undertaken to increase the seismic capacity. The 
capacity may include some distinct increments if the 
intervention is applied incrementally. An evaluation 
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phase follows to verify the efficiency of the interven-
tion. The last and longest phase is the maintenance 
one during which the structure is monitored to veri-
fy the maintenance of the expected seismic capacity. 
Possible correction actions may be required if it de-
creases below the tolerable limit. At the end of the 
maintenance period, a new seismic assessment, with 




Figure 8. Different monitoring phases across the study of a cultural heritage building, intervention and maintenance 
(D9.4-NIKER, 2012). 
3.2 Types of dynamic monitoring systems 
According to the types of instruments involved, 
the dynamic monitoring systems can be classified in 
two groups: conventional wired based systems and 
wireless based systems, Figure 9. The first system is 
composed by measurement sensors, Data Acquisi-
tion (DAQ) system and in some cases remote con-
nection system. These systems are still widely in use, 
in principal, for three reasons: 1) there are a lot of 
commercial solutions that need just to be placed in 
the structure; 2) there are several types of measure-
ment sensors and DAQ systems with high sensitivity 
and resolution; and 3) there is well known commer-
cial software available for the dynamic identification 
of modal parameters. However, they possess two 
important drawbacks: high costs of these equip-
ments due to the need of high sensitive sensors for 
measuring the low amplitude vibrations, and archi-
tectonical limitations for the deployment of the 
equipments. As a result to the previously mentioned 
limitations of wired systems, there is an increasing 
interest for wireless monitoring systems as a low 
cost, easy to install alternative. A typical wireless 
system is composed by measurement units, base sta-
tion and in some cases remote connection system. 
The measurement units are formed by MEMS (Micro 
Electro-Mechanical Systems) as measurement sen-
sors, and autonomous DAQ platforms that collect 
the data and send them wirelessly to a base station. 
The base station is formed by a DAQ platform cou-
pled with an interface board in charge on data trans-
ferring to a local computer. The remote connection is 
in charge on data transferring from the local com-
puter to a central “brain” station. (Aguilar, 2010) 
According to the activation regime of the record-
ing devices, three different systems can be distin-
guished. The first is the dynamic monitoring system 
with threshold. In this system, the recording devices 
are automatically activated when the amplitude 
caused by the excitation (for instance, an earthquake) 
surpasses some predefined threshold. Thus, only the 
strong motion experience during meaningful epi-
sodes is captured. The second is the periodical dy-
namic monitoring in which the recording devices 
works constantly, capturing a sufficiently dense in-
put, during some given intervals activated in a peri-
odic way according to a predefined program. The 
third is the continuous dynamic monitoring. This 
system records continuously the vibrations experi-
enced by the historical structure. In the post pro-
cessing of saved data, meaningful episodes involv-
ing earthquakes, micro-tremors or wind can be ex-
tracted (D10.4-NIKER, 2012). 
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(a)   
(b)  
Figure 9. Types of dynamic monitoring systems: (a) conventional wired based systems; and (b) wireless based systems 
(Aguilar, 2010). 
3.3 Applications of dynamic monitoring to 
cultural heritage buildings 
A pioneering study of the dynamic monitoring of 
large scale historical construction was the one car-
ried out by Erdik et al. (1993). The authors instru-
mented the Aya Sofya in Istanbul with 9 triaxial 
strong motion accelerometers. The system was trig-
gered with a previously defined threshold. The sys-
tem captured a seismic event of Mb=4.8 and 105 km 
epicenter far from the structure. Although the event 
had a low-amplitude, about 12% decrease was ob-
served in the frequencies of the first two modes dur-
ing the event when compared to those identified un-
der AVT levels.  
A dynamic monitoring system was installed in the 
Roman Arena of Verona by the end of 2011 and is 
still in operation (Lorenzoni et al., 2013). It is a con-
ventional wired system including 16 uniaxial accel-
erometers and a remote connection. For the dynamic 
measurements, two strategies are being used. The 
first is periodical each 24 hours for a time of about 22 
minutes at a sampling rate of 100 Hz to allow daily 
dynamic identification with the change of the envi-
ronmental conditions. The second is with threshold 
for duration of about 4 minutes at a sampling rate of 
100 Hz to capture any possible seismic events. Dur-
ing the period from December 5, 2011 to May 31, 
2013, the system was used to identify the modal pa-
rameters of the first seven modes of the Arena wing 
using the periodical measurements. The values of 
the coefficient of variation of the natural frequencies 
showed that the environmental conditions had a 
clear influence on these modal parameters, with a 
variation over the frequencies from about 2 to 6% 
were found. The structural response was also regis-
tered during two seismic events of magnitudes of 4,2 
and 5,8 with epicenters at 11 (near-field) and 70 (far-
field) Km from the city of Verona, respectively. The 
data collected during the near-field earthquake were 
used to carry out a dynamic identification before, 
during and after the event to evaluate possible 
changes in modal parameters. A significant decrease 
(from 16% to 30%) of all natural frequencies was ob-
served during the earthquake. Modal damping ratios 
showed significant increase during the earthquake 
meaning that the dissipation mechanisms of the con-
struction had been fully activated. After the earth-
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quake, both modal parameters showed slight per-
manent decrement, however, no damage was ob-
served in the structure after a careful inspection fol-
lowed the earthquake.  
Russo (2013a) discussed the results of a 2-year dy-
namic monitoring system of a historical church 
damaged by the earthquake of L’Aquila (Italy) in 
2009. After the earthquake, the remaining parts of 
the church were kept in place using emergency safe-
ty measures including the usage of steel ties for con-
finement. A wired system with threshold consisting 
of 20 piezoelectric accelerometers was used. The ac-
celerometers were distributed all over the church so 
that each group of them could control the dynamic 
behavior of a macro element of the structure. The 
objective was to study the dynamic behavior of each 
of the macro elements alone and also the full behav-
ior of the strengthened construction under the effect 
of the after-shock events. Six events were captured 
and analyzed. Two of them occurred before the full 
strengthening measures were completed. The author 
compared between the full church’s dynamic re-
sponse before and after the complete execution of 
the safety measures. It was noticed that the dynamic 
behavior clearly improved because of the strength-
ening measures, which caused an increase of the 
natural frequencies and damping ratios. 
A dynamic monitoring system was installed in a 
masonry tower after its repair intervention with the 
objective to evaluate the environmental effects (tem-
perature and relative air humidity) on the dynamic 
behavior and to detect any possible damage (Ramos 
et al., 2010). A wired system with three piezoelectric 
accelerometers was used. The system recorded peri-
odically ten minutes of ambient vibrations each one 
hour with no threshold specified. It was found that 
the environmental effects significantly changed the 
dynamic response of the structure. In specific, the 
water absorption of the walls in the beginning of the 
raining seasons changed the frequencies about 4%. 
The seismic response of the Mexico City Cathedral 
was investigated by a dynamic monitoring system 
during several earthquakes occurred between 1997 
and 2003 by Meli et al. (2001) and Rivera et al. (2008). 
The network was composed 1 accelerometer located 
at ground level 10m outside the cathedral’s founda-
tion, 3 accelerometers placed at the foundation level 
and 4 accelerometers were located on the roof. The 
system was a wired one of a triggered-based type. 
Around 20 events were captured that had epicenters 
at least 100 km away from the building. For the 
comparison between the measurements at the roof 
and at the foundation level, it was noticed that the 
maximum recorded ground acceleration was about 
0,015g whereas the maximum acceleration recorded 
on the cathedral roof, for the same event, was about 
0,018g. This indicted that the cathedral moved like a 
rigid body with a very small amplification. Im-
portant findings were obtained for the fundamental 
periods and the damping ratios of the cathedral in 
the two horizontal directions (E-W and N-S). First, 
the fundamental period increased in the zone of 
maximum intensity of an earthquake and decreased 
later on, returning at the end of the record close to its 
initial value. 
This indicated a significant nonlinear behavior 
during the event which could be related to the exist-
ing cracking in the masonry and that no additional 
damage has been produced by the studied event. 
Second, the obtained damping coefficients varied 
clearly with the magnitude of the earthquake. The 
damping ratios increased from 4 to 6% for the trans-
verse direction (E–W) and from 7 to 12% for the lon-
gitudinal direction (N–S). In average, damping was 
50% greater for a magnitude 7.6 than for a magni-
tude 5.9 earthquake. This again was attributed to 
early nonlinear behavior due to cracking. Two of the 
accelerograms were then removed from the cathe-
dral and placed on one of the bell towers to study its 
local seismic response. It was observed that the max-
imum recorded acceleration at the tower top level 
was 7.5 times greater than that at the basement level. 
This suggested that the towers vibrated with the fa-
çade as a structure almost independent from the rest 
of the building. This assumption was consistent with 
the presence of a wide transverse crack crossing the 
whole span of the nave in its first bay. 
The following is a number of studies on dynamic 
monitoring of cultural heritage that are briefly dis-
cussed. Cabboi (2014) proposed a methodology for 
automatic processing of permanent dynamic moni-
toring data and applied it to a historic iron arch 
bridge and a historic masonry tower. The automatic 
procedure is based on the Covariance-Driven Sto-
chastic Subspace Identification method (see section 
4.2.3 about this identification technique). In his 
methodology, he gave some recommendations on 
the selection of some input parameters of this meth-
od. For the masonry tower, he observed that the dy-
namic behavior exhibited a high variance in time. All 
the identified frequencies tended to increase with the 
temperature increase. Other publications related to 
this research can be consulted at Cabboi et al., 2014; 
Cabboi et al., 2013a; Cabboi et al., 2013b).  
Ramos et al. (2013) introduced an algorithm for 
automatic processing of dynamic monitoring meas-
urements for the identification of modal parameters. 
The algorithm is based on the Data-Driven Stochas-
tic Subspace Identification method (see section 4.2.3 
about this identification technique) and was applied 
to a Portuguese church. One of the important find-
ings was the clear scatter in the identified damping 
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ratios for all identified modes during the whole 
monitoring period. Lorenzoni (2013) proposed an 
algorithm for automatic dynamic monitoring and 
applied it to four case studies in Italy. His algorithm 
is based on polyreference Least Square Complex 
Frequency domain (see section 4.2.4 about this iden-
tification technique). He found (similar to Ramos et 
al., 2013) that the identified damping ratios mani-
fested a high scatter.  
An example of using the dynamic monitoring as a 
tool for controlling intervention can be found at Lo-
renzoni (2013) and Gaudini et al. (2008) who pre-
sented the results of a dynamic monitoring system 
installed in the stone tomb of Cansignorio della Scala 
in Verona. One of the important results in this case 
study is the effect of the removal of scaffolding that 
was installed temporary for carrying out some inter-
ventions. By processing the monitoring data, it was 
clearly noticed a decrease in the identified natural 
frequencies after scaffolding removal. The captured 
seismic responses of two instrumented mosques in 
Turkey were presented by Erdik and Durukal (1996).  
Contrary to the large available number of publica-
tions on dynamic identification of historic structures, 
only few publications exist for dynamic monitoring 
studies. A few years ago, Rivera et al. (2008) com-
mented that “only a handful of historic buildings 
have been instrumented worldwide”. This fact can 
be confirmed by reviewing the number of publica-
tions on the subject in the series of the conferences 
on Structural Analysis of Historical Constructions 
(SAHC). In the first 8 editions of this conference, less 
than 1% of the published papers were dedicated to 
the dynamic monitoring. The situation is similar also 
regarding the number of publication in international 
journals.  
4. MODAL PARAMETERS 
IDENTIFICATION 
The acquired signals via the previously discussed 
dynamic investigation activities are processed by 
identification techniques in order to identify the 
modal parameters of a historical building. In any of 
these techniques, the signal processing is an essential 
step. Therefore, this part first gives some important 
concepts in signal processing like sampling, spectral 
analysis, Fast Fourier Transform (FFT), aliasing, etc. 
Following, a number of modal parameters identifica-
tion techniques widely used are presented.  
4.1 Concepts in signal processing 
4.1.1 Signal, system and signal processing  
A signal is a description of how one parameter 
varies with another parameter, for instance, voltage 
changing over time in an electronic circuit (Smith, 
2002). Mathematically, a signal is a real (or complex) 
valued function of one or more real variable(s) 
(Sharma, 2014). A system is any process that produc-
es an output signal in response to an input signal. 
Continuous systems input and output continuous 
signals, such as in analog electronics. Discrete sys-
tems input and output discrete signals, such as com-
puter programs that manipulate the values stored in 
arrays (Smith, 2002).  
Signal processing means to operate in some fash-
ion on a signal to extract some useful information, 
e.g. manipulate or combine various signals, extract 
information, or otherwise process the signal (Shar-
ma, 2014; Kulkarni, 2014). Signal processing can be 
implemented in two different ways: analog (or con-
tinuous time method) and digital (or discrete time 
method). The analog approach uses analog circuit 
elements such as resistors and transistors, and was 
dominant for many years. The analog signal pro-
cessing is based on the ability of the analog system 
to solve differential equations that describe a physi-
cal system. Nowadays with the advent of digital 
computers and microprocessors, the digital signal 
processing has become dominant. The digital signal 
processing relies on numerical calculations (Sharma, 
2014). 
4.1.2 Sampling  
Sampling is the process of picking one value of a 
signal to represent the signal for some interval of 
time. The Nyquist sampling theorem provides a 
quantitative answer to the question of how to choose 
the sampling time interval which must be small 
enough so that signal variations that occur between 
samples are not lost. It states that “if a signal only 
contains frequencies less than cut off frequency  all 
the information in the signal can be captured by 
sampling it at a minimum frequency of ”. There-
fore, two conditions must be met. First, the signal 
 must be band-limited, i.e., its frequency spec-
trum must be limited to contain frequencies up to 
some maximum frequency  and no frequencies 
beyond that. Second, the sampling rate  which rep-
resents the density of samples per unit time and is 
measured in units of samples/sec or Hertz (Hz) 
must be chosen to be at least twice the maximum 
frequency , that is . The minimum 
allowed sampling rate is called the Nyquist rate. For 
the second condition, nevertheless, common practice 
dictates that while working in the frequency domain, 
the sampling rate must be set more than twice and 
preferably between five and ten times the signal’s 
highest frequency component (Loewenstein, 1999; 
MC, 2005; Antonelli et al., 1999; Orfanidis, 1996).  
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Figure 11. (a) Minimizing the leakage effect using the exponentially decaying window (Avitabile, 2001); and 
(b) Hamming, Hanning, and Blackman window functions (adapted from MC, 2005). 
	
Figure 12. Filters types: (a) low-pass; (b) high-pass; (c) band-pass; and (d) stop-band. Note that the 
magnitude function of an ideal filter is 1 in the pass-band and 0 in the stop-band (adapted from Jamal and 
Steer, 1999). 
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4.1.3 Noise and white noise 
Desired signals are subject to various types of 
degradation in many applications. This degradation 
can arise from a variety of sources such as limita-
tions of the response transducers, random and/or 
un-modeled fluctuations of underlying physical pro-
cesses, or environmental conditions during sensing, 
transmission, reception, or storage of the data. Thus, 
the term noise is typically used to describe a wide 
range of degradation (Kulkarni, 2014). 
White noise is a basic concept underlying the 
modeling of random disturbances, such as sensor 
noise and environmental disturbances. In contrast to 
continuous time, white noise is straightforward to 
characterize in discrete time. The noise signal said to 
be white if (Reist, 2013) (1) it has zero mean and unit 
variance, (2) it is independent from sample to sam-
ple, i.e. not correlated in time. 
4.1.4 Signal conditioning  
Commonly, signals measured by a sensor do not 
have acceptable characteristics for display, record-
ing, transmission, or further processing. For in-
stance, they may lack the amplitude, power, level, or 
bandwidth required. Also, they may have superim-
posed interference that may mask the required in-
formation. Signal conditioning aims at adapting sen-
sor’s signals to the requirement of the receiver they 
are connected - whether a circuit or equipment (Pal-
las-Areny, 1999). In the following, a number of 
common signal conditioning functions are briefly 
discussed, mainly stressing the concept behind.  
4.1.5 Aliasing 
Aliasing occurs when input signals are sampled at 
less than the Nyquist rate. As a result, ambiguous 
signals that are much lower in frequency than the 
signal being sampled can appear in the time domain. 
For instance, Figure 10(a) shows a 1 kHz sine wave 
sampled at 800 Hz. The reconstructed frequency of 
the sampled wave is much too low and is not a true 
reproduction of the original frequency. Alternative-
ly, Figure 10(b) shows the same signal sampled at 
more than twice the input frequency or 5 kHz. Con-
sequently, the sampled wave now appears closer to 
the original one. To prevent aliases, a low-pass, anti-
aliasing filter is used. Although the filter eliminates 
the aliases, it also prevents any other signals from 
passing if their frequencies are above the stop band 
of the filter. Therefore, the DAQ system should be 
selected so that the sampling frequency per channel 
is more than twice (at least) the highest frequency 
intended to be measured (MC, 2005). 
4.1.6 Leakage and windows  
The leakage error occurs when transforming a 
signal from the time domain to the frequency do-
main using FFT. The FFT can produce a proper rep-
resentation of the data in the frequency domain if the 
sampled data consist of either a complete representa-
tion of the measured data for all time or alternatively 
contain a periodic repetition of the measured data. 
When any of these are not satisfied, then leakage will 
occur causing a serious distortion of the data in the 
frequency domain. To minimize this effect, 
weighting functions called windows are applied to 
the measured data to force it to better satisfy the pe-
riodicity requirements of the FFT (MC, 2005). An 
example of these functions, the exponentially decay-
ing window, is shown in Figure 11(a). Some other 
common window functions are Hanning, Hamming, 
Blackman, Figure 11(b).  
4.1.7 Filters  
Distortions in the data that reside in a frequency 
band that can be separated from the frequency band 
of interest can be removed by filtering the data. Fil-
ters are commonly classified according to the filter 
function they perform, Figure 12. In this figure, it is 
shown the basic filtering functions: low-pass, high-
pass, band-pass, and band-stop. A low-pass filter 
passes frequencies from zero to its cutoff frequency 
and stops all frequencies higher than the cutoff 
frequencies. On the contrary, a high-pass filter stops 
all frequencies below its cutoff frequency and passes 
all frequencies above it. A band-pass filter passes 
frequencies from to  and stops all other fre-
quencies. Oppositely, a band-stop filter stops fre-
quencies from to  and passes all other frequen-
cies (Jamal and Steer, 1999; Verhaegen and Verdult, 
2007). 
4.1.8 Decimation 
When the sampling frequency is too high with re-
spect to the bandwidth of interest of the tested struc-
ture, one may resample the data by selecting every 
jth sample from the original data sequences. If the 
original sampling frequency was , the so-called 
down-sampled or decimated data sequence is sam-
pled with a frequency of . This is carried out 
because a too high sampling frequency results in 
high-frequency disturbance in the data above the 
frequency band of interest. Before decimation, a digi-
tal anti-aliasing filter with a cut-off frequency of 
 must be applied to prevent aliasing (Verhae-
gen and Verdult, 2007). 
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4.2 Modal parameters identification methods 
The methods developed for the extraction of 
modal parameters for FVT are based on employing 
the FRF’s derived in frequency domain or on the 
equivalent Impulse Response Functions (IRF’s) in 
time domain (Hu, 2012). These methods are general-
ly classified as frequency domain or time domain 
approaches. Some of the frequency domain methods 
are the Peak-Picking (PP) method, the Complex 
Mode Indicator Function (CMIF) method and the 
polyreference Least Squares Complex Frequency 
(pLSCF) method. Some of the time domain methods 
are the Least-Squares Complex Exponential (LSCE) 
method, the Poly Reference Complex Exponential 
(PRCE) method, the Multiple Reference Ibrahim 
Time Domain (MRITD) method and the Eigen-
system Realization Algorithm (ERA) method.  
For AVT, the proposing of Natural Excitation 
Technique (NExT) by James et al. (1992) was a mile-
stone step that allowed the adaptation of FVT identi-
fication methods to be used in AVT. The idea behind 
the NExT technique is that Correlation Functions 
(COR’s) between the responses can be expressed as a 
sum of decaying sinusoids. Each decaying sinusoid 
has a damped natural frequency and damping ratio 
that is identical to the one of the corresponding 
structural mode. Consequently, COR’s can be em-
ployed as IRF’s to estimate modal parameters (Hu, 
2012). For instance, in the frequency domain, the 
FDD and the PolyMAX methods were developed by 
Brincker et al. (2000a) and Peeters et al. (2004), re-
spectively, by replacing the FRF’s matrix with the 
output spectral matrix assuming that the input is 
white noise. Similarly, in the time domain, by replac-
ing IRF’s with COR’s, the Covariance driven Sto-
chastic Subspace Identification (SSI-COV) method 
was developed by Peeters (2000). 
For more about classification of dynamic identifi-
cation techniques, the interested reader can refer to 
Cunha et al. (2013); Hu et al. (2010); Masjedian and 
Keshmiri (2009), De Stefano and Ceravolo (2007); 
Cunha et al. (2006); Zhang et al. (2005); Ren and 
Zong (2004); Peeters and De Roeck (2001); Maia and 
Silva (2001); Maia and Silva (1997). In the following, 
some of the widely used methods are discussed to 
show their theoretical background, advantages and 
limitations.  
4.2.1 Peak picking (PP) 
The Peak Picking (PP) method is the simplest 
known method for identifying the modal parameters 
of structures tested by AVT. It is a frequency domain 
based identification technique and is also called 
Basic Frequency Domain (BFD). Frequency domain 
algorithms are most popular mainly due to their 
simplicity and processing speed. It is based on sim-
ple signal processing using the Discrete Fourier 
Transforms (DFT). It depends on the fact that well 
separated modes can be estimated directly from the 
PSD matrix at the peak as proposed by Bendat and 
Piersol (1993). There is other implementations of that 
make use of the coherence between channels as pro-
posed by Felber (1993). In the context of FVT, the PP 
is based on the fact that the FRF reaches extreme 
values around the natural frequencies; therefore, the 
frequency at which this extreme occurs is a good 
estimate for the frequency of the structure. In the 
context of AVT, the FRF is only replaced by the auto 
spectra of the ambient outputs. In such a way the 
natural frequencies are simply determined from the 
observation of the peaks on the graphs of the aver-
aged normalized power spectral densities 
(ANPSDs). The ANPSDs are basically obtained by 
converting the measured accelerations to the fre-
quency domain by DFT (Brincker et al., 
2001a;Brincker et al., 2000a; Brincker et al., 2000b; 
Andersen et al., 1999).  
Even though the input excitation is not measured 
in AVT, this problem has often been solved by 
adopting a derived modal parameter identification 
technique where the reference sensor signal is used 
as an input and the FRF’s and coherence functions 
are calculated for each measurement point with re-
spect to this reference sensor. The coherence function 
calculated for two simultaneously recorded output 
signals has values close to one at the resonance fre-
quencies because of the high signal-to-noise ratio at 
these frequencies. Accordingly, inspecting the coher-
ence function helps in selecting the natural frequen-
cies of the structure. This method also yields the op-
erational shapes that are not the mode shapes, but 
almost always correspond to them. The components 
of the mode shapes are determined by the values of 
the transfer functions at the natural frequencies. In 
the context of AVT, transfer function means the ratio 
of response measured by a roving sensor over re-
sponse measured by a reference sensor. So, every 
transfer function yields a mode shape component 
relative to the reference sensor. Here it is assumed 
that the dynamic response at resonance is only dom-
inated by one mode. The validity of this assumption 
increases as the modes are better separated and as 
the damping in the structure is lower (Ren and 
Zong, 2004). 
The PP has some advantages, it is fast, user friend-
ly, simpler to use and gives the user a feeling of the 
data he is dealing with. Because the user works di-
rectly with the spectral density functions, this helps 
him in figuring out what is structural just by looking 
at the spectral density functions. This strengthens 
the user understanding of the physics, hence pro-
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vides a valuable tool for a meaningful identification. 
Also, the PP gives a clear indication of harmonic 
components in the response signals. The PP tech-
nique has some drawbacks: picking the peaks is al-
ways a subjective task; operational deflection shapes 
are obtained instead of mode shapes; only real 
modes or proportionally damped structures can be 
deduced by the method; and damping estimates are 
unreliable. In spite of these drawbacks many civil 
engineering cases exist where the PP technique is 
successfully applied (Ren and Zong, 2004; Brincker 
et al., 2000a; Peeters and De Roeck, 1999).  
4.2.2 Frequency domain decomposition (FDD) 
The Frequency Domain Decomposition (FDD) 
method was firstly presented by Brincker et al. 
(2000a, 2000b; 2001a). Nevertheless, the concepts be-
hind the method had already been used in the analy-
sis of structures subjected to AV by Prevosto (1982) 
and Correa and Costa (1992), and on the identifica-
tion of modal parameters from FRF (Shih et al., 
1988b) (Magalhães and Cunha, 2011). In the FDD, it 
is shown that taking the Singular Value Decomposi-
tion (SVD) of the spectral matrix, the spectral matrix 
is decomposed into a set of auto spectral density 
functions, each corresponding to a single degree of 
freedom (SDOF) system (Brincker et al., 2000a; 
2000b; 2001a).  
The FDD aims to be a simple and user-friendly 
technique allowing at the same time the accurate 
separation of closely spaced modes which is not 
achievable by the PP technique (Magalhães and 
Cunha, 2011). The FDD results are exact provided 
that the excitation is white noise, the structure is 
lightly damped and the mode shapes of closely 
spaced modes are geometrically orthogonal. If these 
assumptions are not satisfied, the decomposition 
into SDOF systems is approximate, but still the re-
sults are significantly more accurate than the results 
of the PP method (Brincker et al., 2000a; 2000b; 
2001a). Like the PP technique, the FDD cannot esti-
mate the damping ratios; therefore, a new method 
was developed by Brincker et al. (2001b), called the 
Enhanced FDD or EFDD, to overcome this draw-
back.  
4.2.3 Stochastic subspace identification 
methods 
Stochastic Subspace Identification (SSI) modal es-
timation algorithms have been around for about two 
decades by now (Brincker and Andersen, 2006). The 
real break-through of the SSI algorithms was intro-
duced by Van Overschee and De Moor (1996). In this 
book, it was showed that the SSI algorithms were a 
strong and efficient tool for natural input modal 
analysis. Because of the immediate acceptance of the 
effectiveness of the algorithms the mathematical 
framework described in the book where accepted as 
a de facto standard for SSI algorithms (Brincker and 
Andersen, 2006).  
The SSI methods perform the identification of 
modal parameters using a stochastic state-space 
model. This model in its discrete form and assuming 
the excitation as a white noise is represented by: 
 
 Equation 1 
Where is the discrete-time state vector at time 
instant  , is the vector with the sampled outputs, 
 is the discrete state matrix,  is the discrete output 
matrix and ,  are vectors that represent the 
noise due to disturbances and modeling inaccuracies 
and the measurement noise due to sensor inaccura-
cy. If the identification of matrices  and  is per-
formed from the measured time series, the method is 
called Data-driven Stochastic Subspace Identification 
(SSI-DATA), and if performed from the correlations 
of the time series, it is called Covariance-driven Sto-
chastic Subspace Identification (SSI-COV). Both 
methods are based on the properties of stochastic 
systems (Van Overschee and Moor, 1996) and in-
volve singular value decomposition and the resolu-
tion of a least-squares equation (Peeters, 2000).The 
quality of the results obtained by both methods is 
similar. But, the SSI-COV method is faster and re-
quires less memory, because the time series are 
compressed in covariance matrices. After the identi-
fication of the state-space model, modal parameters 
are extracted from matrices  and  (Magalhães et 
al., 2010). 
Peeters and De Roeck (1999) introduced a modi-
fied version of classical SSI-COV called SSI-
COV/ref. In this method the modification consisted 
of reformulating the algorithm so that it only needed 
the covariances between the outputs and a limited 
set of reference outputs instead of the covariances 
between all outputs. In the same publication they 
proposed also a modified version of SSI-DATA 
called SSI-DATA/ref. In this new method the idea 
was to take instead of all past outputs only the past 
reference outputs when projecting the future output 
into the past outputs. 
The identification of the state-space model re-
quires the definition of the model order. Neverthe-
less, it is not possible to predict the model order that 
better fits the experimental data and realistically 
characterizes the dynamic behavior of the tested 
structure. Therefore, the estimation of the modal pa-
rameters is carried out using models with an order 
within an interval defined in a conservative way. 
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The identified modal parameters are then represent-
ed in a stabilization diagram that allows the distinc-
tion of parameters that are stable for models of in-
creasing orders (points over the same vertical align-
ment), and these are the ones with structural signifi-
cance (Figure 13). The others are just associated with 
numerical modes, which are important to model the 
noise that exists always in measured data (Figure 
13). In other words, the frequencies indicating a 
structural mode appear in a stable vertical alignment 
of identified poles; instead, the frequencies indicat-
ing spurious poles appear randomly scattered in the 
diagram (Magalhães et al., 2010; Cabboi, 2014). 
 
 
Figure 13. Example of a stabilization diagram showing the difference between physical and numerical modes 
(Elyamani, 2015).
The SSI methods are time domain based tech-
niques that directly works with time data, without 
the need to convert them to correlations or spectra. 
However, and common to all system identification 
methods for AVT, it is not possible to obtain an abso-
lute scaling of the identified mode shapes (e.g. mass 
normalization) because the input remains unknown 
(Ren and Zong, 2004). Some proposals to overcome 
these limitations can be found at Brincker and An-
dersen (2003b); Bernal (2003); Bernal and Gunes 
(2002) and Parloo et al. (2002). In specific for SSI/ref 
methods, the prediction errors are higher for chan-
nels that do not belong to the reference channels be-
cause these channels are partially omitted in the 
identification process. However, there is a clear re-
duction in the dimensions of the problem and the 
computation time (Peeters and De Roeck, 1999).  
4.2.4 Polyreference least square complex 
frequency domain (pLSCF) 
In Zhang et al. (2005) a tracking of the develop-
ment of pLSCF method from the FVT to the AVT can 
be found, a summery is presented here. Guillaume et 
al (1998) used the Least Squares Complex Frequen-
cy-domain (LSCF) estimation method to find initial 
values for the iterative maximum likelihood method 
which was proposed for modal identification from 
FRF in FVT context. It was found that these initial 
values resulted in accurate modal parameters with 
small computational effort; nevertheless, LSCF had 
two limitations. First, the mode shapes are difficult 
to obtain using the SVD. Second, the closely spaced 
modes are difficult to separate. Therefore, Guillaume 
et al (2003) presented a polyreference version of the 
LSCF method, based on right matrix-fraction model 
to overcome the above limitations and short time 
after Peeters and Van der Auweraer (2005) presented 
the polyreference Least Square Complex Frequency 
domain (pLSCF) for AVT.  
The main advantages of the pLSCF are: 1) it is fast; 
2) it yields a very clear stabilization diagram; 3) the 
numerical stability of the algorithm allows for a 
large-bandwidth and high-model order analysis and 
makes it suitable both for lowly- and highly-damped 
structures. The main drawback is that the damping 
estimates associated with some stable poles decrease 
with increasing noise levels and this situation be-
Physical 
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comes worth for poorly excited modes (El-Kafafy et 
al.,2013; Peeters et al., 2012; Peeters, 2000). 
5. CONCLUSIONS 
This paper presented the recent state-of-the-art of 
many interconnected activities usually carried out in 
an integrated methodology to help in the seismic 
assessment of a historical structure. In the following 
the main conclusions concerning each of these activi-
ties are presented.  
On the dynamic identification tests: For modern 
structures, these tests are useful to 1) give insight 
about their dynamic behavior, 2) find out if their per-
formance fall within particular criteria, 3) detect 
signs of damage and 4) propose guidance for im-
proved future modeling and/or design.  
For historical structures, these tests are used to 1) 
obtain modal parameters of the structure, 2) update 
the numerical model of the structure, 3) assess the 
level of connection between different parts of the 
structure partially separated by cracks, 4) reveal the 
damage effect on dynamic behavior, 5) appraise the 
benefits of repair/strengthening interventions and 6) 
select the optimal sensors locations for the following 
dynamic monitoring activity.  
AVT is more used than FVT in the dynamic iden-
tification of historical structures because it is quicker 
and cheaper, less equipments and operators are 
needed, and tests can be realized while a structure is 
in service. However, it has some limitations, for in-
stance, the difficulty in exciting some modes, the 
assumption of stationary white noise excitation and 
the low signal to noise ratio. Therefore, these limita-
tions require the usage of robust output-only dy-
namic identification methods. 
The sensors are selected based on many aspects; 
above all are the frequency range, the dynamic range 
and the sensitivity.  
In AVT, the testing time should not be less than 
1000 to 2000 times structure's fundamental period.  
It is important to carry out the modal parameters 
identification process using more than one dynamic 
identification method. In spite of this, normally 
damping will be a difficult parameter to determine. 
Moreover, some modes may not be identified due to 
low excitation levels.  
The identification of structures with one predom-
inant direction like bridges and bell towers is easier 
than in more complex structures like churches and 
cathedrals.  
On the dynamic monitoring of historical struc-
tures: Monitoring is carried out to 1) study the evo-
lution of modal parameters in time, 2) reveal the ef-
fect of environmental actions on modal parameters, 
3) capture the dynamic response in the vicinity of 
possible seismic events and 4) verify the effective-
ness of any possible intervention, specifically the 
incremental intervention.  
The dynamic monitoring systems are classified 
according to the type of used instrument into wired 
systems and wireless systems. The first systems are 
still widely in use, and more research is still in need 
for facilitating and increasing the usage of the sec-
ond systems. According to the activation regime of 
the recording devices, there are three types of sys-
tems: dynamic monitoring system with threshold, 
periodical dynamic monitoring system and continu-
ous dynamic monitoring. Although the last system 
gives more information than the other two systems, 
it is not widely used because it needs large storage 
capacity and more post processing.  
Some of the few available case studies in the liter-
ature have been discussed. Based on these cases, it 
can be concluded that 1) the natural frequencies in-
crease with the temperature due to the closing of 
cracks and vice versa, 2) under the effect of a seismic 
event with a considerable magnitude, the natural 
frequencies decrease and they may recover their ini-
tial value after the event if no residual damage has 
occurred, 3) the damping ratios increase significantly 
during a seismic events of a considerable magnitude, 
4) mode shapes change lesser than natural frequen-
cies and damping ratios under the effect of earth-
quakes.  
The automated dynamic identification of modal 
parameters from dynamic monitoring data is a new 
trend that it is highly needed to speed up the identi-
fication process by reducing the amount of human 
interfering.  
On the modal parameters identification methods: 
Some basic concepts of signal processing like sam-
pling, white noise, signal conditioning, spectral 
analysis and Fast Fourier Transform (FFT) were in-
troduced. From these concepts, the following can be 
concluded 1) the sampling rate must be chosen to be 
five to ten times the signal’s highest frequency com-
ponent otherwise the aliasing error may occur, 2) 
windows like Hanning are applied to signals to re-
duce leakage error, 3) filters are applied to reduce 
noise in signals by removing some unwanted fre-
quencies, 4) decimation reduces the time of pro-
cessing a signal without losing any information it 
contains.  
Five modal parameters identification methods 
were discusses. Those are the PP, the FDD, the SSI-
COV, the SSI-DATA and the pLSCF. For each of 
them the background theory was briefly given and a 
focus was made on the advantages and the limita-
tions of each method.  
The PP method is fast and user friendly but it is 
not efficient in case of closely spaced modes. Moreo-
ver, picking the peaks is always a subjective task. 
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The FDD method allows for the accurate separation 
of closely spaced modes but its results are satisfacto-
ry in condition that the excitation is a white noise, 
the structure is lightly damped and the mode shapes 
of closely spaced modes are geometrically orthogo-
nal. Also, it cannot estimate the damping ratios. The 
SSI methods are more accurate than the PP and the 
FDD; however, they don’t afford an absolute scaling 
of the identified mode shapes. The pLSCF method 
yields a very clear stabilization diagram, compared 
to the SSI method. Nevertheless, the damping esti-
mates associated with some stable poles decrease 
with increasing noise levels and this situation be-
comes worth for poorly excited modes. 
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