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1. Введение
В [1] на основе анализа научных публикаций
была решена задача синтеза оптимального в сред
неквадратическом смысле несмещенного фильтра
интерполятораэкстраполятора (далее ФИЭ) в слу
чае непрерывнодискретных наблюдений с па
мятью при наличии аномальных помех, а в [2] до
казана оптимальность процедуры исключения ано
мальных компонент вектора наблюдения и иссле
дована зависимость качества оценивания от раз
мерности и структуры аномальных каналов наблю
дения. На практике одним из средств повышения
надежности измерительных систем и точности сис
тем обработки информации является резервирова
ние каналов наблюдения [3]. В данной статье ис
следуется вопрос зависимости точности оценива
ния от кратности резервирования каналов наблю
дения. Модели процессов xt, zt, и система предпо
ложений и обозначений те же, что и в [1]. 
2. Резервирование каналов наблюдения 
Пусть индекс [i] − кратность резервирования в
дискретном канале наблюдения. Тогда q⋅iмерный
вектор дискретных наблюдений в соответствии с
(1.3) из [1] принимает вид 
(1)
где: G 0[i](tm) и G k[i](tm), являются блочностолбцовыми
матрицами размеров (q⋅in), состоящими соответ
ственно из i матриц G0(tm) и Gk(tm) размеров (qn);ξ[i](tm) − q⋅iмерный вектор регулярных помех с мат
рицей интенсивности V[i](tm) размера (q⋅iq⋅i), кото
рая является блочнодиагональной и состоит из
матриц Vj(tm) размера (qq), j = 1;i

; матрица C[i] раз
мера (q⋅ir) является блочностолбцовой, состоя
щей из i булевых матриц C размера (qr) той же
структуры, что и в [1]; f(tm) − rмерный вектор ано
мальных помех, r q⋅i, того же типа, что и в [1]. 
Следующие два Утверждения очевидны.
Утверждение 1. Оптимальный в среднеквадра
тическом смысле несмещенный ФИЭ в случае ре
зервирования дискретных каналов наблюдения с
кратностью [i] определяется Теоремой 1 из [1], где
всюду должен быть поставлен индекс резервирова
ния [i].
Утверждение 2. Для определенного в Утвержде
нии 1 ФИЭ справедливы Теорема 2 из [1] и Теоре
мы 1−3 из [2].
3.  Фиксированный момент включения системы 
с резервированием
Аналогично [2] введем критерий качества, ха
рактеризующий точность оценивания при крат
ности резервирования [i]
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Результаты работ [1, 2] обобщаются на случай резервирования дискретных каналов наблюдения с памятью. Исследуется зависи!
мость точности оценивания от кратности резервирования каналов наблюдения.
где A≥0, Г~[i]N+L+1(τ~N,tm,s~L) − матрица вторых моментов
ошибки оценки ФИЭ, соответствующая кратности
резервирования [i]. 
Замечание 1. Нас может интересовать не только
совместная точность ФИЭ, но и раздельные точ
ности фильтра, интерполятора и экстраполятора 
(3)
соответствующие кратности резервирования [i],
что обеспечивается соответствующим конструиро
ванием матрицы A из неотрицательно определен
ных матриц A0, AN, AL соответствующих размеров.
Теорема 1. Пусть 
(4)
где O − матрица размера (qr), т.е. (i+1)й резерв
ный канал наблюдения является идеальным без
аномальных помех. Если до момента времени tm ра
ботает система без резервирования с заданной мат
рицей C[i] = C, а, начиная с момента tm, вступает в
работу система с резервированием, то 
(5)
Доказательство. Поскольку система с резерви
рованием вступает в работу с момента tm, то 
(6)
Из (П.79) в [1] с учетом (П.47), (2.33), (П.70) в
[1] и (8), (9) в [2] следует
(7)
где E[i+1] матрица размера [((i +1)q−r)(i +1)q], соот
ветствующая матрице C[i+1] вида (6) и построенная
аналогично матрице E в Теореме 1 из [2]. В соотве
тствии с (2.36) из [1]
(8)
Поскольку
(9)
то из (8) следует 
(10)
(11)
(12)
Используя (7) также и для кратности резервиро
вания [i], получаем
(13)
(14)
Согласно (9), (10) 
(15)
Использование формулы Фробениуса [4] в (15)
с последующей подстановкой в (14) дает 
(16)
(17)
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Из (11), (12), (17) с учетом (7), (12) получаем
Ψ(tm) = Vi+1(tm) + GN+L+1(tm)Г~[i]N+L+1(τ~N,tm,s~L)GTN+L+1(tm).
Так как Vi+1(tm)>0, то Ψ(tm)>0 и Ψ1(tm)>0. Тогда из
(16) следует, что B(tm)0, в результате чего, согласно
(13), ∆Г~[i]N+L+1(τ~N,tm,s~L) = Г~[i]N+L+1(τ~N,tm,s~L) − Г~[i1]N+L+1(τ~N,
tm,s~L). Поскольку A0, то собственные значенияλj(⋅), j = 1;n(N+ L+ 1), матрицы A∆Г~[i]N+L+1(τ~N,tm,s~L) ве
щественны и неотрицательны [4]. Поэтому 
tr[A∆Г~[i]N+L+1(τ~N,tm,s~L)] = λj(A∆Г~[i]N+L+1(τ~N,tm,s~L))0. 
Так как неравенство (5) эквивалентно неравенству
∆J[i](tm) = J[i](tm) − J[i+1](tm)0, то согласно предыдуще
му неравенству с учетом (2) Теорема 1 доказана.
4.  Произвольный момент включения системы 
с резервированием 
Теорема 2. Пусть система с резервированием ра
ботает с начального момента времени. Тогда, если
(18)
то свойство (5) справедливо для произвольного мо
мента времени tm.
Доказательство. Справедливость теоремы будет
доказана, если из (5) при справедливости условия
(18), записанного для момента времени tm+1, будет
следовать неравенство J[i](tm+1)  J[i+1](tm+1). Восполь
зуемся методикой доказательства теоремы 3 из [2].
Матрица Г~[i]N+L+1(τ~N,tm+1−0,s~L) с учетом (18) может
быть представлена в виде Г~[i]N+L+1(τ~N,tm+1−0,s~L) =
=Г~[i+1]N+L+1(τ~N,tm+1−0,s~L)+ Г~, где Г~0. Аналогично вы
воду формулы (27), получаем 
(19)
(20)
Введем матричную функцию скалярного пере
менного α0 вида Ф(α) = Г~[i+1]N+L+1(τ~N,tm+1−0,s~L)+αГ~.
Рассматривая Г~[i]N+L+1(τ~N,tm+1,s~L) как функцию α, из
(19) получаем 
(21)
Аналогично (22) в [2]
(22)
(23)
Так как Г~0, то из (22) следует 
dГ~[i]N+L+1(τ~N,tm+1,s~L,α)/dα0 [5], следовательно, 
Г~[i]N+L+1 (τ~N,tm+1,s~L,α) − монотонно неубывающая по α
в смысле определенности матрица. Поэтому 
(24)
Из (21) и (7) с учетом (8), записанной для мо
мента tm+1, следует
(25)
(26)
(27)
Из сравнения (26) и (14) следует, что доказа
тельство свойства B~(tm+1)0 может быть проведено
аналогично доказательству свойства B(tm)0. Тогда
из (25) будет следовать 
Г~[i]N+L+1(τ~N,tm+1,s~L;α)|α=0Г~[i+1]N+L+1(τ~N,tm+1,s~L). 
Согласно (19), (21), 
Г~[i]N+L+1(τ~N,tm+1,s~L) =Г~[i]N+L+1(τ~N,tm+1,s~L;α)|α=1.
Из двух последних неравенств с учетом (24) следует
Г~[i]N+L+1(τ~N,tm+1,s~L)Г~[i+1]N+L+1(τ~N,tm+1,s~L), 
то есть 
∆Г~[i]N+L+1(τ~N,tm+1,s~L)Г~[i]N+L+1(τ~N,tm+1,s~L) − Г~[i+1]N+L+1(τ~N,tm+1,s~L)0.
Таким образом, неравенство ∆J[i](tm+1) = J[i](tm+1) −
− J[i+1](tm+1)0 следует аналогично неравенству для
∆J[i](tm) при завершении доказательства Теоремы 2.
Тем самым Теорема 2 доказана.
[ ] [ ]
[ ]
[ ] [ ]
1
1 1 1 11 1
1 1
1 1 1 1
( ) ( ) ( )
( , 0, ) ( ).
T
i
m m N L mi i
i i
N L N m L N L m
W t V t G t
t s G tτ
+
+ + + + ++ +
+ +
+ + + + + +
= + ×
× Γ −? ? ?
[ ]
[ ] [ ] [ ] [ ]
[ ]
[ ] [ ]
[ ] [ ] [ ]
[ ]
1
1 1 1
1
11 1 1 1
1
1 1 1 11
1
1 1 1
( ) ( )
[ ( ) ]
( ) ( )
( ) ( ),
T
T
T
i
m N L m
T T
mi i i i
i i
N L m N L mi
iT
m N L mi i i
B t G t
E E W t E
E G t G t
E W t E G t
+
+ + + +
−
++ + + +
+
+ + + + + ++
−
+ + + +
= ×
× ×
× − ×
×
?
?
[ ]
[ ]
[ ]
[ ]
01 1
1
1 1
1
1 1 1
1
1 1
( , , ; )
( , , )
( , 0, ) ( )
( , 0, ),
i
N L N m L
i
N L N m L
i
N L N m L m
i
N L N m L
t s
t s
t s B t
t s
ατ α
τ
τ
τ
=+ + +
+
+ + +
+
+ + + +
+
+ + +
Γ −
− Γ =
= Γ − ×
×Γ −
? ? ?
? ? ?
?? ? ?
? ? ?
[ ]
[ ]
1
0
1 1
1 1
( , , ; )
( , , ; ) .
i
N L N m L
i
N L N m L
t s
t s
α
α
τ α
τ α
=
=
+ + +
+ + +
Γ ≥
≥ Γ
? ? ?
? ? ?
( )
[ ]
[ ] [ ] [ ]
[ ]
[ ]
[ ] [ ]
[ ]
1 11
1 1 1
1
1 1 1 1
( ) ( )
[ ( ) ( )
( ) ] ( ) .
T
T
i
N L mN L n
iT
m N L mi i i
i iT
N L m N L mi i
B I G t
E W t E G t
G t E E G t
α
α
+ + ++ +
+ + + +
−
+ + + + + +
= − Φ ×
× + ×
×Γ 
?
?
[ ]
1 1( , , ; ) ,
i T
N L N m Ld t s d B Bτ α α+ + +Γ = Γ? ?? ?
[ ]
( )
[ ]
[ ] [ ] [ ]
[ ] [ ]
[ ]
[ ]
[ ]
1 1
1 11
1
1 1 1 1
1 1
( , , ; )
( ) ( )
[ ( ) ( ) ]
( ) ( ).
T
T
i
N L N m L
i
N L mN L n
i iT T
m N L N L mi i i i
i
N L mi
t s
I G t
E W t E G G t E
E G t
τ α
α
α
α
+ + +
+ + ++ +
−
+ + + + + +
+ + +
Γ =
= − Φ ×
× + Γ ×
× Φ
? ? ?
? ?
[ ] [ ] [ ]
[ ]
[ ] [ ]
[ ]
1 1 1 1
1
1 1 1 1
( ) [ ( ) ( )
( , 0, ) ( )] .
T
i
m m N L mi i i
i i T
N L N m L N L m i
W t E V t G t
t s G t Eτ
+ + + + +
+
+ + + + + +
= + ×
×Γ −
?
? ? ?
[ ]
( )
[ ]
[ ]
[ ]
[ ] [ ]
[ ]
[ ]
[ ]
[ ]
[ ] [ ]
1 1 1
1
1 1
1 1
1
1 1 1
1 1
1
1 1 1 1
( , , )
( ( , 0, ) )
( )
( ) ( )
( )
( ) ( ( , 0, ) ),
T
T
i
N L N m L N L n
i
N L N m L
i T
N L m i
i
m N L mi i
i T
N L m i
i i
N L m N L N m Li
t s I
t s
G t E
W t E G t
G t E
E G t t s
τ
τ
τ
+ + + + +
+
+ + +
+ + +
−
+ + + +
+ + +
+
+ + + + + +
Γ = −
− Γ − + Γ ×
× ×
 + × × × ×Γ 
× Γ − + Γ
? ? ?
? ?? ?
?
?
? ?? ?
[ ] [ ]1
1 1( , 0, ) ( , 0, ),
i i
N L N m L N L N m Lt s t sτ τ++ + + +Γ − ≥ Γ −? ?? ? ? ?
( )1
1
N L n
j
+ +
=
∑
Естественные науки
17
Смысл приведенных результатов состоит в том,
что добавление идеального резервного блока без
аномальных помех может лишь улучшить качество
оценивания.
Замечание 2. В соответствии с Замечанием 1 Те
оремы 1 и 2 справедливы для раздельных задач
фильтрации, интерполяции и экстраполяции.
Пример. Пусть ненаблюдаемый процесс x1 задан
уравнением (1.1) из [1], в котором F(t) ≡ −a, a>0,
Q(t) ≡ Q = const. Процесс z1, определяет непрерыв
ные наблюдения без памяти вида (1.2) из [1], где  
Hk ≡ 0,  k = 1;N, H0 ≡ H = const, R(t) ≡ R = const.
Дискретный канал наблюдения формируется как
совокупность двух скалярных каналов, в каждом из
которых наблюдается сигнал X(tm,τ) = G0xtm+G1xτ, где
G0 = const, G1 = const, на фоне некоррелированных
регулярных помех ξ1(tm), ξ2(tm) с одной интенсив
ностью Ф23 = const. Пусть L=1 (s1=s).
Рассматриваются три ситуации: 
1) аномальные помехи отсутствуют (C=0); 
2) аномальная помеха действует по первой компо
ненте η1(tm) (CT = [1| 0]); 
3) аномальные помехи действуют по обеим ком
понентам η1(tm) и η2(tm) двумерного вектора наб
людения η(tm) (C = I2). Соответствующие этим
случаям среднеквадратические ошибки оценок
экстраполяции в момент tm будем обозначатьγ 022(s,tm), γ 122(s,tm), γ 222(s,tm). 
Рассмотрим, как и в примере из [1], случай ред
ких дискретных наблюдений, когда решения диф
ференциальных уравнений (2.4−2.10) из [1] для
рассматриваемого примера достигают своих стаци
онарных значений (см. (3.2) в [6])
(28)
где t* = t−τ есть глубина памяти, а T = s−t есть ин
тервал экстраполяции. Пусть ∆10 = γ 122(s,tm) −γ 022(s,tm),∆21 = γ 222(s,tm) − γ 122(s,tm). Тогда аналогично (2.49) из
[1] получим 
(29)
(30)
где γ, γ01, γ11, γ02, γ12 определяются формулами (28).
Из (28−30) следует ∆10 > 0, ∆21 > 0, то есть 
(31)
Канал наблюдения, формирующий η2(tm) в ситу
ации 2, может быть интерпретирован как резервный
относительно η1(tm) и являющийся при этом идеаль
ным. Поскольку ситуация 3 эквивалентна ситуации
скалярного наблюдения η1(tm), то согласно приня
тым обозначениям для оценки экстраполяции
J[1](tm)=γ 222(s,tm), J[2](tm)=γ 122(s,tm), ∆21=J[1](tm)−J[2](tm). Так
как ∆21 > 0, то J[1](tm)>J[2](tm), что отражает свойство (5)
для рассматриваемого примера относительно оцен
ки экстраполяции (см. Замечание 2), причем при
конечных значениях параметров  получено строгое
неравенство, означающее, что наличие идеального
резервного канала лишь улучшает качество экстра
поляции. Воспользовавшись последней интерпре
тацией ∆21, введем меру эффективности ε21 = ∆21 − ∆~21
дискретных наблюдений с памятью относительно
наблюдений без памяти в задаче экстраполяции, где
∆~21 − значение ∆21 при G1 = 0. Если ε 21 > 0, то наблю
дения с памятью эффективнее наблюдений без па
мяти, так как наличие идеального резервного кана
ла с памятью дает большее уменьшение среднеквад
ратической ошибки оценки экстраполяции, нежели
наличие идеального резервного канала без памяти.
Если ε 21 < 0, то наблюдения без памяти эффективнее
наблюдений с памятью. Исследование зависимости
ε 21(t*), как функции глубины памяти, дает следую
щий результат.
Утверждение 3. Пусть ε 021 = lim ε 21 при t*↓0; ε 	21 = lim ε 21 при t*↑	; G = {(G0,G1):G 21 + 2G0G10}.
Тогда 
1) для ε 021 и ε 	21 справедливы формулы
(32)
(33)
2) при большой глубине памяти идеальный резе
рвный канал без памяти эффективнее идеаль
ного резервного канала с памятью, то есть ε 	21<0;
3) если (G0,G1)∉G, то при малой глубине памяти
идеальный резервный канал с памятью эффек
тивнее идеального резервного канала без памя
ти, то есть ε 	21>0 и ε 	210 при (G0,G1)∈G;
4) если (G0,G1)∉G, то ε 21(t*) является монотонно
убывающей функцией глубины памяти, обра
щаясь в ноль в точке t* = t*eff, определяемой фор
мулой
(34)
Дадим некоторые комментарии к полученному
результату.
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10) Величина t*eff может быть определена как эффек
тивная глубина памяти.
20) Влияние непрерывных наблюдений осущес
твляется через параметр δ, см. (28), пропорцио
нального отношению сигнал/шум по интенсив
ности в непрерывном канале. При отсутствии
непрерывных наблюдений, когда δ = 0, из (28)
следует, что λ =a, κ =1, и, таким образом, фор
мула (34) дает явную зависимость эффективной
глубины памяти от времени корреляции 
αk = 1/a процесса xt.
Заключение
Для ФИЭ, синтез которого осуществлен в [1],
доказаны следующие основные свойства: 
− добавление в канале наблюдения идеального
резервного блока без аномальных помех может
лишь улучшить качество оценивания; 
− свойства ФИЭ, отмеченные выше, справедливы
и для раздельных задач фильтрации, интерпо
ляции и экстраполяции, 
− рассмотренный пример показывает, что нали
чие памяти может как улучшать, так и ухудшать
качество оценивания.
Применительно к системам управления, нави
гации, передачи данных, имеющих непрерывно
дискретные во времени инерционные каналы наб
людения, полученные результаты позволяют обос
нованно выбирать кратности резервирования ка
налов наблюдения.
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Введение
Одним из методов получения наглядного визу
ального представления о логических закономер
ностях в структуре данных является метод локаль
ной геометрии. В отличии от традиционных мето
дов анализа многомерных данных, которые ис
пользуют представление об общем пространстве
признаков и об одинаковой мере сходства и разли
чия, в методе локальной геометрии каждый объект
рассматривается как самостоятельный классифи
катор, и для него строится собственное (локальное)
пространство признаков, в котором определяется
индивидуальная мера сходства и различия с други
ми объектами [1]. 
Использование метода локальной геометрии
для обнаружения закономерностей в базах данных
позволяет получать следующие преимущества, ука
занные в [1]: 1) достаточно простое построение
IF...THEN правил в данных; 2) устойчивость зако
номерностей проверяется с помощью множества
фальсификаторов; 3) выявляется структура логи
ческих закономерностей в данных; 4) достигаются
минимальные ошибки при решении задач класси
фикации, распознавания образов и прогнозирова
ния.
Анализ геометрической структуры данных ме
тодом локальной геометрии не имеет готовых шаб
лонов и реализуется известными методами и алго
ритмами, использующие геометрическое описание
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