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VERTEX OPERATOR ALGEBRA ARISING FROM THE
MINIMAL SERIES M(3, p) AND MONOMIAL BASIS
BORIS L. FEIGIN, MICHIO JIMBO, AND TETSUJI MIWA
Dedicated to Professor B. M. McCoy on the occasion of his sixtieth birthday
Abstract. We study a vertex operator algebra (VOA) V related
to the M(3, p) Virasoro minimal series. This VOA reduces in the
simplest case p = 4 to the level two integrable vacuum module
of ŝl2. On V there is an action of a commutative current a(z),
which is an analog of the current e(z) of ŝl2. Our main concern is
the subspace W generated by this action from the highest weight
vector of V . Using the Fourier components of a(z), we present a
monomial basis of W and a semi-infinite monomial basis of V . We
also give a Gordon type formula for their characters.
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bracket
1. Introduction
Let us recall some basic facts about integrable ŝl2–modules. Fix in
sl2 the standard basis {e, h, f}, and let e(z), h(z), f(z) be the corre-
sponding currents of ŝl2:
e(z) =
∑
i∈Z
eiz
−i−1, h(z) =
∑
i∈Z
hiz
−i−1, f(z) =
∑
i∈Z
fiz
−i−1.
It is well known that the operators e(z)k+1, f(z)k+1 act as zero on
any level k integrable representation of ŝl2. Conversely, the relation
e(z)k+1 = 0 allows us to describe integrable representations as follows.
Consider the polynomial ring A in generators {ai}i∈Z, and let a(z) =∑
i∈Z aiz
−i−1. A is a graded algebra with the assignment deg ai =
−i. We say that an A-module W belongs to the category O if it is
Z-graded : W = ⊕j∈ZWj , and Wj = 0 for sufficiently small j. On
a module W in the category O, certain infinite combinations of the
generators ai have a well-defined action. For example, each coefficient
of a(z)m (m = 1, 2, · · · ) has a meaning as an operator onW . Denote by
A˜ the algebra obtained by adjoining to A the coefficients of arbitrary
polynomials in a(z) and its derivatives ∂a(z), ∂2a(z), · · · (∂ = ∂/∂z).
For each non-negative integer k, let Jk+1 be the ideal generated by the
coefficients of a(z)k+1. We define the quotient algebra Ak+1 = A˜/Jk+1.
It is also convenient to add to Ak+1 the elements D and D
−1 with the
relations DaiD
−1 = ai+2, DD−1 = D−1D = 1.
In [2], it was shown that the algebra Ak+1 (extended by D) has a
remarkable class of irreducible representations πα,β, where α, β are
non–negative integers such that α + β = k. The space πα,β has a
basis consisting of semi–infinite monomials
∏
i∈Z a
bi
i , where the expo-
nents {bi}i∈Z run over sequences of non–negative integers satisfying the
following conditions.
(a): bi + bi+1 ≤ k,
(b): there exists an n0 such that bn = 0 for n ≤ n0,
(c): there exists an n1 such that for n ≥ n1
bn =
{
α (n odd),
β (n even).
Actually, under the identification e(z) = a(z), πα,β is nothing but the
irreducible integrable representation of ŝl2 with highest weight (α, β).
At this point, it is natural to ask the following questions. What
will happen if we replace the relation a(z)k+1 = 0 by something else?
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For which kind of relations is it possible to find an algebra similar to
Ak+1 and its irreducible representations which have bases formed by
semi–infinite monomials? These questions are rather complicated, and
for ‘generic’ relations we cannot hope for such a construction. So it is
important to study concrete examples.
Simplest examples arise when we try to generalize the case of ŝl2
with k = 1. Namely, fix some number m and consider the current a(z)
with relations
a(z)2 = 0,
(
∂a(z)
)2
= 0, · · · , (∂ma(z))2 = 0.
Such an a(z) can be realized as a(z) = φ√2m(z), where φβ(z) =: e
βϕ(z) :
stands for the vertex operator with momentum β. The current a(z)
together with ∂ϕ(z) and a∗(z) = φ−√2m(z) form a vertex operator
algebra (VOA). They are analogous to the currents e(z), h(z), f(z)
of ŝl2. The a(z) (resp. a
∗(z)) are commutative, ∂ϕ(z) generates the
Heisenberg algebra, and [∂ϕ(z), a(w)] (resp. [∂ϕ(z), a∗(w)]) have the
same form as in the case of ŝl2. A major difference is in the bracket
[a(z), a∗(w)] which becomes a differential polynomial in ∂ϕ(z).
This VOA has 2m irreducible representations enumerated by an in-
teger l with 0 ≤ l < 2m. These representations have a basis consisting
of monomials
∏
i∈Z a
bi
i , where
(a’): bi + bi+1 + · · ·+ bi+2m−1 ≤ 1,
(b’): There exists an n0 such that bn = 0 for n ≤ n0,
(c’): There exists an n1 such that for n ≥ n1
bn =
{
1 (n ≡ l mod 2m),
0 (otherwise).
Now let us try to generalize the case of ŝl2 with k = 2. The simplest
idea is to replace the relation a(z)3 = 0 by two relations a(z)3 = 0,
a(z)
(
∂a(z)
)2
= 0. It is possible to construct a space which admits
an action of a(z) and has a basis formed by semi-imfinite monomials∏
i∈Z a
bi
i . The exponents {bi} satisfy conditions similar to (a’), (b’) and
(c’) above, wherein the most interesting property (a’) is now replaced
by the condition bi + bi+1 + bi+2 ≤ 2.
The corresponding VOA can be constructed explicitly. To do that,
recall first the following well–known construction of ŝl2 with k = 2.
Consider the VOA obtained as the tensor product of the Virasoro min-
imal theory (3, 4) (Ising model) and the lattice vertex algebra generated
by φ±1(z). Let ψ(z) be the (2, 1) primary field of the (3, 4) theory (Ising
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fermion). Then the formulas
a(z) = ψ(z)φ1(z),
a∗(z) = ψ(z)φ−1(z),
give a realization of the currents e(z), f(z) of ŝl2 at level 2. In particular
a(z)3 = a∗(z)3 = 0. In the setting above, let us now replace the (3, 4)
theory by the (3, 5) theory. We also replace the Ising fermion by the
(2, 1) primary field of the latter, and the vertex operators φ±1(z) by
φ±
√
3/2
(z). It turns out that the resulting current a(z) satisfies the
desired relations a(z)3 = 0 and a(z)
(
∂a(z)
)2
= 0.
As a next step we can try a larger set of cubic relations, for exam-
ple a(z)3 = 0, a(z)
(
∂a(z)
)2
= 0 and a(z)∂a(z)∂2a(z) = 0. But even
this case is rather hard to study. In this paper we try to see what
will happen if we replace the (3, 4) or the (3, 5) theory in the previous
construction by some other Virasoro minimal model. Though the sit-
uation in general is obscure, the above construction goes through for
the (3, p) theory. For example, for the (3, 7) theory, we get an abelian
current a(z) satisfying 5 cubic relations.
Our main results are the following.
(i) For the (3, p) theory we construct the current a(z) and describe
the set of cubic relations.
(ii) We find a semi–infinite monomial basis of the resulting VOA.
(iii) We obtain a Gordon–type (fermionic) formula for the characters of
VOA and its natural subspace which we call ‘principal subspace’.
The text is organized as follows. In section 2, after preparing the no-
tation, we introduce the VOA and the principal subspace, and state the
main results. Using the ‘functional model’ [2], the study of the char-
acters of these spaces is reduced to that of certain spaces of symmetric
polynomials which arise as correlation functions (matrix elements of
products of currents). In section 3 we determine the structure of three
point functions. We use these results in section 4 to give an upper
bound for the characters. By comparing it with known fermionic for-
mulas for the Virasoro minimal characters [5], we find that this bound
is in fact exact. Section 5 is devoted to a combinatorics to obtain the
monomial basis.
2. Construction of Vertex Operator Algebras
2.1. Notation. The subject of the present article is a vertex operator
algebra given as a tensor product of two conformal field theories —
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the (3, p) Virasoro minimal series and a free bosonic theory. First we
review a few basic facts about these and fix the notation.
Let p ≥ 4 be an integer not divisible by 3. The (3, p) minimal series
representations of the Virasoro algebra is characterized by the central
charge
c′ = 1− 2(p− 3)
2
p
.
Let T ′(z) =
∑
n∈Z L
′
nz
−n−2 denote the current of the Virasoro algebra.
Let furtherMr,s = Mr,s(3, p) (r = 1, 2, 1 ≤ s ≤ p−1) be the irreducible
Virasoro module with central charge c′ and highest weight
∆r,s =
(pr − 3s)2 − (p− 3)2
12p
,(2.1)
and let |r, s〉 ∈ Mr,s be the corresponding highest weight vector. We
have M2,s ≃M1,p−s.
To each Mr,s there corresponds the (r, s) primary field ψr,s(z) of
conformal dimension (2.1). We shall particularly be concerned with
the cases (r, s) = (1, 1), (2, 1). The corresponding primary fields are
the identity ψ1,1(z) = I, and the (2, 1) primary field ψ(z) = ψ2,1(z).
The latter is characterized by the operator product expansion
T ′(z)ψ(w) =
∆2,1
(z − w)2ψ(w) +
1
z − w∂ψ(w) +O(1),
where ∆2,1 = (p − 2)/4. Viewed as an operator M1+i,1 → M2−i,1
(i = 0, 1), ψ(z) has a Fourier mode expansion
ψ(z) =
∑
n∈Z
ψnz
−n− p−2
2
i.
The modes are indexed so that ψn has degree −n: [L′0, ψn] = −nψn.
We normalize ψ(z) by ψ0|1, 1〉 = |2, 1〉, ψ0|2, 1〉 = |1, 1〉.
Next let h(z) =
∑
n∈Z hnz
−n−1 denote the current of the Heisenberg
algebra
[hm, hn] = mδm+n,0.
For a complex number γ, let
Fγ = C[h−1, h−2, · · · ]|γ〉
be the Fock space with the highest weight vector |γ〉 satisfying
hn|γ〉 = 0 (n > 0), h0|γ〉 = γ|γ〉.
The Virasoro algebra acts on Fγ through the current
T ′′λ (z) =
1
2
: h(z)2 : +λ∂h(z)(2.2)
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with the central charge c′′λ = 1−12λ2. Here λ is a complex number, and
the normal ordering rule : hmhn := hmhn (m ≤ n) is implied. Finally
let φα(z) : Fγ → Fγ+α denote the chiral vertex operator
φα(z) = exp
(
−α
∑
n<0
hn
n
z−n
)
eαQzαh0 exp
(
−α
∑
n>0
hn
n
z−n
)
,
where eαQ is the isomorphism of vector spaces Fγ ∼→ Fγ+α such that
[eαQ, hn] = 0 (n 6= 0), eαQ|γ〉 = |γ + α〉.
In the next subsection we consider the Virasoro current
T (z) = T ′(z) + T ′′λ (z) =
∑
n∈Z
Lnz
−n−2(2.3)
which acts on Mr,s ⊗ Fγ with the central charge c = c′ + c′′λ.
2.2. Vertex operator algebra. The (2, 1) field ψ(z) obeys a partic-
ularly simple fusion rule, which is expressed as an operator product
expansion
(z − w)(p−2)/2ψ(z)ψ(w)
= I +
p− 2
2c′
(z − w)2T ′(w) +O((z − w)3)(2.4)
= (w − z)(p−2)/2ψ(w)ψ(z).
This means that each matrix element of (z − w)(p−2)/2ψ(z)ψ(w) can
be continued analytically to C× × C×, coincides with that of (w −
z)(p−2)/2ψ(w)ψ(z), and has the expansion (2.4) as z → w.
Let us modify ψ(z) to get rid of the factor (z − w)(p−2)/2. Consider
the currents
a(z) = ψ(z)φβ(z),(2.5)
a∗(z) = ψ(z)φ−β(z),(2.6)
where
β =
√
p− 2
2
.
Note that
φβ(z)φ±β(w) = (z − w)±(p−2)/2 : φβ(z)φ±β(w) : .
The currents (2.5), (2.6) act on the space V =
⊕
n∈Z Vn with
Vn =
{
M1,1 ⊗Fnβ (n even),
M2,1 ⊗Fnβ (n odd).
(2.7)
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Here ψ(z) acts on the first tensor factor while φ±β(z) acts on the second.
They have Fourier mode expansions in integral powers of z,
a(z) =
∑
n∈Z
anz
−n−1,
a∗(z) =
∑
n∈Z
a∗nz
−n−p+3,
where an, a
∗
n ∈ End(V ). In the case p = 4, V is isomorphic to the level
2 integrable vacuum module of ŝl2 under the identification a(z) = e(z),
a∗(z) = f(z).
For convenience we choose
λ = β − β−1
in (2.2), so that a(z) has conformal dimension 1 with respect to T (z),
(2.3). On each Vn we have an action of T (z) and h(z). Under this joint
action of the Virasoro and the Heisenberg algebras, Vn is irreducible
and is generated by the vector
vn =
{
|1, 1〉 ⊗ |nβ〉 (n even),
|2, 1〉 ⊗ |nβ〉 (n odd).
We call vn extremal vectors. They satisfy
Lmvn = 0, hmvn = 0, (m > 0),(2.8)
amv2k+i = 0 (m ≥ −(p− 2)k),(2.9)
a∗mv2k+i+1 = 0 (m ≥ (p− 2)k + 2),
a−1−(p−2)kv2k+i = v2k+i+1, a
∗
1+(p−2)kv2k+i+1 = v2k+i,(2.10)
where k ∈ Z and i = 0, 1. In addition, the extremal vector v0 satisfies
L0v0 = L−1v0 = 0.
Recall that two formal series A(z), B(z) ∈ End(V )[[z, z−1]] are said
to be mutually local if (z − w)NA(z)B(w) = εAB(z − w)NB(w)A(z)
holds for some integer N and εAB = ±1. The currents T (z), h(z), a(z),
a∗(z) are pairwise mutually local in this sense. We have the following
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operator product expansions as z → w.
T (z)T (w) =
c/2
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂T (w) +O(1),
T (z)h(w) =
−2λ
(z − w)3 +
1
(z − w)2h(w) +
1
z − w∂h(w) +O(1),
h(z)h(w) =
1
(z − w)2 +O(1),
T (z)a(w) =
1
(z − w)2a(w) +
1
z − w∂a(w) +O(1),
T (z)a∗(w) =
p− 3
(z − w)2a
∗(w) +
1
z − w∂ = a
∗(w) +O(1),
h(z)a(w) =
β
z − wa(w) +O(1),
h(z)a∗(w) =
−β
z − wa
∗(w) +O(1),
a(z)a(w) = O(1),
a∗(z)a∗(w) = O(1),
a(z)a∗(w) =
1
(z − w)p−2 (I +O(z − w)) .
Note that there is no singularity in the expansions of a(z)a(w), a∗(z)a∗(w).
In particular we have
a(z)a(w) =
(
I +
p− 2
2c′
(z − w)2T ′(w) +O((z − w)3)
)
: φβ(z)φβ(w) : .
Proposition 2.1. The space V has the structure of a vertex operator
algebra.
Proof. V is spanned by vectors Pv0, with P running over the monomials
of {Ln, hn, an, a∗n}n∈Z. Clearly L−2v0, h−1v0, a−1v0, a∗−p+3v0 are linearly
independent. Hence the statement follows from the generalities on
vertex opeartor algebras (see e.g. [4], p.110).
The operators L0 and H = h0/β give rise to a Z × Z-gradation
V =
⊕
d,n∈Z Vd,n, where
Vd,n = {v ∈ V | L0v = dv, Hv = nv}.
Quite generally, for any bi-graded vector space W =
⊕
d,n∈ZWd,n, we
call
chq,zW = trW
(
qL0zH
)
=
∑
d,n
(dim Wd,n) q
dzn
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the character of W . We shall also consider a graded subspace U of
some Wn. When there is no fear of confusion, we call
chqU =
∑
d
(dimUd,n)q
d
the character of U as well.
2.3. Principal subspace. ¿From now on we will focus attention to
the current a(z). For us it is important to note the following commu-
tativity property.
Proposition 2.2. For any n,m ∈ Z we have
[an, am] = 0.(2.11)
Proof. This is an immedeate consequence of the definition (2.5) and
the operator product expansion (2.4).
Thus the linear span n =
⊕
n∈ZCan is an abelian Lie subalgebra
of gl(V ). Let us consider the subspace of V generated over n by an
extremal vector vn,
V n = U(n) vn.
We have a sequence of embeddings
· · · −→ V 4 −→ V 2 −→ V 0 −→ V −2 −→ · · · .(2.12)
On the other hand, the operator τ = e2βQ has the property
τanτ
−1 = an−p+2.(2.13)
In view of (2.9), (2.10), we have an isomorphism of vector spaces
τ : V n
∼−→ V n+2.
Following [2] we call
W = V 0 = C[a−1, a−2, · · · ]v0
the principal subspace.
Proposition 2.3. The space V coincides with the inductive limit of
the sequence (2.12), ∪NV −N = lim−→ NV −N .
Proof. Set V˜ = ∪NV −N . We show that V˜ is invariant under the action
of hn, Ln for all n. The assertion V˜ = V will then follow from the fact
that vm ∈ V˜ and the irreducibility of Vm.
Let us verify that hnV˜ ⊂ V˜ (n ≥ N) holds for any N . The case
N = 0 is clear from (2.8) and
[hn, a(z)] = βz
na(z).(2.14)
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Suppose the statement is true for some N . Acting on vm with the
relation
a(z)2 =: φβ(z)
2 :,(2.15)
we find that hN−1vm ∈ V˜ for all m. Together with (2.14), this in turn
implies that hN−1V˜ ⊂ V˜ .
Similarly we can show that LnV˜ ⊂ V˜ (n ≥ N) for any N , by using
[Ln, a(z)] = z
n(z∂ + n + 1)a(z),(2.16)
a(z)∂2a(z) =: φβ(z)∂
2φβ(z) : +
p− 2
c′
: φβ(z)
2 : T ′(z).(2.17)
2.4. Main results. Since an’s are commutative, the principal sub-
spaceW is presented as a quotient of the polynomial ring A = C[ξ−1, ξ−2, · · · ]
in indeterminates {ξ−n}n≥1,
W ≃ A/a,
where a is an ideal of A. The ring A is bi-graded, A =
⊕
d,n∈ZAd,n,
by assigning the bi-degree (d, 1) to ξ−d. Note that Ad,n = 0 if d < n.
We set An =
⊕
d∈ZAd,n. The following propositions give some typical
elements of a3 = a ∩ A3.
Proposition 2.4. We have
a(z)2∂νa(z) = 0 (0 ≤ ν ≤ p− 3).(2.18)
Equivalently, the sum∑
i,j,k>0
i+j+k=d
(k − 1)(k − 2) · · · (k − ν)ξ−iξ−jξ−k
belongs to a3 for any d and ν (0 ≤ ν ≤ p− 3).
Proof. This is an immediate consequence of
a(z)2a(w) = (z − w)p−2ψ(w) : φβ(z)2φβ(w) :,(2.19)
which follows from (2.15).
In general, a contains more complicated elements. For example, if
p ≥ 7, the relation given below does not follow from (2.18) and their
derivatives.
Proposition 2.5. We have
p(p− 4)a(z)2∂p−1a(z) + 4(p− 3)2a(z)∂a(z)∂p−2a(z)
+2(2(p− 3)2 − p)a(z)∂2a(z)∂p−3a(z) = 0.
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Proof. Using (2.19) and (2.17), we expand a(z)2a(w), a(z)∂a(z)a(w)
and a(z)∂2a(z)a(w) as w → z. Comparing the coefficients of (z−w)p−3,
we obtain the assertion.
Our first result states that all the relations among {an}n∈Z are gen-
erated from cubic ones.
Theorem 2.6. The ideal a is generated by a3 = a ∩ A3.
Proof of Theorem 2.6 will be given in sections 3 and 4. In the course
we shall also find the character of a3:
Proposition 2.7.
chqa3 = q
3 (1− qp−2)(1− qp−1)
(1− q)(1− q2)(1− q3) .(2.20)
Our second result concerns the monomial basis of W and V . By the
definition, W is spanned by ‘monomial vectors’
a−λ1 · · ·a−λnv0(2.21)
where n ≥ 0 and λ1 ≥ · · · ≥ λn ≥ 1. We say that (2.21) is admissible
if
λi − λi+2 ≥ p− 2 (i = 1, · · · , n− 2).(2.22)
Theorem 2.8. Admissible monomial vectors (2.21) constitute a basis
of W .
Theorem 2.8 will be proved in section 5. This theorem leads to the
following ‘semi-infinite’ description of the space V (cf.[2, 3]). Note that
the vector v0 can be formally rewritten as
v0 = a
2
p−3v−2 = a
2
p−3a
2
2p−5v−4 = · · ·
= a2p−3a
2
2p−5a
2
3p−7 · · · v−∞.
Hence, in view of Proposition 2.3, any vector v ∈ V can be written as
a linear combination of the expressions
v = a
α−m−1
−m−1 a
α−m
−m a
α−m+1
−m+1 · · · v−∞,
where {αj}∞j=−m−1 runs over sequences of nonnegative integers subject
to the conditions
αj + αj−1 + · · ·+ αj−p+3 ≤ 2 for all j,
αj =
{
2 (j ≡ −1 mod p− 2)
0 (otherwise)
for sufficiently large j .
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3. Three Point Functions
3.1. Functional model. In order to study the structure of W , we
make use of the ‘functional model’ introduced in [2] for the restricted
dual spaceW ∗. Let us recall this description. Let Λn = C[x1, · · · , xn]Sn
denote the space of symmetric polynomials in n variables, where Sn
stands for the symmetric group on n letters. Let Λd,n be the subspace
consisting of polynomials of homogeneous degree d. The dual vector
space of Ad,n can be viewed as the space Λd−n,n through the coupling
〈f(x1, · · · , xn), ξ−λ1 · · · = ξ−λn〉
= Resx1=···=xn=0f(x1, · · · , xn)x−λ11 · · ·x−λnn dx1 · · · dxn.
The dual space of Wn ≃ An/an is the annihilator of an,
In = {f ∈ Λn | 〈f, ξ〉 = 0 ∀ = ξ ∈ an}.
Since the restriction map V ∗n → W ∗n is surjective, the space In coincides
with the set of symmetric polynomials
fψ(x1, · · · , xn) = ψ (a(x1) · · ·a(xn)v0)
where ψ runs over V ∗n . In view of the condition (2.8) and the commu-
tation relations (2.14), (2.16), the right action of the Heisenberg and
the Virasoro algebras on V ∗n translate as
fψ·hm(x1, · · · , xn) = βPm· = fψ(x1, · · · , xn) (m > 0),(3.1)
fψ·Lm(x1, · · · , xn) = lm(fψ)(x1, · · · , xn)(3.2)
+(m+ 1)Pm · fψ(x1, · · · , xn) (m ≥ −1),
where
Pm =
n∑
j=1
xmj , lm =
n∑
j=1
xm+1j
∂
∂xj
.
Hence In is an ideal of the polynomial ring Λn, and is invariant under
the ‘half’
⊕
m≥−1Clm of the Virasoro algebra.
Let ψn be the composition Vn → Cvn → C, where the first map is
the projection along the subspace ⊕d>=deg vnVd,n. Set ϕn = fψn .
Proposition 3.1. The ideal In is generated by polynomials of the form
lm1 · · · lmk(ϕn) (m1, · · · , mk ≥ −1).
Proof. By the Poincare´-Birkhoff-Witt theorem, any ψ ∈ V ∗ is a linear
combination of elements of the form ψnLmk · · · = Lm1Hnl · · ·Hn1. The
assertion follows from (3.1),(3.2).
VERTEX ALGEBRAS AND MONOMIAL BASIS 13
The polynomial ϕn is a product of matrix elements of ψ(z) and φβ(z),
ϕn(x1, · · · , xn)(3.3)
= 〈1 + i, 1|ψ(x1) · · ·ψ(xn)|1, 1〉〈nβ|φβ(x1) · · ·φβ(xn)|0〉,
where 〈r, s| denotes the highest weight vector of the right module M∗r,s,
and i = 0, 1 according to whether n is even or odd. The second factor
is simply
∏
i<j(xi − xj)β
2
.
3.2. 3 point functions. Let us study the ideal I3 more closely. For
n = 3, the first factor of (3.3) is the four point function of the (2, 1)
field with one point taken to infinity. As is well known, it satisfies
a hypergeometric differential equation. We thus obtain the following
explicit expression for the polynomial ϕ3.
Proposition 3.2.
ϕ3(x1, x2, x3)(3.4)
= (x1 − x2)p−2F
(
1− p
3
, 2− p, 2− 2p
3
;
x3 − x2
x1 − x2
)
,
where F (α, β, γ; z) denotes the Gauss hypergeometric function.
Though not apparent, the right hand side of (3.4) is symmetric in
(x1, x2, x3).
Proof. Since ψ3L−1 = 0 and ψ3L0 = (p + 1)ψ3, we have l−1ϕ3 = 0,
l0ϕ3 = (p− 2)ϕ3. Hence we can write
ϕ3(x1, x2, x3) = (x1 − x2)p−2g
(
x3 − x2
x1 − x2
)
(3.5)
with some polynomial g(z) satisfying g(0) = 1. On the other hand,
the null vector condition for 〈2, 1| ∈ M∗2,1 reads ψ3(pL′2 − 3L′12) = 0.
Rewriting this equation by using L′n = Ln − L′′n and (3.1),(3.2), we
obtain (
2p l2 − 6 l21 + 6(p− 2)P1l1(3.6)
−(2p− 3)(p− 2)P 21 + 3(p− 2)P2
)
ϕ3 = 0.
This implies that, up to a constant multiple, g(z) is the unique poly-
nomial solution of
z(1 − z)d
2g
dz2
+
(
2− 2p
3
+
4
3
(p− 3)z
)
dg
dz
− 1
3
(p− 2)(p− 3)g = 0.
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Proposition 3.3. There exist symmetric polynomials A1, B2, Qm−1, Rm
in (x1, x2, x3) such that
l21(ϕ3) = A1l1(ϕ3) +B2ϕ3,(3.7)
lm(ϕ3) = Qm−1l1(ϕ3) +Rmϕ3, (m ≥ 2).(3.8)
Proof. Eq.(3.7) is a consequence of (3.6) and (3.8) with m = 2. Let us
verify (3.8). Set z = (x3 − x2)/(x1 − x2) and note that
lm(z) = Qm−1l1(z),
Qm−1 = Sym
xm+11 x2
(x1 − x2)(x1 − x3)(x2 − x3) ,
where Sym stands for symmetrization. Using (3.5), we obtain
lm(ϕ3)−Qm−1l1(ϕ3) = (p− 2)Rmϕ3,
where
Rm =
xm+11 − xm+12
x1 − x2 − (x1 + x2)Qm−1.
It is easy to see that Rm is symmetric.
Proposition 3.4. The ideal I3 is generated by ϕ3 and l1(ϕ3),
I3 = Λ3ϕ3 + Λ3l1(ϕ3).
Moreover
Λ3ϕ3 ∩ Λ3l1(ϕ3) = Λ3(ϕ3 × l1(ϕ3)).
Proof. The first assertion follows from Proposition 3.3. To see the
second, it suffices to show that ϕ3 and l1(ϕ3) do not have a non-trivial
common factor. Let
Cνn(z) =
Γ(n+ 2ν)
n!Γ(2ν)
F (2ν + n,−n, ν + 1
2
;
1− z
2
)
denote the Gegenbauer polynomial. The recursion relations
(n+ 2)Cνn+2(z) = 2(n+ ν + 1)zC
ν
n+1(z)− (n + 2ν)Cνn(z),
(1− z2) d
dz
Cνn(z) = −nzCνn(z) + (n + 2ν − 1)Cνn−1(z),
together with Cν0 (z) = 1 imply that C
ν
n(z) does not have multiple zeroes
provided 2ν 6∈ Z. Our assertion follows from this and (3.4).
Proposition 3.4 enables us to determine the character of I3 as
chqI3 =
qp−2 + qp−1 − q2p−3
(1− q)(1− q2)(1− q3) .(3.9)
By duality we obtain the character (2.20) of a3.
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3.3. Nested structure. It turns out that there is a nested structure
relating the ideal I3 for p with that for p−3. Here and after, we use the
superscript [p] to indicate the dependence on p of various quantities,
e.g., W = W [p], I3 = I
[p]
3 , ϕ3 = ϕ
[p]
3 . In the cases p = 4, 5, we define
I
[p−3]
3 = Λ3, ϕ
[p−3]
3 = 1.
In what follows we set
Dn =
∏
1≤i<j≤n
(xi − xj)2.
Proposition 3.5. We have an exact sequence
0 −→ D3 I [p−3]3 ι−→ I [p]3 π−→ (x− y)p−2C[x, y] −→ 0,(3.10)
where ι is the inclusion into Λ3, and π is the restriction map sending
g(x1, x2, x3) to g(x, y, y).
Proof. First we show that the image of ι is contained in I
[p]
3 . In view
of Proposition 3.4 and
D3 = l1(ϕ
[p−3]
3 ) = l1(D3ϕ
[p−3]
3 )−D−13 l1(D3)· = D3ϕ[p−3]3 ,
it suffices to show that D3ϕ
[p−3]
3 belongs to I
[p]
3 .
From (3.4) we have
l1(ϕ3) = (p− 2)(x1 − x2)p−1(3.11)
×
(x2 + x3
x1 − x2F (α, 3α− 1, 2α; z) + (1− z)F (α, 3α, 2α; z)
)
,
where α = 1− p/3 and z = (x3 − x2)/(x1 − x2). Using an identity
3(3α+ 1)
2(2α+ 1)
z2(1− z)F (α + 1, 3α+ 2, 2α+ 2; z)
= (z − 2)F (α, 3α− 1, 2α; z) + 2(1− z + z2)F (α, 3α, 2α; z),
which can be verified via series expansions, we find
kD3 ϕ
[p−3]
3 = (P
2
1 − 3P2)l1(ϕ[p]3 ) + (p− 2)(3P3 − P1P2)ϕ[p]3 ,
where Pj = x
j
1 + x
j
2 + x
j
3 and k = −9(p− 2)(p− 4)/2(2p− 9).
It is clear that π ◦ ι = 0. By (3.4) and (3.11) we have π(ϕ[p]3 ) =
(x−y)p−2 and π(l1(ϕ[p]3 )) = (p−2)(x+y)(x−y)p−2. Hence π maps I [p]3
to (x− y)p−2C[x, y]. Let (x− y)p−2J be the image. Then 1, x+ y ∈ J ,
and J is invariant under multiplication by x + 2y and 2xy + y2. It
follows that J = C[x, y].
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Finally we have from (3.9)
chqI
[p]
3 − q6chqI [p−3]3 = qp−2
1
(1− q)2
= chq
(
(x− y)p−2C[x, y]),
which shows the exactness of (3.10) at the middle.
4. Gordon Type Filtration
4.1. Gordon type filtration. The goal of this section is to prove
Theorem 2.6.
Let a˜[p] be the ideal of A generated by a
[p]
3 . Let I˜
[p] ⊂ Λ (Λ =⋃
n≥0Λn) be the annihilator of a˜
[p]. As before, for p = 4, 5 we define
I˜ [p−3] to be Λ. We have
a˜
[p] ⊂ a[p], I˜ [p] ⊃ I [p].(4.1)
We shall show that in fact the equality holds.
Proposition 4.1. Let m ≥ 1, f ∈ I˜ [p]n . Then
f(x1, · · · , xn−2m, y1, y1, · · · , ym, ym)
is divisible by ∏
1≤i≤n−2m
1≤k≤m
(xi − yk)p−2
∏
1≤k<l≤m
(yk − yl)2(p−2).
Proof. When m = 1, this is a consequence of Proposition 3.5 and the
definition of I˜
[p]
n . The general case follows from the case m = 1 by
further specializing arguments.
Consider the map
Λn −→ Λn−2 ⊗ C[y]
which sends f(x1, · · · , xn) to f(x1, · · · , xn−2, y, y). The kernel of this
map is Dn Λn.
Proposition 4.2. For n ≥ 3 we have
I˜ [p]n ∩Dn Λn = Dn I˜ [p−3]n .
Proof. In the case n = 3, we have shown this relation in Proposition
3.3. Suppose n ≥ 4. Then, for g ∈ Λn, Dn g belongs to I˜ [p]n if and only
if the coupling 〈Dn g, ξη〉 vanishes for any ξ ∈ a[p]3 and η ∈ An−3. The
latter means that Dn g ∈ a[p]3 as a polynomial in (x1, x2, x3). Hence,
by Proposition 3.3, this holds if and only if the product hg with h =
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∏
4≤j≤n(xi − xj)2 belongs to the ideal I [p−3]3 as a polynomial in
(x1, x2, x3). Suppose g is homogeneous of degree d, and let
g =
∑
k
g′k(x1, x2, x3)g
′′
d−k(x4, · · · , xn),
h =
∑
k
h′k(x1, x2, x3)h
′′
6(n−3)−k(x4, · · · , xn),
be the decomposition into homogeneous components in (x1, x2, x3) with
the indicated degree. Using h′0 6= 0, we see by induction on k that the
above condition holds if and only if g′k ∈ I˜ [p−3]3 = I [p−3]3 for all k. The
last condition is equivalent to g ∈ I˜ [p−3]n .
We are now in a position to estimate the character of I˜ [p]. For each
n, consider the following filtration
F−1 = {0} ⊂ F0 ⊂ · · · ⊂ Fm−1 ⊂ Fm ⊂ · · · ⊂ I˜ [p]n ,(4.2)
where the subspace Fm (0 ≤ m ≤ n/2− 1) is defined by
Fm = {f ∈ I˜ [p]n | f
∣∣
xn−2m−1=xn−2m,··· ,xn−1=xn= 0}.
Then we have the map
Fm/Fm−1 −→ Λn−2m ⊗ Λm,(4.3)
f(x1, · · · , xn) 7→= f(x1, · · · , xn−2m, y1, y1, · · · , ym, ym),
which is injective by the definition. Combining Propositions 4.1 with
4.2 we find
Proposition 4.3. The image of the map (4.3) is contained in the space∏
1≤i<j≤n−2m
(xi − xj)2
∏
1≤i≤n−2m
1≤k≤m
(xi − yk)p−2
∏
1≤k<l≤m
(yk − yl)2(p−2)(4.4)
×I˜ [p−3]n−2m ⊗ Λm.
For two formal series χ =
∑
d,n cd,nq
dzn and χ′ =
∑
d,n c
′
d,nq
dzn, we
write χ ≤ χ′ if cd,n ≤ c′d,n holds for all d, n. Proposition 4.3 entails that
chq,zI
[p] ≤ chq,z I˜ [p]
≤
∑
n,m
qn(n−1)+(p−2)nm+(p−2)m(m−1)
(q)m
zn+2m
∑
d
(dim I˜
[p−3]
d,n ) q
d,
where (q)m =
∏m
j=1(1 − qj). Iterating the above inequality s times
where
s = the integre part of
p
3
,(4.5)
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we are led to the estimate
chq,zI
[p](4.6)
≤
∑
m0,m1,··· ,ms≥0
q
tmBm+tAm
(q)m0(q)m1 · · · (q)ms
(qz)m0+2m1+···+2ms .
Here we have set
tm = (m0, m1, · · · , ms),(4.7)
B =

s p+s−3
2
p+s−4
2
· · · p−2
2
=
p+s−3
2
p+ s− 3 p+ s− 4 · · · p− 2
p+s−4
2
p+ s− 4 p+ s− 4 · · · p− 2
...
...
...
. . .
...
p−2
2
p− 2 p− 2 · · · p− 2
 ,(4.8)
tA = (−s,−p+ s + 1, · · · ,−p + 2).(4.9)
Since I
[p]
d−n,n ≃ W ∗d,n, (4.6) gives an upper bound for the character
chq,zW
[p] = chq,qzI
[p].
4.2. Comparison with known characters. In this subsection we fix
p and s as in (4.5), and suppress the dependence on p from the notation.
In [5], a large family of ‘fermionic’ formulas have been obtained for the
characters of the Virasoro minimal series Mr,s(p
′, p). The following
formula is included as a special case of their result.
chq,zMi+1,1(3, p) =
∑
m0,m1,··· ,ms−1≥0
m0≡imod2
q
tmB
(p)
m+tA
(p)
m
(q)m0(q)m1 · · · (q)ms−1
,
where i = 0, 1, and if we set p = 3s+ ǫ+ 1 (ǫ = 0, 1) then 1)
tm = (m0, m1, · · · , ms−1),
B
(p)
=

s−ǫ+1
4
s−1
2
s−2
2
· · · 1
2
=
s−1
2
s− 1 s− 2 · · · 1
s−2
2
s− 2 s− 2 · · · 1
...
...
...
. . .
...
1
2
1 1 · · · 1
 ,
tA
(p)
= (
s+ ǫ− 1
2
, s− 1, s− 2, · · · , 1).
1)In eq.(2.21), [5], for the last diagonal entry of B one should apply the rule of
the third line rather than the fourth in the present case. We thank B. M. McCoy
for communicating this to us.
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As an immediate consequence we obtain the following expression for
the character of the space V in (2.7):
chq,zV =(4.10)
1
(q)∞
∑
m0,m1,··· ,ms≥0
q
tmBm+tAm
(q)m0(q)m1 · · · (q)ms−1
(qz)m0+2m1+···+2ms ,
where the matrix B and the vector A are the same as those given in
(4.8), (4.9).
Let us compare the formula (4.10) with the estimate (4.6). Recall
the isomorphism τ : V n → V n+2 in (2.13). Since
τH = (H − 2)τ,
τ(L0 + (p− 2)H) = (L0 − 2)τ,
we have
chq,zV
−2l = trV 0
(
τ lqL0zHτ−l
)
= q(p−2)l(l+1)(qz)−2l × chq,q−(p−2)lzW.
Combining this with (4.6) we find
chq,zV
−2l(4.11)
≤
∑
m0,m1,··· ,ms≥0
q
t
mBm+tAm
(q)m0(q)m1 · · · (q)ms+l
(qz)m0+2m1+···+2ms .
As l → ∞, the right hand side tends to the character (4.10) obtained
from the known formulas. Since V = lim−→NV −N , we conclude that the
equality holds in the intermediate steps (4.6), (4.11). In summary, we
have shown that
Proposition 4.4. The map (4.3) is an isomorphism. We have I˜ [p] =
I [p].
The proof of Theorem 2.6 is now complete.
Note added. The fermionic character formula for M(3, p) is an exam-
ple of a general construction due to G. E. Andrews, “Multiple series
Rogers-Ramanujan type identities”, Pacific J. Math. 114 (1984) 267–
283. We thank O. Warnaar for drawing attention to this article.
5. Monomial Basis
5.1. Spanning set. The aim of this section is to prove Theorem 2.8.
In the present subsection we show first that the monomial vectors (2.21)
span the space W [p].
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Let λ = (λ1, · · · , λn) (λ1 ≥ · · · ≥ λn ≥ 0) be a partition of length at
most n. We set |λ| = λ1 + · · · + λn. The set of monomial symmetric
functions (Sλn being the stabilizer of λ)
mλ =
∑
σ∈Sn/Sλn
xλ1σ(1) · · ·xλnσ(n) ∈ Λn
and the set of monomials
ξλ = ξ−λ1−1 · · · ξ−λn−1 ∈ An
are the dual bases to each other. We introduce a total ordering among
partitions of length at most n by the lexicographic ordering with respect
to (|λ|, λ1, · · · , λn−1). For a symmetric polynomial f =
∑
λ cλ = mλ ∈
Λn, let µ be the largest element in {λ | cλ 6= 0}. We call mµ the leading
monomial of f .
Proposition 5.1. Let λ = (λ1, λ2, λ3) be admissible in the sense of
(2.22). Then there exists an element f ∈ I [p]3 whose leading monomial
is mλ.
Proof. First consider the case λ = (p− 2, j, 0) (0 ≤ j ≤ p− 2). Let
fj(x1, x2, x3) = (l1 − (p− 2)P1)jϕ3(x1, x2, x3).(5.1)
Using the recursion relation(
(z − 1) d
dz
+ β
)
F (α, β, γ; z) =
(γ − α)β
γ
F (α, β + 1, γ + 1; z),
we find
fj(x1, x2, 0) = (−1)j2−j
j−1∏
i=0
(p− 2− i)
×xp−21 xj2F
(
1− p
3
, 2− p+ j, 2− 2p
3
+ j;
x2
x1
)
.
This shows that the leading monomial of fj is m(p−2,j,0).
The leading monomial of (x1+x2+x3)
k(x1x2+x1x3+x2x3)
l(x1x2x3)
mfj
is m(p−2+k+l+m,j+l+m,m). The general case is covered by an appropriate
choice of k, l,m.
Proposition 5.2. For n = 3, admissible monomials constitute a basis
of W
[p]
3 .
Proof. For d ≥ 0, let {λ(1), · · · , λ(Nd)} be the set of admissible partitions
satisfying |λ| = d. By the proposition above, there exist polynomials
f (1), · · · , f (Nd) ∈ I [p]3 such that f (j) =
∑Nd
i=1 cijmλ(i) , where (cij)1≤i,j≤Nd
is a triangular matrix with nonzero diagonal entries. This implies that
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the image of the set Xd = {ξλ(i)}1≤i≤Nd under the canonical map A→
A/a gives a linearly independent set. On the other hand, we have∑
d≥0
Ndq
d =
∑
0≤a≤b≤c
c−a≥p−2
qa+b+c
=
qp−2 + qp−1 − q2p−3
(1− q)(1− q2)(1− q3)
= chqI
[p]
3 .
Therefore Xd is a basis of I
[p]
d,3.
Proposition 5.3. The set of admissible monomials span W [p].
Proof. Let ξλ = ξ−λ1−1 · · · ξ−λn−1 be an arbitrary monomial. We use
the same letter to denote its image in A/a. Suppose there is a successive
triple (i−1, i, i+1) of indices for which (λi−1, λi, λi+1) is not admissible.
By Proposition 5.2, modulo the ideal a3 the factor ξ−λi−1−1ξ−λi−1ξ−λi+1−1
can be written as a linear combination of monomials ξ−µi−1−1ξ−µi−1ξ−µi+1−1
such that
µi−1 − µi+1 ≥ p− 2 > λi−1 − λi+1,
µi−1 + µi + µi+1 = λi−1 + λi + λi+1.
With this replacement, ξλ becomes a linear combination of monomials
ξλ˜. We claim that for each such term we have
∑n
i=1 iλi >
∑n
i=1 iλ˜i.
Since for a given d there are only a finite number of partitions with
|λ| = d, this procedure terminates after a finite number of steps. The
result is a linear combination of admissible monomials.
There are four cases to consider.
1) : µi−1 > λi−1, µi < λi, µi+1 > λi+1,
2) : µi−1 > λi−1, µi < λi, µi+1 ≤ λi+1,
3) : µi−1 > λi−1, µi ≥ λi, µi+1 ≤ λi+1,
4) : µi−1 ≤ λi−1, µi > λi, µi+1 < λi+1.
Let us consider the case 1). Let k be the number such that λk−1 ≥
µi−1 > λk. Then λ˜ has the form λ˜k = µi−1, λ˜j = λj−1 (k < j < i),
λ˜j = µj (j = i, i+ 1) and λ˜j = λj for the rest. Then
n∑
i=1
iλi −
n∑
i=1
iλ˜i =
i−2∑
j=k
(µi−1 − λj) + µi−1 − µi+1 − λi−1 + λi+1
> 0.
The other cases can be checked similarly.
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5.2. Counting admissible monomials. To conclude the proof of
Theorem 2.8, it remains to show that the number of admissible mono-
mials of a given degree (d, n) coincides with dimW
[p]
d,n. For convenience
we rewrite λi+1 in the previous subsection as λi. Given N ≥ 1, let us
consider λ = (λ1, · · · , λn) satisfying
N ≥ λ1 ≥ · · · ≥ λn ≥ 1,
λi − λi+2 ≥ p− 2 (1 ≤ i ≤ n− 2).
Let C[p]N,n denote the set of such partitions. For n = 0, C[p]N,0 is a single-
element set consisting of the empty partition. We set C[p]N,d,n = {λ ∈
C[p]N,n | |λ| = d}. For a set X , we denote its cardinality by ♯X . In this
subsection we derive a recursion relation relating ♯ C[p]N,d,n to ♯ C[p−3]L,d′,l.
In the sequel we assume that p ≥ 4. Following a similar construc-
tion in [6], we introduce three kinds of transformations B1,B2,B3 for
elements of C[p]N,n. The first two are given as follows.
B1 : C[p−3]L,l → C[p]L+2l−2,l,
(λ1, · · · , λl−1, λl) 7→ (λ1 + 2(l − 1), · · · , λl−1 + 2, λl),
B2 : C[p]N,n → C[p]N+p−2,n+2,
(ν1, · · · , νn) 7→ (ν1 + p− 2, · · · , νn + p− 2, 1, 1).
The third transformation B3 is defined only on a subset of C[p]N,n. Given
an element ν = (ν1, · · · , νn) ∈ C[p]N,n, consider the set Sν of indices i
(1 ≤ i ≤ n) for which one of the following conditions hold.
(ai): νi = νi+1,
(bi): νi = νi+1 + 1 and νi−1 − νi+1 ≥ p− 1,
(ci): νi−1 > νi > νi+1 and νi−1 − νi+1 = p− 2.
Here we set ν0 = +∞ and νl+1 = −∞. Then Sν is empty if and only
if ν has the form B1(λ) for some λ ∈ C[p−3]L,l . For i ∈ Sν , set
ν ′(i)j =
{
νj + δi+1,j in the case (bi),
νj + δi,j otherwise.
Let i0 = maxSν . We define B3(ν) by the following rule: If ν ′(i0) ∈ C[p]N,n,
then B3(ν) = ν ′(i0). If ν ′(i0) 6∈ C[p]N,n, i0−1 ∈ Sν and ν ′(i0−1) ∈ C[p]N,n, then
B3(ν) = ν ′(i0−1). In all other cases B3(ν) is not defined. We have also
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the inverse transformation of B3. Notation being as above, let
ν ′′(i)j =
{
νj − δi+1,j in the case (ai),
νj − δi,j otherwise.
If ν ′′(i0) ∈ C[p]N,n, then we define B∗3(ν) = ν ′′(i0). Otherwise B∗3(ν) is not
defined. By case checking one can show
Lemma 5.4. If B3(ν) is defined, then B∗3B3(ν) is defined and equals
ν. If B∗3(ν) is defined, then B3B∗3(ν) is defined and equals ν.
The following assertions can be easily verified.
Lemma 5.5. If Sν 6= ∅ and n ≥ 2, then there exist unique k ≥ 0 and
ν ∈ C[p]N−p+2,n−2 such that ν = Bk3B2(ν).
In fact, k = max{j | B∗j3 (ν) is defined}.
Lemma 5.6. If ν = B2B1(λ) with λ ∈ C[p−3]L,l , then Bk3(ν) is defined for
0 ≤ k ≤ 2L− (p− 6)(l − 2) + 2.
Lemma 5.7. If ν˜ = Bk3B2(ν) is defined for ν ∈ C[p]N,n, then Bk˜3B2(ν˜) is
defined if and only if 0 ≤ k˜ ≤ k.
In general, consider the composition
ν = (Bµm3 B2) · · · (Bµ13 B2)B1(λ)(5.2)
where λ ∈ C[p−3]L,l . It is defined for
0 ≤ µm ≤ · · · ≤ µ1 ≤ 2L− (p− 6)(l − 2) + 2
and
ν ∈ C[p]L+2(l−1)+(p−2)m,l+2m.
Let PM,m denote the set of partitions µ = (µ1, · · · , µm) satisfying M ≥
µ1 ≥ · · · ≥ µm ≥ 0. ¿From the above considerations we obtain a map⋃
l,m≥0
l+2m=n
C[p−3]N−2(l−1)−(p−2)m,l ×P2(N−1)−(p−2)(n−2),m −→ C[p]N,n,(5.3)
(λ, µ) 7→ ν,
where ν is given by (5.2).
Conversely, using Lemma 5.5–5.7, we can put any ν ∈ C[p]N,n into the
form (5.2) in a unique manner. Hence we have shown
Proposition 5.8. The map (5.3) is a bijection.
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Let us rewrite this result in terms of the generating function
χ˜
[p]
N,n(q) =
∑
ν∈C[p]
N,n
q|ν|.(5.4)
Proposition 5.9.
χ˜
[p]
N,n(q) =
∑
l,m≥0
l+2m=n
ql(l−1)+(p−2)lm+(p−2)m(m−1)+2m(5.5)
×
[2(N − 1)− (p− 2)(n− 2) +m
m
]
χ˜
[p−3]
N−2(l−1)−(p−2)m,l(q),
χ˜
[p]
N,n(q) = q
n
[N − 1 + n
n
]
for p = 1, 2.(5.6)
Proof. In the bijection (5.3), we have the relation
|ν| = |λ|+ |µ|+ l(l − 1) + (p− 2)lm+ (p− 2)m(m− 1) + 2m.
Eq.(5.5) is a consequence of this. Since∑
µ∈PM,m
q|µ| =
[M +m
m
]
,
and C[p]N,n = PN,n\PN,n−1 for p = 1, 2, we have for p = 1, 2
χ˜
[p]
N,n(q) =
[N + n
n
]
−
[N − 1 + n
n− 1
]
= qn
[N − 1 + n
n
]
.
5.3. Proof of Theorem 2.8. Recall the filtration (4.2). In Proposi-
tion 4.4 we have shown the isomorphism
Fm/Fm−1
≃
∏
1≤i<j≤l
(xi − xj)2
∏
1≤i≤l
1≤k≤m
(xi − yk)p−2
∏
1≤k<h≤m
(yk − yh)2(p−2)(5.7)
×I [p−3]l ⊗ Λm,
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where l = n − 2m. Therefore the character χ[p]n (q) = chqW [p]n satisfies
the recursion relation
χ[p]n (q) =
∑
l,m≥0
l+2m=n
ql(l−1)+(p−2)lm+(p−2)m(m−1)+2m
(q)m
χ
[p−3]
l (q),(5.8)
χ[p]n (q) =
qn
(q)n
for p = 1, 2.(5.9)
Let us compare this result with the limit N →∞ of (5.4)
χ˜[p]n (q) = lim
N→∞
χ˜
[p]
N,n(q).
Proposition 5.10.
χ[p]n (q) = χ˜
[p]
n (q).
Proof. Proposition 5.3 shows that χ
[p]
n (q) ≤ χ˜[p]n (q). On the other hand,
letting N → ∞ in (5.5),(5.6), we find that χ˜[p]n (q) satisfies the same
recursion relations (5.8),(5.9) as χ
[p]
n (q). The assertion is proved.
This completes the proof of Theorem 2.8.
5.4. Finitization. For N ≥ 1, consider the space
WN,[p] =W [p]/C[a−N−1, a−N−2, · · · ]W [p].
This is a finite dimensional space. Let ΛNn denote the subspace of Λn
consisting of symmetric polynomials in n variables whose degree in each
variable is at most N . Then the dual vector space of W
N,[p]
n is
IN−1,[p]n = I
[p]
n ∩ ΛN−1n .
In this section we show a ‘finitized’ version of Proposition 5.2, which
states that admissible monomials with λ1 ≤ N constitute a basis of
W
N,[p]
n (see Theorem 5.13 below).
First let us give a refinement of Proposition 3.5.
Proposition 5.11. Let
JN−1 = {g ∈ C[x, y] | degxg ≤ N − p+ 1, degyg ≤ 2N − p}.
Then the sequence
(5.10)
0 −→ D3 IN−5,[p−3]3 ι−→ IN−1,[p]3 π−→ (x− y)p−2JN−1 −→ 0
is exact. Here the maps ι, π are as given in (3.10).
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Proof. The only nontrivial part is the surjectivity of π. We prove it by
induction on M = N − p+ 1 ≥ 0.
Consider the case M = 0. Let fj(x1, x2, x3) be the polynomial (5.1).
Since (l1 − (p − 2)P1)Λp−23 ⊂ Λp−23 , we have fj ∈ Ip−23 . Using π(ϕ3) =
(x− y)p−2 we find, for 0 ≤ j ≤ p− 2,
π(fj) =
(
x2
∂
∂x
+ y2
∂
∂y
− (p− 2)(x+ 2y)
)j
((x− y)p−2)
=
(p− 2)!
(p− 2− j)!(x− y)
p−2(−y)j.
Since Jp−2 = span{yj | 0 ≤ j ≤ p− 2}, π is surjective.
Suppose the statement is true for M . Then there exist polynomials
fk,l ∈ IN−1,[p]3 (0 ≤ k ≤M, 0 ≤ l ≤ 2M + p− 2) such that π(fk,l) =
(x− y)p−2xkyl. Multiplying fk,l with elementary symmetric polynomi-
als, we see that (x + 2y)xkyl, (2xy + y2)xkyl and xy2 · xkyl belong to
π(I
N,[p]
3 ) for 0 ≤ k ≤M , 0 ≤ l ≤ 2M+p−2. Their linear span contains
the basis {xkyl | 0 ≤ k ≤M + 1, 0 ≤ l ≤ 2M + p} of JN .
Let
A′N,[p]n = {ξ−λ1 · · · ξ−λn | λ = (λ1, · · · , λn) ∈ C[p]N,n},
A′′N,[p]n = {ξ−λ1 · · · ξ−λn | λ1 > N, λ1 ≥ · · · ≥ λn ≥ 1, λi − λi+2 ≥ p− 2}.
By Theorem 2.8, the image of A[p]n = A′N,[p]n ∪A′′N,[p]n is a basis of W [p]n .
Let πNn : An → WN,[p]n denote the canonical projection. Then WN,[p]n is
spanned by πNn (A′N,[p]n ).
Proposition 5.12. The set πN3 (A′N,[p]3 ) gives a basis of WN,[p]3 .
Proof. Set
χN,[p]n (q) = chqW
N,[p]
n .
Proposition 5.11 yields the following recursion relation.
χ
N,[p]
3 (q) = q
p+11− qN−p+2
1− q
1− q2N−p+1
1− q + q
6χ
N−4,[p−3]
3 (q),
χ
N,[p]
3 (q) = q
3
[N + 2
3
]
for p = 1, 2.
This is the same recursion relation (5.5),(5.6) satisfied by χ˜
[p]
N,3(q).
Therefore we have χ
N,[p]
3 (q) = χ˜
[p]
N,3(q), and the proposition follows.
Theorem 5.13. For all N ≥ 1 and n, d ≥ 0 we have
dim(WN,[p])d,n = ♯ C[p]N,d,n.
VERTEX ALGEBRAS AND MONOMIAL BASIS 27
Proof. The image of the setA′′N,[p]n in the subspace (C[a−N−1, a−N−2, · · · ]W [p])n
is linearly independent. The theorem is equivalent to the statement
that it is also a spanning set.
Let λ = (λ1, · · ·λn) be a partition with λ1 > N , and consider the
process given in the proof of Proposition 5.3 of reducing the monomial
ξ−λ1 · · · ξ−λn . Each step of the reduction consists in replacing a succes-
sive non-admissible triple ξ−λi−1ξ−λiξ−λi+1 by a linear combination of
admissible ones. We claim that the resulting monomials ξ−µ1 · · · ξ−µn
all belong to the subspace (C[a−N−1, a−N−2, · · · ]W [p])n. In fact, it is
clear in the case λi−1 ≤ N . In the case λi−1 > N , it is a conse-
quence of Proposition 5.12. Repeating this process a finite number
of times we arrive at a linear combination of admissible monomials in
(C[a−N−1, a−N−2, · · · ]W [p])n. The proof is over.
Solving the the recursion relation (5.5), (5.6) for χ˜N,n(q) we are led
to the following formula.
Theorem 5.14.
chq,zW
N,[p] =
∑
m0,m1,··· ,ms≥0
q
tmBm+tAm(qz)|m|
s∏
i=0
[
Pi +mi
mi
]
,
where m = t(m0, m1, · · · , ms), B and A are as in (4.7)–(4.9), and
Pi =
{
N − 1− 2(Bm)0 − 2A0 (i = 0),
2(N − 1)− 2(Bm)i − 2Ai (1 ≤ i ≤ s),
|m| = m0 + 2
s∑
i=1
mi.
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