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In this paper, we study the Vlasov–Poisson system in an accelerat-
ing cosmological setting. A homogeneous and isotropic background
solution, which describes an expanding universe in an acceleration,
is constructed explicitly, and then its perturbed solutions are in-
vestigated to obtain global existence of classical solutions and the
uniform L1-stability estimates.
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1. Introduction
The Vlasov–Poisson system has been used to describe the time evolution of a collisionless ensem-
ble of particles, where the interaction between the particles is gravitational. For t  0 and x, v ∈ R3
denoting the time, position and velocity respectively, it can be written as
∂t f + v · ∇x f − ∇xU · ∇v f = 0,
U = 4πρ for ρ :=
∫
f dv, (1.1)
where f = f (t, x, v) is the particle distribution function, U = U (t, x) is the gravitational potential, and
ρ = ρ(t, x) is the spatial mass density. Particles in the above self-gravitating system can be considered
as stars in a galaxy or galaxies in the universe, and the cases can be classiﬁed as an isolated case or a
cosmological case respectively. For the ﬁrst case, i.e., the particles are to be stars which form a galaxy
in an otherwise empty universe, the above system (1.1) describes the time evolution of a galaxy with
the following boundary condition:
lim
x→∞U (t, x) = 0 and f in(x, v) = 0 for |x| R0 or |v| P0 (1.2)
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and initial data f in which vanish at inﬁnity. For example, existence of global-in-time classical solutions
to (1.1) was proved for general initial data with the above boundary conditions in [10,17]. In contrast,
for the second case, i.e., the particles are to be galaxies in the universe, the above system describes the
time evolution of the universe, but the above boundary conditions (1.2) are not appropriate, because
galaxies are not concentrated in a ﬁnite region of the universe. Instead, we consider a cosmological
solution, in other words, we ﬁnd a background solution with nonzero spatially constant mass density
to investigate its perturbed solutions. In [13,15], the Vlasov–Poisson system was investigated in a
cosmological setting, where the authors constructed an explicit background solution and considered
small deviations from it by giving spatially periodic perturbations, and then global existence and
nonlinear stability results were obtained.
On the other hand, the Poisson equation in (1.1), which describes gravitational forces based on
Newton’s gravity theory, can be substituted by the Einstein ﬁeld equation of the general relativity
theory to get the Vlasov–Einstein system:
∂t f + p
a
p0
∂xa f − 1
p0
Γ aαβ p
α pβ∂pa f = 0,
Gαβ + Λgαβ = 8π Tαβ, (1.3)
where a = 1,2,3 and α,β = 0,1,2,3, and Γ aαβ are the Christoffel symbols, Gαβ and Tαβ are the
Einstein tensor and the energy-momentum tensor respectively, and Λ  0 is the cosmological con-
stant. For detailed discussions on deriving the above system together with the explicit formula for
the energy-momentum tensor, we refer to [11,16]. The Vlasov–Einstein system has been extensively
studied since a mathematically rigorous study was initiated in [14]. This system was also investi-
gated in cosmological settings, and the authors of [1,12] studied the problems to ﬁnd cosmological
solutions with several surface symmetries for the vanishing cosmological constant case. Recently, the
same problems were studied in the presence of the cosmological constant [19,20], where the authors
obtained better results on existence and asymptotic behaviors of solutions, for instance, global exis-
tence in the future was proved for some class of initial data in the case of spherical symmetry [19],
while this does not for the vanishing cosmological constant case [12]. Hence, it can be expected that
introducing a positive cosmological constant improves the past results of the vanishing cosmological
constant case. We refer to [18] for the astronomical evidence and detailed discussions on Λ > 0.
We now come back to the Vlasov–Poisson system. The Newtonian potential of the self-gravitating
system is described by the Poisson equation in (1.1), which can be considered as a weak ﬁeld limit of
the Einstein equation for Λ = 0 case. If we consider the case of nonvanishing cosmological constant
in the same way, then the Einstein equation reduces to
U + Λ = 4πρ, (1.4)
and by coupling with the Vlasov equation we obtain the following modiﬁed Vlasov–Poisson system:
∂t f + v · ∇x f − ∇xU · ∇v f = 0,
U + Λ = 4πρ for ρ :=
∫
f dv, (1.5)
which will be called (VPΛ) system in this paper. Since the cosmological constant is used to model an
accelerating expansion of the universe, the above system should be studied in a cosmological setting,
not for an isolated case. In this paper, we will study the (VPΛ) system in a cosmological setting,
which we will follow the framework of [13,15]. We remark that Newtonian cosmology with a positive
cosmological constant was studied in [4], where the authors used a ﬂuid equation instead of a kinetic
equation for a matter model. Newtonian cosmology using a kinetic equation in the presence of a
positive cosmological constant will be the main topic of the present paper.
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sup
t0
∥∥ f (t)− g(t)∥∥L1  C‖ f in − gin‖L1 , (1.6)
where f in and gin are initial data of f and g respectively. It will be shown that the above inequality
holds for some class of solutions to (VPΛ) system. We remark that the L1-stability estimate was ﬁrst
studied in [6,7] for the Boltzmann equation by applying functional approaches in the hyperbolic con-
servation law theory and also investigated for collisionless kinetic equations [5,8,9]. The present work
is different from the past results [5–9] in the sense that the solutions for which the inequality (1.6)
holds are not small. In the above references, smallness of solutions gave a dispersive effect, which was
used to prove the L1-stability estimate. In contrast, we will show that the L1-stability estimate holds
for (VPΛ) system, where the solutions are not small but close to a background solution. Consequently,
a strong acceleration of the expansion of the universe is used to study the L1-stability estimate.
This paper is organized as follows. In the next section, we will study some basic estimates on the
characteristic system of the Vlasov equation and the Poisson equation. In Section 3, global-in-time
existence of classical solutions for general initial data, i.e., for arbitrary initial perturbations, will be
proved. When perturbations are small, we can expect asymptotic behaviors of solutions, which is the
contents of Section 4. In the last section, we will study the uniform L1-stability estimates.
Notation. Throughout the paper we will use the following function spaces. For a unit cube Q =
[− 12 , 12 ]3 and S = Q × R3, we write the spaces of periodic functions as
P(Q ) := {h : R3 → R ∣∣ h(x+ α) = h(x), x ∈ R3, α ∈ Z3},
P(S) := {h : R6 → R ∣∣ h(x+ α, v) = h(x, v), x, v ∈ R3, α ∈ Z3}.
For n times differentiable functions which are periodic on Q and S ,
Cnπ (Q ) := Cn
(
R
3)∩ P(Q ) and Cnπ (S) := Cn(R6)∩ P(S),
and for functions which have compact support with respect to v variable,
Cnπ,c(S) :=
{
h ∈ Cnπ (S) | ∃u  0 such that h(x, v) = 0 for |v| u
}
.
For simplicity, the following notation will be used in some places:
x+ Q := {y ∈ R3 | y = x+ q, q ∈ Q },
and it will be also denoted by Qx in the last section. The usual Lp-norms will be used, and (x, v) ∈
R
3 × R3 will be denoted by z ∈ R6 in some places for simplicity.
2. Preliminaries
In this section, we ﬁrst review the background solution constructed in [15] and apply it to our
case. Some basic estimates of the Poisson equation and of the characteristic system to the Vlasov
equation will be given.
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Consider a nonnegative function H ∈ C1c (R) satisfying
∫
R3
H(|v|2)dv = 1 with a twice differentiable
function a(t) deﬁned on I ⊂ [0,∞), where I will be determined later. We set a background solution
( f0,ρ0,U0) to be
f0(t, x, v) := H
(
a2(t)
∣∣∣∣v − a˙(t)a(t) x
∣∣∣∣
2)
,
ρ0(t, x) =
∫
R3
f0(t, x, v)dv = a−3(t)
∫
R3
H
(|v|2)dv = a−3(t),
U0(t, x) := 2π
3
a−3(t)|x|2 − Λ
6
|x|2.
Then the background solution satisﬁes (VPΛ) system, if a is given by a solution of
a¨(t) + 4π
3
a−2(t) − Λ
3
a(t) = 0. (2.1)
The solution of (2.1) depends on initial conditions a(0) and a˙(0). We assume a(0) = 1 and a˙(0) > 0,
and if we introduce an energy which is conserved along the solutions:
Ea = 1
2
a˙2(t) − 4π
3
a−1(t) − Λ
6
a2(t),
then the solutions of (2.1) can be classiﬁed into several types depending on Ea . However, if we remind
that our universe has expanded from the Big Bang at some ﬁnite time in the past and continues to
expand forever, then the only interesting case, which will be considered in this paper, is the following:
Ea > −1
2
(4π)2/3Λ1/3.
In this case, the solution a(t) exists on [0,∞) and satisﬁes a˙(t) > 0 for all t > 0. We remark that a(t)
increases exponentially fast, since a˙(t)/a(t) converges to a constant, and this will be veriﬁed in detail
in Lemma 4.1. Therefore, it implies that the background solution ( f0,ρ0,U0) describes an accelerating
expansion of the universe, and we now call it an accelerating cosmological setting.
We now consider perturbed solutions of the above background solution ( f0,ρ0,U0):
f = f0 + g, ρ = ρ0 + σ , U = U0 + W ,
where ( f ,ρ,U ) is a solution of (1.5). By direct calculation, we get a reduced system for (g, σ ,W )
from the original system (1.5):
∂t g + v · ∇xg −
(
∇xW + 4π
3
a−3x− Λ
3
x
)
· ∇v g = ∇xW · ∇v f0,
W = 4πσ for σ =
∫
g dv.
If we transform the variables as
x = a(t)x˜, v = v˜ + a˙(t)x˜,
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∂t g˜ + 1
a
v˜ · ∇x˜ g˜ − 1a (∇x˜W˜ + a˙v˜) · ∇v˜ g˜ = 2aH
′(a2|v˜|2)v˜ · ∇x˜ W˜ ,
W˜ = 4πa2σ˜ for σ˜ (t, x˜) =
∫
g˜(t, x˜, v˜)dv˜,
where tildes indicate that the functions are considered to be functions of the transformed variables,
i.e.,
g˜(t, x˜, v˜) = g(t,a(t)x˜, v˜ + a˙(t)x˜),
σ˜ (t, x˜) = σ (t,a(t)x˜), W˜ (t, x˜) = W (t,a(t)x˜).
We now drop the tildes to get
∂t g + 1
a
v · ∇xg − 1
a
(∇xW + a˙v) · ∇v g = 2aH ′
(
a2|v|2)v · ∇xW ,
W = 4πa2σ for σ(t, x) =
∫
g(t, x, v)dv, (2.2)
and for the original (VPΛ) system (1.5),
∂t f + 1
a
v · ∇x f − 1
a
(
∇xU − 4π
3
a−1x+ Λ
3
a2x+ a˙v
)
· ∇v f = 0,
U + a2Λ = 4πa2ρ for ρ(t, x) =
∫
f (t, x, v)dv, (2.3)
and for the background solution constructed above,
f0(t, x, v) = H
(
a2(t)|v|2), ρ0(t, x) = a−3(t), U0 =
(
2π
3
a−1(t) − Λ
6
a2(t)
)
|x|2.
Note that (2.2) and (2.3) have the same characteristic system since U = U0 + W . In this paper, we
study the initial value problem of (2.3), which is (VPΛ) system in the transformed variables. Since we
will consider perturbed solutions ( f0 + g,ρ0 +σ ,U0 +W ) from the background solution ( f0,ρ0,U0),
the problem reduces to the initial value problem of (2.2) for given initial data gin . We assume that
initial data gin satisfy
A : gin ∈ C1π,c(S),
∫
S
gin(x, v)dxdv = 0 and gin(x, v) + H
(|v|2) 0.
Since f in is given by f0 + gin , the second assumption implies that the perturbation does not change
the total mass, and the last one corresponds to nonnegativity of f in .
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In this subsection, we collect some useful lemmas on the Poisson equation and the characteristic
system of (2.2), and refer to [2,3,15] for their proofs.
Lemma 2.1. There exists an even function G ∈ C∞(R3\Z3) ∩ P(Q ) satisfying:
(a) For σ ∈ C1π (Q ) with
∫
Q σ(x)dx = 0,
W (x) :=
∫
Q
G(x− y)σ (y)dy =
∫
x′+Q
G(x− y)σ (y)dy, x, x′ ∈ R3
is the unique solution of W = 4πσ in C2π (Q ) with
∫
Q W (x)dx = 0.
(b) There exists a function G0 ∈ C∞(R3\Z3 ∪ {(0,0,0)}) such that
G(x) = − 1|x| + G0(x), x ∈ R
3\Z3.
Lemma 2.2. Let W and σ be the functions satisfying the conditions of Lemma 2.1. Then the following estimates
hold:
(a) ‖∇xW ‖∞  C(‖σ‖5/95/3‖σ‖4/9∞ + ‖σ‖1).
(b) ‖∇xW ‖∞  C(‖σ‖1/31 ‖σ‖2/3∞ + ‖σ‖1).
(c) ‖∂2x W ‖∞  C(‖σ‖1/161 ‖σ‖3/4∞ ‖∇xσ‖3/16∞ + ‖σ‖1).
Lemma 2.3. For x, v ∈ R3 and 0 s, t  T < ∞, let X(s) = X(s, t, x, v) and V (s) = V (s, t, x, v) be given by
a solution of the following system of ordinary differential equations:
d
ds
X(s) = 1
a(s)
V (s),
d
ds
V (s) = − 1
a(s)
(∇xW (s, X(s))+ a˙(s)V (s)), (2.4)
where W ∈ C([0, T ) × Q ) and W (t) ∈ C2π (Q ) for each 0 t < T . Then Z = (X, V ) satisﬁes the followings:
(a) Z is continuously differentiable, and Z(s, t) is a C1-diffeomorphism of R6 . Moreover,
X(s, t, x+ α, v) = X(s, t, x, v) + α for α ∈ Z3.
(b) det ∂z Z(s, t, z) = ( a(t)a(s) )3 for 0 s, t < T .
Lemma 2.4. Let Z = (X, V ) be a solution of (2.4) satisfying the conditions in Lemma 2.3. For an initial data
gin satisfying A, the solution g of (2.2) can be expressed by
g(t, z) = gin
(
Z(0, t, z)
)+ H(∣∣V (0, t, z)∣∣2)− H(a2(t)|v|2),
and it satisﬁes for 0 t < T :
(a) ‖g(t)‖∞  ‖gin‖∞ + 2‖H‖∞ .
(b) ‖g(t)‖1  a−3(t)(‖gin‖1 + 2).
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In this section, we show that the solutions of (2.2) exist globally in time. To prove global existence
we need the following local existence theorem together with continuation criterion and corresponding
energy estimates, but their proofs are exactly same with [15], so we skip them. The global existence
theorem, Theorem 3.2, is proved by applying Pfaffelmoser’s [10] or Schaeffer’s [17] proofs for an
isolated case, of which the main idea is a careful estimation of the particle trajectories affecting its
acceleration.
Theorem 3.1. For a given initial data gin ∈ C1π,c(S) satisfying A, there exists a unique maximal solution g such
that for some 0< T ∞,
g ∈ C1([0, T ) × R6)∩ C([0, T ); C1π,c(S)).
Moreover, if
sup
{|v|: (x, v) ∈ supp g(t), 0 t < T }< ∞,
then T = ∞.
Lemma 3.1.We deﬁne the kinetic energy as
Ekin(t) :=
∫
S
|v|2 f (t, z)dz.
Then on the maximal existence interval [0, T ), we have for t ∈ [0, T ),
Ekin(t) Ca−3(t) and
∥∥σ(t)∥∥5/3  Ca−9/5(t),
where C does not depend on t or T .
Theorem 3.2. Local-in-time solutions to (2.2) exist for all t ∈ [0,∞), and moreover
P (t) = O(t2+δ) for any δ > 0,
where P (t) = sup{|v|: z ∈ supp g(s), 0 s t}.
Proof. The theorem is proved by the same argument with [15], so we only present a sketch of the
proof. Global existence theorems of the Vlasov–Poisson system either in an isolated case or in a
cosmological case are proved by showing the momentum support P (t) does not blow up in a ﬁnite
time. To estimate P (t) we take a solution (X(t), V (t)) of the characteristic system (2.4), and rewrite
it as
d
ds
(
a(s)V (s)
)= −∇xW (s, X(s)),
and then obtain for some 0 t
∣∣a(t)V (t) − a(t − )V (t − )∣∣
 C + C
t∫
t−
a2(s)
∫ ∫
(X(s)+Q )×R3
∣∣g(s, x, v)∣∣ 1|x− X(s)|2 dxdv ds.
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a time interval [t − , t]. To ﬁnd suitable , we separate the integration domain above into three
parts, which are called good set, bad set and ugly set. Due to the scale factor a(s), we get an additional
condition on , i.e., we have to choose smaller  in order to control the exponentially increasing
function a(s). By the deﬁnition of Ea , we have
(
a˙(s)
a(s)
)2
= Λ
3
+ 8π
3
1
a3(s)
+ 2Ea
a2(s)
 Λ
3
+ 8π
3
+ 2|Ea|,
and obtain
a˙(s)
a(s)

√
Λ
3
+ 8π
3
+ 2|Ea|, (3.1)
since a(s) and a˙(s) are positive. Therefore, we take  (Λ3 + 8π3 + 2|Ea|)−1/2 log2 to get
a(s1) a(s2) 2a(s1) for t −  s1  s2  t,
which implies that a(s1)/a(s2) is bounded by a constant for any s1, s2 ∈ [t − , t]. If we now follow
the proof in [15], or essentially in [10,17], with the additional restriction on :

(
Λ
3
+ 8π
3
+ 2|Ea|
)−1/2
log2,
then the theorem is proved. 
4. Small perturbations
In this section, we prove the background solution constructed in Section 2 is nonlinearly stable,
i.e., if the background solution is perturbed slightly at initial time, then the corresponding solution
does not change very much and stays around the background solution. For the case of the vanishing
cosmological constant, this result was proved in [13]. The arguments here are almost same with that,
but some modiﬁcations on calculations should be made. In the proofs of this section, we encounter
the following integral which we have to estimate:
∞∫
0
a˙(t)
a2(t)
dt.
In the case of Λ = 0, a˙(t) decreases for all time, so it is bounded by its initial value, and the above
integration is estimated since a2(t) ∼ t2. In our case, a˙(t) increases, so we use (3.1) to bound a˙(t)/a(t),
and then the above quantity can be estimated since a(t) increases suﬃciently fast.
From (3.1) we can see that a(t)  exp((Λ3 + 8π3 + 2|Ea|)−1/2t). A lower bound of a(t) is obtained
in the next lemma, which shows that a−1(t) decreases exponentially fast.
Lemma 4.1. Let a(t) be a solution of (2.1). Then there exist a positive number λ depending on Λ and Ea such
that
a(t) eλt for t  0.
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that the energy of (2.1) is deﬁned by
Ea = 1
2
a˙2(t) − 4π
3
a−1(t) − Λ
6
a2(t).
By Young’s inequality we have
a˙2(t) = Λ
3
a2(t) + 8π
3
a−1(t) + 2Ea Λ1/3(4π)2/3 + 2Ea,
and the assumption on Ea was made in the way that the last quantity is positive. By the assumption
a˙(0) > 0 and the continuity we conclude that a˙(t) is bounded below by a positive constant:
a˙(t)
√
Λ1/3(4π)2/3 + 2Ea > 0,
and this implies a(t) increases to inﬁnity.
We now rewrite Ea as follows:(
a˙(t)
a(t)
)2
= Λ
3
+ 8π
3
1
a3(t)
+ 2Ea
a2(t)
.
Since a(t) increases monotonically to inﬁnity, we can ﬁnd t∗ such that
(
a˙(t)
a(t)
)2
 Λ
6
for t  t∗, (4.1)
where t∗ depends on Ea . For 0 t  t∗ , we have
Λ
3
+ 8π
3
1
a3(t)
+ 2Ea
a2(t)
 (Λ)1/3
(
4π
a3(t)
)2/3
+ 2Ea
a2(t)
 1
a2(t∗)
(
Λ1/3(4π)2/3 + 2Ea
)
, (4.2)
and the last quantity is positive. By (4.1) and (4.2), we can choose a positive constant λ depending on
Λ and Ea such that (
a˙(t)
a(t)
)2
 λ2 for t  0,
and then the lemma is proved, since both a(t) and a˙(t) are positive. 
Lemma 4.2. Let Z = (X, V ) be a solution of (2.4). Then its x-derivatives are estimated as
∣∣∂x X(s, t, x, v)∣∣ C + Ce−2λs
( t∫
s
∥∥∂2x W (τ )∥∥∞ dτ
)
exp
(
C
t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞ dτ
)
,
∣∣∂xV (s, t, x, v)∣∣ C 1
a(s)
t∫
s
∥∥∂2x W (τ )∥∥∞∣∣∂x X(τ , t, x, v)∣∣dτ
for x, v ∈ R3 and 0 s t.
1120 H. Lee / J. Differential Equations 249 (2010) 1111–1130Proof. Let ξ(s) = ∂x X(s) = ∂x X(s, t, x, v). From (2.4) we have
a(s)∂xV (s) =
t∫
s
∂2x W (τ )∂x X(τ )dτ , (4.3)
where W (τ ) = W (τ , X(τ )), and then the second estimate of the lemma is veriﬁed clearly. We
use (4.3) to express the time derivative of ξ
ξ˙ (s) = 1
a(s)
∂xV (s) = 1
a2(s)
t∫
s
∂2x W (τ )∂x X(τ )dτ
with ξ(t) = I . We now obtain
I − ξ(s) =
t∫
s
1
a2(τ )
t∫
τ
∂2x W (σ )ξ(σ )dσ dτ .
Using Lemma 4.1, we estimate the above quantity as follows
∣∣ξ(s)∣∣ C + C
t∫
s
σ∫
s
e−2λτ
∥∥∂2x W (σ )∥∥∞∣∣ξ(σ )∣∣dτ dσ
 C + Ce−2λs
t∫
s
∥∥∂2x W (τ )∥∥∞∣∣ξ(τ )∣∣dτ .
Then Gronwall’s lemma gives the desired result:
∣∣ξ(s)∣∣ C + Ce−2λs
( t∫
s
∥∥∂2x W (τ )∥∥∞ dτ
)
exp
(
C
t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞ dτ
)
,
and this proves the lemma. 
The next lemma implies that the solutions to (2.2) depend continuously on initial data. The proof
is the exactly same with [13], so we skip them.
Lemma 4.3. For some nondecreasing function C ∈ C([0,∞)), every solution of (2.2) with initial data gin
satisfying A is estimated as
∥∥σ(t)∥∥1 + ∥∥σ(t)∥∥∞ + ∥∥∇xW (t)∥∥∞  C(t)‖gin‖∞ for t  0,∥∥∂2x W (t)∥∥∞  C(t)‖gin‖13/16∞ for t  0.
Lemma 4.4. Let Z = (X, V ) be a solution of (2.4). If W satisﬁes
∥∥∇xW (t)∥∥ + ∥∥∂2x W (t)∥∥  γ a−1/2(t) for 0 t < T (4.4)∞ ∞
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∣∣∂x X(s, t, x, v)∣∣ C and ∣∣∂xV (s, t, x, v)∣∣ Cγ a−1(s)
for x, v ∈ R3 and 0 s t < T , and the positive constant C does not depend on T .
Proof. If we apply (4.4) to Lemma 4.2 together with Lemma 4.1, then the lemma is proved. 
Lemma 4.5. Let Z = (X, V ) be a solution of (2.4). If W satisﬁes (4.4) for some 0< γ  1 and T > 0, then we
have ∣∣∣∣a(s)a(t) ∂v V (s, t, x, v) − I
∣∣∣∣ Cγ
for x, v ∈ R3 and 0 s t < T . Moreover, if we take γ small enough, then we have
∣∣det ∂v V (s)∣∣ a3(t)
2a3(s)
, (4.5)
where V (s) = V (s, t, x, v), and the mapping v → V (s) is one-to-one and onto on R3 .
Proof. We set ξ(s) = ∂v X(s), then from (2.4) we have
a(s)∂v V (s) = a(t)I +
t∫
s
∂2x W (τ )ξ(τ )dτ . (4.6)
To estimate the time derivative of ξ we use the above formula to obtain
ξ˙ (s) = a(t)
a2(s)
I + 1
a2(s)
t∫
s
∂2x W (τ )ξ(τ )dτ (4.7)
with ξ(t) = 0. We now estimate by using Lemma 4.1
∣∣ξ(s)∣∣ C
t∫
s
e−2λτa(t)dτ + C
t∫
s
e−2λτ
t∫
τ
∥∥∂2x W (σ )∥∥∞∣∣ξ(σ )∣∣dσ dτ
 Ce−2λsa(t) + Ce−2λs
t∫
s
∥∥∂2x W (τ )∥∥∞∣∣ξ(τ )∣∣dτ .
By Gronwall’s lemma,
∣∣ξ(s)∣∣ Ce−2λsa(t) + Ce−2λsa(t)
( t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞ dτ
)
exp
(
C
t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞ dτ
)
.
Together with (4.6) the above inequality implies
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∣∣∣∣
 Ca−1(t)
t∫
s
∥∥∂2x W (τ )∥∥∞∣∣ξ(τ )∣∣dτ
 C
t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞
×
(
1+
( t∫
τ
e−2λσ
∥∥∂2x W (σ )∥∥∞ dσ
)
exp
(
C
t∫
τ
e−2λσ
∥∥∂2x W (σ )∥∥∞ dσ
))
dτ
 C
( t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞ dτ
)
exp
(
C
t∫
s
e−2λτ
∥∥∂2x W (τ )∥∥∞ dτ
)
.
If we apply (4.4) to the last inequality, then the ﬁrst estimate of the lemma is proved. The second
estimate (4.5) comes from the ﬁrst estimate by using the mean value theorem for small γ . That the
mapping v → V (s) is one-to-one and onto on R3 for small γ is also deduced by the mean value
theorem together with the fact that small γ makes the mapping v → a(s)a(t) V (s) almost close to the
identity mapping v → v uniformly in v , and this completes the proof. 
The next lemma implies that if W is small on some time interval, then it has a time decay rate on
that interval. So the interval can be extended, and consequently in the following theorem it is proved
that W decays for all time by the bootstrap argument. We refer to [13] for the proof of Lemma 4.6.
Lemma 4.6. Let g be a solution of (2.2). If W satisﬁes (4.4) for some T > 0 and small γ > 0 such that (4.5)
holds on [0, T ). Then we have for 0 t < T ,
∥∥σ(t)∥∥∞ + ∥∥σ(t)∥∥1  Ca−3(t)(‖gin‖∞ + γ ),∥∥∇xσ(t)∥∥∞  Ca−2(t)(‖gin‖1,∞ + γ ),∥∥∇xW (t)∥∥∞  C3a−1(t) and ∥∥∂2x W (t)∥∥∞  C3a−13/16(t),
where ‖gin‖1,∞ is the L∞-norm of gin and its ﬁrst order derivatives, and the above constants C and C3 do not
depend on T .
Theorem 4.1. Let g be a solution of (2.2) with initial data gin satisfying A. For any small ε > 0, there exists
η > 0 such that if an initial data satisﬁes
‖gin‖1,∞ < η,
then we have the following estimates:
a3(t)
∥∥σ(t)∥∥∞ + a3(t)∥∥σ(t)∥∥1 + a2(t)∥∥∇xσ(t)∥∥∞  ε for t  0,
a(t)
∥∥∇xW (t)∥∥∞ + a 1316 (t)∥∥∂2x W (t)∥∥∞  ε for t  0.
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function, there exists T > 0 such that if t  T , then
max
{
C3a
−1(t),C3a−13/16(t)
}
 1
2
γ a−1/2(t), (4.8)
where C3 is the constant in Lemma 4.6. For the nondecreasing function C(t) ∈ C([0,∞)) in Lemma 4.3
we choose η > 0 small enough to satisfy
C(T )max
{
η,η
13
16
}
 γ a−1/2(T ).
By Lemma 4.3 again we have
∥∥∇xW (t)∥∥∞,∥∥∂2x W (t)∥∥∞  γ a−1/2(T ) γ a−1/2(t) on [0, T ). (4.9)
Now that the conditions of Lemma 4.6 hold on [0, T ), we have
∥∥∇xW (t)∥∥∞  C3a−1(t) and ∥∥∂2x W (t)∥∥∞  C3a−13/16(t).
On the other hand, for T and γ which we have chosen above,
∥∥∇xW (T )∥∥∞  C3a−1(T ) 12γ a−1/2(T ),∥∥∂2x W (T )∥∥∞  C3a−13/16(T ) 12γ a−1/2(T ),
hence by the continuity, the time interval where (4.9) holds can be extended. Let [0, T∗) be the
maximal time interval where (4.9) holds on [0, T∗), i.e.,
∥∥∇xW (t)∥∥∞,∥∥∂2x W (t)∥∥∞  γ a−1/2(t) on [0, T∗).
But we have chosen T by (4.8), and this implies that T∗ cannot be a ﬁnite number. Therefore, we
have the estimate (4.9) for all t  0, so Lemma 4.6 gives
∥∥σ(t)∥∥∞ + ∥∥σ(t)∥∥1  C(η + γ )a−3(t), ∥∥∇xσ(t)∥∥∞  C(η + γ )a−2(t). (4.10)
If we insert these estimates to Lemma 2.2 (b) and (c), then we have
∥∥∇xW (t)∥∥∞  C(η + γ )a−1(t), ∥∥∂2x W (t)∥∥∞  C(η + γ )a−13/16(t). (4.11)
For any ε > 0, we can take η and γ small enough such that (4.10) and (4.11) imply the desired results,
i.e.,
C(η + γ ) < ε,
and this proves the theorem. 
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In this section, we study another kind of stability estimate. Let g and h be perturbed solutions
from the background solution f0. We show that if their perturbations are small, then the difference
between g and h on the whole time interval does not exceed their initial difference multiplied by
some constant, where the difference is measured by L1-norm. This kind of stability estimate can be
considered to be a little stronger than that of Section 4 in the sense that we can recover the latter by
taking h = f0.
Let g and h be solutions to (2.2) with small initial data gin and hin respectively such that Theo-
rem 4.1 holds. Since both g and h satisfy the Vlasov equation (2.2), we subtract the Vlasov equation
for h from the equation for g to get
∂t(g − h)+ 1
a(t)
v · ∇x(g − h)− 1
a(t)
(∇xW g + a˙(t)v) · ∇v(g − h)
= 1
a(t)
∇v
[
H
(
a2(t)|v|2)] · (∇xW g − ∇xWh) + 1a(t) (∇xW g − ∇xWh) · ∇vh,
where Wg and Wh are deﬁned by the solutions of (2.2) with σg =
∫
g dv and σh =
∫
hdv respectively.
Since the left-hand side has the same characteristic curve with that of g , so if we integrate from 0 to
t along the characteristic curve (s, X(s), V (s)), then we get
(g − h)(t, x, v) = (gin − hin)
(
X(0), V (0)
)
+
t∫
0
1
a(s)
∇v
[
H
(
a2(t)|v|2)]v=V (s) · (∇xW g − ∇xWh)(s, X(s))ds
+
t∫
0
1
a(s)
(∇xW g − ∇xWh)
(
s, X(s)
) · ∇vh(s, X(s), V (s))ds. (5.1)
Lemma 5.1. Let (X, V ) be a characteristic curve of a solution constructed in Theorem 4.1. Then for any
0 s t and v ∈ R3 , we have
X(s, t, Q , v) ⊂ x′ + 2Q for some x′.
Proof. Let X1 and X2 be in X(s, t, Q , v). Then there exist x1 and x2 in Q such that
X1 = X(s, t, x1, v) and X2 = X(s, t, x2, v).
By (2.4), we have
X1 = x1 −
t∫
s
1
a(τ )
V (τ )dτ
= x1 −
t∫
s
1
a2(τ )
(
a(t)v +
t∫
τ
∇xW
(
σ , X1(σ )
)
dσ
)
dτ
= x1 − a(t)v
t∫
1
a2(τ )
dτ −
t∫
1
a2(τ )
t∫
∇xW
(
σ , X1(σ )
)
dσ dτ ,s s τ
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X1 − X2 = x1 − x2 −
t∫
s
1
a2(τ )
t∫
τ
(∇xW (σ , X1(σ ))− ∇xW (σ , X2(σ )))dσ dτ ,
so we have
|X1 − X2| |x1 − x2| + Cε
t∫
s
1
a2(τ )
t∫
τ
1
a(σ )
dσ dτ  |x1 − x2| + Cε,
where we used Theorem 4.1. Since ε is a small number, the lemma is proved. 
Lemma 5.2. Let g be a solution to (2.2) with initial data gin satisfying the conditions of Theorem 4.1. Then we
have
∫
R3
∣∣∇v g(t, z)∣∣dv  Ca−2(t) for any t and x.
Proof. The proof is a direct application of Lemma 2.4 and Lemma 4.5. We differentiate g given in
Lemma 2.4 with respect to v to obtain
∇v g(t, z) = ∇z gin
(
Z(0)
) · ∂v Z(0) + 2H ′(∣∣V (0)∣∣2)V (0) · ∂v V (0) − 2H ′(a2(t)|v|2)a2(t)v.
Then ∂v X(0) and ∂v V (0)-terms are estimated by Lemma 4.5, which are bounded by a(t):
∣∣∇v g(t, z)∣∣ Ca(t)∣∣∇z gin(Z(0))∣∣+ Ca(t)∣∣V (0)H ′(∣∣V (0)∣∣2)∣∣+ Ca(t)∣∣a(t)vH ′(a2(t)|v|2)∣∣.
Therefore we have
∫
R3
∣∣∇v g(t, z)∣∣dv  Ca(t)
∫
R3
∣∣∇z gin(Z(0))∣∣dv + Ca(t)
∫
R3
∣∣V (0)H ′(∣∣V (0)∣∣2)∣∣dv
+ Ca(t)
∫
R3
∣∣a(t)vH ′(a2(t)|v|2)∣∣dv.
By the change of variables v → V (0) and v → a(t)v , the lemma is proved:
∫
R3
∣∣∇v g(t, z)∣∣dv  Ca−2(t)
∫
R3
∣∣∇z gin(Z(0))∣∣dV (0) + Ca−2(t)
∫
R3
∣∣V (0)H ′(∣∣V (0)∣∣2)∣∣dV (0)
+ Ca−2(t)
∫
R3
∣∣a(t)vH ′(a2(t)|v|2)∣∣d(a(t)v)
 Ca−2(t). 
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we have the following L1-stability estimate:∥∥g(t)− h(t)∥∥L1 + ∥∥σg(t) − σh(t)∥∥L1  Ca−3(t)‖gin − hin‖L1 for t  0.
Proof. By (5.1) and Lemma 2.1, we have
∣∣(g − h)(t, x, v)∣∣

∣∣(gin − hin)(X(0), V (0))∣∣
+ 2
t∫
0
a3(s)
∣∣V (s)∣∣∣∣H ′(a2(s)∣∣V (s)∣∣2)∣∣ ∫
Q y
∣∣∇xG(X(s) − y)∣∣∣∣σg(s, y) − σh(s, y)∣∣dy ds
+
t∫
0
a(s)
∣∣∇vh(s, X(s), V (s))∣∣
∫
Q y
∣∣∇xG(X(s) − y)∣∣∣∣σg(s, y) − σh(s, y)∣∣dy ds
=: L1 + L2 + L3.
We now integrate it over Qx × R3v with respect to x and v to estimate Li terms on the right-hand
side separately. By Lemma 2.3(b), the ﬁrst term is estimated as follows:
∫
R3
∫
Qx
∣∣(gin − hin)(X(0), V (0))∣∣dxdv
 Ca−3(t)
∫
R3
∫
X(0,t,Qx,v)
∣∣(gin − hin)(x, v)∣∣dxdv
 Ca−3(t)
∫
R3
∫
x′+2Qx
∣∣(gin − hin)(x, v)∣∣dxdv (for some x′ ∈ R3)
 Ca−3(t)‖gin − hin‖L1 , (5.2)
where we used Lemma 5.1 and the periodicity of initial data. For the second term, we have to estimate
t∫
0
∫
R3
∫
Qx
a3|V |∣∣H ′(a2|V |2)∣∣ ∫
Q y
∣∣∇xG(X − y)∣∣∣∣σg(s, y) − σh(s, y)∣∣dy dxdv ds,
where a = a(s), X = X(s) and V = V (s). We next change the variables (x, v) to (X(s), V (s)) using
Lemma 2.3 and Lemma 5.1 to have
t∫
0
∫
R3
∫
Qx
∫
Q y
a3|V |∣∣H ′(a2|V |2)∣∣∣∣∇xG(X − y)∣∣∣∣σg(s, y) − σh(s, y)∣∣dy dxdv ds
 C
t∫
0
∫
R3
∫
X(s,t,Qx,v)
∫
Q y
a3(s)|v|∣∣H ′(a2(s)|v|2)∣∣
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a3(t)
dy dxdv ds
 C
t∫
0
∫
R3
∫
x′+2Qx
∫
Q y
· · · dy dxdv ds.
Then the above quantity can be integrated easily with respect to x and v variables using integrability
of ∇xG on any Q and the assumption on H , so it is estimated by
∫
R3
∫
Qx
L2 dxdv  Ca−3(t)
t∫
0
∫
Q y
a2(s)
∣∣σg(s, y) − σh(s, y)∣∣dy ds
 Ca−3(t)
t∫
0
a−1(s)a3(s)
∥∥σg(s) − σh(s)∥∥L1 ds. (5.3)
L3-term is estimated similarly.
∫
R3
∫
Qx
L3 dxdv

t∫
0
∫
R3
∫
Qx
a
∣∣∇vh(s, X, V )∣∣
∫
Q y
∣∣∇xG(X − y)∣∣∣∣σg(s, y) − σh(s, y)∣∣dy dxdv ds,
where a = a(s), X = X(s) and V = V (s). Then by Lemma 2.3 and Lemma 5.1,
∫
R3
∫
Qx
L3 dxdv  C
t∫
0
∫
R3
∫
X(s,t,Qx,v)
∫
Q y
a(s)
∣∣∇vh(s, x, v)∣∣
× ∣∣∇xG(x− y)∣∣∣∣σg(s, y) − σh(s, y)∣∣a3(s)a3(t) dy dxdv ds
 C
t∫
0
∫
R3
∫
x′+2Qx
∫
Q y
· · · dy dxdv ds (for some x′)
 C
t∫
0
∫
Q y
∫
x′+2Qx
∫
R3
· · · dv dxdy ds,
where we used again the periodicity of the solutions. We now use Lemma 5.2 to get
∫
R3
∫
Qx
L3 dxdv  C
t∫
0
∫
Q y
∫
x′+Q
a−1(s)
∣∣∇xG(x− y)∣∣∣∣σg(s, y) − σh(s, y)∣∣a3(s)a3(t) dxdy dsx
1128 H. Lee / J. Differential Equations 249 (2010) 1111–1130 C
t∫
0
∫
Q y
a−1(s)
∣∣σg(s, y) − σh(s, y)∣∣a3(s)
a3(t)
dy ds
 Ca−3(t)
t∫
0
a−1(s)a3(s)
∥∥σg(s) − σh(s)∥∥L1 ds. (5.4)
Therefore we have from (5.2), (5.3) and (5.4)
∫ ∫
S
∣∣(g − h)(t, x, v)∣∣dxdv

∫ ∫
S
L1 dxdv +
∫ ∫
S
L2 dxdv +
∫ ∫
S
L3 dxdv
 Ca−3(t)‖gin − hin‖L1 + Ca−3(t)
t∫
0
a−1(s)a3(s)
∥∥σg(s) − σh(s)∥∥L1 ds.
Since
∫
Q |σg − σh|dx
∫∫
S |g − h|dxdv , we have the following estimates:
a3(t)
∥∥g(t)− h(t)∥∥L1  C‖gin − hin‖L1 + C
t∫
0
a−1(s)a3(s)
∥∥g(s) − h(s)∥∥L1 ds,
a3(t)
∥∥σg(t) − σh(t)∥∥L1  C‖gin − hin‖L1 + C
t∫
0
a−1(s)a3(s)
∥∥σg(s) − σh(s)∥∥L1 ds,
and in both cases, Gronwall’s inequality and the exponentially increasing property of a give the de-
sired results:
∥∥g(t)− h(t)∥∥L1 + ∥∥σg(t) − σh(t)∥∥L1  Ca−3(t)‖gin − hin‖L1 . 
Corollary 5.1. Let g and h be solutions satisfying Theorem 5.1. Then they satisfy the following estimate:
∥∥σg(t) − σh(t)∥∥L∞  Ca−3(t)‖gin − hin‖L∞x L1v for t  0.
Proof. We integrate (5.1) over R3v and use Lemma 2.1 to have
(σg − σh)(t, x)
=
∫
(gin − hin)
(
X(0), V (0)
)
dv
+ 2
t∫
0
∫ ∫
Q y
a3(s)H ′
(
a2(s)
∣∣V (s)∣∣2)V (s) · ∇xG(X(s) − y)(σg(s, y) − σh(s, y))dy dv ds
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t∫
0
∫ ∫
Q y
a(s)∇vh
(
s, X(s), V (s)
) · ∇xG(X(s) − y)(σg(s, y) − σh(s, y))dy dv ds
=: M1 + M2 + M3.
To estimate M1 we use Lemma 4.5:
|M1|
∫
R3
∣∣(gin − hin)(X(0), V (0))∣∣dv
 Ca−3(t)
∫
R3
∣∣(gin − hin)(X(0), V (0))∣∣dV (0)
 Ca−3(t)‖gin − hin‖L∞x L1v .
Since |∇xG| can be integrated on Q y , we have for M2,
|M2| C
t∫
0
a3(s)
∥∥σg(s) − σh(s)∥∥L∞
∫ ∣∣V (s)∣∣∣∣H ′(a2(s)∣∣V (s)∣∣2)∣∣dv ds.
By Lemma 4.5 and the assumption on H ,
∫ ∣∣V (s)∣∣∣∣H ′(a2(s)∣∣V (s)∣∣2)∣∣dv  C ∫ ∣∣V (s)∣∣∣∣H ′(a2(s)∣∣V (s)∣∣2)∣∣a3(s)
a3(t)
dV (s)
 Ca−3(t)a−1(s),
and we obtain
|M2| Ca−3(t)
t∫
0
1
a(s)
a3(s)
∥∥σg(s) − σh(s)∥∥L∞ ds.
If we apply Lemma 5.2 to M3, then we have the same estimate with M2. Consequently,
a3(t)
∥∥σg(t) − σh(t)∥∥L∞  C‖gin − hin‖L∞x L1v + C
t∫
0
1
a(s)
a3(s)
∥∥σg(s) − σh(s)∥∥L∞ ds.
Since a−1(s) is integrable on [0,∞), the lemma is proved by Gronwall’s inequality:
a3(t)
∥∥σg(t) − σh(t)∥∥L∞  C‖gin − hin‖L∞x L1v . 
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