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Abstract
This paper investigates the global existence and blow-up of nonnegative solution of the system
ut = um + up1
∫

vq1 dx, vt = vn + vp2
∫

uq2 dx, (x, t) ∈ × (0, T )
with homogeneous Dirichlet boundary conditions, where  ⊂ RN is a bounded domain with smooth boundary , m, n> 1, p1,
p2, q1, q2 > 0. The results depend crucially on the number pi , qi , m, n, the domain  and the initial data u0(x), v0(x). Moreover,
we obtain the blow-up rate of the blow-up solution under some appropriate hypotheses.
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1. Introduction
In this paper, we consider the following coupled degenerate parabolic system with nonlocal sources
ut = um + up1
∫

vq1 dx, vt = vn + vp2
∫

uq2 dx, (x, t) ∈ × (0, T ),
u(x, t) = 0, v(x, t) = 0, (x, t) ∈ × (0, T ),
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ , (1.1)
where  ⊂ RN is a bounded domain with smooth boundary , m, n> 1, p1, p2, q1, q2 are positive numbers which
ensure that the equations in (1.1) are completely coupled with the nonlinear reaction terms. The initial values u0(x),
v0(x) are nontrivial nonnegative bounded continuous functions and vanish on .
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In the past two decades, many physical phenomena were formulated into nonlocal mathematical models (see
[2,5,17,20,25,27,28] and references therein). Degenerate parabolic equations involving a nonlocal source, which arise
in a population model that communicates through chemical means, were studied in [2,17].
In recent years, many important results have been obtained on blow-up problems for nonlinear degenerate parabolic
systems. We will introduce some in the following.
In [18,19], Galaktionov et al. obtained the blow-up results for the following system:
ut = u+1 + vp, vt = v+1 + uq for (x, t) ∈ × (0, T ), (1.2)
with homogeneousDirichlet boundary conditions, in particular they established a sufﬁcient condition of global existence
and blow-up for general quasilinear system (1.2).
In [10], Deng considered the following degenerate parabolic system:
ut − um = uvp, x ∈ , 0< t <T ,
vt − vn = uqv, x ∈ , 0< t <T ,
with null Dirichlet boundary conditions. It is proved that if m> , n>  and pq < (m− )(n− ), every nonnegative
solution is global, whereas if m<  or n<  or pq > (m− )(n− ), there exist both global and blow-up nonnegative
solutions.
The degenerate parabolic systems (especially, porous medium equations) without nonlocal terms were studied ex-
tensively (see [1,4,10,11,18,19,22] and references therein). However, only a few literatures considered the nonlocal
degenerate parabolic equations, see [2,9,13,14,24]. In [24], Li and Xie considered the following problem:
ut − um = aup
∫

uq dx, x ∈ , t > 0,
u(x, t) = 0, x ∈ , t > 0,
u(x, 0) = u0(x), x ∈ ,
and obtained that the solution either exists globally or blows up in ﬁnite time. Furthermore, if p + q >m they yielded
that (T ′ denotes the blow-up time)
C1(T
′ − t)−1/(p+q−1) max
x∈¯
u(x, t)C2(T ′ − t)−1/(p+q−1).
My motivation to study the coupled system (1.1) comes from the results of [9] (the special case p1 = 0 and q1 = 0). In
[9], Deng et al. considered the degenerate parabolic system with nonlocal source
ut = um + a‖v‖p , vt = vn + b‖u‖q for (x, t) ∈ × (0, T ), (1.3)
with homogeneous Dirichlet boundary data, where ‖ · ‖ = (
∫
 | · | dx)1/, a, b > 0. They proved that when pq <mn,
then every nonnegative solution is global; If pq >mn, then there are both global solution and blow-up solution; If
pq=mn, then the solution is global for sufﬁciently small domain (||), and blows up provided that the domain contains
a sufﬁciently large ball.
The main purpose of this paper is to extend the above results to the general system (1.1). Moreover, we yield the
blow-up rate under some appropriate hypotheses.
Before stating the main results, we should point out that in case of m = n = 1, system (1.1) becomes a semilinear
system, which has been studied by many authors, we refer the reader to [3,6,7,12,15,16,23,25–30] and the survey papers
[8,21] and the references therein. Now we state our results as follows.
Theorem 1.1. If m>p1, n>p2 and q1q2 <(m − p1)(n − p2), then every nonnegative solution of (1.1) is global.
Theorem 1.2. If m<p1 or n<p2 or q1q2 >(m − p1)(n − p2), then the nonnegative solution of (1.1) blows up in
ﬁnite time for sufﬁciently large initial values and exists globally for sufﬁciently small initial values.
Theorem 1.3. If m>p1, m>p2 and q1q2 = (m − p1)(n − p2), then every nonnegative solution of (1.1) is global
provided that the magnitude of the domain (||) is sufﬁciently small.
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To estimate the blow-up rate of the blow-up solution of (1.1), we need to add some assumptions for initial data as
follows:
(H1) u0(x), v0(x) ∈ C2+() ∩ C(¯) for some 0< < 1;
(H2) um0 (x) + up10 (x)
∫
 v
q1
0 (x) dx > 0, v
n
0 (x) + vp20 (x)
∫
 u
q2
0 (x) dx > 0 for x ∈ .
(H3) There exists a constant 0 > 0, such that
um0 (x) + up10 (x)
∫

v
q1
0 (x) dx − umk1+10 (x)> 0, vn0 (x) + vp20 (x)
∫

u
q2
0 (x) dx − vnk2+10 (x)> 0,
where 0, k1, k2 will be given in Section 4.
Theorem 1.4. Suppose thatp1=0 orp1 >m;p2=0 orp2 >n; q1 >n, q2 >m and satisfy q2 >p1−1 and q1 >p2−1.
u0(x), v0(x) satisfy (H1)–(H3). If (u(x, t), v(x, t)) is the smooth solution of (1.1) and blows up in ﬁnite time T ∗, then
there exist positive constants Ci (i = 1, 2, 3, 4), such that
C1(T
∗ − t)−(q1−p2+1)/(q1q2−(1−p1)(1−p2))
 max
x∈¯
u(x, t)C2(T ∗ − t)−(q1−p2+1)/(q1q2−(1−p1)(1−p2)) for 0< t <T ∗,
C3(T
∗ − t)−(q2−p1+1)/(q1q2−(1−p1)(1−p2))
 max
x∈¯
v(x, t)C4(T ∗ − t)−(q2−p1+1)/(q1q2−(1−p1)(1−p2)) for 0< t <T ∗.
2. Preliminaries
Set T =× (0, T ), ST = × (0, T ) for 0<T < + ∞. As it is now well known that degenerate equations need
not posses classical solutions, we begin by giving a precise deﬁnition of a weak solution for problem (1.1).
Deﬁnition 2.1. A vector function (u(x, t), v(x, t)) deﬁned on T , for some T > 0, is called a sub-(or super-) solution
of (1.1), if all the following hold:
(1) u(x, t), v(x, t) ∈ Ł∞(T );
(2) u(x, t), v(x, t)()0 for (x, t) ∈ ST , and u(x, 0)()u0(x), v(x, 0)()v0(x) for almost all x ∈ ;
(3) ∫

(u(x, t)	1(x, t) − u0(x)	1(x, 0)) dx()
∫ t
0
∫

(u	1s + um	1 + up1	1
∫

vq1 dx) dx ds, (2.1)
∫

(v(x, t)	2(x, t) − v0(x)	2(x, 0)) dx()
∫ t
0
∫

(v	2s + vn	2 + vp2	2
∫

uq2 dx) dx ds, (2.2)
for every t ∈ [0, T ] and any 	1, 	2 belong to the class of test functions,
	 ≡ {	 ∈ C(T );	t ,	 ∈ C(T ) ∩ L2(T );	0;	(x, t)|x∈ = 0}.
A weak solution of (1.1) is a vector function which is both a subsolution and a supersolution of (1.1). For every T <∞,
if (u, v) is a solution of (1.1), we say (u, v) is global.
Next, we state the local existence theorem, and its proof is standard (see [9,10] for details), hence omit it.
Theorem 2.1 (Local existence and continuation). Given u0, v00, u0, v0 ∈ L∞(), there is some T ∗ =T ∗(u, v)> 0
such that there exists a nonnegative weak solution (u(x, t), v(x, t)) of (1.1) for each T <T ∗. Furthermore, either
T ∗ = ∞ or
lim sup
t→T ∗
(‖u(·, t)‖∞ + ‖v(·, t)‖∞) = ∞.
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Lemma 2.2 (Comparison principle). Let (u, v) and (u¯, v¯) be a nonnegative subsolution and a nonnegative superso-
lution of (1.1), respectively. Then (u, v)(u¯, v¯) inT , if (u0, v0)(u¯0, v¯0) and there exists a positive constant 
, such
that either∫

vq1 dx
,
∫

uq2 dx
, u, v
, (2.3)
or ∫

v¯q1 dx
,
∫

u¯q2 dx
, u¯, v¯
, (2.4)
hold.
Proof. The technique for proving comparison principle for degenerate equations is quite standard (see [1,2,4,9] for
example). For the convenience of the reader, we shall sketch the argument.
Subtracting the integral inequalities of (2.1) for (u, v) and (u¯, v¯), yields∫

[u(x, t) − u¯(x, t)]	1(x, t) dx
∫

[u(x, 0) − u¯(x, 0)]	1(x, 0) dx
+
∫ t
0
∫

	1u
p1
(∫

G(x, s)(v − v¯) dx
)
dx ds
+
∫ t
0
∫

(u − u¯)
[
	1s + (x, s)	1 + H(x, s)	1
∫

v¯q1 dx
]
dx ds,
where
G(x, s) ≡
∫ 1
0
q1(v + (1 − )v¯)q1−1 d, (x, s) ≡
∫ 1
0
m(u + (1 − )u¯)m−1 d,
H(x, s) ≡
∫ 1
0
p1(u + (1 − )u¯)p1−1 d.
Since (u, v) and (u¯, v¯) are bounded in T , it follows from m> 1, q1, p11 that G(x, s), (x, s), H(x, s) are
bounded nonnegative functions. Now, if p1, q1 < 1, we have G(x, s)
q1−1, H(x, s)
p1−1 by the assumptions
(2.3) or (2.4). Thus, we can choose the appropriate test function 	1 as in [1, pp. 118–123] to obtain∫

[u(x, t) − u¯(x, t)]+ dx‖	1‖∞
∫

[u(x, 0) − u¯(x, 0)]+ dx + c1
∫ t
0
∫

[u − u¯]+ dx ds
+ 
p1 ||‖	1‖∞
∫ t
0
∫

G(x, s)[v − v¯]+ dx ds, (2.5)
where  ≡ max{, 0} and c1 > 0 is bounded constant. Similarly, we can prove∫

[v(x, t) − v¯(x, t)]+ dx‖	2‖∞
∫

[v(x, 0) − v¯(x, 0)]+ dx + c2
∫ t
0
∫

[v − v¯]+ dx ds
+ 
p2 ||‖	2‖∞
∫ t
0
∫

F(x, s)[u − u¯]+ dx ds, (2.6)
where c2 > 0 is bounded constant, and
F(x, s) ≡
∫ 1
0
q2(u + (1 − )u¯)q2−1 d
is a bounded nonnegative function. Now, (2.5), (2.6) combined with the Gronwall’s Lemma show that (u, v)(u¯, v¯)
since (u0, v0)(u¯0, v¯0). 
According to the above proof, we have the following corollary.
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Corollary 2.3. Assume that p1, p2, q1, q21. Let (u, v) and (u¯, v¯) be a nonnegative subsolution and a nonnegative
supersolution of (1.1), respectively. Then (u, v)(u¯, v¯) on T if (u0, v0)(u¯0, v¯0).
Remark 2.4. From Corollary 2.3, it is easy to see that the solution of (1.1) is unique if p1, p2, q1, q21.
Denote
A =
(
m − p1 −q1
−q2 n − p2
)
, l =
(
l1
l2
)
.
We give some lemmas that will be used in the following section. Please see [10] for their proofs.
Lemma 2.5. If m>p1, n>p2 and q1q2 <(m − p1)(n − p2), then there exist two positive constants l1, l2, such that
Al = (1, 1)T. Moreover, A(cl)> (0, 0)T for any c > 0.
Lemma 2.6. If m<p1 or n<p2 or q1q2 >(m − p1)(n − p2), then there exist two positive constants l1, l2, such that
Al < (0, 0)T. Moreover, A(cl)< (0, 0)T for any c > 0.
3. Global existence and blow-up
In this section, we give the proof of Theorems 1.1–1.3.
Proof of Theorem 1.1. Firstly, we construct supersolutions which are bounded for any T > 0. Let(x) be the solution
of the following elliptic problem
−(x) = 1, x ∈ ; (x) = 0, x ∈ . (3.1)
Denote C = max
x∈¯(x). Namely, 0(x)C.
We deﬁne the function u¯(x, t) and v¯(x, t) as
u¯ = (K((x) + 1))l1 , v¯ = (K((x) + 1))l2 , (3.2)
where 0< l1, l2 < 1 satisfy ml1, nl2 < 1 and K > 0 will be ﬁxed later. Clearly, (u¯, v¯) is bounded for any t > 0 and
u¯Kl1 , v¯Kl2 . Thus, we have
u¯t − u¯m = − Kml1 [ml1(ml1 − 1)((x) + 1)ml1−2|∇|2 + ml1(+ 1)ml1−1]
ml1(C + 1)ml1−1Kml1 (3.3)
u¯p1
∫

v¯q1 dx = (K((x) + 1))p1l1Kq1l2
∫

((x) + 1)l2q1 dx ||(C + 1)p1l1+q1l2Kp1l1+q1l2
and
v¯t − v¯nnl2(C + 1)nl2−1Knl2 , v¯p2
∫

u¯q2 dx ||(C + 1)p2l2+q2l1Kq2l1+p2l2 . (3.4)
Denote
K1 =
( ||
ml1
(C + 1)q1l2−(m−p1)l1+1
)1/(ml1−p1l1−q1l2)
K2 =
( ||
nl2
(C + 1)q2l1−(n−p2)l2+1
)1/(nl2−p2l2−q2l1)
. (3.5)
If m>p1, n>p2 and q1q2 <(m − p1)(n − p2), by Lemma 2.5, there exist positive constants l1, l2 such that
p1l1 + q1l2 <ml1, q2l1 + p2l2 <nl2, and ml1, nl2 < 1. (3.6)
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Therefore, we can choose K sufﬁciently large that
K >max{K1,K2} (3.7)
and
(K(+ 1))l1u0(x), (K(+ 1))l2v0(x). (3.8)
Now, it follows from (3.3)–(3.8) that (u¯, v¯) deﬁned by (3.2) is a positive supersolution of (1.1). Hence (u, v)(u¯, v¯)
by comparison principle, which implies (u, v) exists globally. 
Proof of Theorem 1.2. If m<p1 or n<p2 or (m−p1)(n−p2)< q1q2, by Lemma 2.6, there exist positive constants
l1, l2 such that
p1l1 + q1l2 >ml1, q2l1 + p2l2 >nl2, and ml1, nl2 < 1. (3.9)
So we can choose K = min{K1,K2}, where K1, K2 are deﬁned in (3.5). Furthermore, assume that u0(x), v0(x) are
small enough to satisfy (3.8). It follows that (u¯, v¯) deﬁned by (3.2) is a positive supersolution of (1.1). Hence, (u, v)
exists globally.
Due to the requirement of the comparison principle that we will construct blow-up subsolutions in some subdomain
of  in which u, v > 0. We use an idea from Souplet [27] and apply it to degenerate equations. Since problem (1.1)
does not a priori make sense for negative values of (u, v), we actually consider the following problem
ut = um + up1
∫

v
q1+ dx, vt = vn + vp2
∫

u
q2+ dx, (x, t) ∈ × (0, T ),
u(x, t) = 0, v(x, t) = 0, (x, t) ∈ × (0, T ),
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ ,
where + = max{0,}. Let (x) is a nontrivial nonnegative continuous function and vanishes on . Without loss of
generality, we may assume that 0 ∈  and (0)> 0. we shall construct a blow-up subsolution to complete the proof.
Set
u(x, t) = 1
(T − t)l1 
1/m
( |x|
(T − t)
)
, v(x, t) = 1
(T − t)l2 
1/n
( |x|
(T − t)
)
, (3.10)
with
(r) = R
3
12
− R
4
r2 + 1
6
r3, r = |x|
(T − t) , 0rR,
where l1, l2, > 0 and 0<T < 1 are to be determined later. Clearly, 0(r)R3/12 and (r) is nonincreasing since
′(r) = r(r − R)/20. Note that
supp u(·, t) = supp v(·, t) = B(0, R(T − t)) ⊂ B(0, RT ) ⊂ , (3.11)
for sufﬁciently small T > 0. Obviously, (u, v) becomes unbounded as t → T − at the point x = 0. Calculating directly,
we obtain
ut (x, t) − um(x, t) =
ml11/m(r) + r′(r)(1−m)/m
m(T − t)l1+1 +
R − 2r
2(T − t)ml1+2 +
(N − 1)(R − r)
2(T − t)ml1+
 l1(R
3/12)1/m
(T − t)l1+1 +
NR − (N + 1)r
2(T − t)ml1+2 ,
vt (x, t) − vn(x, t)
l2(R3/12)1/n
(T − t)l2+1 +
NR − (N + 1)r
2(T − t)nl2+2 ,
notice that T < 1 is sufﬁciently small.
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Case 1: If 0rNR/(N + 1), we have (r)((3N + 1)R3)/(12(N + 1)3), then
up1
∫

v
q1+ dx =
wp1/m(r)
(T − t)p1l1+q1l2
∫
B(0,R(T−t))
q1/n+
[ |x|
(T − t)
]
dx
 M1
(T − t)p1l1+q1l2−N
(
R3(3N + 1)
12(N + 1)3
)p1/m
,
vp2
∫

u
q2+ dx =
wp2/n(r)
(T − t)p2l2+q2l1
∫
B(0,R(T−t))
q2/m+
[ |x|
(T − t)
]
dx
 M2
(T − t)p2l2+q2l1−N
(
R3(3N + 1)
12(N + 1)3
)p2/n
,
where M1 =
∫
B(0,R) 
q1/n+ (||) d, M2 =
∫
B(0,R) 
q2/m+ (||) d. Hence,
ut (x, t) − um(x, t) − up1
∫

v
q1+ dx
l1(R3/12)1/m
(T − t)l1+1 −
M1
(T − t)p1l1+q1l2−N
(
R3(3N + 1)
12(N + 1)3
)p1/m
, (3.12)
vt (x, t) − vn(x, t) − vp2
∫

u
q2+ dx
l2(R3/12)1/n
(T − t)l2+1 −
M2
(T − t)p2l2+q2l1−N
(
R3(3N + 1)
12(N + 1)3
)p2/n
. (3.13)
Case 2: If NR/(N + 1)< rR, then
ut (x, t) − um(x, t) − up1
∫

v
q1+ dx
l1(R3/12)1/m
(T − t)l1+1 +
NR − (N + 1)r
2(T − t)ml1+2 , (3.14)
vt (x, t) − vn(x, t) − vp2
∫

u
q2+ dx
l2(R3/12)1/n
(T − t)l2+1 +
NR − (N + 1)r
2(T − t)nl2+2 . (3.15)
By Lemma 2.6, there exist positive constants l1, l2 to satisfy
p1l1 + q1l2 >ml1 + 1, q2l1 + p2l2 >nl2 + 1, and (m − 1)l1 > 1, (n − 1)l2 > 1.
And we can choose positive constant  is sufﬁciently small that
<min
{
p1l1 + q1l2 − ml1
N + 2 ,
p2l2 + q2l1 − nl2
N + 2 ,
p1l1 + q1l2 − l1 − 1
N
,
p2l2 + q2l1 − l2 − 1
N
}
,
and <min
{
ml1 − l1 − 1
2
,
nl2 − l2 − 1
2
}
.
Thus, we have
p1l1 + q1l2 − N>ml1 + 2> l1 + 1, p2l2 + q2l1 − N>nl2 + 2> l2 + 1.
Hence, for sufﬁciently small T > 0, (3.12)–(3.15) imply that
ut (x, t) − um(x, t) − up1
∫

v
q1+ dx0 in T ,
vt (x, t) − vn(x, t) − vp2
∫

u
q2+ dx0 in T .
Since (0)> 0 and (x) is continuous, there exist two positive constants  and  such that (x), for all x ∈
B(0, ) ⊂ . Choose T small enough to insure B(0, RT ) ⊂ B(0, ), hence u0, v0 on ST . From (3.11), it follows
that u(x, 0)M¯(x), v(x, 0)M¯(x) for sufﬁciently large M¯ . By comparison principle, we have (u, v)(u, v)
provided that u0M¯(x) and v0M¯(x). It shows that (u, v) blows up in ﬁnite time. 
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Proof of Theorem 1.3. If m>p1, n>p2 and q1q2 = (m−p1)(n−p2), then there exist positive constants l1, l2 such
that
q1
m − p1 =
l1
l2
= n − p2
q2
and ml1, nl2 < 1. (3.16)
Hence
q1l2 = (m − p1)l1, q2l1 = (n − p2)l2. (3.17)
Without loss of generality, we may assume that every domain under consideration consists in a sufﬁciently large ball
B. Denote by B(x) the unique positive solution of the following linear elliptic problem
−(x) = 1, x ∈ B; (x) = 0, x ∈ B.
Let C0 = maxx∈BB(x). We have C0C = maxx∈¯(x), since  ⊆ B. Then we may assume that || is sufﬁciently
small that
||<min
{
ml1
C0 + 1 ,
nl2
C0 + 1
}
. (3.18)
Furthermore, we can choose K large enough to satisfy
(K(+ 1))l1u0(x), (K(+ 1))l2v0(x), (3.19)
then it follows from (3.1)–(3.4) and (3.16)–(3.19) that (u¯, v¯) is a positive supersolution of (1.1). So every solution of
(1.1) exists globally. 
4. Blow-up rate
In this section, we will estimate the blow-up rate of the blow-up solution of (1.1). Throughout this section, we will
assume that
p1 = 0 or p1 >m; p2 = 0 or p2 >n; q1 >n, q2 >m and satisfy q2 >p1 − 1 and q1 >p2 − 1. (4.1)
We ﬁrst introduce some transformations. Let U(x, ) = um(x, t), V (x, ) = (n/m)n/(n−1)vn(x, t), = tm, then (1.1)
becomes the following system not in divergence form
U = Ur1
(
U + aUp3
∫

V q3 dx
)
, x ∈ , > 0,
V = V r2
(
V + bV p4
∫

Uq4 dx
)
, x ∈ , > 0,
U(x, ) = V (x, ) = 0, x ∈ , > 0,
U(x, 0) = U0(x), V (x, 0) = V0(x), x ∈ , (4.2)
where 0<r1 = (m − 1)/m< 1, 0<r2 = (n − 1)/n< 1, p3 = p1/m, q3 = q1/n, p4 = p2/n, q4 = q2/m, a =
(m/n)q1/(n−1) > 0, b = (m/n)(p2−n)/(n−1) > 0, U0(x) = um0 (x), V0(x) = (n/m)n/(n−1)vn0 (x). By the conditions in
Theorem 1.4, we have p3 = 0 or p3 > 1; p4 = 0 or p4 > 1; q3 > 1, q4 > 1 and satisfy that q4 − p3 − r1 + 1> 0,
q3 − p4 − r2 + 1> 0.
Under this transformation, assumptions (H1)–(H3) become
(H1)′ U0(x), V0(x) ∈ C2+() ∩ C(¯) for some 0< < 1;
(H2)′ U0(x) + aUp30 (x)
∫
 V
q3
0 (x) dx > 0, V0(x) + bV p40 (x)
∫
 U
q4
0 (x) dx > 0 for x ∈ ;
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(H3)′ There exists a constant 0, such that
U0(x) + aUp30 (x)
∫

V
q3
0 (x) dx − Uk1+1−r10 (x)> 0,
V0(x) + bV p40 (x)
∫

U
q4
0 (x) dx − V k2+1−r20 (x)> 0,
where 0, k1, k2 will be given later.
By the standard method (See [13,24]), we can show that system (4.2) has a smooth nonnegative solution (U, V ),
provided thatU0, V0 satisfy the hypotheses (H1)′–(H2)′ .We thus assume that the smooth solution (U, V ) of the system
(4.2) blows up in ﬁnite time T∗ and set M1()=maxx∈¯U(x, ), M2()=maxx∈¯V (x, ). We can obtain the blow-up
rate from the following lemmas.
Lemma 4.1. Suppose that U0(x), V0(x) satisfy (H1)′–(H3)′, then there exists a positive constant K1 such that
M1()
q4−p3−r1+1 + M2()q3−p4−r2+1K1(T∗ − )−(q4−p3−r1+1)(q3−p4−r2+1)/(q3q4−(1−r1−p3)(1−r2−p4)). (4.3)
Proof. By the equations in (4.2), we have (Theorem 4.5 in [16])
M ′1a||Mp31 Mq32 , M ′2b||Mq41 Mp42 , a.e.
Noticing that q4 − p3 − r1 + 1> 0 and q3 − p4 − r2 + 1> 0, hence we have
(M
q4−p3−r1+1
1 () + Mq3−p4−r2+12 ())′
((q4 − p3 − r1 + 1)a + (q3 − p4 − r2 + 1)b)||Mq41 ()Mq32 ()
K2(Mq4−p3−r1+11 () + Mq3−p4−r2+12 ())((q4−p3−r1+1)q4+(q3−p4−r2+1)q3)/(q4−p3−r1+1)(q3−p4−r2+1), (4.4)
by virtue ofYoung’s inequality. Integrating (4.4) from  to T∗, we can get (4.3). 
Lemma 4.2. Suppose that U0(x), V0(x) satisfy that (H1)′–(H3)′. Then
U − Uk1+10, V − V k2+10, (x, ) ∈ × (0, T∗), (4.5)
where
k1 = q4q3 − (1 − r1 − p3)(1 − r2 − p4)
q3 + 1 − r2 − p4 , k2 =
q4q3 − (1 − r1 − p3)(1 − r2 − p4)
q4 + 1 − r1 − p3 ,
> 0 = max{|1|, |2|}> 0,
1 = ak1(1 + k1 − p3)||
1−(q3/(q3+k2))2
r1(2k1 + 1 − r1 − p3)
(
1 + k1 − p3
q3 + k2
)(q3(2k1+1−r1−p3))/(q3+k2)k1
,
2 = bk2(1 + k2 − p4)||
1−(q4/(q4+k1))2
r2(2k2 + 1 − r2 − p4)
(
1 + k2 − p4
q4 + k1
)(p3(2k2+1−r2−p4))/(q4+k1)k2
.
Proof. Let J1(x, ) = U − Uk1+1, and J2(x, ) = V − V k2+1 for (x, ) ∈ × (0, T∗), then by assumption (H3)′,
we have
J1(x, 0)0, J2(x, 0)0 in  and lim inf
x→
J1(x, ) = lim inf
x→
J2(x, )0. (4.6)
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A series of computations yields
J1 − Ur1J1 − (2r1Uk1 + ap3Ur1+p3−1
∫

V q3 dx)J1 − aq3Ur1+p3
∫

V q3−1J2 dx
= r1U−1J 21 + k1(k1 + 1)Uk1+r1−1|∇U |2 + r12U2k1+1 + aq3Ur1+p3
∫

V q3+k2 dx
− a(1 + k1 − p3)Uk1+r1+p3
∫

V q3 dx
r12U2k1+1 + aq3Ur1+p3
∫

V q3+k2 dx − a(1 + k1 − p3)Uk1+r1+p3
∫

V q3 dx
r12U2k1+1 + aq3Ur1+p3
∫

V q3+k2 dx − a(1 + k1 − p3)Uk1+r1+p3 ||k2/(q3+k2)
×
(∫

vq3+k2 dx
)q3/(q3+k2)
.
If 1 + k1p3, obviously we have
J1 − Ur1J1 − (2r1Uk1 + ap3Ur1+p3−1
∫

V q3 dx)J1 − aq3Ur1+p3
∫

V q3−1J2 dx0. (4.7)
Otherwise, noticing that k1/(2k1 + 1 − r1 − p3) + q3/(q3 + k2) = 1, by virtue ofYoung’s Inequality
Uk1
(∫

V q3+k2
)q3/(q3+k2)
 k1
2k1 + 1 − r1 − p3 (U
k1)(2k1+1−r1−p3)/k1 + q3
−(q3+k2)/q3
q3 + k2
∫

V q3+k2 dx,
where = ( k1+1−p3
q3+k2 )
q3/(q3+k2)||q3k2/(q3+k2)2 , and using the Hölder Inequality, we have
J1 − Ur1J1 − (2r1Uk1 + ap3Ur1+p3−1
∫

V q3 dx)J1 − aq3Ur1+p3
∫

V q3−1J2 dx
r12U2k1+1 + aq3Ur1+p3
∫

V q3+k2 dx
− a(1 + k1 − p3)Uk1+r1+p3 ||k2/(q3+k2)
(∫

V q3+k2 dx
)q3/(q3+k2)
r1(− 1)U2k1+1
0. (4.8)
Similarly, we also have
J2 − V r2J2 − (2r2V k2 + bp4V r2+p4−1
∫

Uq4 dx)J2 − bq4V r2+p4
∫

Uq4−1J1 dx0. (4.9)
By (4.6)–(4.9), the maximal principle implies that J1, J20. That is, (4.5) holds. 
Integrating (4.5) from  to T∗, we conclude that
M1()K3(T∗ − )−(q3−p4−r2+1)/(q4q3−(1−r1−p3)(1−r2−p4)),
M2()K4(T∗ − )−(q4−p3−r1+1)/(q4q3−(1−r1−p3)(1−r2−p4)), (4.10)
where K3, K4 are positive constants independent of . It follows from Lemma 4.1 and (4.10), we have the following
lemma.
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Lemma 4.3. Suppose that U0(x), V0(x) satisfy (H1)′–(H3)′. If (U, V ) is the solution of system (4.2) and blows up in
ﬁnite time T∗, then there exist positive constants Ki (i = 3, 4, 5, 6), such that
K5 max
x∈¯
U(x, )(T∗ − )(q3−p4−r2+1)/(q4q3−(1−r1−p3)(1−r2−p4))K3,
K6 max
x∈¯
V (x, )(T∗ − )(q4−p3−r1+1)/(q4q3−(1−r1−p3)(1−r2−p4))K4. (4.11)
According the transform and Lemma 4.3, we can obtain Theorem 1.4.
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