Determining contributions by sub-portfolios or single exposures to portfolio-wide economic capital for credit risk is an important risk measurement task. Often economic capital is measured as Valueat-Risk (VaR) of the portfolio loss distribution. For many of the credit portfolio risk models used in practice, the VaR contributions then have to be estimated from Monte Carlo samples. In the context of a partly continuous loss distribution (i.e. continuous except for a positive point mass on zero), we investigate how to combine kernel estimation methods with importance sampling to achieve more efficient (i.e. less volatile) estimation of VaR contributions.
Introduction
In many financial institutions, there is a well established practice of measuring the risk of their portfolios in terms of economic capital (cf., e.g. Dev, 2004) . Measuring portfolio-wide economic capital, however, is only the first step towards active, portfolio-oriented risk management. For purposes like identification of risk concentrations, risk-sensitive pricing or portfolio optimisation it is also necessary to decompose portfolio-wide economic capital into a sum of risk contributions by sub-portfolios or single exposures (see, e.g., Litterman, 1996) .
While already calculating or estimating economic capital is non-trivial in general, determining risk decompositions is even more demanding (see, e.g., Yamai and Yoshiba, 2002) . For most of the economic capital models used in practice, no closed-form solutions for risk contributions are available 1 . As a consequence, for such models there is a need for simulation to create samples from which to estimate economic capital as well as risk contributions. These estimations often involve evaluations of very far tails of the risk return distributions, causing high variability of the estimates. Various variance reduction techniques have been proposed, one of the more popular being importance sampling (see Glasserman and Li, 2005; Merino and Nyfeler, 2004; Kalkbrener et al., 2004 , for its application to credit risk). Glasserman (2005) suggests a two-step importance sampling approach to the estimation of contributions to Value-at-Risk (VaR), the most popular metric underlying economic capital methodologies. Glasserman's approach, however, does apply to discrete loss distributions only (i.e. to distributions such that each potential loss value has a positive probability to be assumed), which means a significant restriction as loss distributions based on continuous loss given default rate distributions seem to be more realistic (i.e. loss distributions such that each single potential positive loss has probability zero to be assumed). This unsolved problem of determining VaR contributions in a continuous setting has made some risk managers use contributions to expected shortfall instead. This approach is very fruitful and has some other advantages (see Kalkbrener et al., 2004; Merino and Nyfeler, 2004) .
To solve the problem of determining VaR contributions when positive losses have a continuous distribution, in this paper we follow the path used by Gouriéroux et al. (2000) and Gouriéroux and Liu (2006) who apply kernel estimation methods for estimating VaR contributions and contributions to spectral risk measures in a market risk context with continuous distributions. Kernel estimators are a well-established concept (see, e.g., Pagan and Ullah, 1999) to deal with the issue of estimating non-elementary expectations as they occur in the context of capital allocation. Due to the rare event issue characteristic for credit risk, entailing rather volatile estimates when standard Monte Carlo simulation is used, we combine the kernel estimation technique with importance sampling (shifting the means of the systematic factors to be more specific) for reducing estimation variance. The paper is organized as follows:
• Section 2 contains a review, in the necessary details, of the capital allocation problem and the specific issues with the estimation of risk contributions when the loss distribution is partly continuous.
• Section 3 provides a brief review of kernel estimators for densities and conditional expectations as well as its application to credit loss distributions with a partly continuous distribution.
• Section 4 introduces the model studied here and explains how to combine the kernel estimators from Section 3 with importance sampling for credit risk.
• Application of the algorithms introduced is illustrated with a numerical example in Section 5.
• We conclude with an assessment in Section 6 of what has been reached.
Capital allocation
In the following, we consider the following stochastic credit portfolio loss model:
. . , L n ≥ 0 are random variables that represent the losses that a financial institution suffers on its exposures to borrowers i = 1, . . . , n within a fixed time-period, e.g. one year. The random variable L then expresses the portfolio-wide loss. We denote by P[. . .] the real-world probability distribution that underlies model (2.1). In other words, P[. . .] is calibrated in such a way that it reflects as close as possible observed loss frequencies. P[L ≤ ℓ], for instance, stands for the probability of observing portfolio-wide losses that do not exceed the amount ℓ. The operator E P [. . .] is defined as mathematical expectation with respect to probability P. In particular, E P [L] reflects the real-world probability weighted mean of the portfolio-wide loss.
As mentioned in the introduction, it is common practice for financial institutions to measure the risk inherent in their portfolios in terms of economic capital (EC). As credit risk, for most institutions, is considered to be most important, this is in particular relevant for credit portfolios. EC is commonly understood as a capital buffer intended to cover the losses of the lending financial institution with a high probability. This interpretation makes appear very natural the definition
The corresponding process of determining a risk-sensitive decomposition of EC is called capital allocation. While for the expectation part E P [L] of EC on the right-hand side of (2.2a) there is the natural decomposition
there is no such obvious decomposition
for the VaR-part of EC into risk contributions 2 . Indeed, the choice of the decomposition method depends on the concept of risk sensitivity adopted. Interpreting risk sensitivity as compatibility with portfolio optimization, Tasche (1999) proved that the risk contributions VaR P,α (L i | L) on the right-hand side of (2.3b) should be defined as directional derivatives, i.e.
As VaR is a positively homogeneous 3 risk measure, by Euler's theorem, then (2.3b) holds. (2.4) displays the concept of risk contribution applied in this paper. Depending on the objective of the portfolio analysis, other approaches to determining risk contributions are reasonable, see, e.g., Section 3.1 of Tasche (2006) for an account of these.
In general, no closed-form representations of VaR P,α (L) and the risk contributions VaR P,α (L i | L) are available. Therefore, often, these quantities can only be inferred from Monte-Carlo samples. This means essentially to generate a sample 5) and then to estimate the quantities under consideration on the basis of this sample. How to do this is quite obvious for VaR, but is much less clear for the risk contributions VaR P,α (L i | L) as, in general, estimating derivatives of stochastic quantities without closed-form representation is a subtle issue.
Fortunately, it turns out (Gouriéroux et al., 2000; Lemus, 1999; Tasche, 1999) that, under fairly general conditions on the joint distribution of L and L i , the derivative (2.4) coincides with an expectation of the loss related to borrower i conditional on the event of observing a portfolio-wide loss equal to VaR.
is positive, the conditional expectation on the right-hand side of (2.6) is given by
Even if P[L = VaR P,α (L)] is positive, its magnitude will usually be very small, such as 1 − α or less. Glasserman (2005) shows how to apply importance sampling in such a situation in order to efficiently
However, a crucial condition for (2.6) to hold exactly is the existence of a density of the distribution of L. The probability P[L = VaR P,α (L)] then equals zero, and consequently the right-hand side of (2.7) is undefined 4 . In this situation, the conditional expectation
e.g., Remark 5.4 of Tasche, 1999) , but its estimation from a sample like (2.5) requires more elaborated nonparametric methods. Mausser and Rosen (2004) suggest using an estimation method based on weighted combinations of order-statistics. We follow here Gouriéroux et al. (2000) who applied kernel estimation methods for VaR contributions when optimizing returns in a portfolio of stocks. The kernel estimation procedures, however, have to be adapted to the rare-event character of credit risk. Therefore, in the remainder of the paper we modify the approach by Gouriéroux et al. in a way that can be described as a combination of kernel estimation and importance sampling.
Kernel estimators
In this section, we introduce the classical Rosenblatt-Parzen kernel estimator for densities and the Nadaraya-Watson kernel estimator for conditional expectations in a way that links naturally to the risk contribution concept of Section 2. The general reference for this section is Pagan and Ullah (1999, Chapters 2 and 3).
The Rosenblatt-Parzen kernel estimator for densities
Assume that x 1 , . . . , x T is a sample of independent realisations of a random variable X with density f . The Rosenblatt-Parzen estimatorf h with bandwidth h > 0 for f can be constructed as follows:
• Let X * be a random variable whose distribution is given by the empirical distribution corresponding to the sample x 1 , . . . , x T , i.e. P[X * = x t ] = 1/T , t = 1, . . . , T .
• Let ξ a random variable with kernel (density) ϕ.
• Assume that X * and ξ are independent.
• Then the estimatorf h is defined as the density of X * + h ξ:
If f and ϕ are appropriately "smooth" (see Pagan and Ullah, 1999 , Theorem 2.5 for details), it can be shown for
with independent copies X 1 , . . . , X T of X. While the Rosenblatt-Parzen density estimator is rather robust with respect to the choice of the kernel ϕ, it is quite sensitive to the choice of the bandwidth h. For the univariate case we consider here, efficient techniques like cross validation for the choice of the bandwidth are available. However, such more elaborated techniques usually involve some optimisation procedures that can be very time-consuming for large samples. As a consequence, for the purpose of this paper we confine ourselves to applying a simple rule of thumb by Silverman (cf. Chapter 2 in Pagan and Ullah,
where σ denotes the standard deviation of the sample x 1 , . . . , x T . Moreover, we choose the standard normal density as the kernel ϕ.
The Nadaraya-Watson kernel estimator for conditional expectations
Assume that (x 1 , y 1 ), . . . , (x T , y T ) is a sample of realisations of a random vector (X, Y ) where X has a density f . The Nadaraya-Watson estimatorÊ h [Y | X = x] with bandwidth h for E[Y | X = x] can be constructed as follows:
• Let (X * , Y * ) a random vector whose distribution is given by the empirical distribution corresponding to the sample (x 1 , y 1 ), . . . , (x T , y T ), i.e. P[(X * , Y * ) = (x t , y t )] = 1/T .
• Assume that (X * , Y * ) and ξ are independent.
• Then the estimatorÊ h [Y | X = x] is defined as the expectation of Y * conditional on X * + h ξ = x:
If f and ϕ are appropriately "smooth" (see Pagan and Ullah, 1999, Theorem 3.4 for details), it can be shown for
with independent copies X 1 , . . . , X T of X. The construction of the Nadaraya-Watson estimator (3.4) as described above allows to interpret the conditional expectation estimation problem as an extended density estimation problem. This suggests to choose the same bandwidth h and the same kernel ϕ for the estimators (3.1) and (3.4).
Remark 3.1 Assume that in the random vector (X, Y ) the X-component is a sum of random variables X 1 , . . . , X n and that we are interested in estimating
with an appropriate auxiliary variable ξ independent of (X * 1 , . . . , X * n ). If the same bandwidth h is applied for all i, then from representation (3.6a) follows 
Application to credit losses
For every credit risk portfolio, there is some positive probability of observing no losses. While for large portfolios, this probability will usually be negligibly small, we will see by the example from Section 5 that the probability of zero loss can be of significant magnitude for smaller portfolios. As a consequence, we cannot assume that the loss variable L from model (2.1) has an unconditional density. For otherwise P[L = 0] would be zero. Hence, at first glance, applying the estimators (3.1) and (3.4) seems not possible in the context of model (2.1). The following assumption, however, allows us to deal with this problem.
Assumption 3.2
There is a random vector (S 1 , . . . , S k ) (systematic factors) with the following properties:
The loss variables L i in (2.1) are independent conditional on realisations of (S 1 , . . . , S k ).
(ii) For each i = 1, . . . , n, there are probabilities
Under Assumption 3.2, it is easy to derive the following result on the representation of the unconditional distribution of the portfolio-wide loss L.
Theorem 3.3 Define I n = {1, . . . , n} and write for the multiple convolution of densities. Then, under assumption 3.2, for ℓ ≥ 0 the distribution function of the loss variable L from (2.1) can be written as
Although, due to the involved multiple convolutions, (3.8) is not really useful for calculating the distribution of L, it allows us to assume that, conditional on being positive, the portfolio-wide loss has a density, i.e. for ℓ ≥ 0
for any relevant event A. The following lemma is then obvious.
Lemma 3.4 If the probability P * is given by (3.10), then for ℓ > 0 the expectations conditional on L = ℓ with respect to P * and P are identical. In particular, in the context of model (2.1) for all i = 1, . . . , n and ℓ > 0 we have
Note that a sample (2.5) generated under measure P becomes a sample generated under measure P *
n ) with L (t) = 0 are eliminated. For this sub-sample then the preconditions for applying estimators (3.1) and (3.4) are satisfied. This observation leads to the following algorithm for estimating the risk contributions according to (2.6) for model (2.1) by Monte Carlo sampling.
Algorithm 3.5
1. Generate a sample like (2.5) from the real-world probability measure P.
Determine an estimate
5l of VaR P,α (L) from this sample.
3. Extract the sub-sample with L (t) > 0 from the previous sample.
4. Calculate, on the basis of the sub-sample with L (t) > 0, the bandwidth h * according to (3.3).
Calculate the estimates for
In the following section, we will modify this algorithm by incorporating importance sampling for reducing the variances of the estimates.
4 Importance sampling for credit risk McNeil et al. (2005) , at the beginning of Chapter 8.5, write "A possible method for calculating risk measures and related quantities such as capital allocations is to use Monte Carlo (MC) simulation, although the problem of rare event simulation arises." They then explain, in the context of risk contributions to Expected Shortfall, that "the standard MC estimator . . . will be unstable and subject to high variability, unless the number of simulations is very large. The problem is of course that most simulations are 'wasted', in that they lead to a value of L which is smaller than VaR P,α (L)." What applies to contributions to expected shortfall applies even more to VaR contributions as these, according to (2.6), are related to events still more rare and actually in our case of probability zero. Thus, the key idea with importance sampling is to replace the real-world probability measure P by a probability measure Q which puts more mass on the interesting events.
Some technical assumptions are needed to guarantee that such a replacement of probabilities does really work.
Assumption 4.1
• The probability measures P and Q are defined on the same measurable space (Ω, F ).
• There is a measure µ on (Ω, F ) such that both P and Q are absolutely continuous with respect to µ. Denote by f the density of P and by g the density of Q.
• f > 0 implies g > 0, i.e. P is absolutely continuous with respect to Q.
Under Assumption 4.1, the likelihood ratio
is Q-almost surely well-defined. This implies that any expectation with respect to P can be expressed as an expectation with respect to Q, i.e. for any integrable X holds
However, according to (2.6), for the purpose of this paper it is a conditional rather than an unconditional expectation we are interested in. The following proposition gives a result analogous to (4.2), for conditional expectations.
Proposition 4.2 Let P and Q be probability measures as in Assumption 4.1, with µ-densities f and g respectively. Define the likelihood ratio R by (4.1). Then we have for any sub-σ-algebra A of F and any integrable random variable X
3)
The choice of an appropriate measure Q for use in (4.2) and (4.3) is not at all obvious. Inspecting (2.1) and (2.6), it becomes clear that, for the purpose of this paper, we are interested in events that result in losses close 6 tol = VaR P,α (L), as defined by (2.2b).
In Section 5, we will specifically consider a numerical example that satisfies the following conditions which reflect assumptions commonly made for models in industry.
Assumption 4.3 The portfolio-wide loss L is given by (2.1). L 1 , . . . , L n are given as
The loss severity variables A 1 , . . . , A n are positive and independent, as well as independent of the D 1 , . . . , D n and the S 1 , . . . , S k . The distribution of A i is specified via its density a i (s) ≥ 0.
Note that, under the condition of the A i having densities, Assumption 4.3 is a special case of Assumption 3.2. As a consequence of this, according to Theorem 3.3 the loss variable L from (2.1) has, in theory, a density for its positive realisations. Merino and Nyfeler (2004) and Glasserman and Li (2005) suggest a nested simulation procedure where exponential twisting is applied for the estimation of expectations conditional on the systematic factors.The resulting conditional loss distribution then can essentially be described again by Assumption 4.3, with independence instead of conditional independence and modified probabilities of default. Unfortunately, this nested procedure cannot be applied for our problem of estimating
Therefore, no nesting of conditioning is applicable either. Exponential twisting can be applied nevertheless but does not yield satisfactory results as it is not clear how an optimal tilting parameter should be determined.
Approaches by Kalkbrener et al. (2004) and Glasserman and Li (2005) are promising alternatives to exponential twisting. In these approaches, the importance sampling measure Q is created by changing the means of the systematic factors from Assumption 4.3. However, these approaches are more complex compared to exponential twisting as they involve -in the case of a multi-factor model -choosing several parameters instead of only one as required by exponential twisting. Kalkbrener et al. (2004) suggest to determine the factor means appropriate for importance sampling by solving a minimisation problem for the variance of the estimator they consider. Glasserman and Li (2005) instead look for factor means that make the mode of the factor distribution coincide (approximately) with the mode of the "zero-variance importance sampling" distribution.
The approach we follow in this paper is close in spirit to the approach by Glasserman and Li (2005) . Define the importance sampling probability measure Q = Q µ by Assumption 4.3, but replace the vector (S 1 , . . . , S k ) of systematic factors by a vector (S * 1 , . . . , S * k ) with
where µ = (µ 1 , . . . , µ k ) satisfies
The conditional expectations in (4.4b) are estimated by applying the Nadaraya-Watson estimator (3.4).
Algorithm 3.5 for estimating the risk contributions according to (2.6) for model (2.1) by Monte Carlo sampling has to be modified as follows when importance sampling is applied.
n ), t = 1, . . . , T 1 , from the original sampling probability measure P. 
Determine an estimatel of VaR

Estimate the mean shift parameters
n ), t = 1, . . . , T 1 , for instance by applying the Nadaraya-Watson estimator. 
Generate a sample
7 (L (t) , L (t) 1 , . . . , L (t) n , R (t) ), t = 1, . . . ,
Estimate, on the basis of the sub-sample with
. . , n according to (3.4) with bandwidth h * .
Calculate the estimates for
. . , n according to (4.3), inserting the estimates from the previous step.
Numerical example
This section is divided into two parts. In Sub-section 5.1 we provide details of the portfolio model that is used for the simulation study and describe the numerical results we seek to obtain. In Sub-section 5.2 we comment on the results and point out their essential features.
Description of simulation study
We examine the performance of importance sampling estimation of VaR contributions under Assumption 4.3. Due to restriction in computational power, the portfolio we consider is relatively small, with 96 assets. The dependence structure of the portfolio is determined by four correlated systematic factors (S 1 , S 2 , S 3 , S 4 ) which are each standard normal and are jointly normally distributed with correlation matrix  According to (5.1), factors S 1 and S 2 are strongly correlated, factors S 3 and S 4 are moderately correlated, and the pairs (S 1 , S 2 ) and (S 3 , S 4 ) are weakly dependent.
Each factor corresponds to one sector that includes 24 assets. In each of the four sectors, the risk characteristics of the 24 assets are specified as shown in Table 1 . According to Table 1 , each of the four sectors in the portfolio includes 12 high PD (2%) and 12 low PD (0.5%) assets. In both of these two 7 The new sample need not necessarily be generated by a new Monte Carlo simulation. Alternatively, as done in Section 5, the new sample can be created from the previous sample by substituting (S * 1 , . . . , S * k ) from (4.4a) for (S 1 , . . . , S k ). In this case T 2 = T 1 .
8 For instance, by ordering the pairs (L (t) , R (t) ) in descending order according to the L-component and selecting the largest t with • The default event of the asset is given by The constant r in the definition of the default events is the loading of the systematic risk in this model. Its value was chosen with a view on the asset correlations in the Basel II corporate risk weight formula which have a range from 0.12 to 0.24 (BCBS, 2006, paragraph 272) . The loss severity distributions of the high LGD variance assets in Assumption 5.1 are U-shaped (beta parameters a = 0.5 and b = 0.5), the severity distributions of the low LGD variance assets are bell-shaped (beta parameters a = 3.5 and b = 3.5).
By portfolio construction, on the one hand Sectors 1 and 2 are identical with respect to their composition and risk characteristics. On the other hand, this holds also for Sectors 3 and 4. As Sectors 1 and 2 are, however, stronger correlated than Sectors 3 and 4, one should expect that due to this concentration the risk contributions of assets in Sectors 1 or 2 are higher than the risk contributions of the corresponding assets in Sectors 3 or 4.
The simulation exercise 9 we conduct is structured as follows:
1. We run 25 times a Monte Carlo simulation with 50,000 joint realisations of the losses of all the assets in the portfolio.
2. In each simulation run, the following quantities are estimated:
• Portfolio-wide VaR at 99.9% level (by standard MC and importance sampling MC, see Table  2 for the results).
• For each factor, the conditional expectation Table 3 ).
• For each sector, sector-stand-alone VaR at 99.9% level (by standard MC and importance sampling MC, Table 5 ).
• For each asset, the contribution of the asset to portfolio-wide VaR at 99.9% level (by standard MC and importance sampling MC, Table 7 ). Additionally, for each asset, the contribution of the asset to portfolio-wide VaR at 99.9% level by importance sampling MC with reduced and enlarged respectively bandwidth for the conditional expectation, Table 8 ).
3. Based on the estimates of step 2, in each simulation run the following quantities are calculated:
9 The R-script for the calculations can be down-loaded at http://www-m4.ma.tum.de/pers/tasche/.
• The portfolio-wide mean of the loss, standard deviation of the loss, and the probability of observing a loss 10 (Table 4 ).
• The ratio of the sum of the VaR contributions of all assets and portfolio-wide VaR (Table 6 ).
• For each sector, the contribution of the sector to portfolio-wide VaR at 99.9% level (as the sum of the VaR contributions of the assets in the sector, Table 9 ).
• The portfolio-wide diversification index 11 (Table 10 )
.
(5.2a)
• For each asset i, the marginal diversification index (Table 11 )
• For each sector, its marginal diversification index (defined as the sum of the VaR contributions of the assets in the sector divided by the VaR of the sector, Table 12 ).
We report three results for each of the values that is estimated or calculated from estimates:
• The result of the first simulation run.
• The mean of the results of all 25 simulation runs (as approximation of the true value).
• The coefficients of variation 12 of the results of all 25 simulation runs (as measure of estimation uncertainty). Table 2 . With respect to the estimation of portfolio-wide VaR, according to the results displayed in Table 2 , there is a minor advantage in using importance sampling. With multi-step importance sampling as suggested for instance by Glasserman and Li (2005) this advantage could be increased. However, the purpose of this paper is to deal with the estimation of VaR contributions. Therefore, here we need not look into the details of efficient estimation of VaR itself. As indicated by the relatively small sample variation coefficients both for standard as well as importance Monte Carlo sampling, the estimates in the first simulation run do not differ much from the means of 25 simulation runs. Table 3 shows that the estimates for the shift constants of the distribution of the systematic factors according to (4.4a) and (4.4b) are not very stable. This is indicated both by the high sample variation coefficients as well as by the 1st run estimate of the constant for the fourth factor which differs much from the sample mean. As the strongly correlated factors 1 and 2 might contribute more to portfolio risk as measured by VaR than the factors 3 and 4, it is no surprise that the indicated shifts of factors 1 and 2 are larger than the ones of factors 3 and 4. Table 4 . The difference between the loss distribution under the original probability measure P and the importance sampling measures is demonstrated by Table 4 . The mean loss grows by more than ten times and then slightly overshoots the portfolio VaR. The loss standard deviation increases by four times. The proportion of portfolio loss realisations with positive losses grows from 60% to almost 100%. Hence the proportion of the sample that can be used for kernel estimation is much greater in the case of importance sampling. Note that the characteristics of the shift loss distribution do not seem to vary much in the 25 simulation runs. Table 5 . By construction, from a risk perspective the four portfolio sectors are identical when considered stand-alone. This is confirmed by the estimates of stand-alone sector VaR as displayed in Table 5 . The significantly higher sample variation coefficients of sectors 3 and 4 in the case of importance sampling show that the shift factor distribution according to (4.4a) and (4.4b) is not very well suited for the estimation of stand-alone sector characteristics. Table 6 . As indicated in Remark 3.1, although in theory the sum of the VaR contributions according to (2.6) equals VaR, a sum of VaR contribution estimates made by kernel estimation can differ from VaR. Table 6 displays for different estimation approaches how large the difference can be. In general, it is larger for importance sampling and increases with the kernel estimation bandwidth. As we will see, the choice of the importance sampling bandwidth according to Silverman's rule of thumb (3.3) seems to be a reasonable compromise between reduction of sample variation by oversmoothing and unbiasedness as measured by the difference between the sum of VaR contributions and VaR. Note that, to make comparable the VaR contribution estimates by different approaches, the contributions as displayed in Tables 7, 8 , and 9 are normalised such that their sum equals portfolio VaR. Tables 7 and 8 . As by symmetry results for sectors 2 and 4 are not essentially different from the results for sectors 1 and 3 respectively, Tables 7 and 8 display the results of VaR contribution estimates at asset level only for sectors 1 and 3. The tables allow to compare the estimation performance as yielded by four different approaches: kernel estimation based on standard Monte Carlo sampling, kernel estimation based on importance sampling with bandwidth chosen according to Silverman's rule of thumb, kernel estimation based on importance sampling with reduced bandwidth, and kernel estimation based on importance sampling with enlarged bandwidth. The average results of all the approaches do not differ too much -which is also a consequence of the normalising applied to have the sum of the contributions equal to portfolio VaR. The variation of the estimates is clearly highest for standard Monte Carlo, followed by importance sampling with 50% of Silverman's bandwidth. Importance sampling with 200% of Silverman's bandwidth has lower sample variation than importance sampling with 100% of Silverman's bandwidth. As noticed above, the latter, however, need not be so much adjusted as the former. For this reason, importance sampling with bandwidth according to Silverman's rule might be considered the best estimation method for VaR contributions among the four approaches discussed here. Tables 7 and 8 were calculated on the basis of 25 simulation runs each with 50,000 loss realisations, the results are somewhat disappointing as the sample variation is still large in particular for small exposures with low probability of default. There is nevertheless a clear gain in estimation efficiency by the application of importance sampling. Additionally, in contrast to the standard Monte Carlo approach, the importance sampling approaches have no problem with seeming zero VaR contributions of some assets (compare the first run results).
Comments on the results
Taking into account that the values in
Note that the correlation structure of the portfolio is clearly reflected in the VaR contributions as the contributions by assets in sector 1 are significantly higher than the contributions by the assets with similar risk characteristics in sector 3. Note also that LGD variance has a strong impact on an asset's VaR contribution, in particular for those assets with the high exposures. The greater the LGD variance, the greater the VaR contribution. Table 9 . Table 9 displays at sector level what Table 7 shows at asset level. Compared to the asset level, sample variation at sector level is slightly less. Again, by importance sampling there is some gain in estimation efficiency compared to standard sampling. Note in particular for sector 1 the misleading first run standard estimate of the VaR contribution which seems to indicate that sector 1 is less correlated to the rest of the portfolio than sectors 2, 3, or 4. Table 10 , estimates of portfolio-wide diversification indices in asset and sector context are fairly stable, and there is not much difference in efficiency between standard and importance sampling. The specification of the context in which the diversification indices are calculated indicates the scope of possible actions for a reduction of portfolio concentration. Sector context means that only the relative weights of the sectors may be changed but not relative weights of single assets. Superficially, the sector diversification index looks worse. This is caused by the fact that its denominator -compared to the asset context -is less because the sector VaR figures already incorporate a lot of diversification. In general, it does not make sense to compare diversification indices that were calculated in different contexts. Portfolio-wide diversification indices should rather be compared to the corresponding asset or sector diversification indices because this way guidance can be provided on how to change the portfolio for better diversification. Table 11 . Not surprisingly, as Table 11 shows importance sampling estimates are more efficient than standard sampling estimates also for the estimation of asset-level marginal diversification indices. In particular, importance sampling avoids observing negative diversification indices even in the first run estimates where estimation is much more uncertain than in the "mean of all runs" columns. Note however, that also the importance sampling first run estimates are misleading in so far as they seem to indicate that asset 4 (with low LGD variance) in sector 1 is the most dangerous in the portfolio. In fact, assets 1 and 2 in this sector with same exposure size, PD, and mean LGD are more dangerous -as is correctly shown in columns 4 and 7 of Table 11 -because they have got higher LGD variance. Note also that exposure concentration can "override" concentration caused by correlation. This is illustrated by assets 1 to 4 of sector 3 whose diversification indices are higher than the portfolio-wide index although sector 3 clearly has less correlation to the rest of the portfolio than sectors 1 or 2. Table 12 . Also at sector level the importance sampling estimates of the marginal diversification indices display less variation than the standard sampling estimates. In particular, the standard sampling first run estimate of the index for sector 1 is lower than the portfolio-wide diversification index. The misleading conclusion could be that shifting weight to sector 1 contributes to portfolio diversification, in spite of the strong correlation between sectors 1 and 2. In contrast, the importance sampling first run estimate of the diversification index for sector 1 correctly indicates that the index is larger than the portfolio-wide index. However, it also indicates erroneously that sector 1 is worse for portfolio diversification than sector 2.
Conclusions
In general, determining VaR contributions in a credit portfolio risk model that involves continuous loss given default rate distributions is a non-trivial task. In the context of the common approach by means of Monte-Carlo simulation, we have discussed how to adapt kernel estimation methods for this problem and how to combine them with importance sampling. Importance sampling, in the form of a shift of the distribution of the systematic factors, is applied here since the variability of the estimates is quite strong, as a consequence of the rare-event character of credit risk realisations.
The numerical example presented in Section 5 illustrates that the gain in estimation efficiency by these methods is significant. It also reveals, however, that the results yielded with these methods are not yet too satisfactory in so far as in particular the variability of estimates of VaR contributions for exposures with very small PDs remains still quite large. It seems worthwhile to analyse in more detail how multistep approaches e.g. by 
