Abstract. The interpolation method has been one of the main tools for proving lower bounds for propositional proof systems. Loosely speaking, if one can prove that a particular proof system has the feasible interpolation property, then a generic reduction can (usually) be applied to prove lower bounds for the proof system, sometimes assuming a (usually modest) complexity-theoretic assumption. In this paper, we show that this method cannot be used to obtain lower bounds for Frege systems, or even for T C 0 -Frege systems. More specifically, we show that unless factoring (of Blum integers) is feasible, neither Frege nor T C 0 -Frege has the feasible interpolation property. In order to carry out our argument, we show how to carry out proofs of many elementary axioms/theorems of arithmetic in polynomial-sized T C 0 -Frege.
How hard is it to compute an interpolation function for a given unsatisfiable statement F as above? It has been shown, among other things, that interpolation functions are not always computable in polynomial time unless P = NP ∩ co − NP [M1, M2, M3] . Nevertheless, it is possible that such a procedure exists for some special cases. In particular, a very interesting and fruitful question is whether one can find (or whether there exists) a polynomial-sized circuit for an interpolation function in the case where F has a short refutation in some proof system S. We say that a proof system S admits feasible interpolation if, whenever S has a polynomial-sized refutation of a formula F (as above), an interpolation function associated with F has a polynomial-sized circuit. Krajíček [K2] was the first to make the connection between proof systems having feasible interpolation and circuit complexity.
There is also a monotone version of the interpolation idea. Namely, for conjunctive normal form formulas A 0 and A 1 , F = A 0 (x, z) ∧ A 1 (y, z) is monotone if the variables of z occur only positively in A 1 and only negatively in A 0 . In this case, an associated interpolant function is monotone, and we are thus interested in finding a polynomialsized monotone circuit for an interpolant function. We say that a proof system S admits monotone feasible interpolation if whenever S has a polynomial-sized refutation of a monotone F , a monotone interpolation function associated with F has a monotone polynomial-sized circuit.
Beautiful connections exist between circuit complexity and proof systems with feasible interpolation in both (monotone and nonmonotone) cases.
In the monotone case, superpolynomial lower bounds can be proven for a (sufficiently strong) proof system that admits feasible interpolation. This was presented by the sequence of papers [IPU, BPR, K1] and was first used in [BPR] to prove lower bounds for propositional proof systems. (The idea is also implicit in [Razb2] .)
In short, the statement F that is used is the clique interpolation formula, A 0 (g, x)∧ A 1 (g, y) , where A 0 states that g is a graph containing a clique of size k (where the clique is described by the x variables), and A 1 states that g is a graph that can be colored with k − 1 colors (where the coloring is described by the y variables). By the pigeonhole principle, this formula is unsatisfiable. However, an associated monotone interpolation function would take as input a graph g and distinguish between graphs containing cliques of size k from those that can be colored with k − 1 colors. By [Razb1, AB] , when k = n 2/3 , such a circuit is of exponential size. Thus, exponential lower bounds follow for any propositional proof system S that admits feasible monotone interpolation.
Similar ideas also work in the case where S admits feasible interpolation (but not necessarily monotone feasible interpolation). The first such result, by [Razb2] , gives explicit superpolynomial lower bounds for (sufficiently strong) proof systems S admitting feasible interpolation, under a cryptographic assumption. In particular, it was shown that a (nonmonotone) interpolation function, associated with a certain statement expressing P = NP , is computable by polynomial-sized circuits only if there do not exist pseudorandom number generators. Therefore, lower bounds follow for any (sufficiently strong) propositional proof system that admits feasible interpolation (conditional on the cryptographic assumption that there exist pseudorandom number generators). It is also possible to prove nonexplicit superpolynomial lower bounds for a (sufficiently strong) proof system under the assumption that NP is not computable by polynomial-sized circuits.
Many researchers have used these ideas to prove lower bounds for propositional proof systems. In particular, in the last five years, lower bounds have been shown for all of the following systems using the interpolation method: resolution [BPR] ,the k-provability problem for propositional logic was provided by Buss [B2] , who proved the rather surprising fact that the k-symbol propositional provability problem is NP -complete for a particular Frege system. More recently, [ABMP] show that the k-symbol and k-line provability problems cannot be approximated to within linear factors for a variety of propositional proof systems, including resolution and all Frege systems, unless P = NP .
The methods in our paper show that both the k-symbol and k-line provability problems cannot be solved in polynomial time for any T C 0 -Frege system, Frege system, or extended Frege system, assuming hardness of factoring (of Blum integers). More precisely, using the same idea as above, we can show that if there is a polynomial time algorithm A solving the k-provability problem for S, then S has feasible interpolation: suppose that F = A 0 (x, z) ∧ A 1 (y, z) is the unsatisfiable statement. We first run A with k = n, n 2 , n 3 , . . . on F , until A first verifies that there is a size s = |F | c proof of F for some fixed value of c. Now let α be an assignment to z. As above, we run A to determine if there is an O(s)-symbol (or O(s)-line) refutation of A 0 (x, α) and return 0 if and only if A accepts. In fact, this proof can be extended easily to show that both the k-symbol and k-line provability problems cannot be approximated to within polynomial factors for the same proof systems (T C 0 -Frege, Frege, extended Frege) under the same hardness assumption.
Interpolation and one way functions.
How can one prove that a certain propositional proof system S does not admit feasible interpolation? One idea, due to Krajíček and Pudlák [KP] , is to use one way permutations in the following way. Let h be a one way permutation and let A 0 (x, z), A 1 (y, z) be the following formulas.
The formula A 0 : h(x) = z, AND the ith bit of x is 0. The formula A 1 : h(y) = z, AND the ith bit of y is 1. Since h is one to one, A 0 (x, z) ∧ A 1 (y, z) is unsatisfiable. Assume that A 0 , A 1 can be formulated in the proof system S and that in S there exists a polynomial-sized refutation for A 0 (x, z) ∧ A 1 (y, z). Then, if S admits feasible interpolation, it follows that given an assignment α to z there exists a polynomial-sized circuit that decides whether A 0 (x, α) is unsatisfiable or A 1 (y, α) is unsatisfiable. Obviously, such a circuit breaks the ith bit of the input for h. Since A 0 , A 1 can be constructed for any i, all bits of the input for h can be broken. Hence, assuming that the input for h is secure, and that in the proof system S there exists a polynomial-sized refutation for A 0 ∧ A 1 , it follows that S does not admit feasible interpolation.
A major step towards the understanding of feasible interpolation was made by Krajíček and Pudlák [KP] . They considered formulas A 0 , A 1 based on the RivestShamir-Adleman (RSA) cryptographic scheme and showed that unless RSA is not secure, extended Frege systems do not have feasible interpolation. It has been open, however, whether or not the same negative results hold for Frege systems and for weaker systems such as bounded depth threshold logic or bounded depth Frege.
Our results.
In this paper, we prove that Frege systems, as well as constantdepth threshold logic (referred to below as T C 0 -Frege), do not admit feasible interpolation, unless factoring of Blum integers is computable by polynomial-sized circuits. (Recall that Blum integers are integers P of the type P = p 1 ·p 2 , where p 1 , p 2 are both primes such that p 1 mod 4 = p 2 mod 4 = 3.) Thus our result significantly extends [KP] to weaker proof systems. In addition, our cryptographic assumption is weaker.
To prove our result, we use a variation of the ideas of [KP] . In a conversation with Moni Naor [N] , he observed that the cryptographic primitive needed here is not a one way permutation as in [KP] , but the more general structure of bit commitment. Our formulas A 0 , A 1 are based on the Diffie-Hellman secret key exchange scheme [DH] . For simplicity, we state the formulas only for the least significant bit. (Our argument works for any bit.) Informally, our propositional statement DH will be
The common variables are two integers X, Y , and P and g. P represents a number (not necessarily a prime) of length n, and g an element of the group Z * P . The private variables for A 0 are integers a, b, and the private variables for A 1 are integers c, d.
Informally, A 0 (P, g, X, Y, a, b) will say that g a mod P = X, g b mod P = Y , and g ab mod P is even. Similarly, A 1 (P, g, X, Y, c, d) will say that g c mod P = X, g d modP = Y , and g cd mod P is odd. The statement A 0 ∧ A 1 is unsatisfiable since (informally) if A 0 , A 1 are both true we have
We will show that the above informal proof can be made formal with a (polynomialsized) T C 0 -Frege proof. On the other hand, an interpolant function computes one bit of the secret key exchanged by the Diffie-Hellman procedure. Thus, if T C 0 -Frege admits feasible interpolation, then all bits of the secret key exchanged by the Diffie-Hellman procedure can be broken using polynomial-sized circuits, and hence the Diffie-Hellman cryptographic scheme is not secure. Note, that it was proved that for P = p 1 · p 2 , where p 1 , p 2 are both primes such that p 1 mod 4 = p 2 mod 4 = 3 (i.e., P is a Blum integer), breaking the Diffie-Hellman cryptographic scheme is harder than factoring P ! (See [BBR] and also [Sh, Mc] ).
It will require quite a bit of work to formalize the above statement and argument with a short T C 0 -Frege proof. Notice that we want the size of the propositional formula expressing the Diffie-Hellman statement to be polynomially bounded in the number of binary variables. And additionally, we want the size of the T C 0 -Frege proof of the statement also to be polynomially bounded. A key idea in order to define the statement and prove it efficiently is to introduce additional common variables to our propositional Diffie-Hellman statement. The bulk of the argument then involves showing how (with the aid of the auxiliary variables) one can formalize the above proof by showing that basic arithmetic facts, including the Chinese remainder theorem, can be stated and proven efficiently within T C 0 -Frege.
Section description.
The paper is organized as follows. In section 2, we define our T C 0 -Frege system. In section 3, we define the T C 0 -formulas used for the proof. In section 4, we define precisely the interpolation formulas which are based on the Diffie-Hellman cryptographic scheme. In section 5, we show how to prove our main theorem, provided we have some technical lemmas that will be proved fully in section 7. In section 6, there is a discussion and some open problems. Finally, in section 7, we prove all the technical lemmas required for the main theorem.
The unusual organization of the paper is due to the many very technical lemmas required to show the result, which are essential to the correctness of the argument but which not every reader might want to go through. Sections 1-6 give an exposition of the result, relying on the complete proofs in the technical part.
T C
0 -Frege systems. For clarity, we will work with a specific bounded-depth threshold logic system, which we call T C 0 -Frege. However, any reasonable definition of such a system should also suffice. Our system is a sequent-calculus logical system where formulas are built up using the connectives ∨, ∧, Th k , ¬, ⊕ 0 , and ⊕ 1 . (Th k (x) is true if and only if the number of 1's in x is at least k, and ⊕ i (x) is true if and only if the number of 1's in x is i mod 2.)
Our system is essentially the one introduced in [MP] , (which is, in turn, an extension of the system PTK introduced by Buss and Clote [BC, section 10] . The intended meaning is that the conjunction of the A i 's implies the disjunction of the B j 's. A proof of a sequent S in our logic system is a sequence of sequents, S 1 , . . . , S q , such that each sequent S i either is an initial sequent or follows from previous sequents by one of the rules of inference, and the final sequent, S q , is S. The size of the proof is 1≤i≤q size(S i ), and its depth is max 1≤i≤q (depth(S i )).
The initial sequents are of the form (1) A → A, where A is any formula; (2) → ∧()
The rules of inference are as follows. Note that the logical rules are defined for n ≥ 1 and k ≥ 1. First we have simple structural rules such as weakening (formulas can always be added to the left or to the right), contraction (two copies of the same formula can be replaced by one), and permutation (formulas in a sequent can be reordered). The remaining rules are the cut rule and logical rules, which allow us to introduce each connective on both the left side and the right side. The cut rule allows the derivation of Γ, Γ → ∆, ∆ from Γ, A → ∆, and Γ → A, ∆ .
The logical rules are as follows.
0 proof is a bounded-depth proof in our system of polynomial size. More formally, we have the following definitions.
Definition 2.2. Let F = {(Γ n → ∆ n ) : n ∈ N } be a family of sequents. Then {R n : n ∈ N} is a family of T C 0 proofs for F if there exist constants c and d such that the following conditions hold: (1) each R n is a valid proof of (Γ n → ∆ n ) in our system; (2) for all i, the depth of R n is at most d; and (3) for all n, the size of R n is at most (size(Γ n → ∆ n ))
c . We note that we have defined a specific proof system for clarity; our result still holds for any reasonable definition of a T C 0 -Frege proof. (It can be shown that our system polynomially simulates any Frege-style system.) The difference between a polynomial-sized proof in our system and a polynomial-sized T C 0 proof is similar to the difference between NC 1 and T C 0 .
3. The T C 0 -formulas. In this section, we will describe some of the T C 0 -formulas needed to formulate and to refute the Diffie-Hellman formula. For simplicity of the description, let us assume that we have a fixed number N which is an upper bound for the length of all numbers used in the refutation of the Diffie-Hellman formula. The number N will be used to define some of the formulas below. After seeing the statement and the refutation of the Diffie-Hellman formula, it will be clear that it is enough to take N to be a small polynomial in the length of the number P used for the Diffie-Hellman formula.
Addition and subtraction.
We will use the usual carry-save AC 0 -formulas to add two n-bit numbers. Let x = x n , . . . , x 1 and y = y n , . . . , y 1 be two numbers. Then x + y will denote the following AC 0 -formula: There will be n + 1 output bits, z n+1 , . . . , z 1 . The bit z i will equal the mod 2 sum of C i , x i , and y i , where C i is the carry bit. Intuitively, C i is 1 if there is some bit position less than i that generates a carry that is propagated by all later bit positions until bit i.
(G j is 1 if the jth bit position generates a carry, and P k is 1 if the k th bit position propagates but does not generate a carry.) As for subtraction, let us show how to compute z = |x − y|. Think of x, y as N -bit numbers. Let s = x + y + 1, and similarly let t = y + x + 1, where y is the complement (modulo 2) of the N bits of y, and x is the complement of the N bits of x. Denote s = s N +1 , s N , . . . , s 1 , and note that s is equal to 2 N + (x − y), and similarly t is equal to 2 N + (y − x). If s N +1 = 1, then we know that x − y ≥ 0 and thus s = z. Otherwise, if s N +1 = 0, then we know that y − x > 0 and thus t = z. Thus, for any i, we can compute
Iterated addition.
We will now describe the T C 0 -formula SU M [x 1 , . . . , x m ] that inputs m numbers, each n bits long, and outputs their sum x 1 +x 2 +· · ·+x m (see [CSV] ). We assume that m ≤ N . The main idea is to reduce the addition of m numbers to the addition of two numbers. Let x i be x i,n , . . . , x i,1 (in binary representation). Let l = log 2 N . Let r = n 2l , and assume (for simplicity) that r is an integer.
Divide each x i into r blocks, where each block has 2l bits, and let S i,k be the number in the k th block of x i . That is,
Now, each S i,k has 2l bits. Let L i,k be the low-order half of S i,k , and let H i,k be the high-order half. That is,
Then,
Hence, we just have to show how to compute the numbers H, L. Let us show how to compute L; the computation of H is similar.
Since each L i,k is of length l, each L k is of length at most l + log 2 m, which is at most 2l. Hence, the bits of L are just the bits of the
As for the computation of the L k 's, note that since each L k is a polysize sum of logarithmic length numbers, it can be computed using polysize threshold gates.
Modular arithmetic.
Next, we describe our T C 0 -formulas that compute the quotient and remainder of a number z modulo p, where z is of length n. The remainder and the inputs for the remainder and the quotient formulas are as follows:
1. the number z, 2. numbers p 1 , p 2 , . . . , p n , 3. numbers k i and r i for all 1 ≤ i ≤ n. The intended values for the variables k i and r i are such that 2
The intended values for the variables p i are i · p.
Suppose that z = kp + r, where 0 ≤ r < p, and assume that the input variables k i , r i , and p i take the right values. Then our formula [z] p will output r, and our formula div p (z) will output k. The formulas are computed as follows. 
Product and iterated product.
We will write x · y to denote the formula
, computing the product of two n-bit numbers x and y. By 2 i+j−2 x i y j , we mean 2 i+j−2 if both x i and y j are true, and 0 otherwise. Last, we will describe our T C 0 -formula for computing the iterated product of m numbers. This formula is basically the original formula of [BCH] and is articulated as a T C 0 -formula in [M] . The iterative product P ROD[z 1 , . . . , z m ] gives the product of z 1 , . . . , z m , where each z i is of length n, and we assume that m, n are both bounded by N . The basic idea is to compute the product modulo small primes using iterated addition and then to use the constructive chinese remainder theorem to construct the actual product from the product modulo small primes.
Let Q be the product of the first t primes q 1 , . . . , q t , where t is the first integer that gives a number Q of length larger than N 2 . Since q 1 , . . . , q t are all larger than 2, t is at most N 2 , and by the well-known bounds for the distribution of prime numbers the length of each q j is at most O(log N ). For each q j , let g j be a fixed generator for Z * qj . Also, for each q j , let u j ≤ Q be a fixed number with the property that u j mod q j = 1 and for all i = j, u j mod q i = 0 (such a number exists by the Chinese remainder theorem). P ROD[z 1 , . . . , z m ] is computed as follows.
1. First we compute r i,j = [z i ] qj for all i, j. This is calculated using the modular arithmetic described earlier. This is another table lookup. 3. Finally, compute
We will hardwire the values u j · k for all k ≤ q j . Thus, this computation is obtained by doing a table lookup to compute u j · r j followed by an iterated sum followed by a mod Q calculation.
Equality and inequality.
Often we will write x = y, where x and y are both vectors of variables or formulas: x = x 1 , . . . , x n , and y = y 1 , . . . , y n . When we write x = y, we mean the formula ∧ i ((¬x i ∨ y i ) ∧ (x i ∨ ¬y i )). We apply the same conventions when writing =, <, ≤, >, ≥.
4. The Diffie-Hellman formula. We are now ready to formally define our propositional statement DH. DH will be the conjunction of A 0 and A 1 . The common variables for the formulas will be (a) P and g representing n-bit integers, and for every i ≤ 2n, we will also add common variables for g 
Note that from this, it is easy to prove for e ∈ {0, 1},
3. Similar formulas for g b mod P = Y , and for (g
i+j ·ai·bj ] P is even, which means g ab mod P is even. 5. For every i ≤ N , formulas expressing 2 i = P · k i + r i , 1 ≤ r i < P, and P i = i · P . (These formulas are added to guarantee that the modulo P arithmetic is computed correctly.) Similarly, the formula A 1 (P, g, X, Y, c, d) will be the conjunction of the above formulas, but with a replaced by c, b replaced by d, and the fourth item stating that g cd mod P is odd. Note that the definition of the iterated product (P ROD) requires the primes q 1 , . . . , q t (as well as their product Q, and the numbers u 1 , . . . , u t ), which are fixed for the length n. So we are going to hardwire the numbers q 1 , . . . , q t , Q, u 1 , . . . u t , as well as the correct values for the r i 's and k i 's needed for the modulo q j arithmetic for each one of these numbers.
A T C
0 -Frege refutation for DH. We want to describe a T C 0 -Frege refutation for DH. As mentioned above, the proof proceeds as follows.
1. Using A 0 , show that g
. We can conclude from the above steps that A 0 and A 1 imply that g ab mod P = g cd mod P , but now we can reach a contradiction since A 0 states that g ab mod P is even, while A 1 states that g cd mod P is odd. We formulate g ab mod P as
Thus, step 1 is formulated as
and so on.
Steps 1, 2, 4, and 5 are all virtually identical. Steps 3 and 6 follow easily because our formulas defining g ab make symmetry obvious. Thus the key step is to show step 1; that is, to show how to prove g ab mod P = X b mod P . As mentioned above, this is formulated as follows:
We will build up to the proof that g ab mod P equals X b mod P by proving many lemmas concerning our basic T C 0 -formulas. The final lemma that we need is the following.
Lemma 5.1. For every z 1,1 , . . . , z m,m and p, there are T C 0 -Frege proofs of
The proof of the lemma is given in section 7. Using Lemma 5.1 for the first equality and point 2 from section 4 for the second equality, we can now obtain
which proves step 1. Hence, the main goal of section 7 is to show that the statement
has a short T C 0 -Frege proof. This is not trivial because our T C 0 -Frege formulas are quite complicated (and in particular the formulas for iterated product and modular arithmetic). In order to prove the statement, we will need to carry out a lot of the basic arithmetic in T C 0 -Frege. Before we go on to the technical part, we will try to give some intuition on how the proof of the main lemma is built.
We organized the proof as a sequence of lemmas that show how many basic facts of arithmetic can be formulated and proved in T C 0 -Frege (using our T C 0 -formulas). The proofs of these lemmas require careful analysis of the exact formula used for each operation. The proofs of some of these lemmas are straightforward (using the well-known T C 0 -formulas), while the proofs of other lemmas require some new tricks. In short, the main lemmas that are used for the T C 0 -Frege proof of the final statement (Lemma 5.1) are the following:
1. (Lemma 7.34) For every x, y, and p, there are T C 0 -Frege proofs of
2. (Lemma 7.37) For every z 1 , . . . , z m , and every 1 ≤ k ≤ m, there are T C 0 -Frege proofs of
3. (Lemma 7.43) For every z 1 , z 2 , there are T C 0 -Frege proofs of
First, we prove some basic lemmas about addition, subtraction, multiplication, iterative-sum, less-than, and modular arithmetic. Among these lemmas will be Lemma 7.34.
The proof of Lemma 7.37 is cumbersome, but it is basically straightforward, given some basic facts about modular arithmetic. Recall that to do the iterated product we have to first compute the product modulo small primes and then combine all these products to get the right answer using iterated sum. Therefore, many basic facts of the modulo arithmetic need to be proven in advance, as well as some basic facts of the iterated sum.
Once this is done, we need to obtain the same fact modulo p (Lemma 7.44). At this point it is easier to go through the regular product, where the basic facts of modular arithmetic are easier to prove. Therefore it is important to show that T C 0 -Frege can prove
(Lemma 7.43). In our application, z 1 and z 2 will themselves be iterated products.
To show this fact we use the Chinese remainder theorem. We first prove the equality modulo small primes. This is relatively easy, since the sizes of these primes are sufficiently small (O(log N )), and we can basically check all possible combinations. Once this is done, we apply the Chinese remainder theorem to obtain the equality modulo the product of the primes, and since this product is big enough, we obtain the desired result.
Our T C 0 -Frege proof of the Chinese remainder theorem is different than the standard textbook one. The main fact that we need to show is that if for every j,
. The usual proofs use some basic facts of division of primes that would be hard to implement here. Instead we prove by induction on i < t that [R] Qi = [S] Qi , where Q i = i j=1 q j . This method allows us to work with numbers smaller than the q i 's, and again since these numbers are sufficiently small, we can verify all possibilities.
Discussion and open problems.
We have shown that T C 0 -Frege does not have feasible interpolation, assuming that the factoring of Blum integers is not efficiently computable. This implies (under the same assumptions) that T C 0 -Frege as well as any system that can polynomially simulate T C 0 -Frege is not automatizable. It is interesting to note that our proof and even the definition of the Diffie-Hellman formula itself is nonuniform, essentially due to the nonuniform nature of the iterated product formulas that we use. It would be interesting to know to what extent our result holds in the uniform T C 0 proof setting. A recent paper [BDGMP] extends our results to prove that bounded-depth Frege does not have feasible interpolation assuming factoring Blum integers is sufficiently hard (actually their assumptions are stronger than ours). As a consequence boundeddepth Frege is not automatizable under somewhat weaker hardness assumptions.
An important question that is still open is whether resolution, or some restricted forms of it, is automatizable. A positive answer to this question would have important applied consequences.
7. Formal proof of the main lemma. The goal of this section is to prove Lemma 5.1. As mentioned earlier, we will build up to the proof of this lemma by showing that basic facts concerning arithmetic, multiplication, iterated multiplication, and modulus computations can be efficiently carried out in our proof system. Before we begin the formal presentation, we would like to note that we will be giving a precise description of a sequence of lemmas that are sufficient in order to carry out a full, formal proof of Lemma 5.1. However, since there are many lemmas and many of them have obvious proofs, we will describe at a meta-level what is required in order to formalize the argument in T C 0 -Frege, rather than give an excessively formal T C 0 -Frege proof of each lemma. In what follows, x, y, and z will be numbers. Each one of them will denote a vector of n variables or formulas (representing the number), where n ≤ N and x i (respectively, y i , z i ) denotes the ith variable of x (representing the ith bit of the number x). When we need to talk about more than three numbers, we will write z 1 , . . . , z m to represent a sequence of m n-bit numbers, (where m, n ≤ N ), and now z i,j is the jth variable of z i (representing the jth bit in the ith number).
Recall that whenever we say below "there are T C 0 -Frege proofs," we actually mean to say "there are polynomial-sized T C 0 -Frege proofs." Some trivial properties like x = y ∧ y = z → x = z are not stated here. Proof of Lemma 7.2. By the definition of the addition formula, the ith bit of ((x + y) + z) is equal to ⊕ 1 (⊕ 1 (x i , y i , C i (x, y) ), z i , C i ((x + y), z)), where C i (x, y) is the carry bit going into the ith position, when we add x and y, and C i ((x + y), z) is similarly defined to be the carry bit going into the ith position when we add (x + y) and z.
Using basic properties of ⊕ 1 and the above definitions, there is a simple
follows that ((x + y) + z) = (x + (y + z)). Thus it is left to show that for all i ≤ n + 2,
We will show how to prove the stronger equality
(It can be verified that this is the strongest equality possible for the four quantities C i (x, y), C i ((x+y), z), C i (y, z), C i (x, (y +z)). That is, all six assignments for C i (x, y), (y + z) ) that satisfy the above equality are actually possible.)
We will prove this by induction on i. For i = 1, the carry bits going into the first position are zero, so the above identity holds trivially. To prove the above equality for i, we assume that it holds for i − 1. We will prove the equality by considering many cases, where a particular case will assume a fixed value to each of the following seven quantities:
It is easy to check that the number of cases is 48 since there are 2 choices for x i−1 ; 2 choices for y i−1 ; 2 choices for z i−1 ; and 6 choices in total for C i−1 (x, y),
Each case will proceed in the same way. We will first show how to compute
, and C i (x, (y + z)) using the above seven values. Then we simply verify that in all 48 cases where the inductive hypothesis holds, the equality is true.
First, we will show that
This requires a proof along the following lines. If x i−1 = y i−1 = 1, then the left-hand side of the above statement is true since position i − 1 generates a carry, and the right-hand side of the statement is also true. Similarly, if x i−1 = y i−1 = 0, then both sides of the above statement are false (since position i − 1 absorbs a carry). The last case is when x i−1 = 1 and y i−1 = 0 (or vice-versa). In this case, position i − 1 propagates a carry, so the ith carry bit is 1 if and only if there exists a j < i − 1 such that the jth position generates a carry and all positions between j and i−1 propagate carries-but this is exactly the definition of C i−1 (x, y). Thus, we have in this last case that both sides of the statement are true if and only if C i−1 (x, y) is true. Using the above fact and also that (
Identical arguments show that C i (y, z) = 1 and C i (x, (y+z)) = 1 can also be computed as simple formulas of the seven pieces of information.
Lemma 7.3. For every x, y, there are T C 0 -Frege proofs of (x + y) − y = x. Proof of Lemma 7.3. (x + y) − y is computed by taking the first N bits of (x + y) + y + 1. Note that by the definition of the addition formula it follows easily that all bits of (y + y) are 1, and hence that ((y + y) + 1) = 2 N . Thus, Proof of Lemma 7.4. (x − y) is computed by taking the first N bits of x + y + 1. By the definition of the addition formula, and since x ≥ y, it can be proved that the (N + 1)th bit of x + y + 1 is 1, and hence that
Therefore, as in Lemma 7.3,
In particular, the first N bits of (x − y) + y + 2 N are the same as those of x + 2 N . Thus, (x − y) + y = x.
Lemma 7.5. For every x, y, z, there are T C 0 -Frege proofs of
Proof of Lemma 7.5. The proof follows immediately from Lemmas 7.3 and 7.2 as follows:
Lemma 7.6. For every z, there are T C 0 -Frege proofs of
Proof of Lemma 7.6. We need to show that for every j,
This is shown by a rather tedious but straightforward proof following the definition of the formula SU M for iterated addition. Namely, we show first that 
(That is, the iterated sum is symmetric.)
Proof of Lemma 7.7. The proof is immediate from the fact that the formula SU M was defined in a symmetric way. 
the sum is computed using polysize threshold gates, e.g., by using the unary representation of each L i,k . It is therefore straightforward to prove for each 
Since in a similar way we can prove that H = H + H , we are now able to conclude 
Proof of Lemma 7.10. The lemma can be proved easily from Lemmas 7.9 and 7.2 as follows: 
Proof of Lemma 7.11. By Lemmas 7.9, 7.10, and 7.7, we have
The proof now follows by repeating the same argument m−k times, where Lemma 7.8 is used for the base case.
Lemma 7.12. For every x, y, there are T C 0 -Frege proofs of
Proof of Lemma 7.12. The proof is immediate from the fact that the product formula was defined in a symmetric way.
Lemma 7.13. For every x, y, z, where x is a power of 2, there are T C 0 -Frege proofs of
Proof of Lemma 7.13. It is straightforward to prove that 2 i · y, where y is any sequence of bits, consists of adding to the end of y, i 0's. The lemma easily follows.
Lemma 7.14. For every z 1 , . . . , z m , and every x where x is a power of 2, there are T C 0 -Frege proofs of
Proof of Lemma 7.14. The proof of this lemma is like the proof of Lemma 7.17 but uses Lemma 7.13 instead of 7.16. 
Proof of Lemma 7.16. By definition of the product formula,
Similarly,
By iterative application of Lemma 7.11 (also using Lemma 7.7),
Similarly (also using Lemmas 7.9 and 7.10),
and in the same way (using the same lemmas)
Thus, we have to prove
We will prove this by proving that for every i,
If x i = 0, this is trivial. Otherwise, x i = 1, and using Lemmas 7.15, 7.14, and 7.6 we have
In the same way (also using Lemma 7.13),
Lemma 7.17. For every z 1 , . . . , z m , and every x, there are T C 0 -Frege proofs of
Proof of Lemma 7.17. We will show that for every i,
The lemma then follows by the combination of all these equalities. The case i = 0 is proven as follows:
The first equality follows by applying Lemma 7.9, and the second equality by applying Lemma 7.8. For the general step,
The first equality follows from Lemmas 7.9, the second equality follows from Lemma 7.16, and the third equality follows from Lemma 7.9.
Lemma 7.18. For every x, y, z, there are T C 0 -Frege proofs of
Proof of Lemma 7.18. We will show that x·(y·z) is equal to
. The same will be true for (x · y) · z, and the lemma follows.
By the definition of the product,
Hence, by Lemma 7.6 and two applications of Lemma 7.17 (and freely using Lemma 7.12),
Since it can be easily verified that (
and by an iterative application of Lemma 7.11 (using also Lemma 7.7) the above is equal to 
Proof of Lemma 7.21. If y = z, then the proof of the first statement is obvious. Otherwise, suppose that i is the most significant bit where x i = y i and that x i = 1 and y i = 0. Similarly, suppose that j is the most significant bit where y j = z j and that y j = 1 and that z j = 0. If i ≥ j, then it is easy to show that i is the most significant bit where x i = z i , x i = 1, z i = 0, and thus x > z. Similarly, if j > i, then j is the most significant bit where x j = z j , x j = 1, z j = 0, and thus x > z. Similar reasoning also implies the second statement in the lemma.
Lemma 7.22. For every x, z, there are T C 0 -Frege proofs of x + z ≥ x; and also
Proof of Lemma 7.22. If z = 0, then it is clear that x + z = x. For z > 0, we will show inductively for decreasing k that
Then when k = 1, we have
by Lemma 7.6. Assuming that z > 0, let z i be the most significant bit such that z i = 1. The base case of the induction will be to show that
Because z i = 0 for all i > i , and applying Lemma 7.8, it suffices to show that x + z > x, where z = 2 i −1 z i . There are two cases. If
, and so clearly x + z > x. The other case is when x i = 1. Let j be the most significant bit position greater than i such that x j = 0. One clearly exists because x n+1 = 0. Then (x + z ) j = 1, x j = 0, and all higher bits are equal, and thus x + z > x as desired.
For the inductive step, we assume that
Using the same argument as in the base case, one can prove that (a)
Applying Lemma 7.21 to (a) and (b), we obtain Proof of Lemma 7.24.
The first equality follows from Lemma 7.4, and the second follows from Lemma 7.22 and the fact that x > y → x − y > 0. Lemma 7.25. For every x, y, there are
by definition. Also, since y > 0, there is a bit of y that is 1, and suppose that it is y l . Then
7.3. Some basic properties of modular arithmetic. Recall that the formulas for [z] p and div p (z) take as inputs not only the variables p and z, but also variables k i , r i (for every 1 ≤ i ≤ n), and variables p 1 , . . . , p n . The formulas give the right output if 2 i = p · k i + r i , r i < p, and p i = i · p (for all 1 ≤ i ≤ n). So the following theorems will all have the hypothesis that the values for the variables k i , r i , and p i are correct, and that there are short T C 0 -Frege proofs for 2 i = p · k i + r i , r i < p, and p i = i · p. We will state this hypothesis for the first lemma and omit it afterwards for simplicity. For simplicity, we will also use the notations k 0 = 0 and r 0 = 1, thus 2 0 = p · k 0 + r 0 . The lemmas will be used with either p = P , where P is the number used for the DH formula, or with p = q, where q is some fixed hardwired value (e.g., q = q j or q = Q, where q j is one of the primes used for the iterated product formula, and Q is the product of all these primes). If p = q for some hardwired q, then k i , r i , and p 1 , . . . p n can also be hardwired. Hence, their values are correct and it is straightforward to check (i.e., to prove) that the nonvariable formulas 2 i = p · k i + r i , r i < p, and p i = i · p are all correct. If p = P , then k i , r i , and p 1 , . . . , p n are inputs for the DH formula itself, and the requirements 2 i = p · k i + r i , r i < p, and p i = i · p are part of the requirements in the DH formula.
Lemma 7.26. Let z and p be n-bit numbers. Then there are T C 0 -Frege proofs of
Proof of Lemma 7.26. From Lemma 7.6, and if
Lemma 7.27. For every z and p, there are T C 0 -Frege proofs of
Also, the following uniqueness property has a T C 0 -Frege proof:
Proof of Lemma 7.27. From the previous lemma, we can express z as
Let l be the same as in the definition of the modulo formulas. Then
The first equality follows from the definitions of the formulas [z] p and div p (z). The remaining equalities follow from Lemmas 7.16, 7.2, 7.4, 7.17, 7.9, 7.11, 7.10, and 7.26. Let us now prove the uniqueness part. 
and by Lemma 7.21 we get p ≤ x.
Lemma 7.29. For every z, k, and p, there are T C 0 -Frege proofs of
Proof of Lemma 7.29. 
and
Proof of Lemma 7.30. By Lemma 7.27, 
Proof of Lemma 7.31. The lemma follows easily from Lemmas 7.9 and 7.30. Lemma 7.32. For every x, y, and p, there are T C 0 -Frege proofs of
Proof of Lemma 7.32. 
The first equality follows from Lemma 7.30; the second equality follows from Lemmas 7. 
Proof of Lemma 7.34.
where the last equality follows from Lemma 7.29. 
This lemma will be used in situations where A = Q and B = q i for some i. Recall that the numbers Q, q 1 , . . . q t are hardwired, along with their corresponding k i , r i , and the variables for the j · q i 's. Hence, we think of A, B, C as hardwired.
Proof of Lemma 7.35. Using Lemmas 7.27, 7.29, and 7.18, we get 
Proof of Lemma 7.37. Recall that we have hard-coded the numbers u j , such that u j mod q j = 1 and for all i = j, u j mod q i = 0. For all primes q j dividing Q and for all m, 1 ≤ m ≤ q j , we can verify the following statements: [u j · m] qj = m, and for
(Note that these statements are variable-free and hence they can be easily proven by doing a formula evaluation.)
Recall that for any k, the iterated product of the numbers z k , . . . , z m is calculated as follows:
is computed like r j as defined in section 3.4 but using r ij only for i such that k ≤ i ≤ m.
In the same way, 
Hence, it is enough to prove that c j = c j . Using previous lemmas,
Thus, it suffices to show that
Recall that a * ,j is the value obtained by For every k, let Q k denote k j=1 q j . Note that the numbers Q k can be hardwired, and that one can easily prove the following statements. (These statements are variable-free and hence they can be easily proven by doing a formula evaluation.) For every i, Q i+1 = Q i · q i+1 . The proof of the lemma is by induction on t (the number of q j 's). For t = 1, Q = q 1 , and the lemma is trivial. Assume therefore by the induction hypothesis that Proving the statement for each possibility is easy, because these statements are variable-free and hence they can be easily proven by doing a formula evaluation.
Alternatively, one can define the function f (x) = [x · Q i−1 ] qi , in the domain {0, . . . , q i }, and prove that f (x) is onto the range {0, . . . , q i }. Then, by applying the propositional pigeonhole principle, which is efficiently provable in T C 0 -Frege, it follows that f is one to one.
We are now able to prove the following lemmas. The lemmas used for each equality in turn are Lemmas 7.37, 7.43, 7.34, 7.43, 7.37, and 7.37. We are now ready to prove Lemma 5.1: For every z 1,1 , . . . , z m,m and p, there are T C 0 -Frege proofs of
(given that 2 i = k i · p + r i , 0 ≤ r i < p, p i = i · p for all i). Proof of Lemma 5.1. This lemma is proved by an iterative application of the previous lemma.
