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a b s t r a c t
The steady flow of a non-Newtonian fluid when slippage between the plate and the fluid
occurs is considered. The constitutive equations of the fluid are modeled for a fourth-grade
non-Newtonian fluidwith partial slip; they give rise to nonlinear boundary value problems.
Analytical solutions are obtained using powerful analytic techniques for solving nonlinear
problems, homotopy perturbation and optimal homotopy asymptoticmethods. The results
obtained are comparedwith the numerical results and it is shown that solutions exist for all
values of the non-Newtonian parameters. The solutions valid for the no-slip condition for
all values of the non-Newtonian parameters can be derived as special cases of the present
analysis. Finally the solutions are discussed using a graphical approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the last two decades, the study of non-Newtonian fluids has gained great importance, and this is mainly due to their
huge range of engineering and commercial applications. The study of the behavior of the motion of non-Newtonian fluids is
very much more complicated and difficult as compared to that for Newtonian fluids, because of the nonlinear relationship
between the stress and the rate of strain.
The governing equation that describes the flow of a Newtonian fluid is the Navier–Stokes equation, while for the flow
of non-Newtonian fluids there is not a single governing equation which describes all of their properties and thus it is
difficult to describe these fluids as Newtonian fluids. Therefore, many empirical and semi-empirical non-Newtonianmodels
or constitutive equations have been proposed.
Another important aspect of the study of fluid dynamics is the consideration of boundary conditionswith slip. The no-slip
condition is one of the central concepts of Navier–Stokes theory and modern fluid dynamics. In the literature much of the
study relies on the no-slip condition. Though this can be appropriate, and sometimes produce amazing results, at the same
time it hides the fact that onemight reasonably questionwhether the no-slip boundary condition is really a convincing form
for fluid–boundary interaction. If it is not, howdoes one determine and apply a boundary condition that ismore appropriate?
Whenwe consider non-Newtonian fluids, such as polymermelts, which exhibit macroscopic wall slip, the no-slip condition
is inappropriate.
Most phenomena in our world are essentially nonlinear and can be described using nonlinear equations. It is easy to
solve a linear problem because of the availability of high performance digital computers, but finding solutions of nonlinear
problems is still very difficult. In particular, getting an exact analytic solution of a given nonlinear problem is often more
difficult as compared to getting a numerical solution, despite the availability of high performance supercomputers and
software systems such as Mathematica, Maple, Matlab etc, which provide an easy way to perform high quality symbolic
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computation. However, results obtained by numerical methods give discontinuous points of a curve when plotted; besides
that, obtaining the complete necessary understanding of a nonlinear problem is also difficult. If a nonlinear problem contains
singularities or has multiple solutions then this also adds to the numerical difficulties. Though numerical and analytic
methods for solving nonlinear problems have limitations, at the same time they have their own advantages too. Therefore
we cannot neglect either of the two approaches but usually it is pleasing to solve a nonlinear problem analytically.
Since it is not easy to get an exact analytical solution of a nonlinear problem, we may go for approximate analytic
solutions. There are very many asymptotic analytic techniques for solving nonlinear problems (a review of these methods
is given by He [1]) which are well recognized and widely applied.
Motivated by these facts, in this paper we have applied a new powerful technique: OHAM [2–6], which is based on HPM
or a modified version of HPM [7,8]. The paper is organized as follows. Section 2 contains basic equations and the problem
description. In Section 3 a solution of the problem is found using HPM. Section 4.1 contains the basic idea of OHAM [9–14]
and in Section 4.2 the method is applied to obtain a solution of the problem. Results and a discussion are given in Section 5
and finally our conclusion is given in Section 6.
2. Description of the problem
Plane Poiseuille flow occurs when a liquid is forced between two stationary infinite flat plates, under a constant pressure
gradient dpdx and zero gravity. We consider two infinite parallel plates separated by a constant distance 2H (Fig. 1). We use an
x, y coordinate system, where x is in the direction of motion of the fluid between the plates and the y-axis is perpendicular
to the plates [15].
2.1. Governing equations
The primary equations that govern the flow of incompressible fluid in the absence of body forces and thermal effects are
divV = 0, (1)
ρ
DV
Dt
= −∇p+ divτ , (2)
where ρ is the constant density, V is the velocity, p is the pressure, τ is the stress tensor, and DDt denotes the material
derivative. We assume that the flow is one dimensional. Therefore, we suppose a velocity vector of the form
V = (u(y), 0, 0). (3)
As discussed in [16–18], the stress tensor τ defining a fourth-grade fluid is given by τ =∑4i=1 Si, where
S1 = µA1, S2 = α1A2 + α2A21
S3 = β1A3 + β2(A1A2 + A2A1)+ β3(tr A21)A1
S4 = γ1A4 + γ2(A3A1 + A1A3)+ γ3(A22)+ γ4(A2A21 + A21A2)+ γ5((tr A2)A2)
+ γ6(A2)A21 + (γ7tr A3 + γ8tr(A2A1))A1
and whereµ is the coefficient of viscosity and α1, α2, β1, β2, β3, γ1, γ2, γ3, γ4, γ5, γ6, γ7 and γ8 are material constants. The
Rivlin–Erickson tensors, An, are defined by
A0 = I, the identity tensor,
and
An = DAn−1Dt + An−1(∇V )+ (∇V )
tAn−1, n ≥ 1.
For steady one-dimensional flow of a fourth-grade fluid, Eq. (2) in component form yields:
x-component:
− dp
dx
+ µd
2u
dy2
+ 6(β2 + β3)

du
dy
2 d2u
dy2
= 0; (4)
y-component:
− dp
dy
+ (2α1 + α2) ddy

du
dy
2
+ 4(γ3 + γ4 + γ5) ddy

du
dy
4
= 0. (5)
We introduce the generalized pressure p∗ through the relation
p∗ = −p+ (2α1 + α2)

du
dy
2
+ 4(γ3 + γ4 + γ5)

du
dy
4
. (6)
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Putting (6) in (5), we get
dp∗
dy
= 0,
showing that p∗ = p∗(x), Therefore Eqs. (4) and (5) reduce to single equation, i.e.,
− dp
∗
dx
+ µd
2u
dy2
+ 6(β2 + β3)

du
dy
2 d2u
dy2
= 0. (7)
This is a second-order nonlinear ordinary differential equation. It may be noted that in Eq. (7) there is no contribution from
S2 and S4. The corresponding boundary conditions at y = 0 and at y = H are respectively
τyx = µdudy = 0 and uw =
1
α
τw. (8)
Introducing the following dimensionless variables:
u∗ = u
U
, y∗ = y
H
, β∗2 =
β2
µH2/U2
, β∗3 =
β3
µH2/U2
, x∗ = x
H
, p∗ = p
µU/H
, α∗ = αH
µ
in (7) and (8) and dropping the asterisks for convenience, we get
d2u
dy2
+ 6β

du
dy
2 d2u
dy2
= A, (9)
with boundary conditions
du(0)
dy
= 0, uw(1) = − 1
α
du
dy
(1), (10)
where β = β2 + β3, and A = dp∗dx .
3. The HPM solution of the problem
HPM [9–14] when applied to Eqs. (9) and (10) gives the following problems. The initial guess is taken to be
d2u0
dy2
= A, (11)
with
u0 = A2

y2 − 2
α
− 1

. (12)
3.1. The zeroth-order problem
We have the zeroth-order problem
L(v0)− L(u0) = 0, (13)
with
dv0(0)
dy
= 0, v0w(1) = − 1
α
dv0(1)
dy
,
giving the solution for the Newtonian fluid
v0 = −2A− Aα + Ay
2α
2α
. (14)
3.2. The first-order problem
The first-order problem is
L(v1)+ L(u0)+ 6β

dv0
dy
2 d2v0
dy2
− A = 0, (15)
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with boundary conditions
dv1(0)
dy
= 0, v1w(1) = − 1
α
dv1(1)
dy
,
and the solution is
v1 = 4A
3β + A3αβ − αβA3y4
2α
. (16)
3.3. The second-order problem
The second-order problem is given by
L(v2)+ 6β

dv0
dy
2 d2v1
dy2
+ 2dv0
dy
dv1
dy
d2v1
dy2

= 0,
along with the boundary conditions
dv2(0)
dy
= 0, v2w(1) = − 1
α
dv2(1)
dy
,
having the solution
v2 = 2(−6A
5β2 − A5αβ2 + αβ2A5y6)
α
. (17)
Thus
v(y) = 2A− Aα + Ay
2α
2α
+ 4A
3β + A3αβ − αβA3y4
2α
+ 2(−6A
5β2 − A5αβ2 + αβ2A5y6)
α
+ · · · ,
since
u(y) = lim
q→1(v0 + v1 + v2).
Thus, the homotopy perturbation solution correct up to second order is given by
u = −2A− Aα + Ay
2α
2α
+ 4A
3β + A3αβ − αβA3y4
2α
+ 2(−6A
5β2 − A5αβ2 + αβ2A5y6)
α
. (18)
4. The OHAM solution of the problem
4.1. The basic idea of OHAM [2–6]
We apply OHAM to the following differential equation:
L(u(y))+ g(y)+ N(u(y)) = 0, B

u,
du
dy

= 0, (19)
where L is a linear operator, y denotes the independent variable, u(y) is an unknown function, g(y) is a known function, N
is a nonlinear operator and B is a boundary operator. According to OHAM a deformation equation is constructed:
(1− p)[L(φ(y, p))+ g(y)] = H(p)[Lφ(y, p)+ g(y)+ N(φ(y, p))],
B

φ(y, p),
∂φ(y, p)
∂y

= 0, (20)
where p ∈ [0, 1] is an embedding parameter, H(p) is a nonzero auxiliary function for p ≠ 0, H(0) = 0 and φ(y, p) is an
unknown function. Obviously, when p = 0 and p = 1 it holds that φ(y, 0) = u0(y) and φ(y, 1) = u(y), respectively. Thus,
as p varies from 0 to 1, the solution φ(y, p) varies from u0(y) to the solution u(y), where u0 (y) is obtained from Eq. (20) for
p = 0:
L(u0(y))+ g(y) = 0, B

u0,
du0
dy

= 0. (21)
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We choose the auxiliary function H(p) in the form
h(p) = pC1 + p2C2 + · · · , (22)
where C1 and C2 are constants to be determined later. For the solution, expanding φ(y, p, Ci) in a Taylor series about p, we
obtain
φ(y, p, Ci) = u0(y)+
∞−
k=1
uk(y, C1, C2, . . . , Ck)pk. (23)
Now substituting Eq. (23) into Eq. (20) and equating the coefficients of like powers of p, we obtained the following linear
equations. The zeroth-order problem is given by Eq. (21) and the first-order and second-order problems are given by
Eqs. (24) and (25) respectively:
L(u1(y))+ g(y) = C1N0(u0(y)), B

u1,
du1
dy

= 0, (24)
L(u2(y))− L(u1(y)) = C2N0(u0(y))+ C1[L(u1(y))+ N1(u0(y), u1(y))], B

u2,
du2
dy

= 0. (25)
The general governing equations uk(y) are given by
L(uk(y))− L(uk−1(y)) = CkN0(u0(y))+
k−1
i=1
Ci[L(uk−i(y))+ Nk−i(u0(y), u1(y), . . . , uk−1(y))],
k = 2, 3, . . . B

uk,
duk
dy

= 0, (26)
where Nm(u0(y), u1(y), . . . , uk−1(y)) is the coefficient of pm in the expansion of N(φ(y, p)) about the embedding parameter
p:
N(φ(y, p, Ci)) = N0(u0(y))+
∞−
m=1
Nm(u0, u1, . . . , um)pm.
It has been observed that the convergence of the series (23) depends upon the auxiliary constants C1, C2, . . .. If it is
convergent at p = 1, one has
u(y, C1, C2, . . . , Cm) = u0(y)+ m−
i=1
ui(y, C1, C2, . . . , Ci). (27)
Substituting Eq. (27) into the general problem equation, the following residual results:
R(y, C1, C2, . . . , Cm) = L(u(y, C1, C2, . . . , Cm))+ g(y)+ N(u(y, C1, C2, . . . , Cm)). (28)
If R = 0, thenu will be the exact solution. Generally this does not happen, especially for nonlinear problems. For the
determinations of the auxiliary constants Ci, i = 1, 2, . . . ,m, we choose a and b in a manner which leads to the optimum
values of the Ci’s for the convergent solution of the desired problem. There are many methods, like Galerkin’s method, the
Ritz method, and the collocation method, for finding the optimal values of Ci, i = 1, 2, . . . ,m. We apply the least squares
method as follows:
J(C1, C2, . . . , Cm) =
∫ b
a
R2(y, C1, C2, . . . , Cm)dy, (29)
where R is the residual, R = L(u)+ g(y)+ N(u) and
∂ J
∂C1
= ∂ J
∂C2
= · · · = ∂ J
∂Cm
= 0, (30)
where a and b are numbers chosen appropriately for locating the desired Ci, i = 1, 2, . . . ,m. With these known constants,
the approximate solution (of orderm) is well-determined.
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Fig. 1. Plane Poiseuille flow with partial slip.
Fig. 2. Velocity profile u, fixing β = 0.2; ∂p
∂x = 5; c1 = 0.7459517521281608; c2 = 0 and taking α = 0.2.
4.2. Application of OHAM to the problem
Applying OHAM to our problem (9) with (10), we choose the linear operator
L(φ(y, p)) = d
2φ(y, p)
dy2
,
and define a nonlinear operator as
N(φ(x, p)) = 6β

dφ(y, p)
dy
2 d2φ(y, p)
dy2
,
and
g(y) = dp
dx
= A.
Substituting the aforementioned expressions in Eq. (20) we get the following problems.
4.2.1. The zeroth-order problem
The zeroth-order problem is given by
d2u0
dy2
= A, (31)
with boundary conditions
du0(0)
dy
= 0, u0w(1) = − 1
α
du0(1)
dy
.
The solution of the zeroth-order problem comes out as
u0 = −2A− Aα + Ay
2α
2α
. (32)
4.2.2. The first-order problem
The first-order problem is given by
d2u1
dy2
= 6βc1

du0
dy
2 d2u0
dy2
+ d
2u0
dy2
(c1 + 1)− A(c1 − 1), (33)
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Fig. 3. Velocity profile u, fixing β = 0.2; ∂p
∂x = 5; c1 = 0.7459517521281608; c2 = 0 and taking α = 0.4.
Fig. 4. Velocity profile u, fixing β = 0.2; ∂p
∂x = 5; c1 = 0.7459517521281608; c2 = 0 and taking α = 0.6.
Fig. 5. Velocity profile u, fixing α = 0.2; ∂p
∂x = −5; c1 = 0.7459517521281608; c2 = 0.01221388737649825 and taking β = 0.02.
along with the boundary conditions
du1(0)
dy
= 0, u1w(1) = − 1
α
du1(1)
dy
.
The corresponding solution is
u1 = −4A
3βc1 − A3αβc1 − c1αβA3y4
2α
. (34)
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Fig. 6. Velocity profile u, fixing α = 0.2; ∂p
∂x = −5; c1 = 0.7459517521281608; c2 = 0.01221388737649825 and taking β = 0.04.
Fig. 7. Velocity profile u, fixing α = 0.2; ∂p
∂x = −5; c1 = 0.7459517521281608; c2 = 0.01221388737649825 and taking β = 0.06.
4.2.3. The second-order problem
The second-order problem is given by
d2u2
dy2
= 12βc1 du0dy
du1
dy
d2u0
dy2
+ 6βc1

du0
dy
2 d2u1
dy2
+ 6βc2

du0
dy
2 d2u0
dy2
+ c1 d
2u1
dy2
+ c2 d
2u1
dy2
− Ac2, (35)
subject to the boundary conditions
du2(0)
dy
= 0, u2w(1) = − 1
α
du2(1)
dy
,
and the solution comes out as
u2 =
−4A3βc1 − A3αβc1 + αβA3y4c1 − 4A3βc21 − A3αβc21 + αβA3y4c21 − 4A5β2c21 − A5αβ2c21 + αβ2A5y6c21 − 4A3βc2 − A3αβc2 + αβA3y4c2
2α
.
(36)
Substituting Eqs. (32), (34) and (36) into Eq. (27) yields the second-order approximate solution (m = 2) for Eqs. (9) and
(10):
u = −2A− Aα + Ay
2α
2α
+ −4A
3βc1 − A3αβc1 − c1αβA3y4
2α
+ −4A
3βc1 − A3αβc1 + αβA3y4c1 − 4A3βc21 − A3αβc21 + αβA3y4c21 − 4A5β2c21 − A5αβ2c21 + αβ2A5y6c21 − 4A3βc2 − A3αβc2 + αβA3y4c2
2α
.
5. Results and discussion
In Figs. 2–12, we show that the approximate solutions obtained using OHAM are in better agreement with the numerical
ones, as compared to the HPM solutions, for different values of all the non-Newtonian parameters and constants. Further, we
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Fig. 8. Velocity profile u, fixing α = 0.2;β = 0.02; c1 = 0.7459517521281608; c2 = 0.01221388737649825 and taking ∂p∂x = 1.5.
Fig. 9. Velocity profile u, fixing α = 0.2;β = 0.02; c1 = 0.7459517521281608; c2 = 0.01221388737649825 and taking ∂p∂x = 1.6.
Fig. 10. Velocity profile u, fixing α = 0.2;β = 0.02; c1 = 0.7459517521281608; c2 = 0.01221388737649825 and taking ∂p∂x = 1.7.
see that the velocity profile decreases as we increase the value of the slip parameter α; it increases as we decrease the values
of both the non-Newtonian parameter β and ∂p
∂x . In Figs. 11 and 12 it can be seen that the approximate solution obtained
using OHAM gives less error as compared that obtained using HPM.
6. Conclusion
We applied a new analytic method, OHAM, to our problem, which is also solved using HPM. The results obtained using
OHAM and HPM are compared with the numerical solutions. We observed that we get accurate results using OHAM, by
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Fig. 11. Absolute error in the case of α = 0.5;β = 0.02; c1 = 0.7459517521281608; c2 = 0; and ∂p∂x = 0.5.
Fig. 12. Absolute error in the case of α = 0.5;β = 0.02; c1 = 0.7459517521281608; c2 = 0; and ∂p∂x = 0.5.
comparingwith the numerical results. This method provides a convenient way to control the convergence andwe can easily
adjust the desired convergence regions. This approach is simple to apply, as it does not require discretization or perturbation
like other numerical and approximate methods. Moreover, this technique converges quickly to the numerical solution and
requires less computational work. This confirms our belief that the efficiency of the OHAM gives it muchwider applicability.
Mathematica software is used for symbolic derivations of some of the equations.
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