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Abstract
Cortical sensory processing is widely studied in the visual cortex. Such processing
depends on specific neuronal connectivity, and the reliable activation of inhibitory in-
terneurons. Excitatory connections onto both excitatory and inhibitory neurons exhibit
synaptic plasticity thought to underlie circuit refinement and function. The mecha-
nisms of induction and expression of short- and long-term plasticity can differ be-
tween neurons and depend on synapse-specific differences in molecular machinery.
Compared to synapses onto principal cells, less is known about plasticity at synapses
onto inhibitory neurons. In part, this reflects difficulties of classifying these diverse
cells. Mechanistically, postsynaptic N-methyl-D-aspartate-type glutamate receptors
are necessary for most forms of plasticity. However, in the hippocampus, postsynaptic
amino-3-hydroxy-5-methyl-4-isoxazole propionic acid-type glutamate receptors (AM-
PARs) of the calcium-permeable (CP-) subtype are thought to underlie a form of non-
Hebbian plasticity. I sought to examine the expression of CP-AMPARs at synapses
onto the two major classes of inhibitory interneuron in layer 5 of the mouse visual
cortex, Basket cells (BCs) and Martinotti cells (MCs). I made patch-clamp record-
ings from cells in acute brain slices from wild-type and transgenic animals. Interneu-
rons were distinguished using laser scanning two-photon microscopy to characterize
their defining patterns of axonal arborisation, and voltage recording to determine their
characteristic firing properties. To examine synaptic AMPARs, I recorded miniature
excitatory postsynaptic currents, determined their kinetic properties, their rectification
due to voltage-dependent block by intracellular polyamines, and their sensitivity to the
selective blocker of CP-AMPARs, 1-naphthyl acetyl spermine. I also used antibody
labelling to examine the presence of the GluA2 subunit in the two interneuron classes.
Although MCs proved less amenable to voltage-clamp recording than did BCs, my
findings indicate the presence of CP-AMPARs in BCs but not in MCs, suggesting
distinct activation of these two inhibitory inputs to Pyramidal cells. I conclude by dis-
cussing the likely influence of differential CP-AMPAR expression on the dynamics of
the cortical network.
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Chapter 1
Introduction
Motivation
The nature of signalling at different synapses supports the specific function of the mi-
crocircuit in which the synapses participate and thus the information processing of the
circuit as a whole. Accordingly, it is important to understand the differences between
synapses that influence their function. In this thesis I describe experiments designed to
address the expression of AMPA-type glutamate receptors – specifically CP-AMPARs
– at excitatory synapses onto the two major classes of inhibitory interneurons (INs) in
layer 5 of the mouse visual cortex, Basket cells (BCs) and Martinotti cells (MCs).
The visual cortex is widely studied as a model of sensory processing. As with other
brain regions, its function depends on its specific neuronal connectivity, the balance
of excitation and inhibition, and thus the appropriate recruitment of INs. Importantly,
excitatory connections onto both excitatory and inhibitory neurons exhibit synaptic
plasticity – short- or long-term changes in the efficacy of transmission which greatly
influence the function of the circuit. The mechanisms by which plasticity is both in-
duced and expressed differ between neurons and synapses, and depend on differences
in the molecular machinery of the synapse. Compared to synapses onto principal cells
(pyramidal cells; PCs), less is known about plasticity at synapses onto INs. In part,
this reflects the difficulties in classifying these diverse cells. Mechanistically, postsy-
naptic N-methyl-D-aspartate-type glutamate receptors (NMDARs) are necessary for
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most forms of long-term plasticity. However, in the hippocampus, postsynaptic AM-
PARs of the calcium-permeable subtype are thought to underlie a form of non-Hebbian
plasticity.
In following chapters I describe experiments in which I made patch-clamp record-
ings from cells in acute brain slices from wild-type and transgenic mice. To distin-
guish INs, I used laser scanning two-photon microscopy to characterize their defining
patterns of axonal arborisation, and voltage recording to determine their characteris-
tic firing properties. To examine synaptic AMPARs, I recorded miniature excitatory
postsynaptic currents (mEPSCs), determined their kinetic properties, their rectification
due to voltage-dependent block by intracellular spermine, and their sensitivity to the
selective blocker of CP-AMPARs, 1-naphthyl acetyl spermine (Naspm). I also used
antibody labelling to examine the presence of the GluA2 subunit in the two IN classes.
In this chapter, after a general introduction to synaptic transmission, I introduce the
visual cortex, its function, its microcircuits and the role of INs and plasticity at their
excitatory inputs, before discussing the distinction between AMPAR subtypes.
1.1 Chemical synaptic transmission
The central nervous systems of vertebrates contain billions of electrically excitable
cells organised in interconnected networks. Communication between these neurons
underlies the normal functioning of the nervous system. Although neurons may be
connected electrically, via gap junctions (Fukuda and Kosaka, 2000; Galarreta and
Hestrin, 1999; MacVicar and Dudek, 1980), most fast information transfer between
them is mediated chemically by the release of neurotransmitters at specialised contacts
termed ‘synapses’. This term was first employed by the physiologist Charles Sher-
rington, when he proposed that if neurons were independent elements, as described by
Santiago Ramón y Cajal, then information must be passed between them at ‘junctions’
(see Bennett, 1999).
Chemical synapses consist of a presynaptic element packed with neurotransmitter-
containing vesicles, some of which are located immediately adjacent to the presynap-
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tic membrane. When an action potential invades this presynaptic bouton, the depo-
larization causes voltage-gated Ca2+ channels to open briefly, resulting in a rapid and
short-lived rise in the local Ca2+ concentration. The binding of Ca2+ to a Ca2+ sen-
sor induces the fusion of synaptic vesicles with the presynaptic plasma membrane.
At most synapses, vesicles fuse after a delay of less than a millisecond, producing a
synchronous release of neurotransmitter (Kaeser and Regehr, 2014; Kochubey et al.,
2011).
The neurotransmitter is released into the synaptic cleft between the pre- and postsy-
naptic membrane specialisations. As the release event and the subsequent diffusion of
the neurotransmitter are both rapid, the neurotransmitter time course in the synaptic
cleft is typically very brief (<<1 ms) (Barberis et al., 2011; Clements, 1996; Over-
street et al., 2002; Rusakov et al., 2011). In the case of rapid synaptic communica-
tion (mediated by neurotransmitters such as glutamate, GABA, glycine, acetylcholine
and 5-hydroxytryptamine), the receptors clustered in the postsynaptic membrane are
ligand-gated ion channels (Smart and Paoletti, 2012). The brief pulse of neurotrans-
mitter activates these receptors and causes a transient increase in the conductance of
the postsynaptic membrane, generating current flow. The postsynaptic currents typi-
cally have a very rapid rising phase and a slower multi-exponential decay that reflects
receptor deactivation following the removal of the neurotransmitter (Farrant and Kaila,
2007; Jonas and Spruston, 1994).
1.2 Excitatory and inhibitory signalling
The flow of current that results from the change in postsynaptic conductance is deter-
mined by the relative values of the membrane potential (Vm) and the net equilibrium
potential of the ionic species that permeate the synaptic ion channels (Esyn). The
synaptic current (Isyn) is given by Isyn = gsyn(t)[Vm–Esyn] where gsyn is the time vary-
ing synaptic conductance. The difference between the resting membrane potential and
the reversal potential of the synaptic current (Esyn) is the ‘driving force’ and can have
either a positive or a negative sign.
Postsynaptic currents are described as being either excitatory or inhibitory. Excitatory
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postsynaptic currents (EPSCs) result in the postsynaptic membrane becoming more
electrically positive (depolarised) and underlie excitatory postsynaptic potentials (EP-
SPs) that increase the probability of action potential firing. Inhibitory postsynaptic
currents (IPSCs) cause the postsynaptic cell to become more negative (hyperpolarised)
and underlie inhibitory postsynaptic potentials (IPSPs) that decrease the probability of
an action potential. EPSPs and IPSPs outlast the conductance changes and decay with
durations that are determined largely by the membrane time constant, tm (Hille, 2001).
Receptors that allow the entry of sodium and/or calcium ions are excitatory and pro-
duce a depolarization of the postsynaptic membrane, whereas receptors that increase
chloride or potassium conductance are typically inhibitory and produce a hyperpolar-
ization. This simple description ignores the issue of shunting, where the conductance
itself reduces the depolarization produced by an excitatory current, and the subtleties
that arise from temporal and spatial interactions between synaptic events (Gulledge
and Stuart, 2003).
The amino acids glutamate and GABA (g-aminobutyric acid) are ubiquitous in the
central nervous system (CNS) and mediate fast excitatory and inhibitory signalling, re-
spectively. Thus, the predominant mechanism for fast excitatory synaptic transmission
in the mammalian CNS is the depolarisation of the postsynaptic membrane brought
about by the activation of various classes of ionotropic glutamate receptors (iGluRs)
(see section 1.3) (Traynelis et al., 2010). These receptors gate channels that produce
mixed cation conductances, with reversal potentials of ~0 mV. Activation of excita-
tory synaptic conductances will move the postsynaptic membrane potential towards
and above spike threshold, triggering action potentials. Conversely, GABA-mediated
inhibitory synaptic transmission involves the activation of mixed chloride and bicar-
bonate conductances that often reverse at membrane potentials more hyperpolarised
than resting membrane potential and generally at potentials more hyperpolarised than
spike threshold. Thus, activation of inhibitory synapses reduces the likelihood of ac-
tion potential generation.
This thesis is concerned with AMPARs in neocortical INs. Before discussing corti-
cal circuitry, IN diversity and the potential role of different AMPAR subtypes in IN
recruitment, I first describe ionotropic glutamate receptors.
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1.3 Ionotropic glutamate receptors
Glutamate activates three main classes of iGluRs named after their selective agonists
NMDA, AMPA, and kainate (Smart and Paoletti, 2012); in addition glutamate also ac-
tivates metabotropic (G-protein coupled) receptors. Finally, a group of orphan subunits
with sequence similarity to iGluRs, the d receptors, exist but no glutamate binding
has been identified (Ady et al., 2014; Kakegawa et al., 2007). At most glutamatergic
synapses the EPSC is carried by AMPA- and NMDA receptors, mediating the fast-
(ms) and slow-components (100s ms), respectively (Silver et al., 1992; Spruston et al.,
1995), while kainate receptors, although found at some synapses, have a more modula-
tory role in the regulation of neurotransmitter release (Contractor et al., 2011; Lerma,
2006; Smart and Paoletti, 2012).
At glutamatergic synapses the presence of NMDA, AMPA or kainate receptors can be
determined through the use of selective antagonists, specifically the use of the selec-
tive NMDA receptor antagonist D-(-)-2-amino-5-phosphonopentanoic acid (D-AP5),
the AMPA-/kainate receptor competitive antagonists 6-cyano-/-7-nitroquinoxaline-/-
2,3-/-dione (CNQX) and 2,3-diox-6-nitro-1,2,3,4-/-terahydrobenzo[f]quinox/-aline-7-
sulphonamide (NBQX), or the more selective non-competitive AMPA receptor antago-
nist 1-(4-aminophenyl)-3-methylcarbamyl-4-methyl-3,4-dihydro-7,8-methylenedioxy-
5H-2,3-benzodiazepine hydrochloride (GYKI 53655) (Contractor et al., 2011; Traynelis
et al., 2010).
1.3.1 Genes and subunit composition
The mammalian iGluR family is formed from 18 genes that encode subunit pro-
teins that coassemble to form tetrameric ligand-gated ion channels (Traynelis et al.,
2010). The subunits are grouped according to their sequence homology: there are
four AMPAR subunits (GluA1-4, also known as GluR1-4), seven NMDAR subunits
(GluN1; GluN2A-D; GluN3A-B), five kainate receptor subunits (GluK1-5, also known
as GluR5-7) and two d subunits (GluD1-2), each arising from their corresponding
genes GRIA1-4, GRIN1, GRIN2A-D, GRIN3A-B, GRIK1-5A and GRID1-2). Gener-
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ally, functional iGluRs are formed only from subunits of the same family, either as ho-
momers (identical subunits) or heteromers (combination of different subunits) (Jonas
and Burnashev, 1995; Traynelis et al., 2010). iGluRs are formed in the endoplasmic
reticulum (ER) by a dimer of iGluR subunits pairing up with another dimer to form
the typical dimer-of-dimers structure (Ayalon and Stern-Bach, 2001).
All iGluR subunits have a broadly similar structure, with four modular domains: the
extracellular amino-terminal domain (ATD; also known as the N-terminal domain or
NTD), the extracellular ligand-biniding domain (LBD), the transmembrane domain
(TMD; with four hydrophobic regions M1-4, of which M1, M3 and M4 are mem-
brane spanning helices and M2 forms a re-entrant loop) and the intracellular carboxyl-
terminal domain (CTD) (Meyerson et al., 2014; Sobolevsky et al., 2009). Together
these domains from each of the subunits form functioning receptors containing ago-
nist binding sites, an ion permeation pathway, and gating elements that regulate the
opening and closing of the ion channel pore (Traynelis et al., 2010). In the following
paragraphs, I describe in more detail those aspects of the structure and function of
AMPARs that are relevant to my thesis.
1.3.2 AMPA receptor heterogeneity
AMPAR subunit heterogeneity is effectively increased beyond that resulting from gene
multiplicity, as the mRNAs encoding each type of subunit undergo post-transcriptional
modification produced by alternative splicing and RNA editing (Cull-Candy et al.,
2006; Sukumaran et al., 2012). Thus, all subunits have alternative ‘flip/fop’ splice
variants (Salussolia andWollmuth, 2012), while subunits GluA2-4 display R/GmRNA
editing at a site between M3 and M4 (Lomeli et al., 1994). However, most significant
is the RNA editing of the GluA2 subunit, in which an uncharged glutamine residue
(Q) present at a position adjacent to the M2 helix in the pore lining is replaced by a
positively charged arginine residue (R) (Sommer et al., 1991). This Q/R editing occurs
in almost 100% of GluA2 subunits and is responsible for key changes in receptor
function.
Receptors lacking GluA2 are Ca2+ permeable (Jonas et al., 1994) with a relatively
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high single-channel conductance (Swanson et al., 1997), and exhibit inwardly recti-
fying current-voltage relationships due to their voltage-dependent block by endoge-
nous intracellular polyamines (Bowie and Mayer, 1995; Kamboj et al., 1995; Koh
et al., 1995a). Conversely, receptors containing edited GluA2 subunits – through the
introduction of a positively charged residue close to the pore – no longer allow the
permeation of Ca2+ (Jonas et al., 1994). Such channels exhibit linear current-voltage
relationships (Bowie and Mayer, 1995; Jonas et al., 1994; Kamboj et al., 1995; Koh
et al., 1995a) and a reduced single-channel conductance (Swanson et al., 1997). In-
terestingly, this editing at the GluA2 Q/R site influences AMPAR subunit assembly;
in the presence of other subunits, GluA2 subunits preferentially form heterotetramers
as the presence of the charged arginine in the channel pore disfavours the assembly
of GluA2 subunits adjacent to one another (Greger et al., 2003). The structure of an
AMPAR subunit and an assembled receptor is illustrated in Figure 1.1.
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Figure 1.1: Structure and domain organization of the AMPA receptor. (A) Cartoon
illustrating a linear representation of the subunit polypeptide chain and a schematic
illustration of the topology of an individual subunit. Each subunit has (i) two large
extracellular domains – the ATD (green) and the LBD (blue), (ii) a TMD (orange),
part of which forms the ion channel pore, and (iii) an intracellular CTD. The LBD is
composed of two segments termed S1 and S2. The TMD contains three membrane-
spanning helices (M1, M3, and M4) and a re-entrant loop (M2). SP denotes signal
peptide. The Q/R editing site of GluA2 is illustrated by a red circle. (B) Crystal
structure at 3.6 Å of the membrane-spanning tetrameric GluA2 AMPA receptor (PDB
code 3KG2; Sobolevsky et al. 2009) with each subunit in a different colour. Adapted
from Fleming and England (2010) and Traynelis et al. (2010)
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Ca2+ permeability and voltage-dependence
The entry of Ca2+ clearly distinguishes CP- from Ca2+ impermeable (CI-) AMPARs.
Of note, although significant, the magnitude of Ca2+ entry through CP-AMPARs is
less than that seen with NMDARs. Thus, for the most CP-AMPARs ~4% of the total
inward current is carried by Ca2+ ions while for typical NMDA receptors the corre-
sponding value is ~15% (Burnashev et al., 1995; Schneggenburger, 1996). For exam-
ple, recombinant GluR1 homomers exhibit a PCa/PNa,K ratio of 2.3, compared with
3–17 for NMDARs (depending on their exact subunit composition) and <0.1 for Ca2+
impermeable GluR1/2 heteromers (Dingledine et al., 1999; Traynelis et al., 2010).
Kainate receptors may also exhibit a limited Ca2+ permeability when assembled from
edited GluK1 and GluK2 subunits (Traynelis et al., 2010).
Due to their block by extracellular Mg2+, NMDARs require membrane depolariza-
tion to allow ion flow (Ascher and Nowak, 1988; Burnashev et al., 1992; Mayer and
Westbrook, 1987; Nowak et al., 1984). This strong voltage-dependence means that
NMDARs have the ability to act as detectors of coincident pre- and postsynaptic ac-
tivity, a feature that is key to associative learning (Bliss et al., 1993) (see section 1.7).
The resulting Ca2+ entry is thought to trigger the activation of various intracellular cas-
cades essential for the induction of synaptic plasticity (see section 1.7). CP-AMPARs
on the other hand are blocked by intracellular polyamines, such as spermine and sper-
midine, at depolarised voltages and have their greatest conductance at hyperpolarised
voltages (Bowie and Mayer, 1995; Washburn et al., 1997). See Figure 1.2.
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Figure 1.2: Current-voltage relationships (I-V) of NMDA- and AMPA receptor-
mediated currents. (A) Voltage dependence of NMDAR-mediated current in the
presence of extracellular Mg2+. (B) Voltage dependence of CP-AMPAR-mediated
current. In both cases the yellow shading indicates the magnitude of Ca2+entry, which
requires postsynaptic depolarisation for NMDARs but for AMPARs is greatest when
the postsynpatic membrane is at resting potential or hyperpolarised. Figure adapted
from Kullmann and Lamsa (2007).
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AMPAR auxillary subunits
Although the subunit composition of AMPARs determines their biophysical and phar-
macological properties, these are also strongly influenced by the presence of various
auxiliary subunits that regulate receptor trafficking and gating. In recent years, mul-
tiple AMPAR auxiliary subunits have been identified. These are the transmembrane
AMPAR regulatory proteins (TARPs) (Chen et al., 2000; Priel et al., 2005; Tomita
et al., 2004, 2005), cornichons (Schwenk et al., 2009), cystine-knot AMPAR modulat-
ing protein 44 ( CKAMP44) (Von Engelhardt et al., 2010), and germ-cell-specific gene
1-like ( GSG1L) (Schwenk et al., 2012; Shanks et al., 2012). The best characterized
of these proteins are the TARPs, which form stable complexes with both homo- and
heteromeric AMPARs. Six TARP isoforms have been described – g-2 (stargazin), g-3,
g-4, g-5, g-7, and g-8, with distinct developmental and spatial patterns of expression
in the CNS (Fukaya et al., 2005; Schwenk et al., 2014). Many studies have charac-
terised their differential modulation of the trafficking, synaptic targeting, gating and
pharmacology of AMPARs (reviewed in Jackson and Nicoll (2011) and Straub and
Tomita (2012)). Importantly, TARPs generally slow AMPAR deactivation and desen-
sitization (Nicoll et al., 2006) and increase AMPAR single-channel conductance (Soto
et al., 2007; Tomita et al., 2005), attenuate the block of CP-AMPARs by intracellu-
lar polyamines and increase their Ca2+ permeability (Coombs et al., 2012; Kott et al.,
2009).
Detection of CP-AMPARs
Given the important distinction between GluA2-containing CI- and GluA2-lacking
CP-AMPARs, various functional approaches have been adopted to determine their
presence at synapses. Twomethods are most widely used; the assessment of polyamine-
dependent rectification (for example Bats et al. 2012; Matta et al. 2013; Mattison et al.
2014; Studniarczyk et al. 2013) and the use of CP-AMPAR-selective toxins such as
philanthotoxin-433 (PhTx) (Osswald et al., 2007; Washburn and Dingledine, 1996),
Joro spider toxin (JSTX) (Blaschke et al., 1993), argiotoxin (Strømgaard and Mellor,
2004) and Naspm (Blaschke et al., 1993; Koike et al., 1997; Washburn and Dingledine,
1996).
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1.4 Neocortical circuits
In a rapidly changing world our senses are constantly providing new information. Ap-
propriate behavioural choices require that the brain must identify relevant features
from this enormous input. In mammals, the neocortex plays a key role in this process.
As with other brain areas, its normal function depends on the appropriate balance of
excitatory and inhibitory activity. How this activity is orchestrated in the neocortex is
determined by the organization of its functional subunits, the neocortical microcircuits.
In the neocortex most (~80%) neurons are projecting excitatory PCs and ~20% are
GABA-releasing INs (DeFelipe and Fariñas, 1992; Markram et al., 2004). These cells
are arranged in six layers (L1-L6). INs are present in all layers, PCs are found in layers
L2 to L6 and excitatory spinate stellate cells (SSCs) are found only in layer L4 (Grill-
ner et al., 2005; Silberberg et al., 2005). A simplified view of the sensory neocortex
is that sensory input from the primary thalamus targets all cortical layers but predomi-
nantly L4 and the L5-L6 border, while contextual inputs from higher-order cortex and
thalamus most densely target L1, L5 and L6, but not L4 (Constantinople and Bruno,
2013; Petreanu et al., 2009; Thomson and Lamy, 2007). PCs and SSCs in L4 project
most strongly to more superficial layers (L2/3) (Petreanu et al., 2009; Thomson and
Lamy, 2007). PCs in L2/3 project to higher order and contralateral cortices as well as
L5 (Callaway, 2004; Douglas and Martin, 2004; Feldmeyer, 2012). L5 projects locally
to L2/3 and L6, and distally to a wide range of subcortical targets as well as other cor-
tical regions and the contralateral cortex (Harris and Mrsic-Flogel, 2013; Silberberg
et al., 2005; Thomson and Lamy, 2007). The projection of L6 is mainly back to L4
of the cortex but also to the thalamus (Briggman et al., 2011; Feldmeyer, 2012). This
neocortical circuit is illustrated in Figure 1.3A. Although generally accepted, a recent
study challenges this view by showing that thalamocortical inputs strongly innervate
L5 as well as L4, suggesting two seperate parallel processing systems (Constantinople
and Bruno, 2013).
Although there are subtle differences between the layers of the neocortex (Gabbott
and Somogyi, 1986; Gonchar and Burkhalter, 1997), the overall balance between the
numbers of PCs and INs is relatively consistent across species (for example when con-
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sidering the visual cortex of monkey (Jones, 1993), cat (Gabbott and Somogyi, 1986),
rat (Gonchar and Burkhalter, 1997; Meinecke and Peters, 1987) and mouse (Gon-
char et al., 2007)). The relative number and anatomical organization of excitatory-
and inhibitory inputs (asymmetrical and symmetrical synapses) onto PCs is also con-
served (DeFelipe et al., 2002). While asymmetrical synapses constitute 80-90% of all
synapses and arise from other cortical regions or layers, thalamocortical inputs as well
as local axon collaterals of PCs and SSCs, the percentage of symmetrical synapses
varies between 10-20% and its main source are GABAergic INs (DeFelipe et al.,
2002). Excitatory inputs contact only the dendrites, while inhibitory inputs terminate
on the dendrites, the axon initial segment and the soma (Markram et al., 2004). Thus,
the overall proportions of excitatory and inhibitory neurons as well as the patterns of
anatomical connections repeat themselves in a relatively stereotyped manner.
The probability of connections between neighbouring PCs is often low, indicating that
PCs are connected to only a small fraction of their neighbouring cells (Markram et al.,
1997a,b; Sjöström et al., 2001; Thomson et al., 1993). Nevertheless, careful analy-
sis of the connections between PCs has revealed that these are highly non-random,
with bidirectional connections between pairs of PCs, and patterns of mutual intercon-
nection among larger assemblies of neurons occuring more frequently than would be
expected by chance (Perin et al., 2011; Song et al., 2005). Such non-uniform con-
nectivity is seen both within and between layers. In general, PCs are more likely to
be reciprocally connected if they receive common intra- or inter-laminar input (Ot-
suka and Kawaguchi, 2011; Yoshimura et al., 2005). Importantly, this local synaptic
connectivity is echoed in functional specificity. Thus, in the mouse visual cortex, the
probability that nearby PCs are connected is higher for neurons that respond to similar
visual features (Ko et al., 2011). Overall it seems likely that, rather than being com-
posed of repeating stereoptypical microcircuits, each cortical area contains multiple
interlaced subnetworks of strongly interconnected PCs within a sea of weakly con-
nected PCs. While PC–PC connectivity is specific, that between PCs and INs seems
to be non-specific (Fino and Yuste, 2011; Harris and Mrsic-Flogel, 2013; Packer and
Yuste, 2011).
Unlike PCs, neocortical INs (at least the parvalbumin- (PV) and somatostatin-expressing
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(SOM) classes) exhibit a high density of connectivity to nearby PCs (Fino and Yuste,
2011; Packer and Yuste, 2011), while forming connections to distinct subcellular lo-
cations (Ascoli, 2008; Karube et al., 2004; Somogyi et al., 1998). Additionally, INs
connect to other INs and show a remarkable degree of cell-type target specificity (De-
Felipe et al., 2002; Pi et al., 2013; Pfeffer et al., 2013). While PV-expressing INs, for
example, preferentially inhibit each other (Pfeffer et al., 2013), other populations such
as vasoactive intestinal peptide (VIP)- or SOM-expressing INs avoid inhibiting each
other but strongly inhibit other IN populations (Pfeffer et al., 2013; Pi et al., 2013).
This overall neocortical circuit is illustrated in Figure 1.3B.
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Figure 1.3: Cortical connections. (A) Connectivity between major cortical principal
cell classes and their input pathways. The line thickness indicated the strength of
individual pathways. In L5, intratelencephalic neurons (ITNs) are commonly found in
the upper L5, projecting to L2/3 and to the ipsi- and contralateral cortex but, as their
name suggests, not outside the telencephalon. Subcerebral projection neurons (SPNs),
on the other hand, give little local output but provide output to higher-order thalamus,
the ipsilateral striatum and subcerebral motor centers. Corticothalamic cells (CTs) in
L6 project to L4 as well as the thalamus. (B) Synaptic inputs to a PC (grey) made by
three different types of L5 INs. BCs (red) inhibit each other and target the soma and
proximal dendrites of PCs. Chandelier cells (ChCs) target the axon initial segment of
PCs. MCs target the distal (tuft) dendrites of PCs and inhibit other INs such as BCs.
Not shown are other IN types of L5 such as bitufted or bipolar cells. Modified from
Harris and Mrsic-Flogel (2013).
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1.5 The visual cortex
The neocortex is subdivided into areas distinguished by their afferent and efferent con-
nections, their functional properties, as well as by their neurochemical characteristics.
The visual cortex is located at the most occipital part of the brain and processes con-
stantly changing natural scenes.
Visual processing begins in the retina, and the output – from the retinal ganglion cells –
passes via the optic nerve to the optic chiasm and then to the lateral geniculate nucleus
(LGN) located in the dorsal thalamus. In the mouse, with a relatively small field
of binocular vision, the majority of fibers cross over to the contralateral hemisphere
(Hübener, 2003). The LGN provides direct input to the primary visual cortex (V1),
which in turn passes on visual information to higher areas of the visual cortex (V2-
V6). The majority of thalamocortical projection from the LGN to V1 arrives in L4
and also in superficial layers (Hofer et al., 2006). Cells in V1 show selectivity in their
responses to specific visual features and display characteristics that include direction-
selectivity and orientation- or frequency tuning (Atallah et al., 2012; Runyan et al.,
2010). As described in later chapters, I made recordings from INs in slices of mouse
V1.
1.6 Cortical IN diversity
Understanding IN function is important for the understanding of the circuit as a whole.
As alluded to above, inhibitory INs are heterogeneous and this adds substantial com-
plexity to the neocortical microcircuits. Many different studies have been carried out
in the quest to characterise IN types, which are distinguishable by their morphology
(especially their axonal arborisation), by their electrophysiological properties, and by
their molecular makeup (Ascoli, 2008; Markram et al., 2004).
The classification of neurons based on their morphology could be considered to have
begun in earnest in the early 20th century, when Ramón y Cajal produced detailed
drawings of diverse neuronal morphologies based on Golgi’s silver staining technique
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(Ramon y Cajal, 1911). Subsequently, methods to trace and reconstruct complex neu-
ronal morphologies have become routine, with the number of published IN recon-
structions dramatically increasing towards the end of the 1990s (Halavi et al., 2012;
Parekh and Ascoli, 2013). INs exhibit great variety in their somatic, dendritic and ax-
onal morphologies, and can be most easily distinguished on the basis of their axonal
aborization and targeting domains (DeFelipe, 1997; Somogyi et al., 1998). A variety
of axon-, soma-, proximal dendrite-, and distal dendrite-targeting INs have been de-
scribed (Markram et al., 2004). Figure 1.4 illustrates how the importance of axonal
morphology to distinguish IN cell types was recognized by Ramón y Cajal (Ramon y
Cajal, 1911), and how this remains the best neuronal characteristic by which to identify
cell classes (Markram et al., 2004).
INs display distinct firing patterns and the identification of IN types on the basis of
physiological criteria has been refined over the last couple of decades. Initially, INs
were described as fast spiking (McCormick et al., 1985), but later studies introduced
additional terms to describe diverse firing behaviour, including burst spiking or reg-
ular spiking (Kawaguchi and Kubota, 1997). Most recently, the electrophysiological
classification of INs has been based on both their initial response to current injection
(burst, delayed or continuous firing) and their steady-state response to current injection
(fast spiking, non-adapting non-fast spiking, adapting, irregular spiking, intrinsic burst
firing or accelerating firing) (Ascoli, 2008).
INs also contain different molecular markers and distinct groups of INs can be classi-
fied based on their molecular expression of specific calcium-binding proteins such as
PV, calbindin (CB), calretinin (CR) as well as neuropeptides such as SOM, VIP, neu-
ropeptide Y (NPY) and cholecystokinin (CCK) (Cauli et al., 1997; Demeulemeester
et al., 1991; Markram et al., 2004; Ascoli, 2008). The groups of INs identified in
this way can be further characterised by, for example, expression patterns of ion chan-
nels, transcription factors, neurotransmitter receptors and by their place of origin in the
medial ganglionic eminence (MGE), the lateral and dorsocaudal ganglionic eminence
(CGE) or preoptic area (POA) (Markram et al., 2004).
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Figure 1.4: Diversity of axonal arborisation of neocortical INs. (A) A drawing by
Ramón y Cajal (based on the Golgi method) of “cells with a short axons” from layer
4 of the motor cortex of a 1 month old human. A and D are “cells with an ascending
axon issuing tangential branches extending through layer 4”; B and C are “cells with an
arcuate axon furnishing branches to layer 3”; E “arachniform cell”; F “neuron sending
its axon to the plexiform layer” Ramon y Cajal (1911). (B) Reconstructions of several
classes of different neocortical INs. Axons in blue, dendrites in red. A pyramidal
cell (PC) in L5 is shown for comparison. Cells illustrated are: a bipolar cell (BPC), a
chandelier cell (ChC), a double bouquet cell (DBC), a large basket cell (LBC), a small
basket cell (SBC), a nest basket cell (NBC), aMartinotti cell (MC) and a neurogliaform
cell (NGC). Figures adapted from Ramon y Cajal (1911) and Huang et al. (2007).
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The above introduced classification approaches are not sufficient in isolation. For ex-
ample, electrophysiologically identified INs can display a variety of molecular mark-
ers (Cauli et al., 1997) and two INs with the same firing pattern may have different
morphologies (Karube et al., 2004). Additionally, efforts to classify IN types have
lead to controversy regarding the entire question of classification and cast doubt on
the idea that the variability in IN features within a class is necessarily smaller than
the differences between classes. Thus, certain studies suggest a large number of IN
classes (Gupta et al., 2000) while others suggest that there are no clear classes, rather
a contiunuum (Parra et al., 1998). The efforts to form a complete classification of IN
types has been additionally hindered by the lack of consensus in selecting classification
schemes (and the naming of IN types). Extensive efforts from leading groups in the
field to standardise IN classification has resulted in the so-called ‘Petilla classification’
(Ascoli, 2008; DeFelipe et al., 2013).
Importantly, the Petilla classification identifies BCs and MCs as two clearly defined
and mutually exclusive cortical IN types; in the following subsections I describe these
cells in more detail.
1.6.1 Basket cells
The largest group of cortical INs is formed by BCs, which in L5, for example, make
up around 50% of all INs (Gonchar et al., 2007; Markram et al., 2004). BCs typically
exhibit a ‘fast spiking’ (FS) firing behaviour with narrow action potentials, strong
spike afterhyperpolarisation, little or no spike accommodation and maintained high
firing frequencies, with various differences such as ‘stuttering’ or ‘bursting’ patterns
(Gupta et al., 2000; Markram et al., 2004; Wang et al., 2002). PV-expressing fast
spiking cells include both BCs and ChCs (Kawaguchi and Kubota, 1997; Woodruff
et al., 2009; Ascoli, 2008). However, not all fast spiking BCs express PV (Wang et al.,
2002). Nevertheless, BCs are typically associated with fast spiking behaviour and
PV expression. BCs are morphologically typified by an axon with many horizontally
and vertically projecting axon collaterals radiating in all directions (Somogyi et al.,
1983; Wang et al., 2002). They express comparatively low dendritic spine density
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(Kawaguchi et al., 2006) and exhibit some variation in morphology, reflected in their
size (‘large’, ‘small’, ‘nest’) and the extent of neurite arborisation – remaining within
the layer or extending to other layers (Gupta et al., 2000; Kawaguchi and Kubota,
1997; Wang et al., 2002). In keeping with their morphology, BCs contact the somatic
and proximal dendritic region of PCs; their name ‘basket cell’ reflecting the basket-
like aborisation on and around PC somata (Kätzel et al., 2011; Somogyi et al., 1983,
1998; Wang et al., 2002).
BCs receive long-range excitatory input from the thalamus (Cruikshank et al., 2007,
2010; Gabernet et al., 2005) and excitatory input from local PCs (Wang et al., 2002).
Excitatory synapses onto BCs are depressing (Buchanan et al., 2012; Silberberg and
Markram, 2007). BCs are involved in both feedback and feedforward inhibiton de-
pending on their input, with cortical BCs in L5 involved in a frequency-independent
disynaptic inhibition (FIDI) microcircuit (Silberberg and Markram, 2007) and, in V1,
form extensive recurrent connections with PCs of the same layer (Hofer et al., 2011;
Yoshimura and Callaway, 2005). Of note, in the mouse primary visual cortex, BCs
have been shown to receive inhibition from other BCs and MCs (Pfeffer et al., 2013).
BCs are characterized by their temporally precise excitation, giving them a role in
rapidly converting excitatory input to inhibitory output (Jonas et al., 2004). Syn-
chronous activity of BCs generates gamma oscillations in cortical networks (Cardin
et al., 2009) and in the visual cortex they modulate spiking responses of PCs to visual
stimuli, influencing gain control during visual processing (Atallah et al., 2012). The
important role of BCs in the stabilization of the cortical network is apparent when one
considers that loss of inhibition mediated by BCs leads to severe generalized epilepsy
(for example Rossignol et al. 2013) while more subtle BC dysfunction contributes to
psychiatric disorders including schizophrenia (Lewis et al., 2005).
1.6.2 Martinotti cells
MCs were first described by Carlo Martinotti (Martinotti, 1889; see Wang et al., 2004)
and subsequently named by Ramón y Cajal (Ramon y Cajal, 1911). In the cortex, MCs
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are found in L2 to L6 and make up the second largest group of INs; in L5 for exam-
ple, they constitute roughly 30% of INs (Markram et al., 2004; Wang et al., 2004).
In response to depolarizing step currents MCs exhibit low threshold, non-fast spiking
behaviour and almost always show spike accommodation (Silberberg and Markram,
2007; Wang et al., 2004). On an molecular level, MCs express SOM but not PV
(Kawaguchi and Kubota, 1996; Markram et al., 2004; Wahle, 1993). Morphologi-
cally, MCs have very characterisitic axon collaterals that ascend to L1 where they can
extend horizontally for millimeters (DeFelipe, 2002; Kawaguchi and Kubota, 1997;
Wang et al., 2004), a dendritic tree significantly smaller than the axonal tree and an
ovoid shaped soma (Karube et al., 2004; Kawaguchi and Kubota, 1996; Silberberg and
Markram, 2007; Wang et al., 2004). MC axons are unusal for INs in that they exhibit
spines (Kawaguchi et al., 2006). MCs preferentially target distal apical and tufted den-
drites of PCs (Kawaguchi and Kubota, 1997; Silberberg and Markram, 2007; Somogyi
et al., 1998).
MCs are driven primarily by intra- and translaminar PCs (Berger et al., 2009; Kapfer
et al., 2007; Silberberg andMarkram, 2007) while receiving little thalamic drive (Cruik-
shank et al., 2010). In the mouse primary visual cortex, Pfeffer et al. (2013) have
shown that MCs receive little if any inhibition from BCs, but receive some inhibition
from VIP-expressing INs. MCs can be activated by repeated action potentials in single
PCs as a consequence of exhibiting strong facilitating excitatory inputs. In turn they
provide strong feedback inhibition onto neighbouring PCs (Kapfer et al., 2007), result-
ing in strongly frequency-dependent disynaptic inhibition (FDDI) in L5 (Kapfer et al.,
2007; Silberberg and Markram, 2007; Berger et al., 2009). By virtue of their unique
anatomical and synaptic features, MCs are well suited to control dendritic integration
of synaptic inputs onto PCs. The distinctive targetting of PC distal dendritic tufts in
L1 suggests that MCs are not involved in gain control of firing but in the modula-
tion of dendritic excitability (Silberberg and Markram, 2007). Unlike BCs, which are
thought to be transiently activated when network activity is low, MCs (because they
receive facillitating excitatory input) are thought to be activated preferentially dur-
ing periods of increased network activity, providing feedback inhibition that increases
with increased rate and duration of PC discharge (Kapfer et al., 2007; Silberberg and
Markram, 2007).
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1.7 Synaptic plasticity
In addition to diversity in cell types, functional diversity among synaptic connections,
notably their ability to show short- (generally lasting from a few milliseconds to tens
of seconds Abbott and Regehr, 2004; Zucker and Regehr, 2002) and long-term (lasting
for hours, days and weeks Abbott and Regehr, 2004) changes in strength, adds to the
complexity of the microcircuit. Long-term plasticity of individual synaptic connec-
tions is thought to underly learning and memory formation (Morris et al., 1986).
The Canadian neuropsychologist Donald Hebb postulated that when a presynaptic neu-
ron repeatedly and persistently takes part in evoking the firing of a postsynaptic neu-
ron, then the strength of the connection between them should be increased (reviewed
in Sjöström et al., 2008). Experimentally, under different conditions, both synap-
tic strengthening (long-term potentiation; LTP) or weakening (long-term depression;
LTD) can be observed. In the classical model of plasticity, long-term changes are com-
monly rate-based, with high frequency stimulation of glutamatergic synapses leading
to LTP and low frequency stimulation leading to LTD (Bliss and Lomo, 1973; Sjöström
and Nelson, 2002). Whether LTP, LTD, or no plasticity is induced at a given connec-
tion, is critically dependent on the frequency as well as the precise timing between
repeated pre- and postsynaptic firing. Many of the present insights into spike timing
dependent plasticity (STDP) came from studies carried out on excitatory synapses onto
glutamatergic neurons. Here, for frequencies between 10 and 50 Hz, LTP is induced
when presynaptic spiking occurs around 10-15 ms (sometimes less) before postsynap-
tic firing (‘pre before post’), and LTD is seen when the order is switched (‘post before
pre’) (Markram et al., 1997b; Sjöström et al., 2001). Of note, a single excitatory neu-
ron can form synapses with distinct properties onto different postsynaptic partners,
forming synapses onto other PCs that display short-term depression and synapses onto
INs that display facilitation (Markram et al., 1998). The concept of target-specific
differences in synaptic transmission was provided initially by work on invertebrates
(Frank, 1973; reviewed in Tóth and McBain 2000). A study by Thomson (1997) in the
rat neocortex showed that depending on the postsynaptic partner, PCs form depress-
ing or (more rarely) facilitating synapses onto postsynaptic PCs, while forming only
facilitating synapses onto INs. Studies by Shigemoto et al. (1996) and Scanziani et al.
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(1998) in the hippocampus, showed target-specific differences in presynaptic mGluR
expression among terminals of single PC axons. Conversely, two distinct afferent path-
ways converging onto the same postsynaptic IN can exhibit distinct AMPARs (Tóth
and McBain, 1998).
IN diversity is reflected in the diversity of mechanisms by which LTP and LTD of
their excitatory inputs can be induced (Lamsa et al., 2010). Interestingly, LTP of ex-
citatory connections is specific to the type of postsynaptic IN (Lamsa et al., 2007; Lu
et al., 2007; Nissen et al., 2010). For example, a study carried out in L2/3 of the so-
matosensory cortex showed that STDP was remarkably different between FS and low
threshold spiking (LTS) IN subpopulations (Lu et al., 2007). In another study, carried
out in the hippocampus, plasticity differences were seen among INs with similar ax-
onal branching patterns dependant on their neurochemical markers; LTP or LTD was
induced in PV-positive INs (according to their axonal targeting domain) while the same
induction protocol produced no plasticity in INs expressing the cannabinoid receptor-1
(CB1) (Nissen et al., 2010). Such studies highlight why, in recent years, neurochem-
ical markers have become important as additional tools to classify IN subpopulations
(Ascoli, 2008).
As described below, LTP and LTD are triggered by changes in postsynaptic Ca2+.
Regardless of the timing and frequency of pre- and postsynaptic spiking, slower and
smaller elevations of intracellular Ca2+ tend to give rise to LTD while faster and larger
changes induce LTP (Sjöström and Nelson, 2002). However, the route of calcium entry
– reflecting the specific postsynaptic receptor expression – influences the form of LTP
expressed.
1.7.1 The role of Ca2+ in synaptic plasticity
Hebbian LTP in PCs is generally believed to require NMDAR activation (Collingridge
et al., 1983). The resulting rise of Ca2+ in dendritic spines (Nicoll et al., 1988) triggers
the activation of signaling proteins such as calcium/calmodulin-dependent kinase II
(CaMKII), phosphorylating various targets including postsynaptic density (PSD) pro-
teins and/or AMPARs themselves. This is thought to either (i) create new ’slots’ for
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the capture of additional AMPARs, (ii) phosphorylate AMPARs allowing their capture
by existings slots or (iii) act on membrane trafficking machinery, driving exocytosis of
AMPAR-containing vesicles (Huganir and Nicoll, 2013). The primary change associ-
ated with LTP is the gross increase in the number of AMPARs at the synapse (Huganir
and Nicoll, 2013; Lüscher et al., 1999; Sjöström et al., 2008). Whether this includes
the initial transient insertion of CP-AMPARs, is disputed (Adesnik and Nicoll, 2007;
Plant et al., 2006). Additonally, LTP has been associated with an increase of the single-
channel conductance of AMPARs (Benke et al., 1998) and CaMKII phosphorylation of
the GluA1 AMPAR subunit has been shown to regulate AMPAR channel conductance
(Derkach et al., 1999).
Ca2+ influx can also occur via receptors other than NMDARs – specifically via CP-
AMPARs, which have been also implicated in the induction of LTP (Kullmann and
Lamsa, 2007; Lamsa et al., 2007; Oren et al., 2009). As discussed in section 1.3 on
page 17, NMDARs are known to act as coincidence detectors, being blocked by ex-
tracellular Mg2+, requiring glutamate binding and depolarization for their activation
(Corlew et al., 2008). CP-AMPARs on the on the other hand are blocked by intracel-
lular polyamines, such as spermine and spermidine, at depolarised voltages and have
a greatest conductance at hyperpolarised voltages. These opposite requirements mean
that NMDARs and AMPARs are involved in Hebbian and anti-Hebbian plasticity, re-
spectively (Kullmann and Lamsa, 2007). The induction of anti-Hebbian (unlike Heb-
bian) LTP requires presynaptic activity in the absence of postsynaptic depolarisation
(Lamsa et al., 2007).
Glutamatergic synapses onto PCs can activate different subtypes of AMPARs than do
those onto aspiny INs (Hestrin, 1993). Specifically, the GluA2 subunit is less abundant
in INs than in PCs (Kullmann and Lamsa, 2007). Excitatory connections onto differ-
ent INs also show variations in ionotropic glutamate receptor expression. CI-AMPARs
are often found at synapses that contain a significant number of NMDARs, while CP-
AMPARs are often found at synapses with low numbers of NMDARs (Kullmann and
Lamsa, 2007). Studies carried out on hippocampal INs show a crucial role of CP-
AMPARs in the induction of anti-Hebbian LTP. This form of plasticity is activated
by pre- but not postsynaptic firing, and plays an important role in the hippocampal
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feedback circuit, orchestrating the overall excitability of PCs (Kullmann and Lamsa,
2007). Another study on hippocampal INs showed that NMDAR-dependent Hebbian
LTP was activated by pre- and post-synaptic firing, and was seen at INs that play a
leading role in hippocampal feed-forward inhibition, enhancing disynaptic inhibition
(Lamsa et al., 2005; Szabo et al., 2012). The exact molecular players underlying pla-
siticity of connections onto INs in the neocortex has still to be elucitated.
In the following chapters, I explore the presence of AMPAR subtypes at the two major
neocortical IN types, the BC and MC. After introducing the Methods (Chapter 2), the
first Results chapter (Chapter 3) describes the morphology of the INs, the second Re-
sults chapter (Chapter 4) explores the electrophysiology of the IN types, including the
current-voltage relationship of mEPSCs and their block by Naspm. In the final Results
chapter (Chapter 5) I describe immunolabelling results examining the expression of
the GluA2. The final chapter (Chapter 6) is a general Discussion.
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Chapter 2
Methods and Materials
2.1 Animals
All experiments were performed using tissue from juvenile mice aged between post-
natal days 14 and 21 (P14–P21). Of note, although the use of mice in this age range
may have been expected to increase the variability in several synaptic parameters, as
there are rapid developmental changes occurring in the third postnatal week, this was
not particularly apparent in measures such as mEPSC, amplitude, risetime and decay
(see Chapter 4). Four groups of mice were used: (a) FVB-Tg (GadGFP) 45704Swn/J
(Jackson Laboratories 003718), commonly referred to as the GIN line (Oliva et al.,
2000), (b) CB6-Tg(Gad1-EGFP)G42Zjh/J (Jackson Laboratories 007677), commonly
referred to as the G42 line (Chattopadhyaya et al., 2004), (c) the naturally occurring
mutant stargazer (stg/stg) (Letts et al., 1998; Noebels et al., 1990) and (d) C57BL/6
‘wild-type’ (WT).
In the two transgenic lines, enhanced green fluorescent protein (EGFP) is expressed
under the control of the Gad1 (GAD67; glutamic acid decarboxylase 67) gene pro-
moter. In the first group, transgene expression has been shown to occur throughout the
CNS in a specific subpopulation of GABAergic INs that express SOM (Oliva et al.,
2000). In the second, EGFP has been shown to occur in a specific subpopulation of
GABAergic INs that express PV (but not SOM or cholecystokinin) (Chattopadhyaya
et al., 2004). Thus, these animals allowed targeted patching from identified cortical
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IN subgroups. Typically, the colonies were maintained by breeding hemizygous mice
to C57BL/6 animals. Occasionally, for both GIN and G42 lines (hereafter referred to
as ‘SOM’ and ‘PV’ mice), hemizygous animals were crossed. Offspring were identi-
fied as GFP-expressing at P0–P2 by illuminating them with a blue light emitting diode
(LED) (492/18 nm single-band bandpass filter; Semrock FF01-482/18-25) and view-
ing the head through a coloured glass filter (495 nm longpass; Thorlabs FGL 49S).
Stargazer mice were bred from +/stg mice (C57BL/6 background) and were identi-
fied according to their phenotype – smaller body size, abnormal head movements and
unsteady gait (Noebels et al., 1990).
All procedures for the care and treatment of mice were in accordance with the UK
Animals (Scientific Procedures) Act 1986.
2.2 Slice preparation
Cortical slices were prepared from mice of both sexes, as described previously for
rats (Sjöström et al., 2001). To anaesthetise the mice they were placed in a perspex
induction chamber with a mesh floor, beneath which were placed three cotton buds
soaked in isoflurane (IsoFlo; Abbott Laboratories). The chamber was connected to
a vacuum pump (Fluovac PY2 34-0387; Harvard Apparatus) and an activated carbon
anaesthetic scavenging filter (Fluosorber PY2 34-0415; Harvard Apparatus). When
animals became inactive they were removed from the chamber and tested for the loss
of a hind limb withdrawl reflex (in which pinching the foot of one hind limb would
normally cause flexion of the stimulated limb). They were then rapidly decapitated
using a sharp pair of scissors.
Using a scalpel blade (No. 11; Swann Morton) a cut was made along the midline of
the scalp to remove the fur and skin. Using small scissors, one cut was made along the
midline of the skull, two cuts were made to the rear of the occipital bone and a final
cut was made between the eyes, allowing the surface of the skull to be lifted off with
forceps and the brain removed using a small curved spatula. The brain was placed into
a dish (with a 5% Sylgard base) containing ice-cold slicing solution. This solution
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contained (in mM): 87 NaCl, 75 sucrose, 26 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 0.5
CaCl2, 7 MgSO4, and 25 glucose (pH 7.4 when bubbled with 95% O2 and 5% CO2).
While submerged in ice-cold slicing solution the brain was dissected along the midline
using a scalpel blade (No. 22; Swann Morton). For each hemisphere two off-coronal
cuts (20 degrees from vertical) were used to isolate a tissue block containing the vi-
sual cortex. Both blocks were glued (Loctite SuperGlue) to the slicing platform of
a vibratome (VT1200S; Leica). The platform was then secured in the slicing cham-
ber which was filled with ice-cold slicing solution (bubbled with 95% O2 and 5%
CO2). Near-coronal slices containing the visual cortex were cut at 300 mm thickness.
Slices were then transferred using a reversed pasteur pipette to an incubation chamber
were maintained for 20–30 minutes at 37°C. Slices were then allowed to cool to room
temperature and transferred to a second incubation chamber containing ‘recording’ so-
lution containing (in mM): 125 NaCl; 2.5 KCl; 1 MgCl2; 1.25 NaH2PO4; 2 CaCl2; 26
NaHCO3; 25 glucose, bubbled with 95% O2 and 5% CO2. The slices were maintained
in this chamber for up to 6 hours.
Of note, since the first successful use of acute brain slices for patch-clamp electro-
physiology (Edwards et al., 1989), various modifications to the originally described
procedure have been investigated with a view to improving the quality of slices (i.e. to
maximise the survival of healthy neurons amenable to patch-clamp recording) (Moyer
and Brown, 1998; Tanaka et al., 2008; Ye et al., 2006; Zhao et al., 2011). These have
generally involved modifications to the solutions used for cutting and incubation. Such
alterations have included (but not been limited to) the addition of ascorbic acid (Borst
et al., 1995; Rice et al., 1994) or pyruvate (Borst et al., 1995; Forsythe, 1994) to the
conventional NaCl-based slicing solution, slicing in a K-gluconate solution to mimic
the intracellular medium and thus prevent entry of calcium and other extracellular ions
into cut neurites (Dugué et al., 2005), or slicing at a near-physiological temperature
(34°C) (Huang and Uusisaari, 2013). Although I did not attempt any of these more
exotic approaches, I found that partial replacement of sodium with sucrose (Aghaja-
nian and Rasmussen, 1989; Geiger and Jonas, 2000) helped maintain the survival of
INs, which are generally considered less resistant to various insults during the slicing
process than, for example, PCs. When combined with the relatively young age of the
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mice used (older animals tend to exhibit less resistance to anoxic damage during brain
removal and increased myelination making slicing more difficult), this modification
alone allowed the successful production of healthy slices. The precise composition of
my slicing solution was adapted from Winterer et al. (2011) (see Table 2.1).
2.3 Visualisation and targeted patching of cells
Cortical slices were transferred to a shallow submerged recording chamber (~ 2.5 ml
volume) mounted on the stage of an upright microscope (see below; section 2.3.1) and
secured with a platinumwire harp strung with 4–5 individual nylon fibres teased from a
pair of tights (Edwards et al., 1989). The chamber was perfused at a rate of 2–3 ml/min
with gravity-fed recording solution that was continuously bubbled with 95% O2 and
5% CO2. The solution was heated using an in-line heater (HPT-2A heated perfusion
tube; ALA Scientific Instruments). The temperature of the chamber was monitored
with a thermistor probe and maintained at 32-34°C with a feedback controller (Sci-
entifica). The bath temperature was continually displayed and recorded using custom
software (Sjöström et al., 2001) running in Igor Pro 6 (WaveMetrics Inc.) on a PC
(SL-4U-H67CL-HA; SuperLogics) running Windows 7 operating system (Microsoft).
2.3.1 Two-photon laser scanning microscope (2PLSM)
Slices were visualised following standard procedures (Tsai and Kleinfeld, 2009) using
a custom-built 2PLSM (SliceScope; Scientifica) fitted with a multiphoton detection
unit (MDU; Scientifica). The microscope was equipped with a motorized objective
changer housing a 4x non-immersion objective (PlanN, 4x/0.10; Olympus) and a 40x
water-immersion objective (LUMPlan FI/IR, 40x/0.8; Olympus).
The slice was illuminated from beneath (through a high-NA oil immersion condenser
lens) with an 850 nm LED (M780L2; Thorlabs) and viewed using an infrared (IR)-
sensitive charge-coupled device (CCD) camera (WAT-902H Ultimate; Watec). Con-
trast enhancement was provided by a Dodt-gradient contrast tube (Dodt and Zieglgäns-
berger, 1990; Stuart et al., 1993). This consisted of two lenses forming a 1X telescope
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Slicing solution Recording solution
Compound Concentration (mM) Compound Concentration (mM)
NaCl 87 NaCl 125
NaHCO3 26 NaHCO3 26
KCl 2.5 KCl 2.5
NaH2PO4 1.25 NaH2PO4 1.25
CaCl2 0.5 CaCl2 2
MgSO4 7 MgCl2 1
D-glucose 25 D-glucose 25
D-sucrose 75
Table 2.1: Composition of external solutions. The pH of the solutions was adjusted
to 7.3 by bubbling with 95% O2and 5% CO2. For both solutions the osmolality was
adjusted with D-glucose to obtain a value of 336-340 mOsm. All chemicals were from
Sigma, Fisher or VWR.
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(LA1401 plano-convex lenses; Thorlabs) with a spatial filter (hand-cut from blackout
foil) and a diffusor (DG20-1500-MD; Thorlabs) placed between the lenses (Nevian,
2003). Optimum contrast enhancement, combined with reduced scattering of IR illu-
mination, allowed neurons to be visualised up to 100 mm beneath the slice surface.
Two-photon excitation was achieved using a mode-locked femtosecond pulsed Ti:Sa
laser (MaiTai BB; Spectraphysics) gated using mechanical shutters (LS6ZM2/VCM-
D1; Uniblitz). The laser beam was divided between two setups using a polarizing
beam splitter (GL10-B; Thorlabs). Laser power was adjusted using a polarizing cube
beam splitter (PBSH-450-1300-100; Melles Griot) and half-wave plate (AHWP05M-
980; Thorlabs) and monitored with a power meter (13PEM001/1; Melles Griot) by
picking off a fraction of the beam with a glass slide.
The laser beamwas raster scanned across the sample by galvanometric mirrors (GVSM-
002/M 5mm; Thorlabs). Fluorescence detection was achieved by using two photomul-
tiplier tubes (PMTs) (2PIMS multiphoton detection modules; Scientifica). 2PLSM
reflected fluorescence was gathered with a dichroic and emitter passing 350–650 nm
(FF665-Di01 and FF01-680/SP-25; Semrock). Fluorescence light was directed to the
red- and green-selective PMTs using a second dichroic (FF560-Di01; Semrock) with
red and green emitters (ET630/75m and ET525/50m; Chroma).
Transmitted laser light was used to perform laser scanning Dodt-contrast imaging, al-
lowing viewing of the slice at the same time as the captured fluoresence images. The
laser beam first passed through the specimen, a high-NA oil immersion condenser
lens, and then travelled through the Dodt-gradient contrast tube. After the Dodt tube,
a fraction of the laser beam was picked off using a glass slide or 50/50 beam split-
ter (BSW17; Thorlabs) and focused onto an amplified diode (PDA100A-EC; Thor-
labs). Imaging data were collected with PCI-6110 A-D boards (National Instruments)
using custom-modified versions of ScanImage v3.5-3.7 (Pologruto et al., 2003) and
displayed in Matlab (MathWorks).
43
CCD
Mai Tai
690-1040 nm
PMTA
PMTB
iris
half λ plate
polarising
beamsplitter
power meter
sensor shutter
scan lens
movable silver mirror
dichroic
dichroic
objective
galvos
condenser
mirror
gradient contrast tube
specimen
mirror
photodiode
LED
excitation light
LED
transmitted light
fluorescence light
polarising
beamsplitter
half λ plate
glass slide
Figure 2.1: Schematic diagram of the two-photon microscope. For a detailed de-
scription refer to the text. The PMTs (A and B) are coloured to represent the colour of
the detected fluorescence light.
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2.3.2 Cell identification
I first located the visual cortex using the 4x objective. Having switched to the 40x
objective, the primary visual cortex was identified based on the presence of a granular
L4. Cortical L5 was found below this layer and identified by the presence of large
PCs with triangular somata (around 10–20 mm in diameter) and thick ascending apical
dendrites.
For slices from PV and SOMmice, the Ti:Sa laser was tuned to 870–890 nm in order to
obtain an appropriate excitation wavelength. INs in L5 were identified by their EGFP
expression (the presence of a signal on the green PMT channel). To adjust sensitivity,
the PMT high-voltage power supply was varied to between 700 and 1000 V. Using a
40x objective, GFP-expressing cells were imaged using ScanImage at different mag-
nifications (zoom 1 to 3). Once a suitable EGFP-expressing cell was located (i.e one
in L5 that was not too close to the slice surface, allowing preservation of neurite abori-
sation), a z-stack was acquired (2 ms/line over 512 x 512 pixels and 2 mm steps in the
z-direction). The slow line speed resulted in a prolonged pixel dwell time, improv-
ing the signal-to-noise ratio. Three images were acquired per slice and averaged to
further reduce background noise. Stacks were processed in MacBiophotonics ImageJ
(www.macbiophotonics.ca). The EGFP-expressing cell of interest was ‘marked’ in the
laser scanning Dodt contrast z-stack, allowing selection of the same cell in the live IR
CCD camera image for patching (see Figure 2.1).
For slices from non-transgenic animals, BCs were selected based on their small round
somata (roughly 8–10 mm). MCs were targeted based on their ovoid, non-pyramidal
appearance of their somata (typically larger than BCs but smaller than PCs) and the
absence of the thick ascending apical dendrite characteristic of PCs.
In all recordings, the internal solutions (see Tables 2.2) contained 30–40 mM Alexa
Fluor 594 to allow full morphological visualization and reconstruction. After achiev-
ing whole-cell configuration (see section 2.5) a minimum of 30 minutes was allowed
to provide enough time for thinner and more distal structures to be filled before the
cell was imaged. The Ti:Sa laser was tuned to 820 nm for the optimal excitation wave-
length of Alexa Fluor 594 for 2PLSM. The fluorescence collection was made via the
45
red PMT channel. The filled cell was imaged by acquiring a z-stack using ScanImage
(2 ms/line over 512 x 512 pixels and 1 or 2 mm steps in the z direction). In order to re-
duce noise, each slice depth was an average of three captured frames. The laser power
was initially set to low, then gradually increased deeper into the slice – compensating
for light scattering in the slice. Correct cell targeting was verified by comparing the
Alexa Fluor 594 and GFP stacks. For illustration, maximum projection images of cells
were generated, 3D-median filtered and pseudo-coloured using ImageJ.
Appropriate cell targeting was confirmed by morphological and electrophysiological
analysis (see sections 2.4 and 2.5).
2.4 Analysis of cell morphology
2.4.1 Fluorescence reconstruction
To create reconstructions of neurons from 2PLSM imaging, multiple z-stacks were
made to capture each neuron’s entire fluorescence signal. The resulting stacks had
brightness and contrast adjusted in ImageJ and were saved as 16-bit .tiff files. Regis-
tration of the stacks and manual 3D reconstruction of each neuron was carried out us-
ing Neuromantic version 1.6.3 (http://www.reading.ac.uk/neuromantic/) (Myatt et al.,
2012). Different labels were assigned to somatic/axonal and dendritic segments. The
resulting reconstructed morphologies were saved as .swc files. In addition, to lo-
cate each cell in relation to the neocortical layer boundaries, fluorescence stacks and
laser-scanning Dodt-contrast stacks were overlaid. Layer boundaries were identified
through the presence of large PC somata in L5, a slightly thinner and darker granular
L4, and an L1 that generally lacked cell bodies. Also the boundary of the overlaid
laser-scanning Dodt-contrast stacks for each cell were marked to identify the extent of
each neuron. The resulting .swc files were saved in the same coordinate space as the
corresponding reconstruction. Scaling (pixels/mm) was determined from the image of
a graticule. In the rare case that post-hoc analysis of the Dodt contrast stacks revealed
incorrect cell position (e.g. in L4 or L6), the neurons were discarded without further
analysis.
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Figure 2.2: Targeted patching of a GFP-expressing cell. (A) Image of a visual cortex
L5 GFP-expressing IN in a slice from a P19 mouse (‘SOM’ line). (B) Corresponding
laser scanning Dodt contrast image. (C) The GFP image overlaid with its Dodt contrast
image. (D) The same IN as in A, filled with Alexa-594 from the patch electrode. (E)
The laser scanning Dodt contrast image with the patch electrode. (F) An overlay of
the GFP and Alexa-594 images.
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2.4.2 Morphometric analysis
Quantitative analysis of the reconstructions was performed using in-house custom soft-
ware ‘qMorph’ written in Igor Pro. Reconstructions were slighty rotated about the
soma to align the image with the pia horizontal and at the top and centered on the
L4/5 boundary (Buchanan et al., 2012). The morphometric analysis of the reconstru-
tions consisted of the creation of density maps, convex hulls and Sholl analysis (Sholl,
1953). Density maps were created, having each compartment of a reconstruction of a
cell represented by a two-dimensional Gaussian aligned on its XY center, with its am-
plitude proportional to compartment length and standard deviation set to a constant 25
µm. For each cell, these Gaussians were summed to create a smoothed 2D projection
of the morphology cross-section (density map). The density map of each individual
reconstruction was normalized, to enable averaging across reconstructions. Within
each individual cell, axons and dendrites were density-mapped separately. Ensem-
ble maps were normalized, gamma-corrected to visualise weaker densities, assigned
colour lookup tables (yellow-to-white for the axons and magenta-to-white for the den-
drites) and merged by a logical OR. The resultant coloured density maps are thus in
arbitrary units and the appearance of symmetry in density maps is a result of mir-
roring of reconstructions. However all statistical comparisons were carried out on
non-mirrored data.
The convex hull of a neuron determines the outline of the neuron by connecting the
tips of the processes of the cell (Kawa et al., 1998). Convex hulls of individual recon-
structions were generated separately from 2D projections of the axonal and dendritic
arbours using qMorph, using the gift-wrapping algorithm (Jarvis walk). Sholl analysis
(Sholl, 1953) is a classical method of quantitative analysis to characterise cell morphol-
ogy based on counting the number of neurites crossing a series of circles (centered on
the soma) with increasing radii. Sholl analysis was implemented in qMorph by re-
aligning reconstructions on somata, using radial coordinates to move in 6.5 µm steps
from r = 0. Sholl diagrams were averaged without normalisation.
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2.5 Electrophysiology
Whole-cell recording pipettes were pulled from 1.5 mm o.d. medium-walled borosil-
icate capillaries (G150F-4; Warner Instruments) using a horizontal electrode puller
(P-97; Sutter Instruments). The electrodes were filled with an internal solution con-
taining (in mM): 5 KCl; 115 K-gluconate; 10 K-HEPES; 4 MgATP; 0.3 Na3GTP; 10
Na-phosphocreatine and 0.1% w/v biocytin, adjusted with KOH to pH 7.3. Using the
Nernst equation, the chloride reversal potential was calculated as –86.4 mV. For cer-
tain voltage-clamp recordings, a different solution was used. This contained (in mM):
100 Cs-gluconate; 5 CsCl; 10 HEPES; 8 NaCl; 0.2 EGTA; 2 MgATP; 0.3 Na3GTP; 20
K2 ATP; 10 Na-phosphocreatine; 5 QX-314 chloride (adjusted to pH 7.3 with CsOH).
The chloride reversal potential was calculated to be –52.7 mV. To account for the ex-
tracellular fluid osmolality of mice (see, for example Bourque, 2008) the extracellular
recording solution (see section 2.2) was adjusted to 338 mOsm using dextrose and
the internal solutions were adjusted to 310 mOsm using sucrose. Measurements were
made using a freezing-point osmometer (Model 3320; Advanced Instruments Inc.).
Although these values are higher than those typically used for recordings of cells from
rats (Sjöström et al., 2001), they gave reliable high quality recordings. The internal so-
lutions were stored as frozen 1 ml aliquots and 20–40 mM Alexa Fluor 594 was added
immediately before use. Internal solutions were filtered through a 0.2 mm syringe-
tip filter (176-0020; Nalgene) and applied through a MicroFil 28 gauge micropipette
(World Precision Instruments). The pipette glass contained an internal filament allow-
ing the solution to rapidly flow down to the pipette tip by capillary action.
The patch pipette was mounted in a ISO-S-1.5G electrode holder (G23 Instruments)
connected to the current- and voltage-clamp headstage (CV-7B; Molecular Devices)
of a patch-clamp amplifier (Multiclamp 700B; Molecular Devices), which controlled
the electrode potential and amplified current and voltage signals. The electrode holder
served three important functions. (1) It provided electrical connection to the pipette
via a silver wire coated in AgCl; the Ag/AgCl interface allowed the flow of ions in
the solution to be converted to a flow of electrons in a copper wire. (2) It allowed
the application of positive and negative pressure to the back of the pipette. (3) It
provided a mechanically stable mounting for the electrode. Stability of electrodes dur-
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K-gluconate internal solution
Compound Concentration (mM) Source
KCl 5 Sigma
K-gluconate 115
(from D-gluconic acid + KOH) Sigma
HEPES 10 Sigma
MgATP 4 Sigma
Na3GTP 0.3 Sigma
Na-phosphocreatine 10 Sigma
biocytin 0.1% (w/v) Sigma
Cs-gluconate internal solution
Compound Concentration (mM) Source
CsCl 5 Sigma
NaCl 8 VWR
Cs-gluconate 100
(from D-gluconic acid + CsOH) Sigma
HEPES 10 Sigma
MgATP 2 Sigma
K2ATP 20 Sigma
Na3GTP 0.3 Sigma
Na-phosphocreatine 10 Sigma
EGTA 0.2 Sigma
QX-314 chloride 5 R&D Systems
Table 2.2: Composition of internal solutions. The pH of the solution was adjusted to
7.3 with KOH or CsOH respectively. The osmolality for both solutions was adjusted
with sucrose to obtain 310 mOsm. Alexa Fluor 594 10–40 mM were added immediat-
ley before use. TEA (5 mM) was added in RI experimental condition.
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ing patch-clamp recording is essential but movement often occurs during changes in
pipette pressure. This is typically most problematic when applying suction in order
to rupture the patch of membrane beneath a cell-attached electrode to enable whole-
cell recording (see below). The holder minimised such movement by supporting the
electrode at two points with rubber O-rings at either end of an internal polycarbonate
cylinder. To complete the circuit, a AgCl pellet bath electrode was connected to the
rear of the headstage. The headstage was mounted on motorised micromanipulator
(PatchStar; Scientifica). Signals were displayed on an oscilloscope (TDS 2042B; Tek-
tronix) and digitised using a PCI-6229 A-D board (National Instruments) using custom
software (Sjöström et al., 2001) running in Igor Pro 6.
To obtain the whole-cell configuration (Hamill et al., 1981), the recording pipette was
lowered into the recording chamber and visualized with the 40x objective above the
plane of the slice. To keep the pipette tip clear of debris that might impede seal for-
mation, positive pressure was applied to the electrode before immersion into the bath
solution (Edwards et al., 1989). In the voltage-clamp configuration, a –5 mV ‘seal’ test
pulse was applied at 50 Hz using the Multiclamp Commander (Molecular Devices).
Pipette offset was adjusted to 0 pA and fast capacitance was nulled. Electrode resis-
tance (typically 3–6MW) was determined from the current response to the voltage step.
The seal formation between the pipette and the cell membrane was monitored accord-
ing to changes in the electrode resistance. When the electrode was moved towards the
cell, an expanding dimple on the cell membrane was observed. This contact with the
cell coincided with an increase in the tip resistance. The positive pressure was taken
off and a gentle suction (negative pressure) was applied to increase the seal between
the cell membrane and the electrode (Suchyna et al., 2009). The holding potential
was slowly brought from 0 mV to –65 mV and the holding current was monitored
until a seal of 5–10 GW (equivalent to holding current of 6.5–13 pA) was achieved.
To gain electrical access to the cell, the membrane was ruptured by applying a slow
ramp of suction. Successful access to the cell was indicated by the sudden appearance
of capacitance transients (reflecting the ‘newly added’ cell membrane) and a drop in
resistance (see section 2.5.2).
For each electrophysiological recording, the bath and pipette electrode were in con-
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tact with solutions of different ionic composition. This produced a source of a steady
potential difference between the two electrodes that is termed the liquid junction po-
tential. This liquid junction potential introduces errors to true measurements of the
membrane potential. The introduced potential difference depends on the difference in
ionic charge between the internal and external solutions as well as the relative mobil-
ity of ions (dependent on the relative size of each individual ion) (Barry and Lynch,
1991; Barry, 1994). For the K-gluconate internal solution the liquid junction potential
was directly measured as –9.3 mV, whereas for the CsCl internal solution it was –10.7
mV. The liquid junction potential was determined by filling the recording pipette with
internal solution, lowering it into the bath that contained the same internal solution,
zeroing the pipette offset then exchanging the solution in the bath for external solu-
tion and recording the change in voltage. In line with previous work (Buchanan et al.,
2012), voltages in current-clamp recordings were not corrected. However, corrections
were applied when calculating rectification index (see Chapter 4).
2.5.1 Current-clamp recordings
All current-clamp recordings were made with the K-gluconate internal. After estab-
lishing the whole-cell recording in voltage-clamp mode, the amplifier was switched
to current-clamp mode and the resting membrane potential was noted (with no cur-
rent injection). During recordings, the command current, bath temperature and mem-
brane potential were continuously monitored. Signals were were filtered at 10 kHz
and acquired at 20 kHz. To determine properties of the cell and its firing behaviour
(including action potential height, threshold, half-width and after hyperpolarisation
as well as firing rate accomodation; see section 2.6.1), current steps (500 ms-long)
were injected, from –200 to +700 pA at 40 pA increments. The input resistance was
monitored throughout the recording by measuring the steady-state membrane potential
change in response to a 250 ms 25 pA hyperpolarising current step applied at the start
of each recorded sweep. Cells were only included if their resting potential was more
hyperpolarised than –60 mV and if they exhibited overshooting action potentials.
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2.5.2 Voltage-clamp recordings
To record membrane currents the amplifier was switched back to voltage-clamp mode.
In this mode a current-following operational amplifier in the headstage maintains a set
potential difference (Vc) between the pipette and bath electrode by injecting current
(Ip) that is proportional to, but with a reversed polarity to, fluctuations in the mem-
brane current. Changes in membrane current are measured as the voltage drop across
a feedback resistor (Rf) (see Figure 2.3). Because the current follower ‘clamps’ the end
of the electrode (not the membrane potential), current flow accross the series resistance
(Rs) causes a voltage drop. This effective resistance, the sum of the pipette resistance
and the access resistance (the resistance of the access between the pipette and the cell)
is always larger than the open pipette resistance, due to intracellular debris that par-
tially occludes the pipette tip. In my recordings, the series resistance was typically
~8–15 MW. Also, the presence of the cell capacitance (Cm) in series with Rs acts as
a low-pass filter (time constant t ⇡ RsCm) that slows down any changes in recorded
membrane current. To minimise the voltage errors and unwanted filtering caused by
the interaction of the series resistance and cell capacitance, I used electrodes of low re-
sistance (see section 2.5) and used series resistance compensation to effectively reduce
this resistance further.
As described above, a –5 mV test pulse was applied. The resulting fast pipette ca-
pacitance transient (from Cp in Figure 2.3) was nulled prior to patch rupture. On
breakthrough into the whole-cell mode, the whole-cell capacitance transients were
also nulled. Both processes were achieved by adjusting amplifier circuits that couple
the command voltage via a variable resistor and capacitor in series (amplifier filter set
at 10 kHz). This allowed a capacity current equal to the current needed to charge Cp or
Cm to bypass the amplifier. These adjustments are cosmetic in that they do not change
anything at the cell, but simply affect the output signal. However, they help prevent
amplifier saturation (and oscillation) and provide an estimate of the series resistance
that the amplifier uses for the subsequent series resistance compensation. I compen-
sated for series resistance by adjusting the correction positive feedback circuit in the
headstage, which introduces an additional current into the cell (a fraction of the output
is added to the command potential). As current and resistance are inversely related
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Figure 2.3: Equivalent circuit diagram of a whole-cell voltage-clamp recording.
The single capacitor and resistor for the equivalent circuit of a one-compartment cell
are shown in black – the additional capacitor and resistor in grey indicate the more
realistic equivalent circuit for a neuron with somatic and dendritic compartments. Ab-
breviations: Cm membrane capacitance; Cp pipette capacitance; Ip electrode current;
Rs series resistance (pipette resistance plus access resistance); Rf feedback resistor; Rm
membrance resistance; Vc command voltage; Vm membrance voltage (modified from
Barbour, 2011).
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according to Ohm’s law, the correction effectively reduces the series resistance. The
amount of current injected by the amplifier was adjusted as a percentage of the se-
ries resistance determined during the RC adjustment. In practice, after cancellation,
the RC circuit was turned off and I applied as much correction as possible before the
capacitive current shape began to distort – a prelude to ‘ringing’ (oscillation due to
overcompensation of the positive feedback). Typically, I achieved between 50 and
80% compensation. This was periodically checked throughout the recording and care
was taken to note any changes in series resistance as indicated by altered background
current noise. Recordings were rejected if the (uncompensated) series resistance in-
creased above 25 MW or altered by >30%. The typical BC whole-cell capacitance of
~20 pF and uncompensated series resistance of 4 to 19 MW gave a lowpass corner fre-
quency of ~0.5 kHz to 2.4 kHz. The typical MC whole-cell capacitance of ~16.5 pF
and uncompensated series resistance of 5 to 23 MW gave a lowpass corner frequency
of ~0.6 kHz to 2 kHz.
Whole-cell recordings of mEPSCs were acquired at various holding potentials, in
the presence of 20 mM D-AP5, 20 mM 2-(3-carboxypropyl)-3-amino-6-(4 methoxy-
phenyl) pyridazinium bromide (SR-95531), 1 mM [S-(R*,R*)]-[3-[[1-(3,4-dichloro-
phenyl)ethyl]amino]-2-hydroxypropyl](cyclohexylmethyl) phosphinic acid (CGP 546-
26) and 500 nM tetrodotoxin (TTX). The current was filtered at 4 kHz and sampled at
20 kHz. Two groups of recordings were obtained: (1) following assessment of firing
properties, mEPSCs were recorded at various negative membrane potentials using the
K-gluconate internal (see Table 2.2), and (2) to allow recording of mEPSCs at positive
voltages, a Cs-gluconate internal was used (see Table 2.2). In most cases, to allow
recordings at positive membrane voltages, TEA was added to the external recording
solution (4 mM) and the internal solution (5 mM).
All intracellular solutions, except those used in control recordings for mEPSC recti-
fication or in assessing Naspm block (see Chapter 4), contained spermine. For ex-
periments examining mEPSC rectification, recordings were made in the absence and
presence of intracellular spermine using a Cs-gluconate internal solution. In the for-
mer case, no spermine was added and endogenous polyamines were buffered with 20
mM K2ATP (Rozov et al., 2012). In experiments examining Naspm block of mEPSCs
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(see Chapter 4) I used a K-gluconate solution without added spermine (but with no
additional ATP buffering). In all other recordings a free spermine concentration of
~40 mM was used. To achieve this, 500 mM spermine tetrahydrochloride was added to
the Cs-gluconate internal solution (containing high K2ATP) and 100 mMwas added to
the K-gluconate solution (Rozov et al., 2012). Individual sweeps of 10 s duration were
acquired every 10 or 15 s. To assess potential changes in series resistance, a –5 mV
step was applied at the start of each sweep.
2.6 Analysis of electrophysiological data
2.6.1 Current-clamp analysis
Voltage records were analyzed using in-house software routines in Igor Pro (Buchanan
et al., 2012). The following values were determined:
• Resting membrane potential (Vm; mV) was taken from the mean of the first 50
ms of the average of all sweeps (typically 12) in the recording.
• Input resistance (Ri; MW) – the sum of membrane resistance (Rm) and the series
resistance (Rs) – was determined from the average wave, as the maximal voltage
deflection/the –25 pA current injection.
• Membrane time constant (tm; ms) was measured from an exponential fit to the
average voltage deflection in response to the –25 pA current injection at the start
of each sweep (ignoring any initial deflection due to the series resistance).
• ‘Ih measure’ – a measurement of the ‘sag’ (a delayed depolarisation) in the volt-
age response to a step hyperpolarising current injection, reflecting the presence
of hyperpolarisation-activated cyclic nucleotide-gated (HCN) channels underly-
ing the Ih current (McCormick and Pape, 1990; McCormick and Huguenard,
1992) – was calculated from the voltage response to the first (most negative)
current injection.
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• Spike threshold (mV) was determined from the first spike in the rheobase sweep
(the first current injection for which spikes were generated). lt was calculated as
the minimum voltage of the inflection point determined by subtracting the spike
waveform from a straight line fit to the rising phase of the spike. This method
was chosen as it is a more reliable method than using a pre-defined threshold of
the second derivative of the spike.
• Spike height (mV) was taken as the difference between spike threshold and spike
peak for the first spike in the rheobase sweep.
• Spike half-width (ms) was the width of the spike at half height for the first spike
in the rheobase sweep.
• Spike afterhypolarisation (AHP) (mV) was measured from the spike threshold
to the post-spike minimum for the first spike in the rheobase sweep.
• Mean frequency at rheobase (Hz) was calculated as the number of spikes evoked
at rheobase/duration of the injected current.
• Mean frequency at ~1.5x rheobase (Hz) was calculated as above but for the
current injection closest to 1.5x the rheobase current.
• Accommodation (%) was calculated as –((1-min ratio of instantaneous frequency)
* 100), where ‘ratio of instantaneous frequency’ was determined from the ratio
of the instantaneous frequencies (1/inter-spike interval) for the first- and last
spike pairs of each sweep.
2.6.2 Miniature current detection and analysis
mEPSCs were detected using NeuroMatic software (version 2.8q; J. Rothman UCL)
running in Igor Pro. For detection only, the records were digitally filtered (low-pass
Butterworth, 2 kHz). Events were detected using either threshold-crossing (Kudoh
and Taguchi, 2002) or template-matching (Clements and Bekkers, 1997) methods, as
discussed in Chapter 4. Initially, baseline noise (current standard deviation; SD) was
assessed by fitting a ‘one-sided’ Gaussian to an all-point histogram of a selected 250–
300 ms long section of the record. For records with negative-going mEPSCs (e.g. at
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–60 mV), the fit was performed using the positive half of the histogram only, enabling
an accurate determination of the background noise (see Figure 2.4). For each recording
voltage, this procedure was repeated 5 times and the average SD taken as the measure
of background noise for that recording. For threshold-crossing detection, I variously
employed an amplitude threshold that was either 2.5 x SD or a fixed value (detailed in
Chapter 4).
For template-matching, a waveform template, with a time course typical of a synaptic
event, was first matched to the current (Clements and Bekkers, 1997). In effect the
template was slid along the recording one sample point at a time, offset and multiplied
by a scaling factor so as to minimize the sum of squared errors (SSE) between the fitted
template and the actual current at each position (fitted template = template * scale +
offset). The SSE was used to determine a standard error, from which a ‘detection
criterion’ was calculated as scale/standard error. This produced a continuous detection
criterion wave, reflecting the similarity of the record to the template. An mEPSC was
then detected when this detection criterion transiently crossed a defined level. For
a correctly aligned mEPSC, the scale measure approximated the peak amplitude of
the event, while the standard error approximated the noise SD. Thus, the detection
criterion was closely linked the signal-to-noise ratio for the detected event. In their
testing of this approach, Clements and Bekkers (1997) concluded that a default value
“provides close to optimum detection sensitivity while ensuring a low rate of spurious
events (false positives)”. Importantly, the threshold setting was shown to be largely
independent of the background noise level, meaning that within limits the algorithm
attempts to “automatically adjusts to compensate for changes in recording noise”.
The templates used were unique to each cell and consisted of a pre-event baseline
followed by an exponential rise and decay:
Template(t) = 0 (t  0)
Template(t) = (1  exp( t/tRise))exp( t/tDecay) (t > 0) (2.1)
For MCs, for example, mEPSC templates were 9 ms long with a 3 ms baseline before
the event; I used rise time constants of 0.2–0.4 ms (mean 0.35 ms) and decay time
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Figure 2.4: Assessment of ‘background’ noise. (A) A short section of mEPSC
recording (–60 mV) from a visual cortex L5 BC in a slice from a P19 PV mouse.
Red dotted line indicates the threshold of 12.25 pA. (B) All-point histogram (black)
of the trace shown in A, with superimposed one-sided Gaussian curve (red) fit only to
left-hand side of the histogram (from +30 to –2 pA). For display, the histogram has
been centered on 0 pA. The values from the fitted Gaussian and the calculated mEPSC
threshold for 2.5 x SD (‘Thresh’) are shown.
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constants of 1–5 ms (mean 4 ms). Typically I used a detection threshold of 3 or 4.
Following their detection, individual events were extracted from the continuous sweeps
and visually inspected. Detected events were rejected if they reflected noise or arte-
factual transients. Mean rates were determined by dividing the total number of events
detected by the length of the recording. The peak amplitude, 20-80% rise time and
37% decay of each event was measured. To reduce error in estimating the risetime,
peak, and decay of noisy mEPSCs, individual events were fitted with an empirical
equation of the form mxh :
f (t) = (1  exp( (t  t0)/tRise))N ⇤ (A1⇤ exp( (t  t0)/tDecay1+A2⇤ exp( (t  t0)/tDecay2))
(2.2)
where tRise, tDecay1and tDecay2 are rise and decay time constants, A1 and A2 are ampli-
tudes of the two decay components and N is a variable exponent. The measurements
(amplitude, 20-80% rise time and 37% decay) were then taken from the fitted curves
(Bekkers and Stevens, 1996; Bekkers and Clements, 1999) (see Figure 2.5).
Analysis of mEPSC statistics at different voltages and calculation of mEPSC rectifica-
tion (see Chapter 4) was performed using custom routines in R (version 3.0.2, The R
Foundation for Statistical Computing, http://www.r-project.org/) using RStudio (ver-
sion 0.98, RStudio, Inc.). The decay of averaged mEPSCs was described by one or
two exponential functions. When fitted with two exponentials, the weighted time con-
stant of decay (tw, decay) was calculated as the sum of the fast and slow time constants
weighted by their fractional amplitudes.
2.7 Immunohistochemistry
2.7.1 Antibody labelling
Antibody labelling was performed using cortical slices from mice at P21. To ensure
a rapid and consistent fixation of brain tissue necessary for high quality immunohis-
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Figure 2.5: Example of the fitting of anmEPSC to facillitate measurement of peak,
rise, and decay. (A) An example mEPSC from the same recording as shown in Figure
2.4. (B) Red trace shows fit equation 2.2 between dashed lines. (C) Amplitude and
kinetic measurements from the fitted waveform.
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tochemical reactions (Fritschy, 2008; Lorincz and Nusser, 2008), mice were anes-
thetized with isoflurane and transcardially perfused with 0.1 M PBS (pH 7.4) followed
by 4% paraformaldehyde. This was done with the assistance of Dr Marzieh Zonouzi.
The mice were decapitated and the brains removed. The brains were checked for ap-
pearance (white/yellow colour) and consistency (firm), indicating effective perfusion.
Cortical tissues were postfixed overnight in 4% paraformaldehyde and placed in 30%
sucrose solution, this was later changed to 10% sucrose solution.
Serial coronal sections containing the visual cortex (40-50 mm thick) were cut using
a sliding microtome (HM 450; Thermo Scientific) and collected in PBS. These free-
floating sections were incubated (4°C, up to 48 hours) with various primary antibodies
(see Table 2.3) in blocking solution containing 20% NGS, 1% BSA and 0.5 % Triton.
Free-floating sections were then washed with carrier solution (2% NGS, 1% BSA and
0.5 % Triton) 4 x 15 minutes and incubated with various secondary antibodies (see
Table 2.4) at room temperature for 1 h in the same solution. After 3 further 15 minute
washes, slices were incubated in diamidino-2-phenylindole (DAPI) (1:1000; Molecu-
lar Probes) at room temperature for 10 minutes, washed once for 15 minutes in PBS
and then mounted on coverslips and kept frozen in the dark before imaging. Primary
and secondary antibodies were initially tested for optimal dilution, with reference to
previously published studies (Antonucci et al., 2012; Cammalleri et al., 2009; Fukaya
et al., 2006; Gonchar et al., 2007; Huang et al., 2013; León-Espinosa et al., 2012;
Massi et al., 2012; Shimuta et al., 2001; Xu et al., 2006). Additionally, the number of
washes, and the temperature of various incubations were varied in order to maximise
the signal-to-noise ratio (minimise background labelling). To control for fluorescence
crosstalk, fluorphores were selected carefully and imaged sequentially.
2.7.2 Confocal microscopy
Mounted sections were imaged with a confocal microscope (Leica SPE). A confocal
microscope was used as this captures light only from the plane of focus, reducing
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Primary antibodies
Description Source Number Species Type Dilution
anti-PV Swant 235 mouse monoclonal 1:500
anti-PV Synaptic Systems 195-004 guinea pig polyclonal 1:200
anti-SOM Millipore MAB354 rat monoclonal 1:100
anti-GluA2 Frontier Institute GluR2C-Rb-Af1050 rabbit polyclonal 1:200-250
anti-GFP Roche 11814460001 mouse mixed monoclonals 1:250
Table 2.3: Details of primary antibodies used for immunolabelling.
Secondary antibodies
Description Source Number Excit./Emis. (nm)
Alexa Fluor 555 Goat Anti-Rat IgG Life Technologies A-21434 555/565
Alexa Fluor 647 Goat Anti-Rabbit IgG Jackson Immuno Research 111-175-144 651⁄667
Alexa Fluor 647 Goat Anti-Guinea Pig IgG Life Technologies A-21450 650⁄668
Alexa Fluor 488 Goat Anti-Rabbit IgG Life Technologies A-11008 488⁄519
Alexa Fluor 647 Goat Anti-Mouse IgG Life Technologies A-21236 650⁄668
Alexa Fluor 488 Goat Anti-Mouse IgG Jackson Immuno Research 115-545-062 493⁄519
Alexa Fluor 647 Goat Anti-Rabbit IgG Jackson Immuno Research 111-175-144 651⁄667
Table 2.4: Details of secondary antibodies used for immunolabelling. Abbrevia-
tions: Excit./Emis. excitation and emission wavelengths. All antibodies were used
at a dilution of 1:250. Note, all secondary antibodies were raised in a species (goat)
different from that in which primary antibodies were raised.
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blur (out-of-focus light), allowing specimens to be optically sectioned and an arbi-
trary number of such optical sections collected into a z-stack representing the 3-D
structure. The key feature of a confocal microscope is a pinhole to restrict the collec-
tion of out-of-focus light by the detector (in this case a photomultiplier tube; PMT).
The tissue was illuminated (as appropriate for the antibody) by light from four low-
noise, solid-state lasers, which were used to provide excitation lines of 405, 488, 561
and 635 nm. For each fluorophore a suitable emission range was specified and laser
power and gain were adjusted (Leica Application Suite, Advanced Fluoresence soft-
ware version 2.3.6). Fluorophores were chosen to have non-overlapping emission
spectra and no bleed through was observed between channels. The following com-
binations were used; DAPI 488ex/405-455em, GFP 488ex/500-545em, anti-GluA2
488ex/500-550em, anti-GluA2 635ex/650-800em, anti-SOM 532ex/560-640em, anti-
PV 635ex/650-800em, anti-PV 488ex/500-550em, Anti-GFP 635ex/690-800em.
The SPE confocal had one PMT, so all multi-channel acquisition was done sequentially
and subsequently merged for analysis. To change the focus when optically sectioning
the samples, a galvanometer-driven stage insert was used to provide specimen scan-
ning (z-step 1 mm). Fluorescent light emitted by the illuminated tissue was collected by
a 10x, 20x or 63x objective (10x Air ACS APO 0.3NA; 20x Multi ACS APO 0.6NA;
63x Oil ACS APO 1.3NA). To avoid photobleaching (irreversible chemical reactions
of the fluorophore molecule resulting in a dramatic reduction of the fluorescence light
intensity after a short period of exposure) I attempted to minimise the tissue exposure
to high intesity excitation and exposed the tissue for no longer than necessary. Settings
and gains were kept invariant between samples and images (1024 x 1024 pixels) were
saved as .tiff and .lif files.
2.7.3 Analysis of antibody labelling
Analysis of antibody labelling was performed manually using Fiji (Schindelin et al.,
2012) (ImageJ 2.0.0). In each individual image stack, layer 5 boundaries were identi-
fied by the presence of labelled PCs in the GluA2 channel and, if present, by large PC
cell bodies surrounded by PV-immunoreactive puncta when viewed in the PV channel.
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To quantify fluoresence intensity across labelled cells (PV, SOM, GluA2, GFP), the
mean grey value in selected regions of interest (ROIs; ~3 mm diameter) centered on the
brightest regions of the cell body were measured. ROIs of the same area were used to
determine the average mean grey background (minimum of 15 values for each stack).
The GluA2 labelling in PCs was used to normalise the GluA2 intensity accross slices
and animals. The quantitative observations gained with this method were always in
accordance with my qualitative assessment of somatic fluorescence immunolabelling
intensities when inspecting the images visually.
2.8 Statistics
Summary data are presented in the text as mean ± s.e.m. from n cells or animals.
Comparisons involving two data sets only were performed using a two-sided Welch
two-sample t test that does not assume equal variance. Analyses involving data from
three or more groups were performed using one-way or two-way analysis of vari-
ance (ANOVA; Welch heteroscedastic F test) followed by pairwise comparisons using
two-sided Welch two-sample t tests (with Holm’s sequential Bonferroni correction for
multiple comparisons). Correlations between data sets were determined using either
Pearson’s product-moment correlation test or Spearman rank order correlation test.
Results were considered significant at p < 0.05. Statistical tests were performed using
JMP (JMP®, Version 11.2.0. SAS Institute Inc.) or R (version 3.0.2, The R Foundation
for Statistical Computing, http://www.r-project.org/) and R Studio (version 0.98.477
RStudio, Inc.).
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Chapter 3
Morphometric characterisation of L5
IN classes
3.1 Introduction
The axonal and dendritic branching pattern of neurons reflects their function. These
morphological features are also key in terms of neuronal classification. Certain neu-
ronal types are morphologically relatively homogeneous (e.g. PCs; DeFelipe and Far-
iñas 1992) whereas other neurons are quite heterogeneous, with much less stereotyped
anatomical features (e.g. INs; Markram et al. 2004). Certain INs can be precisely
recognised only by their unique morphological characteristics (Markram et al., 2004).
Regarding the classification of INs, one particularly important feature is the nature of
the axonal arbor, specifically whether this is confined to a single layer (‘intralaminar’)
or crosses multiple layers (‘translaminar’). In fact, the most unambiguous identifica-
tion of IN types comes from assessing the full extent of axonal aborisation – soma-
todendritic morphology alone is considered to be insufficient (Ascoli, 2008; DeFelipe
et al., 2013).
Many techniques have been used to assess the shape of neurite branching. These in-
clude bulk dye loading (such as the Golgi method), intracellular injections (such as
dyes or biocytin), and genetic labelling (Parekh and Ascoli, 2013). Visualization of
the labelled neurons can be performed using bright-field-, confocal-, two-photon- or
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superresolution microscopy (Lemmens et al., 2010; Parekh and Ascoli, 2013). Digital
reconstructions gained by tracing the cell body, its axon and dendrites (sometimes in-
cluding spines) convert the microscopic image into a quantitative representation of the
neuron. Various commercial or free open-source software options are available to per-
form such semi-automatic, semi-manual, or manual tracing. These include, for exam-
ple, tracing of biocytin labelled cells using Neurolucida (MBF Bioscience, Williston,
VT, USA; Glaser and Glaser, 1990) or tracing from image stacks with Neuromantic
(Myatt et al., 2012), Neuron_Morpho (Brown et al., 2005) or NeuronJ (Meijering et al.,
2004).
Once digitally reconstructed, morphological data can be used for cell type identifi-
cation (Ascoli, 2008), computer modeling/simulation (Blackman et al., 2014; Branco
and Häusser, 2011), studies of morphology itself (Buchanan et al., 2012; Helmstaedter
et al., 2009) or to link morphology to network connectivity (Gupta et al., 2000; Sil-
berberg and Markram, 2007). The exponential rise in the number of publications de-
scribing digital reconstructions over the last 15 years or so has prompted the develop-
ment of approaches such as NeuroMorpho.org (http://NeuroMorpho.org/), NeuronDB
(http://senselab.med.yale.edu/neurondb/) or Open Source Brain, (http://www.opensource-
brain.org/), open archives giving access to a large pool of reconstructed neurons and
models from published data (Crasto and Shepherd, 2007; Halavi et al., 2012). Such
initiatives have contributed to the initiation of even larger projects such as the Human
Brain Project (www.humanbrainproject.eu/) (Markram, 2013).
The aim of the morphological analysis described in this chapter was to allow identi-
fication of the different IN types (BCs and MCs) in layer 5 of the visual cortex from
which I recorded mEPSCs (see Chapter 4). I made recordings from transgenic animals
in which either PV- or SOM-expressing cells contained GFP (see Chapter 2) and from
WT animals, in which I used soma shape to target BCs and MCs. The following sec-
tions outline the imaging and clustering approaches and the resulting IN classification.
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3.2 2P Imaging
I imaged single Alexa-594-filled neurons with 2PLSM and carried out quantitative
analysis of neuronal morphology by manually reconstructing each dye-filled IN using
Neuromantic. 2P imaging allowed initial assessment of fine axonal morphology at the
time of the experiment, and did not require histological processing or a dedicated set-
up for neuronal reconstruction (as in Neurolucida). Before presenting the results of the
morphometric analyses, I briefly outline of those principles of 2P microscopy relevant
to its use for neuronal tracing.
Excitation of a fluophore (introduced into the neuron via a patch-pipette) requires the
absorption of energy from a photon, excitation of the fluophore from its ground state
to an excited state, followed by its rapid relaxation back to its ground state through the
emission of a red-shifted photon. In comparison to a one-photon absorption event, the
simultaneous absorption of two photons of twice the wavelength (half the energy per
photon) brings the fluorphore into its excited state, with the emitted photon having the
same wavelength as in the one-photon case. This phenomenon was described as early
as 1931, but found its application to imaging biological specimens with 2PLSM only
in 1990, made possible by the high local intensity provided by the ability to generate
femtosecond pulses of red laser light (Denk et al., 1990).
2PLSM exhibits several beneficial features. The nature of two-photon interactions re-
sults in a quadratic dependence of the absorption (and thus the signal) on the excitation
intensity – doubling the intensity gives four times the fluorescence. This feature, by
allowing the use of lower intensity illumination, greatly reduces limitations of photo-
bleaching; this leads to a lengthening of the available observation time. Also, as ex-
citation is localised to the focal point (where photon density is the highest) thus there
is a reduction in out-of-focus excitation (Denk et al., 1990). Since no fluorescence
is generated outside of the vicinity of the geometrical focus (outside of the so-called
focal volume), the sectioning effect makes pinhole-like detection, as in single photon
excitation, unnecessary. All fluorescence photons contribute to the signal (Denk et al.,
1990; Denk and Svoboda, 1997). With scattering being proprotional to l-4, one final
advantage of two-photon microscopy over one-photon excitation lies in the reduced
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scattering of the excitation light, which is in the red or infrared. Therefore, in strongly
scattering specimens, imaging depths of more than 100 mm can be reached (Denk et al.,
1994).
3.3 Cluster analysis of morphometric features
Initially, I wished to determine whether the recorded cells fell into distinct morpho-
logical subgroups comparable with those IN types previously decribed in the literature
(Markram et al., 2004). Reconstructions of Alexa594-filled cells were carried out both
by myself and by colleagues in Montreal. I reconstructed approximately one third of
the 60 INs, the remaining reconstructions were carried out by Erica Gregor and An-
drew Chung. In the later case, those performing the reconstructions were blind to the
nature of the electrophysiological data (spiking pattern or mEPSC properties). Table
3.1 lists the measures derived from the reconstructions using qMorph (see Chapter 2).
For illustration purposes, all 40 of the dendritic and axonal measures are shown in a
dendrogram/heat map produced using Ward’s hierachical clustering (see Figure 3.1 on
page 72). Cluster analysis was performed using JMP (JMP®, Version 11.2.0. SAS
Institute Inc.).
As illustrated in Table 3.1 on page 71 and Figure 3.1, cell morphology can be described
by many diverse features. Although I considered interpreting the information from
qMorph by using Principal Component Analysis, to group together INs with similar
features, I instead chose to examine only selected axonal measures. This is because
the pattern and extent of axonal aborisation are particularly relevant metrics of IN
classification (DeFelipe et al., 2013). Specifically, I examined measures decribing the
length of the longest axonal compartment (measure 11 in Table 3.1) and the maximal
axonal y-excursion above L4 (measure 35 in Table 3.1). Figure 3.2A shows the results
of Ward’s hierachical clustering of the INs using the two axonal measures described.
Figure 3.2B shows a scree plot of linkage distance versus cluster number and has
a point for each cluster join. The number of major clusters was determined by the
position at which the maximum increase in linkage distance was observed (a method
first described in 1953 by Thorndike; Cauli et al. 2000; Helmstaedter et al. 2009).
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This revealed two major groups; one was composed of fourteen cells, all of which
were originally targeted as MCs, while the second contained 45 BCs and only one MC
(recorded from the GIN line).
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No. qMorph measure Description
1 AxonRelXCenter X-coordinate of the density cloud centre – average of all compartment X-coordinates
2 AxonRelYCenter As above, but for Y-coordinate
3 AxonCenterDist Euclidean distance from 0,0 to density cloud center
4 AxonAngle Angle to density cloud center from 0,0 (e.g to 1,0 = 0° and to 0,1 = 90°)
5 DendrRelXCenter X-coordinate of the density cloud center – average of all compartment X-coordinates
6 DendrRelYCenter As above, but for Y-coordinate
7 DendrCenterDist Euclidean distance from 0,0 to density cloud center
8 DendrAngle Angle to density cloud center from 0,0
9 maxAxonDistCompX X-coordinate of the most distal (Euclidean distance) axonal compartment from 0,0
10 maxAxonDistCompY As above, but for Y-coordinate
11 maxAxonDist Euclidean distance to most distal axonal compartment
12 maxAxonDistCompAngle Angle to the most distal axonal compartment
13 maxDendrDistCompX X-coordinate of the most distal (Euclidean distance) dendritic compartment from 0,0
14 maxDendrDistCompY As above, but for Y-coordinate
15 maxDendrDist Euclidean distance to most distal dendritic compartment
16 maxDendrDistCompAngle Angle to the most distal dendritic compartment
17 AxonHullCenterX X-coordinate of axonal convex hull center
18 AxonHullCenterY As above, but for Y-coordinate
19 AxonHullWidth Maximum axonal convex hull width
20 AxonHullHeight Maximum axonal convex hull height
21 DendrHullCenterX X-coordinate of dendritic convex hull center
22 DendrHullCenterY As above, but for Y-coordinate
23 DendrHullWidth Maximum dendritic convex hull width
24 DendrHullHeight Maximum dendritic convex hull height
25 percAxonAboveL5 Percent of axon hull above L5
26 percDendrAboveL5 Percent of dendritic hull above L5
27 AxonAreaAboveL5 Area of axon hull above L5
28 DendrAreaAboveL5 Area of dendritic hull above L5
29 SomaYCenter Y-coordinate of soma centre
30 AxonMaxVal Maximum number of axonal crossings for any sinlge measured radius in Sholl analysis
31 AxonCritR Radius with maximum number of axonal crossings (maximum value) in Sholl analysis
32 DendrMaxVal Maximum number of dendritic crossings for any single measured radius in Sholl analysis
33 DendrCritR Radius with maximum number of dendritic crossings (maximum value) in Sholl analysis
34 extYAboveOrig Extent of imaged area above 0,0
35 axonLenAboveL4 Total axon length above L4
36 dendrLenAboveL4 Total dendrite length above L4
37 maxAxonYAboveL4 Maximum axonal distance above L4
38 maxDendrYAboveL4 Maximum dendritic distance above L4
39 AxonAreaAboveL4 Area of axon hull above L4
40 DendrAreaAboveL4 Area of dendritic hull above L4
Table 3.1: qMorph measures and their meanings.
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Figure 3.1: Hierarchical clustering on all qMorph measures. Illustrative dendro-
gram showing results of hierarchical cluster analysis (Ward’s method). The x-axis
represents the individual cells (colour-coded according to the original classification of
targetted cells from transgenic lines and WT mice) and the dendrogram y-axis rep-
resents the within-cluster linkage distance (dendrogram branch scale proportional to
within-cluster linkage distance). The blue-to-grey-to-red colour map indicates the val-
ues various measures (numbered from 1 to 60 as described in Table 3.1).
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cluster 1 cluster 2
BC
BC (G42)
MC
MC (GIN)
Measure A
Measure B
Measure B: ‘maxAxonDist’ – Euclidian distance to most distal axonal compartment (μm) 
Measure A: ‘maxAxonYAboveL4’ – Y co-ordinate of the most distal axonal compartment 
                    from the L4-L2/3 boundary (set as zero) (μm)
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Figure 3.2: Hierarchical two-way clustering on selected axonal features. (A)
Dendrogram showing results of two-dimensional hierarchical cluster analysis (Ward’s
method) on two axonal features. The x-axis represents the individual cells and the
y-axis represents the within-cluster linkage distance (dendrogram branch scale pro-
portional to within-cluster linkage distance). The blue-to-grey-to-red colour map in-
dicates the values of the two measures. The horizontal bars denote the two major
clusters identified by Thorndike’s procedure for cluster cut-off, as illustrated in panel
B. The orange and cyan bars indicate the original classification of targetted cells from
transgenic (G42 and GIN lines) and WT mice. (B) ‘Scree plot’ of linkage distance
against cluster number. Each point represents a single cluster join. The dashed red
line illustrates the linkage step leading to the maximum increase in linkage distance –
indicating the presence of two major clusters (Thorndike procedure; Cauli et al. 2000;
Helmstaedter et al. 2009).
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I also examined the same data using k-means clustering. The k-means method initially
selects a set of n points called cluster seeds as a first guess of the means of the clusters.
Each observation is assigned to the nearest seed to form a set of temporary clusters.
The seeds are then replaced by the cluster means, the points are reassigned, and the
process continues until no further changes occur in the clusters. Using this approach
I observed the greatest correspondence with the hierarchical clustering when chosing
four clusters (Figure 3.3). The identified clusters corresponded to MCs, BCs with
ascending axons and two overlapping groups of BCs with locally arborizing axons.
3.4 Morphological features of identified IN clusters
Examination of the individual reconstructions confirmed the grouping. Figure 3.4
shows the cells from ‘cluster 1’ in Figure 3.2 (‘red cluster’ in Figure 3.3). These
cells were predominantly from wild-type mice, but included three of the four cells
recorded from mice of the GIN line. Overall, they had the appearance of the tradition-
ally described L5 MCs as defined by their characteristic ascending axon, transcending
all layers and branching at the pia (Wang et al., 2004). Figure 3.5 shows cells from
the third cluster identified by the hierachical clustering in Figure 3.2 (‘blue cluster’
in Figure 3.3). These cells had a much reduced extent of ascending axon, which ar-
borized in layer 2/3. These cells were recorded predominantly from mice of the G42
line. Their morphology is similar to that previously described for PV-positive INs with
translaminar axonal arborization – identified as ‘type 1 PV cells’ by Buchanan et al.
(2012) or as ‘translaminar’ neurons by Bortone et al. (2014). In subsequent sections I
will refer to this group of cells a ‘type 1 BCs’. Figure 3.6 shows all of the remaining
cells (‘cluster 2’ in Figure 3.2). These cells were from both WT mice and those of the
G42 (PV) line. Their morphology was that of classical BCs with axons that arborized
locally in L5 (Buchanan et al., 2012). In subsequent sections I will refer to this group
of cells a ‘type 2 BCs’.
Graphical representation of the overall morphometric distinctions between these INs
is provided in Figure 3.7 on page 80. This shows, for each class of IN, a single rep-
resentative reconstruction, overlaid convex hulls, density maps of average axonal and
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Figure 3.3: k-means clustering. Scatter plot showing the results of k-means clustering
with four clusters. The filled circles denote individual cells and their colours denote
membership of the four clusters. Shaded elipses indicate the regions in which 90% of
observations in each cluster are expected to fall. All red symbols are from cells that
show the greatest extent of ascending axon – all orginally designated MC or MC (GIN)
cells. The blue symbols indicate cells that have some ascending axon – predominantly
BC (G42) cells. The yellow and green symbols denotes cells with axons that arborize
more locally – both BC and BC (G42) – that fall into two overlapping clusters.
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dendritic arbors, ensemble Sholl diagrams and a bar plot of total axonal and dendritic
lengths within the cortical layers. The convex hulls provide a representation of the
maximum extent of axonal and dendritic arborization. The density maps indicate the
average distribution of the axonal and dendritic arborization. Sholl analysis (Sholl,
1953) is a quantitative method to describe branching patterns of axons and dendrites
by counting the number of branches intersecting concentric circles of increasing radii
centered over the soma; it provides a way to assess the pattern of axonal and dendritic
branching and, together with the measures of neurite lengths within different layers,
provides a way to judge the IN segregation.
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Figure 3.4: Reconstructions of the 14 cells forming the major cluster 1 in Figure
3.2. The axonal compartments are shown in black, and the dendritic compartments
are shown in grey. The cells are aligned on the L4-L5 boundary (grey dashed lines).
Grey ticks next to individual cells mark the L1-L2/3 boundaries. Asterisks indicate
cells from the GIN line. Of note, although it is possible that both axons and dendrites
could be cut during the slicing process, care was taken to minimise this possibility
by targeting cell bodies relatively deep within the 300 mm slice. Moreover, any cells
showing clearly cut axons were excluded from analysis.
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Figure 3.5: Reconstructions of the eight cells forming the third cluster in Figure
3.2. The axonal compartments are shown in black, and the dendritic compartments are
shown in grey. The cells are aligned on the L4-L5 boundary (grey dashed lines). Filled
circles indicate cells from mice of the G42 line.
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Figure 3.6: Reconstructions of the 38 cells forming cluster 2 in Figure 3.2 . The
axonal compartments are shown in black, and the dendritic compartments are shown
in grey. The cells are aligned on the L4-L5 boundary (grey dashed lines). Filled circles
indicate cells from mice of the G42 line.
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Figure 3.7: Morphometric analysis of identified IN clusters. (A) Representative IN
reconstructions with axonal compartments in yellow and dendritic compartments in
magenta. Individual reconstructions were aligned on the L4-L5 boundary
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Figure 3.7: Legend continued...
(0 mm on y-axis), with horizontal dotted grey lines marking layer boundaries. (B) Up-
per row shows overlaid convex hulls (see Chapter 2) illustrating the maximum extents
of axonal (yellow) and dendritic (magenta) arbours in individual cells (14 MCs, 8 type
1 BCs and 38 type 2 BCs) . The lower row shows density maps denoting the average
distributions of axonal (yellow) and dendritic (magenta) compartments. The yellow-
and magenta dashed lines indicate axonal and dendritic ensemble convex hulls (the
symmetry in both the density maps and ensemble hulls arises from mirroring of the re-
constructions). Horizontal dashed white lines demarcate neocortical layer boundaries,
while the open circles show the soma positions. (C) Ensemble Sholl diagrams showing
the number of axonal (yellow) or dendritic (magenta) branches crossing a given radial
distance from the soma. (D) Bar plots showing the total length of neurite arborisation
in different neocortical layers.
Statistical analysis of qMorph measures by IN group (MC, type 1 BC and type 2
BC) showed differences in axonal but not dendritic morphology. One way analysis of
variance (Welch heteroscedastic F test) revealed no significant difference among the
cells for any measure of dendritic morphology (all p > 0.05). By contrast, this omnibus
test revealed differences across the cells for fifteen out of nineteen measures of axonal
morphology. Subsequent pairwise comparisons using two-sided Welch two-sample t
tests (with Holm’s sequential Bonferroni correction for multiple comparisons) showed
differences between MCs and type 1 BCs, differences between MCs and type 2 BCs,
differences between type1 and type 2 BCs or differences between all three IN classes
(see Table 3.2).
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qMorph Measure IN class
MC (n =14) type 1 BC (n = 8) type 2 BC (n = 38) ANOVA
AxonRelYCenter (mm) 81.3 ± 23.4 8.6 ± 17.4* –68.5 ± 12.2*** # F(2,19.89)= 17.91, p < 0.001
AxonCenterDist (mm) 116.3 ± 13.2 55.0 ± 5.3* 93.6 ± 8.9 F(2,28.44)= 13.37, p < 0.001
AxonAngle (°) 69.0 ± 19.8 42.4 ± 30.4 –52.6 ± 11.9*** ## F(2,16.36)= 15.16, p < 0.001
MaxAxonDistCompY (mm) 451.6 ± 14.8 48.1 ± 106.2*** –143.2 ± 23.9*** ## F(2,16.71)= 217.9, p < 0.001
MaxAxonDist (mm) 473.5 ± 15.0 299.4 ± 11.5** 237.8 ± 12.8*** # F(2,25.59)= 72.81, p < 0.001
MaxAxonDistCompAngle (°) 94.7 ± 4.7 34.6 ± 32.7* –49.4 ± 10.8*** ## F(2,16.71)= 72.96, p < 0.001
AxonHullCenterY (mm) 142.0 ± 15.0 22.0 ± 17.8*** –70.4 ± 12.3*** ## F(2,20.4)= 58.21, p < 0.001
AxonHullHeight (mm) 624.5 ± 33.4 479.1 ± 35.9** 238.5 ± 16.2*** ### F(2,16.51)= 60.92, p < 0.001
percAxonAboveL5 (%) 60.6 ± 7.0 57.1 ± 7.5 23.1 ± 4.9*** ## F(2,19.77)= 12.38, p < 0.001
AxonAreaAboveL5 (mm2) 110245 ± 11011 56366 ± 6063*** 9287 ± 1669*** ## F(2,13.48)= 63.39, p < 0.001
AxonMaxVal 30.7 ± 4.3 52.0 ± 7.3* 29.5 ± 3.2# F(2,17.31)= 3.93, p < 0.05
AxonCritR (mm) 195.5 ± 40.3 115.8 ± 16.5 87.0 ± 5.2*** F(2,13.81)= 4.56, p < 0.05
AxonLenAboveL4 (mm) 4062.0 ± 996.7 3799.0 ± 948.4 370.1 ± 149.7*** ### F(2,12.71)= 12.15, p < 0.01
MaxAxonYAboveL4 393.1 ± 16.6 216.0 ± 8.0*** –9.3 ± 14.0*** ### F(2,29.35)= 177.3, p < 0.001
AxonAreaAboveL4 93775 ± 9961 43114 ± 5491*** 4007 ± 1322*** ### F(2,13.17)= 59.04, p < 0.001
Table 3.2: Statistical comparison of axonal features of the three IN types. The
ANOVA column shows the results of the omnibus test (Welch heteroscedastic F test).
Asterisks denote difference from MCs (* p < 0.05, ** p < 0.01, *** p < 0.001) while
hashes denote difference from type 1 BC (# p < 0.05, ## p < 0.01, ### p < 0.001)
(two-sided Welch two-sample t tests with Holm’s sequential Bonferroni correction for
multiple comparisons).
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3.5 Discussion
My results are consistent with the clear distinction between MCs and BCs, as previ-
ously described in the literature (see, for example Ascoli 2008; DeFelipe et al. 2013;
Markram et al. 2004) and support the approach used for targetting these IN classes
(molecular markers and/or somatic shape). MCs clearly differed in their dendritic and
axonal branching patterns from BCs, with much less overlap of dendritic and axonal
compartments (see Figure 3.7). This morphological classification is used in the fol-
lowing chapter, to facilitate the investigation of AMPAR expression by BCs and MCs.
Of note, while there is close agreement in the literature as to what constitues MC mor-
phology, this is not true of BCs (DeFelipe et al., 2013). Additionally, many different
and potentially confusing naming schemes have been employed by different authors.
Many authors do not subclassify BCs and instead talk only about the group as a whole
(Hendry et al., 1983; Jones, 1993; Somogyi et al., 1998). On the other hand, varying
morphologies have been classified as, for example, ‘typical’ BCs (Gupta et al., 2000),
‘common’ BCs (DeFelipe et al., 2013), ‘small’ BCs (Gupta et al., 2000; Kawaguchi
and Kubota, 1996, 1998; Wang et al., 2002), ‘large’ BCs (Hendry et al., 1989; Kisvár-
day et al., 1985; Somogyi et al., 1983; Wang et al., 2002) or ‘nest’ BCs (Gupta et al.,
2000; Wang et al., 2002). Cluster analyses showed that the BCs I recorded could be di-
vided into at least two subgroups (Figure 3.5 and Figure 3.6), with one type exhibiting
ascending translaminar axonal arborization (type 1 BCs) and the other type exhibit-
ing local axonal arborization largely confined to L5 (type 2 BCs). The existence of
non-MCs with ascending axonal arborisation has been described previously by Helm-
staedter et al. (2009). Importantly, two studies in the mouse visual cortex describe a
non-MC IN type in the infragranular layers that sends its axonal arborization across
multiple layers (Buchanan et al., 2012; Bortone et al., 2014). Interestingly, both stud-
ies found this IN type in the G42 mouse line. Five out of eight of my type1 BCs were
patched in the G42 line (and are thus presumably PV-expressing INs). Two of the eight
cells were fromWTmice. All seven of these cells had mEPSCs that were distinct from
those of the MCs I recorded (see Chapter 4). The remaining cell in this cluster was
from the GIN line and also had distinct mEPSCs as well as firing properties charac-
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teristic of an MC. Although it may be thought odd that this cell clustered separately
from MCs (albeit in an adjacent cluster), this simply reflects the fact that morpholog-
ical features, as detected here, could not provide an absolute distinction. This is not
necessarily unexpected, as axonal variability has peviously been described for INs in
SOM-positive lines (X94 and X98) and the GIN line (Ma et al., 2006; McGarry et al.,
2010).
One important question arising from all of these studies is whether different method-
ological approaches can be compared with each other in respect of their level of accu-
racy, completeness and resolution. Reconstructions from fluorescence imaging stacks
acquired with 2PLSM have been shown to be comparable with biocytin reconstruc-
tions in regard to comparison of overall morphology (Blackman et al., 2014). While
biocytin reconstructions certainly remain the best choice for the tracing of more distal
aborisations, given that one has access to a 2PLSM, reconstructions from fluorescence
imaging is gained at comparatively lower costs and more easily.
Although the popularity of reconstructions from fluorescence markers has increased
significantly over the last twenty years (Halavi et al., 2012), one limitation of the
2PLSM approach is the time taken to perform single-point scanning of the whole IN
aborisation. When combined with the time required for manual reconstruction, this
represents something of a bottleneck. One development that offers the possibility of
avoiding the time consuming step of manual reconstruction of these 2PLSM stacks is
the automated Sholl analysis directly from bitmap images. Colleagues in McGill have
developed a new open-source plug-in for ImageJ that allows one to bypass manual
reconstructions. Although this requires high-quality image stacks and pre-processing
to remove the pipette, it allows rapid and fully-automated morphometric analysis. Im-
portantly, despite an inability to unambiguously discriminate axonal from dendritic
segments and the consequent reliance on data from both compartments, using twelve
of my eighteen G42 INs, this approach was able to independently verify the existence
of type 1 and type 2 BCs (Ferreira et al., 2014).
Although 2PLSM has proved successful (whether used with manual or automated re-
construction), improvement in accuracy of reconstruction is likely to come from im-
provements in image quality. For example, additional detail could come from super-
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resolution fluoerescence microscopy (Lemmens et al., 2010; Parekh and Ascoli, 2013).
Such techniques rely either on the sequential and stochastic switching on and off of
fluorphores (stochastic optical reconstruction microscopy - STORM; Rust et al. 2006
and photo-activated localization microscopy PALM; Betzig et al., 2006) or the use pat-
terned illumination (stimulated emission depletion - STED; Klar and Hell, 1999 and
saturated structured illumination microscopy - SSIM; Gustafsson, 2005) to achieve
nanometer resolution. Although challenges remain (Lu, 2011), the potentially en-
hanced accuracy of reconstruction afforded by such techniques may help in the quest
for automated neuromorphological reconstruction through the use of image analysis
algorithms and initiatives such as DIADEM (Digital Reconstruction of Axonal and
Dendritic Morphology) (Donohue and Ascoli, 2011; Gardner et al., 2008).
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Chapter 4
Electrophysiological characterisation
of layer 5 INs
4.1 Introduction
In the previous chapter I used features of dendritic and axonal morphology to identify
BCs and MCs. In this chapter I first confirmed this classification by examining the
firing properties of the cells (Kawaguchi and Kubota, 1997; Markram et al., 2004;
Silberberg and Markram, 2007), before investigating the properties of their AMPAR-
mediated mEPSCs. Importantly, all electrophysiological observations were taken from
cells that were morphologically reconstructed and identified as either MCs or BCs
(type 1 or type 2).
My main goal was to examine the presence of CP-AMPARs at synapses on the two
IN types. As discussed in Chapter 1, in this regard one frequently used functional ap-
proach is to assess the degree of spermine-dependent rectification of EPSCs. Conven-
tionally, this question could be approached in several ways; either using paired record-
ings, extracellularly-evoked EPSCs or mEPSCs. With paired recordings (PC-to-INs)
the presynaptic partner is clearly defined and presynaptic ‘factors’ such as the precise
timing of glutamate release can be controlled. With extracellularly evoked EPSCs,
timing is similarly controlled but the presynaptic element is less easily determined. In
both cases, voltage-activated sodium channels can not be blocked and therefore when
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blocking GABAA receptors, there can be difficulties in controlling the excitability of
the slice. Moreover, the paired recording approach suffers from a potentially low suc-
cess rate while with extracellular stimulation it can be difficult to maintain a consistent
response. Accordingly, I chose to record mEPSCs in the presence of TTX.
Miniature (quantal) events result from the random exocytosis of single vesicles of
transmitter, as originally described at the neuromuscular junction more than 60 years
ago (Fatt and Katz, 1952). Unlike unitary or evoked currents, that occur at a subset
of excited synapses, mEPSCs can arise at any of the synaptic contacts on a neuron
and thus sample the entire excitatory synaptic input onto the recorded cell. This could
be viewed as an experimental advantage. However, the comparatively small ampli-
tude and random occurence of mEPSCs makes their detection and analysis challeng-
ing. Given that mEPSCs can originate from all synapses throughout the dendritic tree,
measures may need to be taken to restrict analysis to those well-clamped events with
fast risetimes indicative of an origin proximal to the soma (see Section 4.1).
4.2 Results
4.2.1 Firing patterns
I first sought to confirm the spiking behaviour of the two major cell groups (MCs and
BCs), identified morphologically in Chapter 3. As expected, cells of the two classes
(from hierachical cluster 1 and 2) that were recorded using a K-gluconate internal dis-
played properties characteristic of the corresponding anatomical types, as previously
described in the literature (Ascoli, 2008; Buchanan et al., 2012; Markram et al., 2004).
The firing behaviour of a representative PV-positive BC is shown in Figure 4.1 on
page 89. When comparing BCs that were patched from WT mice with those patched
from the G42 line, the firing behaviour of both types was very similar. The only ob-
served difference was a small, albeit statistically significant, difference in spike AHP
(see Table 4.1 on page 90). In the following sections, the WT-BCs and PV-positive
BCs are treated as equivalent, and data from these cells are pooled. Overall, the fir-
ing properties of the BCs were similar to those reported previously (Ascoli, 2008;
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Buchanan et al., 2012; DeFelipe et al., 2013; Kawaguchi and Kubota, 1997; Markram
et al., 2004). Specifically, they displayed narrow action potentials, a relatively large
AHP, fast spiking and little spike accomodation. The majority of the BCs for which
firing properties were examined were of morphological type 2. Both these cells, and
the two type 1 cells recorded, displayed firing properties similar to those previously
described for these two classes (Buchanan et al., 2012).
The firing behaviour of a representative MC is shown in Figure 4.2 on page 91. The
MCs (cells from cluster 2, Chapter 3) were different from BCs in their discharge be-
haviour. They exhibited a relatively broad spike width, a smaller AHP, lower firing
frequency, a higher Rinput and a lower spike threshold. These differences, highlighted
in Table 4.2 on page 92, are evident when comparing Figures 4.1 on the following page
and 4.2 on page 91 and in the plots of firing frequency and accomodation for these two
representative cells (Figure 4.3 on page 93).
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Figure 4.1: Firing properties of a representative (morphologically identified) PV-
positive type 2 BC. (A) Voltage responses from rest (–72.9 mV) to current injections
(–0.2 to +0.32 nA). Note the clear spontaneous EPSPs. (B) Voltage responses to the
largest subthreshold- and four suprathreshold current injections (current values in nA
shown to the left). Note the regular fast-spiking pattern. (C) An illustration of the
spike threshold, spike height, spike half-width and AHP measured from the first spike
in the rheobase trace. Note the relatively narrow spike and large AHP, typical of BCs.
The horizontal dashed line indicates 0 mV. (D) Phase plot of the rheobase response.
Note the relatively consistent spike shape throughout the sweep, with little change in
spike threshold.
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Measure PV-positive BCs (n = 6) BCs (n = 17)
Vm(mV) –70.1 ± 1.4 –69.3 ± 1.1
Rin(MW) 130.8 ± 14.3 163.1 ± 18.8
Rseries, compensated (MW) 6.56 ± 1.09 11.67 ± 1.08 **
Cm(pF) 18.5 ± 2.81 25.38 ± 2.5
tm(ms) 10.5 ± 0.8 12.9 ± 2.0
IH measure –0.07 ± 0.01 –0.07 ± 0.01
Spike threshold (mV) –30.8 ± 1.7 –28.2 ± 5.3
Spike height (mV) 55.5 ± 2.5 51.0 ± 2.2
Spike half-width (ms) 0.54 ± 0.02 0.59 ± 0.04
Spike AHP (mV) –22.9 ± 0.9 –18.9 ± 1.0 *
Rheobase current (nA) 0.29 ± 0.04 0.23 ± 0.03
Mean freq. 1.5x rheo. (Hz) 57.7 ± 6.3 57.0 ± 6.6
Accommodation (%) –25.4 ± 19.2 –3.1 ± 8.8
Table 4.1: Electrophysiological properties of PV-positive- and WT BCs. Values
are mean ± SEM. The two groups of BCs show firing properties that are very similar.
There was a small, albeit statistically significant, difference in AHP (* p <0.05; two-
sided Welch two-sample t test).
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Figure 4.2: Firing properties of a representative (morphologically identified) MC.
(A) Voltage responses from rest (–67.5 mV) to current injections (–0.2 to +0.24 nA).
Note the absence of clear spontaneous EPSPs. (B) Voltage responses to the six
suprathreshold current injections (current values in nA shown to the left). Note the
clear accomodation. (C) An illustration of the spike threshold, spike height, spike
half-width and AHP measured from the first spike in the rheobase trace. Note the rela-
tively wide spike and small AHP, typical of MCs. The horizontal dashed line indicates
0 mV. (D) Phase-plane plot of the rheobase response. Note the subtle components re-
flecting two phases of spike initiation, the rather variable spike shape throughout the
sweep, and changes in spike threshold.
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Measure MCs (n = 4) type 1 and 2 BCs (n = 23)
Vm(mV) –67.2 ± 1.0 –69.5 ± 0.9
Rin(MW) 272.3 ± 38.0 154.7 ± 14.6 *
Rseries, compensated(MW) 6.14 ± 1.76 10.34 ± 0.96
Cm(pF) 13.74 ± 0.99 23.58 ± 2.06 ***
tm(ms) 22.33 ± 4.88 12.27 ± 1.48
IH measure –0.25 ± 0.08 –0.07 ± 0.01
Spike threshold (mV) –38.6 ± 1.3 –28.8 ± 3.9 *
Spike height (mV) 69.4 ± 4.7 52.2 ± 1.8 *
Spike half-width (ms) 0.75 ± 0.05 0.58 ± 0.03 *
Spike AHP (mV) –11.7 ± 1.0 –19.9 ± 0.9 ***
Rheobase current (nA) 0.07 ± 0.01 0.24 ± 0.02 ***
Mean freq. 1.5x rheo. (Hz) 13.0 ± 3.4 57.2 ± 5.1 ***
Accommodation (%) 229.7 ± 118.8 –8.9 ± 8.3
Table 4.2: Electrophysiological properties of MCs and BCs. Values are mean ±
SEM. MCs show firing properties that are clearly distinct from those of BCs. Asterisks
denote significant differences (* p <0.05, ** p < 0.01, *** p <0.001) (two-sided Welch
two-sample t tests).
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Figure 4.3: Comparison of BC and MC spiking frequency and accomodation. (A)
Mean frequency and CV plotted against injected current for the same BC shown in 4.1.
(B) Instantaneous frequency and instantaneous frequency ratio plotted against injected
current for the same BC. (C) and (D) Same as A and B, but for the MC shown in 4.2.
Note, the mean frequency at rheobase of the BC is 32 Hz while that of the MC is 8 Hz.
Also, note the absence of accomodation in the BC firing (grey symbols in B), and the
marked accomodation in the firing of the MC (grey symbols in D).
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The two IN groups morphologically identified in Chapter 3 clearly show firing proper-
ties expected of MCs and BCs. In the next section I describe the properties of mEPSCs
in these two IN types.
4.2.2 Properties of mEPSCs from MCs and BCs
mEPSCs were recorded at –60mV with K- or Cs-gluconate-based internals in the
presence of TTX (to block voltage-gated Na+ channels). To isolate currents through
AMPARs, the external solution contained D-APV (to block NMDARs), SR-95531 (to
block GABAARs) and CGP 54626 (to block GABABRs) (see Chapter 2). mEPSCs
were detected using a threshold-crossing method (Kudoh and Taguchi, 2002) with a
chosen amplitude threshold of 2.5 x SD. All mEPSCs were visually examined and
those with a stable baseline and non-contaminated rise and decay were selected for
analysis. For these selected events, measurements of peak amplitude, 20-80% rise
time and 37% decay time were taken from a fitted waveform (see Chapter 2). I initially
generated amplitude distributions and examined the relationship betwen mEPSC rise
and decay. As described in Section 1.6.1, the mEPSCs recorded in BCs originate from
local PCs (Wang et al., 2002) and long-range input from the thalamus (Cruikshank
et al., 2007). As described in Section 1.6.2, mEPSCs in MCs originate predominantly
from local- and translaminar PCs (Berger et al., 2009; Kapfer et al., 2007; Silberberg
and Markram, 2007) as they receive little thalamic input (Cruikshank et al., 2007).
Dendritic filtering
For both the BC and the MC shown in Figures 4.4 and 4.5, the plots of mEPSC rise
time versus decay time showed an apparent correlation. This result could be explained
by dendritic filtering of the somatically recorded mEPSCs. Whole-cell voltage-clamp
recordings made from the soma allow only indirect measurement of mEPSCs origi-
nated in the dendrites. Because of cable filtering, the ability of the somatic electrode
to clamp the voltage at the dendritic synapses is expected to decline as the active
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Figure 4.4: Representative mEPSCs from a L5 BC. (A) Raw traces at –60mV from a
cell recorded with a K-gluconate internal. (B) Selected events fitted with an empirical
function (see Chapter 2). (C) Distribution of mEPSC amplitudes (from fitted traces).
The grey histogram shows the background current noise, from which the detection
threshold was calculated (2.5 x SD = 7.0 pA). (D) Scatter plot of 20-80% risetime
against 37% decay with marginal histograms. For this cell, the mean amplitude (from
961 events) was 35.2 ± 19.2 pA, the mean 20-80% risetime was 0.23 ± 0.10 ms and
the mean 37% decay time was 2.11 ± 0.79 ms.
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Figure 4.5: Representative mEPSCs from a L5 MC. (A) Raw traces at –60mV from
a cell recorded with a Cs-gluconate internal. (B) Selected events fitted with an em-
pirical function (see Chapter 2). (C) Distribution of mEPSC amplitudes (from fitted
traces). The grey histogram shows the background current noise, from which the de-
tection threshold was calculated (2.5 x SD = 7.7 pA). (D) Scatter plot of 20-80% rise-
time against 37% decay with marginal histograms. For this cell, the mean amplitude
(from 103 events) was 44.5 ± 32.6 pA, the mean 20-80% risetime was 0.20 ± 0.11 ms
and the mean 37% decay time was 1.93 ± 1.23 ms.
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synapses are located progressively further away from the soma – the ’space clamp’
problem (Bekkers and Stevens, 1996; Spruston et al., 1993; Williams and Mitchell,
2008). In this situation, without boosting by voltage-gated currents (Spruston, 2008),
synaptic currents originating in the dendrites are attenuated at the soma and are slower
than the conductance at the site of origin. Thus, it is important to appreciate that
when synaptic currents originating from different parts of the cell are pooled, slower,
smaller currents could simply reflect inadequate space clamp (Bekkers and Clements,
1999; Zhou and Hablitz, 1997).
To examine this in more detail, I examined plots of rise time versus decay time and rise
time versus amplitude. For type 2 BCs recorded with Cs-gluconate internal, 17 out of
17 cells showed a significant positive correlation between rise and decay (all p < 0.001;
Pearson’s product-moment correlation coefficients ranged from +0.43 to +0.67). This
significant correlation is indeed indicative of dendritic filtering, suggesting that the
range of kinetics observed reflects the varied location of synapses accross the dendritic
tree and not only differences in receptor properties. For rise versus peak, 14 out of
17 cells showed a significant (p < 0.001) negative correlation. For these cells the
Pearson’s product-moment correlation coefficients ranged from –0.14 to –0.38. Such
a correlation is consistent with the idea that the kinetics of mEPSCs are influenced
by dendritic filtering (Bekkers and Stevens, 1996). In an attempt to select proximal,
well-clamped mEPSCs, I chose a rise time ‘cut-off’ that excluded slow-rising (distal)
events. Selecting only those currents with rise times < 0.125 ms greatly reduced the
correlations seen between rise and decay and between rise and amplitude. With this
cut-off, the correlation coefficients for rise versus decay remained significant for only
8 out of 17 cells (p < 0.05; +0.13 to +0.26). For rise versus peak, only one of the 17
cells showed a significant negative correlation (p < 0.01; –0.12).
Similar results were obtained for MCs. For MCs recorded with a Cs-gluconate inter-
nal, 10 out of 10 cells showed a significant positive correlation between rise and decay
(all p < 0.001; Pearson’s product-moment correlation coefficients ranged from +0.42
to +0.62). For rise versus peak, 1 out of 10 cells showed a significant negative correla-
tion (p < 0.001; –0.34). Following the selection of fast-rising events only (20-80% rise
time < 0.125 ms), there was no significant positive correlation between rise and decay
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and no significant negative correlation between rise and peak.
Kinetics of mEPSCs from different IN types
I first examined whether the kinetics of fast-rising (rise time < 0.125 ms) mEPSCs,
presumed to arise proximal to the soma, differed between the two morphologically
identified BC types. This was done for currents recorded using the Cs-gluconate in-
ternal, for which there were a sufficient number of cells. Figure 4.7 shows the pooled
data comparing the mean rise time, amplitude and decay time for the type 1 and type
2 BCs. A Welch two sample t test showed no significant difference for the 20-80%
rise time (p = 0.82), peak amplitude (p = 0.15) or 37% decay time (p = 0.35) for fast
rising mEPSCs of type 1 and type 2 BCs. Broadly similar results were obtained when
I did not use rise time to select events. Moreover, with the K-gluconate internal, the
mEPSC amplitudes and kinetics for the two type1 BCs recorded fell in the range of
values observed for the type 2 BCs (n = 21). Thus, the 20-80% rise time values for the
two type 1 BCs were both 0.09 ms, while for type 2 BCs the average value was 0.098
ms (range 0.087 – 0.106 ms). For the peak amplitude, the corresponding individual
values were 54.1 and 42.2 pA versus a mean value of 41.2 pA ms (range 21.9 – 77.7
pA). For the 37% decay time, the values were 0.92 and 0.86 ms, versus 1.22 ms (range
0.62 – 2.26 ms).
Given the lack of evidence for any difference in the properties of the mEPSCs from
the two types of BCs, I next pooled these data and compared the overall pool of BCs
with the MCs. Because the recordings were made with two different internals, which
could introduce differences in mEPSC properties independent of the nature or num-
ber of the AMPARs in the two IN types, I compared the properties using two-way
analysis of variance (Figure 4.8). For the 20-80% rise time, two-way ANOVA (Welch
heteroscedastic F test) showed no significant main effect of IN type (F1, 54 = 0.65, p
= 0.42). However, there was a significant main effect of the internal (F1, 54 = 8.66, p
< 0.01) but no interaction between IN type and the internal (F1, 54 = 2.30, p = 0.14).
Although there was a significant effect of the internal, overall the differences between
internals and between MCs and BCs were very small, providing no evidence for any
real difference between the IN types. For the peak amplitude, there was a significant
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Figure 4.6: Relationships between rise and decay and between rise and ampli-
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amplitude (lower panel) for all mEPSCs. Pearson’s product-moment correlation indi-
cated positive and negative correlations between rise and decay and between rise and
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to 0.18 for fast-rising events (in this case, however, both relationships were signifi-
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main effect of IN type (F1, 54 = 36.31, p < 0.001), no main effect of the internal (F1, 54
= 2.78, p = 0.10) and no interaction between IN type and internal (F1, 54 = 0.23, p =
0.64). For the 37% decay time, there was a significant main effect of IN type (F1, 54 =
4.23, p < 0.05), no main effect of the internal (F1, 54 = 3.67, p = 0.06) and no interac-
tion between IN type and internal (F1, 54 = 0.08, p = 0.78). Overall, these data suggest
that in MCs mEPSCs arising proximal to the soma are smaller and decay more slowly
than do those in BCs.
Taken together, these results indicate a difference in mEPSC kinetics for MCs and
BCs. Are these differences reflective of different types of synaptic AMPARs, specifi-
cally CI- and CP-AMPARs? Of course, the time course of synaptic currents is influ-
enced not only by the properties of postsynaptic receptors, but also by the time course
of quantal release and the rate of glutamate clearance from – and thus the time course
of glutamate concentration in – the synaptic cleft (Barbour and Häusser, 1997; Jonas,
2000; Overstreet et al., 1999). However, it is known that the time course of AMPAR-
mediated EPSCs is markedly different for PCs and INs in the hippocampus and neo-
cortex, with much slower decay time constants for the PCs (Geiger et al., 1997; Jonas
et al., 1993) and that this is mirrored in the properties of receptors examined in isolated
outside-out patches (reviewed in Jonas 2000). Thus, Koh et al. (1995b) showed that the
deactivation of AMPAR-mediated patch currents was 2-to-3-fold slower in the PC than
in both hippocampal or L4 neocortical BCs. Importantly, these authors showed that
AMPARs in BCs and PCs differed in their Ca2+ permeability, with BCs predominantly
expressing GluA1 (flop) subunits and PCs exhibiting a much higher abundance GluA2
(flip) subunits (Geiger et al., 1995). Similar findings were obtained by Lambolez et al.
(1996) when comparing regular-spiking PCs with fast-spiking non-PCs in the cor-
tex. Thus, at face value, one might conclude that regular-spiking MCs, with slower
mEPSCs, express a greater proportion of CI-AMPARs. However, the differences in
decay time I observed between BCs and MCs (~1 vs 1.5 ms) were less than those
reported between BCs and PCs (~1 ms vs 2.5 ms). Additionally, data from heterol-
ogously expressed recombinant AMPARs suggests that heteromeric (CI-) AMPARs
(GluA1/A2(R)) do not in fact deactivate more slowly than homomeric (CP-) AMPARs
(GluA1) (Coombs et al., 2012). Thus, the differences seen between different neurons
may be influenced by factors other than the AMPAR subunit composition. This could
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Figure 4.8: Comparison of of fast rising mEPSCs from BCs and MCs. Box-and-
whisker plots for 20-80% rise time, peak amplitude and 37% decay time of mEP-
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gluconate) and 13 MCs (cyan symbols; 9 Cs-gluconate and 4 K-gluconate). Box-and-
whisker plots as described in Figure 4.7. For results of two-way ANOVA, see text.
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include posttranslational modification of the receptors, but could more equally well
reflect the influence of auxiliary subunits, TARPs or CNIHs (see Chapter 1).
As elaborated in the Introduction (Chapter 1), native AMPARs are modulated by their
interaction with TARPs such as g-2 (stargazin). TARP g-2 mRNA is found in L5 of
the mouse cortex (Fukaya et al., 2005) and antibody labelling has shown that this is
specifically expressed in cortical INs, including PV-positive INs (Maheshwari et al.,
2013; Tao et al., 2013). As g-2 is known to slow recombinant AMPAR deactivation
(channel closure following agonist removal) (Priel et al., 2005), g-2 could play a role
in setting mEPSC decay time in BCs.
To determine whether g-2 influences mEPSC kinetics in BCs, I made recordings from
seven cells in four stargazermice lacking g-2 (Letts et al., 1998; Noebels et al., 1990).
Although the cells were not morphologically reconstructed, as judged from 2PLSM
stack projections of Alexa-594 fills, the cell morphologies were similar to those of BCs
in WT animals. Additionally, the cells exhibited typical BC firing properties. They
had fast, non-accomodating spiking (accomodation 16.8 ± 5.7 %), with a high spike
threshold (–32.3 ± 1.9 mV), a narrow spike width (0.61 ± 0.05 ms) and a pronounced
AHP (–21.0 ± 1.0 mV) (compare with Table 4.2).
For selected fast rising mEPSCs (rise time < 0.125 ms), the peak amplitude (47.6 ±
5.0 pA, range 30.1–65.8 pA), 20–80% rise time (0.096 ± 0.002 ms, range 0.088–0.103
ms) and 37% decay time (1.18 ± 0.08 ms, range 0.81–1.48 ms) were in the range of the
values obtained for WT BCs (see section 4.8). Interestingly, these results agree with
those of Tao et al. (2013), who found no change in mEPSC kinetics in fast-spiking PV-
positive INs of prefrontal cortex following knockout of erbin – an interacting protein
that governs g-2 expression. These observations could suggest either that g-2 plays
no role in synaptic AMPARs in cortical INs or, more likely, that other TARPs offer a
degree of redundancy that maintains normal kinetics when g-2 is lost (Menuz et al.,
2008). Indeed Fukaya et al. (2005) found that g-3, g-4, g-7 and g-8 were also present
in cortex L5. Alternatively, loss of g-2 could lead to the synaptic expression of AM-
PARs with a different subunit composition (Bats et al., 2012) or different association
with other auxiliary proteins (such as cornichons; Schwenk et al. 2009), resulting in
no overall change in kinetics or amplitude. This could be examined using in situ hy-
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bridization or antibody labelling. Of note, while mEPSC kinetics were not altered in
INs of erbin-/- mice, the amplitude of events was reduced by ~20% (Tao et al., 2013).
I did not obsevere such a reduction. Although it is possible that knockout of erbin has
effects not seen with a simple loss of g-2, it is also possible that this could reflect the
difference in the age of the animals used (P14–P21 versus 2–3 months). Of note, a
2-fold decrease in the dendrite/soma expression ratio of GluA4 in PV-positive INs of
somatosensory cortex has been reported for adult stargazer mice (Maheshwari et al.,
2013), consistent with defecits in dendritic (synaptic) AMPAR trafficking in older an-
imals.
Interestingly, I did observe a reduction in the frequency of mEPSCs in BCs of stargazer
mice. For selected ‘uncontaminated’ events the frequency was reduced from 4.47 ±
0.31 Hz to 0.98 ± 0.11 Hz (n = 45 and 7, respectively; p < 0.0001, Welch two sam-
ple unpaired t test). In fact, the extent of this change is likely an underestimate, as
the effect of eliminating closely timed events would be greater for the WT recordings.
Studies by Leitch and colleagues (Leitch et al., 2009; Richardson and Leitch, 2005)
in the cerebellum showed that in the stargazer mouse there were fewer glutamate-
containing vesicles adjacent to active zones, as well as fewer docked vesicles. This
was attributed to loss of brain-derived neurotrophic factor (BDNF). Loss of BDNF in
stargazer is thought to be specific to the cerebellum (Qiao et al., 1996), thus it can not
explain the reduced mEPSC frequency I observed in the stargazer BCs. Further stud-
ies would be required to resolve this issue. Potentially, loss of g-2 could affect synapse
development or function such that the lower frequency of mEPSCs could reflect the
presence of fewer excitatory synapses or a reduced rate of spontaneous vesicle fusion.
4.2.3 Rectification of BC mEPSCs
Receptors that lack GluA2 are blocked by endogenous intracellular polyamines at pos-
itive membrane potentials, resulting in inwardly rectifying currents (Bowie andMayer,
1995; Geiger et al., 1995; Kamboj et al., 1995; Koh et al., 1995b). In an attempt to
asses the prevalence of CI- and CP-AMPARs in the two IN types, I recorded mEPSCs
at –60 mV and +60mV. Recordings were made with Cs-gluconate internal and with
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the addition of TEA to the bath to block voltage-gated K+channels at positive poten-
tials. First, I recorded currents in the absence of added intracellular spermine, using
an internal solution containing 20 mM K2ATP in order to buffer endogenous spermine
(Rozov et al., 2012). Subsequently, I performed recordings with 0.5 mM spermine
added to the intracellular solution, yielding a free spermine concentration of ~40 mM
(Rozov et al., 2012). As shown in Figure 4.9, in the absence of added spermine mEP-
SCs were easily detected at +60 mV whereas in the presence of spermine mEPSCs
were smaller and much less frequent at +60 mV. Averaging of all mEPSCs indicated
inward rectification in the presence of spermine (Figure 4.9 C and D).
As the SD of the background noise generally increased at +60 mV, small mEPSCs
might be expected to fall below the detection threshold of 2.5 x SD, artificially increas-
ing the mean amplitude at the positive voltage. This would lead to an overestimate of
RI (i.e. an underestimation of rectification). Accordingly, to quantify mEPSC rectifi-
cation, I calculated RI+60/–60, cm as the ratio of ‘count-matched’ mEPSC conductances
according to
I¯p/(60 V 0L)
I¯N, cm/(60 V 0L)
(4.1)
where I¯P is the mean mEPSC peak amplitude (from all n fitted events) at positive
voltage, I¯N, cm is mean mEPSC peak amplitude at negative voltage (from the largest
n fitted events), and VL’ is the correction for the liquid junction potential (measured
as –11 mV). For this analysis I used an intermediate rise time cut-off of < 0.4 ms, as
using a more stringent cut-off of 0.125 ms (as used in section 4.2.2) resulted in too
few events at +60 mV in the presence of spermine in some cells. For nine BCs in
the absence of spermine, RI+60/–60, cm was 1.31 ± 0.07. For twelve BCs with added
intracellular spermine, the corresponding RI was 0.48 ± 0.03. This method of calcu-
lating RI with count-matched amplitudes is likely to underestimate rectification, as any
quantal events mediated entirely (or largely) by CP-AMPARs would not be detected
at positive potentials due to the block by spermine reducing their amplitude below the
detection threshold.
An alternative approach is to measure rectification as the ratio of summed mEPSC
amplitudes (the sum of peak currents from equal lengths of recordings at positive and
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Figure 4.9: Rectification of mEPSCs recorded from BCs. Representative mEPSCs
recorded from two BCs using internal solutions without (A) and with (B) added sper-
mine. mEPSCs were detected using a threshold of 2.5 x the SD of the baseline noise.
Coloured dots denote identified mEPSCs at –60 mV (blue) and +60 mV (red). (C)
Left, the average of all accepted mEPSCs from the BC in A at +60 (n = 318 ) and –60
mV (n = 355) in the absence of spermine. The shaded areas denote the SEM. To the
right are average fast-rising mEPSCs (20-80% risetime < 0.4 ms) recorded from the
same cell at +60 mV and the count-matched average at –60 mV. Rectification index
RI+60/–60, cm was calculated as described in the text and was 1.7. (D) Same as C, but
from a cell recorded with intracellular spermine. The number of mEPSCs averaged at
positive and negative voltages in the left hand panels were 96 and 516, respectively.
For this cell RI+60/–60, cm was 0.44. Of note, in the presence of spermine, count match-
ing the negative mEPSCs to the largest mEPSCs recorded at +60 mV had a substantial
influence on the amplitude.
106
negative voltages, corrected for driving force ) according to
ÂIP/(60 V 0L)
ÂIN/(–60 V 0L)
(4.2)
where IP is the peak amplitude of individual fitted mEPSCs at positive voltage, IN is
the peak amplitude of individual fitted mEPSC at negative voltage, and VL’ is the cor-
rection for the liquid junction potential. With this method, the full range of potential
rectification at individual synapses is taken into account, including those at which no
currents would be detected at +60 mV should the block by spermine reduce the mEPSC
amplitude below 2.5 x SD (resulting in a notional RI of 0). This combined use of
‘count-matched’ and ‘summed’ analysis is taken from earlier work on cerebellar stel-
late cells by Bats et al. (2012). For nine BCs in the absence of spermine, RI+60/–60, cm
was 0.91 ± 0.08. For twelve BCs with added intracellular spermine, the corresponding
RI was 0.09 ± 0.03. The result of this analysis was qualitatively comparable to that ob-
tained using count-matching, and both support the view that CP-AMPARs are present
at excitatory synapses onto BCs.
To address the concern that these results may be influenced by the choice of the rise
time cut-off value (< 0.4 ms), I next sought to minimize any effect of dendritic filtering
of distal mEPSCs by using mEPSC charge as a measure by which to determine recti-
fication. Although some synaptic charge is lost due to voltage escape in the dendrite
and the shunting effect of dendritic conductances, the charge of an mEPSC recorded
at the soma is much less influenced by denritic filtering than is the current, particularly
so for small synaptic conductances (Spruston et al., 1993). For mEPSCs in BCs the
synaptic conductance was small (on average ~0.8 nS at –60 mV). For each mEPSC
recorded at –60 and +60 mV, the charge (Q ) was determined as the integral of the
fitted waveform (see Chapter 2). This was determined as Q =
´ tend
to I dt , where t0 is
the start of the mEPSC and tend is the end following recovery to baseline, typically
20 ms. At –60 mV the mean mEPSC charge ranged from 52–128 fC. Rectification
was calculated as described for currents, with Q replacing I (see equations 4.1 and
4.2). Both count-matched- and summed charge analysis revealed that, independent
of dendritic filtering, synaptic AMPARs in BCs displayed rectification. Thus, in the
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presence of intracellular spermine mEPSC rectification (RI+60/–60, cm 0.25 ± 0.02 and
RI+60/–60, sum 0.09 ± 0.03; mean ± SEM) was significantly greater than in the absence
of spermine (RI+60/–60, cm 0.82 ± 0.08 and RI+60/–60, sum 0.96 ± 0.12; both p < 0.001)
(see Figure 4.10 on the next page). Overall, these results suggest that CP-AMPARs
are present at excitiatory synapses onto visual cortex L5 BCs.
4.2.4 Rectification of MC mEPSCs
I next repeated the rectification experiments inMCs, in an attempt to determine whether
CP-AMPARs were similarly expressed at synapses onto these cells. Unfortunately,
when held at positive voltages MCs often exhibited clear indications of poor space-
clamp (Spruston and Johnston, 2008; Williams and Mitchell, 2008), with evidence of
the activation of voltage-gated calcium channels as a result of voltage escape in the
dendrites. Although my 2PLSM morphological analysis revealed no difference in the
distance to the most distal dendritic compartment, dendrite hull width or dendrite hull
height between MCs and BCs, reconstructions using biocytin have shown that the to-
tal dendritic length of MCs in L5 of the rat cortex is ~20% greater than that of BCs
(Kawaguchi et al., 2006). Moreover individual MC dendrites (in L2/3 at least) can be
substantially longer than those of BCs (Kawaguchi et al., 2006; Kubota et al., 2011).
Additionally, my data showed that the distance to the most distal axonal compartment
in MCs is nearly twice that in BCs (see Chapter 3). Thus, it is likely that morpho-
logical features contributed to poor space clamp. Moreover, the presence of dendritic
T-type calcium channels in L5 MCs is well established, and these channels support
low-threshold calcium spikes in MCs firing in burst mode (Goldberg et al., 2004).
Although the regenerative currents tended to inactivate during repeated sweeps, both
with continuous (+60 mV) and interleaved protocols (+60/–60 mV) (see Chapter 2),
their presence indicated inadequate voltage clamp of (distal) dendrites. Nevertheless,
I attempted to examine rectification of mEPSCs with fast rise times that were assumed
to arise from perisomatic locations. As described above, mEPSCs in MCs are smaller
than those in BCs (see section 4.2.2 on page 94). This introduced additional difficulties
for their detection at +60 mV where the SD of the background noise was increased
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Figure 4.10: RI determined from the measurement of charge. (A) Boxplot of
RIs for BCs recorded with Cs-gluconate internal, with and without added spermine.
RI+60/–60, cm was calculated as the ratio of ‘count-matched’ mEPSC charges. (B) Same
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plots as described in Figure 4.7 (*** p < 0.001, Welch two sample t test).
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above that at –60 mV – from 2.5 pA (range 2.2–3.1 pA) to 4.2 pA (range 2.5–5.3 pA)
(n = 10).
Even when I sought to resolve events at +60 mV in control conditions with intracel-
lular spermine buffered with high K2ATP (see Chapter 2), where there should be no
inward rectification, event detection proved difficult. For this reason, I initially as-
sessed various approaches in an attempt to appropriately detect mEPSCs and guage
their rectification; a) a variable amplitude threshold (a multiple of the standard de-
viation of the background noise, as used above), and b) a scaled template algorithm.
Having recorded from ten MCs (identified on morphological criteria; see Chapter 3), I
first compared these two methods.
Using a variable threshold of 2.5 x SD of the background noise (see section 4.2.3),
reliably detected events at –60mV, but the number of events detected at +60 mV was
always much greater than expected (if one assumed an unaltered release probability)
suggesting the detection of false-positives. In an attempt to increase selectivity at
positive potentials while retaining sensitivity for small events I next used a scaled
template detection algorithm (Clements and Bekkers, 1997). The template waveforms
were modeled on the time course of averaged spontaneous events and consisted of
events with an exponential rise (t = 0.2–0.4 ms) and decay (t =1–5 ms). An important
feature of this approach is that it takes the noise standard deviation into account, only
selecting events that cross a certain threshold level. I used values for the ‘detection
criterion’ of 2.5–4, close to the optimal value suggested by Clements and Bekkers
(1997) that should ensure sensitivity of detection with a low rate of false positives.
With this method, the number of detected events at +60 mV was dramatically reduced,
but while for some cells the frequency of events at +60 mV was less than that seen at
–60 mV in others it remained much greater than at –60 mV. Such variability was also
seen in the analysis of recordings with intracellular spermine.
Because of the difficulties with detecting mEPSCs at +60 mV, I chose not to calcu-
late the RI for MCs. Even though some events at +60mV were clearly mEPSCs –
in those cases where the AMPAR antagonist NBQX was applied I observed a clear
decrease in event frequency – I was not confident that I could obtain a reliable mea-
sure of rectification. Clearly, using mEPSCs to assess synaptic AMPAR rectification
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is not appropiate in MCs. Interestingly, my collaborators Txomin Lalanne and Jes-
per Sjöström at McGill when making paired recordings of PC to IN connections were
able to detect unitary EPSCs at positive voltages. This was likely because the currents
were time-locked and averaged. Importantly, they found that unitary PC-BC EPSCs
were rectifying, while unitary PC-MC EPSCs had linear current-voltage relationships
(Lalanne et al., 2014; Oyrer et al., 2013).
4.2.5 Block of BC mEPSCs by Naspm
If mEPSCs in BCs are mediated (at least in part) by CP-AMPARs they should display
sensitivity to CP-AMPAR blockers such as the wasp polyamine toxin PhTx (Osswald
et al., 2007), JSTX (Blaschke et al., 1993) or the synthetic analogue of JSTX, Naspm
(Koike et al., 1997). These blockers generally show use- and voltage-dependence of
block, with supression becoming less prominent with depolarization (Koike et al.,
1997; Washburn and Dingledine, 1996). I recorded from BCs with a K-gluconate
internal (to allow a functional indication of IN type), and monitored mEPSCs at –60
mV while bath applying Naspm. In line with previous studies (for example, Purgianto
et al., 2013 and Studniarczyk et al., 2013) I used a concentration of 100 mM and waited
for 20 minutes, after which time the drug effect had reached a steady state.
To assess the Naspm block, I measured summed mEPSC Q – the sum of charge from
100 s recordings made before and after 20 minutes of drug application. This approach
was chosen in order to avoid potential underestimation of block that could occur with
simple averaging or count-matching if events arose from a mixture of synapses with
CI- or CP-AMPARs. These recordings were made without the addition of intracelluar
spermine to ensure any GluA2-lacking CP-AMPARs were available to be blocked by
Naspm (Rozov et al., 2012). As shown in Figure 4.11, Naspm produced a significant
block of mEPSC summed charge.
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Figure 4.11: Partial block of BC mEPSCs by Naspm suggests the presence of
CP-AMPARs. (A) Representative control mEPSCs (–60 mV) (black) and mEPSCs
recorded after 20 min (red). (B) Charge histograms and mean mEPSCs (202 control
mEPSCs and 255 events after 20 minutes) for the cell shown in A. (C) Same as A, but
with application of 200 mM of the CP-AMPAR blocker Naspm. (D) Same as B, but for
the cell in C (419 control mEPSCs and 423 events after 20 minutes in Naspm) . (E)
Pooled data from 3 cells without drug and 5 cells with Naspm. Box-and-whisker plots
as decsribed in Figure 4.7 on page 100 (* p < 0.05; Welch two-sample t test).
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This result was supported by a separate analysis that did not involve event detection
or selection. In one representative control recording and in one representative Naspm
recording I determined synaptic charge transfer using a method based on that of Glykys
and Mody (2007). I divided each record into 100 ms episodes, generated all-point am-
plitude histograms and fit these with a single-sided Gaussian (to the most-positive
current values). For each episode the peak of the Gaussian fit was taken as the baseline
current value, and the integral of the section of histogram not fitted by the Gaussian
was taken as the charge carried by the mEPSCs. The phasic charge per episode was
averaged for control recordings and for those obtained after 20 minutes (with or with-
out Naspm). In the two cells examined, the fraction of charge remaining was 0.65 and
0.93 with- and without Naspm (the corresponding values for the original analysis were
1.00 and 0.74) (see Figure 4.12).
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Figure 4.12: Reduction in phasic charge transfer by Naspm. (A) Representative
100 ms episode taken from a period of recording in control external solution (–60
mV). The all-point histogram below shows the method of charge calculation. As de-
scribed in the text, the integral of the histogram outside the fitted one-sided Gaussian
(fit between grey circles) was taken as the charge carried by the mEPSCs. (B) Same as
A but for a representative 100 ms episode 20 mins after application of 100 mMNaspm.
The average charge in control and Naspm was calculated from 950 episodes in each
condition.
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4.3 Discussion
The results presented in this chapter suggest the presence of CP-AMPARs at excita-
tory connections onto BCs in layer 5 of the visual cortex. The rectification for BC
mEPSCs in the presence of spermine, independent of the method of assessment of RI,
strongly supports this view. While the RI estimated by count-matching (mean 0.25) is
likely to underestimate the rectification (see section 4.2.3), the RI calculated from the
summed mEPSC charges (mean 0.09) is likely to overestimate the rectification. The
fact that these two methods gave slightly different values suggests possible heterogene-
ity among synapses in the prevalence of CP-AMPARs. Of note, the modest difference
is much less than seen in the study of Bats et al. (2012) that asssed mEPSC recti-
fication using these two approaches and argued for heterogeneity among excitatory
synapse onto cerebellar stellate cells. Although it is difficult to compare recombinant
and synaptic data obtained under different conditions, what does such a comparison
of rectification say about the relative proportion of CI- and CP-AMPARs in BCs? For
recombinant CP-AMPARs (GluA1 or GluA4) RI(+60/–60mV) is ~0.2 without g-2 and
~0.6 with g-2, whereas for CI-AMPARs (GluA2/4) RI(+60/–60mV) is ~0.75 both with
and without g-2 (Soto et al., 2007). The RI values I obtained for BCs with spermine
were 0.25 (count-matched data) and 0.09 (summed). At face value this would suggest
that >90% of the AMPARs in BCs were calcium permeable.
The fact that I obtained only an incomplete block of BC mEPSCs by Naspm (see
section 4.2.5) would be consistent with these cells expressing a mixture of CP- and
CI-AMPARs. However, this simple interpretation is complicated by the need to under-
stand a) how much block one could achieve with a pure population of CP-AMPARs,
and b) to what degree the extent of block is affected by the frequency of activation at
individual synapses.
Regarding the expected degree of block for CP-AMPARs, various studies have shown
that with PhTx-433 or Naspm complete or near-complete block can be achieved for
both recombinant CP-AMPARs (Jackson et al., 2011;Washburn and Dingledine, 1996)
and for native receptors in cells lacking GluA2 (Koike et al., 1997; Sara et al., 2011;
Studniarczyk et al., 2013). The issue of use-dependency, and thus the impact of the
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frequency of release at individual synapses, is more complex. The very nature of quan-
tal events – reflecting random release events across all individual synapses – means
that for a given frequency of mEPSCs recorded at the soma, the average frequency
of release at any individual synapse could be only a tiny fraction of this. The precise
frequency of mEPSCs at a given synapse will depend on the total number of synapses
received by the cell and on any heterogeneity of release probability (e.g. Holderith
et al., 2012). Interestingly, a study of cultured hippocampal neurons Sara et al. (2011)
reported a full block of mEPSC charge transfer in GluA2-lacking neurons within 5
minutes of application of 100 mM PhTx-433. In this study the frequency of mEPSCs
was ~3 Hz and, surprisingly, the speed and extent of block was not increased by in-
creasing the mEPSC frequency ~2-fold (switching from 2 to 10 mM Ca2+). Of course,
I cannot assume that hippocampal neurons in culture have the same number of exci-
tatory synaptic contacts as BCs in slices, or that Naspm behaves exactly as PhTx-433
(Washburn and Dingledine, 1996). Nevertheless, these observations would be consis-
tent with the view that the mEPSCs in BCs do not arise from a pure population of
CP-AMPARs.
My findings were confirmed by the work of my collaborators Txomin Lalanne and
Jesper Sjöström (Lalanne et al., 2014; Oyrer et al., 2013). They made paired record-
ings from PCs and BCs and from PCs and MCs also in L5 of visual cortex from
P14-P21 mice (see Figure 4.13). Similar to my results with mEPSCs, they found
that unitary currents at PC-BC synapses were rectifying (RI ~0.15). In additional
experiments they also examined rectification of currents evoked by the uncaging of
AMPA. These experiments also revealed strong rectification in BCs (RI ~0.2). More-
over, PC-BC synapses were also sensitive to Naspm, with 100 mM Naspm producing
a block of ~50%. Although Naspm (and JSTX) can produce some non-specific block
of CI-AMPARs (Blaschke et al., 1993; Studniarczyk et al., 2013), when considered
together with our joint rectification data, these results are consistent with the pres-
ence of postsynaptic CP-AMPARs. While the experiments I carried out unfortunately
left unanswered the question of whether MCs express CP-AMPARs, my collaborators
were able to show, both in paired recordings of PC-MC connections and with AMPA
uncaging, that the synaptic and non-synaptic AMPARs in MCs were non-rectifying
(RI ~1 in both cases). Thus, my results, together with the findings of my collabora-
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tors, are strongly suggestive of the presence of postsynaptic CP-AMPARs in BCs, but
not in MCs. Recently, it has been suggested that spontaneous and evoked glutamate
release activates non-overlapping populations of receptors (Atasoy et al., 2008; Sara
et al., 2011; Sutton and Schuman, 2009) or can occur preferentially at different sets of
synapses (Peled et al., 2014). Our data on BCs suggests that glutamate released in an
action potential-dependent or action potential-independent fashion activates AMPARs
with similar functional properties.
Relationship to previous studies of BCs
Previous functional studies, in other regions (both cortex and hippocampus) have also
identified the presence of CP-AMPARs in BCs. For example, the classic studies of
Jonas and colleagues showed clear inward rectification of currents in outside-out so-
matic patches from BCs in slices of the dentate gyrus of the rat (Geiger et al., 1995;
Koh et al., 1995b). Similar results were obtained in equivalent experiments on neocor-
tical fast-spiking non-pyramidal cells in slices of frontal cortex of rat (Angulo et al.,
1997). In two of these studies, the functional properties were correlated with a low
relative abundance of GluR2 (GluRB) mRNA, as judged by single-cell RT-PCR (An-
gulo et al., 1997; Geiger et al., 1995). More recently, a study by Wang and Gao (2010)
showed that the majority of fast-spiking INs in the prefrontal cortex of the rat exhibit
evoked EPSCs that are inwardly rectifying, suggesting the presence of CP-AMPARs.
The same authors showed a significantly increased rectification in adolescent- (P31-
P63) compared to juvenile- (P15-P28) rats. This is of interest given that my recordings
were from relatively young mice. The existence of CP-AMPARs in PV-postive INs in
the prefrontal cortex was additonally confirmed by Tao et al. (2013), who showed a
pronounced inward rectification of evoked EPSCs in adult mice. Finally, CP-AMPAR-
mediated EPSCs have also been demonstrated in the mouse barrel cortex (Hull et al.,
2009).
The study by Hull et al. (2009) found that thalamocortical inputs evoke CP-AMPAR-
mediated EPSCs in fast-spiking INs but not in regular-spiking INs. It is interesting
to compare this evidence for postsynaptically-determined differences with the earlier
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Figure 4.13: Paired recordings of PC-BC and PC-MC connections. (A) Maximal
intensity projection of fluorescence obtained with 2PLSM showing four Alexa-594-
filled neurons in L5 of mouse visual cortex. Image shows two PCs (1 and 4) and two
INs (2 and 3). Scale bar 100 mm. (B) Family of currents elicited in a BC by action
potentials (black bars) in presynaptic PC (average of 6 sweeps). (C) Current-voltage
relationship of the currents shown in B (at the time indicated by the vertical dashed
line). (D, E) Same as B and C but from a PC-MC pair (10 sweeps). (F) Pooled data
showing average I-V plots for PC-BC and PC-MC pairs. (G) Bar plot showing esti-
mates of rectification for the two IN types, calculated as the ratio of currents at positive
and negative voltages; +40/–40, corrected for measured liquid junction potential. Fig-
ure provided by Txomin Lallane and Jesper Sjöström.
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study of Tóth and McBain (1998) that found evidence for AMPAR expression that ap-
peared to be determined by the nature of the afferent inputs. Thus, they found that the
synaptic expression of CP-AMPARs in single hippocampal INs (as judged by PhTx-
433 block) depended on the nature of the presynaptic neuron, with mossy fibre-evoked
EPSCs being mediated by PhTx-sensitive CP-AMPARs but EPSCs arising from CA3
PC inputs being mediated by PhTx-insensitive CI-AMPARs. My results extend this
body of work by demonstrating that CP-AMPARs are present at synapses onto BCs
in L5 of the mouse visual cortex. The potential roles of CP-AMPARs in fast-spiking
BCs will be considered in Chapter 5.
Comparision with MCs
My data, together with that of my collaborators, suggests the presence of CP-AMPARs
on excitatory synapses onto BCs but CI-AMPARs at excitatory synapses onto MCs
(Lalanne et al., 2014; Oyrer et al., 2013). The potential significance of this differ-
ence in AMPAR subtypes between these two IN classes in terms of their circuit func-
tion will be elaborated in Chapter 6. Regardless of their ultimate functional roles,
it is interesting to consider how AMPAR expression may be linked to the develop-
ment of BCs and MCs. Fate mapping studies have shown that both PV-positive- and
SOM-positive cortical INs originate from the MGE (Kessaris et al., 2014; Wonders
and Anderson, 2006), with PV-positive cortical INs primarily being generated within
the ventral MGE, and SOM-positive cortical INs primarily originating from the dorsal
MGE (Fogarty et al., 2007; Wonders et al., 2008). This is of interest as, in the hip-
pocampus, it has recently been shown that the lineage of INs determines the nature
of the AMPARs they express. Thus, Matta et al. (2013) has shown that excitatory
synaptic inputs to MGE-derived INs activate GluA2-lacking AMPARs, while excita-
tory synaptic inputs to CGE-derived INs activate GluA2-containing CI-AMPARs. As
both cortical BCs and MCs derive from MGE progenitors, our findings that these two
IN types have different AMPAR subtypes at their excitatory inputs appears at odds
with the picture emerging from the hippocampus. However, it is important to note
that gene expression profiling has revealed considerable molecular heterogeneity be-
tween the dorsal and ventral MGE (Wonders et al., 2008). Moreover, as pointed out by
Matta et al. (2013), an absolute origin-dependent rule for the expression of CP- versus
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CI-AMPARs is probably too simplistic, as individual INs have been demonstrated to
express CP- and CI-AMPARS at synapses innervated by distinct afferent inputs (Tóth
and McBain, 1998).
In the following chapter I will describe immunohistochemical experiments that address
the AMPAR subunit expression (more precisely that of GluA2) in the two IN types.
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Chapter 5
Immunohistochemical
characterisation of GluA2 expression
5.1 Introduction
As described in previous chapters, the presence or absence of edited GluA2 subunits
in an AMPAR tetramer dictates whether or not the receptor will be of the CI- or CP-
subtype. Thus, the balance of AMPAR receptor subtypes expressed within any one
cell will, to a large extent, reflect the abundance of GluA2 (Jonas et al., 1994; Szabo
et al., 2012). As the electrophysiological data from my own studies and those of my
collaborators suggested the presence of CP-AMPARs in BCs but the expression of
predominantly CI-AMPARs in MCs (Lalanne et al., 2014), one might predict a greater
expression of GluA2 in MCs than in BCs. In order to assess the relative expression of
GluA2 in BCs and MCs within L5 of the mouse visual cortex, I sought to examine the
pattern of GluA2 immunoreactivity in these INs, as identified by the presence of PV
and SOM, respectively.
As discussed in Chapter 1, neocortical INs can be classified according to their neuro-
chemical expression profile. However, a general consensus has been slow to emerge,
in part because different studies have sometimes taken very different approaches. For
example, attempted comparisons among different species (rat, mouse, human etc), at
different levels of resolution (region- and layer-specific or more indiscriminate) or
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with different markers (protein versus mRNA), have often led to confusion or con-
tention (see section 5.5). Nevertheless, SOM and PV are commonly used as key
neurochemical markers to separate different IN groups. Firstly, PV and SOM label
predominantly inhibitory GABAergic neurons (Gonchar et al., 2007; Kubota et al.,
1994; Kawaguchi and Kubota, 1997) and hardly ever non-GABAergic neurons (Jinno
and Kosaka, 2004). Secondly, they constitute two non-overlapping molecular mark-
ers (Gonchar and Burkhalter, 1997; Gonchar et al., 2007; Kawaguchi and Kubota,
1997; Kubota et al., 1994) (reviewed in Ascoli 2008; DeFelipe et al. 2013; Toledo-
Rodriguez et al. 2005). More specifically, in mouse visual cortex, PV and SOM are
non-overlapping, both during development (Xu et al., 2006; Gonchar et al., 2007; Pf-
effer et al., 2013) and in the adult (Xu et al., 2010). Here, SOM immunoreactive
GABAergic INs are first seen at P0, while PV immunoreactive INs appear later (P13)
(Gonchar et al., 2007). At P16 ~40% of INs express SOM and 40% PV, while in the
adult the corresponding precentages are ~30% and ~50% (Gonchar et al., 2007). Thus,
together these markers identify the majority of GABAergic INs.
I chose to answer the question about levels of GluA2 expression within the major L5
IN players by labelling visual cortical slices with specific primary antibodies (namely
anti-PV, -SOM and -GluA2) and fluorescently labelled secondary antibodies. By chos-
ing different excitation and emission wavelenghts, the sequential visualization of all
three cellular markers was possible.
5.2 GluA2 expression in PV and SOM interneurons
I examined immunolabelling in visual cortex layer 5. To broadly match my electro-
physiological data, which was from the 3rd postnatal week (P14-21), I used slices from
P21 mice and collected frozen slices from the microtome at approximately the same
depth into the tissue block as used for slicing fresh tissue for acute slices for electro-
physiology. Free floating sections (40 mm) were incubated with primary antibodies
against PV, SOM and GluA2 then with secondary antibodies conjugated with various
fluophores (see Chapter 2). This is illustrated schematically below (Figure 5.1).
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Guinea pig
Goat anti-Guinea pig
Alexa Fluor 647
Rat
Goat anti-Rat
Alexa Fluor 555
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Goat anti-Rabbit
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Figure 5.1: Schematic diagram illustrating the origin (species) and selectivity of
the primary (1°) and secondary (2°) antibodies used for triple labelling of cortical
sections for PV, SOM and GluA2. Note, in order to avoid secondary antibodies cross
reacting with other secondary antibodies, the primary antibodies were from different
species (guinea pig, rat and rabbit) while the secondary antibodies were raised in a
different species again (goat).
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Identification of visual cortex L5
To identify the visual cortex, I first located the corpus callosum and focussed on the
cortex slightly lateral to the posterior forceps and dorsal hippocampal commissure,
above the external capsule (Lein et al., 2006). Between the pia and the corpus callo-
sum, cortical layers were distinguished by subtle differences in the density of DAPI
staining when viewed with the 10x objective (Figure 5.2), including a higher density
of cell bodies in L4 in comparison to L5 (Tsiola et al., 2003). When viewed with
a 20x objective L5 was characterised by large GluA2-immunoreactive PC soma sur-
rounded by PV-immunoreactive puncta (Figure 5.2) (Kawaguchi and Kubota, 1997;
Somogyi et al., 1998). No SOM-immunoreactive puncta were seen around the PC cell
bodies, consistent with SOM-positive MC INs preferentially targetting distal dendrites
(Kawaguchi and Kubota, 1997; Somogyi et al., 1998).
5.2.1 Triple labelling of PV, SOM and GluA2
The goal of my quantitative analyses was to determine the relative expression of GluA2
in PV-positive INs, SOM-positive INs and PCs. All of the antibodies produced repro-
ducible labelling of cell bodies, but labelling of dendrites was not sufficiently clear
to provide adequate descriptions of the dendritic morphologies. As I did not employ
any synaptic markers, my comparison was restricted to counts of double-labelled cell
bodies (e.g. Vissavajjhala et al. 1996).
PV and SOM displayed distinct somatic immunoreactivity, with the former showing
strong, complete labelling (Moga et al., 2002; Vissavajjhala et al., 1996; Sommeijer
and Levelt, 2012; Kawaguchi and Kubota, 1998) while the latter showed characteristic
crescent-shaped peri-nuclear labelling only (Pesold et al., 1999; Kawaguchi and Kub-
ota, 1996, 1998; Perrenoud et al., 2012). The majority of INs in the cortex of juvenile
rodents are BCs, followed by MCs (Markram et al., 2004). Consistent with this, I al-
ways detected many more PV- than SOM-immunoreactive cell bodies. Although one
might have expected the ratio of SOM:PV cells to be between 0.6:1–1:1 (see above;
Gonchar et al. 2007), I obtained a ratio of 0.2:1 (three L5 stacks from each of three
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Figure 5.2: Layer identification in visual cortex. Coronal sections of visual cortex
from P21WTmouse. Top row shows three maximum intensity projection images from
multiple optical slices of 3 mm step size (immunolabelled with antibodies against PV
and GluA2 and stained with DAPI). Images were obtained with a 10x objective and
have been background subtracted (for illustration purposes only). Layer identification
is shown to the right. Scale bar 100 mm. Bottom row shows images from the same area
but centered on layer V and obtained with a 20x objective. In this case only a single
optical slice is shown. Arrowheads indicate selected PCs. Scale bar 100 mm. Sparse
labelling for SOM neurons (see below) did not provide useful information on layering.
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mice). This comparatively low ratio may be explained by the fact that I selected SOM-
positive cells very conservatively (when chosing cells for assessing the presence of
GluA2).
Triple labelling for PV, SOM and GluA2 is shown together with DAPI staining in Fig-
ure 5.3 on the next page. The upper row of images shows a PV-positive IN (arrowhead)
and two nearby PV-negative PCs (asterisks). Both the PV-positive INs and the PCs are
immunoreactive for GluA2 (in agreement with previous studies; Vissavajjhala et al.
1996; Petralia and Wenthold 1992; He et al. 2001 for PCs and Vissavajjhala et al. 1996
for PV-positive INs). The lower row shows images from the same stack, illustrating a
SOM-positive IN (double arrowhead) and two nearby SOM-negative PCs (asterisks).
Note that SOM backround labelling is pronounced, but that the SOM immunoreactive
soma is very distinct. Again, both the PCs and the SOM-positive IN are immunoreac-
tive for GluA2, with the expresssion in the IN less than that seen in the PCs.
To quantify GluA2 immunoreactivity across the two IN types, I measured the mean
grey value in selected regions of interest (ROIs) centered on the cell bodies (see legend
to Table 5.1 on page 128). The mean grey value is simply the sum of the grey values of
all the pixels in each selected ROI divided by the number of pixels. For all cells, each
mean grey measurement was higher than the mean background value. Of note, GluA2-
labelling was much more variabe among PV-positive INs than SOM-positive INs. For
example, in one slice mean grey values for GluA2 in the SOM INs varied between
43.8 and 71.0, while in PV INs the measure ranged from 46.4 to 179.9. Across all
three animals, the CV of GluA2 mean grey value was significantly greater for PV INs
compared to SOM INs (0.36 ± 0.05 versus 0.11 ± 0.02; p = 0.00063, Welch t test; n = 7
and 9, respectively). Consistently accross the three animals, GluA2 labelling intensity
(background subtracted) had the following order PV INs > PCs > SOM INs. When
normalised to PC GluA2 levels, the GluA2 labelling of PV-positive INs was more than
double that of SOM-positive INs.
The results described above were unexpected, given my electrophysiological results
and those of my colleagues (Lalanne et al., 2014). Most notably, it was surprising
that the soma of PV-positive INs exhibited a greater intensity of GluA2 labelling than
did PCs. Rather disturbingly, it appeared that many cells with the brightest GluA2
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Figure 5.3: Triple labelling for PV, SOM and GluA2. Images of coronal sections
of visual cortex from a P21 WT mouse obtained with a 40x objective. (A) Selected
region of a single optical slices from L5 (stained with DAPI and immunolabelled with
antibodies against PV, SOM and GluA2). The final image is an overlay of the previous
four. Note the PCs surrounded by PV-positive puncta (asterisks) and the intensely
labelled PV-positive IN soma with a typical round soma. Scale bar 10 mm. (B) Images
from a different selected region of the same slice. Note the SOM-positive IN (double
arrowhead). Scale bar 10 mm.
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Mean grey value Normalised to PC
PC PV SOM PV SOM
Animal 1 68.8 72.3 27.9 1.07 0.42
Animal 2 48.5 64.3 22.4 1.35 0.46
Animal 3 39.9 58.3 28.6 1.54 0.79
Global average 52.4 65.0 26.3 1.32 0.56
SEM 8.6 4.0 2.0 0.14 0.12
Table 5.1: GluA2 immunolabeling of PV- and SOM-positive interneurons. Values
shown are the average measurements from three slices per animal, in which mean
grey values were determined from a single optical section with circular ROIs of ~3
mm diameter located on the soma. For PV-positive INs, the ROI was centred on the
brightest region of PV labelling and the GluA2 intensity was taken from the same
position. For SOM-positive INs, ROI was centered on the brightest expression (outside
of the unlabelled nuclei) and, again, GluA2 intensity was taken from the same position.
The GluA2 labelling in PCs was used to normalise the GluA2 intensity accross slices
and animals. Here, GluA2 labelling was taken from the brightest region of the soma.
Note, all measurements are background subtracted (average of at least 20 ROIs per
stack).
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immunofluorescence were also the brightest for PV. To quantify this, I examined the
correlation between PV and GluA2 immunoreactivity. For each PV-positive IN, I mea-
sured the mean grey value for the brightest PV labelling and the mean grey level for
GluA2 in the corresponding optical section.
Plots of mean grey level for PV against that for GluA2 are shown for three different
mice in Figure 5.4 on the next page. There was a clear trend for the highest GluA2
labelling to be associated with the highest PV labelling (RS = 0.52, 0.44 and 0.29).
The apparently greater expression of GluA2 in the INs most heavily immunoreac-
tive for PV could reflect a developmental progression, particularly as it is known that
PV expressing INs increase in number between eye-opening and adulthood (Gonchar
et al., 2007). Although this possibility was considered attractive, control experiments
(described below) suggest a more mundane explanation.
5.3 Technical considerations and antibody specificity
The above work was carried out under the assumption that the antibodies used were
highly specific (as claimed by each of the suppliers). All the primary antibodies I
employed have been widely used and, in certain cases, characterised using relevant
controls, including use of preimmune serum, immunoabsorption, and labelling of
transfected cells. The anti-PV antibody has been used previously by many studies,
including, for example, by León-Espinosa et al. (2012) in the mouse neocortex, by
Massi et al. (2012) in rat prefrontal cortex, by Antonucci et al. (2012) in the rodent
hippocampus, and by Huang et al. (2013) in the mouse olfactory bulb. Likewise, the
anti-SOM antibody has been used previously by Gonchar et al. (2007) in the mouse
visual cortex, by Perrenoud et al. (2012) in the mouse barrel cortex, by Cammalleri
et al. (2009) in mouse hippocampus, and by Xu et al. (2006) in the mouse cortex. Fi-
nally, the anti-GluA2 antibody was used by Shimuta et al. (2001) and by Fukaya et al.
(2006) in the mouse hippocampus.
The major factors influencing the quality of immunohistochemical experiments, and
the necessity for control experiments have been extensively reviewed (Fritschy, 2008;
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Figure 5.4: Scatterplots illustrating the relationship between GluA2 and PV so-
matic labelling. The three plots (A, B and C) are from single slices from each of
three mice. Symbols denote background subtracted grey values (as described in the
text). Solid lines (red) are linear fits and curved dashed lines (red) indicate the 95%
confidence interval of the fit. The straight dashed lines (black) are lines of identity. In
each case the significance of the relationship was tested using a Spearman rank order
correlation test. (A) n = 36, RS = 0.52, p = 0.0011 .(B) n = 49, RS = 0.44, p = 0.0014
(C) n = 43, RS = 0.29, p = 0.063.
130
Rhodes and Trimmer, 2006; Lorincz and Nusser, 2008; Editors, 2011). Both primary
and secondary antibodies can fail to bind to their targets or can bind non-specifically
to other targets or tissue components. The primary antibodies I used have been widely
tested (see above). However, to avoid potential misinterpretation of my results I per-
formed various control experiments, specifically addressing the possibility of fluores-
cent cross-talk and secondary antibody cross-reactivity.
5.3.1 Tests of fluorescence crosstalk
Crosstalk (also known as bleed-through) can occur when two (or more) fluophores
are excited and imaged. Essentially, the emission of one fluorophore is detected in
the photomultiplier channel or through the filter combination reserved for a second
fluorophore. To avoid fluorescence crosstalk I used sequential imaging (see Chapter 2)
and carefully selected fluophores to minimise overlap of excitation/emission spectra.
The excitation and emission spectra for the fluophores I employed are shown in Figure
5.5 and indicate there should be minimal fluoresence crosstalk.
The absence of fluorescence crosstalk is evident in Figure 5.6, which shows that while
cell bodies labelled with respective primary and secondary antibodies are detected
in the relevant channels (left column) they do not appear in the other channels. To
illustrate the selective identification of cell bodies in the appropriate channels only,
I measured mean grey values from five randomly chosen cells (circular ROIs of ~7
mm diameter) and ten background ROIs within each stack (Figure 5.7). This anlaysis
confirmed the absence of fluorescence crosstalk.
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Figure 5.5: Excitation and emission spectra for each pair of fluophores. Graphs
show excitation and emission spectra for the three fluophores used – Alexa 488, Alexa
555 and Alexa 647. To assess potential overlap, the spectra are shown as pairs:
GluA2/PV, SOM/PV and GluA2/SOM. The arrows denote the wavelengths of the laser
excitation lines and the coloured blocks denote wavelengths over which the emission
was collected. Note that DAPI was excited with a laser line of 405 nm. Curves taken
from http://www.omegafilters.com/Products/Curvomatic
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PV channel SOM channel GluA2 channel 
SOM channel PV channel GluA2 channel 
GluA2 channel PV channel SOM channel 
PV 1° and 2°
SOM 1° and 2°
GluA2 1° and 2°
Figure 5.6: Absence of fluorescence crosstalk. Coronal sections of visual cortex from
P21 WT mice obtained with a 20x objective. Images of single optical sections from
the PV-, SOM- and GluA2 channels for slices labelled with PV primary and secondary
antibodies (top row), SOM primary and secondary antibodies (middle row), and GluA2
primary and secondary antibodies (bottom row). Note the absence of bleed-through in
the right-hand pair of columns. Scale bar is 100 mm.
133
A 
(C
el
l) 
250
200
150
100
50
0
6
5
4
3
2
1
0
20
15
10
5
0
6
5
4
3
2
1
0
50
40
30
20
10
0
6
5
4
3
2
1
0
2.0
1.5
1.0
0.5
0.0
6
5
4
3
2
1
0
40
30
20
10
0
6
5
4
3
2
1
0
160
120
80
40
0
6
5
4
3
2
1
0
2.0
1.5
1.0
0.5
0.0
6
5
4
3
2
1
0
160
120
80
40
0
6
5
4
3
2
1
0
30
25
20
15
10
5
0
6
5
4
3
2
1
0
PV channel
B 
(B
ac
k.
)
R
at
io
GluA2 channelSOM channel
P
V
 ce
ll / b
a
ckrg
o
u
n
d
 ra
tio
P
V
 ce
ll / b
a
ckrg
o
u
n
d
 ra
tio
P
V
 ce
ll / b
a
ckrg
o
u
n
d
 ra
tio
S
O
M
 c
e
ll / b
a
ckrg
o
u
n
d
 ra
tio
S
O
M
 c
e
ll / b
a
ckrg
o
u
n
d
 ra
tio
S
O
M
 c
e
ll / b
a
ckrg
o
u
n
d
 ra
tio
M
e
a
n
 g
re
y 
va
lu
e
A 
(C
el
l) 
B 
(B
ac
k.
)
R
at
io
A 
(C
el
l) 
B 
(B
ac
k.
)
R
at
io
GluA2 channelPV channelSOM channel
PV channel SOM channelGluA2 channel
A B
R
at
io A B
R
at
io
A B
R
at
ioA B
R
at
io
A B
R
at
ioA B
R
at
io
G
lu
A
2
 ce
ll / b
a
c
krg
o
u
n
d
 ra
tio
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
M
e
a
n
 g
re
y 
va
lu
e
G
lu
A
2
 ce
ll / b
a
c
krg
o
u
n
d
 ra
tio
G
lu
A
2
 ce
ll / b
a
c
krg
o
u
n
d
 ra
tio
A PV 1° and 2°
B SOM 1° and 2° 
C GluA2 1° and 2° 
Figure 5.7: Quantification of cell detection in appropriate channels only. Filled
circles denote mean grey values from randomly chosen cells (circular ROIs of ~7
mm diameter) and open circles denote mean grey values from randomly chosen back-
ground ROIs within each stack. For ‘off-target’ channels (excitation and detection
wavelengths other than those appropriate for the relevant primary/secondary antibody
combination) the ROIs were kept fixed at the location of the chosen cell bodies and
background selections. The horizontal lines indicate the average values. The filled
columns indicate the ratios of average mean grey values between the target cells and
the background. (A) Measurements taken from slices incubated with anti-PV pri-
mary and corresponding secondary antibodies. (B) Measurements taken from slices
incubated with anti-SOM primary and corresponding secondary antibodies. (C) Mea-
surements taken from slices incubated with anti-GluA2 primary and corresponding
secondary antibodies. In the appropriate channels (left column) the cell/background
ratios (red fills) are 2.5 (GluA2), 4.5 (PV) and 5.2 (SOM). In the off-target channels
the ratios (grey fills) are all ~1.
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5.3.2 Tests of secondary antibodies
Secondary antibodies alone
To test for specificity of the secondary antibodies I applied each of them in the absence
of primary antibodies. The residual staining was considered as being non-specific. For
all three secondary antibodies, there was no cell labelling evident (Figure 5.8). With
Alexa Fluor 555 Goat Anti-Rat IgG and Alexa Fluor 488 Goat Anti-Rabbit IgG there
was some faint, largely diffuse labelling. In the case of Alexa Fluor 488 Goat Anti-
Rabbit IgG (used to label the GluA2 primary) the mean grey values were less than
seen in the backround of triply labelled sections (55.2 ± 4.3; see also Table 5.1).
Primary and all secondaries
Although the secondary antibodies I used are nominally selective, only one of these
(the anti-guinea pig antibody used to label the PV primary) was cross-absorbed by
the the manufacturer against rabbit and rat sera, the species of the other two primary
antibodies used in the triple labelling. To test for cross-reactivity I incubated sections
first with one primary antibody only and then with all secondary antibodies. All pos-
sible combinations were tested. As shown in Figure 5.9, when comparing GluA2 and
SOM immunolabelling there was no evidence of cross-reactivity. Thus, the GluA2
secondary antibody labelled neurons in the presence of the GluA2 primary antibody
and not in the presence of the SOM primary antibody alone. Conversely, the SOM sec-
ondary antibody labelled neurons in the presence of the SOM primary antibody and
not in the presence of the GluA2 primary antibody alone.
However, as shown in Figure 5.10, when comparing GluA2 and PV immunolabelling
there was clear evidence of cross-reactivity. Thus, the GluA2 secondary antibody
labelled neurons in the presence of the GluA2 primary antibody and, unexpectedly,
in the presence of the PV primary antibody alone. Conversely, the PV secondary
antibody labelled neurons in the presence of the PV primary antibody but not in the
presence of the GluA2 primary antibody alone. Thus, the seemingly greater expression
of GluA2 in the neurons most heavily immunoreactive for PV (Figure 5.4) seems not
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Figure 5.8: Secondary antibodies alone. Coronal sections of visual cortex from P21
WT mice obtained with a 20x objective. (A) Optical slices from L5 immunolabelled
with Alexa Fluor 647 Goat Anti-Guinea Pig IgG, Alexa Fluor 555 Goat Anti-Rat IgG
and Alexa Fluor 488 Goat Anti-Rabbit IgG. Scale bar 10mm. (B) Mean grey values
determined from ten randomly chosen circular ROIs of ~3 mm diameter within each
stack. Horizontal lines denote the mean values.
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SOM 2° GluA2 2° 
SOM 2° GluA2 2° absent
SOM 2° GluA2 2° 
SOM 1°
SOM 1°
GluA2 1°
Figure 5.9: GluA2 and SOM secondary antibody specificity. Coronal sections of
visual cortex from P21 WT mice obtained with a 20x objective. Left column shows
images acquired in the SOM channel (see Figure 5.5). Right column shows images ac-
quired in the GluA2 channel (see Figure 5.5). Upper row shows slice labelled with the
anti-SOM primary antibody together with the SOM secondary antibody (left) and the
GluA2 secondary antibody (right). Middle row shows slice labelled with the anti-SOM
primary antibody together with the SOM secondary antibody (left) but no GluA2 sec-
ondary antibody (right). Bottom row shows slice labelled with the anti-GluA2 primary
antibody together with the SOM secondary antibody (left) and the GluA2 secondary
antibody (right). These results indicate no cross-reactivity of the secondary antibodies
used for SOM and GluA2. Scale bar is 100 mm.
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to reflect a developmental progression, but rather an unfortunate cross reaction of the
goat anti-rabbit antibody with the guinea pig anti-PV primary antibody.
This apparent cross-reactivity means that my results regarding the extent of GluA2
expression in PV-positive INs cannot be interpreted. However, my data concerning
GluA2 expression in SOM-positive INs are valid. I found that the somatic GluA2
content of SOM-positive INs was approximately half that of PCs (normalised ratio
0.56 ± 0.12; Table 5.1). This result was replicated in experiments involving double-
rather than triple-labelling (SOM and GluA2 only), where mean ratio was 0.51 ± 0.03
(n = 3 slices).
5.4 Resolution of GluA2 expression in PV-positive INs
To address the problem with the combination of guinea-pig anti-PV and goat anti-
rabbit antibodies, I tried a different set of antibodies. Specifically, I switched to a
mouse anti-PV primary antibody (swant PV 235), an Alexa Fluor 488 goat anti-mouse
antibody (Jackson ImmunoResearch Laboratories Inc. 115-545-062) and a Cy5 goat
anti-rabbit antibody (Jackson ImmunoResearch Laboratories Inc. 111-175-144) (see
Chapter 2 and Figure 5.11).
The anti-PV primary was from mouse – the same species as the tissue sections – in-
creasing the likelihood of non-specific binding to epitopes exposed upon tissue damage
or to extracellular matrix molecules (Fritschy, 2008). However, mouse anti-PV anti-
bodies (including swant PV 235) have previously been successfully employed with
mouse tissue (Gonchar et al., 2007) (Milenkovic et al., 2013). Of note, the Alexa
Fluor 647 goat anti-rabbit secondary antibody was cross-absorbed by the the manufac-
turer against mouse sera. Nevertheless, to test for specificity of the secondary antibody
I applied it in the absence of the anti-PV primary antibody. The residual staining was
considered as being non-specific. Blood vessels were labelled (as expected when using
a mouse antibody on mouse tissue) but there was no IN labelling evident (Figure 5.12
on page 141).
To test for cross-reactivity I also incubated sections first with one primary antibody
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PV 2° GluA2 2° 
PV  2° GluA2 2° absent
PV 2° GluA2  2° 
PV 1°
PV 1°
GluA2 1°
Figure 5.10: GluA2 and PV secondary antibody specificity. Coronal sections of
visual cortex from P21 WT mice obtained with a 20x objective. Left column shows
images acquired in the PV channel (see Figure 5.5). Right column shows images ac-
quired in the GluA2 channel (see Figure 5.5). Upper row shows slice labelled with
the anti-PV primary antibody together with the PV secondary antibody (left) and the
GluA2 secondary antibody (right). Note the similar pattern of cell body labelling
(arrowheads). Middle row shows slice labelled with the anti-PV primary antibody to-
gether with the PV secondary antibody (left) but no GluA2 secondary antibody (right).
Bottom row shows slice labelled with the anti-GluA2 primary antibody together with
the PV secondary antibody (left) and the GluA2 secondary antibody (right). These
results indicate clear cross-reactivity of the secondary antibody used for GluA2. Scale
bar is 100 mm.
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PV GluA2
Mouse
Goat anti-mouse
Alexa Fluor 488
Rabbit
Goat anti-Rabbit
Alexa Fluor 647
1°
2°
Figure 5.11: Schematic diagram illustrating the origin (species) and selectivity of
alternative primary (1°) and secondary (2°) antibodies used for double labelling
of cortical sections for PV and GluA2. See Figure 5.1 for comparison.
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Figure 5.12: PV secondary antibody alone. Image of coronal section of visual cortex
from P21 WT mouse obtained with a 20x objective. Image shows a single optical slice
from L5 immunolabelled with Alexa Fluor 488 goat anti-mouse IgG. Scale bar 100mm.
Note the non-specific labelling of blood vessels.
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only and then with both secondary antibodies. Both combinations were tested. As
shown in Figure 5.13, when comparing GluA2 and PV immunolabelling there was no
evidence of cross-reactivity. Thus, the GluA2 secondary antibody labelled neurons in
the presence of the GluA2 primary antibody and not in the presence of the PV primary
antibody alone. As with the secondary antibody alone, I observed labelling of blood
vessels but this did not interfere with the identification of PV-positive INs.
Double labelling for PV and GluA2 is shown together with DAPI staining in Fig-
ure 5.15 on page 145. This image shows a PV-positive IN (arrowhead) and three
PV-negative PCs (asterisks). In marked contrast to the labelling shown in Figure 5.3
on page 127 only the PCs and not the PV-positive IN are immunoreactive for GluA2.
Unlike what was seen with the previous antibody combinations, there was no indi-
cation of the brightest GluA2 immunofluorescence coming from cells most strongly
labelled for PV. This was clear from visual inspection of images and from plots relat-
ing the grey scale intensity of PV and GluA2 immunoreactivity (Figure 5.14). Thus,
when multiple cells were examined in single slices, a uniformly low level of GluA2 la-
belling was seen irrespective of the intensity of PV labelling and there was no positive
correlation between the two measures (RS < 0.2 and p > 0.6).
As shown in Table 5.2, with the new antibody combination, while the PC labelling for
GluA2 was comparable to that seen previously, the labelling of PV-positive INs was
much less pronounced. When normalised to the mean grey value from PCs, the GluA2
labelling of the PV-positive INs was only ~11% of that seen with the previous antibody
combination. Combining the earlier data for SOM-positive INs with the new data for
PV-positive INs leads to the conclusion that the somatic GluA2 labelling follows the
order PC (1) > SOM (0.56) > PV (0.14). Thus, the PV-positive INs show only one
quater of the somatic GluA2 labelling of SOM-positive INs. These results are more
in line with our electrophysiological observations (Lalanne et al., 2014) and strongly
reinforce the necessity of carrying out appropriate control experiments when using
antibodies.
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PV 2° GluA2 2° 
PV 2° GluA2  2° 
PV 1°
GluA2 1°
Figure 5.13: Specificity of new GluA2 and PV secondary antibodies. Coronal sec-
tions of visual cortex from P21 WT mice obtained with a 20x objective. Left column
shows images acquired in the PV channel. Right column shows images acquired in
the GluA2 channel. Upper row shows slice labelled with the mouse anti-PV primary
antibody (swant PV 235) together with the PV secondary antibody (goat anti-mouse,
left) and the GluA2 secondary antibody (goat anti-rabbit, right) (see Figure 5.11). In
the top row, note the PV-positive cell body labelling (arrowheads) and the lack of la-
belling in the presence of the GluA2 secondary. Bottom row shows slice labelled with
the anti-GluA2 primary antibody together with the PV secondary antibody (left) and
the GluA2 secondary antibody (right). These results indicate a clear lack of cross-
reactivity of the secondary antibody used for GluA2. In the left columns, in presence
of the mouse PV secondary antibody, blood vessels are detected. Note, the pseudo-
colour coding has been chosen for consistency with previous figures. For illustration
purposes only, the brightness was slightly increased for all images. Scale bar is 100
mm.
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Figure 5.14: Scatterplots illustrating the lack of relationship between GluA2 and
PV somatic labelling seen with the alternative antibody combination. The three
plots (A, B and C) are from single slices from one P21 WT mouse. Symbols denote
background subtracted grey values. Solid lines (red) are linear fits and curved dashed
lines (red) indicate the 95% confidence interval of the fit. The straight dashed lines
(black) are lines of identity. In each case the significance of the relationship was tested
using a Spearman rank order correlation test. (A) n = 11, RS = 0.02, p = 0.97. (B) n =
8, RS = -0.17, p = 0.70 (C) n = 18, RS = 0.12, p = 0.64.
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Figure 5.15: Images of a coronal section of visual cortex from a P21 WT mouse
obtained with a 40x objective. Selected region of a maximum intensity projection
(10 optical sections only) from L5 (stained with DAPI and immunolabelled with the
alternative antibodies against PV and GluA2). The final image is an overlay of the
previous three. The arowhead indicates a PV-positive IN. The asterisks mark the cell
bodies of PV-negative, GluA2-positive PCs surrounded by PV-positive axons/puncta
(less clear than with previous PV antibody; Figure 5.3 on page 127). The open circle
indicates a blood vessel. Note, the pseudocolour coding has been chosen for consis-
tency with previous figures. For illustration purposes only, the brightness was slightly
increased for all images. Scale bar 15 mm.
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Mean grey value Normalised to PC
PC PV PV
Slice 1 74.3 10.7 0.14
Slice 2 57.4 7.7 0.13
Slice 3 61.9 8.8 0.14
Global average 64.5 9.1 0.14
SEM 5.0 0.9 0.003
Table 5.2: GluA2 immunolabelling of PV interneurons identfied with mouse anti-
PV primary antibody. Values shown are the average measurements from three slices
from a single animal, in which mean grey values were determined from a single optical
section with circular ROIs of ~3 mm diameter located on the soma. The ROI was
centred on the brightest region of PV labelling and the GluA2 intensity was taken
from the same position. As before, the GluA2 labelling in PCs was used to normalise
the GluA2 intensity accross slices. Here, GluA2 labelling was taken from the brightest
region of the soma. Note, all measurements are background subtracted (average of at
least 20 ROIs per stack).
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5.5 Discussion
My experiments suggest the presence of contrasting GluA2 expression patterns in the
two major IN subclasses of layer 5, characterized by the expression of PV or SOM.
While the soma of PV-positive INs contained hardly any GluA2 immunoreactivity, the
soma of SOM-positive INs were strongly labelled, but less so than PCs. This observa-
tion supports my own electrophysiological data (see Chapter 4) and that of my collab-
orators (Lalanne et al., 2014), which showed rectifying current-voltage relationships
for AMPAR-mediated currents in BCs but not in MCs. Thus, my immunolabelling
results, taken together with the electrophysiological results, are suggestive of the pres-
ence of CP-AMPARs in BCs but not in MCs. My immunolabelling results regarding
SOM-positive INs were obtained from multiple triple- as well as double-labelling ex-
periments using three different P21 animals. They can, therefore, been viewed as
providing a robust conclusion regarding the level of GluA2 expression in these cells.
By contrast, because of the initial difficulties with antibody cross-reactivity, my final
conclusions regarding PV-positive INs come from only one animal and thus require
additional verification. Nevertheless, together my immunolabelling data strongly sug-
gest differences in GluA2 expression by PV- and SOM-positive INs.
Cell identification
For the correct interpretation of my data it is important to appreciate to what extent one
can equate PV- and SOM-positive INs with BCs and MCs, respectively. As described
in earlier chapters, many attempts have been made to link molecular expression with
anatomical and electrophysiological features of INs. SOM is expressed in all MCs
(Toledo-Rodriguez et al., 2005; Wang et al., 2004); this is true for assays of protein or
mRNA and regardless of the anatomical and electrophysiological differences accross
different layers and cortical regions (Wang et al., 2004; Kawaguchi and Kubota, 1996,
1998; Wahle, 1993; Toledo-Rodriguez et al., 2005). However, MCs are not the only IN
subtypes that contain SOM (Ma et al., 2006; McGarry et al., 2010; Wang et al., 2004;
Kawaguchi and Kubota, 1996). For example, SOM has been shown to be present
occassionally in NBCs as well as small BCs (Wang et al., 2002). Additionally, certain
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SOM-positive INs in the X94 line of transgenic mice (which like the GIN line have
GFP expressed under the control of the GAD67 promoter) are thought to constitute a
morphological subtype with quasi-fast-spiking properties (Ma et al., 2006). Similarly,
more recent studies of the GIN line have also identified SOM-positive neurons with
atypical non-MC morphological features (McGarry et al., 2010). Despite this, SOM is
currently considered one of the most useful of the available molecular markers for INs
(Toledo-Rodriguez et al., 2005), with relatively high specificity for MCs (Markram
et al., 2004; McGarry et al., 2010; Toledo-Rodriguez et al., 2005).
After SOM, PV is considered the next most useful of the available molecular mark-
ers (Toledo-Rodriguez et al., 2005), being primarily associated with cells that display
fast-spiking behaviour and anatomical features of BCs (Cauli et al., 1997; Dumitriu
et al., 2007; Kawaguchi and Kubota, 1997; Woodruff et al., 2009). Although the much
less numerous ChCs have long been thought to contain PV, a recent study suggests
that this is true for only a varying subset of these cells – depending on cortical region
(Taniguchi et al., 2013). Importantly, PV is not expressed in all BCs. On the basis of
their morphological features, BCs have been classified into sub-groups: large-, nest-
and small-BCs (LBC, NBC and SBCs) (Markram et al., 2004). LBCs and NBCs ex-
press PV but it is rarely found in SBCs (Wang et al., 2002; Toledo-Rodriguez et al.,
2005). Overall, PV is considered a reliable marker for BCs (Ascoli, 2008; Markram
et al., 2004; Toledo-Rodriguez et al., 2005; Woodruff et al., 2009).
Although PV and SOM are likely to identify predominantly BCs and MCs it is impor-
tant to note that, as alluded to above, these cell types are not necessarily homogeneous.
LBCs, NBCs and SBCs also differ in the expression of other molecular markers, with
SBCs, but not LBCs or NBCs, expressing VIP. Conversely, LBCs and NBCs, but not
SBCs, occasionally express CCK and all three subtypes occassionaly also express CB
(Wang et al., 2002).
While a substantial number of SOM-positive MCs (more than 50%) express only this
marker, the remaining cells (dependent to some extent on the cortical layer in which
they are found) have been shown to also express CB, CR, NPY or CCK (Wang et al.,
2002). Further variability within the SOM-positive MCs is suggested by the study
of Ma et al. (2006), which introduced an additional potential subtype defined by the
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coepxression of CB and NPY. Additionally, two classes of SOM-positive MCs have
been suggested to occur in the mouse visual cortex, defined by the coexpression (or
not) of CR (Xu et al., 2006). Even though these additional subdivisions could reflect
functional heterogeneity among BCs and MCs, currently there is no real agreement on
this point. Regarding putative molecular markers, while it is true that some markers
are expressed only by certain IN types, no one marker unambiguously indentifies only
a single anatomically or electrophysiologically defined IN type.
The use of neurochemical markers as a tool to distinguish different cell types has addi-
tional difficulty in that molecular expression need not be uniform across cortical layers
or species. For example, SOM-positive cells have been described as showing differ-
ences in marker colocalization across layers in the somatosensory cortex of juvenile
rats (Wang et al., 2004). In the rat cortex SOM, PV and CR have been shown to be dis-
tinct, non-overlapping molecular markers (Gonchar and Burkhalter, 1997; Kawaguchi
and Kubota, 1997), By contrast, in the mouse CR is found together with SOM (Xu
et al., 2006, 2010). Nevertheless, the current consensus, as set out in the molecular
classification of the Petilla terminology1 (DeFelipe et al., 2013), is that cortical INs can
be classified by their expression of specific molecular markers into five main groups
of interneurons, defined by their expression of 1) PV (including ChCs and BCs), 2)
SOM (MCs), 3) NPY but not SOM, 4) VIP, and 5) CCK but not SOM or VIP. Further,
more refined, molecular classification is possible on the basis of expression profiles of
transcription factors, enzymes, neurotransmitter receptors, structural proteins and ion
channels, for example, and such profiling is likely to become more common in future
work (DeFelipe et al., 2013; Toledo-Rodriguez et al., 2005).
Comparison with other studies
My findings differ from those reported for the rat somatosensory cortex, where the
majority of PV-positive INs have been shown to be immunoreactive for GluA2 (Vis-
savajjhala et al., 1996). However, the same group subsequently found a subset of PV-
positive INs in neocortex that lacked GluA2 labelling but had high immunoreactivy
for GluA3 (Moga et al., 2002). While this might be seen as showing partial agree-
ment with my results, it is of note that I found a relatively homogeneous (low) GluA2
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labelling in PV-positive INs (see Figure 5.14). The discrepancies between our stud-
ies could result from technical differences or they could reflect differences in species,
animal age, cortical area or cortical layer examined. Perhaps given this apparent dif-
ference between mice and rats, it is not surprising that my results are also strikingly
different from those reported by Kooijmans et al. (2014) regarding the visual cortex
of the monkey. These authors showed that the cell bodies of PV-positive INs were
strongly immunolabelled for both GluA2 and GluA3, while SOM-positive INs (iden-
tified, in this case, by their expression of CB (Condé et al., 1994)) showed little or no
labelling for GluA2 (Kooijmans et al., 2014). This is the exact opposite of my findings
in the mouse. When comparing data from mouse and monkey, a distinction between
species is perhaps to be expected as the IN classes are themselves defined by different
molecular markers (Condé et al., 1994; Gonchar et al., 2007; Xu et al., 2010; Wahle,
1993). This could suggest genuine differences in CP-AMPAR expression, and thus IN
function, accross species (see Chapter 6).
Alternative approaches and future studies
Due to restrictions imposed by excitation/emission wavelength considerations (the
need to avoid overlap of emission spectra) and species limitations (secondary anti-
bodies have to come from distinct species), only a limited number of proteins at a time
can be detected with immunolabelling studies. However, as elaborated above, examin-
ing the expression of multiple genes is suggested to distinguish neuronal types better
than the immunolabelling for one or two neurochemical markers. In situ hybridization
combined with immunocytochemistry would provide an alternative approach (Cox and
Racca, 2013; Keinänen et al., 1990; Petralia and Wenthold, 1992; Tölle et al., 1993).
Combining single-cell RT-PCR (or RT multiplex PCR; RT-mPCR) (Rossi et al., 2008;
Cauli et al., 1997) with electrophysiological and morphological analysis (Blatow et al.,
2005; Toledo-Rodriguez et al., 2004) would also be an approach worth considering.
This would address a) the issue of assaying only a limited number of markers by im-
munofluorescence, b) allow the examination of multiple GluA subunits, and c) over-
come a major drawback of my labelling study, the separation of the labelling from any
anlaysis of function or morphology.
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Another major drawback to the approach I employed is that I was only able to examine
somatic immunolabelling. Clearly, what is of most relevance is the synaptic expres-
sion of GluA subunits. When a gene is not expressed at all, then somatic labelling
is informative, otherwise different aproaches to answer my question would perhaps
have been better, if somewhat more demanding. Although potentially difficult in tis-
sue sections, it may be possible to use light microscopic imaging of immunolabelled
receptors in combination with labelling of recognised synaptic markers such as post-
synaptic density protein 95 (PSD95) or the postsynaptic scaffolding protein homer1c.
Potentially, similar approaches could be used together with super-resolution imaging
techniques such as direct stochastic optical reconstruction microscopy (dSTORM),
PALM or STED (Nair et al., 2013; Dani et al., 2010). Finally, postembedding electron
microscopy (EM), immunogold labelling EM or freeze-fracture EM (Nusser et al.,
1998; Petralia and Wenthold, 1992; Amiry-Moghaddam and Ottersen, 2013; Takumi
et al., 1999; Tarusawa et al., 2009) could be used to definitively locate receptor sub-
units to synapses. However, in this case, correctly identifying the postsynaptic cell
type would be problematic.
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Chapter 6
Discussion
The results described in the preceding chapters – my own together with those of my
collaborators – indicate that CP-AMPARs are found at excitatory synapses onto BCs,
while CP-AMPARs appear to be absent from excitatory synapses onto MCs (Oyrer
et al., 2013; Lalanne et al., 2014).
As discussed in Chapter 4, my findings in the visual cortex are in broad agreement with
various functional studies that have identified the presence of CP-AMPARs in BCs of
various brain regions, including the hippocampus, the prefrontal cortex and the barrel
cortex. My functional data are also supported by the results of my immunolabelling
studies (Chapter 5), which show stronger somatic GluA2 expression in SOM- versus
PV-positive INs.
Potential functional implications
What might the significance be of having different IN classes recruited by inputs acting
via AMPARs with different functional properties? To understand this it is necessary
to appreciate the behaviour and targetting of BCs and MCs. As described in Chap-
ter 1, while both BCs and MCs provide feed-forward and feed-back inhibition, they
target different compartments of the PCs (BCs perisomatic locations and MCs distal
dendrites). Also, excitatory inputs to BCs exhibit short-term depression while those to
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MCs show short-term facilitation, giving rise to the so-called FIDI and FDDI micro-
circuits, respectively (Silberberg and Markram, 2007).
To provide insight into the contribution of differential CP-AMPAR expression to mi-
crocircuit function, my collaborator Rui Costa (Oxford) used a phenomenological lo-
cal cortical network model (Buchanan et al., 2012). Specifically, he adjusted the pa-
rameters of equations describing short-term synaptic plasticity (Tsodyks andMarkram,
1997; Markram et al., 1998) to replicate the effects of Naspm seen in paired record-
ings performed by Txomin Lalanne. As shown in in Figure 6.1, modelling of BC and
MC feed-forward inhibition of a PC suggested that CP-AMPARs support early- (FIDI
pathway) but not late inhibition (FDDI pathway). This result is complimentary to that
which emerged from our study of presynaptic NMDARs in L5 (Buchanan et al., 2012);
this suggested that late inhibition mediated by MCs (FDDI pathway) is facilitated by
the selective presence of preynaptic NMDARs at PC synapses onto MCs but not BCs.
The phenomenological model, while illustrating the role of AMPARs in BCs, does not
address features that might be dependent on the specific nature of the AMPARs (CP
or CI). In relation to short-term plasticity, the presence of CP-AMPARs in BCs could
endow them with a form of short-term facilitation that would tend to counteract the
presynaptically determined short-term depression. This is because CP-AMPARs are
influenced by endogenous intracellular polyamines that produce a voltage-insensitive
closed-channel block that is relieved by cation influx; this results in an activity-dep-
endent postsynaptic facilitation (or more generally a reduced depression) at physiolog-
ically relevant frequencies of activation (Bowie et al., 1998; Rozov et al., 1998; Rozov
and Burnashev, 1999). Such polyamine-dependent short-term plasticity has been ob-
served in FS basket-like INs in the prefrontal cortex (Wang and Gao, 2010). This phe-
nomenological model is very similar to that proposed by Pouille and Scanziani (2004)
for somatic and dendritic targeting hippocampal interneurons. These authors similarly
concluded that somatic targeting INs, whose excitatory drive exhibited short-term de-
pression (‘onset-transient’ INs), produced early onset inhibition of target PCs and that
during a series of action potentials this inhibition rapidly shifts to that mediated by
dendrite targeting INs (‘late persistent’ INs), whose excitatory input displayed short-
term facilitation. Importantly, it should be noted that the model shown in Figure 6.1
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is very simplistic; future work would need to address additional features, notably the
presence of BC-MC inhibitory connections (reviewed in Lovett-Barron and Losonczy,
2014) and autapses (Deleuze et al., 2014).
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Figure 6.1: A phenomenological model of the cannonical L5 cortical micro-circuit
illustrating the projected effect of CP-AMPAR blockade. (A) A schematic repre-
senting FIDI and FDDI micro-circuits formed from two PCs (grey), a BC (blue) and
an MC (red). Triangles denote the excitatory connections from the first PC onto the
INs, while circles denote the inhibitory connections provided by the INs to the second
PC. (B) Results of a phenomenological model based on vesicle depletion (Tsodyks
and Markram, 1997; Markram et al., 1998). The model was implemented in Matlab
using integrate-and-fire neurons and paramaters adapted from Buchanan et al. (2012).
A train of action potentials in the first PC (black vertical lines; 70 Hz) elicits depress-
ing EPSPs in the BC (green trace) and but facilitating EPSPs in the MC (green trace).
Asterisks denote triggered action potentials. The effect of Naspm is shown by the
orange traces. Note, while Naspm application has a clear effect on the BC response
train, the MC response is not affected. The IPSPs in the second PC show that Naspm
blocks early- but not late inhibition.
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A very recent study by Lu et al. (2014) also reported the presence of CP-AMPARs
at local- but not at long-range inputs to PV-positive INs in mouse visual cortex (in
this case L2/3). Interestingly, they observed a selective developmental decrease in
short-term depression of these local inputs which correlated with a developmentally
increased ratio of CP- to CI-AMPARs. Perhaps the most intriguing aspect of this
study – echoing the findings of Tóth and McBain (1998) in the hippocampus – is the
suggestion that different inputs to a single PV cell can activate different subtypes of
AMPARs. This provides a plausible basis for my suggestion that BC mEPSCs may be
heterogeneous, given the different estimates of RI obtained using different approaches
(count-matching versus summmed mEPSC charge).
Long-term plasticity of excitatory inputs to GABAergic INs is heterogeneous. As
discussed in Chapter 1, CP-AMPARs underlie the induction of NMDAR-independent
anti-Hebbian LTP at excitatory inputs onto INs in the hippocampus (Lamsa et al.,
2007; Oren et al., 2009; Szabo et al., 2012). In the cortex, having CP-AMPARs dif-
ferentially expressed among distinct IN types (BCs and MCs) suggests that different
rules of plasticity induction exist for these cells. Thus, it might be expected that PC-BC
synapses would show non-Hebbian forms of plasticity while PC-MC synapses would
show NMDAR-dependent Hebbian plasticity. If this were indeed the case, specific
patterns of pre- and postsynaptic firing (as seen in different brain states) could evoke
plasticity selectively in BCs or MCs. As MCs are involved in rate-dependent feedback
inhibition (targetting apical and tuft dendrites of PCs to influence dendritic integration)
while BCs provide an an immediate early inbitory input to perisomatic sites (and are
critically implicated in the generation of gamma oscillations; Cardin et al. 2009; Traub
et al. 1996, 1997), differential plasticity of their excitatory inputs could have important
repercussions for the dynamics of the cortical network (Lamsa et al., 2010).
Open questions
Are the results I have described specific to a given develomental stage? All of my
experiments, and those of my collaborators, were carried out using tissue from mice
aged from P14-P21. In many cell types, the expression of CP-AMPARs (as judged by
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immunolabelling, functional and/or pharmacological studies) has been found to vary
with development. Unfortunately no clear stereotypical pattern emerges, with differ-
ent cell types and different brain regions exhibiting different developmental profiles.
Thus, although many studies have suggested developmental decreases in CP-AMPAR
expression (Kumar et al., 2002; Osswald et al., 2007; Shin et al., 2005; Soto et al.,
2007) others have shown fluctuating expression with age (Wang and Gao, 2010), while,
most relevant to my work, CP-AMPAR expression in PV-positive L2/3 INs of mouse
visual cortex has recently been show to be increased at P31-P34 compared to P17-19
(Lu et al., 2014). Clearly, further studies are required to resolve this issue.
Are my results specific to the mouse? As discussed in Chapter 5, immunolabelling
studies would suggest that there may well be species differences in the pattern of
GluA2 expression in cortical INs. Notably, the study by Kooijmans et al. (2014),
reporting PV-positive INs strongly immunolabelled for GluA2 in the primate visual
cortex, differs from my own findings and implies that PV-positive INs are excited
through different AMPARs. It also suggests that the organization of inhibition in mice
may not be a general principle that applies to primates.
What are the molecular details governing CP-AMPAR expression? My examina-
tion of GluA2 immunolabelling was restricted to the soma. As discussed in Chapter
5, it wouId would be of interest to examine this in greater spatial detail and determine
synaptic expression patterns. Given the likely heterogeneity of synapse type discussed
above, it would clearly be desirable to link this with a study of the distribution of other
AMPAR subunits and their regulatory proteins. The subcellular targetting of different
AMPAR subtypes is known to be influenced by the presence auxiliary subunits (Bats
et al., 2012; Studniarczyk et al., 2013) which likely differ between IN types. Thus, it
would be interesting to establish exactly which auxiliary subunit proteins are expressed
in BCs andMCs. As discussed in Chapter 4, a recent study by Tao et al. (2013) showed
that among g-2–expressing cortical INs, ~60% were PV-positive, whereas ~30% were
SOM-positive. Moreover, these authors found that erbin, an adaptor protein that in-
teracts with g-2 to regulate AMPAR surface expression, is selectively expressed in
PV-positive INs.
How do my results relate to what is known about different routes of Ca2+ entry
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into – and Ca2+ buffering capability of – different INs? Ca2+ influx can occur via
NMDARs, CP-AMPARs or voltage-gated calcium channels (VGCCs). Synapses on
INs that contain CP-AMPARs tend to express few NMDARs and exhibit EPSCs with
small NMDAR-mediated components, while those on INs with non-rectifying EPSCs
mediated by CI-AMPARs tend to exhibit substantial NMDAR-mediated currents (An-
gulo et al., 1999; Hull et al., 2009; Lamsa et al., 2007; Lei and McBain, 2002; Matta
et al., 2013; Wang and Gao, 2010; Scheuss and Bonhoeffer, 2014). Although one
might imagine that the differential prevalence of NMDARs and CP-AMPARs simply
endows different cells with alternative routes of Ca2+ entry, it may not be as simple
as this. For example, in supragranular FS PV-positive INs of the mouse Ca2+ may
enter via both routes, with CP-AMPARs giving rise to a fast Ca2+ influx and caus-
ing depolarization that facilitates an additional, slower Ca2+ influx following NMDAR
activation (Goldberg et al., 2003c). Of note, Goldberg et al. (2004) found that synapti-
cally driven Ca2+ elevations in MCs in the visual and somatosensory cortex of mice –
which, as our results suggest have few or no CP-AMPARs, might be expected to rely
on NMDARs – were dependent on AMPAR-mediated depolarization and activation of
T-type Ca2+ channels and did not result from activation of NMDARs. It is also inter-
esting to note that MCs have dendritic spines that are long and occur at ~7-fold higher
density than in BCs (Kawaguchi et al., 2006). Electrical attenuation of EPSPs as they
spread to the parent dendrite could mean that EPSPs in the spines themselves are very
large, activating VGCCs in the spine head (Spruston and Johnston, 2008; Spruston,
2008). However, the precise role of dendritic spines in MCs is unknown. It is possible
that they provide electrical or biochemical compartmentalisation that is lacking, or of
different origin, in aspiny INs. The presence of spines in MCs could be related to the
existence of different excitatory inputs. However, there is little available information
for L5 in this regard. Both MCs and BCs in L5 receive input from local PCs, but
the extent of additional innervation is unclear. Of note, in L4 there is evidence for
thalamo-cortical input to BCs and not to MCs (Cruikshank et al., 2007). While there
is thalamo-cortical input to L5 PCs (Petreanu et al., 2009; Constantinople and Bruno,
2013), I am unaware of any study describing the differential innervation of INs in this
layer. Finally, spines in MCs may allow specific morphological changes in response
to activity or during LTP that reflect or mediate the specific form of plasticity induced
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(Lisman and Harris, 1993). Interestingly it is known that the presence of different AM-
PAR subunit types or splice isoforms can have different effects on dendrite and spine
growth (Hamad et al., 2011). Unlike MCs, BCs express the (slow) Ca2+ binding pro-
tein PV (Hof et al., 1999) which contributes to their high endogenous buffer capacity
(Aponte et al., 2008; Goldberg et al., 2003a; Lee et al., 2000). In these cells that lack
spines, this buffering is thought to play a role in the effective compartmentalisation
of dendritic Ca2+ signals (particularly during trains of synaptic activation) (Goldberg
et al., 2003a) but to minimally affect local fast Ca2+ transients triggered by synaptic
CP-AMPARs (Aponte et al., 2008). Additionally, in PV-positive FS INs (unlike in
MCs) action potential backpropagation is spatially controlled by 1a-type potassium
channels (Goldberg et al., 2003b). Overall, BCs and MCs show very different spatio-
temporal Ca2+ dynamics that must be considered when addressing the likely role of
CP-AMPARs in the cortical microcircuit.
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