MOTIVATION
Multipath fading is one of the most essential attributes of wireless channels and, as such, the characterization of its impact on fundamental communication limits has been the object of much scrutiny ( [1] and references therein). This characterization is inherently difficult because the physical mechanisms that underlie fading are intricate, and thus not easily modeled in a way that renders analysis and insights feasible. In recognition of this, a few canonical settings that offer a compromise between realism and tractability have become established. These settings, involving models for the fading, operational assumptions, and metrics tailored to those models and assumptions, have served the research community extremely well for years. The question addressed in this article is whether these settings remain adequate in light of the rapid advances experienced by wireless systems in their characteristics and operating conditions. The focus is on terrestrial systems for which information-theoretic limits are relevant (cellular, wireless local-area networks, etc).
CANONICAL SETTINGS
In the canonical settings object of our interest, fading is modeled as a stochastic process. The marginal modeling is not particularly problematic: straight application of the central limit theorem to the sum of a large number of multipath components yields a Rayleigh distribution for the fading amplitude, and experimental measurements have repeatedly confirmed the validity of this distribution, suitably generalized into Ricean or Nakagami for those cases where the number of components may not be as large or where dominant components may exist. In indoor environments, yet other fading distributions such as Weibull or log-Normal may arise.
It is the modeling of the fading dynamics that presents the most complications, with time usually regarded as the principal signaling domain and with frequency and space as additional domains. From an information-theoretic vantage, what is of essence is the selectivity of the fading over each coded data packet and the two most common canonical settings idealize this selectivity in limiting senses:
• Ergodic setting: The fading varies widely and ergodically over the span of each coded packet.
• Quasi-static setting: The fading is fixed over the span of each coded packet, and varies only from packet to packet. Both these settings represent an admittedly drastic simplification of reality, deemed necessary to enable rigorous mathematical treatment. In the following subsections we elaborate on these settings, with emphasis on the operational assumptions that have to do with channel-state information (CSI) availability. In order to keep the discussion focused, throughout the article we grant perfect CSI to the receiver and elaborate only on its availability, or lack thereof, at the transmitter. (The availability of CSI at the receiver is a relevant issue on its own, but it is not essential to the discussion at hand and could clutter it.)
ABSTRACT
The purpose of this article is to examine some of the models commonly used to represent fading as well as the information-theoretic metrics most commonly used to evaluate performance over those models. We raise the question of whether these models and metrics remain meaningful in light of the advances that wireless systems have undergone over the last two decades. A number of weaknesses are pointed out, and ideas on possible fixes are put forth. Some of the identified weaknesses have to do with models that, over time, have become grossly inadequate. Other weaknesses have to do with changes in the operating conditions of wireless systems, and others with the coarse and asymptotic nature of some of the most popular performance metrics ("diversity" and "multiplexing").
ERGODIC SETTING
In this setting, each coded packet is subject to the entire distribution of the fading. Formally then, this setting entails a high degree of variability, 1 which can be modeled as continuous and smooth (e.g. via a finite-state process [2] or by defining a scattering function [1] ) but more often is modeled as a succession of blocks [3, 4] . While artificial, a block-fading structure further simplifies the setting while retaining its essence. Figure 1 exemplifies the ergodic setting in both its continuous and block-fading embodiments.
This setting has a well-defined capacity in the Shannon sense, the so-called "ergodic capacity," which entails an expectation over the fading distribution. The ergodic capacity can be achieved by transmitting at a fixed bit rate regardless of whether the transmitter is deprived of CSI [2] [3] [4] [5] or in possession of it [6] . In the latter case, clever power control can be used if the power constraints allow it, and the ergodic capacity can thereby be increased. It must be noted that, under perfect CSI at the receiver, the details of whether the fading varies on a continuous or block-fading fashion are immaterial in terms of the ergodic capacity; for any ergodic fading process, the capacity is a function only of the stationary distribution of the fading, irrespective of its correlation.
Equally noteworthy is that -under equivalent power constraints -it is immaterial whether, in addition to time, the fading also varies in frequency and/or space.
While analytically convenient, the ergodic setting is frequently dismissed as inadequate on the grounds of the latency constraints of many applications. Since the most obvious association of the ergodic setting is with vehicular scenarios, some regard this setting as inherited from the historical concept of car phones. Implicit in this association is the tacit assumption that the signals are narrowband, as was the case in those systems.
QUASI-STATIC SETTING
In this setting, each coded packet is subject to a single realization of the fading process. The model thus conforms to a block-fading structure where each packet encompasses only one such block. The potential incongruity between the finite packet span in a quasi-static setting and the infinite packet length required for reliable communication is finessed by declaring each fading block (and thus each coded packet) as being very long in symbol units. 2 For any distribution that can fade completely (e.g. Rayleigh), the Shannon capacity of this setting is strictly zero [1] . The relevant metric is then the outage probability, i.e. the probability that a given bit rate is not supported because of fading [4, 7] . In the case of an outage then, the error probability does not decay exponentially with the coded packet length, whereas it does when not in outage, and thus -under the aforementioned premise of long packets -the errors are fully dominated by outage events and consequently the error probability can be identified with the outage probability.
Often it is more convenient to express the performance in terms of bit rate, and the term "outage capacity" is used to denote the highest bit rate supported with a given outage probability. Although introduced here in the context of a quasi-static setting, the outage capacity as a metric applies to any setting in which fading-induced outages can occur. CSI at the transmitter is habitually not contemplated in the quasi-static setting. Rather, if such CSI is available then power control can be used -power constraints permitting -to counter the fading, giving rise to the so-called delay-limited setting. In some cases, this modified setting affords a positive capacity in the Shannon sense, termed "delay-limited capacity" or "zero-outage capacity" [8] .
The quasi-static setting is easily associated with indoor and pedestrian scenarios and, generally speaking, it is regarded by many as more relevant to current systems than its ergodic counterpart.
Unlike in the ergodic setting, frequency or space selectivity within a given temporal fading block can be greatly beneficial in a quasi-static setting [4, 7] . In fact, the study of this benefit within the context of the tradeoff between bit rate and outage probability has given rise to an entire new framework, which we introduce next.
The main obstacle in evaluating the tradeoff between bit rate and outage probability lies in the lack of convenient expressions describing their interplay, and thus the need often arises to resort to numerical evaluations. To circumvent this obstacle and obtain cleaner insights, proxy metrics related to the bit rate and the outage probability were introduced and simpler, more tractable tradeoffs were established between them. These metrics are the "diversity order" (as proxy for the outage probability) 3 and the "multiplexing gain" (as proxy for the bit rate), and the tradeoff between them is the DMT (diversi- ty-multiplexing tradeoff) [9] . Denoting by SNR the average signal-to-noise ratio, the diversity order quantifies the asymptotic slope of the outage-vs.-SNR relationship, in log-log scale, while the multiplexing gain quantifies the asymptotic slope of the rate-vs.-SNR relationship, in log scale. These definitions are illustrated in Fig. 3 . The formulation of the DMT, which specifies the largest diversity order that is possible for a given multiplexing gain and vice versa, has spurred a large volume of work whose goal is to describe the behavior of all sorts of transmission schemes in terms of diversity-vs.-multiplexing.
A CONTEMPORARY PERSPECTIVE
Summarizing the contents of the previous section, a vast majority of the analyses of fundamental communication limits on wireless channels rely on:
• The ergodic setting to represent fading that is fast relative to the length of a coded packet, i.e. when the coherence of the fading is much shorter than the packet length.
• The quasi-static setting to represent, predominantly through the diversity and multiplexing metrics and the DMT framework, fading that is slow relative to the length of a coded packet. In other words, fading whose coherence is much longer than the packet length. Although transmitter CSI can be accommodated, often it is considered absent. The bit rate is then fixed, which reflects well the operating conditions of early generations of wireless systems.
The above canonical settings have been in use for years and are by now deeply ingrained. They are seldom questioned, but mostly just invoked and applied. Wireless systems, however, have evolved greatly since the time when these settings were defined. They have incorporated more powerful channel codes -which reinforce the operational significance of the capacitybut also made link adaptation a norm, grown wideband, adopted packet switching and scheduling, and embraced ARQ and H-ARQ (hybrid ARQ), among other advances. In this section, we shall examine the canonical settings through the lens of a contemporary system design. In particular, we shall address how the canonical settings are impacted by the following features:
For the sake of a clean exposition, each of these features will be discussed in isolation, with a general discussion deferred to a later section.
LINK ADAPTATION
One of the defining hallmarks of modern wireless systems is their adaptivity. In contrast with wireless systems of yore, which were rigidly designed, modern systems exhibit a very high degree of adaptivity. The bit rate, in particular, is matched to the fading whenever timely CSI can be had at the transmitter, i.e. in slow fading. This fundamentally changes the nature of the communication problem: fading-induced outages are essentially eliminated, and the error probability always vanishes with the packet length.
Adaptivity thus brings about an incongruence between slow fading and fixed bit rates. If the fading is slow, then the bit rate can be adapted. Hence, the canonical quasi-static setting with a fixed bit rate can no longer represent the slowfading regime. Rather, the correct model for this regime is an unfaded channel whose instantaneous signal-to-noise ratio is dictated by the fading distribution. If the fading is ergodic over time, then the average bit rate over a sufficiently long interval coincides with the expectation over such distribution, which in turn equals the ergodic capacity. Notice that here each coded packet does not stretch over many fades, as in the canonical ergodic setting, but essentially over a single fading realization as illustrated using block-fading in Fig. 4 . The ergodic capacity is thus a measure, in this case, of the average bit rate achieved by a user over many coded packets. Although the significance of such average rate could be questioned from the standpoint of applications that require a minimum instantaneous rate, subsequent features later in this section will ease this concern. Paradoxically then, it is the ergodic rather than the outage capacity that emerges as an appropriate metric for the slow-fading regime.
Fast fading, on the other hand, precludes the availability of timely CSI at the transmitter, and thus of link adaptation to the fading. In this case the bit rate can only be matched to the fading statistics, chiefly the SNR, and outages do occur.
HYBRID ARQ
Another trait that is central to the adaptive nature of modern systems is H-ARQ, whereby the packet length itself is made adaptive. If the initial transmission of a coded packet is not decoded successfully, a one-bit notification is relayed back from receiver to transmitter and an additional transmission containing redundant coded symbols is sent, which extends the packet and dilutes its bit rate to better match the fading. The process continues into subsequent redundancy transmissions until either the decoding succeeds or a predetermined number of transmissions is reached without successful decoding, in which case an error is declared.
The combination of link adaptation and H-ARQ allows for a finely tuned match between the bit rate and the fading in the slow-fading regime: H-ARQ can correct misadjustments caused by imperfect CSI and can refine coarse link adaptation should only a limited set of bit rates be available. In the fast-fading regime, in turn, successive transmissions tend to experience distinct realizations of the fading and thus H-ARQ better exposes the packets to the fading distribution. Nowadays, H-ARQ is applied to almost all data including latency-sensitive traffic such as telephony.
WIDEBAND SIGNALING
In contrast with older wireless systems, which were organized into narrowband channels, most modern systems are wideband. Signals occupy many MHz of bandwidth, and the trend is for them to continue growing wider. This has two immediate consequences. First, it renders frequency selectivity a property that cannot be ignored by the models. And second, it allows for long coded packets without long latency. In single-carrier transmission, this benefit is reaped directly from having shorter symbols. In OFDM transmission, it is reaped by coding in the frequency domain, which does not incur delay. The OFDM approach, increasingly ubiquitous, offers additional flexibility:
•In the slow-fading regime, with timely CSI available at the transmitter, each transmission can be localized on convenient frequencies and the bit rate can be matched to the fading thereon. Frequencies exhibiting poor fading can simply be avoided. Furthermore, the amount of bandwidth allocated to each user can be varied depending on the fading, altogether ensuring minimum instantaneous bit rates to those applications that require them. Therefore, the average rate is rendered significant even for applications with minimum rate requirements, reinforcing the adequacy of the ergodic capacity as a metric for this regime.
•In the fast-fading regime, without CSI at the transmitter, each transmission can be interspersed over frequencies sufficiently apart as to fade independently. (Fig. 5) .
OPERATING POINT
Yet another fundamental facet of modern wireless systems is that the physical layer operates at some fixed packet error probability, which depends on the specific parameters of each system but is typically around 1 percent at H-ARQ termination. The aim of reliable communication is not given up, but the physical layer is no longer alone in the task of ensuring it. The upper layers of the protocol stack incorporate additional ARQ mechanisms that can lower the error probability as needed, depending on the latency sensitivity of each application. 4 Although, from a pure information-theoretic vantage, this partition between physical layer and upper layers is pragmatic and may entail a loss of optimality, it is sensible and almost universally embraced. Some of the arguments that support having a fixed operating point at the physical layer are:
•With ARQ at the upper layers, it is inefficient to operate the physical layer at too small an error probability [12] . Instead, it is more effective to tolerate a higher error probability operating at correspondingly more aggressive bit rates, and then to retransmit the occasional erroneous data packets.
Figure 3. a) Diversity order as the asymptotic slope of the outage probability (in log scale) v. SNR (in dB); and b) Multiplexing gain as the asymptotic slope of the bit rate v. SNR (in dB).
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•There is little point in making the error probability on the traffic channels lower than that on the control channels, which cannot be made arbitrarily small because control messages are short and subject to tight latency constraints. As an example, the loss of a one-bit H-ARQ notification on a control channel incurs the cost of an entire data packet in the associated traffic channel.
The link adaptation and H-ARQ processes are calibrated so as to ensure that the system operates tightly around the target packet error probability. In fast fading specifically, and recalling the identity between error probability and outage probability, a fixed operating point implies a fixed outage probability. This affects the role of diversity, which by definition quantifies the speed at which the outage probability decreases with SNR asymptotically. While material if one were to try to drive the outage probability to zero, diversity is not as informative for fixed outage levels, an issue that is expounded later.
NEW WISDOMS
Armed with the perspectives furnished in the previous section, we can re-assess the relevance of the canonical settings to modern systems. Concerning the models and operational assumptions, the following observations can be made:
•The quasi-static setting with fixed bit rate has manifestly lost much of its relevance. It is precluded by link adaptation, wideband signalling, and H-ARQ. These facts notwithstanding, the quasi-static setting remains popular and is the source of many artifact results. By subjecting each fixed-rate coded packet to the vagaries of a single fading realization, ignoring how link adaptation deters outages and how wideband/ H-ARQ signalling averages the fading over multiple realizations, the benefits of certain transmission and reception techniques can be grossly overstated (for examples, see [13] ).
•The ergodic setting has grown in relevance. In wideband systems, long latencies are no longer a necessary toll for a coded packet to experience very substantial variability. Rather, the packet can get exposed to the fading distribution largely in the frequency domain and, increasingly, in the space domain as well.
Concerning the metrics, in turn, the following can be observed:
•The outage probability remains a meaningful metric in slow fading, although interpreted differently. The probability that a certain bit rate is supported by the fading channel, which would equal the complement of the outage probability under a fixed bit rate, signifies the percentage of time that transmission can take place at that rate under link adaptation (Fig. 4) .
•The conventional interpretation of the outage probability remains in principle meaningful for fast fading, because link adaptation is not feasible, but as argued earlier modern fast-fading systems are directly well modeled by the ergodic setting, and we shall see indeed that the corresponding outage and ergodic capacities are very similar.
•The ergodic capacity has acquired relevance also in slow fading, where by virtue of link adaptation it comes to measure the average bit rate of each user. Unlike in the canonical ergodic setting, each coded packet is not required to stretch over many fades, but it is over many packets that the fading distribution is revealed; this difference, however, is immaterial in terms of the mathematical computation.
Altogether, the picture that emerges is as follows:
•For the slow-fading regime, the appropriate setting is an unfaded channel with instantaneous signal-to-noise ratio accorded by the fading distribution. The ergodic capacity measures the average bit rate on this setting. For a richer description of the bit rate, one can calculate its entire distribution, which coincides with the outage capacity only interpreted differently: it does not represent the probability that a given fixed rate is supported, but rather the percentage of time that transmission can take place -via link adaptation -at each given rate.
•For the fast-fading regime, the appropriate setting is a fading channel (continuous or blockfading) exposing each coded packet to the correct number of realizations depending on the specific bandwidth, velocity, channel, and packet length. The pertinent metric is the outage capacity at the desired operating point. Usually, the number of fading realizations affecting each coded packet suffices for the outage capacity at such operating point to be well approximated by the ergodic capacity.
Expanding upon the last point, the following example illustrates the closeness of the outage and ergodic capacities in a typical fast-fading scenario. As anticipated, the ergodic capacity accurately approximates the outage capacity at both the 1 percent and 10 percent outage levels. With additional transmit and/or receive antennas, this would be reinforced even further. This analogy reflects the acute steepness of the outage distributions in modern systems, something that can be credited to the design of such systems. For a fixed bit rate, the outage probability (Fig. 3a) falls abruptly with the SNR.
From a computational standpoint, the agreement between the ergodic and outage capacities at virtually all outage levels is welcome news because of the added tractability of ergodic quantities.The ergodic capacity is thus seen to be both relevant and analytically friendly, and this can only have positive implications.
Although the focus throughout has been on single-user scenarios, the points made readily carry over to multiuser cases with one caveat: at low velocities, the fading distribution is modified by the scheduler, which not only gets to match the bit rate to the channel but also to select which user is slotted in every time/frequency resource. Hence, when computing the ergodic capacity to represent the average bit rate of a given user in the slow-fading regime, the expectation must be take over a modified distribution that depends on the scheduling policy and the number of users. This modified distribution should in principle be more favorable, a phenomenon commonly referred to as multiuser diversity. In fact, asymptotic results have been put forth that exploit the sustained improvement in the distribution as the number of users grows large and the one with the most favorable fading is scheduled. Letting alone the enormous delays that this would bring about, one must be cautious about asymptotic multiuser diversity laws. Beyond a point, the upper tail of any fading distribution is no longer representative of actual fading and thus any asymptotic result that relies on it is simply an artifact of the model. (In the limit, one would run into absurdities such as the received power exceeding the transmitted power.) In reality, the support of the fading distribution is bounded and thus multiuser diversity saturates [16] .
An additional point that must be reconsidered is how to determine whether the fading is slow or fast. The conventional wisdom is that the regime is dictated by the relationship between the coherence time of the fading and the packet length. What emerges from our earlier considerations, though, is that the coherence time of the fading should be measured against the latency of the link adaptation loop. If the coherence compares with or exceeds such latency, then link adaptation is feasible and we are in the slow-fading regime. Conversely, if the coherence is shorter than such latency, then the bit rate cannot be matched to the fading and we are in the fast-fading regime. In the case of time-division duplexing, reciprocity may be exploited to suppress the link adaptation loop, and then these considerations should be reformulated on the basis of the duplexing period.
THE DMT FRAMEWORK, REVISITED
For quasi-static settings, the notions of diversity and multiplexing, and the DMT framework, allow skirting many of the analytical hurdles associated with the computation of the outage capacity. At the same time, this framework suffers from a number of weaknesses:
•Both diversity and multiplexing are asymptotic notions whose mathematical definitions entail letting SNR go to infinity. This restricts their validity to the high-SNR regime, which is not the most frequent one in modern systems brimming with interference. (Non-asymptotic DMT formulations have been developed for cer- tain transmission strategies [14] but they lack the generality and simplicity that make this framework enticing in the first place.)
•Diversity and multiplexing quantify only the (asymptotic) slope of outage and bit rate, respectively, as a function of SNR. Arbitrarily large differences in the SNR required for a given outage probability may exist for identical diversity orders (Fig. 7a ). These differences are simply neglected when evaluating the diversity. Likewise, arbitrarily large disparities in the SNR required for a given bit rate (Fig. 7b) are lost in the multiplexing gain. Therefore, there can be arbitrarily large differences between systems and channels exhibiting the same diversity and/or multiplexing, and only for SNR AE • can a superior outage/rate be guaranteed on the basis of a better diversity/multiplexing. The DMT, in synthesis, expresses the tradeoff between the derivatives of the quantities of interest rather than between those quantities themselves. This deficiency can be corrected by using affine, rather than linear, asymptotics. This, in turn, requires that appropriate offsets [15] be computed to complement and anchor the descriptions provided by diversity and multiplexing, respectively (Fig. 7) .
Because of the above issues, diversity and multiplexing provide only a coarse description of the tradeoff between outage and rate and hence care must be exercised when utilizing these notions to establish comparisons between schemes or to determine absolute performance standards. Moreover, as argued earlier, the quasi-static setting has lost much of its relevance to the slow-fading regime with the advent of link adaptation. In fast fading, in turn, the operation at a fixed outage probability automatically resolves the tradeoff between minimizing outage and maximizing bit rate in favor of the latter. Within the DMT framework, indeed, a fixed outage probability is tantamount to zero diversity. Maximizing the bit rate at the operating outage level, and thus maximizing the multiplexing gain, is thus the cardinal design principle of modern physical-layer designs [13] . Also here, the closeness of the outage and ergodic capacities is a welcome development because the computation of power offsets, challenging in terms of the outage capacity, becomes more manageable in terms of its ergodic counterpart [15] .
CONCLUSION
Fading channel analyses are relevant insofar as they inform about the performance in the face of actual fading. However, it is not infrequent to find exceedingly elaborate analyses based on rather poor models. Recognizing the merits of an adequate modeling, this article has focused on how the canonical fading settings have been affected by the rapid evolution of wireless systems. The point at stake is not so much the level of detail in the models, necessarily limited, but rather insurance that the key features are captured and that artifact results are prevented. To be sure, the way forward proposed earlier does not complicate things, but rather it simplifies them in some respects.
The discussion has centered on systems for which information-theoretic limits are relevant (cellular systems, wireless local-area networks, etc). Other types of systems exist that may not abide by the operational principles laid down throughout this article. Wireless sensor networks, for instance, may transmit at a fixed bit rate without H-ARQ using narrowband channels, but by the same token that these systems forgo the complexities of these functionalities, they are not likely to feature capacity-approaching codes. In fact, such systems may employ little or no coding and thus the fundamental communication limits object of our attention are of little relevance to them. The control channels of a wireless system would be another example that does not conform to our observations but for which, again, capacity is a metric of arguable relevance because of the very short nature of the messages [16] . Interestingly, it is for these sys- tems that do not operate close to capacity that the notion of diversity and the DMT framework are highly relevant, formulated in terms of error probability rather than outage probability -the two no longer coincide. Transmission strategies derived with diversity as an objective may find useful applications therein, better than in the context for which many were originally intended. As a final comment, we stress that all our references to the concept of outage have been made in regards to multipath fading. Because they are highly localized in space and frequency, outages caused by multipath fading can be confronted with link adaptation, wideband signaling, H-ARQ, etc. Other forms of outage, e.g. those caused by shadow fading, cannot be avoided through those mechanisms yet are highly relevant to the performance of wireless systems. In the context of our discussion, they should be taken to determine the SNRs that are encountered within the system. 
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