ABSTRACT In this paper, we investigate the l 0 quasi-norm constrained optimization problem in the Lagrange dual framework and show that the strong duality property holds. Motivated by the property, we propose a Lagrange dual method for the sparsity constrained optimization problem. The method adopts the bisection search technique to maximize the Lagrange dual function. For each Lagrange multiplier, we adopt the iterative hard thresholding method to minimize the Lagrange function. We show that the proposed method converges to an L-stationary point of the primal problem. Computational experiments and comparisons on a number of test instances (including random compressed sensing instances and random and real sparse logistic regression instances) demonstrate the effectiveness of the proposed method in generating sparse solution accurately.
I. INTRODUCTION
As the basis of compressed sensing, it was proved that a signal with given knowledge of sparsity can be reconstructed using even fewer samples than the Nyquist-Shannon sampling theorem requires [1] , [2] . After that, sparse optimization has found numerous applications, e.g., signal (image) processing [3] , wireless sensing [4] and radar detection [5] , where data of interest has a sparse structure or could be compressed. Since sparse optimization allows the entire data to be reconstructed with relatively few linear or nonlinear acquisitions, it has attracted considerable attention on theory and method in the past few years.
One classic task of sparse data reconstruction is to find an s-sparse vector x which is a minimizer of some metric function f (x). That is min x f (x) s.t. ||x|| 0 ≤ s,
where x ∈ R n is an unknown sparse or approximately sparse vector, and ||x|| 0 is the l 0 quasi-norm of x which counts the number of nonzero components of x. f : R n → R + is a lower-bounded continuously differentiable convex function. For example, f (x) = ||Ax − y|| 2 2 is adopted by Compressed Sensing (CS) [6] where A is a sensing matrix.
Unfortunately, finding an exact optimal solution of the general problem (1) is NP-hard, even for the quadratic objective function [7] . Moreover, it is strongly NP-hard to find a minimal solution of the problem or the problem with l 0 quasi-norm penalty within a fixed approximation ratio in polynomial time, unless P=NP [8] . Since problem (1) has a broad applications in science and engineering, there are a large number of methods to approximately solve this problem. Recently, researchers tried to solve the sparsity constrained problem (1) using the l 0 quasi-norm directly, and a number of methods emerged, including greedy methods [9] - [11] and methods which relax the sparsity constraint [12] - [16] . Among them, we introduce some state-of-the-art iterative hard thresholding (IHT) methods as follows.
The first class of IHT methods solve problem (1) directly. For the linear CS problem, Blumensath and Davies proposed an s-sparse projection iterative hard thresholding method in [17] . To guarantee stability and performance, they further normalized and accelerated the method in [18] and [19] respectively. Some works focus on the stepsize of the IHT method. Different from the stepsize by line search [18] , [19] , Kyrillidis and Cevher [20] presented a self-adaptive closed-form expression of stepsize for the IHT method. Pan et al. [21] proposed a gradient support projection algorithm with Armijo-type stepsize rule, which converges to an α-stationarity point.
From the probabilistic perspective, Qiu and Dogandžić [22] , [23] designed probabilistic models for the linear CS problem and developed several similar IHT methods: ECME, DORE and ADORE. For a signal with given sparsity level, ECME maximizes the likelihood function with respect to some unknown parameters, based on an expectation-conditional maximization. DORE accelerates ECME by using the double over-relaxation technique. Since these two methods need to compute the inverse of AA H , they are time-consuming in large-scale applications if the sensing matrix A is not row orthogonal. When the sparsity level is unknown, ADORE adopts an unconstrained sparsity selection criterion to estimate the sparsity level, which is similar to DORE.
For nonlinear CS problem, Blumensath generalized in [24] a basic s-sparse projection IHT method and analyzed the convergence. For a more general continuously differentiable objective function, Bahmani et al. [25] proposed the Gradient Support Pursuit (GraSP) method. Moreover, Lu [26] designed a nonmonotone projected gradient method which incorporates some support-changing and coordinate-swapping strategies in the projected gradient method.
The second class of IHT methods solve problem (1) via the l 0 quasi-norm regularization problem
which is a relaxation of problem (1). Blumensath and Davies proposed the IHT method for linear CS in [17] . Lu [27] developed similar IHT methods for general convex function with box constraints, and used a fixed stepsize strategy or a line search stepsize at each iteration (more details can be found in [27] ). For completeness, the line search strategy will be presented in Section IV-A. However, how to choose the regularization parameter λ appropriately is still an open problem.
As for the optimality condition of the nonlinear CS problem, Beck and Hallak [28] introduced three types of optimality conditions: basic feasibility, L-stationarity, and coordinatewise optimality, and proposed methods to generate solutions satisfying these optimality conditions. In [29] , Pan et al. characterized two first-order necessary optimality conditions: N -stationarity and L-stationarity for sparsity constrained optimization.
In this paper, we address the problem of choosing an appropriate value for the regularization parameter λ. We investigate the l 0 quasi-norm regularization problem in the Lagrange dual framework. The Lagrange dual method converts the constrained problem (1) to an unconstrained one, which contains the l 0 quasi-norm regularization problem. We analyze the Lagrange dual function, and obtain the strong duality property under some conditions. Furthermore, motivated by the high performance and easy implementation of the IHT methods, we use the IHT method in [27] to minimize the Lagrange function with respect to the original variable x for a fixed value of λ. For maximizing the Lagrange dual function, the bisection search technique is used to estimate a possibly best Lagrange multiplier value. Moreover, we prove that the solution sequence generated by the proposed method converges to an L-stationary point of the sparsity constrained optimization problem. Computational experiments and comparisons demonstrate effectiveness of the proposed algorithm in accurately generating sparse solutions of the CS and sparse logistic regression problems.
The rest of this paper is organized as follows. Section II gives some notations. Section III shows some properties of the Lagrange dual approach for problem (1) , which motivate the idea of the method in this paper. Section IV introduces the IHT method in [27] for the l 0 quasi-norm regularization problem. Moreover, the idea of the Lagrange dual method for the l 0 quasi-norm constrained problem and convergence analysis are presented in this section. Computational experiments and comparisons are put in Section V, and conclusions are drawn in Section VI.
II. NOTATIONS
Given an index set I ⊆ {1, . . . , n} and a vector x ∈ R n , x I denotes the subvector indexed by I. The index set of nonzero components of a vector x is denoted by S(x) = {i : x i = 0} (called support set). LetS(x) be the complement of S(x), i.e.,S(x) = {1, 2, · · · , n}\S(x) = {i : x i = 0}. For a set I, |I| is the cardinality of I. The set of all s-sparse vectors is denoted by C s , i.e., C s = {x ∈ R n : ||x|| 0 ≤ s}. The projection of a vector x onto the set C s , denoted by P C s (x), means keeping s components of x with the largest absolute values and setting the others to zeros. For x, M i (x) denotes the i-th largest absolute value among all components of x.
Next, we introduce the definition of L-stationary point of problem (1) .
Definition 1 [28] , [29] : For a given constant L > 0, a vector x * ∈ C s is called an L-stationary point of (1) if it satisfies
III. PROPERTIES OF LAGRANGE DUAL PROBLEM
In this section, we give some insights on the Lagrange dual problem of problem (1), and show some theorems on duality. First, we convert the constrained problem to an unconstrained one by the Lagrangian method. The Lagrange function H : R n × R → R associated with problem (1) is
where λ ≥ 0 is the Lagrange multiplier. Then the Lagrange dual function g : R → R is defined as the minimum value of the Lagrange function H (x, λ) over x:
For a given λ, g(λ) is the l 0 quasi-norm regularization problem. The Lagrange dual problem is
which provides a lower bound on the minimum value of problem (1) . It is well konwn that the following lemma is true.
Lemma 1: The Lagrange dual function g(λ) is concave.
In the following lemmas, we show some properties of the l 0 quasi-norm regularization problem (2) . Let
. Proof: We prove the first inequality by contradiction. Suppose that there exist λ 1 > λ 2 satisfying
where t ∈ {1, 2, · · · }. By (6) and the definition of x * λ , we have
and
The above two inequalities imply that
Then λ 1 ≤ λ 2 , which contradicts the assumption that λ 1 > λ 2 . Hence, ||x *
|| 0 . Furthermore, by (7), we have
which together with ||x *
Proof: Suppose that, no matter how large λ 0 is, there exists λ > λ 0 such that x * λ = 0. Then when λ 0 > f (0), the minimum value φ λ (x * λ ) of (5) satisfies
Next, we analyze whether a feasible solution of the primal problem (1) can be produced by the dual problem (4).
Theorem 1: Suppose that x opt is a minimum s-sparse solution of the primal problem (1) . If {x * , λ * } is given by the dual problem (4) and λ * > f (x opt ), then ||x * || 0 ≤ s. Proof: By the assumption, we know that the primal problem has the minimum value f (x opt ) ≥ 0, which is an upper bound on the maximum value of the dual problem (4) .
If the conclusion of this theorem does not hold, i.e., ||x * || 0 > s, then we have g(λ
, which contradicts the fact that f (x opt ) is an upper bound on the maximum value of the dual problem (4). Hence, ||x * || 0 ≤ s. Especially, we have the following strong duality theorem. 
Furthermore, by the weak duality theorem, we know that (8) holds.
Next we prove the converse direction by contradiction. Suppose that the strong duality property (8) holds, but λ * > 0, and there does not exist a global minimizer x * of the Lagrange function H (x, λ * ) such that ||x * || 0 = s. Since the left side of (8) is zero, for any global minimizer x * of the Lagrange function H (x, λ * ), we have
If x opt is not a global minimizer of the Lagrange function H (x, λ * ), then by f (x opt ) = 0, we obtain
which results in ||x opt || 0 > s and contradicts the fact that
Since λ * > 0, the above equalities imply that ||x opt || 0 = s, which contradicts the assumption.
Hence the converse direction is true.
In the noiseless case of linear CS problem, Theorem 2 holds since the minimizer
In the noise case, we have f (x opt ) > 0, then Theorem 2 may not be true. However, we can get a slightly weaker result. In fact, similar to the proof of Theorem 2, we have the following result.
Theorem 3: Suppose that a global minimizer x opt of (1) satisfies f (x opt ) > 0.
(1) If the strong duality property (8) 
for all x.
On the other hand, let x * λ be a global minimizer of H (x, λ) with respect to x. Since λ * is a global maximizer of the Lagrange dual function g(λ), we obtain g(λ * ) ≥ g(λ), i.e.,
Combining (10) and (11), and by setting x = x * λ , we get
which is
for all λ ≥ 0. Suppose that the Lagrange function H (x, λ) or problem (2) can be minimized exactly. Theorem 4 suggests that, if λ < λ * , then ||x * λ || 0 ≥ s; and if λ > λ * , then ||x * λ || 0 ≤ s. Moreover, Theorems 2 and 3 indicate that, if an s-sparse solution exists for some λ, then problem (1) could be solved via the Lagrange dual approach through bisection search.
However, it is strongly NP-hard to find a minimal solution of problem (2) within a fixed approximation ratio in polynomial time, unless P=NP [8] . Hence, in the next section, we will use a heuristic IHT method [27] to minimize the Lagrange function H (x, λ), and prove that the IHT method combining with the bisection search can converge to an L-stationary point of problem (1).
IV. THE MAIN METHOD
In this section, we first review the IHT method [27] , which will be used to solve subproblem (5). Then we present our idea of the Lagrangian method for the l 0 quasi-norm constrained sparse optimization problem, in which the Lagrange multiplier λ is searched via the bisection search.
Motivated by the theorems in Section 2, our Lagrangian method solves the dual problem (4) by solving subproblems (5) with a sequence of λ. The sequence of λ is not necessarily monotonic. Although we did not get the optimal value of λ in the Lagrange dual problem, according to Lemma 2 and Theorem 4, we can obtain a suitable value of λ by the bisection search strategy: if the number of nonzero components of the current solution is less than s, the method decreases the value of λ; otherwise, increases the value of λ. In Subsection IV-B, we will depict our method in detail.
A. THE IHT METHOD
Solving subproblem (5) is a key problem in our method. In [27] , Lu approximately solved subproblem (5) with box constraints by the IHT method, which is a gradient-type method. In this subsection, we adopt the IHT method without box constraints. The first term in (5), i.e., f (x), is approximated by the current solution x 0 , and then the following subproblem is formed at each iteration:
where L > 0 is a constant and is always an upper bound of the
The minimizer of problem (13) is the same as that of the following problem,
where
. And the minimizer of problem (14) is a closed-form solution
where hard : R n × R + → R n is the hard thresholding operator [15] , [27] denoted by The basic IHT method iteratively solves problem (14) until some termination conditions are reached. However, during the iteration process, a fixed value of L is used and must be a global upper bound on L f , which may be too conservative [27] . What's more, the upper bound on L f is unknown or may not be easily calculated. To make the method practical, a suitable local value of L is obtained dynamically by iteratively increasing the value until the inequality
is reached, where φ λ (x) = f (x) + λ||x|| 0 , and η > 0 [27] . The process of vIHT, which is a variant of the IHT method, is outlined in Algorithm 1. Remark 1: From [27, Th. 3.7] , the loop between steps 4-7 of Algorithm 1 could terminate in at most
Remark 2: Since the sequence {x k } generated by Algorithm 1 converges (given in Lemma 4), the termination conditions in Algorithm 1 could be set as
for some ε 0 > 0.
while inequality (16) does not hold do 5 :
6:
end while 8 :
k ← k + 1; 10: until some termination conditions reached 11: 
In [27] , Lu showed that the sequence {x k } generated by Algorithm 1 converges, which is presented as the following lemma for completeness.
Lemma 4: [27] Let {x k } be generated by Algorithm 1. Then x k converges to a local minimizer x * of problem (2) .
, and
whereS(x) = {i : x i = 0}. Moreover, we have the following theorem. 
Proof: Since x * is an accumulation point of the sequence {x k }, there exists a subsequence {x k j } converges to x * . By the convergence of {x k j } and Lemma 4, we obtain
Let i ∈ S(x * ). By the convergence of {x k j } and {x k j +1 }, there exists J such that 
for all j > J . If j tends to ∞, then we obtain
Now let i ∈S(x * ). Since λ > 0, there must exist an M > 0 such that for all j > M , x k j +1 i = 0. Otherwise, by (20) , there exists a subsequence of {x k j +1 i } converges to a nonzero number, which contradicts the choice of i. Then we have
If j tends to ∞, then we obtain
which together with (21) implies that
where s * = x * 0 . Hence x * is an L * -stationary point of problem (18) . Furthermore, if ||x * || 0 ≤ s, then x * is an L * -stationary point of problem (1).
B. THE LAGRANGIAN METHOD
In this subsection, we describe the main idea of our Lagrangian method for problem (1) based on the vIHT method. 
By Lemma 1, g(λ)
is a concave univariate function (see Fig. 1 ). So we use a univariate search method to find an optimal λ. According to Lemmas 2 and 3, we start from a large value λ 0 , at which zero is the optimal solution of the inner subproblem. At the current regularization parameter value λ l , we adopt Algorithm 1 to solve subproblem (5) and obtain a solution x l+1 . By Lemma 2 and Theorem 4, if ||x l+1 || 0 < s, then we decrease the current value of λ in next stage; otherwise, we increase the value of λ in next stage.
To obtain a suitable multiplier quickly, we keep the latest information (λ p , L p , x p ) of the latest p-th iteration satisfying
we set λ as the mean value of λ p and the current value λ l . This process is terminated when ||x l+1 || 0 = s or the maximum number of iterations is reached. The main frame of our Lagrangian method based on the iterative hard thresholding operator (LIHT) is outlined in Algorithm 2. The optimal multiplier is searched by the
if ||x l+1 || 0 < s then 5: λ l+1 ← γ λ l ;
if ||x l+1 || 0 > s then 8 :
where p is the latest p-th iteration satisfying
x l+1 ← x p ; 10:
end if 11: end if 12: l ← l + 1; 13: until ||x l || 0 = s or the maximum number of iterations is reached 14:
bisection search method, where the next iteration uses a warm-starting strategy to accelerate the method and enhance the accuracy. Moreover, the bisection search method finds an approximate optimal value of the parameter λ to balance the objective function and the sparsity constraint, which is blind in the previous literatures. Hence, the final solution x of Algorithm 2 is an estimate of the optimal solution of problem (1) and may recover the sparse signal accurately.
Next, we give the convergence analysis of Algorithm 2. The number of iterations for searching λ l is either finite or infinite. If it is finite, then by the analyses of Lemma 2, Lemma 4 and Theorem 4, we have obtained an s-sparse solution. Furthermore, by Theorem 5, we have obtained an L-stationary point of (1) in this case. Hence, in the following analysis, we just consider the latter case.
At the l-th iteration of Algorithm 2, let the sequence
} be generated by Algorithm 1, and l n be the number of iterations of Algorithm
is the initial solution of the l-th iteration of Algorithm 2, and ( 
for all l ≥ 0 and k = 0, 1, · · · , l n − 1. Then {φ λ l (x l,k )} is nonincreasing for each fixed l. In addition, by Algorithm 2, the sequence {λ l } is nonincreasing. Then we obtain
where the equality holds since x l,l n is the initial solution of the next iteration of Algorithm 2, which together with (22) implies that the whole sequence {φ λ l (x l,k )} is nonincreasing. On the other hand, since {φ λ l (x l,k )} is bounded below, it is convergent.
(ii) By (22) and the convergence of the sequence 
stationary point of problem (1).
Proof: Since x * is an accumulation point of the sequence {x l,k }, there exists a subsequence {x l j ,k j } which converges to x * . By the convergence of {x l j ,k j } and Theorem 6.(ii), we obtained that
Let i ∈ S(x * ). By the convergence of {x l j ,k j } and {x l j ,k j +1 }, there exists a J such that 
for all j > J . If j tends to ∞, then
Now let i ∈S(x * ). There are two cases: λ * = 0 and λ * > 0. In the first case, if there exists an infinite number of indices (l j , k j ) for which x l j ,k j +1 i = 0, then as in the previous case, VOLUME 6, 2018 we have 
If j tends to ∞, then we obtain that
, where s * = x * 0 . In the second case, there must exist an M > 0 such that for all j > M , x l j ,k j +1 i = 0. Otherwise, by (25) , there exists a subsequence of {x l j ,k j +1 i } converging to a nonzero number, which contradicts the choice of i. Then we have
which together with (26) implies that
Hence x * is an L * -stationary point of problem (23) . Furthermore, if ||x * || 0 ≤ s, then x * is an L * -stationary point of problem (1).
V. EXPERIMENTS
In this section, we compare the performance of our LIHT method with those of the recent main sparse optimization methods 1 on the CS and sparse logistic regression problems. All experiments are performed on a personal computer with an Intel(R) Core(TM) i7-7700HQ CPU (2.80GHz) and 8GB memory, using a MATLAB toolbox (version 8.2).
In Subsection V-A, we compare our method with the state-of-the-art l 1 -norm based methods (YALL1 [31] and PGH [32] ) and the l 0 quasi-norm based methods (AIHT [19] and DORE [22] ) on the CS problem. Since the l 1 -norm based methods solve the l 1 -norm regularization problem, they may not return s-sparse solutions (see Tables 1 and 2 ). To make the l 1 -norm based methods feasible, for these two methods at each step, we project the obtained solution onto the ssparse constraint, the new algorithms are called as YALL1s and PGHs, respectively. AIHT has two acceleration versions, i.e., the double-over-relaxation acceleration method and the conjugate gradient (CG) method, refer them as AIHT and AIHTcg, respectively.
In Subsection V-B, we compare our method with the l 0 quasi-norm based method (GraSP [25] ) and the l 1 -norm based method (GLMnet [33]) on the sparse logistic regression problem. The package of GLMnet is encapsulated and may not return an s-sparse solution (see Tables 4 and 5 ). Since GLMnet cannot be modified, we just select the best feasible solution among the solutions returned by the package, and denote the method as GLMnets. Furthermore, if the package 1 Their matlab codes are available on the respective web sites. GLMnet could be modified, then the running time required by the GLMnets method should be less than that of the GLMnet method.
In the following experiments, in order to get a better feasible solution, when Algorithm 2 stops we take another warmstart strategy with higher precision and project the solution onto the set C s . The outline of the variant of our LIHT method is described in Algorithm 3. For simplification, we call it PLIHT method. ,x) ; // the termination condition is that Eq. (17) is satisfied with a small ε.
A. COMPRESSED SENSING PROBLEM
In the experiments, we mainly test our method on the CS problem with noisy or without noisy observations. When the observation is noisy, b = Ax * +z, wherex * ∈ R n is the vector of unknowns, A ∈ R m×n (m ≤ n) and b ∈ R m are the problem data, and z is the measurement noise.
For the random compressed sensing instances, each data is generated similar to that in [19] . That is, an instance is generated randomly with size 1000 × 5000, i.e., m = 1000, n = 5000, and ||x * || 0 = s, and the elements of matrix A are drawn independently from the standard normal distribution. The vectorx * is generated with the same distribution at s randomly chosen coordinates. In the noise case, the noise z follows the Gaussian distribution with standard deviation 0.01. Finally, the vector b is generated by b = Ax * + z. In the noiseless case, b = Ax * .
In the experiments, unless otherwise stated, all parameters are set as follows. The initial value λ 0 of the regularization parameter λ is set as ||A T b|| ∞ , and γ = 0.8. The initial value L 0 of the line search is set as
where A j is the j-th column of A. L max is set as ∞. γ inc = 2 controls the increasing speed of L k , and η = 1. The initial solutions for all algorithms are set as x 0 = 0. We mainly adopt the following termination criterion for all compared methods,
where ε = 10 −5 . In Step 2 of Algorithm 3, for each inner loop of the vIHT method, it stopped when (27) is reached with the precision ε 0 = 10 −2 or the number of iterations is greater than 100. For Step 3 of Algorithm 3, the vIHT method stops when (27) is reached with the precision ε = 10 −5 or the Average results on 100 random instances of the CS problem with size m = 1000, n = 5000 for each sparsity level s in the noiseless case.
number of iterations is greater than 100. Moreover, in Algorithm 2 we set the maximum number of iterations as 100. For the compared methods, all other parameters are set as default.
As [30] , for a given approximate recoveryx ofx * , the mean squared error, which is defined as
and the data fidelity of Ax − y, which is defined as
. are used to estimate the reconstruction error. We say thatx recovers a signalx * successfully if the mean squared error is less than 10 −4 . We denote NSR as the number of instances that are successfully recovered.
In the first experiment, we compare the performances of all methods for CS problem on different sparsity levels. For each sparsity level s, we randomly generate 100 noiseless instances. The average results of running time (in seconds), the number of nonzero components, MSE and DF values are presented in Table 1 .
From the table, it can be seen that, the l 1 -norm based methods cannot return s-sparse solutions without additional projection process, except the PGH method with s = 50. For the other methods, though the YALL1s and PGHs methods can obtain s-sparse solutions, the former one is the slowest, and the latter one is outperformed by the PLIHT method in terms of MSE and DF values. Furthermore, all the compared l 0 quasi-norm based methods can exactly recover sparse signals when the sparsity level is not more than 200. When the sparsity level reaches 300, the successful recoverage rate just reaches 8%, 22% and 35% for the AIHT, AIHTcg and DORE methods, respectively, while the successful recoverage rate is 100% for our PLIHT method. Even when the sparsity level is 330, the successful recoverage rate of our method reaches 96%. This shows that our method can recover signals with higher sparsity level.
The second experiment is similar to the first one except that the observation b has noise, i.e., b = Ax * + z. The average results of running time (in seconds), the number of nonzero components, MSE and DF values are presented in Table 2 . We can also observe that our PLIHT method outperforms other methods in terms of recoverability when sparsity level is high.
B. SPARSE LOGISTIC REGRESSION PROBLEM
In this subsection, we compare the proposed method with the GraSP method [25] and the GLMnet method [33] on VOLUME 6, 2018 TABLE 2. Average results on 100 random instances of the CS problem with size m = 1000, n = 5000 for each sparsity level s in the noise case.
the sparse logistic regression problem, which is one of the most popular problems in machine learning, data mining, and statistics. In this problem, the relation between the sampling data a ∈ R n and its associated bisection label y ∈ {0, 1} is determined by the conditional probability
where x ∈ R n is a parameter. Given a set of m independently drawn data samples
, the log-likelihood function is defined as
If we assume that the vector x is sparse, then the sparse logistic regression problem can be written as (1) . From (28) , suppose that y = 1, then the prediction of the parameter x for the sample a is 1 with probability more than 0.5 if x T a > 0, and we can say that the prediction is more likely to be right. Otherwise, the probability is less than 0.5 and the prediction is more likely to be wrong. Hence, to compare the performances of all methods, we define the error rate (ER) of x for predicting the outcomes {y i } m i=1 as
Similar to [25] , we also add a debiasing process in the following experiments. That is, after obtaining the current solution x k , the objective is minimized restricted to the support set of x k to obtain a new iterate:
We denote PLIHT and GraSP with debiasing process as PLIHTd and GraSPd, respectively.
1) RANDOM DATA
In this subsection, we compare our method with the GraSP method [25] and the GLMnet method [33] on random data. Each data sample is generated similar to that in [25] . That is, the sparse parameterx is an n dimensional vector which has s nonzero components drawn independently from the standard Gaussian distribution. Each data sample is an independent instance of the random vector a generated by an autoregressive process
with a 1 ∼ N (0, 1), z i ∼ N (0, 1), and ρ ∈ [0, 1] being the correlation parameter (we take ρ = 0.5). Finally, the data labels, y ∈ {0, 1}, are generated randomly according to the Bernoulli distribution
.
In the third experiments, unless otherwise stated, all parameters are set as before except that L 0 = 1. For the compared methods, all parameters are set as default. The average results, including the running times (in seconds), the average logistic losses f (x), the error rates and the number of nonzero components (nnz) of obtained solutions on 100 instances with size 1000 × 2000 and 500 × 2000 are put into Tables 3 and 4 respectively.
From Table 3 , it can be seen that the two methods with debiasing process perform better than the original methods without debiasing process, respectively. Table 3 also shows that, though the GLMnet method can obtain zero error rate, the obtained solutions are not as sparse as expected. Furthermore, the sparse solutions generated by GLMnets method are outperformed by our PLIHT(d) methods in terms of objective value and error rate, except the average objective function values of the cases s = 10 and s = 30. In addition, though the GraSP(d) methods are faster than our PLIHT(d) methods, our methods achieve better solution quality, i.e., lower average logistic loss and lower error rate.
Similarly, Table 4 shows that our PLIHT(d) methods outperform the GraSP(d) methods in terms of average logistic loss and error rate in most cases, though our methods have no advantage on running time. When the sparsity level is 100 or 150, our PLIHT(d) methods are outperformed by the GraSP(d) methods in terms of average logistic loss and running time. Table 5 .
From Table 5 , we can see that our PLIHTd method achieves smaller objective values than the GLMnet(s) methods and the GraSP(d) methods in most cases, though the compared methods are faster than ours. In addition, though the GLMnet(s) methods are the fastest, the quality of their solutions is not as good as the other methods. In more details, for the data set ARCENE, the GLMnet method and GraSPd method obtain smaller objective values than the PLIHTd method when the sparsity level is 20. However, our PLIHTd method obtains smaller objective values than the GLMnet method and the GraSPd method when the sparsity level is greater than 20, while the error rates of solutions are the same. When the debiasing process is not added in the PLIHT and GraSP methods, the PLIHT method achieves smaller objective values and smaller error rates than the GraSP method with less running time for all sparsity levels.
For the data set DEXTER, our PLIHTd method outperforms the GLMnets method in terms of objective value and error rate when the sparsity level is more than 20. When the sparsity level is not more than 40, the GraSPd method performs better than the PLIHTd method in terms of objective value and error rate. When the sparsity level is more than 40, our PLIHTd method obtains the ''nnz'' value smaller than the given sparsity level, while the GraSPd and PLIHTd methods achieve almost the same solution quality. When the debiasing process is not added in the PLIHT and GraSP methods, the PLIHT method achieves smaller objective value than the GraSP method when the sparsity level is less than 50. However, the GraSP method performs better than the PLIHT method in terms of error rate, and the GraSP method is faster than the PLIHT method in most cases.
VI. CONCLUSIONS
In this paper, to address the problem of choosing an appropriate value of the regularization parameter, we have investigated theoretically the Lagrange duality of the sparsity constrained optimization problem, and proved the strong duality property under some conditions. We also have proposed a Lagrange dual method for the s-sparse constrained optimization problem. The method is based on the powerful IHT method for reconstructing an s-sparse signal. For a fixed Lagrange multiplier value, the method uses the IHT method to find an approximate minimum value of the Lagrange function, and then uses the bisection search method to search for an approximate optimal Lagrange multiplier value. We have proved that the Lagrangian method converges to an L-stationary point of the primal problem. A large number of computational experiments have been conducted on the CS problem and the sparse logistic regression problem. Experimental results show that, though our method has no advantage on the running time, it achieves better solution quality than all the compared methods in most cases. Future research would be in considering other sparse optimization method, e.g., the l 1 or l 1/2 regularization method, in the Lagrange dual framework.
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