Abstract. Let ρ denote an irreducible two-dimensional representation of Γ 0 (2). The collection of vector-valued modular forms for ρ, which we denote by M (ρ), form a graded and free module of rank two over the ring of modular forms on Γ 0 (2), which we denote by M (Γ 0 (2)). Let k 0 denote the least integer such that there exists a nonzero vector-valued modular form of weight k 0 for ρ. Let F denote a nonzero vector-valued modular form of weight k 0 for ρ. We prove that F and
12 E 2 F form a basis for M (ρ) as a M (Γ 0 (2))-module. We solve a modular linear differential equation of order two to give formulas for (a normalization of) the two component functions of F in terms of the Gaussian hypergeometric series 2 F 1 , a Hauptmodul of Γ 0 (2), and the Dedekind η-function. This allows us to obtain explicit formulas for the Fourier coefficients of F . We say that a function f whose Fourier coefficients are algebraic numbers has unbounded denominators if the sequence of the denominators of the Fourier coefficients of f is unbounded. We show that for a certain class of ρ that the Fourier coefficients of a normalization of each of the component functions of F are elements of a quadratic field Q( √ M ). We also prove that for each integer k, there is a normalization of a basis for the space of weight k vector-valued modular forms for ρ whose Fourier coefficients all lie in the field Q( √ M ). We then prove that if X is any vector-valued modular form for ρ whose component functions have Fourier coefficients that are elements of Q( √ M ) and if p is any sufficiently large odd prime for which (M/p) = −1 then p divides the denominator of at least one Fourier coefficient of the first and of the second component functions of X. In particular, this implies that both component functions of X have unbounded denominators.
Introduction
The arithmetic of the Fourier coefficients of vector-valued modular forms for a representation of the modular group Γ := SL 2 (Z) have been intensively studied by Cameron Franc, Chris Marks, and Geoff Mason. One of the motivations for their work is the unbounded denominator conjecture of Atkin and Swinnerton-Dyer [1] . Atkin and Swinnerton-Dyer gave examples of modular forms on noncongruence subgroups whose Fourier coefficients have unbounded denominators. It is an open problem to show that modular forms on noncongruence subgroups have unbounded denominators. Progress on this conjecture has been made by Kurth and Long [22] , [23] , and by Li and Long [25] . In [28] , Mason considered the unbounded denominator problem for vector-valued modular forms. He proved that for all but a finite number of two-dimensional irreducible representations ρ of Γ, every vector-valued modular form for ρ whose Fourier coefficients are algebraic numbers has the property that the denominators of the Fourier coefficients of each of its component functions is unbounded. Marks [26] has proven the analogous result for all but a finite number of three-dimensional representations ρ of Γ. Franc and Mason [11] solved a modular linear differential equation to prove the same result for all two-dimensional representations ρ such that ker ρ is noncongruence. In the present paper, we prove such an unbounded denominator result for a certain class of representations of Γ 0 (2).
In the course of proving this result, we solve the general monic modular linear differential equation of order two on Γ 0 (2). Modular linear differential equations have been studied by Kaneko [17] , Kaneko and Koike [18] , Kaneko, Nagatomo, and Sakai [19] , Sebbar and Sebbar [29] , and Kaneko and Zagier [20] . Our analysis of the Fourier coefficients of a basis of solutions to the relevant modular linear differential equation boils down to understanding the number-theoretic properties of the coefficients of the hypergeometric series 2 F 1 at arguments in a quadratic field. Hong and Wang [16] adopt a p-adic perspective to study the arithmetic of the coefficients of the hypergeometric series 2 F 1 at arguments in a quadratic field. The arithmetic of the coefficients of 2 F 1 with rational parameters are examined in the works of Dwork [7] , [8] , Christol [5] , Franc, Gannon, and Mason [9] , and Franc, Gill, Goertzen, Pas, and Tu [10] .
Let H denote the complex upper-half plane, let k ∈ Z, let T := 1 1 0 1 , and let t denote a positive integer. If . Let H denote a finite index subgroup of Γ, let ρ denote a finite-dimensional complex representation of H, and let d denote the dimension of ρ. Definition 1.1. A vector-valued modular form F of weight k with respect to ρ is a holomorphic function F : H → C d which is also holomorphic at all of the cusps of H\(H P 1 (Q)) and such that for all γ ∈ H,
The statement that F is holomorphic at all of the cusps means that for each γ ∈ Γ, F | k γ has a holomorphic q-expansion. The notion of a holomorphic q-expansion for a vector-valued modular form is more intricate than in the scalar-valued case. A detailed description is given in Section 3.
We denote the collection of all weight k vector-valued modular forms with respect to ρ by M k (ρ). For each k ∈ Z, M k (ρ) is a finite-dimensional C-vector space. We let M(ρ) := k∈Z M k (ρ). We emphasize that every vector-valued modular form for ρ has an integral weight. Therefore the homogeneous elements of M(ρ) are exactly the vectorvalued modular forms for ρ. Let M t (H) denote the collection of all holomorphic weight t modular forms on H and let M(H) := t∈Z M t (H). If m ∈ M t (H) and if F ∈ M k (ρ) then for any γ ∈ H, (mF )| k+t γ = m| t γF | k γ = mρ(γ)F = ρ(γ)(mF ). Thus mF ∈ M k+t (ρ). In this way, M(ρ) has the structure of a Z-graded M(H)-module. If H = Γ then the M(H)-module structure of M(ρ) is completely understood: Theorem 1.2. Let ρ denote a representation of Γ. Then M(ρ) is a free M(Γ)-module of rank equal to the dimension of ρ. Theorem 1.2 was proven by Chris Marks and Geoff Mason using vector-valued Poincaré series [27] , by Terry Gannon using a Riemann-Hilbert perspective [14] , and by Luca Candelori and Cameron Franc using an algebro-geometric approach [4] . In unpublished work, Mason has shown that M(ρ) need not be free as a M(H)-module for subgroups H of finite index in Γ -see [3] for a general discussion of questions of this nature, and an example that illustrates that M(ρ) need not even be projective over M(H). Nevertheless, Theorem 1.2 has the following generalization: Theorem 1.3. Let H denote a finite index subgroup of SL 2 (Z) and let ρ denote a representation of H. Suppose that there exist modular forms X and Y in M(H) which are algebraically independent such that M(H) = C[X, Y ]. Then M(ρ) is a free M(H)-module whose rank equals the dimension of ρ. Moreover, there exists a M(H)-basis for M(ρ) which consists of homogeneous elements of M(ρ).
A proof of this theorem was given in the author's doctoral thesis using ideas from commutative algebra [15] . A different proof follows from the work of Candelori and Franc [3] . In [3] , Candelori and Franc show that if H is a Fuchsian group of genus zero with at most two elliptic points then the collection of geometrically weighted vector-valued modular forms for ρ is a free module over the ring of geometrically weighted modular forms for H. If H satisfies the hypothesis of Theorem 1.3 then the collection of geometrically weighted vector-valued modular forms is equal to M(ρ) and the collection of geometrically weighted modular forms for H is equal to M(H) and one then obtains Theorem 1.3.
It follows from Wagreich [31] or from the more recent work of Voight and Zureick-Brown [30] that the hypothesis of Theorem 1.3 is satisfied if and only if H is isomorphic to Γ, Γ 0 (2), or Γ(2). The problem of computing an explicit basis for M(ρ) as a M(H)-module was investigated in the case when H = Γ in the works of Franc and Mason [11] , [12] , [13] . This paper addresses the analogous problem when H = Γ 0 (2).
It will be useful to write down C-algebra generators for M(Γ 0 (2)). Let q = e 2πiτ , let
n , and let E 4 (τ ) := 1 + 240
. In section 3, we prove the following:
In particular, M k 0 (ρ) = CF. Thus F is determined by ρ up to multiplication by a nonzero complex number. If k ∈ Z and if
The fact that M(ρ) is a graded and free M(Γ 0 (2))-module of rank two with basis F and D k 0 F implies that there exist unique modular forms
This differential equation can be transformed into a Riemann differential equation on the projective line minus three points by locally writing F as a function of the Hauptmodul J := 3G 2 E 4 −G 2 of Γ 0 (2). A basis of solutions to the Riemann differential equation can be expressed in terms of the Gaussian hypergeometric series 2 F 1 . We recall that
where (α) n := n−1 i=0 (α + i). We also recall the Dedekind η-function given by η = q 1 24 ∞ n=1 (1 − q n ). We prove the following theorem in Section 4, which gives explicit formulas for the component functions of F. Theorem 1.5. Let ρ denote an irreducible complex representation of Γ 0 (2) of dimension two such that ρ(T ) is diagonalizable. Let k 0 denote the least integer for which M k 0 (ρ) = 0 and let F denote a nonzero element in M k 0 (ρ). Let e 2πim 1 and e 2πim 2 denote the eigenvalues of the matrix ρ(T ) with |m 1 | ≤ |m 2 |. Let X ∈ GL 2 (C) such that
Let a, b, and c denote the unique complex numbers such that
Let r denote a complex number such that r(r − 1) + (
2−3a 3
)r + (b + 4c) = 0. Let A and B denote the roots of the quadratic polynomial
. Then there exist unique nonzero complex numbers κ 1 and κ 2 such that
We study the arithmetic of the Fourier coefficients of the component functions of F in section 5. In general, the complex numbers κ 1 and κ 2 in Theorem 1.5 prohibit the Fourier coefficients of F from being algebraic numbers. In order to study the arithmetic properties of the Fourier coefficients of F , we study the vector-valued function F ′ , which is obtained from F by scaling both of the component functions of F so that their leading Fourier coefficients equal one. The function F ′ is a vector-valued modular form for the representation ρ ′ , which is conjugate to ρ by a diagonal matrix. We obtain the theorem below concerning the algebraicity of the Fourier coefficients of vector-valued modular forms for ρ ′ . We emphasize that the image of ρ ′ need not be finite. Thus it seems that the methods employed in this paper rather than an algebraic geometry approach are required to obtain the following theorem. Theorem 1.6. If ρ(T ) has finite order and if r ∈ Q then all of the Fourier coefficients of both of the component functions of F ′ are elements of Q(r) and are therefore algebraic numbers. Moreover, for each k ∈ Z, there exists a basis of M k (ρ ′ ) consisting of vector-valued modular forms whose component functions have Fourier coefficients which are elements of Q(r) and thus are algebraic numbers.
We are most interested in studying the arithmetic of vector-valued modular forms for ρ when the numbers a, b, and c in Theorem 1.5 are rational. If ρ(T ) has finite order then we explain in Section 5 that a, b, c ∈ Q if and only if c ∈ Q. In this case, [Q(r) : Q] ≤ 2. If Q(r) is a quadratic field then we obtain the following result concerning the arithmetic of the Fourier coefficients of vector-valued modular forms: Theorem 1.7. Let ρ denote a two-dimensional irreducible representation of Γ 0 (2) which is induced from a character of Γ (2) . Assume that ρ(T ) has finite order, c ∈ Q and [Q(r) : Q] = 2. Let M denote the square-free integer such that Q( √ M) = Q(r). Let k ∈ Z and Z ∈ M k (ρ ′ ) whose component functions Z 1 and Z 2 have the property that all of their Fourier coefficients are algebraic numbers. If p is a prime such that M is not a quadratic residue mod p and if p is sufficiently large then p divides the denominator of at least one Fourier coefficient of Z 1 and of Z 2 . In particular, the sequence of the denominators of the Fourier coefficients of Z 1 and the sequence of the denominators of the Fourier coefficients of Z 2 are unbounded.
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3. The modular derivative and a basis for vector-valued modular forms 3.1. Preliminaries on vector-valued modular forms. We now describe what it means for a vector-valued modular form F of integral weight k to be holomorphic at a cusp of H\(H P 1 (Q)). Our exposition closely follows [12] . As H is a finite index subgroup of Γ, the subgroup γ∈Γ γ −1 Hγ is a finite index subgroup of Γ. Therefore there exists a smallest positive integer N for which T N ∈ γ∈Γ γ −1 Hγ. We now fix some γ ∈ Γ and we will explain what it means for F to be holomorphic at the cusp γ · ∞. Let h ∈ H such that γT N = hγ. Then
Let A be an invertible matrix such that Aρ(h)A −1 is in modified Jordan canonical form. A matrix is in modified Jordan canonical form if it is a block diagonal matrix whose blocks are of the form 
We let the above matrix denote a block for the modified Jordan canonical form of Aρ(h)A −1 . The number λ is an eigenvalue of ρ(h). We note that
Mason and Knopp have proven (Theorem 2.2 in [21] ) that the component functions of (AF )| k γ corresponding to the block above (whose row and column size we denote by m)
We say that F (or equivalently AF ) is meromorphic, holomorphic, or cuspidal at the cusp γ · ∞ if the q N -expansion of each h i has respectively only finitely many nonzero coefficients a n for which Re(n+µ) < 0, no nonzero coefficients a n for which Re(n+µ) < 0, and no nonzero coefficients a n for which Re(n + µ) ≤ 0. We note that this definition is independent of the choice of µ. If at least one of the component functions of AF contains a term with a nonzero power of τ then we say that AF and F are logarithmic vectorvalued modular forms. The focus of this paper is the study of vector-valued modular forms which are not logarithmic. We observe that if F has a holomorphic q-expansion at the cusp ∞ which is not logarithmic then ρ(T N ) is diagonalizable. If H = Γ 0 (2) then this condition is equivalent to requiring that ρ(T ) is diagonalizable. We therefore only consider representations ρ of Γ 0 (2) for which ρ(T ) is diagonalizable.
3.
2. An explicit basis. Theorem 1.3 states that if M(H) is a polynomial ring in two variables then M(ρ) is a free M(H)-module whose rank equals the dimension of ρ. We recall that E 2 (τ ) := 1 − 24 ∞ n=1 σ(n)q n and G(τ ) := −E 2 (τ ) + 2E 2 (2τ ). The modular forms G and E 4 are algebraically independent and M(Γ 0 (2)) = C[G, E 4 ]. The purpose of this section to use the modular derivative D k , which we define below, to describe a basis for M(ρ) as a M(Γ 0 (2))-module when ρ is a two-dimensional irreducible representation of Γ 0 (2).
Let k ∈ Z. If A is a holomorphic or meromorphic function from H to C n then:
The modular derivative D k has the lovely property (section 10.5 in [24] ) that for all γ ∈ Γ,
This property implies that if
are quite useful. We shall use the notation θ to denote
. The goal of this section is to prove Theorem 1.4.
We note that the fact that M(ρ) is a free M(Γ 0 (2))-module implies that if k is sufficiently negative then M k (ρ) = 0. We will use the following two results to prove Theorem 1.4.
Lemma 3.1. Let ρ be an irreducible representation of a finite index subgroup H of Γ. Let F be a nonzero vector-valued modular form of weight k ∈ Z with respect to ρ. Then the component functions of F are linearly independent over C.
Proof. Let n denote the dimension of ρ, let f 1 , ..., f n denote the component functions of F , and let E denote the C-span of f 1 , ...f n . We view E as a right H-module via the action: g ·f i := f i | k g. The fact that E is a H-module is immediate from the fact that F is a vectorvalued modular form. Let W denote the right H-module that furnishes ρ. This means that (w·γ 1 )·γ 2 = w·(γ 1 γ 2 ) for all w ∈ W and γ 1 , γ 2 ∈ H and that there exists a C-basis e 1 , ..., e n of W such that for every i, e i · γ = n j=1 ρ(γ) i,j e j . We define a map ψ : W → E by setting ψ(e i ) = f i and extending linearly. We now check that the map ψ is a map of H-modules. Let g ∈ H and let g i,j denote the i-th row and j-th column entry of ρ(g). We have that
As ψ is a H-module map, ker ψ is a H-submodule of W . As ρ is irreducible, ker ψ is equal to either 0 or W. As each f i = ψ(e i ) and F = 0, we have that E = 0. Thus ker ψ = W and so ψ is injective. It is clear that ψ is surjective and thus ψ is an isomorphism. Hence the elements f 1 , ..., f n are linearly independent over C. Proof. Let W denote the right H-module that furnishes ρ. As ρ(−I) 2 = 1, the eigenvalues of ρ(−I) are 1 and −1. Let W 1 denote the +1-eigenspace and W −1 denote the −1-eigenspace. We note that ρ(−I) is in the center of Im ρ since −I is in the center of H. We now give the proof of Theorem 1.4.
Proof. Let F 1 , F 2 be a homogeneous basis for M(ρ). The crux of our proof is to show that the weights of F 1 and F 2 are not equal. We proceed by contradiction and suppose that the weights of F 1 and F 2 are equal. Then there exist a, b, c, d
We rewrite this pair of equations as follows:
If P an invertible matrix then we have that
We may put the matrix a b c d in Jordan canonical form and we now choose P so that
We define the functions A 1 and A 2 by
As P is invertible, the functions A 1 and A 2 are a basis for M(ρ). We now have that
Thus D k 0 A 2 = λGA 2 . Therefore the two component functions of the vector-valued function A 2 satisfy an ordinary differential equation of order one and must be linearly dependent. As A 2 is part of a basis for M(ρ), A 2 = 0. Lemma 3.1 states that the component functions of any nonzero vector-valued modular form with respect to an irreducible representation are linearly independent. We have thus shown that the components of A 2 are both linearly dependent and independent, a contradiction. We conclude that the weights of F 1 and F 2 are not equal.
We recall that F ∈ M k 0 (ρ) such that F = 0. We have shown that the weights of a M(Γ 0 (2))-basis for M(ρ) cannot be equal and hence that M k 0 (ρ) = CF . We may therefore take F to be an element of a basis for M(ρ). Let B denote a homogeneous element in M(ρ) such that F and B form a basis for M(ρ). We claim that the weight of B, which we denote by w, is equal to k 0 + 2. It follows from Lemma 3.2 that M k 0 +1 (ρ) = 0. Thus
. But then the two component functions of F would satisfy an ordinary differential equation of order one and therefore be linearly dependent. This would contradict Lemma 3.1 as F = 0 and ρ is irreducible. Thus the weight of B is k 0 + 2. We then have that D k 0 F = αF + γB where α ∈ M 2 (Γ 0 (2)) and γ ∈ M 0 (Γ 0 (2)) = C. If γ = 0 then D k 0 F = αF and so the two component functions of F are linearly dependent, which would contradict Lemma 3.1.
is spanned by F and B, it is also spanned by F and D k 0 F . Finally, as M(ρ) is a free module of rank two over M(Γ 0 (2)), an integral domain, and F and D k 0 F span M(ρ), we conclude that F and D k 0 F form a basis for M(ρ).
Hypergeometric Series
From this point forwards, ρ will denote a complex irreducible representation of Γ 0 (2) of dimension two and k 0 will denote the least integer for which M k 0 (ρ) = 0. We let F denote a nonzero element in M k 0 (ρ). We proved in Theorem 1.4 that F and
Hence F is determined by ρ up to multiplication by a nonzero complex number. In this section, we use Theorem 1.4 to compute an ordinary differential equation that F satisfies. We will then solve this differential equation explicitly using the Dedekind η-function, the Gaussian hypergeometric series 2 F 1 , and a Hauptmodul of Γ 0 (2).
As
. Let a, b, c ∈ C be the complex numbers such that C 1 = −aG and C 2 = −(bG 2 + cE 4 ). Hence
We make use of the Dedekind η-function to solve the differential equation (2) . The function η 2 is holomorphic in H and it does not vanish in H. Let ω denote the character of Γ for which
We observe that for all g ∈ Γ 0 (2),
This observation together with the fact that η 2 is a holomorphic non-vanishing function of H implies that F 0 is a meromorphic vector-valued modular form of weight zero with respect to the representation ρ 0 := ρ ⊗ ω −k 0 . We note that F 0 is holomorphic in H and the only possible poles of F 0 occur at the cusps. We now compute a differential equation that F 0 satisfies. We sometimes use the notation
Proof. Let f denote a function on H, let k ∈ Z, and let g = f η 2k . To prove the lemma, we observe that because η never vanishes in H, it suffices to show that
To show that the equation above holds, it suffices to prove that
E 2 η (Section 5.8 in [6] ). Thus
E 2 η 2k = 0. If t, l ∈ Z and if α, β are holomorphic functions then D t+l (αβ) = αD t β + βD l α. We now have that
We now explain how to make a change of variables to solve the differential equation (4). This technique can be found in a paper of Kaneko and Zagier [20] . The modular curve Γ 0 (2)\(H P 1 (Q)) is a compact Riemann surface of genus zero. In a fundamental region, its cusps are 0 and ∞ and its elliptic point is 1+i 2
. We define the function J by setting J(τ ) := 3
The function J is a modular function and it only has one pole, which is a simple pole at ∞. Hence J induces a complex-analytic isomorphism from
The function J is a therefore a Hauptmodul.
We will solve the differential equation (4) 
This fact implies that if τ ∈ H such that τ is not an elliptic point of Γ 0 (2) then there exists a connected and simply connected open set U τ containing τ for which U τ ⊂ H and the restriction of J to U τ is injective. In particular, U τ does not contain an elliptic point. Consequently, if τ ∈ H which is not an elliptic point then there exists a unique function H such that F 0 | Uτ = H • J. We note that H is holomorphic since J| Uτ is biholomorphic and F 0 is holomorphic. The next theorem computes the differential equation that H satisfies.
Theorem 4.2. Let τ 0 ∈ H such that τ 0 is not an elliptic point of Γ 0 (2). Let U τ 0 denote a connected and simply connected open set containing τ 0 for which U τ 0 ⊂ H and the restriction of J to U τ 0 is injective. Let F 0 = F η 2k 0 and let H denote the function for which
The proof of Theorem 4.2 uses the following propositions whose proofs are appear in the appendix.
Proposition 4.4.
We will also need to use the fact that
in our proof of Theorem 4.2. This equality is immediate from the fact that J := 3G 2 E 4 −G 2 . We now proceed with the proof of Theorem 4.2.
We have that
Therefore
Thus
We have shown that
The fact that V := 1 −1 2 −1 fixes , which is equivalent to the statement that τ is an elliptic point. Thus if τ is not an elliptic point then
As U τ 0 does not contain any elliptic points, the above equation holds for all τ in U τ 0 . Finally, we divide the above equation by (1−J(τ )) 2 and we obtain the differential equation (5).
Let V τ 0 := J(U τ 0 ) and let Y := J(τ ). We have shown that
if and only if every Y ∈ V τ 0 satisfies the differential equation
We will now solve the differential equation (6) using hypergeometric series. A good reference for hypergeometric series and singularities of ordinary differential equations is Chapter 6 of [2] . The singularities of the differential equation (6) 
If y 0 is a regular singular point of (6) then we define 
The differential equation (6) is Fuchsian since all of its singularities are regular. In fact, this differential equation is a Riemann differential equation since it is a second order differential equation with exactly three singularities, all of which are regular. We follow the standard technique to solve a Riemann differential equation of order two and define the function W (Y ) via the equation
where λ is an indicial root of (6) at 0 and r is an indicial root of (6) at 1. We make the choice of setting λ = 0. We also recall that the indicial roots at 1 are the roots of the quadratic equation:
In the computation below, we will use the fact that r satisfies the equation r(r − 1) + (
2−3a 3
)r + (b + 4c) = 0 to get that 6b + 6c + 7r − 6ar + 6r(r − 1) = 6b + 6c + 7r − 6ar − 6(b + 4c) − 2r(2 − 3a) = −18c + 3r. We have that
We conclude that
The differential equation (7) is an example of a differential equation in Gauss normal form:
If A − B ∈ Z then a basis for the space of solutions to the differential equation (8) in a neighborhood of ∞ (see Section 12 in [2] ) is
where we recall that
In our case,
We note that A and B are the roots of the quadratic polynomial
form a basis for the space of solutions to the differential equation (6) . As Y = J(τ ), we have that if A − B ∈ Z then a basis for the space of solutions in a neighborhood of ∞ to the differential equation
Finally, we have that if A−B ∈ Z then a basis for the space of solutions in a neighborhood of ∞ to the differential equation
). We have thus found a basis of solutions to the differential equation (2) that the component functions of F satisfy.
We recall that we have made the stipulation that ρ(T ) is diagonalizable in order to avoid logarithmic vector-valued modular forms. This condition on ρ will now play an essential role. We claim that the eigenvalues of ρ(T ) are distinct. To see this, we use the fact that Γ 0 (2) is generated by T and V := 1 −1 2 −1 . We argue by contradiction and suppose that the eigenvalues of ρ(T ) are not distinct. Then ρ(T ) is a scalar matrix. If v is any nonzero eigenvector for ρ(V ) then Cv is a Γ 0 (2)-invariant subspace, which contradicts the irreducibility of ρ. Thus the eigenvalues of ρ(T ) are distinct.
We now use the fact that the eigenvalues of ρ(T ) are distinct to show that A − B ∈ Z. Let m 1 , m 2 ∈ C such that |m 1 | ≤ |m 2 | and such that the eigenvalues of ρ(T ) are e 2πim 1 and e 2πim 2 . The fact that the eigenvalues of ρ(T ) are distinct implies that
We recall that χ denotes the character associated to the modular form η 2 and ρ 0 = ρ⊗χ
We observe that the eigenvalues of ρ 0 (T ) are distinct since the eigenvalues of ρ(T ) are distinct. The function XF 0 is a vector-valued modular form with respect to Xρ 0 X −1 since F 0 is a vector-valued modular form with respect to ρ 0 . Let h 1 denote the first and h 2 denote the second component function of XF 0 . We have that
.
)τ . Then h 1 (τ + 1) = h 1 (τ ) and h 2 (τ + 1) = h 2 (τ ). Therefore there exist sequences {a n } n=∞ n=−∞ , and {b n } ∞ n=−∞ such that h 1 (τ ) = n∈Z a n q n and h 2 (τ ) = n∈Z b n q n . Thus h 1 (τ ) = q
) n∈Z a n q n and h 2 (τ ) = q
As F is holomorphic at ∞, F 0 is meromorphic at ∞ and therefore a n = 0 if n << 0 and b n = 0 if n << 0. Let l 1 and l 2 denote the unique complex numbers such that there exist sequences of complex numbers (c n ) n≥0 and (d n ) n≥0 with c 0 = 0, d 0 = 0, and such that h 1 (τ ) = q
The
We use the quadratic formula to see that A and B are the numbers r + 1 2
We now proceed with the proof of Theorem 1.5. Theorem 1.5. Let ρ denote an irreducible complex representation of Γ 0 (2) of dimension two such that ρ(T ) is diagonalizable. Let k 0 denote the least integer for which M k 0 (ρ) = 0 and let F denote a nonzero element in M k 0 (ρ). Let e 2πim 1 and e 2πim 2 denote the eigenvalues of the matrix ρ(T ) with |m 1 | ≤ |m 2 |. Let X ∈ GL 2 (C) such that
Let r denote a complex number such that r(r − 1) + ( . Then there exist unique nonzero complex numbers κ 1 and κ 2 such that
Proof. The functions h 1 and h 2 both have what we call a pure q-expansion. We say that a function R has a pure q-expansion if R = q
) form a basis for the space of solutions to the differential equation
We will show that (
) has a pure q-expansion with leading exponent A − r = l 1 and that (J(τ ) − 1)
) has a pure q-expansion with leading exponent B − r = l 2 . This will imply that there exist
We will employ Newton's binomial theorem, which states that if α ∈ C and if |x| < 1 then
α n x n . We note that |q| < 1 because τ ∈ H. This observation will justify our application of Newton's binomial theorem. We have that J(q) = (1 + O(q)). We now apply Newton's binomial theorem to get that for each integer n,
We again apply Newton's binomial theorem to get that
It now follows that
has a pure q-expansion with leading exponent l 1 = A − r and that
has a pure q-expansion with leading exponent l 2 = B − r. Thus there exist unique nonzero complex numbers κ 1 and κ 2 such that
We substitute C = 1 2
and we get that
5. The arithmetic of vector-valued modular forms 5.1. The Fourier expansions of the component functions of F . In the previous section, we proved that there exist unique nonzero complex numbers κ 1 and κ 2 such that
We wish to study the arithmetic properties of the Fourier coefficients of the component functions of F. These Fourier coefficients need not be algebraic numbers since κ 1 and κ 2 may not be algebraic numbers. Instead, we study the q-series expansions of the functions:
We will show that if ρ has certain properties then the q-series coefficients of these two functions are algebraic numbers. 
+
The vector-valued function F ′ may be obtained from XF by normalizing both of the component functions of XF to have their leading Fourier coefficients equal one. In fact, 
XF.
We therefore make the following definition:
denote the sequences of numbers for which X and let ρ ′ = EρE −1 .
For each k ∈ Z, the map Z → EZ gives an isomorphism from
It is convenient to phrase our results in terms of vector-valued modular forms for ρ ′ . We will show in this section that if ρ has certain properties then for each integer k, there is a basis for M k (ρ ′ ) whose component functions have the property that all of their Fourier coefficients are algebraic numbers.
To effectively study the Fourier coefficients of F ′ , we will give formulas for h(K) and h(K) in Theorem 5.9. In the second part of this section, we will use the formulas in Theorem 5.9 to study the denominators of the Fourier coefficients of the component functions of F ′ . In particular, we will show that the sequence of the denominators of the Fourier coefficients of each of the component functions of F ′ is unbounded provided ρ satisfies a certain hypothesis. In the last part of this section, we show that if ρ satisfies this hypothesis then the sequence of the denominators of the Fourier coefficients of the component functions of every vector-valued modular form for ρ ′ is unbounded provided the Fourier coefficients are algebraic numbers.
To give formulas for h(K) and h(K), it will also be important to use the Hauptmodul
× . A proof of this fact is given in Lemma 6.2 in the appendix.
We will express h(K) and h(K) in terms of several sequences, which we will now define. Lemma 6.2 implies that for each integer k ≥ 0,
We also show in the appendix that K = q −1 (1 + O(q)). This fact together with Lemma 6.2 imply that for each positive integer t, (q
denote the sequence of integers such that
Definition 5.6. For each integer t > 0, let {C(t, d)} ∞ d=0 denote the sequence of integers for which
Definition 5.7. We define
Definition 5.8. We define
Theorem 5.9. We have that
and
Proof. We have that
We note that (A) m (A+ 
Similarly,
. We may therefore apply Newton's binomial theorem and we have that:
We also recall that f (k) := n,m≥0 n+m=k g(m, n).
We have thus shown that
We recall that
For each integer k ≥ 0, we recall that {D(s, k)} ∞ s=0 denotes the sequence of integers such that
We now compute the q-expansions of K r−A and K r−B . We may use Newton's binomial theorem because K −1 = q(1 + O(q)). We let X(q) be the function for which K −1 = q(1 + X(q)). It follows from Lemma 6.2 that X(q) ∈ qZ[[q]]. We have that
For each positive integer t, we recall that {C(t, d)} ∞ d=0 denotes the sequence of integers for which
We also have that
We have thus shown that there exist sequences {h(K)} ∞ K=1 and { h(K)} ∞ K=1 for which
Moreover, we have proven that
We have also proven that
We recall that the sequences {d(K)}
are defined by the condition:
We shall now place some assumptions on ρ to ensure that all of the Fourier coefficients of F ′ are algebraic numbers. One way to proceed is to study those representations ρ for which ρ(T ) has finite order. Henceforth, we shall always assume that ρ(T ) has finite order. This assumption implies that ρ(T ) is diagonalizable. We recall that
We have previously shown that the irreducibility of ρ implies that m 1 − m 2 ∈ Z. Thus A − B ∈ Z. The assumption that ρ(T ) has finite order implies that the eigenvalues e 2πim 1 and e 2πim 2 of ρ(T ) are roots of unity and that m 1 , m 2 ∈ Q. Because m 1 , m 2 ∈ Q and k 0 ∈ Z, we have that l 1 , l 2 ∈ Q. Thus A − B = l 1 − l 2 ∈ Q \ Z. The fact that l 1 , l 2 ∈ Q also implies that Q(A) = Q(r) = Q(B). We now give the proof of Theorem 1.6. Proof. We recall that:
Therefore the Fourier coefficients of the component functions of F ′ are algebraic numbers if for all K, h(K) and h(K) are algebraic numbers. The formulas for h(K) and h(K) in Theorem 5.9 show that h(K) ∈ Q(A, r) = Q(r) and h(K) ∈ Q(B, r) = Q(r). Thus if r ∈ Q then all of the Fourier coefficients of both components of F ′ are elements of Q(r) and are therefore algebraic numbers. For each integer k, the map Z → EZ gives an isomorphism from 
Unbounded Denominators:
The Minimal Weight Case. In this section, we study the arithmetic of the Fourier coefficients of the component functions of F ′ . These Fourier coefficients are algebraic numbers but they need not be rational numbers. We therefore need to define the numerator and the denominator of an algebraic number. Let Z denote the ring of algebraic integers. It is well-known that if ζ is an algebraic number then there exists a positive integer N such that Nζ ∈ Z. Definition 5.10. If ζ is a nonzero algebraic number then the denominator of ζ is the smallest positive integer Z such that Zζ ∈ Z and the numerator of ζ is defined to be the algebraic integer Zζ.
We say that an integer Z is a denominator of ζ if Zζ ∈ Z. The collection of denominators of ζ form a non-zero ideal of Z and is therefore generated by a smallest positive integer, which is the denominator of ζ. We observe that there does not exist an integer j > 1 which divides both the denominator and numerator of ζ in the ring Z. To see why, we notice that if there exists some integer j > 1 which divides the denominator N of ζ and which also divides Nζ in the ring Z then N j ζ ∈ Z, which contradicts the minimality of N.
Definition 5.11. Let p denote a prime number. We say that an algebraic number ζ is p-integral if p does not divide the denominator of ζ.
We shall have occasion to use the following elementary result.
Lemma 5.12. Let p denote a prime number. The collection of all algebraic numbers which are p-integral form a ring.
We shall profitably use the following Lemma when studying the denominators of the Fourier coefficients of F ′ .
Lemma 5.13. Let M denote a square-free integer. Let p denote an odd prime number for which M is not a quadratic residue mod p. Let X ∈ Q( √ M ) such that X ∈ Q. Let Z denote the smallest positive integer such that ZX is an algebraic integer and let Y := ZX. Let y and z denote the integers for which Y = x+y √ M 2
. Let R ∈ Q. If p ∤ y then p does not divide the numerator of any element in the set {(X + R) t : t ≥ 1}.
Remark:
We note that y = 0 since Y ∈ Q. We also note that y and z have the same parity since Y is an algebraic integer.
Proof. Let σ denote the non-trivial element in Gal(Q( √ M)/Q) and let N denote the norm map from Q(
We proceed by contradiction and suppose that there exists some positive integer t such that p divides the numerator of (X + R) t = (
As p ∤ y, M is a quadratic residue mod p. This is a contradiction and our proof is now complete.
We recall that Q(A) = Q(B) = Q(r) and l 1 , l 2 ∈ Q since ρ(T ) has finite order. We note that a, b+c ∈ Q since l 1 l 2 = b+c and l 1 +l 2 =
We are most interested in the case when c ∈ Q. If c ∈ Q and if [Q(r) : Q] = 2 then we will be able to apply Lemma 5.13 to analyze the denominators of the Fourier coefficients of F ′ .
Hypothesis 5.14. Throughout the rest of this paper, we shall assume that ρ(T ) has finite order, c ∈ Q and that [Q(r) : Q] = 2.
Definition 5.15. Let M denote the square-free integer for which Q(r) = Q( √ M).
We have previously shown that A−B ∈ Q\Z. We therefore make the following definition.
Definition 5.17. Let S denote the set of odd prime numbers p for which M is not a quadratic residue mod p and p ≡ u (mod v).
Definition 5.18. Let S denote the set of odd prime numbers p for which M is not a quadratic residue mod p and p ≡ −u (mod v).
It follows from the quadratic reciprocity law and Dirichlet's theorem on primes in arithmetic progressions that if S is infinite then S has positive density in the set of prime numbers and if S is infinite then S has positive density in the set of prime numbers.
We will show that if S is infinite then every sufficiently large element in S divides the denominator of at least one Fourier coefficient of the first component of F ′ . We will also show that if S is infinite then every sufficiently large element in S divides the denominator of at least one Fourier coefficient of the second component of F ′ . At the end of this section, we will give examples of representations for which we can prove that S and S are infinite. We begin with the following proposition.
Proposition 5.19. Assume that S is an infinite set. Let K denote an integer such that p K := u + Kv ∈ S. If m + n ≤ K and if m = K then for all sufficiently large K, g(m, n) is p K -integral and p K does not divide the numerator of g(m, n). Consequently, for all sufficiently large K, f (k) is p K -integral provided k < K.
Proof. We recall that
We will show that if K is sufficiently large then p K does not divide the numerator of (−r) n , p K does not divide the numerator of (2A) 2m , and p K does not divide any of the integers v m , 2 4m+6n , m j=1 (u + jv), m!, n!. Lemma 5.12 will then imply that g(m, n) is p K -integral.
The stipulations m + n ≤ K and m = K imply m ≤ K − 1 and n ≤ K. In particular, p K = u + Kv > u + mv ≥ u + jv for any j with 1 ≤ j ≤ m. Thus p K does not divide any of the positive elements in the set {u + jv : 1 ≤ j ≤ m}. We note that 0 ∈ {u+jv : 1 ≤ j ≤ m} since gcd(u, v) = 1 and v > 1. It is possible that some element(s) in the set {u + jv : 1 ≤ j ≤ m} are negative since u might be negative. Nevertheless, only finitely many elements in the set {u + jv : 1 ≤ j ≤ m} are negative since v > 0. Because u and v are fixed, we may choose a sufficiently large K such that p K does not divide any of the negative elements in the set {u + jv : 1 ≤ j ≤ m}. For such a K, p K does not divide any element in the set {u + jv :
. We note that y 1 = 0 and y 2 = 0 since A, r ∈ Q. If K is sufficiently large then p K ∤ y 1 and p K ∤ y 2 and it then follows from Lemma 5.13 that p K does not divide the numerator of (2A) 2m for any m and p K does not divide the numerator of (−r) n for any n. Moreover, if K is sufficiently large then p K also does not divide the denominators of 2A and −r. Hence p K does not divide the denominators of (2A) 2m and (−r) n for any n and m. Finally, p K ∤ 2 4m+6n since p K is an odd prime. We have shown that p K does not divide the numerator of (−r) n (2A) 2m and that p K does not divide any of the integers v m , 2 4m+6n , m j=1 (u + jv), m!, and n!. We conclude that g(m, n) is p K -integral by applying Lemma 5.12.
Theorem 5.20. Assume that ρ satisfies Hypothesis 5.14. Assume that S is an infinite set. If K is sufficiently large then
We have shown in Proposition 5.19 that g(m, n) is p K -integral if m + n ≤ K and if m = K. We apply Lemma 5.12 to get that
. We have previously shown that if K is sufficiently large then v K , 2 4K , K!, and K−1 j=1 (u + jv) are not divisible by p K and that p K does not divide the numerator nor the denominator of (2A) 2K . Therefore p K (u + Kv)
Theorem 5.21. Assume that ρ satisfies Hypothesis 5.14. Assume S is infinite. If K is sufficiently large then the denominator of h(K) is divisible by p K . Moreover, h(J) is p K -integral if J < K. Hence every prime in S which is sufficiently large divides the denominator of h(K) for some K.
Proof. We recall that:
Moreover, the numbers D(s, k) and C(t, d) are integers. Thus for all s ≤ K − 1,
is sufficiently large. Therefore p K ∤ t! if K is sufficiently large. We also note that p K ∤ z if K is sufficiently large and thus p K ∤ z t . Thus if K is sufficiently large then
Theorem 5.22. Assume that ρ satisfies Hypothesis 5.14. Let p K := −u + Kv. Assume that S is infinite. If K is sufficiently large then p K divides the denominator of h(K).
Thus the set of primes that divide the denominator of h(K) for some K is infinite and has positive density within the set of primes.
Proof. The proof is completely analogous to the proof of Theorem 5.21. We note that
. We also have that
denote the sequences for which Proof. We recall that η = q 1 24
Z \ Z then S = S, S is infinite, and S has density 1 2 within the set of primes.
Proof. In this case, v = 2 and S = S = {p : p is odd and M is not a quadratic residue mod p}.
The quadratic reciprocity law and Dirichlet's theorem on primes in arithmetic progressions imply that since M is not a perfect square, S is an infinite set and has density 1 2 in the set of primes. Proof. Assume that ψ is a character on Γ(2) such that ρ = Ind Γ 0 (2) Γ(2) ψ. Let ψ : Γ 0 (2) → C be the function defined by setting ψ(g) := ψ(g) if g ∈ Γ(2) and ψ(g) := 0 if g ∈ Γ(2). We note that Γ (2) is an index two subgroup of Γ 0 (2) and {I, T } is a basis of left coset representatives for Γ(2) in Γ 0 (2). Then ρ(T ) is similar to the matrix
. Thus the trace of ρ(T ) is equal to zero since the trace of ρ(T ) is equal to the trace of the matrix 0 ψ(T 2 ) 1 0 . As ρ(T ) is a diagonalizable matrix with eigenvalues e 2πim 1 and e 2πim 2 , we have that 0 = trace(ρ(T )) = e 2πim 1 + e 2πim 2 . Thus e 2πi(m 1 −m 2 ) = −1.
Theorem 5.26. Let ρ denote a two-dimensional irreducible representation of Γ 0 (2) which is induced from a character of Γ(2). Assume that ρ satisfies Hypothesis 5.14. Then S is infinite and S has density 1 2 in the set of prime numbers. Moreover, every sufficiently large prime number in S divides the denominator of at least one Fourier coefficient of the first and of the second component functions of F ′ .
Proof. The hypothesis that ρ is induced from a character of Γ (2) Z\Z. Therefore S = S. Lemma 5.24 implies that S is infinite and has density one half in the set of primes. The conclusion of the theorem now follows from Theorem 5.23.
5.3.
Unbounded Denominators: The General Case. In the previous section, we proved that if ρ satisfies Hypothesis 5.14 and if S and S are infinite then the denominators of the Fourier coefficients of each of the component functions of F ′ are unbounded. In this section, we will prove the analogous result for vector-valued modular forms of any weight in Theorem 5.33. Our method of proof follows very closely Chris Marks' paper [26] . In [26] , Marks proved a similar result for three-dimensional vector-valued modular forms with respect to certain three-dimensional representations of Γ. Our proof that the denominators of the Fourier coefficients of each of the component functions of F ′ are unbounded uses entirely different ideas than those in [26] . 
We will need to use the fact that if f ∈ M(Γ 0 (2)) L then there exists a positive integer N such that Nf ∈ Z[[q]]. To do so, we shall need the following lemma.
]-module generated by a 0 , ..., a r(k)−1 . Then all a n ∈ R and f = 2a+4b=k c a,
where each c a,b ∈ R.
The proof of this lemma is completely analogous to the proof of Theorem 4.2 in Lang's book on modular forms [24] .
where each c a,b ∈ C. Lemma 5.29 and the fact that
. We shall need to compute the q-series expansion of D k 0 F ′ in this section and we do so in the following Lemma.
Moreover, for all integers
Proof. We recall that E 2 = 1 − 24
denote the first and second component functions of F ′ . We have that
In a similar manner, we have that
The assumption that ρ(T ) has finite order implies that A − r ∈ Q and B − r ∈ Q. We have previously shown that for all integers
It now follows from the formulas for t 1 (K) and t 2 (K) that for each integer
Hence all of the Fourier coefficients of both of the component functions of
Lemma 5.32. Assume that ρ satisfies Hypothesis 5.14. Let M denote the square-free integer for which Q(
Proof. This proof follows the proof of Lemma 4.1 in Marks' paper [26] . We have shown in Theorem 1.6 that
To prove the theorem, we need to show that the reverse inclusion holds. We recall that M(ρ 
We have previously shown that
We write
In fact,
and for all N ≥ 1, we have that
To show that m 1 , m 2 ∈ M(Γ 0 (2)) L , we must show that for all nonnegative integers N,
We proceed by induction on N. Our inductive hypothesis is that for all nonnegative integers n < N, m 1 (n), m 2 (n) ∈ L. We recall that because ρ is irreducible, B − A ∈ Z and thus B − A = 0. Hence the matrix 1 A − r 1 B − r is invertible.
The assumption that ρ(T ) has finite order implies that A − r, B − r ∈ Q. Thus
The assumption that Z ∈ M(ρ) L implies that for all integers n ≥ 0,
We also proved in Lemma 5.31 that for all integers K, t 1 (K), t 2 (K) ∈ L. We now treat the base case where N = 0. We have that
Let N denote a positive integer. Assume that for all nonnegative integers n with n < N,
. This completes the inductive step and our proof is now complete.
Theorem 5.33. Let ρ denote a two-dimensional irreducible representation of Γ 0 (2) for which ρ(T ) has finite order, c ∈ Q and [Q(r) : Q] = 2. Let k ∈ Z and let Z denote a nonzero element in M k (ρ ′ ) L . Let Z 1 and Z 2 denote the first and second component functions of Z. If S is infinite then any sufficiently large prime in S divides the denominator of at least one Fourier coefficient of Z 1 . In particular, if S is infinite then the sequence of the denominators of the Fourier coefficients of Z 1 is unbounded. If S is infinite then any sufficiently large prime in S divides the denominator of some Fourier coefficient of Z 2 . In particular, if S is infinite then the sequence of the denominators of the Fourier coefficients of Z 2 is unbounded.
Proof. This proof follows closely the proof of Proposition 4.3 in Marks' paper [26] .
We have that:
Thus m 
. This is a contradiction. Hence p must divide the denominator of at least one Fourier coefficient of Z 1 . In particular, if S is infinite then the sequence of denominators of the Fourier coefficients of Z 1 is unbounded. The proof that that if S is infinite then every sufficiently large prime in S divides the denominator of some Fourier coefficient of Z 2 is completely analogous.
We now give the proof of Theorem 1.7. Theorem 1.7. Let ρ denote a two-dimensional irreducible representation of Γ 0 (2) which is induced from a character of Γ (2) . Assume that ρ(T ) has finite order, c ∈ Q and [Q(r) : Q] = 2. Let M denote the square-free integer such that Q( √ M) = Q(r). Let k ∈ Z and Z ∈ M k (ρ ′ ) whose component functions Z 1 and Z 2 have the property that all of their Fourier coefficients are algebraic numbers. If p is a prime such that M is not a quadratic residue mod p and if p is sufficiently large then p divides the denominator of at least one Fourier coefficient of Z 1 and of Z 2 . In particular, the sequence of the denominators of the Fourier coefficients of Z 1 and the sequence of the denominators of the Fourier coefficients of Z 2 are unbounded.
Proof. We have shown in Theorem 5.26 that if ρ is induced by a character of Γ(2) then S = S and S is an infinite set. This theorem now follows from Theorem 5.33.
We recall that we have proven in Theorem 1.6 that any ρ which satisfies the hypotheses of Theorem 1.7 (in fact, a weaker set of hypotheses is sufficient) has the property that for every k ∈ Z, there is a basis for M k (ρ ′ ) consisting of vector-valued modular forms whose component functions have the property that all of their Fourier coefficients are algebraic numbers.
6. Appendix 6.1. The first and second derivatives of the Hauptmodul J. The purpose of this subsection is to provide proofs of Propositions 4.3 and 4.4. We begin with the proof of Proposition 4.3. We will prove a bit more. Namely, we will show that: preserves the order of vanishing of a function at ∞. Therefore θ(J) has a simple pole at ∞. Moreover, θ(J) has no poles elsewhere since J has no poles elsewhere. As E 4 − G 2 has a simple zero at ∞, the function (E 4 − G 2 )θ(J) is holomorphic and thus (E 4 − G 2 )θ(J) ∈ M 6 (Γ 0 (2)) = CE 4 G CG 3 . We use the q-series expansions of (E 4 − G 2 )θ(J), E 4 G, and G 3 to conclude that (E 4 − G 2 )θ(J) = E 4 G − 4G 3 .
It now suffices to prove that
The modular functions J and E 4 −4G 2 E 4 −G 2 both have a unique pole, which is a simple pole at ∞. As Γ 0 (2) is a genus zero subgroup, the Riemann-Roch theorem implies that the dimension of the space of meromorphic functions on Γ 0 (2)\(H P 1 (Q)) which have at most a simple pole at ∞ and which are holomorphic elsewhere is two. We can take a basis for this space to be the constant function 1 and J. Therefore there y, z ∈ C such that E 4 −4G 2 E 4 −G 2 = y + zJ. We compare the coefficients of q −1 and q 0 in the q-expansions of Equivalently, we must show that for all n ≥ 0, σ(2n + 1) ≡ σ 3 (2n + 1) (mod 4) and that for all n ≥ 1, σ(2n) − 2σ(n) ≡ σ 3 (2n) (mod 4). We observe that since any divisor of an odd integer is odd, σ(2n + 1) = d|2n+1 d ≡ d|2n+1 d 3 = σ 3 (2n + 1) (mod 4). To prove that σ(2n) − 2σ(n) ≡ σ 3 (2n) (mod 4), we first write n = 2 e n ′ where n ′ is odd and e ≥ 0. We have that
Thus σ 3 (2n) = σ 3 (2 e+1 n ′ ) = σ 3 (2 e+1 )σ 3 (n ′ ) ≡ σ 3 (n ′ ) (mod 4). Because n ′ is odd, σ 3 (n ′ ) ≡ σ(n ′ ) (mod 4). Thus σ 3 (2n) ≡ σ(n
