Abstract-In this paper, we propose two efficient lowcomplexity quantization methods for multiple-input multipleoutput (MIMO) systems with finite-rate feedback based on proper parameterization of the information to be fed back followed by quantization in the new parameter domain. For a MIMO channel which has multiple orthonormal vectors as channel spatial information, we exploit the geometrical structure of orthonormality while quantizing the spatial information matrix. The parameterization is of two types: one is in terms of a set of unit-norm vectors with different lengths, and the other is in terms of a minimal number of scalar parameters. These parameters are shown to be independent for the i.i.d. flatfading Rayleigh channel, facilitating efficient quantization. In the first scheme, each of the unit-norm vectors is independently quantized with a finite number of bits using an optimal vector quantization (VQ) technique. Bit allocation is needed between the vectors, and the optimum bit allocation depends on the operating SNR of the system. In the second scheme, the scalar parameters are quantized. In slowly time-varying channels, the scalar parameters are also found to be smoothly changing over time, leading to the development of a simple quantization and feedback method using adaptive delta modulation. The results show that the proposed feedback scheme has a channel tracking feature and achieves a capacity very close to perfect feedback with a reasonable feedback rate.
information is provided to the transmitter through a finite-rate feedback channel.
There are several related works dealing with how to feed back the multi-dimensional channel information. The problems of feeding back the transmit beamforming vector are studied in [2] [3] [4] [5] [6] [7] (for multiple-input single-output (MISO) systems) and in [8] (for the principal eigen-mode feedback in MIMO systems). An important common feature in the proposed methods for beamforming vector feedback is that they are based on the inner-product between the actual and the quantized beamforming vector rather than the conventional mean squared error (MSE). It can be easily seen that the innerproduct is directly related to the received SNR and the channel capacity (see e.g. [5] ).
Only recently, feedback of channel information in matrix forms for MIMO channels have begun to be addressed [9] [10] [11] [12] [13] [14] [15] . The problem in MIMO channels is much more complicated because of the multiple beamforming vectors. The CSI to be fed back is now of matrix form and in addition there is a need to provide information about power allocation over the multiple spatial channels. One promising approach is the joint quantization of the beamforming directions and power assignments by maximizing the average mutual information as studied in [11] . However, such a formulation leads to a difficult quantizer design problem. Using average mutual information as a measure directly does not lead to an iterative design algorithm with monotonic convergence property. In [13] , a tractable measure of capacity loss due to finite feedback rate is derived under the assumption of equal power allocation, leading to an iterative quantizer design method with guaranteed monotonic convergence. One of practical issues with joint quantization (matrix quantization) using a full search vector quantization (VQ) is its high computational complexity (exponential in the number of feedback bits) in the encoding process. This can prevent real-time implementation and limit its use in practice. Motivated by complexity issues, lowcomplexity quantization issues have been a topic of extensive research in the source coding literature [16] , [17] . A plethora of techniques are available that offer various options that tradeoff complexity to performance. Such considerations are also of interest in the MIMO feedback context, and in this paper we introduce two suboptimal feedback methods that offer good quantization performance with relatively low complexity. The first approach consists of applying a VQ technique developed for MISO channels in a sequential manner to quantize a MIMO channel. The second approach relates to the development of a simple channel feedback/tracking method for slowly time-varying MIMO channels. We use the following notations. A † and A T indicate the conjugate transpose and the transpose of matrix A, respectively. I n is the n × n identity matrix and 0 m,n means the m × n zero matrix. diag(a 1 , . . . , a n ) is a square diagonal matrix with a 1 , . . . , a n along the diagonal. The inner-product between two vectors is defined as u, v = u † v and the 2-norm of vector v is denoted by v = v, v 1/2 . E[ · ] represents the expectation operator, andÑ (μ, Σ) is the proper complex Gaussian random vector with mean μ and covariance Σ. Uniform distribution over a set S is denoted by U(S). An m × n (m ≥ n) matrix A with orthonormal columns, i.e., A † A = I n , will be referred to as an orthonormal column matrix.
II. SYSTEM MODEL
We consider a multiple antenna system with t transmit and r receive antennas. Assuming flat-fading, the MIMO channel is modeled by the channel matrix H ∈ C r×t . That is, the channel input x ∈ C t and the channel output y ∈ C r have the following relationship:
where η is the additive white Gaussian noise vector distributed byÑ (0, I r ). 
We assume that perfect CSI is known to the receiver. For transmission of n (1 ≤ n ≤ m) data streams, transmit beamforming along the n principal eigenvectors of H † H is the optimum choice in capacity sense [18] . Therefore, the first n column vectors of V H are to be quantized and fed back to the transmitter as channel spatial information. We assume an error-free feedback channel with a finite rate of B bits per channel update. For notational convenience, let us denote the ith column vector of V H by v i and define the first n column
The t × n quantized matrixV = Q(V ) is employed as the beamforming matrix at the transmitter. That is, an information-
T is transmitted through x =V s, resulting in the receive signal
Here we assume that s ∼Ñ (0, Φ) and Φ = P T · diag(γ 1 , . . . , γ n ) with γ i ≥ 0 and i γ i = 1. The vector γ = [γ 1 , . . . , γ n ] will be called power allocation information. With perfect knowledge of channel at the receiver, the optimum power allocation can be calculated at the receiver [19] . We will also consider quantizing and feeding back the power allocation information. The mutual information between s and y for a given channel H, when the transmitter uses the feedback channel information (V ,γ) in transmission, is given by
. . . . . . Fig. 1 . Vector-form parameterization for spatial information. An orthonormal column matrix V ∈ C t×n can be uniquely represented by a set of unit-norm vectors,
where Φ(γ) is the power allocation associated withγ, i.e.,
Based on the fact that γ depends essentially on the singular values of H which are statistically independent of V , the vector γ is quantized separately from V . A standard full search VQ is utilized for quantizing γ. The rest of the paper deals with quantizing V .
III. SEQUENTIAL VECTOR QUANTIZATION TECHNIQUE FOR MIMO SYSTEMS
In this section, we consider spatial channel information quantization for MIMO channels. As mentioned in Section II, the channel spatial information to be fed back is a t × n orthonormal column matrix
For ease of readability, we first summarize the key results that are the basis of the proposed quantization method and then describe the details of the method itself. 1) Parameterization: An orthonormal column matrix V ∈ C t×n can be uniquely represented by a set of unit-norm vectors with different sizes, q 1 ∈ S t , q 2 ∈ S t−1 , . . ., q n ∈ S t−n+1 (see Fig. 1 ), where S t is the unit-norm sphere in t-dimensional space, i.e., S t = {u ∈ C t : u = 1}. 2) Statistical Property: For a random channel H with i.i.d.Ñ (0, 1) entries, each of the unit-norm vector is uniformly distributed over the corresponding unitnorm sphere, i.e., q i ∼ U(S t−i+1 ) for i = 1, . . . , n. Furthermore, the unit-norm vectors q i are statistically independent, motivating the sequential VQ scheme. 3) Sequential VQ (SVQ): For i = 1, . . . , n, the unit-norm vector q i is quantized sequentially using a codebook C i that is designed for random unit-norm vector in S t−i+1 with the MSIP (mean squared inner-product) criterion [5] .
The above claims and the method will be dealt with in Sections III-A, III-B and III-C, respectively. Before that, we briefly summarize the MSIP based VQ method for beamforming vector feedback, since it is used as a building block. Consider a MISO channel with t transmit antennas. The channel matrix is a row vector: let us denote H = h † (h ∈ C t ). Its magnitude and direction are denoted as α = h and v = h/ h , respectively, i.e., h = αv. A quantized version of v,v = Q(v) ( v = 1), is employed as transmit beamforming vector. Then, the received signal y is represented as [5] : max
One of virtues of the MSIP criterion is that it does lead to a closed-form VQ design algorithm; hence, an optimum codebook can be designed for any number of transmit antennas and any codebook size. A more general VQ design method especially for spatially correlated MISO channels can be found in [4] , [5] .
A. Vector-Form Parameterization for Spatial Information
We first present a lemma that will play an important role in the vector-form parameterization of the spatial information matrix V .
Lemma 1: Consider a t × t unitary matrix G 1 whose first column is v 1 (the first column of V ) and the remaining columns are arbitrarily chosen to satisfy the orthonormality condition. Then the matrix G † 1 V has the following form:
where V (2) is a (t − 1) × (n − 1) orthonormal column matrix and 0's are zero matrices with appropriate sizes.
Proof:
where B is a t × (t − 1) orthonormal column matrix and satisfies v † 1 B = 0 1,n−1 ; and also denote V = v 1 | C . Then,
The last equality is a consequence of the fact that v 1 is orthogonal to the remaining columns of G 1 and V , i.e., orthogonal to B and C, by the orthonormality of the columns condition. Since (G † 1 V ) is an orthonormal column matrix, V (2) must be a smaller orthonormal column matrix. The unitary matrix G 1 can be defined deterministically as a function of v 1 in various ways, e.g., using Givens rotations and Householder reflections. We can recursively apply the above procedure to the smaller orthonormal column matrix V (2) . That is, consider a (t − 1) × (t − 1) unitary matrixG 2 whose first column is the first column of V (2) . Then, again by Lemma 
where V (3) is a (t − 2) × (n − 2) orthonormal column matrix. Combining (6) and (5), we have
The above recursive procedure is continued until ones end up withĨ = [I n , 0 n,t−n ] T . Let us denote V
(1) = V and the first column of V (i) by q i for i = 1, . . . , n. An important observation is that G i is a function only depending on q i . Therefore, finally the original orthonormal column matrix V is factored as
where the functional dependency of G i is explicitly indicated. With this factorization, we see that a t×n orthonormal column matrix V can be uniquely represented by a set of unit-norm vectors, q 1 ∈ S t , q 2 ∈ S t−1 , . . ., q n ∈ S t−n+1 .
B. Statistical Properties of the Parameter Vectors
In this section, we discuss the statistical properties of the unit-norm vectors {q i }. For this purpose, a few definitions are needed which are presented next. The set of all t × n (t ≥ n) complex matrices with orthonormal columns is called
, it is the unit-norm sphere, i.e., V 1,t = S t . The following expression for the volume of the complex Stiefel manifold can be found in the literature (e.g., [20] ):
whereΓ n (a) is the complex multivariate gamma function given asΓ n (t) = π
Let us consider the random matrix V uniformly distributed over V n,t . The joint density function for V is simply given by
By the chain rule, the joint density function can be written in terms of the conditional density functions, i.e.,
Obviously, v 1 is uniformly distributed over S t , that is,
The conditional density functions are given as follows (see, e.g., [21] ).
Lemma 2: The volume expressions for the Stiefel manifold and the unit-norm spheres have the following relationship:
Proof: By substituting (11) and (14) into the chain rule expansion (12), we can easily arrive at the desired result. It can be also proved directly from the explicit volume expressions (9) and (10) 
. An important property of the random orthonormal column matrix whose distribution is given by (11) is the so-called 
unitary invariance property. That is, the probability density is unchanged when premultiplied by a deterministic unitary matrix Θ, i.e.,
The real-matrix counterpart is often called the Haar measure [22] . Utilizing the above lemmas, one can derive the following statistical properties of the vector-form parameters.
Theorem 1: Consider the first step of the parameterization in Section III-A for a t × n random matrix V uniformly distributed over V n,t .
Then, the matrix V (2) is uniformly distributed over V n−1,t−1 and is independent of v 1 . That is, the conditional joint density function of V (2) for given v 1 is given by
Proof: When V is premultiplied by G † 1 , from the particular structure in the right hand side of (17), we can see
. Using this fact, we can establish (18) as follows. (21) where (19) is a result of the unitary invariant property, (20) comes from the relationship
and the uniform density expressions in (11) and (13), and finally (21) from the relationship between the volume expressions given in Lemma 2. By applying the above theorem recursively as in Section III-A, we can arrive at the desired result stated as item 2) earlier in this section.
C. The Sequential Vector Quantization (SVQ) Method
The general feedback strategy 1 is depicted in Fig. 2 and summarized below.
1. From the spatial information V , extract a set of parameters Θ that has a one-to-one mapping to V (Parameterization): Θ = T (V ). 
Quantize the parameters Θ and feed back the quantized versionΘ to the transmitter (Quantization):
The parameter set Θ is {q 1 , . . . , q n } in this section. The basic idea of the proposed SVQ method is to quantize the unitnorm vectors {q i } independently using a corresponding set of codebooks {C i }. The codebook C i is designed for random unitnorm vector in S t−i+1 as described at the beginning of the section. The independence of the unit-norm vectors (Theorem 1) indicates that the overall loss using the SVQ method is minimal compared to joint quantization of {q i }. Table I summarizes the overall procedure. Equivalent vector-wise notations are used since we can see the relations between {v i } and {q i } more clearly. Generally, the parameterization, the quantization, and the reconstruction procedures are described, respectively, as follows: for i = 1, . . . , n,
where Q i (·) represents quantization over codebook C i (designed for random vector in S t−i+1 ), andĜ i is the unitary matrix generated fromq i in the same manner as that used in generating G i from q i . The quantized version of V can be also written asV
Note that the reconstructed matrixV has the same geometrical structure (orthonormal columns) as the original V . In selecting the unit-norm vectorq i among the candidate vectors in a given codebook C i , we consider the following encoding schemes with different levels of complexity.
Encoding Scheme A: Encode sequentially i = 1, . . . , n aŝ
This simple scheme is expected to work well when the number of feedback bits B is large. However, when B is small we confront some error propagation problems. This can be seen in the reconstruction procedure. 
It is easy to see that (27) is equivalent to the following:
whereq i is related with
T , for some a ∈ C i−1 . The third encoding scheme, described next, results in better performance but with higher computational complexity. Consider the composite codebook C that contains all the possible beamforming vectors generated from C 1 , C 2 , . . . , C n .
represents the parameterization for spatial information matrix and T −1 denotes the reconstruction mapping. The cardinality of the composite
Encoding Scheme C: Encode to maximize the mutual information aŝ
The computational complexity of an encoding scheme is mainly determined by the search complexity (the number of code point comparisons to find the best one in the codebook). For encoding scheme A and B, the search complexity is proportional to
B for encoding scheme C. It is easy to see that the former is always less than the later. For example, when |C i | = N 0 for all i, the search complexity of encoding scheme A and B is linearly with respect to n as nN 0 , while for encoding scheme C it grows exponentially as N n 0 . As will be shown later, encoding scheme C requires the least number of feedback bits for a given target performance at the a cost of increased computational complexity.
D. Design Examples and Comparisons With Other Methods
The multiple spatial channels in MIMO channels have different contributions to the channel capacity since each spatial channel has a different channel gain. This should be also taken into account while designing a feedback systems, leading to the problem of bit allocation. We will discuss this problem with a simulation study. We considered a (t = 4, r = 2) MIMO channel with i.i.d.Ñ (0, 1) entries, which has a 4 × 2 orthonormal column matrix for feedback. Using the parameterization method, we extract two unit-norm vectors, q 1 ∈ C 4 and q 2 ∈ C 3 . Then, we quantize q 1 and q 2 using codebooks C 1 and C 2 , respectively. The two codebooks could have different codebook sizes, and the total number of quantization/feedback bits is assumed to be fixed at B = 8. There are many possible ways of allocating B bits in quantizing the unit-norm vectors (q 1 ∈ S 4 and q 2 ∈ S 3 ) and power allocation γ. We considered the following cases in the simulations: means that all the bits are used to quantize only q 1 and no information about q 2 is fed back (i.e., quantized maximal ratio transmission scheme). The MSE VQ design method is used to design the codebooks for power allocation wherever appropriate.
We first present results with the encoding scheme B which provides good performance with reasonable complexity. Fig. 3 shows the average capacities with different bit allocations. For ease of comparison, all the capacities have been normalized to the capacity with the complete CSIT (C Full ), and therefore a one on the plots indicates what is possible with perfect feedback. We can see that the optimum bit allocation is dependent on the SNR at which the system is operating. In the low SNR region, the optimum strategy is to quantize only the first unit-norm vector q 1 , i.e., Another alternate bit allocation strategy is to use all available feedback bits to quantize only spatial information, and employ equal power allocation in transmission. From simulation results shown in Fig. 4 , we can see that it performs better in the high SNR region. This is because when the SNR is high, equal power allocation is close to optimum in most cases, therefore resulting in no wasted bits for power allocation.
In the literature, mainly two other codebook construction methods have been studied: i) an approach based on Grassmannian subspace packing [12] ; and ii) matrix quantization (MQ) based codebook construction [11] , [13] , [14] . In [12] , similarity between quantized beamforming and unitary spacetime constellation design is first addressed, and the discrete Fourier transform (DFT) matrix based design algorithm proposed in [23] is adopted in the beamforming codebook design. In MQ-based approach, the codebook is designed via a Lloydtype algorithm, which is similar to vector quantization (VQ) design except that code points are matrices and a different design objective is employed. Fig. 5 shows the performance comparisons with the two matrix-oriented codebook construction methods proposed in [12] and [13] , [14] . For fair comparison we consider the sequential VQ employing equal power allocation and encoding scheme C, since in the other two competing methods, only unitary beamforming matrix is quantized and fed back with full search encoding assumed. From the results, it is interesting to see that the sequential VQ provides comparable performance to the MQ-based method with marginal difference. And, the DFT-based method [23] is outperformed by the two codebook constructions (the MQ-based and the sequential VQ method). This is because as also mentioned in [23] , the structured codebook designed by the DFT matrix-based algorithm is not necessarily optimal, although the algorithm provides an easy way to obtain the codebook for small number of code points. The figure also shows that with the encoding scheme C, the bit allocation between the extracted unit-norm vectors does not affect the performance. This is in contrast to encoding scheme B which is sensitive. Although it is hard to tell from the figure, the optimum bit allocation is [4 4 ] in the most range of SNR and [5 3] at low SNR.
IV. SIMPLE FEEDBACK METHOD FOR SLOWLY TIME-VARYING CHANNELS
In this section, we introduce another low-complexity quantization scheme based on further parameterization of a vector in terms of a minimal number of independent scalar parameters. In particular, we consider its application to CSI feedback in slowly time-varying MIMO channels.
A. Scalar-Form Parameterization for Spatial Information
The degrees of freedom in the spatial information matrix is much smaller than the number of real entries in the matrix because of the geometrical structure between the columns of [13] and [12] , respectively. the matrix. For a t×n orthonormal column matrix, the degrees of freedom (number of free parameters) is given by
real numbers). For example, a t × t unitary matrix has 2t
2 real entries, but its degrees of freedom is only t 2 . Furthermore, one phase in each column can be made fixed (e.g., the first row can be chosen to have all nonnegative real numbers), which results in a further reduction in the number of degrees of freedom by n, i.e.,
1) Alternate Parameterization:
We want to extract a set of essential independent scalar parameters that has a one-toone mapping to the matrix V . Conceptually, the vector-form parameterization (in Section III) is further refined: a set of scalar parameters is extracted from each unit-norm vector q i . Practically, there are several possible ways. Here we propose a parameterization method using real Givens rotations in which the number of parameters is equal to the minimal number (30). The following theorem summarizes the parameterization method.
Theorem 2: An orthonormal column matrix V ∈ C t×n (t ≥ n) can be decomposed as
is the Givens matrix which operates in the (p − 1, p) coordinate plane and is of the form
We clarify the above parameterization procedure with an example. Consider a 4 × 3 orthonormal column matrix V .
− −− →Ĩ
In the above, | × | denotes the magnitude of a particular element. The procedure is similar to the QR decomposition using Givens matrices [24] . In the first step, we want to make all the entries in the first column under the first component all zeros. To do that, we first extract the phases from the first column by pre-multiplying V by D † 1 to have a real-valued column, and then apply a series of Givens matrices with appropriate parameters to make all entries under the (1, 1) element zeros. Since the Givens rotation preserves the length of vector, the (1, 1) element becomes 1. At the same time, all the entries in the first row except the (1, 1) element also become zeros because of the orthogonality between columns (note that unitary matrices preserve orthogonality). We carry out similar procedures on the remaining columns sequentially, and then finally we have a diagonal matrixĨ. Since a Givens matrix is an orthogonal matrix, the matrix V can be factored as
Therefore, once we have a set of parameters, the phases {φ k,m } and the rotation angles {θ k,l }, the original matrix V can be exactly reconstructed. The proposed scalar-form parameterization method can be seen as one implementation of vector-form parameterization by setting
and so on. It can be easily checked that the unitary matrix G i has the properties mentioned in Section III-A. Now, we show that the number of essential scalar parameters from those obtained with the parameterization procedure, i.e., φ k,m , θ k,l : k = 1, . . . , n; m = k, . . . , t; l = 1, . . . , t − k , can be made equal to the degrees of freedom in V with the following theorem. number of parameters is (2t − 1)n − n 2 , which is the degrees of freedom in V .
Proof: See [25] for details.
2) Statistical Properties of the Scalar Parameters:
In this section, we consider a random MIMO channel with i.i.d. N (0, 1) entries and explore the statistical distribution of the scalar parameters and establish their independence, a property useful for quantization purposes.
For simplicity, we start with MISO channels and later extend to MIMO channels. Consider a random MISO channel h with i.i.d. entries and apply the parameterization procedure to v = h/ h . Let us denote the scalar parameters by φ 1 , . . . , φ t (phases) and θ 1 , . . . , θ t−1 (rotation angles). Obviously, the phases φ i are all independent and each uniformly distributed over (−π, π]. For the distribution of the rotation angles, we can derive the following result.
Lemma 3: The rotation angles θ 1 , . . . , θ t−1 are statistically independent and θ l has the density function
(32) Proof: An interesting and useful fact is that, when the parameterization procedure is applied to the unnormalized vector h, the Givens rotation angles are same as those when the procedure is applied to the normalized vector v. We can find the probability densities for the rotation angles {θ i } using techniques for calculating the distribution of transformed random vector [22, ch. 2] , especially using the Jacobian of a transformation given in Theorem 2.1.3 of [22] . A detailed proof of the lemma is provided in [25] . Fig. 6 shows the density functions of the rotation angles, where we can see that as the index l increases the angle is more concentrated. Now we extend the statistical results for MISO channels to MIMO channels.
Theorem 4: When the channel matrix H has i.i.d.Ñ (0, 1) entries, then all the parameters from Theorem 2 are statistically independent. Moreover, the phase φ k,j is uniformly distributed over (−π, π] for all k and j, and the rotation angle θ k,l has probability density
Proof: For a random MIMO channel H with i.i.d. N (0, 1) entries, it has been shown that the right singular matrix V H ∼ U(V m,t ), and V ∼ U(V n,t ). In order to obtain the density functions of the scalar parameters, we first recall from Section III-A that V can transformed into a sequence of independent vectors q i ∈ S t−i+1 . Each of the q i 's can be further transformed into independent phases and rotation angles as indicated in Lemma 3. Collecting all the parameters and noting the independence of the q i 's and, hence, of the corresponding scalar parameters (phases and rotation angles), by Lemma 3, we have the above stated result.
3) Parameterization for Power Allocation: The parameterization for power allocation information γ = [γ 1 , . . . , γ t ], t i=1 γ i = 1 is treated in a rather simple manner. We can see that γ has t−1 of degrees of freedom. And, the parameters can be simply the first t − 1 elements, [γ 1 , . . . , γ t−1 ]. Then, from the constraint, the last one is determined as γ t = 1−
B. Simple Differential Feedback Scheme
The feedback strategy depicted in Fig. 2 that is based on quantization in the transformed parameter domain is also considered in this section. The proposed methodology is general and can be applied to any multiple antenna scenario: MISO systems (when n = 1) and MIMO systems with partial feedback (when 1 < n < m) as well as MIMO systems with full feedback (n = m). One can apply a VQ method to quantize the parameters. But, complexity issues and tracking requirement motivate us to consider employing scalar quantization. Moreover, the independence of the parameters (Theorem 4) indicates that the overall loss is minimal. More specifically, adaptive delta modulation (ADM) [26, ch. 8 ] is used to quantize each parameter. The following observation about the temporal behavior of the extracted parameters in slowly time-varying channels motivates us to consider ADM. In slowly time-varying channels, the parameters are also slowly and continuously changing most of the time. The encoder of ADM quantizes the difference between the newly incoming sample and the previous quantized sample. For a parameter θ,θ
The step-size Δ[k] of the one-bit quantizer is adaptively changing to better track the dynamics of the signal. The ADM with one-bit memory [26] is an example. The step-size is increased if two successive encoded bits are the same, and decreased otherwise, that is, 
C. Simulation Results
We describe a more comprehensive feedback system model for evaluating feedback in time-varying MIMO channels that accounts for the discrepancy between the real channel and the CSI at the transmitter.
1) Feedback System Model: Fig. 9 depicts the block-fading model and the frame structure of the feedback system model. We assume that the channel matrix is not changing during a time block of length T C , which will be called channel block length. In the next channel block, we have a different channel realization following the temporal correlation characteristics of the fading channel. figure) is provided to the transmitter at a feedback rate of R F times per second via a feedback channel. The time frame between two consequent channel updates is called feedback frame (with length T F = 1/R F ). For simplicity, we assume there are M (an integer) channel blocks in a feedback frame, i.e., T F = M T C . This means that during a feedback frame, the channel changes M times, which models the dynamics of the fading channel. In addition, in order to model composite delay, e.g., due to processing and propagation, we also introduce an integer parameter D: at the starting point of each feedback frame, the CSI corresponding to the D previous channel block is available at the transmitter. Fig. 9 is an example when D = 1. The CSIT is used in transmission during the frame before the next update arrives.
2) Simulation Results: We have performed simulations to investigate the performance of the proposed feedback method, especially in slowly time-varying MIMO channels. The components of the channel matrix are i.i.d. discrete-time random processes and each process models Rayleigh fading channel gain. The channel was simulated using the conventional Jakes model with a Doppler frequency f D = 7.4 Hz, which corresponds to a mobility of 4 km/h at carrier frequency of 2 GHz. As for the frame structure of the feedback system model, we considered the case of M = 4 and D = 1. Fig. 10 shows the cumulative distribution of mutual information with different CSIT assumptions and various transmit power, P T = −10, 0, 10, 20 dB, with the feedback rate R F = 500 times per second (t = 4 and r = 2). C Full and C None are the capacity for the full and no CSIT, respectively. Note that the CSIT for C Full is perfect, that is, it involves neither quantization error nor channel tracking error. The performances of the proposed feedback method are shown as CV ,γ and CV , which are for the cases of feeding back the quantized (V, γ) and the quantized V only, respectively, using the given fixed number of feedback bits. These include the effect of quantization error and delay; therefore, they reflect more practical and realistic situations for feedback systems. From the results, we can see that, in low transmit power range, the two have some gap; but, in high transmit power range, the two have little difference. This means that power allocation information is important in low transmit power range which is supported by the water-filling argument. That is, when transmit power is low, the optimum transmission scheme uses only a few spatial channels that have high channel gains. Note that the feedback rate is corresponding to 5.5 kbps (for CV ,γ ) and 5 kbps (for CV ) of feedback bit-rate, since we have 10 parameters for V and one for γ, and ADM encodes each parameter using one bit at each feedback instant. Fig. 11 shows the results when the feedback rate is increased to R F = 1,000 times per second, which corresponds to 11/10 kbps. We can see that the performances improves and becomes much closer to C Full . This is as expected since by increasing the feedback rate, the quantization error is reduced, and hence in ADM encoding the variation between the adjacent samples is reduced. Also the channel tracking error due to delay is reduced by increasing the feedback rate.
V. SUMMARY
We introduced a general framework for quantization and feedback of MIMO channel information, which involves parameterization and quantization in the parameter domain. The proposed parameterization methods exploit the geometrical structure of orthonormality while quantizing the spatial information matrix. The parameterization method can be easily implemented using Givens rotations. In the first feedback scheme for instantaneous channel feedback, the parameter vectors (unit-norm) are quantized using a vector quantization technique. This sequential VQ method provides a unique approach to construct the beamforming-matrix codebook, and the different encoding schemes provide a mechanism to tradeoff complexity for performance. The statistical properties of the extracted parameters were found such as the independence between parameters and the exact distribution for scalar parameters. In slowly time-varying channels, the scalar parameters are also found to be slowly and continuously changing over time. This motivated a simple form of differential encoding scheme, adaptive delta modulation, in quantizing the parameters. As a natural extension, the differential scalar quantization method can be generalized to differential vector quantization.
