A temporal artificial neural network-based model is developed and applied for long-lead rainfall forecasting. Tapped delay lines and recurrent connections are two different components that are used along with a static multilayer perceptron network to design a time-delay recurrent neural network. The proposed model is, in fact, a combination of time-delay and recurrent neural networks. The model is applied in three case studies of the Northwest, West, and Southwest basins of Iran. In addition, an autoregressive moving average with exogenous inputs (ARMAX) model is used as a baseline in order to be compared with the time-delay recurrent neural networks developed in this study. Large-scale climate signals, such as sea-level pressure, that affect the rainfall of the study area are used as the predictors in the models, as well as the persistence between rainfall data. The results of winter-spring rainfall forecasts are discussed thoroughly. It is demonstrated that in all cases the proposed neural network results in better forecasts in comparison with the statistical ARMAX model. Moreover, it is found that in two of three case studies the time-delay recurrent neural networks perform better than either recurrent or time-delay neural networks. The results demonstrate that the proposed method can significantly improve the long-lead forecast by utilizing a non-linear relationship between climatic predictors and rainfall in a region.
INTRODUCTION
Reliable long-lead forecasts of rainfall and streamflow can improve the management of water resources systems. Long-lead rainfall forecasts could be a basis for strategic water resources management. It is used for meteorological drought prediction and is also useful for long-lead streamflow forecasting using a coupled climate-hydrological model (Hamlet and Lettenmaier, 1999) . The rainfall forecasting mechanism, especially in long-lead horizons, is difficult to identify and model. Some investigators have focused on identification of useful predictors of rainfall for long-lead forecast models (Sharma, 2000) . The increasing knowledge about the effect of large-scale climate signals on regional rainfall has increased the interest among hydrologists of longlead forecasting. However, finding a method to model the complex physical process of the effect of climate signals on rainfall is still a major challenge. There is still much to discover about the physical laws describing the behaviour of rainfall. It is not easy to recognize all the existing complex and non-linear relationships between the various aspects of the dynamic processes (French et al., 1992) . These problems lead to exploration of a more data-driven approach, such as artificial neural networks (ANNs).
The introduction of artificial intelligence-based models, especially ANNs, into the field of water resources has opened various new approaches in hydrological modelling. ANNs, which are data-driven models, have been widely studied and applied to a variety of problems, including hydrometeorological simulation and forecasting. They have proven to be an efficient alternative to traditional methods, such as multivariate linear regression and (autoregressive moving average (ARMA) models for modelling qualitative and quantitative water resource variables (Maier and Dandy, 1996; Shamseldin, 1997; Clair and Ehrman, 1998; Zealand et al., 1999) . A comprehensive review on ANN concepts and applications in hydrology has been provided by the ASCE Task Committee on Application of ANN in Hydrology (2000a,b) , which concludes that ANNs should be considered as alternative modelling tools worthy of further exploration.
Most ANN applications in hydrology have used a feedforward neural network, namely the standard multilayer perceptron (MLP) trained with the back-propagation algorithm (Coulibaly et al., 1999) . But MLP is a static and memoryless network, and even though it is the most widely used model for water resource variables predictions, it often yields suboptimal solutions. In fact, the MLP model does not perform temporal processing and the input vector space does not consider the temporal relationship of the inputs (Giles et al., 1997) .
A variety of ANN-based methods have been developed to process and deal with sequential patterns. An 230 M. KARAMOUZ, S. RAZAVI AND S. ARAGHINEJAD approach to dealing with temporal patterns is to introduce cyclic (feedback) connections described by directed loops in the network graph. Once feedback connections are included, a neural network is often called a recurrent neural network (RNN). Anmala et al. (2000) have reported that recurrent networks may perform better than standard feedforward networks in predicting monthly runoff. Dibike et al. (1999) applied different ANN architectures, including an RNN for the encapsulation of numerical-hydraulic models. They reported that the Elman type of RNN (Elman, 1990) has the ability to represent the system quite well, but it requires a longer training time to obtain convergence. More recently, it has been shown that an RNN can extract relevant information from complex climatic indices to improve regional runoff forecasts (Coulibaly et al., 2000) .
For more complicated temporal processing and understanding the dependence of the initial and past states, tapped delay lines (TDLs; internal time-delay operators) can be used within the MLP network. Actually, the use of these internal time-delay operators helps the network to behave dynamically and leads to the conventional timedelay neural network (TDNN), which has been used in a variety of applications (Waibel et al., 1989; Sajikumar and Thandaveswara, 1999) . Since, the length of TDLs is fixed in advance, this method provides the network with a static memory.
A pioneering study of ANN application in rainfall forecasting is that of French et al. (1992) , who applied a neural network to forecast 1 h ahead, two-dimensional rainfall fields on a regular grid. Toth et al. (2000) investigated the capability of ANNs in short-term rainfall forecasting obtained with time-series techniques, using past rainfall depths as the only input information. Also, they used an autoregressive integrated moving-average model and the non-parametric nearest-neighbours method in the same problem and reported that ANNs had provided the most accurate rainfall forecasts.
In this study, the emphasis is placed on long-lead rainfall forecasting, which is defined as forecasts with a 6-months-ahead lead-time. So a temporal ANN-based architecture is developed as a comprehensive dynamic neural network and it is applied in a long-lead rainfall forecasting context. In this way, TDLs and an Elman recurrent connection unit (Elman, 1990 ) are attached to a static MLP network. This leads to an extended dynamic neural network known as a time-delay RNN (TDRNN). The performance of the model developed is tested in three case studies of Northwest, west, and Southwest basins in Iran. In addition, the forecast results of the proposed network in long-lead rainfall forecasting are compared with a statistical autoregressive moving average with exogenous inputs (ARMAX) model.
The remainder of the paper is organized as follows. The architectures and learning algorithms of TDRNNs are presented in the next two sections. Then, the ARMAX model is described briefly. Next, the case studies are presented and the results of applying different methods in rainfall forecasting are reported. Finally, the results and discussion and the conclusions are given the final two sections.
TIME-DELAY RECURRENT NEURAL NETWORKS
Static networks, such as an MLP network, only process input patterns that are spatial in nature, i.e. input patterns that can be arranged along one or more spatial axes, such as a vector or an array. Figure 2a shows a typical MLP network with one hidden layer. In many tasks, the input pattern comprises one or more temporal signals, as in speech recognition, time-series prediction, and signal filtering (Bose and Liang, 1996) . For involving dynamic behaviour, the dependence of the initial and past states, and serial processing, TDLs and recurrent (feedback) connections are two different components that could be attached to static networks, such as an MLP, in order to design temporal neural networks.
A TDL consists of a number of time-delay operators, which are arranged in an incremental order. A TDL is shown in Figure 1 . As shown in Figure 1 , a time-delay operator D is a memory box that receives an input signal at each time step and saves it along one time step. After passing one time interval, this operator results the saved signal as its output. As shown in Figure 1 , the input signal enters from the left and passes through N 1 delays. The output of a TDL is an N-dimensional vector, made up of the input signal at the current time, the previous input signal, etc. Thus, TDLs explicitly represent temporal processes. Attaching the TDLs to input and hidden layers of an MLP network (Figure 2c ) leads to a network that is called a TDNN or spatio-temporal network (Waibel et al., 1989; Atiya and Parlos, 1992; Wan, 1993) .
The second component for involving initial and past states of a system is recurrent (feedback) connection. This connection recurs either from the output layer or from the hidden layer back to a context unit and after one time step returns to the input layer. So a context unit consists of several time-delay operators and represents time implicitly by its effects on processing, in contrast to a TDL component, which explicitly considers temporal processing. Attaching recurrent connections (context unit) to an MLP network results in an RNN. There are three general models of an RNN, depending on the architecture of the recurrent connections: the Jordan RNN (Jordan, 1986) , which has feedback connections from the output layer to input layer; the Elman RNN (Elman, 1990) , which has feedback connections form the hidden layer to the input layer; and the locally RNN (Frasconi et al., 1992) , which uses only local feedback. The Elman recurrent connection, shown in Figure 2b , is used in this study.
In this study, a TDRNN is presented using both mentioned components in the architecture of a neural network in order to perform dynamically. A major feature of this architecture is that the non-linear hidden layer receives the contents of both the input time delays and the context unit, which makes it suitable for complex sequential input learning. Coulibaly et al. (2001) used this approach to forecast multivariate reservoir inflow and compared it with the results of an Elman RNN and an input-delayed neural network. The TDRNN they used just used TDLs in its input layer, which is also referred to as an input-delayed RNN. They reported that their network could perform better than other applied models in accounting for longterm memory of time-series.
The TDRNN used in this study is a combination of a TDNN and an Elman RNN. Figure 2d shows the architecture of this network. If we consider a 1 and a 2 to be the output vectors of the hidden and output layers respectively, then the formulation of this TDRNN is expressed as follows:
where t denotes a discrete time, R is the number of input signals, S 1 and S 2 are the numbers of hidden and output neurons respectively, w 1 and w 2 are the weight matrices of the hidden and output layers respectively, w C is the weight matrix of the hidden layer for the context unit, b 1 and b 2 are the bias vectors of the hidden and output layers respectively, F and G are the activation functions of the hidden and output layers respectively, D 1 and D 2 are the memory lengths (TDL orders) of the input and hidden layers respectively, and p is the input matrix.
To return the TDRNN shown in Figure 2d to the basic models, the following statements can be made: TDRNNs can be trained using a back-propagation algorithm during supervised learning. The backpropagation algorithm, also called the generalized delta rule, provides a way to calculate the gradient of the error function efficiently using the chain rule of differentiation (Rumelhart et al., 1986) . In this algorithm, network weights are moved along the negative of the gradient of the performance function through each iteration (which is usually called epoch) in the steepest descent direction as follows:
where˛is the learning rate, whose value usually varies between zero and one, E is the performance function, w stands for a weight and w is its modifying term.
ARTIFICIAL NEURAL NETWORK MODEL IDENTIFICATION
Choosing an appropriate training algorithm for neural networks is an issue that affects their learning and generalization capabilities. Adaptive (on-line) training, which is used in the present study, updates the weights and biases of the network at each time step through an incremental order data presentation. In the adaptive calibration (training), there is no need to have a significant amount of data, and the only essential data are the most recent observations before the time of forecast. Adaptive calibration allows recalibration and training of the models on-line, at each time step, as soon as new observations become available. This adaptability enables the model parameters to adjust to the properties of an ongoing event, by capturing the characteristics of the current situation (Toth et al., 2000) . This algorithm is also called recursive identification, adaptive parameter estimation, sequential estimation, and on-line training (Ljung, 1999) . The approach of adaptive training in this study is to discount old measurements exponentially, so that an observation that is samples old carries a weight , i.e. of the weight of the most recent observation. This means that the following performance function should be minimized during calibration:
where t denotes the current time, e is the error function and is a positive number slightly less than unity. The measurements that are older than D 1/ 1 carry a weight in the expression above that is less than about 0Ð3. In fact, D 1/ 1 can be considered as the memory horizon of the approach. The optimum value of depends on the nature of the problem and the memory length of the relationships between input and output sets. Typical 233 values of are in the range 0Ð97-0Ð995. The value of could be obtained by performing sensitivity analyses in the calibration procedure. A detailed description for determining the best value of the forgetting factor and how it affects the training accuracy is available in Razavi and Karamouz (2006) . This algorithm is called the forgetting factor (FF) approach to adaptation (Ljung, 1999) . Furthermore, the sum-squared error (SSE) is considered as the error function e in this study, which is formulated according to
where a 2 k is the output of the kth neuron of the output layer and T k is its corresponding target. S 2 is the number of neurons in the output layer.
Adaptive training is a suitable way in order to forecast temporal variables and can be applied to both static and dynamic networks, although it is more commonly used with dynamic networks. ANN calibration parameters include the number of hidden layers, the number of neurons in each layer, the initial weights, the learning rate, the activation functions and finally the lengths of the TDLs in each layer. Furthermore, the presence or absence of a context unit is also considered in the calibration algorithm used in this study.
Determining an appropriate architecture of a neural network for a particular problem is an important issue, since the network architecture directly affects its computational complexity and its generalization capability. Different theoretical and experimental studies have shown that larger-than-necessary hidden neurons tend to overfit the training samples and, thus, have poor generalization performance, whereas a network with a few hidden neurons will have difficulty learning the training data. Currently, there is no established methodology for selecting the appropriate network architecture prior to training (Hsu et al., 1995; Coulibaly et al., 2001) . Hornik et al. (1989) showed that a network with a hidden layer with a sigmoid activation function and an output layer with a linear activation function is capable of approximating the complex relationship between any input-output sets, subject to proper selection of the number of hidden neurons. Therefore, a hidden layer with a hyperbolic tangent sigmoid activation function and a linear output layer are considered for all networks. The hyperbolic tangent sigmoid function calculates its output according to
where n and F are the input and output respectively. In order to find the optimum number of hidden neurons for each class of networks during calibration, many networks differing only by their number of hidden neurons are trained, and the preference is to work with the smaller or less complex networks. Moreover, the number of delays in input and hidden layers (the lengths of TDLs in the input and hidden layers) must be adapted with the problem characteristics. Thus, a sensitivity analysis is performed to determine the most appropriate lengths of TDLs in the input and hidden layers during the calibration process.
Selecting a proper learning rate˛is an important issue of gradient-descent-based algorithms which must be considered to train efficiently. It determines the size of the step taken down the error surface. A small˛causes a very slow convergence, whereas for a large value of˛the weights oscillate and the performance function increases. In adaptive training, choosing a constant˛is not advisable, because the correlation between the inputs and outputs varies as time proceeds. To overcome this problem in this study, the learning rate is taken as a very small number (˛D 10 2 ) and a new parameter, termed the maximum performance function, is defined to signify the maximum acceptable limit of the performance function and this must be satisfied in each time step. In this way, at the beginning of each time step, the network's outputs are calculated and saved as this time step's forecast and then the weights are adapted with this small learning rate until the performance function becomes smaller than the maximum performance function. Figure 3 demonstrates the adaptive training algorithm with the maximum performance function, in which t is considered as the present time in each time step and T is the modelling duration. The optimum value of maximum performance function should also be obtained during calibration.
Since the hyperbolic tangent sigmoid activation function (used in hidden layers of all networks in this study) varies between 1 and C1 and its derivative is only considerable between 1 and C1, all input values are scaled down between 1 and C1. Minns and Hall (1996) indicated that there is a chance that future rainfall will be larger than the historic record. Therefore, in order to avoid the saturation problem (locating in negligible values of the derived function) in facing the future extreme events, all the networks are initialized with random weights chosen in range 0Ð5 to C0Ð5. Also, to obtain predictions that are less sensitive to the initial conditions, several runs are performed for each model. The final results are obtained by averaging the five best results for each model.
AUTOREGRESSIVE MOVING AVERAGE WITH EXOGENOUS INPUTS MODEL
The statistics-based ARMAX model is used in this study to develop a baseline for evaluation of the conceptual ANN-based models. An ARMA model is classified as an ARMA(p, q), where p is the number of autoregressive terms and q is the number of moving-average terms. To consider the effect of an external predictor, except the persistence between data, an improved ARMA model, i.e. ARMAX, has been developed (Hsu et al., 1995) . In general, the ARMAX model might be expected to simulate very well the behaviour of systems whose input-output characteristics are approximately linear. The formulation of the ARMAX model y t C a 1 y t 1 C . . . C a na y t na
C e t C c 1 e t 1 C . . . C c nc e t nc 7 where y t is the dependent variable, u i t is the ith predictor, e t is the modelling error, a, b and c are the model's parameters, and na, nb, nc and nk are the orders of the model. In this study, nk is considered equal to unity (forecast horizon) and na, nb and nc were each varied over the range 0 to 3. For each of these combinations, the optimal values of the ARMAX(na, nb, nc) parameters were estimated using the MATLAB System Identification Toolbox (MATLAB, 2001 ).
CASE STUDIES AND DATA
The Northwest, West, and Southwest basins in the western part of Iran, with an area of 145 000 km 2 , are considered as the case studies. The average annual precipitation in these basins is estimated as 414 mm, 431 mm, and 379 mm respectively, based on the measurements by the Iranian Water Resources Research Organization and the Iran Meteorological Organization. Figure 4 shows the location of the study areas.
Predictors of rainfall
Different indicators have been used by different researchers to quantify the effects of large-scale climate signals on precipitation variability in different parts of the world. There have been limited studies about the impacts of large-scale climate signals on precipitation variability in Iran. Nazemosadat and Cordery (2000) studied the effects of El Niño-southern oscillation precipitation variability recorded in 41 rain gauges in different parts of Iran. The results of their study showed that there is a limited correlation between the southern oscillation index and precipitation in autumn in the northwest of Iran.
In general, the systems that mainly influence the climate of the southwest and west of Iran can be categorized into Siberian and Azores high-pressure centres, Mediterranean low-pressure centre or Mediterranean cyclones, and Sudanese low-pressure centre. Another system located over the Red Sea also plays an important role in intensifying rainfall storms in the southwest of Iran. This system, which is called the 'Red Sea convergence zone', is considered as the fifth system affecting the study area. Among the above-mentioned systems, most of the severe storms and heavy rainfalls that occur in the southwest of Iran are mostly affected by the Mediterranean and Sudanese systems (Karamouz et al., 2005) .
The Mediterranean Sea is a dominating region in forming cyclones. None of the cyclones formed in this region reach the study area directly. Low-pressure centres or cyclones, after precipitation over the Anatolian Plateau, transfer into Russia through the Caucasus. The cyclones enter Iran and Iraq when the high-pressure centres are located on the 40-45°N latitude. In that case, not only all of the low-pressure centres, but also all of the low-pressure cyclones formed at the furthermost points of the east of the Mediterranean sea will enter the west and northwest side of the country after passing through the Anatolian Plateau.
Based on the investigation of the above-mentioned climate systems, Karamouz et al. (2005) found that the following climate signals are the major predictors of the western part of Iran: the sea-level pressure (SLP) differences between the south of Greenland and the Azores, between the south of Greenland and the Black Sea, between the south of Greenland and east of the Mediterranean Sea, between the south of Greenland and west of the Mediterranean Sea, between Siberia and Sudan, and between Siberia and east of the Persian Gulf. The variation of the above-mentioned climate signals in the period June-December shows the strongest correlation with the winter and spring rainfall of the study area (Karamouz et al., 2005) . So, in this study the climate signals averaged from June through to December are used as the predictors of the seasonal rainfall of January-June (winter-spring) of the next year in the study area. Furthermore, to consider persistence between the rainfall data, rainfall data from October through to December is used as another predictor of the winter-spring rainfall. The predictors are considered together and separately in the forecast models to find the best set of predictors for each basin. This approach is an efficient experimental way to find the best predictors, where a variety of predictors are candidates for a forecasting problem. In this way, a set of concise predictors is chosen for a forecasting problem (Araghinejad et al., 2006) . All data has recorded values in the time period 1971 to 2002. As the proposed model in this paper uses an adaptive calibration procedure, which in turn deals with the consequential attributes of series, the series is divided into two to give calibration and validation data sets. Data from 22 years (1971 to 1992) are used for the calibration of the models and the remaining 10 years' data (from 1993 to 2002) are used for the model's validation.
In order to understand the temporal relationship between the predictors and seasonal rainfall, correlations in different lags between rainfall and predictors of each basin, considering one season as the lag time, are investigated. The results indicate that there is a short-term memory by two lags between most of the predictors and rainfall. For instance, the correlogram (correlation in different lags) of the West basin rainfall of January-June and the rainfall of October-December, the SLP differences between the south of Greenland and the Azores, and the south of Greenland and west of the Mediterranean Sea are plotted in Figure 5b -d respectively. Also shown is the autocorrelation plot of the West basin January-June rainfall in Figure 5a .
As is demonstrated in Figure 5 , the correlations between the rainfall and two aforementioned climate signals by two lag times are considerable in the West basin. This means that the predictors of the current season and the previous season may affect the rainfall in this region. Furthermore, the autocorrelation of rainfall data is not meaningful. In this study, the conceptual TDRNN models are assigned to reflect this behaviour. 
RESULTS AND DISCUSSION
The best climate signals as the predictors of the Northwest basin are SLP differences between the south of Greenland and east of the Mediterranean Sea, between Siberia and Sudan, and between Siberia and east of the Persian Gulf. The best predictors of the West and Southwest basins are the SLP differences between the south of Greenland and the Azores and between the south of Greenland and West of the Mediterranean Sea.
The number of input neurons in the ANN models for the Northwest basin is four, and it is three for the West and Southwest basins. The best number of neurons in the hidden layers of the Northwest, West, and Southwest basins is four, four, and five respectively. Table I show the percentage of volume error (%VE, i.e. the averaged ratio of forecast-observed to observed as a percentage) for different lengths of TDLs in the input and hidden layers of the networks with the aforementioned number of hidden neurons in the calibration period. As demonstrated in Table I , the best lengths of TDLs in both the input and the hidden layers is obtained as one time step, for the Northwest and West basins. Thus, a TDRNN is the best model in the Northwest and West basins; meanwhile, the best model of the Southwest basin is an RNN, which means that the best lengths of TDLs in the input and the hidden layers of the model of the Southwest basin are equal to zero.
The optimum value of the maximum performance function is calculated as 10 10 , for three case studies. The value of is also obtained as 0Ð982 in the calibration procedure. In addition, the best ARMAX models for the Northwest, West, and Southwest basins are ARMAX(1, 2, 1), ARMAX(1, 2, 1), and ARMAX (1, 1, 1 ) respectively. Figure 6 shows the rainfall forecasts in the calibration and validation periods resulting from the ANNs. Figure 7 also shows the same results as scatter plots. Table II reports the %VE and root-mean-square error (RMSE) of the rainfall forecasts resulted by the ANNs and ARMAX. Table III reports the multivariable correlation coefficients r in the calibration and validation periods. The multivariable correlation coefficient is obtained as To quantify the performance of the models better, some relative error tolerances are defined. The percentages of forecasted rainfall in validation that lie in each relative error tolerance are calculated and summarized in Table IV . For example, the forecast relative error of the TDRNN in the validation data set for the Northwest basin in 60% of the years is less than 30%. Moreover, the %VE and RMSE statistics in the dry and wet years of the calibration and validation periods are calculated separately and reported in Table V . A š20% band on the long-term average rainfall is considered as the threshold of the wet/dry (high/low rainfall) events. On the other hand, the low and high rainfall years have been defined as those years that have experienced less than 80% of the average rainfall and more than 120% of the average rainfall respectively.
As is shown in Figures 6 and 7, the ANNs were able to model the rainfall variation. These figures show that ANNs could provide good results in extreme events (high and low rainfall) forecasting. As is shown in ARMAX. In contrast with the adaptive calibration of the ANNs, the ARMAX model used a batch calibration procedure. According to the %VE statistic (as stated in Table II) , the TDRNN could improve the forecast accuracy by 27% relative to the ARMAX in the validation data set of the West basin. In the case of the Northwest and Southwest basins, the ANNs' improvements over the ARMAX are 18% and 25% respectively. Overall, the minimum %VE in validation (24Ð9%) occurs when applying the TDRNN in the Northwest basin. The minimum RMSE in the validation (64Ð69) also occurs when applying the TDRNN in the Northwest basin.
As is demonstrated in Table IV , the TDRNN models of the Northwest and the West basins result in a forecast with at most 30% error for 60% of the time. Also, it is shown in Table IV that for 50% of the time the %VE of forecasting in the West and Southwest basins is 20%. The results in Tables II and IV demonstrate that the best forecasts occur for the Northwest basin, whereas the worst forecasts occur in the Southwest basin. This means that the selected predictors could represent the long-term variation of rainfall better in the Northwest basin than in the other basins. Furthermore, new predictors should be identified for the Southwest rainfall forecasting.
The results shown in Table V demonstrate that the models result in better forecasts in wet years than in dry years. The minimum error for extreme events (high and low rainfalls) forecasting is obtained in high rainfall years for the West basin and is 5%, whereas the maximum error for extreme events forecasting is obtained in low rainfall years for Southwest basin and is 85%. The results demonstrate that finding new predictors of drought events in the study area could significantly improve the longterm rainfall forecasting of the region.
Furthermore, as demonstrated in Tables II and V , the performance of the models in the validation is generally better than in the calibration. Since in the adaptive calibration procedure applied in this study more data are used in the training of the models (adjusting the networks' weights) as time proceeds, the models are able to fit the input-output data sets more accurately in the validation period in comparison with the calibration period. It is worth mentioning that, in the adaptive training approach, the model training continues after observing new data, even if the model is in the validation period. However, the characteristics of networks, such as architectures, are fixed at the end of the calibration period.
SUMMARY AND CONCLUSION
This study presents a TDRNN for making long-lead rainfall forecasts using climate signals as predictors. The model was applied in three case studies of the Northwest, West, and Southwest basins of Iran and the results compared with the well-known statistical ARMAX model.
Comparison of the performance of the TDRNN in rainfall forecasting indicates that this model shows significant improvement in the forecast resolution over the ARMAX model. The following conclusions can be drawn from the assessment of applying the aforementioned models in the three case studies.
TDRNN models perform better than either a dynamic network with recurrent connections (Elman RNN) or TDNNs in long-lead rainfall forecasting, as the optimal model for two of the three basins was obtained using a TDRNN.
In the case of short-term historical data (about 30 years), the forecast accuracy of the TDRNN is better than the ARMAX model. The improvement when using the TDRNN over the ARMAX model is by 27%. Considering the long-lead horizon of forecasting in this study, the improvement of forecast accuracy relative to the ARMAX model is very significant. The TDRNN could forecast the fluctuation of rainfall, as it resulted in a reasonable forecast of extreme values.
The secondary objective of this study was to determine whether the selected predictors were suitable for longlead rainfall forecasting of the region. The results show that the predictors are suitable for wet-year forecasting, and finding predictors of drought events could improve the forecast accuracy. Further efforts are necessary in order to find better predictors for the Southwest basin.
This study shows that temporal neural networks are effective models for long-lead rainfall forecasting. They can be satisfactory alternatives for precipitation forecasting and, thus, for better water resources management. From the standpoint of a water resources decision-maker, the forecasting model has potential utility for conditioning a water resources outlook, particularly where there is a strong relationship in the climate signals and local climate variability.
