Quantum error-correcting codes are used to protect qubits involved in quantum computation. This process requires logical operators, acting on protected qubits, to be translated into physical operators (circuits) acting on physical quantum states. We propose a mathematical framework for synthesizing physical circuits that implement logical Clifford operators for stabilizer codes. Circuit synthesis is enabled by representing the desired physical Clifford operator in C N×N as a partial 2m×2m binary symplectic matrix, where N = 2 m . We state and prove two theorems that use symplectic transvections to efficiently enumerate all binary symplectic matrices that satisfy a system of linear equations. As a corollary of these results, we prove that for an [[m, k]] stabilizer code every logical Clifford operator has 2 r(r+1)/2 symplectic solutions, where r = m − k, up to stabilizer degeneracy. The desired physical circuits are then obtained by decomposing each solution into a product of elementary symplectic matrices, that correspond to elementary circuits. This enumeration of all physical realizations enables optimization over the ensemble with respect to a suitable metric. Furthermore, we show that any circuit that normalizes the stabilizer of the code can be transformed into a circuit that centralizes the stabilizer, while realizing the same logical operation. Our method of circuit synthesis can be applied to any stabilizer code, and this paper discusses a proof of concept synthesis for the [[6, 4, 2]] CSS code. Programs implementing the algorithms in this paper, which includes routines to solve for binary symplectic solutions of general linear systems and our overall LCS (logical circuit synthesis) algorithm, can be found at https://github.com/nrenga/symplectic-arxiv18a.
I. INTRODUCTION
It is expected that universal fault-tolerant quantum computation will be achieved by employing quantum error-correcting codes (QECCs) to protect the information stored in the quantum computer and to enable error-resilient computation on that data. The first QECC was discovered by Shor [2] , and subsequently, a systematic framework was developed by Calderbank, Shor and Steane [3] , [4] to translate (pairs of) classical error-correcting codes into QECCs. Codes produced using this framework are referred to as CSS codes. The general class of stabilizer codes includes CSS codes as a special case and was introduced by Calderbank, Rains, Shor and Sloane [5] , and by Gottesman [6] . These codes, and their variantions [7] , [8] , still remain the preferred class of codes for realizing error-resilient quantum computation in practice.
The Clifford hierarchy of unitary operators was defined to help demonstrate that universal quantum computation can be realized via the teleportation protocol [9] . The first level C (1) in the hierarchy is the Pauli group of unitary operators, and subsequent levels C (ℓ) , ℓ ≥ 2, are defined recursively as those unitary operators that map the Pauli group into C (ℓ−1) , under conjugation. By this definition, the second level is the normalizer of the Pauli group in the unitary group, and hence C (2) is the Clifford group [5] . It is well-known that the levels C (ℓ) do not form a group for ℓ ≥ 3, but that the Clifford group along with any unitary in C (3) can be used to approximate an arbitrary unitary operator up to any desired precision. (Note that using a simple inductive argument it can be proven that each level in the hierarchy is closed under multiplication by Clifford group elements.) Therefore, the standard strategy for realizing universal computation with QECCs is to first synthesize 1 logical Paulis, then logical Cliffords, and finally some logical non-Clifford in the third level of the Clifford hierarchy. In this paper, we will be primarily concerned with logical Cliffords because specific QECCs, such as tri-orthogonal codes [10] , can be used to distill magic states [11] for a non-Clifford gate in C (3) , and these states can then be "injected" into the computation via teleportation in order to realize the action of that gate at the logical level [9] . Hence, any circuit implemented on the computer equipped with error-correction might be expected to consist only of Clifford gates, augmented with ancilla magic states, and Pauli measurements.
For the task of synthesizing the logical Pauli operators for stabilizer codes, the first algorithm was introduced by Gottesman [6, Sec. 4] and subsequently, another algorithm based on symplectic geometry was proposed by Wilde [12] . The latter is closely related to earlier work by Brun et al. [13] , [14] . Since the logical Paulis are inputs to our algorithm that synthesizes logical Clifford operators for stabilizer codes, we will consider the above two procedures to be "preprocessors" for our algorithm.
Given the logical Pauli operators for an [[m, k] ] stabilizer QECC, that encodes k logical qubits into m physical qubits, physical Clifford realizations of Clifford operators on the logical qubits can be represented by 2m × 2m binary symplectic matrices, thereby reducing the complexity dramatically from 2 2m complex variables to 4m 2 binary variables (see [15] , [16] and Section II). We exploit this fact to propose an algorithm that efficiently assembles all 2 r(r+1)/2 , where r = m − k, symplectic Part of this work was presented in the 2018 IEEE Intenrational Symposium on Information Theory [1] . N. Rengaswamy 1 By "synthesize" we mean determine the logical operator, i.e., a circuit on the physical qubits of the QECC, that realizes the action of the given unitary operator on the logical qubits of that QECC. matrices representing physical Clifford operators (circuits) that realize a given logical Clifford operator on the protected qubits. We will refer to this procedure as the Logical Clifford Synthesis (LCS) algorithm. Here, each symplectic solution represents an equivalence class of Clifford circuits, all of which "propagate" input Pauli operators through them in an identical fashion (see Section III). Moreover, as we will discuss later in the context of the algorithm, the other degrees of freedom not captured by our algorithm are those provided by stabilizers (see Remark 11) . But, at the cost of some increased computational complexity, the algorithm can easily be modified to account for these stabilizer degrees of freedom. Hence, our work makes it possible to optimize the choice of circuit with respect to a suitable metric, that might be a function of the quantum hardware. The primary contributions of this paper are the four theorems that we state and prove in Section III-B, and the main LCS algorithm (Algorithm 3) which builds on the results of these theorems. These results form part of a larger program for faulttolerant quantum computation, where the goal is to achieve reliability by using classical computers to track and control physical quantum systems, and perform error correction only as needed.
We note that there are several works that focus on exactly decomposing, or approximating, an arbitrary unitary operator as a sequence of operators from a fixed instruction set, such as Clifford + T [17]- [22] . However, these works do not consider the problem of circuit synthesis or optimization over different realizations of unitary operators on the encoded space. We also note that there exists several works in the literature that study this problem for specific codes and operations, e.g., see [6] - [8] , [23] - [26] . However, we believe our work is the first to propose a systematic framework to address this problem for general stabilizer codes, and hence enable automated circuit synthesis for encoded Clifford operators. This procedure is more systematic in considering all degrees of freedom than conjugating the desired logical operator by the encoding circuit for the QECC.
Recently, we have used the LCS algorithm to translate the unitary 2-design we constructed from classical Kerdock codes into a logical unitary 2-design [27] , and in general any design consisting of only Clifford elements can be transformed into a logical design using our algorithm. An implementation of the design is available at: https://github.com/nrenga/symplectic-arxiv18a. This finds direct application in the logical randomized benchmarking protocol proposed by Combes et al. [28] . This protocol is a more robust procedure to estimate logical gate fidelities than extrapolating results from randomized benchmarking performed on physical gates [29] . Now we discuss some more motivations and potential applications for the LCS algorithm.
A. Noise Variation in Quantum Systems
Although depth or the number of two-qubit gates might appear to be natural metrics for optimization, near-term quantum computers can also benefit from more nuanced metrics depending upon the physical system. For example, it is now established that the noise in the IBM Q Experience computers varies widely among qubits and also with time, and that circuit optimizations might have to be done in regular time intervals in order to exploit the current noise characteristics of the hardware [30] . In such a scenario, if we need to implement a specific logical operator at the current time, and if it is the case that some specific qubits or qubit-links in the system are particularly unreliable, then it might be better to sacrifice depth and identify an equivalent logical operator that avoids those qubits or qubit-links (if possible). As an example, for the well-known [ [4, 2, 2] ] code [6] , [26] , whose stabilizer group is generated as S = X 1 X 2 X 3 X 4 , Z 1 Z 2 Z 3 Z 4 , two implementations of the logical controlled-Z (CZ 12 ) operation on the two logical qubits are shown in Fig. 1 . The logical Pauli operators in this case arē
Assuming that single-qubit gates do not contribute to complexity (or difficulty of implementation), we observe that both choices have the same number of two-qubit gates and depth. More interestingly, we see that the second choice completely avoids the first physical qubit while realizing the same logical CZ operation. Therefore, if either the first qubit itself has poor fidelity or coupling to it does, then clearly the second choice is more appropriate. Preliminary experiments on the IBM system confirm this advantage when qubits are mapped appropriately. Note that even if we use a QECC that protects a single qubit but has a transversal CZ implementation, i.e., the logical CZ is a CZ between corresponding physical qubits in two separate code blocks, this incurs a larger overhead than the above scheme. We identified this example by using our open-source implementation of our LCS algorithm, that is available at: https://github.com/nrenga/symplectic-arxiv18a. In order to identify (or construct) more interesting codes that exhibit a "rich" set of choices for each logical operator, one needs a better understanding of the geometry of the space of symplectic solutions. We believe this is an important open problem arising from our work.
For near-term NISQ (Noisy Intermediate-Scale Quantum [31] ) era of quantum computers, a lot of current research is focused on equipping compilers with routines that optimize circuits for depth and two-qubit gates, and the mapping of qubits from the algorithm to the hardware, while all taking into account the specific characteristics and noise in the hardware [30] , [32] - [35] . Although employing QECCs is considered to be beyond the NISQ regime, exploiting simple codes such as the [ [4, 2, 2] ] code and using post-selection provides increased reliability than uncoded computation (as Harper and Flammia have demonstrated [36] , [37] ). Therefore, our efficient LCS algorithm might find an application in such quantum compilers, where the utility is to determine the best physical realization of a logical operator with respect to current system characteristics. Specifically, this allows dynamic compilation (i.e., during program execution) that could provide significant reliability gains in practice.
In light of such applications, our software currently allows one to determine only one physical realization in cases where the number of solutions is prohibitively large, specifically for QECCs with large-dimension stabilizers (r = m − k ≫ 1). However, this single solution does not come with any explicit guarantees regarding depth or number of two-qubit gates or avoiding certain physical qubits. Therefore, even developing heuristics to directly optimize for a "good enough" solution, instead of assembling all solutions and searching over them, will have a significant impact on the efficiency of compilers.
B. QECCs for Universal Quantum Computation
Physical single-qubit rotation gates on trapped-ion qubits are natural, reliable and have a long history [38] . Recently, it has also been observed that small-angle Mølmer-Sørensen gates, i.e., XX ij (θ) = cos θ 2 · I 4 − ı sin θ 2 · X i X j for small θ, are more reliable than the maximally-entangling XX ij ( π 2 ) gate [39] . Since these are the primitive operations in trapped-ion systems [40] , codes that support a transversal T = diag(1, exp( ıπ 4 )) gate, such as the tri-orthogonal codes mentioned earlier, could be directly used for computation rather than being dedicated for expensive magic state distillation [10] , [41] - [43] . However, it is well-known that there exists no single QECC that supports a universal set of gates where all of them have a transversal implementation at the logical level [44] - [46] . Therefore, there is a natural tradeoff between exploiting transversality for logical non-Clifford operations versus Clifford operations.
Indeed, this will be a realistic alternative only if the logical Clifford operations on these codes are "error-resilient", by which we mean that for at least constant-depth circuits, the most likely errors remain correctable and do not propagate catastrophically through the Clifford sections of these logical circuits. For this purpose, our LCS algorithm can be a supportive tool to investigate properties of stabilizer QECCs that guarantee error-resilience of their logical Clifford operators. Note that constant-depth circuits have been shown to provide a quantum advantage over classical computation [47] . In fact, it has been shown that the advantage persists even if those circuits are noisy [48] , and the proof involves a QECC which admits constant-depth logical Cliffords.
C. Organization
The paper is organized as follows. Section II discusses the connection between quantum computation and symplectic geometry, which forms the foundation for this work. Section III begins by outlining the process of finding logical Clifford gates through a demonstration for the [[6, 4, 2] ] CSS code [26] , [49] . Then the general case of stabilizer codes is discussed rigorously via four theorems and our LCS algorithm. Finally, Section IV concludes the paper. Appendix I discusses the proof of Theorem 1, and Appendix II provides the source code for Algorithm 2 with extensive comments.
II. PHYSICAL AND LOGICAL OPERATORS
Quantum error-correcting codes (QECCs) protect qubits involved in quantum computation. In this section, we summarize the mathematical framework introduced in [3] , [5] , [6] , [49] and described in more detail in [16] , [50] . Mathematically, an m-qubit system is treated as a Hilbert space with dimension N = 2 m . Universal quantum computation requires the ability to implement (within a specified tolerance) quantum operations represented by the group of N × N unitary matrices acting on this space. In this paper, we are primarily concerned with the unitary operators in the Clifford group.
Notation: Let R denote the field of real numbers, C denote the field of complex numbers, and F 2 denote the binary field. We will consider vectors over F 2 to be row vectors and vectors over R or C to be column vectors. 
A. Pauli Matrices and Symplectic Geometry
For a single qubit, we have m = 1 and a quantum pure state is a vector in the N = 2 dimensional Hilbert space C 2 . A pure quantum stateû ∈ C 2 is a unit-length superposition of the two states e 0 [1, 0] T , e 1 [0, 1] T that form the computational basis. Thus,û = αe 0 + βe 1 , where α, β ∈ C satisfy |α| 2 + |β 2 | = 1. The Pauli matrices for a single qubit system are
We note that the Pauli matrices form a basis over C for all 2 × 2 complex matrices. Thus, any single qubit operator (such as an error) can be written as a linear combination of Pauli matrices. One can also express any pure quantum state aŝ
For an m-qubit system, we work in the N = 2 m dimensional Hilbert space C N and a pure quantum stateû is a unit-length vector in this space. The computational basis vectors
} are defined by the Kronecker product e v e v1 ⊗ e v2 ⊗ · · · ⊗ e vm . Thus a pure quantum state can be written asû 
and D(a, b)
is defined as
Two operators D(a, b) and
for all κ ∈ Z 4 has kernel ıI N , which allows us to represent elements of HW N (up to multiplication by scalars) as binary vectors. Since Y = ıXZ is Hermitian but XZ is not, an additional factor of ı is required to make D(a, b) Hermitian for each i ∈ {1, . . . , m} where a i b i = 1. Hence, the matrix
is Hermitian and E(a, b)
where the exponent and the sums a + a ′ , b + b ′ are computed modulo 4 (see [51] for the extended definition of E(a, b)).
B. Stabilizer Codes
We use commutative subgroups of HW N to define resolutions of the identity. A stabilizer is a commutative subgroup S of HW N generated by commuting Hermitian matrices ±E(a, b), with the additional property that if E(a, b) ∈ S then −E(a, b) / ∈ S. Recall that an operator is an orthogonal projection onto its range iff it is idempotent and Hermitian. Since E(a, b)
is an orthogonal projection onto the ±1 eigenspace of E(a, b), respectively. Also, the eigenvalues of each E(a, b) are ±1 with algebraic multiplicity N/2.
Since all elements of S are commuting Hermitian unitary matrices, they can be simultaneously diagonalized with respect to a common orthonormal basis. We refer to such a basis as the common eigenbasis or simply the eigenbasis of the subgroup S. In addition, if the subgroup S is generated by E(a i , b i ), i = 1, . . . , r, then the operator
formed by the binary representations of the elements of S under the homomorphism
..,r and we have G S Ω G T S = 0 r , where 0 r is the r × r all-zero matrix (the subscript is often neglected). The condition G S Ω G T S = 0 encodes the fact that elements of S must pairwise commute. Given a stabilizer S with generators E(a i , b i ), i = 1, . . . , r, we can define 2 r subgroups S ǫ1···ǫr where the index (ǫ 1 · · · ǫ r ) represents that S ǫ1···ǫr is generated by
is the orthogonal projector onto V (S ǫ1···ǫr ) and the sum (ǫ1,...,ǫr)∈{±1} r Π ǫ1···ǫr = I N defines a resolution of the identity. In quantum error correction, it is sufficient to correct Pauli errors (i.e., elements in HW N ) because general errors can be approximated by linear combinations of them [52] . Also, the elements of HW N , acting via conjugation, permute the subgroups S ǫ1···ǫr . Given an [[m, k]] stabilizer code, it is possible to perform encoded quantum computation in any of the subspaces V (S ǫ1···ǫr ) by synthesizing appropriate logical operators. If we think of these subspaces as threads, then a computation starts in one thread and jumps to another when an error (from HW N ) occurs. QECCs enable error control by identifying the jump that the computation has made. Identification makes it possible to adjust future operations in the computation instead of returning to the initial subspace and restarting the computation. The idea of tracing these threads is called as Pauli frame tracking [53] . 
C. The Clifford Group and Symplectic Matrices
The Clifford group Cliff N consists of all unitary matrices g ∈ C N ×N for which gD(a, b)g † ∈ HW N for all D(a, b) ∈ HW N , where g † is the Hermitian transpose of g [16] . Cliff N is the normalizer of HW N in the unitary group U N , it contains HW N , and
. Note that by definition Cliff N has an infinite center consisting of U(1) {e ıθ I N ; θ ∈ R}, but it can be made finite by first taking the quotient group Cliff N /U(1) and then including multiples of just the phase e ıπ/4 , which contributes the factor 8 in the size mentioned here [5] . We regard operators in Cliff N as physical operators acting on quantum states in C N , to be implemented by quantum circuits. Every operator g ∈ Cliff N induces an automorphism of HW N by conjugation. Note that the inner automorphisms induced by matrices in HW N preserve every conjugacy class {±D(a, b)} and {±ıD(a, b)}, because (3) implies that elements in HW N either commute or anti-commute. The automorphism induced by an element g ∈ Cliff N satisfies
Since conjugation by g respects commutativity in HW N , the matrix F g preserves symplectic inner products:
We say that F g is a binary symplectic matrix, and express the symplectic property F 2 ) denote the group of symplectic 2m × 2m matrices over F 2 . The homomorphism φ : Cliff N → Sp(2m, F 2 ) defined by φ(g) F g is surjective with kernel HW N , U(1) , and every Clifford operator maps down to a symplectic matrix F g . Thus, HW N is a normal subgroup of Cliff N and Cliff N / HW N , U(1) ∼ = Sp(2m, F 2 ). This implies that the size is |Sp(2m, F 2 )| = 2 m 2 m j=1 (4 j − 1) (also see [5] ). Table I lists elementary symplectic transformations F g , that generate the binary symplectic group Sp(2m, F 2 ), and the corresponding unitary automorphisms g ∈ Cliff N , which together with HW N generate Cliff N (see [50, Appendix I] ). Some important circuit identities involving these operators are listed in [50] .
In [54] , Can has developed an algorithm that factors a 2m × 2m binary symplectic matrix into a product of at most 6 elementary symplectic matrices of the type shown in Table I 
as per the notation used in Table I , where invertible matrices Q 1 , Q 2 and symmetric matrices R 1 , R 2 are chosen appropriately. Proof: The idea is to perform row and column operations on the matrix F via left and right multiplication by elementary symplectic transformations from Table I , and bring the matrix F to the standard form Ω T R1 Ω (for details see Appendix I).
A closely related algorithm was given earlier by Dehaene and De Moor [55] . The elementary symplectic matrices appearing in the product can be related to the Bruhat decomposition of the symplectic group (see [56] ). When the algorithm is run in reverse it produces a random Clifford matrix, which serves as a "third-order" approximation to a random unitary matrix since the Clifford group forms a unitary 3-design [57] . This is an instance of the subgroup algorithm [58] for generating uniform random variables. The algorithm has complexity O(m 3 ) and uses O(m 2 ) random bits, which is order optimal given the order of the symplectic group Sp(2m, F 2 ) (cf. [59] ). Our algorithm is similar to that developed by Jones et al. [60] in that it alternates (partial) Hadamard matrices and diagonal matrices; the difference is that the unitary 3-design property of the Clifford group provides randomness guarantees. This also finds application in machine learning (see [61] and references therein). (8)). This algorithm makes it possible to optimize the choice of circuit with respect to a metric that is a function of the quantum hardware. We now outline the algorithm and illustrate the steps using an example where we synthesize a logical controlled-Z gate on the first two logical qubits of the [ [6, 4, 2] ] code [6] , [26] . See [1] for discussions on other operators for this code.
III. SYNTHESIS OF LOGICAL CLIFFORD OPERATORS
Input: Target Clifford circuit g on the k logical qubits, stabilizers, and logical Paulis. Output: All Clifford circuitsḡ on the m physical qubits that preserve the code space and implement g on the k logical qubits.
Step 1: Translate the input into linear constraints on the symplectic matrix Fḡ representingḡ.
The stabilizer group of the [ [6, 4, 2] ] CSS code is S = X ⊗6 , Z ⊗6 = E(1, 0), E(0, 1) , where 1 = 111111, 0 = 000000. The logical Pauli operators can be calculated directly [50, Section V], or using algorithms developed by Gottesman [6] or Wilde [12] . These operators are given byX j = X 1 X j+1 = E(e 1 + e j+1 , 0),Z j = Z j+1 Z 6 = E(0, e j+1 + e 6 ), j = 1, 2, 3, 4, where e j is the j-th standard basis vector in F 6 2 . We now find a 6-qubit circuit CZ 12 on the physical (code) qubits that (i) realizes the CZ 12 gate on the logical qubits and (ii) preserves the code space. The first condition is written as the constraints
The symplectic representation of Clifford elements in (8) 
Constraint (ii) requires that the physical circuit must normalize the stabilizer. We remark later that any such circuit can be transformed into one that commutes with each stabilizer element, while realizing the same logical operation (see Remark 10) .
Requiring that the circuit centralize the stabilizer yields 
Step 2: Find all symplectic solutions. The symplectic constraint F CZ 12 ΩF T CZ12
= Ω is non-linear, and in the description of the generic LCS algorithm that follows this example, we show how to use transvections to find all 2 r(r+1)/2 symplectic solutions. We then translate each solution into a physical Clifford circuit using the decomposition of symplectic matrices as a product of the elementary matrices listed in Table I (see Appendix I Step 3: Identify any sign violations and find a Pauli matrix to fix the signs while leaving the logical operation undisturbed.
The operator CZ 23 CZ 26 CZ 36 commutes with the stabilizer E(0, 1) but not with the stabilizer E(1, 0). Adding the Pauli operator Z 6 fixes the sign and leaves the logical operation undisturbed. So the final circuit is CZ 23 CZ 26 CZ 36 Z 6 .
A. Symplectic Transvections Definition 2: Given row vector
where F h is its associated symplectic matrix [59] . A transvection does not correspond to a single elementary Clifford operator.
Fact 3 ([62, Theorem 2.10]):
The symplectic group Sp(2m, F 2 ) is generated by the family of symplectic transvections. An important result that is involved in the proof of this fact is the following theorem from [59] , [62] , which we restate here for F 2m 2 since we will build on this result to state and prove Theorem 5.
Theorem 4: Let x, y ∈ F 2m 2 be two non-zero vectors. Then x can be mapped to y by a product of at most two symplectic transvections.
Proof: There are two cases: x, y s = 1 or 0. First assume x, y s = 1. Define h x + y, so xF h = Z h (x) = x + x, x + y s (x + y) = x + ( x, x s + x, y s ) (x + y) = x + (0 + 1)(x + y) = y.
Next assume x, y s = 0. Define h 1 w + y, h 2 x + w, where w ∈ F 2m 2 is chosen such that x, w s = y, w s = 1. Then xF h1 F h2 = Z h2 (x + x, w + y s (w + y)) = (x + w + y) + (x + w) + y, x + w s (x + w) = y.
We will use the above result to propose an algorithm (Algorithm 1) which determines a symplectic matrix F that satisfies x i F = y i , i = 1, 2, . . . , t ≤ 2m, where x i are linearly independent and satisfy x i , x j s = y i , y j s for all i, j ∈ {1, . . . , t}.
B. Description of the Generic Logical Clifford Synthesis (LCS) Algorithm
The synthesis of logical Paulis by Gottesman [6] and by Wilde [12] exploits symplectic geometry over the binary field. Building on their work we have demonstrated, using the [ [6, 4, 2] ] code as an example, that symplectic geometry provides a systematic framework for synthesizing physical implementations of any logical operator in the logical Clifford group Cliff 2 k for stabilizer codes. In other words, symplectic geometry provides a control plane where effects of Clifford operators can be analyzed efficiently. For each logical Clifford operator, one can obtain all symplectic solutions using the algorithm below.
1) Collect all the linear constraints on F , obtained from the conjugation relations of the desired Clifford operator with the stabilizer generators and logical Paulis, to obtain a system of equations U F = V . 2) Then vectorize both sides to get (I 2m ⊗ U ) vec(F ) = vec(V ). Clearly, this algorithm is not very efficient since ℓ could be very large. Specifically, for codes that do not encode many logical qubits this number will be very large as the system U F = V will be very under-constrained. We now state and prove two theorems that enable us to determine all symplectic solutions for each logical Clifford operator much more efficiently.
2 , i = 1, 2, . . . , t ≤ 2m be a collection of (row) vectors such that x i , x j s = y i , y j s . Assume that the x i are linearly independent. Then a solution F ∈ Sp(2m, F 2 ) to the system of equations x i F = y i can be obtained as the product of a sequence of at most 2t symplectic transvections
is a row vector. Proof: We will prove this result by induction. For i = 1 we can simply use Theorem 4 to find F 1 ∈ Sp(2m, F 2 ) as follows. If x 1 , y 1 s = 1 then F 1 F h1 with h 1 x 1 + y 1 , or if x 1 , y 1 s = 0 then F 1 F h11 F h12 with h 11 w 1 + y 1 , h 12 x 1 + w 1 , where w 1 is chosen such that x 1 , w 1 s = y 1 , w 1 s = 1. In any case F 1 satisfies x 1 F 1 = y 1 . Next consider i = 2. Let x 2 x 2 F 1 so that x 1 , x 2 s = y 1 , y 2 s = y 1 ,x 2 s , since F 1 is symplectic and hence preserves symplectic inner products.
Similar to Theorem 4 we have two cases: x 2 , y 2 s = 1 or 0. For the former, we set h 2 x 2 + y 2 so that we clearly havẽ x 2 F h2 = Z h2 (x 2 ) = y 2 (see Section III-A for the definition of Z h (·)). We also observe that
Hence in this case F 2 F 1 F h2 satisfies x 1 F 2 = y 1 , x 2 F 2 = y 2 . For the case x 2 , y 2 s = 0 we again find a w 2 that satisfies x 2 , w 2 s = y 2 , w 2 s = 1 and set h 21 w 2 + y 2 , h 22 x 2 + w 2 . Then by Theorem 4 we clearly havex 2 F h21 F h22 = y 2 . For y 1 we observe that
= y 1 + y 1 , w 2 + y 2 s (x 2 + y 2 ) (∵ y 1 ,x 2 s = y 1 , y 2 s , w 2 + y 2 ,x 2 + w 2 s = 1 + 0 + 0 + 1 = 0) = y 1 if and only if y 1 , w 2 s = y 1 , y 2 s .
Hence, we pick a w 2 such that x 2 , w 2 s = y 2 , w 2 s = 1 and y 1 , w 2 s = y 1 , y 2 s , and then set F 2 F 1 F h21 F h22 . Again, for this case F 2 satisfies x 1 F 2 = y 1 , x 2 F 2 = y 2 as well.
By induction, assume F i−1 satisfies x j F i−1 = y j for all j = 1, . . . , i − 1, where i ≥ 3. Using the same idea as for i = 2 above, let x i F i−1 =x i . If x i , y i s = 1, we simply set F i F i−1 F hi , where h i x i + y i . If x i , y i s = 0, we find a w i that satisfies x i , w i s = y i , w i s = 1 and y j , w i s = y j , y i s ∀ j < i. Then we define h i1 w i + y i , h i2 x i + w i and observe
Again, by Theorem 4, we clearly havex i F hi1 F hi2 = y i . Hence we set F i F i−1 F hi1 F hi2 in this case. In both cases F i satisfies x j F i = y j ∀ j = 1, . . . , i. Setting F F t completes the inductive proof and it is clear that F is the product of at most 2t symplectic transvections.
Algorithm 1 Algorithm to find F ∈ Sp(2m, F 2 ) satisfying a linear system of equations, using Theorem 5
Input: Calculatex i x i F i−1 and x i , y i s .
8:
Set F i F i−1 . Continue. 
Find a w i s.t. x i , w i s = y i , w i s = 1 and y j , w i s = y j , y i s ∀ j < i. is a set of pairs
15:
Note that the rows of any matrix in Sp(2m, F 2 ) form a symplectic basis for F (see [59] ). Now we state our main theorem, which enables one to determine all symplectic solutions for a system of linear equations. Theorem 7: Let {(u a , v a ), a ∈ {1, . . . , m}} be a collection of pairs of (row) vectors that form a symplectic basis for F 
, where i ∈ I ⊆ {1, . . . , m}, j ∈ J ⊆ {1, . . . , m} and F ∈ Sp(2m, F 2 ). Assume that the given vectors satisfy
, where i 1 , i 2 ∈ I, j 1 , j 2 ∈ J (since symplectic transformations F must preserve symplectic inner products). Let α |Ī| + |J |, whereĪ,J denote the set complements of I, J in {1, . . . , m}, respectively. Then there are 2 α(α+1)/2 solutions F to the given linear system, and they can be enumerated systematically. Proof: By the definition of a symplectic basis (Definition 6), we have u a , v b s = δ ab and u a , u b s = v a , v b s = 0, where a, b ∈ {1, . . . , m}. The same definition extends to any (symplectic) subspace of F 2m 2 . The linear system under consideration imposes constraints only on u i , i ∈ I and v j , j ∈ J . Let W be the subspace of 
. Note however that the subspace W ⊥ itself is fixed. We observe that suchũ Algorithm 2 Algorithm to determine all F ∈ Sp(2m, F 2 ) satisfying a linear system of equations, using Theorem 7
Determine a particular symplectic solution F 0 for the linear system using Algorithm 1. 2: Form the matrix A whose a-th row is u a F 0 and (m + b)-th row is v b F 0 , where a, b ∈ {1, . . . , m}. 3: Compute the inverse of this matrix, A −1 , in F 2 .
4: Set F = φ and α |Ī| + |J |, whereĪ,J denote the set complements of I, J in {1, . . . , m}, respectively. 5: for ℓ = 1, . . . , 2 α(α+1)/2 do 6:
Form a matrix B ℓ = A.
7:
For i / ∈ I and j / ∈ J replace the i-th and (m + j)-th rows of B ℓ with arbitrary vectors such that B ℓ ΩB T ℓ = Ω and 
and all other pairs of vectors in the new basis set for W ⊥ be orthogonal to each other. In the d-th symplectic pair - , we first calculate a symplectic basis (u j , v j ), j = 1, . . . , m using the symplectic Gram-Schmidt orthogonalization procedure discussed in [59] . Then we transform the given system into an equivalent system of constraints on these basis vectors u j , v j and apply Theorem 7 to obtain all symplectic solutions.
The algorithm defined implicitly by the above proof is stated explicitly in Algorithm 2. For a given system of linear (independent) equations, if α = 0 then the symplectic matrix F is fully constrained and there is a unique solution. Otherwise, the system is partially constrained and we refer to a solution F as a partial symplectic matrix.
Example: As an application of this theorem, we discuss the procedure to determine all symplectic solutions for the logical controlled-Z gate CZ 12 discussed at the beginning of this section. First we define a symplectic basis for F 
Note that v 5 and u 6 do not correspond to either a logical Pauli operator or a stabilizer element but were added to complete a symplectic basis. Hence we have I = {1, 2, 3, 4, 5}, J = {1, 2, 3, 4, 6} and α = 1 + 1 = 2. As discussed earlier, we impose constraints on all u i , v j except for i = 6 and j = 5. Therefore, as per the notation in the above proof, we have
Using Algorithm 1 we obtain a particular solution F 0 = T B where B is given in the beginning of Section III. Then we compute the action of F 0 on the bases for W and W ⊥ to get
where u represent the logical Pauli operatorsX i ,Z i , for i = 1, . . . , k, respectively, i.e., γ(X i ) = u i , γ(Z i ) = v i , where γ is the map defined in Section II-A. SinceX iZi = −Z iXi andX iZj =Z jXi for all j = i, it is clear that u i , v j s = δ ij for i, j ∈ {1, . . . , k} and hence they form a partial symplectic basis for F 2m 2 . Let u k+1 , . . . , u m represent the stabilizer generators, i.e., γ(S j ) = u k+j where the stabilizer group is S = S 1 , . . . , S r . Since by definition X i ,Z i commute with all stabilizer elements, it is clear that u i , u j s = v i , u j s = 0 for i ∈ {1, . . . , k}, j ∈ {k + 1, . . . , m}. To complete the symplectic basis we find vectors v k+1 , . . . , v m s.t. u i , v j s = δ ij ∀ i, j ∈ {1, . . . , m}. Now we note that for any logical Clifford operator, the conjugation relations with logical Paulis yield 2k constraints, on u i , v i for i ∈ {1, . . . , k}, and the normalization condition on the stabilizer yields r constraints, on u k+1 , . . . , u m . Hence we haveĪ = φ,J = {k + 1, . . . , m}, as per the notation in Theorem 7, and thus α = |Ī| + |J | = m − k = r.
Note that, for each symplectic solution, there are multiple decompositions into elementary forms (from Table I ) possible; one possibility is given in Theorem 1. Although each decomposition yields a different circuit, all of them will act identically on X N and Z N under conjugation (see Section II-C for notation). Once a logical Clifford operator is defined by its conjugation with the logical Pauli operators, a physical realization of the operator could either normalize the stabilizer or centralize it, i.e., fix each element of the stabilizer group under conjugation. We note here that any obtained normalizing solution can be converted into a centralizing solution (see [50] for the proof). While we do not have a well-motivated application for this result yet, we believe this might be useful in Pauli frame tracking [53] and adapting future logical operations to the current signs.
Remark 10: For an [[m, k]] stabilizer code with stabilizer S, each physical realization of a given logical Clifford operator that normalizes S can be converted into a circuit that centralizes S while realizing the same logical operation.
Although any normalizing solution can be converted into a centralizing solution, the optimal solution with respect to a suitable metric need not always centralize the stabilizer. However, we can always setup the problem of identifying a symplectic matrix, representing the physical circuit, by constraining it to centralize the stabilizer. The general procedure to determine all symplectic solutions, and their circuits, for a logical Clifford operator for a stabilizer code is summarized in Algorithm 3. For the [[6, 4, 2] ] CSS code, we employed Algorithm 3 to determine the solutions listed in the appendices of [50] for each of the standard generating operators for the Clifford group (see Table I ).
Algorithm 3 LCS Algorithm to determine all logical Clifford operators (see Section II for the homomorphisms γ, φ) 1: Determine the target logical operatorḡ by specifying its action on logical PaulisX i ,Z i [16] 
Transform the above relations into linear equations on F ∈ Sp(2m, F 2 ) using the map γ and the result of (8)
Add the conditions for normalizing the stabilizer S, i.e., γ(S)F = γ(S ′ ). 3: Calculate the feasible symplectic solution set F using Algorithm 2 by mappingX i , S,Z i to u i , v i as in Theorem 9. 4: Factor each F ∈ F into a product of elementary symplectic transformations listed in Table I , possibly using the algorithm given in [63] (which is restated in Theorem 1 here), and compute the physical Clifford operatorḡ. 5: Check for conjugation ofḡ with the stabilizer generators and for the conditions derived in step 1. If some signs are incorrect, post-multiply by an element from HW N as necessary to satisfy all these conditions (apply [64, Prop. 10.4] for S ⊥ = S,X i ,Z i , using γ). Since HW N is the kernel of the map φ, post-multiplication does not change F .
6: Expressḡ as a sequence of physical Clifford gates corresponding to the elementary symplectic matrices obtained from the factorization in step 4 (see [50, Appendix I] for the circuits for these matrices).
The MATLAB ® programs for all algorithms in this paper are available at https://github.com/nrenga/symplectic-arxiv18a. We executed our programs on a laptop running the Windows 10 operating system (64-bit) with an Intel ® Core ™ i7-5500U @ 2.40GHz processor and 8GB RAM. For the [[6, 4, 2] ] CSS code, it takes about 0.5 seconds to generate all 8 symplectic solutions and their circuits for one logical Clifford operator. For the [ [5, 1, 3] ] perfect code, it takes about 20 seconds to generate all 1024 solutions and their circuits. Note that for step 5 in Algorithm 3, we use 1-qubit and 2-qubit unitary matrices (from Cliff 2 2 ) to calculate conjugations for the Pauli operator on each qubit, at each circuit element at each depth, and then combine the results to compute the conjugation ofḡ with a stabilizer generator or logical Pauli operator. Owing to our naive implementation, we observe that most of the time is consumed in computing Kronecker products and not in calculating the symplectic solutions.
Remark 11: Observe that, in our LCS algorithm, we are not taking into account the degrees of freedom provided by stabilizers. That is, if the logical operatorḡ is required to mapX i →X ′ i , then an equivalent condition is to mapX i →X ′ i · s, where s ∈ S is any stabilizer element for the given code. A similar statement is true forZ i →Z ′ i . An explicit example for this scenario is the CNOT 1→2 for the [[4, 2, 2] ] code with the logical Paulis defined instead asX 1 = X 1 X 2 ,X 2 = X 2 X 4 ,Z 1 = Z 1 Z 3 ,Z 2 = Z 3 Z 4 . The operation CNOT 1→2 can simply be defined as swapping qubits 2 and 4, but this mapsZ 2 → Z 2 Z 3 =Z 1Z2 · g Z , where g Z = Z 1 Z 2 Z 3 Z 4 , instead of justZ 2 →Z 1Z2 as the above algorithm would typically require. In principle, the LCS algorithm can be easily modified to consider these possibilities, but this significantly increases the computational complexity of the algorithm. A better understanding of the structure of logical Clifford operators for a given general stabilizer code, or even heuristics developed to identify which degrees of freedom are worth considering for a given code, would greatly improve the quality of solutions produced by the overall algorithm.
IV. CONCLUSION
In this work we have used symplectic geometry to propose a systematic algorithm for synthesizing physical implementations of logical Clifford operators for any stabilizer code. This algorithm provides as solutions all symplectic matrices corresponding to the desired logical operator, each of which is subsequently transformed into a circuit by decomposing it into elementary forms. This decomposition is not unique, and in future work we will address optimization of the synthesis algorithm with respect to circuit complexity, error-resilience, and also other nuanced metrics discussed in the introduction. E 
