1. Introduction and physical background. This paper is concerned with the existence and uniqueness of the solutions of the following equation:
df(x, t) 1 r * -:-= -f(y, t)f(x -y, t)<p(y, x -y)dy Here the variables x, y, t are non-negative, and the functions f(x, 0), cp(x, y) and yp(x, y) are assumed to be known. The main result (Theorem 1) is that under certain hypotheses on f(x, 0), cp(x, y) and yp(x, y) there exists a continuous solution/(x, t), valid for x, /StO, which is non-negative, analytic in t for each x, and integrable in x for each /. Another hypothesis guarantees uniqueness.
A special form of equation (1), with yp = 0, was treated from a practical point of view in [3] . More recently an existence theorem has been proved by Morgenstern [4] , which applies to a general class of equations including the case ^ = 0 of equation (1) . The method of proof used in the present paper applies not only to equation (1) but also to certain other equations of the form of(x,t) r n
-±--= A [f(x, t), f(x, t), t] + B[f(x, t), t] dt
where A and B are suitable bounded operators and A is bilinear and symmetric, while B is linear. In particular, the method yields some results of [4] . However, this subject will not be treated here. Equation (1) arises in a number of problems in physics, meteorology and colloid chemistry. Perhaps it might also be used to treat certain situations in sociology and in astrophysics.
Consider a non-negative scalar quantity, say mass, and assume that some fixed volume of space contains a number of randomly moving mass-particles.
The particle-mass distribution varies as a result of two processes, coalescence and breakdown.
It is assumed that the 
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use total number of particles is large enough to justify the use of the density function f(x, t); f(x, t)dx is then the average number of particles of mass x to x+dx. This average and all other averages are referred to a unit volume. The coalescence function d>(x, y) is introduced by assuming that the average number of coalescences between particles of mass x to x+<ix and those of mass y to y+dy, is f(x, t)f(y, t)<p(x, y)dxdydt during the time-interval t -t+dt. Likewise, the breakdown function xp(x, y) enters through the assumption that/(x, t)xp(x, y)dxdydt is the average number of particles of mass y to y+dy created from the breakdown of particles of mass x to x+dx, during the timeinterval t -t+dt. Conservation of mass implies that d/(x, t)/dt is equal to a sum of four terms which express, respectively, the rates of:
(a) production of particles x by coalescence of particles y and x-y (0=gy=Sx), The last inequality expresses the fact that a mass x cannot break down into fragments of combined mass exceeding x. Two generalizations of the above formulation suggest themselves: (1) time-dependent coalescence and breakdown, <b(x, y, t) and xp(x, y, t), and (2) presence of several kinds of particles. The latter case might be of importance in the treatment of nucleation in meteorology and in colloid chemistry. These alternative formulations will be treated elsewhere. The following example illustrates the applicability of equation (1). Chandrasekhar [l] considered the problem of colloidal coagulation. He arrived at an infinite system of differential equations
which he solved by an inductive procedure. His solution may be obtained by solving equation (1) under the assumptions cp(x, y)=l, xp(x, y)=0, f(x, 0) = 5(x -1); one obtains thus 00 /(*, 0 = Z xk(t)8(x -k). t=i
In this connection, see [3] . The use of the Dirac delta-function may be dispensed with by introducing Stieltjes integrals into equation (1) . Another application of equation (1) will be found in [3] .
The existence proof presented in this paper is constructive, and the solution/(x, /) of equation (1) is exhibited in a form allowing computation and estimation of errors due to approximation.
2. The operators [/, g] and Lf. In the remainder of this paper <p(x, y) and (x, y) will be two functions defined for x, yStO and satisfying the following hypotheses: 
f(y)yp(y. x)dy-I yxp(x, y)dy. 
Similarly one obtains
In particular, 
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From the physical formulation of the problem leading to equation (1), it will be obvious that the above equations express the conservation of mass. Then it follows, on estimating the right-hand sides of (13) and (14), that the inequalities in (15) hold also for k=n+l, provided that 3AN / CN\ (16) m =-h max £, -I.
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Since (15) is valid for k = 0, this completes the induction, and it follows that (15) is valid for all k. The coefficients ak(x) are continuous functions of x for all k; this is easily shown by induction on k in the recursion-formula (12). Therefore, with m defined by equation (16), the power-series in (11) converges uniformly on the interval 0^t<l/m, and it represents on that interval a function/(x, /) satisfying all the conditions of the lemma. On differentiating both sides of equation (10) w.r.t. t, the proof of the lemma is completed.
The following estimates, valid on the interval 0^/<l/w, will be needed later on.
B
C" , N \f(x, 0 £--;.
\f(x,t)dx£---,
(1 -mt)1 Jo I dt2 (1 -mt)* 4. Non-negativity of f(x, t). On the interval 0<x<l the function /i(x) satisfies the inequality ax 0 < hix) < -;
1 -x on taking Mh iterates throughout, it follows that
where ¥k)ix) denotes the &th iterate of hix) and the denominator of the fraction on the right is positive. Now / r£\" ak < a" = I 1 -\-j < eTE.
Returning to the estimating of Tkn, one obtains by means of (22) 3ANerE (23) Ttn < Tnn <-= Cl < 00, 3A -2E(e*E -1)
provided only that 1 / 3A\
7 < -l0g(l + -).
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Now one obtains an estimate for Lkn in the same way,
/ / 3ACxN2\\
Lkn ^Lnn^ Bexpfrfl H-J J
The estimates (23) and (24) Since/(x, /) is analytic in /, one may apply to it mean-value theorems. In this way one obtains
(0 S Bi S 1).
After some manipulation of equation (26) one finds that
The estimates (17), (23) and (24) Proof. The local solution /(x, t), valid on the interval 0St<l/m, was constructed in §3 on the hypotheses of continuity, boundedness, non-negativity and integrability for f(x, 0). According to Lemmas 1 and 2, all these hypotheses hold also for/(x, I/2m). Therefore one may construct a new localexistence interval starting at t = l/2m, and the whole process may be continued. In this way one obtains a sequence of local-existence intervals:
0StSAi,AiStSA2, ■ ■ The contribution of the first two integrals (signs included) is nonpositive by Lemma 2. Therefore i
