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田中& 山形 [29] やそこで引用している文献を参照せよ.
1.1 量子系における精密測定の—−—ズ
最近の量子計算機関連の物理実験では,ある特定の量子系を実現し,それを検証するた
めに量子トモグラフィ (詳しくは例えば杉山による解説 [26\mathrm{D} を行う.そこで,ここでは量








トライズする.そのため,各基本素子が,指定したパラメータ ( $\theta$_{tar} と書く .) に十分近い状
態になっているかすべて確認する必要がある.このとき,ミクロの基本素子を特徴づける

















の [15, 19] を,統計学の言葉で書き直して紹介する.
一番簡単な量子系のパラメータ推定は,
W\sim Bin(n, a\cdot $\theta$+b) (1)
のような二項分布に従うデータから  $\theta$ \in  $\Theta$ \subset \mathrm{R}^{\mathrm{P}} を推定することであろう.ここで,
a \in \mathrm{R}^{p},  b\in \mathrm{R} はある程度,実験において自由に選ぶことができ,測定方法を指定する.
(パラメータの動く範囲は3節で具体例を見る.) 説明の都合上,測定方法を指定するパラ
メータ (a, b)\in \mathrm{R}^{p}\times \mathrm{R} を測定と同一視し, n をサンプルサイズとよぶことにする. n は実
験にかかるコストに相当し少ない方が良い.なお,本稿で例として挙げる測定は物理では
射影測定と呼ばれる測定である.
実際の物理実験では何種類かの測定 (i.e., (a, b) の k 個の組) を設定する.そのとき,
E[\displaystyle \frac{W_{j}}{n}] =a_{j} .  $\theta$+b_{j} ; j=1_{!} . . . , k , (2)




おく.従来の量子系の実験では  n が十分大きいことが大前提のため,標本平均と期待








E [\displaystyle \frac{W_{1}}{n}] =$\theta$_{1}, E [\frac{W_{2}}{n}] =$\theta$_{2}, E[\frac{W_{3}}{n}] =$\theta$_{1}+$\theta$_{2} (3)
とする.この場合, W_{1}+W_{2}\neq W_{3} では  $\theta$ を求めることができない.

























数学的には,量子統計的決定理論 (Quantum Statistical Decision theory;
QSD) [12, 13] の枠組で扱うことができる.ところが,元々のQSD は,原理的な推定誤差





良する枠組みとして implementable QSD (iQSD) を提案した (Tanaka [28], 田中 &
山形 [29]).





































歴史的には Wald [33] によって統計的決定理論が構築され,統計推測の問題を統
的な観点からとらえることが可能になった.Holevoは統計的決定理論を量子系に拡張
し [12, 13], 1980年代にベイズ決定POVM[13, 20] やミニマックス決定POVM[3] に関
する基礎的な結果が得られた.しかし,当時は理論的興味が強く,実験への応用を念頭にお
いた定式化としては不十分だった.その後も,統計的決定理論の概念の多くが拡張されて
きた (田中 & 山形 [29] とその中の文献も参照)が,許容性は本稿以前ではあまり議論され
てないようである.
2.1 量子統計的決定問題
まず,量子統計的決定問題の定式化をおさらいする (Tanaka[27, 28], 田中 & 山形 [29]
などを参照). 簡単のため,かつ,応用を意識して,あらかじめ物理系の表現空間 (ヒルベ
ルト空間) \mathcal{H} は有限次元 \dim \mathcal{H}<\infty とし,適当な正規直交基底の下, \mathcal{H}\simeq \mathrm{C}^{d} と考えて議
論する.また,以下で出てくる決定空間 U , パラメータ空間  $\Theta$ はともに \mathrm{R}^{p} 内のコンパク
ト部分集合,損失関数 W (  $\theta$ 、  u) は  $\Theta$\times U 上連続関数とする.
Definition 1. 密度行列の有限次元パラメータ族 \{ $\rho$( $\theta$) \in S(\mathrm{C}^{k}) :  $\theta$\in $\Theta$ \subset \mathrm{R}^{p}\} を量
子統計モデルとよぶ.また,決定空間 U と損失関数 W :  $\Theta$\times  U\rightarrow [0, \infty ) *1 と合わせ
て,3つ組 (p( $\theta$), U, \mathrm{I}$\eta$_{j}^{ $\gamma$}( $\theta$, u)) を量子統計的決定問題 (Quantum statistical decision
problem; QSD problem) とよぶ.
統計的決定理論 [33] と同様に,量子系の統計推測の諸問題は,少なく とも形式的には
*1 Kullback‐Leibler divergence のように  W=\infty を考えることもある.
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QSD problem として記述できる.例えば,パラメータ推定は QSD problem の典型的な
例であり,後で具体的なモデルで考察する.また,QSD problemに対して,我々は適当な
測定を準備して,測定で得られたデータから推定などを行う.こうした一連の過程は決
定空間  U 上の正作用素値測度 (Positive Operator Valued Measure; POVM) と
して必ず表すことができる [12, 14]. このPOVMのことを決定POVM とよぶ.決定
POVM の全体を \mathcal{P}o(U) とあらわすことにする.
Definition 2. QSD problem. ( $\rho$( $\theta$), U_{\backslash ,\prime}W( $\theta$, \prime u)) を考える.決定 POVM \mathrm{M}\in \mathcal{P}o(U) に
ついて,
R( $\theta$;\displaystyle \mathrm{M}):=\int_{U}W( $\theta$, u)\mathrm{T}\mathrm{T} $\rho$( $\theta$)M(\mathrm{d}u)
を  $\theta$ の関数とみて,リスク関数とよぶ.二つの決定 POVM \mathrm{M}, \mathrm{N}\in \mathcal{P}o(U) について,以
下が成立するとき, \mathrm{N} は \mathrm{M} を優越するという.
R( $\theta$;\mathrm{M})\geq R($\theta$_{\text{）}}\mathrm{N}) , \forall $\theta$\in $\Theta$,
R( $\theta$;\mathrm{M})>R( $\theta$;\mathrm{N} ヨ  $\theta$\in $\Theta$.
\mathrm{N} が \mathrm{M} を (漸近リスク関数の意味で) 優越するとき \mathrm{N}\prec \mathrm{M} とあらわす.
Definition 3 (リスク同値).QSD problem ( $\rho$( $\theta$), U, W( $\theta$, u)) を考える.決定 POVM
\mathrm{M}, \mathrm{N}\in \mathcal{P}o(U) について,
 R( $\theta$;\mathrm{M})=R( $\theta$;\mathrm{N}) , \forall $\theta$\in $\Theta$








例えば, ( $\rho$( $\theta$)^{\infty\cdot)\prime}; $\Theta$, 1-F^{2}( $\rho$( $\theta$),  $\rho$(u))) のようなパラメータ推定でベイズ決定 POVM
(ベイズ決定[33] の量子版) を定義するとどうなるか.(ここで, F(p, $\rho$'):=\mathrm{T}\mathrm{r}|\sqrt{p}\sqrt{$\rho$'}| は
Fidelity [18] とよばれ, 1-F^{2} といった形でしばしば量子情報で使われる損失関数であ
る ) ベイズ決定POVMを導出すると, n‐量子系すべてに精巧なやり方で量子相関をもた
せたものになる (Bagan et al. [1\mathrm{D} ため, n が増えれば増えるほど実現が困難になってい
く.量子情報の観点から興味のあるサブクラス (eg., separable measurement) に制限し
てベイズ決定POVM を考える [2] ことも可能だが,目的は推定誤差の達成可能な下限が
サブクラスに制限したことでどう変化するかという部分に終始している.
Tanaka [28] で述べているように,現段階で実験で実装可能な測定の族 (以下) imple‐
mentable class)  $\Gamma$ から構成的に決定 POVM のサブクラス \mathcal{P}_{ $\Gamma$} をつく り, \mathcal{P}_{ $\Gamma$} に制限し
て議論を進める方が,応用上,有意義である.(implementable QSD; iQSD)
そこで,本稿ではこの方針を採用し,決定POVMの任意の閉凸部分集合 \mathcal{P} \subseteq \mathcal{P}o(U)
を固定して許容性を定義する.(ベイズ決定POVM やミニマックス決定POVM は
Tanaka [28] もしくは田中& 山形 [29] を参照.)
Definition 4. QSD problem ( $\rho$( $\theta$)_{i}U, W( $\theta$, u)) を考える.決定 POVMM \in \mathcal{P} につい





さて,ここからはQSD としてパラメータ推定 (p( $\theta$)^{ $\Theta$ n}, \mathrm{O}, W) の問題を考える. U=




$\Gamma$_{k,m} :=\{(\otimes_{j=1}^{k}\mathrm{E}_{j})^{\otimes m} : \mathrm{E}_{1} , . . . , \mathrm{E}_{k} : PVM \}
と定義する.ここで, \mathrm{E}_{1} , . . . , \mathrm{E}_{k} はそれぞれ, \mathrm{C}^{d} 上のランク 1の射影測定とする.つまり,
任意の正規直交基底 |$\phi$_{1} } ) . . . , |$\phi$_{d}\rangle を用いて, |$\phi$_{1}\rangle\langle$\phi$_{1}| , . . . , |$\phi$_{d}\rangle\langle$\phi$_{d}| なる射影の組をた種
類用意していることに相当する.ここで | $\phi$\rangle \in \mathrm{C}^{d} は縦ベクトルを表し \langle $\phi$| := (| $\phi$\rangle)^{*} は
| $\phi$\rangle の共役転置.( \langle a|b\rangle は内積, |a\rangle\langle b| は d\times d の行列になる ) このとき $\Gamma$_{k, $\tau$ n} から誘導さ
れる決定POVM [28] の集合を \mathcal{P}_{k,m} とかくことにする.
2.3 端点定理との関係
Krein‐Milman [4] の端点定理から \mathcal{P}= co(ex ( \mathcal{P} )) が成立していた [28]. 後で見るよう
に許容性を直接の比較で調べる場合に,端点との比較のみで考えれば十分なことが多い.
特に今,端点 ex (\mathcal{P}_{k,m}) は(nonrandomized な) 射影測定から構成される決定 POVM (決
定PVM) で尽きている (Theorem 5 in Tanaka [28]).
本稿では,有限次元ヒルベルト空間の仮定から,PVM は高々,有限個の互いに直交する
射影の組であり,そのおのおのにパラメータの推定値を割り振っている.一般の元は,これ
らの凸結合とその極限で表現できる.つまり,適当な ex(\mathcal{P}_{k} ,の上の確率測度  $\omega$(\mathrm{d}\mathrm{M}) を
用いて
\displaystyle \mathrm{N}=\int_{ex(P_{k,m})}\mathrm{M} $\omega$(\mathrm{d}\mathrm{M}) (4)
のように記述できる *2, この分解 (4) とベイズ決定と許容性の関係を用いて,次の結果を
得る.
Lemma 1. \mathcal{P}\subseteq \mathcal{P}o(U) を決定 POVM の任意の閉凸集合とする.  $\theta$_{0}\in $\Theta$ について,リ
*2 厳密には積分の形でかけないものが \mathcal{P} に含まれている可能性が残るが, \mathrm{N} の任意の  $\epsilon$ 近傍に有限個の凸
結合がとれるため,証明がややめんどうになるだけで,結論は変わらない.
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スク同値な決定POVMを除いてただ一つの \mathrm{M}_{*}\in ex(\mathcal{P}) が存在し以下を満たすとせよ.
\displaystyle \min R($\theta$_{0};\mathrm{M})=R($\theta$_{0};\mathrm{M}_{*})\mathrm{M}\in ex(\mathcal{P})
このとき, \mathrm{M}、とそのリスク同値な決定POVMは,実は \mathcal{P} 全体で許容的.
Proof. 任意の \mathrm{N}\in \mathcal{P} について分解 (4) を用いると
R($\theta$_{0};\displaystyle \mathrm{N})-R($\theta$_{0};\mathrm{M}_{*})=\int_{ex(\mathcal{P})}\{R($\theta$_{0;}\cdot \mathrm{M}_{*})-R($\theta$_{0};\mathrm{M}_{*})\} $\omega$(\mathrm{d}\mathrm{M})
\geq 0.
ここで  $\omega$ のサポートがリスク同値類 [\mathrm{M}_{*}] 上にある場合は \mathrm{N} 自身も \mathrm{M} とリスク同値
であり優越されない.そうでない場合は端点からリスク同値類を除いた集合について
 ex\mathcal{P}\backslash [\mathrm{M}_{*}]\neq\emptyset となる.このとき,この集合上では
 P_{ $\omega$}(R($\theta$_{0};\mathrm{M})-R($\theta$_{0};\mathrm{M}_{*})>0)>0
が成立する.したがって,上の不等式で等号は成立しない.つまり, \mathcal{P} のすべての決定
POVM に対して  $\theta$=$\theta$_{0} では \mathrm{M}、は真に小さいリスクを与えており,優越されることは
ない.
口
以上の結果は任意の  $\Theta$ 上の確率測度  $\pi$(\mathrm{d} $\theta$) の場合にも拡張できる.
Theorem 1 (ベイズ決定 POVM の許容性). P\subseteq \mathcal{P}o(U) を決定 POVM の任意の閉凸
集合とする.  $\Theta$ 上のある確率測度  $\pi$(\mathrm{d} $\theta$) について \mathrm{M}_{*} \in \mathcal{P} はリスク同値を除いてただ一
つ以下の inf を達成するとせよ.
\displaystyle \inf_{\mathrm{M}\in ex(\mathcal{P})}\int_{ $\Theta$}R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)
このとき, \mathrm{M}、とそのリスク同値類の元はすべて, \mathcal{P} で許容的.
Proof.
R_{ $\pi$}:=\displaystyle \inf_{\mathrm{M}\in ex(\mathcal{P})}\int_{ $\Theta$}R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)
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とおく.仮定から \mathrm{M}_{*} \in  ex(\mathcal{P}) は右辺の inf を達成しており,かつ \mathrm{M} \in  ex(\mathcal{P})\backslash [\mathrm{M}_{*}]
なら
J_{$\Theta$^{R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)}}>R_{ $\pi$} (5)
が成立.また,ベイズ決定POVMの端点定理 [13, 28] により端点以外の全体に広げても
値が不変であることに注意する.
R_{ $\pi$}=\displaystyle \inf_{\mathrm{M}\in \mathcal{P}}\int_{ $\Theta$}R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)
今,端点以外の \mathrm{N} によって \mathrm{M}、が優越されたと仮定しよう.このとき
R( $\theta$;\mathrm{M}_{*})\geq R( $\theta$;\mathrm{N}) , \forall $\theta$\in $\Theta$,
 R( $\theta$;\mathrm{M}_{*})>R( $\theta$\prime;\mathrm{N}) , \exists $\theta$\in $\Theta$
であるから  $\pi$(\mathrm{d} $\theta$) で積分して
R_{ $\pi$}=./$\Theta$^{R($\theta$_{:}\mathrm{M}_{*}) $\pi$(\mathrm{d} $\theta$)\geq}\cdot/$\Theta$^{R( $\theta$;\mathrm{N}) $\pi$(\mathrm{d} $\theta$)} (6)
(通常の議論では \mathcal{P} 全体で (リスク同値をのぞいて) ベイズ決定が一意であることから (6) で \geq
であっても矛盾が示されて終わる.しかし,今の仮定はそれより弱い. \mathrm{N} が ex(\mathcal{P}) に存在しないベ
イズ決定POVMになっている可能性,つまり,(6) で等号の可能性があり,この段階では矛盾を導
けないことに注意せよ.)
\mathrm{N}\in \mathcal{P} について分解 (4) を用いると
\displaystyle \int_{ $\Theta$}R( $\theta$;\mathrm{N}) $\pi$(\mathrm{d} $\theta$)=\int_{\ominus}\{\int_{ex(\mathcal{P})}R( $\theta$;\mathrm{M}) $\omega$(\mathrm{d}\mathrm{M})\} $\pi$(\mathrm{d} $\theta$)
=\displaystyle \int_{ex\cdot(\mathcal{P})}\{\int_{\ominus}R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)\} $\omega$(\mathrm{d}\mathrm{M})
ここで  $\omega$ のサポートがリスク同値類 [\mathrm{M}_{*}] 上にある場合は \mathrm{N} 自身も \mathrm{M} とリスク同値で
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あり優越されない.従って, P_{ $\omega$}(ex(\mathcal{P})\backslash [\mathrm{M}_{*}])>0 である,ところが,その時,
\displaystyle \int_{ $\Theta$}R( $\theta$;\mathrm{N}) $\pi$(\mathrm{d} $\theta$)-R_{ $\pi$}=\int_{ex(\mathcal{P})}\{\int_{ $\Theta$}R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)\} $\omega$(\mathrm{d}\mathrm{M})-R_{ $\pi$}
=11_{ex(\mathcal{P})\backslash [\mathrm{M}_{*}]}\displaystyle \{\int_{ $\Theta$}R( $\theta$;\mathrm{M}) $\pi$(\mathrm{d} $\theta$)-R_{ $\pi$}\} $\omega$(\mathrm{d}\mathrm{M})
>0 ( (5) による.)
となるから (6) に反して矛盾.










合いも重要であるため \ovalbox{\tt\small REJECT} あまり自由には選びづらい.
そこで,サンプルサイズがある程度,大きいと考えて,統計の漸近理論 [31] を導入する.
$\Gamma$_{k,m} の射影測定において,たと \mathrm{E}_{al} :=\mathrm{E}_{1}\otimes\cdots\otimes \mathrm{E}_{k} を固定し  m\rightarrow\infty を考えると,通
常は,一次漸近有効な推定量 (例えばMLE, ベイズ推定量) が存在する.このような推
定量 \hat{ $\theta$}_{7n,k} と射影測定の m 回ずつの繰り返しで構成される決定 POVM を \mathrm{M}_{n} と書く.
\mathrm{M}_{?}. \in ex(\mathcal{P}_{k,?n}) に注意する.
正則条件の下,以下が成立する.
R_{n}( $\theta$;\displaystyle \mathrm{M}_{7 $\iota$})=\frac{1}{m}\mathrm{T}\mathrm{r}H( $\theta$)J_{k}^{-1}( $\theta$;\mathrm{E}_{all})+o(1/m) (7)
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ただし, H( $\theta$) は損失関数 \mathrm{W}( $\theta$, u) のHessian. J_{k}( $\theta$) は \mathrm{E}_{all} に対する (つまり m=1 の)
Fisher 情報行列.右辺からわかるように決定 POVM の違いで推定量の取り方の違いは
m の高次の項にしか出てこない.従って,右辺の第一項のみに注目する場合,端点の決定
POVM 同士の比較が射影測定 \mathrm{E}_{all} \in$\Gamma$_{k,1} の比較に帰着する.(以下では $\Gamma$_{k,1} は $\Gamma$_{k} と書
くことにする.)
Definition 5. QSD problem ( $\rho$( $\theta$)^{\otimes km_{l}} $\Theta$, W( $\theta$, u)) を考える.
C_{k}( $\theta$;\mathrm{E}_{al}) :=k . TYH ( $\theta$).J_{k}^{-1}( $\theta$;\mathrm{E}_{all})
を漸近リスク関数とよぶ.
対応関係を図式的に表現すると以下のようになる.
\mathrm{E}_{all} \in$\Gamma$_{k} \leftrightarrow \mathrm{M}_{\dot{n}}\in \mathrm{e}x(\mathcal{P}_{k.m}) ,
C_{k}( $\theta$;\mathrm{E}_{all}) \leftrightarrow R( $\theta$;\mathrm{M}_{n})
本来は右側で厳密に議論したいのだが,難しいため, m \rightarrow \infty と一次漸近有効な推定量
\hat{ $\theta$}_{m} ,ゐ を用いるという約束の下,左側の集合で議論する.そのため, k 種類の射影測定の
テンソル積からなる集合職 と ( $\rho$^{\otimes km} に職からなる射影測定を行って推定する) 決定
POVM の端点全体 ex(\mathcal{P}_{k_{7}n}) は混同して用いる.
なお,以降, C_{k}( $\theta$) のように \mathrm{E}_{a}ii はしばしば省略する.
上の図式により,漸近リスク関数を用いた射影測定の選択を次のように行うことが提案
される.
(a) 職の中で Ck (  $\theta$ ) についての許容性などの基準でよい射影測定を見つける.
(b) (実験) 実験では (a) で見つけた射影測定の組を  m 回ずつ行い,発生するデータから
最尤推定やベイズ推定などを行う.この時のリスク関数は (7) で与えられる.









しては,他にも大偏差型評価が挙げられる (Sugiyama et al. [24], Hayashi [9]). 大偏差型




3 具体例 : 2パラメータモデル
3.1 2次元密度行列の2パラメータモデル
数学的評価の指針を得たので具体的な例で漸近リスク関数を計算してみよう.本稿では,
これ以後,次の QSD problem ( $\rho$( $\theta$)^{\otimes n}, $\Theta$_{$\eta$_{i}}\Vert $\theta$-u\Vert^{2}) にフォーカスする.ここで量子状
態モデルは
 $\rho$( $\theta$)=\displaystyle \frac{1}{2} \left(\begin{array}{llll}
 & 1 & $\theta$_{1} & -\mathrm{i}$\theta$_{2}\\
$\theta$_{1} & +\mathrm{i}$\theta$_{2} &  & 1
\end{array}\right)
とし, $\Theta$_{ $\eta$} := \{ $\theta$ = ($\theta$_{1}, $\theta$_{2}) \in \mathrm{R}^{2} : \Vert $\theta$\Vert := ($\theta$_{1}^{2}+$\theta$_{2}^{2})^{1/2} \leq 1- $\eta$\} を考える.ただし,
 $\eta$(>0) は十分小さい正の定数とし正則化のために導入.
また,後のために,極座標  $\theta$ Ĩ =r\cos $\varphi$,  $\theta$_{2}=r\sin $\varphi$ も導入する.
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3.2 決定POVMのクラス \mathcal{P}_{k,m}
注目するのは \mathcal{P}_{k,m} なる決定 POVM のクラスであるが,2節の議論により端点に注目
し,さらに,  m\rightarrow\infty での一次漸近有効な推定量を用いることにして  k 種類の射影測定の
テンソル積の全体職で議論する.さらに,今回の問題ではあらかじめ XY 平面内に制限
した射影測定のみのクラス $\Gamma$_{k}' で考えてよい.(詳細は省くが今の損失関数の下ではこれら
が完備類をなすことを示せる ) 2次元単位ベクトル (本稿では測定ベクトルとよぶことに
する )  $\omega$=(\cos $\alpha$, \sin $\alpha$)^{\mathrm{T}} \in \mathrm{R}^{2} と二次元に制限した射影測定が ( $\omega$, - $\omega$ を同一視する下
で ) 1 : 1に対応するため, $\Gamma$_{k}' の任意の元は k 本の単位ベクトルの組み合わせと1 : 1に
対応,従って, $\alpha$_{1} , . . . , $\alpha$_{k}\in [0,  $\pi$ ) として  $\Gamma$_{k}' の測定を考えることにする.
測定ベクトル  $\omega$ (もしくはパラメータ  $\alpha$\in [0,  $\pi$ )) で指定される射影測定を  m 回繰り返
した場合のデータ n+ の分布は二項分布であり
n+\displaystyle \sim Bin (m, \frac{1+ $\omega$\cdot $\theta$}{2}) (8)
のようになる.従って,この尤度関数を用いてFisher情報行列 J( $\theta$) を計算できる.導出
は付録を参照.
以下では,射影測定の組を明示したい場合に J ( $\theta$_{\text{）}}\cdot$\alpha$_{1}, \ldots,  $\alpha$た), Ck ( $\theta$;$\alpha$_{1}, \ldots.,  $\alpha$ k) のよ
うに表記する.
3.2.1 補足 : 統計学者向けの表記上の注意
本論から外れるため,ここは読み飛ばして差し支えない.
量子力学のテキスト [23] や量子情報のテキスト [18] ではパラメータの推定に対して期待値ベー
スで考える.そのため,実際には二項分布 (8) のような場合も m=1 のベルヌーイ分布のような書
き方をする.たとえば,出力を \{0 , 1 \} で与えるとテキストでは
















3.3 漸近リスク関数 C_{2}, C_{4}, C_{\infty}
まず, k=2 の場合は直接計算により以下で与えられる.
Lemma 2.
C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2})=2\displaystyle \cdot\frac{2-r^{2}\cos^{2}( $\varphi-\alpha$_{1})-r^{2}\cos^{2}( $\varphi-\alpha$_{2})}{\sin^{2}(cx_{1}-$\alpha$_{2})} (9)
特に実際の物理実験では |$\alpha$_{1}-$\alpha$_{2}| = $\pi$/2 (本稿では直交測定,標準測定とよぶ) に相当
する射影測定の組を用いるが,
C_{2}(r,  $\varphi$;\mathrm{M}_{std}) :=C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{1}\pm $\pi$/2)=2(2-r^{2})
となる.( $\alpha$_{1} )  $\varphi$ の依存性が消える.) 4節で  $\Gamma$_{2}' の各射影測定について詳細に比較する.
次に k = 4 , つまり4種類の射影測定を行う場合を考えてみる.漸近リスク関数
は $\alpha$_{1} , . . . \prime$\alpha$_{4} と r,  $\varphi$ の関数になるが一般的な形は煩雑すぎる.そこで  $\alpha$_{2} -$\alpha$_{1} =
 $\pi$/2 ,  $\alpha$3‐  $\alpha$ 1 = $\pi$/4, $\alpha$_{4}-\mathrm{r}x_{1} =3 $\pi$/4 にとる (本稿では45度ずらし測定とよぶ) と $\alpha$_{1}, \backslash \prime $\beta$
の項もすべて消えて
 C_{4}(r,  $\varphi$;\mathrm{M}_{4, $\pi$/4}) :=C_{4}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{1}+ $\pi$/2, $\alpha$_{1}+ $\pi$/4, $\alpha$_{1}+3 $\pi$/4)
=2(2-r^{2})\displaystyle \cdot\{\frac{16(1-r^{2})+2r^{4}}{16(1-r^{2})+3r^{4}}\}
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を得る.ここで例えば $\alpha$_{3}=$\alpha$_{1} =$\alpha$_{2}- $\pi$/2=$\alpha$_{4}- $\pi$/2 とすれば,これは $\Gamma$_{2}' の元であり ,
通常の射影測定に他ならないことに注意する.その意味で \mathrm{M}_{std} も $\Gamma$_{4}' の射影測定の特別
な場合とみなして比較検討することが可能になる.




(\mathrm{J};\sim U(0,2 $\pi$) でランダムに射影測定を選ぶ測定 (本稿ではランダム射影測定とよぶ) とし
てFisher情報行列の期待値を用いて評価できる.
以上を定理の形にまとめておこう.






したがって, \mathrm{M}_{rand}\prec \mathrm{M}_{4. $\pi$/4}\prec \mathrm{M}_{std}.
Proof.  0\leq r\leq  1 において以下の不等式が成立することを示せばよい.






B:=\displaystyle \{\frac{16(1-r^{2})+2r^{4}}{16(1-r^{2})+3r^{4}}\}-\{\frac{1}{2}+\frac{\sqrt{1-r^{2}}}{2-r^{2}}\} \geq 0










直交測定と45度回しにおいて  $\theta$=(r,  $\varphi$) のうち  $\varphi$ に依存しない形になっている.これは
二乗損失のリスク関数は  1/m のオーダーではパラメータ r のみに依存することを示して
おり自明ではない結果である.実際,今回は詳しく触れないがinFidelity とよばれる損失
関数では直交測定を用いても  $\varphi-\alpha$_{1} のような項が残る.なお,  $\varphi-\alpha$_{1} ,  $\alpha$ 1—  $\alpha$2のような
項で入ってくることは回転対称性からただちにわかる.






 $\rho$=\displaystyle \frac{1}{2} \left(\begin{array}{llll}
 & 1 & $\theta$_{1} & -\mathrm{i}$\theta$_{2}\\






\end{array}\right), \displaystyle \frac{1}{2} \left(\begin{array}{ll}
1 & -\mathrm{e}^{-\mathrm{i}$\alpha$_{j}}\\
-\mathrm{e}^{\mathrm{i}$\alpha$_{j}} & 1
\end{array}\right)\displaystyle \},j=1 , 2; |$\alpha$_{1}-a_{2}|= $\pi$/2









測定を用いる場合,直交測定 (|$\alpha$_{1}-$\alpha$_{2}| = $\pi$/2) がきわめて自然である.わざわざ射影測




交測定の場合,真のパラメータの角度方向  $\varphi$ の依存性が残ってしまうため,二つの測定が
 $\varphi$ に近い所に来る場合,  $\varphi$ の近傍ではよく推定でき,そこから離れると推定精度が悪いと
いうことによる.より具体的には式 (9) を用いて
 f($\alpha$_{1}, $\alpha$_{2};r,  $\varphi$) :=2, \displaystyle \frac{2-r^{2}\cos^{2}( $\varphi-\alpha$_{1})-r^{2}\cos^{2}(\prime $\varphi-\alpha$_{2})}{\sin^{2}($\alpha$_{1}-$\alpha$_{2})}-2\cdot(2-r^{2})
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まず,もう少し系統的に直交測定 -$\alpha$_{2}|= $\pi$/2 ) と比較するため変数をおきなおす.
式 (9) において  $\psi$ := $\varphi-\alpha$_{1},  $\beta$ :=$\alpha$_{1}-$\alpha$_{2} として,
(^{\mathrm{v}_{2}} (r,  $\varphi$;$\alpha$_{1} ) $\alpha$_{2} ) =2\displaystyle \cdot\frac{2-r^{2}\cos^{2}( $\varphi-\alpha$_{1})-r^{2}\cos^{2}( $\varphi-\alpha$_{2})}{\sin^{2}($\alpha$_{1}-\mathrm{c}$\iota$_{2})}
=2\displaystyle \cdot\frac{2-r^{2}\cos^{2}( $\psi$)-r^{2}\cos^{2}( $\psi$+ $\beta$)}{\sin^{2}( $\beta$)}
=2\displaystyle \cdot\frac{2-r^{2}\{1+\cos $\beta$\cos(2 $\psi$+ $\beta$)\}}{\sin^{2}( $\beta$)}.
従って,  $\psi$=-\displaystyle \frac{ $\beta$}{2} (\mathrm{m}\mathrm{o}\mathrm{d}  $\pi$) で最小,  $\psi$=-\displaystyle \frac{ $\beta$}{2}+\frac{ $\pi$}{2} (\mathrm{m}\mathrm{o}\mathrm{d}  $\pi$) で最大. \cos $\beta$\geq 0(- $\pi$/2\leq
 $\beta$\leq $\pi$/2) として
\displaystyle \min_{ $\psi$}C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2})=2\cdot\frac{2-r^{2}(1+\cos $\beta$)}{\sin^{2}( $\beta$)},
\displaystyle \max C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2}) $\psi$=2\cdot\frac{2-r^{2}(1-\cos $\beta$)}{\sin^{2}( $\beta$)}.
 $\varphi$ に戻してこの結果をまとめると以下のようになる.
Lemma 3.  $\Gamma$_{2}' の射影測定の漸近リスク関数について  0\leq  r< 1 の範囲で任意に r を固
定,  $\beta$=$\alpha$_{1}-$\alpha$_{2}\neq 0 とする.この時角度方向  $\varphi$ で見て最大と最小は  $\beta$ のみで決まり,
\displaystyle \min_{ $\varphi$}C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2})=2\cdot\frac{2-r^{2}(1+\cos $\beta$)}{\sin^{2}( $\beta$)} ; ( $\varphi$=\displaystyle \frac{1}{2}($\alpha$_{1}+$\alpha$_{2}), \mathrm{m}\mathrm{o}\mathrm{d}  $\pi$)







2 (2-r^{2})-2\displaystyle \cdot\frac{2-r^{2}(1+\cos $\beta$)}{\sin^{2}( $\beta$)} >0
\Leftrightarrow(2-r^{2}) \sin^{2} $\beta$-2+r^{2}(1+\cos $\beta$)>0
\Leftrightarrow\cos $\beta$\{r^{2}(\cos $\beta$+1)-2\cos $\beta$\}>0
\cos $\beta$>0 とすると,
r^{2}(\cos $\beta$+1)-2\cos $\beta$>0,
\displaystyle \Leftrightarrow r^{2}> \frac{2\cos $\beta$}{1+\cos $\beta$}
右辺は \cos $\beta$ の単調増加関数であり,  0< | $\beta$|< $\pi$/2 において 0 から1までを動く.とくに
| $\beta$| が  $\pi$/2 に近い所で 0 に近くなる.従って,直交測定 ( $\beta$= $\pi$/2) より少し  $\beta$ を小さくす
ると,改善の度合いは弱いものの,十分小さい  r についても,  $\psi$=-\displaystyle \frac{ $\beta$}{2} ( \mathrm{m}\mathrm{o}\mathrm{d}  $\pi$) の近傍で,
直交測定よりも推定誤差が小さくなる.また,斜交測定で許容的なものが存在することが
期待される.
次に斜交測定同士での比較を考える. C_{2} の最小値について  $\beta$ を動かしてどこまで下げ
られるかを検討する.
Lemma 4.  r を任意に固定した際,斜交測定の範囲で測定を動かした漸近リスク関数の
最小値は
\displaystyle \min_{ $\beta$\neq 0}C_{2}=2-r^{2}+2\sqrt{1-r^{2}}
この最小値は  $\beta$ が \displaystyle \cos $\beta$=\frac{(2-r^{2})-2\sqrt{1-r^{2}}}{r^{2}} の時,その時に限り達成する.
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Proof.  u=\cos $\beta$ とおくと,
 r^{2}> \displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$}=\frac{2u}{1+u} \Leftrightarrow u<\frac{r^{2}}{2-r^{2}}
により 0<u< \displaystyle \frac{r^{2}}{2-r^{2}} として以下の最小問題を考える.
0<u<\displaystyle \frac{\mathrm{n}r^{2}}{2-r^{2}}\mathrm{m}\mathrm{i}2\cdot\frac{2-r^{2}(1+ $\tau \iota$)}{1-u^{2}} (10)




2. \displaystyle \frac{2-r^{2}(1+\prime $\iota \iota$_{-})}{1-u^{\underline{2}}}=2-r^{2}+2\sqrt{1-r^{2}}
(右辺は解と係数の関係 u_{+}u_{-} = 1 により u+/r^{2} = 1/(r^{2}u_{-}) とおいても検算でき
る . ) 口
以上を踏まえて許容性に関する結果が得られる.
まず,  $\beta$=0 では漸近リスクは発散する.これは1種類の測定のみを行うため 2\times 2 の
Fisher 情報行列がランク落ちすることによる.元々の損失関数の設定ではパラメータと決
定空間の双方で有界だったため,これは漸近理論に持ち込む際に起きている.いずれにせ
よ  $\beta$=0 は非許容的であるとして考察からははずすことにする.以下 0< | $\beta$| < $\pi$/2 とし
て考える.
Theorem 3 QSD problem ( $\rho$( $\theta$)^{8?1}: $\Theta$_{ $\eta$}, \Vert $\theta$- $\tau$ r,\Vert^{2}) を \mathcal{P}_{2,n/2} で考える.漸近リスク関
数 C_{2} を用いて, \mathcal{P}_{2,n/2} の端点に相当する $\Gamma$_{2}' の元のうち 0< | $\alpha$1—  $\alpha$2 | < $\pi$/2 となる斜
交測定の性能を評価する.  $\beta$:=$\alpha$_{1}-$\alpha$_{2} とおいて
(i) (1- $\eta$)^{2}\displaystyle \leq\frac{2\cos $\beta$}{1+\cos $\beta$} のとき) 斜交測定は非許容的.
(ii) (1- $\eta$)^{2}> \displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$} のとき) 斜交測定は許容的.
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Proof. (1- $\eta$)^{2}\leq \displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$} のとき,任意の  0\leq r\leq  1- $\eta$, $\varphi$'\in[0, 2 $\pi$] を固定すると
C_{2}(r,  $\varphi$:$\alpha$_{1}, $\alpha$_{2})\geq \mathrm{m}$\varphi$'in C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2})
=2\displaystyle \cdot\frac{2-r^{2}(1+\cos $\beta$)}{\sin^{2}( $\beta$)}
\geq 2(2-r^{2})
=C_{2}(r,  $\varphi$;\mathrm{M}_{std})
が成立する. r=0 では真に不等号が成立するため,直交測定 ( $\beta$= $\pi$/2) に優越される.
逆に (1- $\eta$)^{2} > \displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$} のとき,この斜交測定の最小値は直交測定よりも小さくなるの
で,次に異なる斜交測定同士での比較を考える.ここで
\displaystyle \cos $\beta$=\frac{(2-r^{2})-2\sqrt{1-r^{2}}}{r^{2}}=\frac{r^{2}}{(2-r^{2})+2\sqrt{1-r^{2}}}
はただひとつの解 r=r_{ $\beta$} をもつことに注意する.(右辺は 0<r< 1 で狭義単調増加し 0
から1の間を動く.) r=r_{ $\beta$} における漸近リスク関数について,すべての斜交測定の中で
最小値を調べる.
$\alpha$_{1}' ,妬を 0< |$\alpha$_{1}'-$\alpha$_{2}'| \leq $\pi$/2 で任意に固定した時
C_{2}(r_{ $\beta$},  $\varphi$;$\alpha$_{1;}'$\alpha$_{2}')\geq \mathrm{I}\mathrm{I}1 $\varphi$ \mathrm{i}\mathrm{n}C_{2} ( r_{ $\beta$} )  $\varphi$ ;  $\alpha$_{1}', $\alpha$_{2}' )
=2\displaystyle \cdot\frac{2-r_{ $\beta$}^{2}(1+\cos$\beta$')}{1-\cos^{2} $\beta$'} (  $\varphi$=\displaystyle \frac{1}{2} (  $\alpha$ í +$\alpha$_{2}') ) \mathrm{m}\mathrm{o}\mathrm{d}  $\pi$ )
\geq 2-r_{ $\beta$}^{2}+2\sqrt{1-r_{ $\beta$}^{2}}
最後の不等号は \cos $\beta$\neq\cos$\beta$' では等号成立しない、また, $\beta$^{ $\gamma$} = - $\beta$ の時,最小値を与え
る  $\varphi$ が異なる点になる.以上から  $\alpha$_{2} を任意に固定, $\alpha$_{2}+ $\beta$, a_{2} なる斜交測定をとると,こ
れは, $\theta$_{ $\beta$} := ( r_{ $\beta$} )  $\alpha$_{2}+\displaystyle \frac{1}{2} $\beta$ ) なる点において,ただ一つ漸近リスク関数の最小値を達成する.
\displaystyle \min_{$\alpha$_{1}',$\alpha$_{2}'}C_{2}($\theta$_{ $\beta$};$\alpha$_{1}', $\alpha$_{2}')=C_{2}($\theta$_{ $\beta$};$\alpha$_{2}+ $\beta,\ \alpha$_{2})
従って,Lemma 1により $\alpha$_{2}+ $\beta$, $\alpha$_{2} なる斜交測定は許容的である.ここで $\alpha$_{2} は任意だっ
たので, (1- $\eta$)^{2} >.\displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$} を満たすように  $\beta$ を設定した斜交測定はすべて許容的とな
る. 口
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Theorem 4. QSD problem ( $\rho$( $\theta$)^{\otimes n}, $\Theta$_{ $\eta$}, \Vert $\theta$-u\Vert^{2}) を P_{2,n/2} で考える.漸近リスク関
数C2を用いて, \mathcal{P}_{2.n/2} の端点に相当する $\Gamma$_{2}' の元のうち直交測定は許容的.
Proof. まず,任意の r を  0\leq r\leq  1- $\eta$ を満たすよう固定して考える.
直交測定が任意の斜交測定 ($\alpha$_{1}, $\alpha$_{2},  $\beta$=$\alpha$_{1}-$\alpha$_{2}\neq 0) に優越されないことを示す.実
際,  $\pi$(\displaystyle \mathrm{d} $\varphi$)=\frac{\mathrm{d} $\varphi$}{2 $\pi$} を角度方向の事前分布とみなすと
\displaystyle \int C_{2}(r_{i} $\varphi$;$\alpha$_{1}, $\alpha$_{2})\frac{d $\varphi$}{2 $\pi$}=2\cdot\frac{2-r^{2}}{\sin^{2} $\beta$}>2(2-r^{2})
が成立する.つまり
\displaystyle \inf_{$\alpha$_{1}$\alpha$_{2}}\int C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2}) $\pi$(\mathrm{d} $\varphi$)
のinf を達成している.特に,すべての直交測定は互いに漸近リスク関数の意味でリスク
同値であり,リスク同値を除いて唯一,inf を達成している.従って,Theorem 1により r
を固定した下で,リスク許容的であることが示された. r は任意だったので, r,  $\varphi$ の両方を
パラメータとして動かしてもやはり許容的である.口
2種類の射影測定で考える場合,ミニマックス性と直交性は同値になる.
Theorem 5. QSD problem ( $\rho$( $\theta$\rangle^{\otimes n}, $\Theta$_{ $\eta$}, \Vert $\theta$-u\Vert^{2}) を \mathcal{P}_{2,n/2} で考える.漸近リスク関
数C2を用いて, \mathcal{P}_{2,n/2} の端点に相当する $\Gamma$_{2}' の元のうち直交測定とミニマックスである
ことは同値.
Proof. 端点の測定は直交測定斜交測定ともに r=0 で最悪値をとる.
\displaystyle \sup_{r, $\varphi$}C_{2}=\frac{4}{\sin^{2} $\beta$}
これより  $\beta$= $\pi$/2 が端点の中ではミニマックスとなることは明らか.(また,斜交測定は




2種類の直交測定 \mathrm{E}_{H} , ET を用意し,コインをふって表なら EH 裏なら \mathrm{E}_{T} を行って,
それぞれ,例えば最尤推定でパラメータを推定する方式を考える.これはもはや射影測定
ではなくなり,決定 POVM を \mathrm{M}_{ii_{1^{-}}}, とあらわすと \mathrm{M}_{ii_{T}} \in \mathcal{P}_{2,n/2} であるが端点集合には
入らない (\mathrm{M}_{HT} \not\in ex(\mathcal{P}_{2,n/2})) . しかし,2種類のどちらもリスク同値であり,ミニマック
スであるため, M_{HT} はミニマックス決定 POVM になっている.
4.2 ランダム射影測定と斜交測定との比較
ややヒューリスティックな議論になるが) ランダム射影測定と斜交測定の比較も少し触
れる.3節で見たように,ランダム射影測定 \mathrm{M}_{rand} は2種類の直交測定や4 5度ずらし測
定もすべて優越している.しかし \ovalbox{\tt\small REJECT} 斜交測定は局所的に性能が高いため非常にせまいパラ
メータの範囲で勝てると考えるかもしれない.この点をはっきりさせておきたい.
Theorem 6 QSD problem ( $\rho$( $\theta$)^{ $\Theta$ n}, $\Theta$_{ $\eta$}, \Vert $\theta$-u\Vert^{2}) を考える.漸近リスク関数 C_{2}, C_{\infty}
で2種類の斜交測定 ($\alpha$_{1}, $\alpha$_{2}) とランダム射影測定を比較すると後者は斜交測定をすべて
優越する.(したがって,2種類の射影測定はランダム射影測定にすべて優越され非許容的
となる )
Proof. 直接比較を行う. r=0 ではランダム射影測定の方が真に漸近リスク関数の値が小
さい.  0<r\leq  1 として最小値がランダム射影測定の漸近リスク関数より小さくなるかど
うかを見る.また  $\beta$ : = $\alpha$1—  $\alpha$2とし \sin $\beta$\neq 0 とする.
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u=\sqrt{1-r^{2}} とおくと
C_{2}-C_{\infty}\displaystyle \geq 2\cdot\frac{2-r^{2}(1+\cos $\beta$)}{\sin^{2} $\beta$}-(1+\sqrt{1-r^{2}})^{2}
=\displaystyle \frac{1}{\sin^{2} $\beta$} [\{4-2(1-u^{2})(1+\cos $\beta$)\}-\mathrm{s}\dot{\mathrm{m}}^{2} $\beta$(1+u)^{2}]
=\displaystyle \frac{1}{\sin^{2} $\beta$} \sin^{2} $\beta$+2-2\cos $\beta$)u^{2}+2\sin^{2} $\beta$ u+\{-\sin^{2} $\beta$+2+2\cos $\beta$\}]
=\displaystyle \frac{1}{\sin^{2} $\beta$}\{(1-\cos $\beta$)^{2}u^{2}-2(\sin^{2} $\beta$)u+(1+\cos $\beta$)^{2}\}




\displaystyle \frac{1}{\sin^{2} $\beta$}\{(1-\cos $\beta$)u-(1+\cos $\beta$)\}^{2}=\frac{4\{(\sin^{2}\frac{ $\beta$}{2})u-\cos^{2}\frac{ $\beta$}{2}\}^{2}}{4\sin^{2}\frac{ $\beta$}{2}\cos^{2}\frac{ $\beta$}{2}}
=\displaystyle \frac{\{(\tan^{2}\frac{ $\beta$}{2})u-1\}^{2}}{\tan^{2}\frac{ $\beta$}{2}}




QSD problem ( $\rho$( $\theta$)^{\otimes n}\grave{}, $\Theta$_{ $\eta$}, \Vert $\theta$-u\Vert^{2}) を \mathcal{P}_{2.n/2} で考える.漸近リスク関数 C_{2} を用い
て, \mathcal{P}_{2,n/2} の端点に相当する $\Gamma$_{2}' の元,つまり,直交測定,斜交測定の性能に注目する.ま
ず,漸近リスク関数は以下のようになる.
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(i) 直交測定たちは,すべてリスク同値,C2 (r,  $\varphi$;\mathrm{M}_{\mathrm{s}td})=2(2.-r^{2}) . 特に C2は角度方
向には依存しない *3.
(ii) 斜交測定の場合は  $\psi$:= $\varphi-\alpha$_{1},  $\beta$ : = $\alpha$1—  $\alpha$ 2 (\neq 0) とおくと




(ii) 角度方向で 「平均」 をとると
2. (2-r^{2})<\displaystyle \int C_{2}(r,  $\varphi$;$\alpha$_{1}, $\alpha$_{2})\frac{d $\varphi$}{2 $\pi$}=2\cdot\frac{2-r^{2}}{\sin^{2} $\beta$}
となるからこの意味でも,直交測定が優れていることがわかる.
(iii) ミニマックスになっていることからわかるように,すべての直交測定は許容的.ま
た,パラメータ空間 $\Theta$_{ $\eta$} で考えているため  $\beta$:=$\alpha$_{1} -$\alpha$_{2} とおいて
(a) (1- $\eta$)^{2} \leq \displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$} のとき,斜交測定は非許容的.
(b) (1- $\eta$)^{2}> \displaystyle \frac{2\cos $\beta$}{1+\cos $\beta$} のとき,斜交測定は許容的.
(iv) $\Gamma$_{2}' のすべての測定は (直交,斜交),ランダム射影測定によって優越される.
上の叙述で,直交測定では漸近リスク関数が角度に依存しないというのは面白い結果で
ある.繰り返し測定を行う際に,真値と同じ方向で測定していても,  $\Delta \varphi$ だけ角度をずらし
た所で測定しても変わらないのである.  n が小さい時の数値計算ではそうはならない.お
*3 Fidelity では角度方向依存性が直交測定の場合にも残る.
66






















量子力学のテキスト [23] や量子情報のテキスト [18] ではパラメータの推定に対して,
期待値ベースで考えることがほとんどであり.推定量は暗黙のうちに不偏推定量を前提に




こうした考え方の背後には,サンプルサイズ n は実験ではいく らでも増やせ,期待値と
標本平均は同一視してよいという見方があるように思う.しかし,現代の統計学ではサン
プルサイズ n が有限であることが大前提であり,決定理論もまずは n 有限で厳密に構築す




















problem (3. 1節) について k 種類の射影測定を行う場合の Fisher 情報行列の計算方法を
示す.また,Hessian の式も与えておく.特に, \mathrm{T}\mathrm{r}HJ^{-1} なる量はパラメータの取り方に依
存しないため,ユークリッド座標系と極座標系の2種類で与えておく.A.2節では,漸近リ
スク関数 C2 , C_{4}, C_{\infty} の計算の詳細を示す.また,今回は触れてないが inFidelity とよば
れる量を損失関数にとる場合も参考として与えておく.





\end{array}\right), \langle x|:=(|x\rangle)^{\mathrm{T}}= (x_{1} x_{2})
この表記法に従い, x, y の内積は \langle x|y\rangle とあらわす.また, |x} \{y| は今の場合, 2\times 2 のラン




Lemma 5. .2次元行列の場合, |$\omega$_{l}.\rangle =($\omega$_{l}^{1}, $\omega$_{l}^{2})^{\mathrm{T}} なるベクトルについて
\displaystyle \det(\sum_{l=1}^{k}|$\omega$_{l}\rangle\langle$\omega$_{l}|) =\sum_{1\leq t<l'\leq k}|$\omega$_{l} \times$\omega$_{l'}|^{2}
が成立.ここで x\times v:=x\mathrm{i}y_{2}-x_{2}馳 とする.
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一般の場合, d 次元ベクトルについて,
\displaystyle \det(\sum_{l=1}^{k}|$\omega$_{l}\}\langle$\omega$_{l}|) =\sum_{1\leq 1_{1}<l_{2}<\cdot\cdot<l_{\mathrm{d}}\leq k}.\{\det[$\omega$_{l_{1}}$\omega$_{l_{2}}\ldots$\omega$_{i_{d}}]\}^{2}
が成立.
線形代数の初等的な方法で証明できるので,証明は省略する.
A. 1.2 $\Gamma$_{k}' の射影測定を用いた場合の尤度関数
2次元ヒルベルト空間で k 種類の射影測定 (  $\omega$\in \mathrm{R}^{2}, \Vert $\omega$\Vert =1 で指定) を用いる場合を
考える. j=1 , . . . , k の各測定を n 回ずつ繰り返し,データとして n_{+}^{1} , . . . , n_{+}^{k} が得られた
場合,尤度関数は以下のようにかける (3.2節参照)
\displaystyle \log p=\sum_{j=1}^{k}\log p^{(j)},
\displaystyle \log p^{(j)}=n_{+}^{j}\log\frac{1+ $\theta$\cdot$\omega$_{j}}{2}+(n-n_{+}^{J})\log\frac{1- $\theta$\cdot$\omega$_{j}}{2}\prime.














とおけば J=\displaystyle \sum_{j=1}^{k}| $\eta$ \mathrm{j}\rangle\langle $\eta$ j| となるから,Lemma 5を用いて
\displaystyle \det J=\sum_{1\leq l<s\leq k}|r)l\times$\eta$_{s}|^{2}




J と可換な Hessian H を用いた誤差 (例えば二乗誤差はユークリッ ド座標系だと
H=I) の場合は, J と同時対角化できるので, \mathrm{T}xHJ^{-1} は J の固有値 $\lambda$_{1}, $\lambda$_{2} のみに依存
する.従って,二次元の場合は \mathrm{T}xJ, \det J のみで求められる.一般の場合でも二次元だと
具体的に書き下すことができて,
\displaystyle \mathrm{T}\mathrm{r}H( $\theta$)J( $\theta$\rangle^{-1}=\frac{1}{\det J}\{H_{x\cdot x}J_{yy}+H_{yy}J_{xx}-2H_{xy}J_{xy}\} (11)
のようになる.(上の式で x\rightarrow r,  y\rightarrow $\varphi$ と読み替えて極座標系で求めても同じ.)
A.1.4 極座標系の場合
同様に極座標でFisher情報行列を求めると
 J_{rr}=\displaystyle \sum_{j=1}^{k}\frac{\cos^{2}( $\varphi-\alpha$_{j})}{1-r^{2}\cos^{2}( $\varphi-\alpha$_{j})},
J_{r $\varphi$}=\displaystyle \sum_{j=1}^{k}\frac{-r\cos( $\varphi-\alpha$_{j})\sin( $\varphi-\alpha$_{j})}{1-r^{2}\cos^{2}( $\varphi-\alpha$_{j})},
J_{ $\varphi \varphi$}=\displaystyle \sum_{j=1}^{k}\frac{r^{2}\sin^{2}( $\varphi-\alpha$_{\grave{J}})}{1-r^{2}\cos^{2}( $\varphi-\alpha$_{j})},
71
となる.detJTrJはそれぞれ
\displaystyle \det J=r^{2}\sum_{1\leq l<s\leq k}\frac{\sin^{2}($\alpha$_{l}-$\alpha$_{s})}{\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{l})\}\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{s})\}} (12)
\displaystyle \mathrm{T}xJ=\sum_{j=1}^{k}\frac{\cos^{2}( $\varphi-\alpha$_{j})+r^{2}\sin^{2}( $\varphi-\alpha$_{j})}{1-r^{2}\cos^{2}( $\varphi-\alpha$_{j})} (13)
のようになる.Hessian は
H= \left(\begin{array}{ll}
H_{rr} & H_{r\prime $\varphi$}\\






まず, $\Gamma$_{2}' の場合について計算する.参考のため inFidelity の場合も計算する. $\Gamma$_{4}' は一
般の測定のパラメータ $\alpha$_{1} , . . , $\alpha$_{4} を入れるのは煩雑なため省略する. $\Gamma$_{\infty}' は測定パラメー
タ  $\alpha$ に関する期待値を用いて考える.
Theorem 7.  $\alpha$_{1} , $\alpha$_{2} を測定ベクトルを指定する角度パラメータとする.この2種類の
測定 (直交するとは限らない) を行った際の二乗誤差 W($\theta$_{\dot{1}}u) = \Vert $\theta$-u\Vert , inFidelity
 1-F^{2}( $\rho$( $\theta$),  $\rho$(u)) での漸近リスク関数はそれぞれ以下のようになる.(inFidelity, もしく
はFidelity F^{2} の式と Hessian は例えば,Bagan et al. [1] を参照せよ )
+昌丹\hat{}\hat{} 目緕 \# k “ し 〆h ;古\grave{} -\backslash \triangleright^{\wedge}  1\rceil \urcorner  f? 目目 \mathrm{m}
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Proof. k=2 として極座標では
\det J (Pot) =r^{2}\displaystyle \frac{\sin^{2}($\alpha$_{1}-$\alpha$_{2})}{\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{1})\}\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{2})\}}
また,二乗損失の場合,
\mathrm{T}\mathrm{r}_{w}J^{(Pol} ) :=H_{rr}J^{(Pol)} $\varphi \varphi$+H_{ $\varphi \varphi$}J_{rr}^{(Pol)}-2H_{r $\varphi$}J_{r $\varphi$}^{(PoT)}
=1\cdot J_{ $\varphi \varphi$}^{(Pol)}+r^{2}J^{(Pol)}rr
=\displaystyle \sum_{j=1}^{2}\frac{r^{2}\sin^{2}( $\varphi-\alpha$_{j})+r^{2}\cos^{2}( $\varphi-\alpha$_{j})}{1-r^{2}\cos^{2}( $\varphi-\alpha$_{j})}
=r^{2}\displaystyle \frac{2-r^{2}\cos^{2}( $\varphi-\alpha$_{1})-r^{2}\cos^{2}( $\varphi-\alpha$_{2})}{\{1-r^{2}\cos^{2}( $\varphi$-ti\mathcal{Y}_{1})\}\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{2})\}}
となるから (11) により
\displaystyle \mathrm{T}\mathrm{r}H_{sq}^{(Pol)}(J^{(Pol)})^{-1}=\frac{\mathrm{T}\mathrm{p}_{w}j^{(Pol)}}{\det J^{(Pol)}}
= \displaystyle \frac{2-r^{2}\cos^{2}( $\varphi-\alpha$_{1})-r^{2}\cos^{2}( $\varphi-\alpha$_{2})}{\sin^{2}($\alpha$_{1}-\mathrm{c}y_{2})}.
同様にして,inFidelityの場合は,
\mathrm{T}_{\mathrm{T}_{w}}J^{(Pol)} :=H_{rr}J_{ $\varphi \varphi$}^{(Pol)}+H_{\mathrm{p}' $\varphi$}J^{(Pol)}rr-2H_{r $\varphi$}J_{r $\varphi$}^{(Pol)}




\displaystyle \mathrm{T}xH_{F\dot{ $\iota$}d}^{(Pol)}(J^{(Pol)})^{-1}=\frac{\mathrm{T}\mathrm{r}_{w}J^{(Pol}}{\det J(Pol)})
=\displaystyle \frac{1}{2}\frac{1}{1-r^{2}}\frac{\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{1})\}\{1-r^{2}\cos^{2}( $\varphi-\alpha$_{2})\}}{\sin^{2}($\alpha$_{1}-$\alpha$_{2})}
を得る. \square 
なお, $\Gamma$_{4}' も同様であるため計算は省略する. $\Gamma$_{\infty}' の場合は,  k\rightarrow\infty であり一様に選ぶも
のと考える.この場合,
\displaystyle \frac{1}{k}\sum_{j=1}J($\alpha$_{j}; $\varphi$, r)\mathrm{x}\rightarrow
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においてん \rightarrow\infty と考えて  $\alpha$ に関して期待値をとる.
Lemma 6.  a\sim  U(0,2 $\pi$) なる一様分布でランダムに測定ベクトル (\cos $\alpha$, \sin $\alpha$)^{\mathrm{T}} を選
んだ場合,平均化したFisher情報行列は極座標表示で
\overline{J}= ( \displaystyle \frac{\overline{J}}{J}r $\varphi$㌍ \displaystyle \frac{\overline{J}}{J} $\varphi \varphi$) = (^{\frac{1}{r^{2}}}(\displaystyle \frac{\perp}{\sqrt{1-r^{2}},0}-1) 1-\sqrt{1-r^{2}}0)
で与えられる.
Proof.  $\alpha$\sim U(0,2 $\pi$) なる一様分布を考えて直接計算による.
\displaystyle \overline{J}_{rr}=\int_{0}^{2 $\pi$}\frac{d $\alpha$}{2 $\pi$}\frac{\cos^{2}( $\varphi$- $\alpha$)}{1-r^{2}\cos^{2}( $\varphi$- $\alpha$)}=\frac{1}{r^{2}}(\frac{1}{\sqrt{1-r^{2}}}-1) ,
\displaystyle \overline{J}_{r $\varphi$}=\int_{0}^{2 $\pi$}\frac{d $\alpha$}{2 $\pi$}\frac{-r\cos( $\varphi$- $\alpha$)\sin( $\varphi$- $\alpha$)}{1-r^{2}\cos^{2}( $\varphi$- $\alpha$)}=0,








ランダム射影測定の場合,回転に関する不変性から Fisher情報行列は真の状態 (r,  $\varphi$ で
定まる) のうち  r のみに依存する.
また,inFidelity は 1/\sqrt{1-r^{2}} により  r\rightarrow  1 で特異な振る舞いをすることに注意.上
の量は座標変換で不変な量であり KL divergence と同様.逆に二乗損失は,単にパラ
メータ空間の端だから特異な振る舞いは生じない.ただし,いずれにしろ,この特異性は
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inFidelity が r=1 で微分不可 (したがって解析接続不可) であることに起因するだけで
あり,inFidelity 自体は KL divergence と違って有界な損失関数なので問題はない.漸近
展開自体が r=1 では破たんするというだけである.
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