The integration of vision and proprioception for estimating the hand's starting location prior to a reach has been shown to depend on the modality of the target towards which the reach is planned. Here we investigated whether the processing of online feedback is also influenced by target modality. Participants made reaching movements to a target that was defined by vision, proprioception, or both, and visual feedback about the unfolding movement was either present or absent. To measure online control we used the variability across trials; we examined the course of this variability for the different target modalities and effector conditions. Our results showed that the rate of decrease in variability in the later part of the movements (an indicator of online control) was minimally influenced by effector vision when participants reached towards a proprioceptive target, whereas the rate of decrease was clearly influenced by effector vision when participants reached towards a visual target. In other words, when participants reached towards a proprioceptively defined target they relied less on visual information about the moving hand than when they reached towards a visually defined target. These results suggest that target modality influences visual processing for online control.
Introduction
Much of what we know about the online control of reaching is based on the analysis of reaches to visually defined targets. We know considerably less about how online control operates for movements to targets that are defined proprioceptively, even though many of our daily movements involve proprioceptive location coding (i.e., any time we touch a part of our body). Such coding may even contribute to the localization of external visual objects that we have recently touched (Smeets et al., 2006) . In the present study we took a closer look at the online characteristics of reaches to visual vs. proprioceptive targets. Our goal was to see whether target modality influences how visual information about the effector is used online.
Target modality influences reach planning
The modality of a reach target influences how people use multisensory information about their effector for planning movements: proprioceptive information about the effector's starting location is less important than visual information when people reach to a visual target, but more important when they reach to a proprioceptive target (Sarlegna & Sainburg, 2006; Sober & Sabes, 2005) . For instance, when Sarlegna and Sainburg (2006) provided participants with shifted visual feedback about their reaching hand's starting location, the visual shift had a large effect on the subsequent reach if participants were reaching to a visual target. When they reached to a proprioceptive target (i.e., the other hand), however, the shifted visual feedback had a relatively small effect on the reach. Sober and Sabes (2005) have argued that a change in sensory weighting as a function of target modality is caused by the sensorimotor system's desire to avoid the noise created when sensory input is transformed from one coordinate frame to another. If the system can calculate the reach plan between the effector and the target by relying predominantly on the comparison of visual-to-visual or proprioceptive-to-proprioceptive coordinates, it will do so.
In light of the evidence that multisensory contributions to hand position estimation during reach planning depend on target modality, it is plausible that target modality would also influence hand position estimation as the reach unfolds. For such a modality-dependent re-weighting to occur, however, proprioception and vision would have to be potential sources of reliable information when the hand is in flight; we next briefly review evidence that that is the case.
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Proprioception and online control
Several studies have provided indirect evidence that proprioception plays an important role in the online correction of reaching movements. Movement corrections to perturbed targets have been shown to occur when participants have no vision of their hand and no awareness that the target was perturbed Prablanc & Martin, 1992; , suggesting that real-time proprioceptive information might be used for calculating online error between the hand and target. However, it is theoretically possible that such corrections are mediated entirely by efference copy-based mechanisms, wherein the sensorimotor system predicts the current location of the hand based on the prior motor command, and then makes online corrections using that prediction-based estimate. There is some empirical evidence that online corrections can be made in the absence of both vision and proprioception (Bard et al., 1999) , suggesting that position estimation based on efference copy does play a role in online control; however, there are large differences in trajectory correction efficiency between control participants and a patient without proprioception . This suggests that proprioception normally contributes to online estimates of the reaching hand. Indeed, it is plausible that proprioception, vision, and efference copy are integrated to maximize precision of the online estimate (Desmurget & Grafton, 2000; Wolpert, Ghahramani, & Jordan, 1995) .
Recent work (Gosselin-Kessiby, Kalaska, & Messier, 2009; Gosselin-Kessiby, Messier, & Kalaska, 2008) has provided further support for the importance of proprioception to online control. In these studies participants completed a task analogous to inserting a letter into a postbox with changing slot orientations. One of the key findings was that participants re-oriented the angle of the 'letter' online to match the angle of the slot, even when they were instructed to maintain the orientation that the letter had at the start of the reach. This automatic online correction occurred even when participants had only proprioceptive information about both the angle of the slot and the angle of the letter. In fact, these studies are so far the only ones (to our knowledge) that have directly examined the online control of reaches to a proprioception-based target, and they suggest that online corrections of hand orientation can occur when proprioception is the only sense available.
Visual feedback and online control
The importance of vision to the online control of reaching has been easier than proprioception for researchers to investigate because of the experimental ease of removing or manipulating visual feedback about the effector. Experiments that have manipulated the availability of hand vision during reaching have shown that vision improves movement accuracy and precision (e.g., Keele & Posner, 1968; Prablanc et al., 1979; Woodworth, 1899; and see Elliott, Helsen, & Chua, 2001 for a review). Perturbation studies have shown that when visual information about the effector is unpredictably perturbed during the reach, people are able to rapidly compensate for the perturbations, even when these are not consciously detected (Brière & Proteau, 2010; Sarlegna et al., 2004; Saunders & Knill, 2003 . In other words, vision is clearly useful for the online control of reaches to visual targets; however, its usefulness for reaches to proprioceptive targets is not fully understood.
Does target modality influence online visual processing?
To test whether target modality influences real-time visual processing of the effector we manipulated three factors: proprioceptive target, effector vision, and vision of the target during the reach. We were interested in the potential interaction between target modality and effector vision, and we hypothesized that effector vision would be used less for online control when the target was proprioceptively defined compared to when the target was visually defined. We were specifically interested in the pattern of movement variability over time. If a proprioceptive target reduces online visual processing of the effector, we should see less of an influence of effector vision on late movement variability when the target is proprioceptively defined. This reasoning is described in more detail in the next section.
Disentangling online and offline effects of vision: a note on analysis
When participants receive visual feedback about their unfolding movement, they can use that information in two ways: (1) to correct the ongoing movement if time permits, and (2) to improve performance on the subsequent trial. Disentangling these contributions to performance can be achieved by analyzing the position variability across trials at different kinematic markers and comparing the variability profiles in vision and no-vision conditions (Khan et al., 2003 (Khan et al., , 2006 . A greater decrease in variability towards the end of the movement when visual feedback is available has been used to infer online use of vision; an overall difference in variability, without a difference in profile shape, has been used to infer offline use of vision. For instance, overall variability may be lower for fast visual closed-loop movements than for fast visual open-loop movements due to refinement of motor programming based on visual feedback obtained on the previous trial (Khan et al., 2003 (Khan et al., , 2006 . Accordingly, if the ratio between variabilities in vision and no-vision conditions is relatively constant from the start to the end of the movement, one can infer primarily offline visual processing. If the ratio declines as the movement progresses (i.e. faster rate of variability decrease in vision trials than no-vision trials), one can infer that visual information was used online. This analysis assumes that increasing variability reflects feedforward processing (motor noise), while subsequent decreasing variability reflects feedback processing.
We have taken the time to explain the variability analysis because it is important for understanding the online and offline effects of real-time hand vision in our study. We did not perturb visual feedback, and so we required an analysis technique that was sensitive to subtle differences in performance across conditions. If there is reduced online visual control when the target is proprioceptively defined, this analysis should reveal a flatter vision-to-no-vision variability ratio when there is a proprioceptive target.
Methods

Participants
Eight participants from the University of Barcelona (3 female, ages 24-35), including the first author, took part in the study. Two participants were self-described left-handed, and for these participants the stimulus display was reversed, such that movements could be executed with the dominant hand. The study was approved by the local ethics committee, and participants provided informed consent.
Apparatus
The experiment was conducted in a dark room. Movements were executed with a stylus on a digitizing tablet (Calcomp DrawingTablet III 24240), which sampled the position of the stylus at a frequency of 125 Hz. Stimuli were presented on an inverted LED LCD monitor (120 Hz refresh rate) positioned above the reaching surface (i.e., the digitizing tablet). A half-silvered mirror was positioned halfway between the monitor and the reaching surface, such that stimuli presented on the monitor appeared in the same plane as the reaching surface. When lights were switched on below the mirror, vision of the hand was available; when these lights were off the hand was not visible.
Stimulus presentation was controlled with custom software written in C and run on a Macintosh Pro 2.6 GHz Quad-Core computer. Stimuli consisted of a round fixation dot (0.5 cm diameter), a round home position dot (0.5 cm diameter), a round target dot (0.5 cm diameter), and a round cursor dot (0.5 cm diameter), the position of which always coincided with the tip of the stylus. The arrangement of the stimuli is presented in Fig. 1. 
Procedure
Participants were seated in front of the apparatus such that their midline was aligned with the fixation point. They were told that they should keep their eyes on the fixation point during each trial, but that they could move their eyes between trials. Participants were asked to make a single, smooth accurate movement from the home position to the target location on each trial, always keeping the tip of the stylus in contact with the surface. No reaction time or movement time constraints were imposed. Prior to each trial, the participant had to move the stylus to the bottom left corner of the tablet (right corner for left-handed participants) to 'collect' the cursor. At this point, the cursor appeared at the tip of the stylus, and the lights below the mirror were illuminated. The illumination allowed participants to see that the cursor was aligned with the stylus and also allowed them to ensure that their target finger (the index finger of the non-dominant hand) was positioned at the visual target location on trials involving a proprioceptive target (Fig. 1 ). When they were ready, participants moved the cursor to the home position, at which point the lights were extinguished. There was then a 2 s delay, during which participants returned their eyes to the fixation point and awaited the 'go' tone.
All participants completed eight blocks of trials, the first of which contained 54 trials and the other seven of which contained 45 trials. (The first 14 trials of the first block and the first 5 trials of all subsequent blocks were treated as practice trials and excluded from analysis.) Each block was a unique combination of the three factors that were manipulated: proprioceptive target (proprioceptive target/no proprioceptive target), effector vision during the reach (cursor/no cursor), and target vision during the reach (target vision/no target vision). Prior to each block, participants were told whether a proprioceptive target would be needed for that block. On proprioceptive-target trials participants were asked to position the index finger of their non-dominant hand at the location of the visual target, such that when the stylus contacted the target finger the cursor would be directly over the visual target location. For blocks in which no proprioceptive target was needed, participants were asked to rest their non-dominant hand in a comfortable position away from the tablet. Participants were also told whether they would receive effector and/or target vision during a given block. When effector vision was absent, the cursor would disappear at the onset of the reaching movement (2.5 cm/s velocity criterion). When target vision was absent, the target would disappear at the onset of the reaching movement (2.5 cm/s velocity criterion). On all trials, regardless of condition, vision of the target and home position was available prior to the onset of the reach. Furthermore, terminal visual feedback was provided at the end of all reaches, regardless of condition; the target and cursor appeared when the velocity of the reach dropped below 2.5 cm/s. In other words, all experimental visual manipulations in our study were confined to the online portion of the movement. The order of blocks was counterbalanced across participants with a balanced Latin square design.
Data analysis
Stylus displacement data were filtered offline with a fourth-order Butterworth filter (low-pass cut-off: 7 Hz). Velocity was obtained from the filtered displacement data with a threepoint central difference calculation. The velocity data were then re-filtered with the same Butterworth filter. Movement start and end were determined by locating the first instance after trial start in which the resultant velocity (i.e. the vectorial sum of the velocities in the amplitude (x) and direction (y) dimensions of the reaching movement) exceeded the velocity criterion (2.5 cm/s). Movement end was determined by locating the first instance after movement start at which the resultant velocity fell below the velocity criterion (2.5 cm/s).
Reaching movements were normalized by movement time (MT). The MT (time from reach onset to reach end) for each trial was divided by ten, and the x and y positions of the stylus at each of each of these points was obtained. In other words, each movement was divided into ten equal time segments. This normalization was used instead of kinematic marker-based normalization for three reasons. First, it provides a more continuous description of the movements than a kinematic marker-based analysis does, which is restricted to four points (peak acceleration, peak velocity, peak negative acceleration and movement end). Second, it does not rely on the detection of peak negative acceleration, which can be difficult to accurately locate on individual trials, especially for slower, less stereotyped movements. (Our movement times were considerably longer than those employed by Khan et al. (2003) .) And third, it limits the effects of MT variability on our results, for, unlike Khan et al. (2003) , we did not constrain MT in our task. Our choice of ten time points was somewhat arbitrary, but was guided by the belief that ten points would provide a relatively continuous picture of the movement and by the fact that normalization by tenths of movement time has previously been used in kinematic analysis (Heath, Rival, & Binsted, 2004) . After the normalization of the movements we obtained the standard deviation of the stylus position in both the amplitude (x) and direction (y) dimensions of the reach at each time point.
An important consideration for this type of analysis, especially in the amplitude dimension of the reach, is the effect that differences in movement speed can have on the height of the spatial variability profile. The normalization by time that we carried out minimizes the effect of overall differences in movement speed on spatial variability if movement velocity profiles are consistent across trials. For instance, a fast and slow movement that both travel the same total distance will have traveled similar distances at each normalized time interval if their velocity profiles are symmetrical; at 50% of movement time, for example, both movements will have traveled the same distance, producing zero spatial variability at that time point. However, if velocity profiles have differing amounts of symmetry, spatial variability across trials will increase. (If movements that accelerate rapidly then decelerate slowly are mixed with movements that accelerate and decelerate at equal rates, we will see higher inter-trial spatial variability relative to a mix of trials with more consistent acceleration profiles.) Therefore, spatial variability across trials at each normalized time point reflects, to some extent, the variability in the symmetry of the underlying velocity profiles. This means that differences in peak variability are unlikely to be informative about differences in online control. This is why differences in the shapes of the variability profiles between different conditions are important for understanding visual contributions to online control, especially in the late portions of the reach; differences in shape tell us about the relative rates at which variability is decreased as the effector homes in on the target.
As a further measure of differences in online control between conditions we considered the proportion of movement time spent after peak velocity. While it is debatable whether online control is restricted to the portion of the movement after peak velocity (cf. Prablanc & Martin, 1992) , an increase in the time spent after peak velocity is associated with an increase in the amount of online control (Elliott, Helsen, & Chua, 2001) . We also examined the variability in the proportion of movement time spent after peak velocity. This provides a measure of the consistency of the velocity profiles in each condition, and may help account for any differences in peak spatial variability (described in the previous paragraph).
Three-factor (proprioceptive target, effector vision, target vision) repeated measures ANOVAs were carried out for variables of interest, with alpha set at .05. The Huynh-Feldt correction was applied for violations of the sphericity assumption. In these cases we report the unadjusted degrees of freedom, but report the p-value associated with the correction. Analysis was carried out with the 'ezANOVA' package (Lawrence, 2013) in R (R Core Team, 2013).
Results
Endpoint bias and variability
We examined constant error (the mean endpoint relative to the target location) and variable error (the standard deviation of the endpoints) in the x and y dimensions. The mean values are plotted as a function of proprioceptive target, visual target, and effector vision in Fig. 2 .
An analysis of constant error in the x dimension revealed a main effect of proprioceptive target, F(1, 7) = 10.65, p = .014, and an interaction between effector vision and proprioceptive target, F(1, 7) = 12.04, p = .01, suggesting that participants tended to reach with a shorter amplitude when there was no proprioceptive target and no cursor. (There were no significant effects involving target vision.) In the y dimension there was a significant main effect of proprioceptive target, F(1, 7) = 6.52, p = .038, indicating that participants' endpoints tended to be biased slightly away from the target in depth when there was no proprioceptive target.
An analysis of variable error in the x dimension revealed a main effect of proprioceptive target, F(1, 7) = 95.72, p < .001, a main effect of effector vision, F(1, 7) = 33.15, p < .001, an effector vision by proprioceptive target interaction, F(1, 7) = 13.01, p = .009, a target vision by proprioceptive target interaction, F(1, 7) = 6.9, p = .034, and an effector vision by target vision by proprioceptive target interaction, F(1, 7) = 10.9, p = .013. The main effects indicate that both the proprioceptive target and the cursor improved participants' performance. The two-factor interactions indicate that (1) effector vision was more important for reducing variability when there was no proprioceptive target and (2) that target vision was more important for reducing variability when there was no proprioceptive target. Finally, the three-factor interaction suggests that when participants reached toward a proprioceptive target, target vision only improved their performance when there was also effector vision. Taken together, the interaction effects for the x dimension suggest that participants relied less on cursor vision and target vision when they had a proprioceptive target to reach to. In the y dimension we observed a main effect of effector vision, F(1, 7) = 55.1, p < .001, a main effect of target vision, F(1, 7) = 8.55, p = .022, a main effect of proprioceptive target, F(1, 7) = 8.02, p = .025, and an effector vision by target vision interaction, F(1, 7) = 7.33, p = .03. The main effects indicate that the presence of any one of effector vision, target vision, or a proprioceptive target improved performance. The interaction effect indicates that the performance improvement caused by seeing the cursor was more pronounced when there was also a visible target.
Variability profiles
In Fig. 3 we present position variability for both reach dimensions over the course of the movement. The plots in Fig. 3 show the effects of proprioceptive target, target vision, and effector vision on movement variability. Fig. 3A reveals that the shapes of the variability profiles in the x dimension for cursor and no cursor conditions are similar when participants reach to a proprioceptive target. This contrasts with the profile pattern in the x dimension when there was no proprioceptive target, where the shapes of the cursor and no cursor profiles differ. The effect of the proprioceptive target on visual processing in the x dimension can be more clearly seen in the plot of the ratios in Fig. 3C . Whereas the ratio between cursor and no cursor is relatively flat throughout the reach when a proprioceptive target is present, the ratio decreases in the second half of the movement when there is no proprioceptive target. An ANOVA applied to the ratio values revealed an interaction between proprioceptive target and the tenth of the movement, F(9, 63) = 8.85, p < .001, supporting the claim that the shapes of the ratio profiles differ from each other. Target vision and the tenth of movement did not significantly interact, F(9, 63) = 3.55, p = .07, and there was no three-factor interaction, F(9, 63) < 1.
The effect of the proprioceptive target on the use of effector vision appears to be restricted to the x dimension of the reach. The variability profiles for the y dimension (Fig. 3B) show that variability tends to decrease in the latter portion of the movement when effector vision is available and tends to increase until the end of the movement when effector vision is unavailable, regardless of whether a proprioceptive target is present. The ratio plot for the y dimension (Fig. 3D) shows this more clearly; we see nearly identical effects of effector vision when the proprioceptive target is present vs. absent. For this dimension there are no effects involving either proprioceptive target or target vision (p > .25).
Proportion of movement time after peak velocity
We examined the proportion of movement time that was spent after peak velocity (PV), a measure that can tell us about the relative amounts of online control in each condition (Fig. 4A) . Although the effects were small, we did observe an interaction between effector vision and proprioceptive target, F(1, 7) = 7.58, p = .028, suggesting that vision of the cursor increased the amount of time spent after PV only when there was no proprioceptive target. We also observed an interaction between target vision and effector vision, F(1, 7) = 9.38, p = .018, suggesting that the cursor increased the amount of time after PV only when a target was also visible. Inspection of Fig. 4A suggests that this target vision by effector vision interaction only occurred when there was no proprioceptive target; however, the three-factor interaction that would support that conclusion did not reach significance, F(1, 7) = 3.76, p = .09.
We also considered within-subject variability in the proportion of movement time after PV (Fig. 4B ). This measure can tell us about how consistent the velocity profiles were in each condition. We found a significant main effect of effector vision, F(1, 7) = 6.17, p = .042, indicating that velocity profiles were more consistent when effector vision was available during the reach. No other significant effects were found for this measure (all p > .20). This effect may help explain the higher peak spatial variability in the no-cursor conditions when participants reached to a proprioceptive target (Fig. 3A) .
Reaction times and movement times
We observed no significant effects of proprioceptive target, effector vision, or target vision on reaction times or movement times, all p > .05 (Fig. 5) .
Position variability and reach velocity
In Fig. 6 we show the relationship between position variability in the x dimension of the reach and the velocity of the reach. The purpose of the figure is to demonstrate that, while variability and velocity are clearly related, velocity does not account for the differences in variability that we observed between conditions. For simplicity we have only plotted the results in the x dimension and only for the interaction between proprioceptive target and effector vision, which is the significant effect from our variability analysis (Section 3.2).
Discussion
Proprioceptive targets reduce online visual processing
The variability ratios in the x dimension of the reach (Fig. 3C) suggest that a proprioceptive target influences online visual processing. Specifically, the proprioceptive target reduced online visual processing in the x dimension of the reach, an effect that is illustrated by the relatively flat profile of the cursor-to-no-cursor variability ratio. This contrasted with the cursor-to-no-cursor ratio when there was no proprioceptive target, which exhibited a sharp decline in the latter portion of the movement. This decline in the ratio near the end of the movement is indicative of a faster decrease in movement variability when the cursor is present than when it is absent, implying a contribution of the cursor to online control. (One should keep in mind that the flat ratio in the proprioceptive target conditions does not imply an absence of online control; it only implies an absence of visually-mediated online control. In other words, variability was changing at equal rates in the cursor and no-cursor conditions, implying that online control was guided mainly by non-visual feedback when there was a proprioceptive target.) An effect of the proprioceptive target on the use of effector vision was also suggested by the time after peak velocity results. Effector vision increased the proportion of movement time spent after peak velocity, but only when there was no proprioceptive target available for guiding the movement.
The results of the endpoint analysis are also consistent with an effect of the proprioceptive target on real-time visual processing. We observed that the presence of effector vision reduced endpoint variability more when participants reached to a visual target than when they reached to a proprioceptive target, particularly in the x dimension of the reach.
The online effect of a proprioceptive target is restricted to the x dimension of the reach
Unlike the x dimension of the reach, the y dimension exhibited no online effect of the proprioceptive target on visual processing. This was shown most clearly by the virtually identical profiles for the cursor-to-no-cursor ratios for the proprioceptive and noproprioceptive target conditions. Furthermore, the endpoint variability in the y dimension did not show an interaction between proprioceptive target and effector vision, unlike endpoint variability in the x dimension.
These findings suggest that sensory estimation of the hand's location was computed differently for the x and y dimensions of the reach. While this finding is counter-intuitive, it is consistent with previous research showing that vision and proprioception have different effects on movement amplitude and direction. Proprioceptive information about target location appears to be more useful for controlling amplitude precision than direction precision, which appears to rely more on vision (Monaco et al., 2009) .
The results from the Monaco et al. (2009) study are worth considering in more detail, because that study, like ours, manipulated target modality and visual feedback. Unlike our study, which focused on the online characteristics of the reaches, the Monaco et al. study focused on reach endpoint. They showed that endpoint variability was lower for proprioceptive targets than for visual targets, particularly for movement amplitude, which is consistent with our findings. Furthermore, they showed that real-time vision had a much larger effect on amplitude precision when the target was visually defined as opposed to proprioceptively defined, a result that is consistent with our conclusion that online visual processing in the x dimension is influenced by target modality.
Previous research has suggested that vision and proprioception are differentially weighted based on their relative reliabilities in depth and azimuth relative to the observer, with proprioception being more reliable in depth, and vision being more reliable in azimuth (van Beers, Sittig, & Denier van der Gon, 1998; van Beers, Wolpert, & Haggard, 2002) . However, those reliability differences do not align with the effects we observed in the present study, where the direction dimension of the reach coincided with depth and the amplitude dimension of the reach coincided roughly with azimuth. Sensory reliabilities in depth and azimuth reported by van Beers and colleagues would predict opposite effects to what we observed here (we observed heavier weighting of vision in depth and heavier weighting of proprioception in azimuth).
There are methodological differences between our study and the van Beers studies that may be important. For instance, our study employed a stylus on a tablet, unlike the freer movements in van Beers, Sittig, and Denier van der Gon (1998). Also, van Beers, Sittig, and Denier van der Gon (1998) used a comparatively slow movement, where the report of the proprioceptive and visual target locations involved careful positioning of the reporting hand rather than a fast aiming movement, as in our study. Therefore, different findings between our studies may be due to the use of a perceptual endpoint position report (van Beers, Sittig, & Denier van der Gon, 1998) vs. a goal-directed action (our study and Monaco et al., 2009 ). We believe this task difference may be an important one.
In an action task like ours the relevant position estimation occurs while the hand is moving at high velocities; in a perceptual positioning task, however, the relevant position estimation occurs while the hand is stationary or moving slowly. For an action task, the weightings of vision and proprioception may be influenced more by movement dynamics than by the position of the hand relative to the observer. During movement, velocity changes are considerably larger in the amplitude dimension of the reach than in the direction dimension. It is possible that proprioception, with a shorter processing time than vision, provides a more up-to-date estimate of hand position than vision does (Cameron, de la Malla, & López-Moliner, 2014) . Accordingly, proprioception may be more heavily weighted in the dimension of the reach that is associated with the highest velocities. Such a velocity-dependent view of visual vs. proprioceptive weighting would be consistent with a higher proprioceptive weighting for reach amplitude than for direction.
A velocity-dependent weighting may, at first, appear to be inconsistent with the results of van Beers, Wolpert, and Haggard (2002) . In that study, participants executed reaching actions, not slow positioning reports, and the results were consistent with a depth/azimuth dichotomy for proprioceptive/visual reliabilities. However, the participants in van Beers, Wolpert, and Haggard (2002) executed movements in (roughly) the sagittal plane, such that movement amplitude/direction corresponded approximately with depth/azimuth. In other words, van Beers, Wolpert, and Haggard's (2002) depth/azimuth differences could be attributable to differences in amplitude/direction coding; therefore, their results are not necessarily inconsistent with what we found here. If our hypothesis about velocity is correct, then the orientation of a reaching movement (e.g. right to left vs. near to far) should minimally affect the weightings of vision and proprioception for fast online position estimation, whereas the position of the target relative to the observer (e.g. near left target vs. far midline target) would be more likely to affect the weightings of vision and proprioception for slow or static position estimation.
Limitations of our study
Our conclusions rely primarily on the online characteristics of reaching movements. Because of our experimental protocol, comparisons of endpoint performance are potentially problematic. In conditions where participants reached to a proprioceptive target, the target finger was present on the reaching surface and provided a contact point that may have artificially reduced endpoint variability. (Visual inspection of velocity profiles does not, however, indicate abrupt movement termination in the proprioceptive target conditions, suggesting that participants decelerated their movements normally and passed below the velocity criterion at or near target finger contact.) An alternative approach to the one we used would have been to place the target finger below the reaching surface; however, we had valid reasons for choosing the upper surface. First, we wanted to make the proprioceptive target information as reliable as possible to encourage its use during online control. The thickness of our digitizing tablet meant that a finger on its underside would be a much less precise stimulus. Second, we wanted to avoid possible drift in the proprioceptive localization of the fingertip (Wann & Ibrahim, 1992) . By having the proprioceptive target on the upper surface, we were able to provide simultaneous visual information about the hand and the visual target location between trials, ensuring a calibrated stimulus for each reach. (An ideal apparatus might include a thin, transparent reaching surface coupled with camera-based motion tracking, which would allow for minimal reduction in proprioceptive precision when the finger is on the underside and would also allow for visual calibration of the target hand.) Because our conclusions rest on the pattern of variability throughout the reaches in the proprioceptive target condition (for which the physical target was constant) and in the no-proprioceptive target condition (for which the absence of a physical target was constant), we do not believe that the use of the finger target on the reaching surface is a major concern.
A second limitation of our study was the absence of eye tracking. We used a fixation point that was independent of the target location so that we could control eye position across trials with and without a visual target during the reach. Although we stressed to participants the importance of maintaining fixation during trials, without eye-tracking data we cannot confirm that fixation was maintained. However, we think it is reasonable to assume that occurrences of broken fixation would be distributed equally among conditions. The most likely stage of a trial at which fixation would be broken is just prior to reach onset; under normal conditions, when the eyes are free to go to the target, they tend to lead the onset of the hand movement by about 40-120 ms (Desmurget et al., 2005; Gribble et al., 2002) . In our study participants had vision of the target at the start of every movement, regardless of condition (i.e., the target never disappeared before the stylus moved). In other words, the equivalent visual conditions prior to each movement in our experiment mean that unintended eye movements to the target would not be more likely to occur in any one condition over another, arguing against an eye movement confound in our study.
A third limitation of our study relates to the impurity of our proprioceptive target. Unlike many previous studies of reaches to proprioceptive targets (e.g. Adamovich et al., 1998; Bernier, Gauthier, & Blouin, 2007; Sober & Sabes, 2005) , our study did not have a proprioceptive target that was presented in the total absence of visual information. In our study, visual target information was always presented prior to the onset of the reach (regardless of the presence/absence of a proprioceptive target), so on trials with a proprioceptive target, participants had visual information during reach planning and, potentially, visual memory of the target location during online control. Our reasoning for this protocol was that it ensured that visual information was constant during reach planning, such that we could more confidently attribute differences in online visual processing between proprioceptive/no-proprioceptive target conditions to the proprioceptive target factor. In other words, by keeping the early visual information constant across all trial types we were able to ensure that any possible effects of visual memory would be present for both proprioceptive target and no-proprioceptive target trials. Furthermore, allowing participants to see both the visual target and the proprioceptive target prior to each trial ensured that the proprioceptive estimate of target location relative to the visual estimate of the target location did not drift across trials, which may happen in the absence of calibration (Wann & Ibrahim, 1992) . However, this design choice means that our proprioceptive target conditions are not directly comparable to those of studies that used a pure proprioceptive target, and it is important that our use of the term 'proprioceptive target' in the present study be understood in that context. Our design choice also means that participants had multisensory information for movement planning on trials with a proprioceptive target, which may have increased the quality of movement planning on those trials compared to movements with only visual information about target location (Block & Bastian, 2010 ; van Beers, Sittig, & Denier, 1996; cf. . Because we used analyses that allowed us to make inferences about online control independent of movement planning, the potential for multisensory processing prior to movement onset should not alter our conclusion that a proprioceptive target influences online visual processing. However, we cannot rule out the possibility that the reduction in online visual processing caused by the proprioceptive target is, in fact, due to a remembered multisensory target rather than to the real-time proprioceptive target. This alternative explanation, while possible, is not consistent with evidence that the modality of the target encourages congruent sensory coding of the effector (Sarlegna & Sainburg, 2006; Sober & Sabes, 2005 ). An increased visual contribution to the coding of a target should reduce the proprioceptive contribution to the coding of the effector. That is, if multisensory coding is present in our experiment, it probably means that our results underestimate the effect of the proprioceptive target on visual processing of the effector rather than exaggerate it.
Implications for our understanding of multisensory processing for action
Our results are consistent with the idea that the sensorimotor system prefers to limit transformations between sensory coordinate frames (Sober & Sabes, 2005) . When the system has access to information about the target and effector in the same modality, multisensory coding of the effector's starting location is weighted towards the modality that is congruent with the target (Sarlegna & Sainburg, 2006; Sober & Sabes, 2005) . Our results suggest that this principle extends to the unfolding movement; real-time estimation of the moving hand is biased towards the modality of the target, at least in the x dimension of the movement. A question that remains to be answered is whether this online coding occurs independently of the information that is available at the start of the reach or whether the dominant modality during reach planning persists into the movement; our blocked protocol meant that participants always knew what sensory information would be available during the reach, potentially biasing reach planning toward that modality. A randomized protocol, in which the modalities prior to and during the reach are independently manipulated might provide an answer to this question.
Conclusion
How we process visual information about the current position of our moving hand depends on the modality of the reach target. When the target of our reach is another part of our body, online visual information about the hand has less impact on reach control than if the target is an external, visually defined object.
