Abstract-Clustering technology has received a lot of concern in many areas such as engineering, medicine, biology and data mining. Collecting data points is the purpose of clustering and the most common clustering technology is K-means algorithm. However, results of kmeans depend on the initial state and convergence to a local optimum is also its drawback. To overcome these drawbacks, many studies have been done on clustering. This paper works out an improved optimization algorithm based on intelligent computation, which is called artificial fish swarm. The results of experiments show that the algorithm has certain superiority on speed of execution and clustering accuracy compared with the traditional k-means algorithm.
I. INTRODUCTION
When grouping data that has similar characteristics, we use cluster analysis, which is a data analysis tool. Data mining algorithms such as unsupervised classification and data summation have used cluster analysis [1] [2] [3] [4] [5] . Data mining is the process of abstracting unaware, potential and useful information and knowledge from plentiful, incomplete, noisy, fuzzy and stochastic data. It is a new subject that involves a lot of subjects and develops with these subjects. Association rule mining is an important branch of data mining to discover previously unknown, interesting relationships among attributes from large databases. In clustering analysis, the basic goal is to find out the natural grouping objects. Cluster analysis technology has been used in many fields, such as qualitative interpretation and data compression, process monitoring, the development of the local model. In general, when huge data are stored, cluster analysis algorithms are used. Clustering algorithm based on partitioning is an optimal search algorithm based on climbing the mountain, which is simple, rapid and effective, but there are also shortcomings, such as sensitivity to initial value, sensitivity to the input sequence, often falling into local optimum and so on [6, 7] . According to cluster representation method, clustering method based on the division is mainly divided into kmeans algorithm, k-medoids algorithm, CLARANS algorithm, and PAM algorithm, etc [8, 9] .
Hierarchical clustering algorithm is simple, easy to understand and easy to apply directly. Its drawback is that once a step (merge or split) is completed, it cannot be withdrawn. Once a division is wrong, it will not be corrected. To improve clustering quality of hierarchical method, we can combine other clustering with the hierarchical clustering technology to form a multi-stage clustering. Clustering algorithm based on hierarchy are BIRCH algorithm, CURE algorithm and CHAMELEON algorithm, etc Grid-based clustering method accords with standard of a good clustering algorithm, which can effectively deal with large data sets and discover clusters of arbitrary shape, successfully deal with outlier. It is not sensitive to the input sequence and do not need to specify the number of clusters and adjacent area radius parameters and can deal with high-dimensional data. Most partition method uses the distance between the object to describe the similarity between data objects to divide different groups to achieve clustering. The clustering method has good result when finding globular cluster, but discovering clusters of arbitrary shape run into trouble. Experts then put forward the clustering method based on density, the main idea of which is as long as the density of the adjacent area or the number of data points is more than a certain threshold, it will be added into similar clustering to go on clustering.
For a given data set, k-means algorithm requires user to enter the user expected classification number k and it chooses k number of points as initial clustering center according to parameter k randomly. Then calculate the distance between the left data objects and each clustering center and the left data objects is classified to the clustering nearest to the clustering center. Recalculate clustering center according to the new adjusted class. When two adjacent cluster centers do not change, then the clustering algorithm has converged standards, adjustment of the data object is completely finished, and the algorithm terminates. After the completion of the classification, there have high similarity in the cluster, and similarity among clusters is low. Usually Euclidean distance is used as the measure to evaluate similarity.
With the continuous development of computer network technology and the expansion of the network application scope, many types of network attacks and sabotage are increasing day by day. Today, network security problem is increasingly important. How to find a variety of network intrusion activities quickly and effectively is very important for ensuring the security of systems and network resources. Traditional static defense means such as firewall and data encryption have been unable to fully meet the requirements of network security. As a proactive security protection technology, intrusion detection system has become an important part of protection architectures of network security and information security. At the same time, intrusion detection methods and technologies have been a research focus in the security field.
This paper investigates network intrusion detection based on k-means cluster analysis. In order to improve quality of intrusion detection, the improved k-means algorithm is proposed according to the detection rate and the false alarm rate. Meanwhile, a cluster analysis based intrusion detection system (IDS) model is introduced, and on this basis, computer simulation and verification for algorithm has been implemented. At last, the improved clustering based on artificial fish swarm is applied in clustering the students' English score, in order to test the performance of our proposed clustering algorithm. The main research contents of this paper are as follows.
In the next section, we introduce principle of artificial fish computing [10, 11] . In Section 3 we propose an improved k-means scheme based on intelligent computing [12] [13] [14] [15] [16] [17] [18] [19] [20] . In Section 4, we test the performance of proposed scheme and k-means. In Section 5 we conclude the paper and give some remarks.
II. PRINCIPLE OF ARTIFICIAL FISH COMPUTING
Artificial fish computing technology is one of intelligent computing technologies proposed by Dr Li Xiaolei in 2003, and has now got some domestic scholars who carry on the related research. The algorithm has good ability to obtain the global extremum and can overcome the local minima. The algorithm is not sensitive to parameter selection and also has a certain adaptive ability to the initial value of search space, which is a kind of efficient, parallel and adaptive global searching algorithm and particularly suits to solve the problems in the field of combinatorial optimization, so it can be used in clustering analysis to improve clustering efficiency.
In view of the fish algorithm, the following symbols are introduced. n represents the number of fish in the fish swarm, and vector 
(4)Carry our randomly walk action and step forward.
Fourthly. Carry out clustering operation for every artificial fish.
(1) Generate companion set within its field of vision
(2) If K is not a empty set. Position of center is calculated by (4) . The number of companion in visible field is 1 
III. AN IMPROVED SCHEME BASED ON INTELLIGENT COMPUTING
Artificial fish computing technology has three arithmetic operators, which are foraging operator, clustering operator and rail operator. The three operators respectively corresponds to unified framework of social collaboration, self adaptation and competition. Each individual fish in the fish swarm randomly generates a status within their field of vision, and then judges the advantages and disadvantages between the state and the original state to decide whether to update their status. In 1566 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 the process, fish which is used to generate new individuals relies only on its own, so the number of collaboration individual is 1.
The i -th object is selected -the i-th object is assigned to its nearest cluster center If all objects are selected Each center is updated by means of averaging all of the assigned points .
If centroids are changed
Stop and print the results. ( 1, 2, )
The proposed clustering algorithm is as follows based on artificial fish swarm.
Step1. Firstly individual encoding of the fish swarm should be done. We adopt real number encoding and the objective of the algorithm is to divide the data set. So clustering centers are worked out firstly and the problem is transformed to solve clustering center. The individuals in the fish swarm are vectors to be solved and individuals are encoded as follows. Step2. The fitness function is dispersion degree within the clustering and the objective is to make dispersion degree within the clustering minimum. Also it can be converted to a maximization problem using (10) , where
Step3. In the process of initialization, this algorithm randomly generates individual fish in the fish swarm and each fish represents a possible solution which is made up of m number of clustering centers. There are M number of clusters. Then clustering center of each cluster is calculated to generate a fish individual vector. Repeat this until all individuals we need are generated. Step5. Improved algorithm of foraging behavior. In the original fish algorithm, fish swarm individual just has one progress direction and it goes on step by step every time. In order to extend its search range, the following adjustment is done when the state of current fish is i x . 1) Randomly generate the next state according to (12) .
2) If ( ) ( )
, modify the state of artificial fish according to (13) , otherwise return to step 1 to attempt _1 try number  times.
3) If attempt does not succeed, the fish swarm individual generates new state according to (14) .
Step6. Field of vision and the step size parameter adjustment. Parameter field of artificial fish swarm visual is modified and step length step is also adjusted dynamically instead of fixed data according to (15) . 
Step7. Neighborhood center handling in train operation. The optimal position of present fish swarm is represented by gbest X , in order to increase searching speed, optimal position of the individual fish neighborhood is replaced by global optimal position of current time according to (16) .
Here we use compression mapping theorem for the convergence explanation of the proposed algorithm. X is a non-empty set, and d is a mapping from XX  to R . If some element x , y and z meets the following three conditions, ( , ) Xd is called metric space. 
In metric space ( , ) Xd , if 11 , , , x y x y are any elements in X , then the following formula sets up.
( , ) ( , ) 
When t   , the algorithm converges. X is a state set including all possible states in the evolution. Evolution process is a mutual state conversion state that is self mapping process of the set. :
f X X  is mapping operation in the set which is evolution process. 
IV. EXPERIMENT AND ANALYSIS
In order to test the effectiveness of algorithm, we randomly choose multiple groups of data from KDDcup99 for experiment. Experimental environment is a HP computer, and configuration is AMD dual-core CPU. Clock frequency is 2.OGHz and memory is 2G. Software environment is the Windows XP professional edition SPZ and matlab6.0. The comparison results between our proposed algorithm and k-means on 20% dataset is shown in TABLE I. The comparison results between our proposed algorithm and k-means on 50% dataset is shown in TABLE II. The comparison results between our proposed algorithm and k-means on 100% dataset is shown in TABEL III. Each algorithm runs 50 times on each data set. In TABLE I, average clustering accuracy of our proposed algorithm is 98.19% and average clustering accuracy of K-means is 95.21%. Maximum clustering accuracy of our proposed algorithm is 99.99% and maximum clustering accuracy of K-means is 99.99%. Minimum clustering accuracy of our proposed algorithm is 97.32% and minimum clustering accuracy of K-means is 92.10%. In TABLE II, average clustering accuracy of our proposed algorithm is 97.10% and average clustering accuracy of K means is 94.93%.
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JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 Maximum clustering accuracy of our proposed algorithm is 99.15% and maximum clustering accuracy of K-means is 96.15%. Minimum clustering accuracy of our proposed algorithm is 95.12% and minimum clustering accuracy of K-means is 91.10%. In TABLE III, average clustering accuracy of our proposed algorithm is 95.95% and average clustering accuracy of K-means is 92.57%. Maximum clustering accuracy of our proposed algorithm is 98.95% and maximum clustering accuracy of K-means is 95.35%. Minimum clustering accuracy of our proposed algorithm is 94.18% and minimum clustering accuracy of K-means is 89.67%. From the data of three tables, we can see that the performance of proposed algorithm on three datasets is better than k-means algorithm. With increasing of data, three indexes decreases slowly. Three indexes of k-means algorithm decreases slowly with increasing of data, but decreasing scale is larger than proposed algorithm. The comparison results on running time based on different dataset is shown in Fig.2 and the comparison results on running time based on different clustering is shown in Fig. 3 . The blue line represents our proposed algorithm and the green line represents K-means algorithm. In Fig.2 , when data size is smaller than 6000, running time of our proposed algorithm is nearly the same with that of K-means algorithm. When data size is bigger than 6000, running time of our proposed algorithm is much smaller than that of K-means algorithm. In Fig.3 , when data size is smaller than 25, running time of our proposed algorithm is longer than that of K-means algorithm. When data size is bigger than 25, running time of our proposed algorithm is much smaller than that of Kmeans algorithm. Our proposed algorithm and K-means have certain linear relationship with the number of datasets and the number of clustering. When the data set is small, the two algorithms are the same basically. Even K-means is a little faster than our proposed algorithm. But with the increasing of data set, efficiency of our proposed algorithm turns up, and proposed algorithm is faster than k-means. That is because intelligent algorithm adopts heuristic search, which is faster than k-means algorithm which uses gradient descent method to converge.
The Lincoln laboratory intrusion detection system evaluation data set MIT '1998 is used to test convergence performance test of three kinds of algorithm, which is shown in Fig. 4 . Type of attack included by data is normal, denial of service, remote and local users illegal access, illegal monitor and probing attacks. Take 15% of the original data as test data, and use the genetic algorithm, differential evolution algorithm, our proposed algorithm for comparison. In Fig. 4 , the blue line represents genetic algorithm, the green line represents differential evolution algorithm and the red line represents our proposed algorithm. It can be seen from the diagram after about 40 iterations our proposed algorithm converges to the optimal value, differential evolution algorithm converges after about 60 iterations and the genetic algorithm converges after about 70 iterations. Our proposed algorithm has good convergence performance. Take 30% of the original data as test data, and do eight experiments, the value of fitness function when three algorithms converge is shown in TABLE IV. Number from 1 to 8 represents experiment times. In the first experiment, our proposed scheme converges to 18.5516, differential evolution algorithm converges to 17.0136, and genetic algorithm converges to 17.0671. In the second experiment, our proposed scheme converges to 18.5516, differential evolution algorithm converges to 18.5426, and genetic algorithm converges to 18.5326. We can calculate variance corresponding to each algorithm. Convergence stability of proposed algorithm is better than differential evolution algorithm and genetic algorithm.
Experimental data shows that our proposed algorithm has improved in solving accuracy compared with kmeans, and with the amount of data increasing, computation time does not increases too much, which is more suitable for large data calculation compared with kmeans clustering algorithm.
Here we design another experiment, in order to test the performance of our proposed clustering algorithm in actual situation. We use students' score of English in teaching management system in some university. In teaching management system, the score of students plays an important role in the evaluation of teaching quality in college. Clustering English score of students is an important part of English education management. The traditional algorithm is to use the original English score and English score is directly classified according to the score height which has some disadvantages. For example, if the examination questions are more difficult, students' overall score will be lower. If we evaluate students in accordance with the traditional clustering method, it will be unfair and also can't evaluate teacher's teaching effect reasonably and effectively. In order to improve the English teaching management level, clustering analysis for English score management has been a systematic analysis and research.
It can be concluded that clustering results of k-means depends on the choice of cluster centers. It is difficult to cluster large amounts of data in score management system. Fig. 5 is running time comparison of k-means algorithm and our proposed clustering algorithm based on artificial fish swarm. The blue line represents running time of K-means algorithm and the red line represents running time of our proposed algorithm. When size of data set is small, convergence speed of the two algorithms is nearly the same. However, with the increasing of the size of the data set, convergence speed of the artificial fish swarm algorithm is faster than that of k-means algorithm, which dues to heuristic search application of intelligent algorithm. This paper gives mathematical model of cluster analysis, and studies the technique of artificial fish used to solve the problem of clustering, at the same time relevant improvements were made on the algorithm. The proposed algorithm has better global convergence ability and computational efficiency. Experiments based on intrusion detection show that the algorithm has certain superiority on speed of execution and clustering accuracy compared with the traditional k-means algorithm.
The improved clustering based on artificial fish swarm is applied in clustering the students' English score. The results show that convergence speed of the improved algorithm based on artificial fish swarm is faster than that of k-means algorithm. The proposed method also provides an important reference for clustering analysis of English score management.
