We propose a new method for the approximation of exact controls of a second order infinite dimensional system with bounded input operator. The algorithm combines Russell's "stabilizability implies controllability" principle with the Galerkin's method. The main new feature brought in by this work consists in giving precise error estimates. In order to test the efficiency of the method, we consider two illustrative examples (with the finite element approximations of the wave and the beam equations) and we describe the corresponding simulations.
Introduction
The numerical study of the exact controls of infinite dimensional systems started in the 90's with a series of papers of Glowinski and Lions (see [7, 8] ) where algorithms to determine the minimal L 2 −norm exact controls (sometimes called HUM controls) are provided. Several abnormalities presented in these works stand at the origin of a large number of articles in which a great variety of numerical methods are presented and analyzed (see, for instance, [21] , [6] and the references therein). However, except the recent work [5] , where the approximation of the HUM controls for the one dimensional wave equation is considered, to our knowledge, there are no results on the rate of convergence of the approximative controls.
The aim of this work is to provide an efficient numerical method for computing exact controls for a class of infinite dimensional systems modeling elastic vibrations. Our main theoretical result gives the rate of convergence of our approximations to an exact control. Moreover, to illustrate the efficiency of this approach, we apply it to several systems governed by PDE's and we describe the associated numerical simulations. Our methodology combines Russell's "stabilizability implies controllability" principle with error estimates for finite element type approximations of the considered infinite dimensional systems. We focus on the case of bounded input operators which excludes boundary control for systems governed by partial differential equations. However, the method can be partially extended to the unbounded input operator case, see Remark 2.7 below.
In order to give the precise statement of our results we need some notation. Let H be a Hilbert space and assume that A 0 : D(A 0 ) → H is a self-adjoint, strictly positive operator with compact resolvents. Then, according to classical results, the operator A 0 is diagonalizable with an orthonormal basis (ϕ k ) k 1 of eigenvectors and the corresponding family of positive eigenvalues (λ k ) k 1 satisfies lim k→∞ λ k = ∞. Moreover, we have
and
For α 0 the operator A α 0 is defined by The induced norm is denoted by · α . From the above facts it follows that for every α 0 the operator A 0 is a unitary operator from H α+1 onto H α and A 0 is strictly positive on H α .
Let U be another Hilbert space and let B 0 ∈ L(U, H) be an input operator. Consider the systemq (t) + A 0 q(t) + B 0 u(t) = 0 (t 0), (1.2)
The above system is said exactly controllable in time τ > 0 if for every
In order to provide a numerical method to approximate such a control u, we need more assumptions and notation.
and that there exist θ > 0, h * > 0, C 0 > 0 such that, for every h ∈ (0, h * ),
where π h is the orthogonal projector from H 1 2 onto V h . Assumptions (1.4)-(1.5) are, in particular, satisfied when finite elements are used for the approximation of Sobolev spaces. The inner product in V h is the restriction of the inner product on H and it is still denoted by ·, · . We define the linear operator A 0h ∈ L(V h ) by
The operator A 0h is clearly symmetric and strictly positive.
Denote U h = B * 0 V h ⊂ U and define the operators B 0h ∈ L(U, H) by
where π h is the orthogonal projection of H onto V h . Note that Ran B 0h ⊂ V h . As wellknown, since it is a projector, the operator π h ∈ L(H) is self-adjoint. Moreover, from (1.5) we deduce that
Since U h = B * 0 V h , from (1.9) it follows that Ran B * 0h = U h and that
The above assumptions imply that, for every h * > 0, the family
In what follows, we give an algorithm to compute an approximation u h ∈ C([0, τ ]; U h ) of an exact control u ∈ C([0, τ ]; U ), which drives the solution of (1.2)-(1.3) from the initial state [
to rest in time τ . For every h > 0 and n 1 we consider the following second order ODE's :
(1.14)
For every h > 0 we appropriately choose N (h) ∈ N (see Theorem 1.1 below) and we define w 0h
With this notation, u h is defined by
where w h and w b,h are the solution of
We can now formulate the main result of this paper. 
Moreover, there exist constants h * > 0 and C := C τ such that we have
We prove this theorem in Section 4. In the second section we recall some background on exact controllability and stabilizability. Section 3 provides some error estimates. In Section 5 we apply our results to the wave equation in two space dimensions and to the Euler-Bernoulli beam equation, providing numerical simulations.
Some background on exact controllability and uniform stabilization
In this section we recall, with no claim of originality, some background concerning the exact controllability and uniform stabilizability of the system (1.2), (1.3). We give, in particular, a short proof, adapted to our case, of Russell's "stabilizability implies controllability" principle. This principle has been originally stated in Russell [15, 16] (see also Chen [4] ).
Consider the second order differential equation
1)
It is well known that the above equation defines a well posed dynamical system in the state space X = H 1 2 × H. More precisely, the solution [ 
where T is the contraction semigroup on X generated by A − BB * and A :
We also consider the backwards system
It is not difficult to check that the solution w ḃ w b of (2.4), (2.5) is given by
where S is the contraction semigroup in X generated by −A − BB * .
We define L τ ∈ L(X) by
With the above notation, the operator L τ clearly satisfies L τ = S τ T τ . 
Proof. The fact that T and S are exponentially stable is well-known (see, for instance, Haraux [9] and Liu [12] ). The more precise facts that T τ L(X) < 1 and S τ L(X) < 1 are easy to establish (see, for instance, Lemma 2.2 in Ito, Ramdani and Tucsnak [10] ).
The particular case of Russell's principle [16] , which we need in this work, is given by the following result:
where w and w b are the solutions of (2.1)-(2.2) and (2.4)-(2.5) respectively, with 
Then q clearly satisfies (1.2) with u given by (2.9). Moreover, from (2.10) it follows that q satisfies the initial conditions (1.3). Finally, from (2.5) it follows that
Remark 2.4. Using the semigroup notation, an alternative way of writing (2.9) is
where w 0 , w 1 satisfy (2.10).
We need below the fact that the restrictions of T and S to H 1 × H 1 2 and H 3 2 × H 1 are exponentially stable semigroups. Sufficient conditions for this are given in the result below. 
It follows that indeed the restriction of T to
is a contraction semigroup on this space with generator the restriction of A − BB * to H 3 2 × H 1 . The second assertion on T can be easily obtained by iterating this argument. The corresponding assertions for S can be proved in a completely similar manner. Finally, the estimates (2.12) follow from the corresponding estimates for the norms in L(H 
Remark 2.7. Russell's principle can be extended to the the case of unbounded input
is the dual of H 1 2 with respect to the pivot space H. In this case the system (2.1)-(2.2) is still well-posed and it keeps most of the properties holding for bounded B 0 (see, for instance, [20] , [18] and references therein). For a quite general form of Russell's principle for unbounded input operators we refer to [14] .
An approximation result
The aim of this section is to provide error estimates for the approximations of (2.1) by finite-dimensional systems. Using the notation in Section 1 for the families of spaces (V h ) h>0 , (U h ) h>0 and the families of operators (π h ) h>0 , (A 0h ) h>0 , (B 0h ) h>0 , we consider the family of finite dimensional systems
In the case in which B 0 = 0 and A 0 is the Dirichlet Laplacian, it has been shown in Baker [1] that, given w 0 ∈ H 3 2 , w 1 ∈ H 1 , the solutions of (3.1) converge when h → 0 to the solution of (2.1). Moreover, [1] contains precise estimates of the convergence rate. The result below shows that the same error estimates hold when A 0 is an arbitrary positive operator and B 0 = 0. Throughout this section we assume that
, w 1 ∈ H 1 and let w, w h be the corresponding solutions of (2.1), (2.2) and (3.1), (3.2) . Moreover, assume that
Proof. We first note that, according to Proposition 2.5, we have
whereas, using (1.6) and (1.10), we see that (3.1) is equivalent to
Taking v = v h in the first one of the above relations and subtracting side by side it follows that
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We set
Using (3.5) it follows thaṫ
We have thus shown thaṫ
which yields
The above estimate, combined with (3.4), to the fact that E h (0) = 0 and to (1.5), implies that there exist two constants K, h * > 0 such that, for every h ∈ (0, h * ), we have On the other hand, using (3.4), combined with (1.4) and (1.5), we have that there exists a constant h * > 0 such that, for every h ∈ (0, h * ),
for some constant K > 0. The last two inequalities, combined to (3.6) yield the conclusion (3.3).
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The discrete analogues of the semigroups T, S and of the operator L t , denoted by T h , S h and L h,t respectively, are defined, for every h > 0, by
The following two results are consequences of Proposition 3.1.
Corollary 3.2.
There exist two constants C 1 , h * > 0 such that, for every h ∈ (0, h * ) and t > 0, we have (recall that L t = S t T t for every t 0):
Proof. The estimate (3.10) is nothing else but (3.6) rewritten in semigroup terms. To prove (3.11), it suffices to notice that P S t = T t P where
Finally, estimate (3.12) can be easily obtained from (3.10) and (3.11).
Corollary 3.3. There exist three constants C 0 , C 1 , h * > 0 such that, for every t > 0, h ∈ (0, h * ) and k ∈ N we have
Proof. We have
From Proposition 2.5 it follows that, for every t 0, H 3 2 × H 1 is an invariant space for L t . Using this fact combined to (1.4) and (1.5) we obtain that there exists a constant C 0 > 0 such that the first term of the right-hand side of the above inequality satisfies
For the second term of the right-hand side in (3.13) we have
By an obvious induction argument it follows that
Finally, combining (3.13)-(3.15), we obtain the conclusion of the corollary.
Proof of the main result
In this section we continue to use the notation from (3.7)-(3.9) for A h , B h , T h , S h , L h and Π h . We first give the following result: 
(4.1)
Then there exist three constants C 2 , C 3 , h * > 0 such that, for every h ∈ (0, h * ), we have
Proof. We first note that from Proposition 2.5 and the fact that Q 0 ∈ H 3 2 × H 1 it follows that W 0 given by (2.10) still belongs to H 3 2 × H 1 . Using (2.11), (4.1), (1.9) and (3.7) we see that for every t ∈ [0, τ ] we have :
Let h * > 0 be chosen like in Proposition 3.1. To bound the first term in the right hand side of (4.3) we note that since B * = 0 B * 0 and B * 0h = B * 0 π h we have that
where we have denoted
. Using next (1.8) and Proposition 2.5 we obtain that there exists a constant C 0 > 0 such that
Similarly we show that the third term in the right hand side of (4.3) satisfies
To bound the second term in the right hand side of (4.3) we use the uniform boundedness of the family of operators (B * 0h ) h∈(0,h * ) in L(H, U ) and Proposition 3.1 to get 0 B *
The forth term in the right hand side of (4.3) can be estimated similarly to get
Using (4.4)-(4.7), relation (4.3) yields
for some constants C 2 , C 3 > 0 and h ∈ (0, h * ). Using in the above estimate the fact, following from Proposition 2.5 and (2.10), that
we obtain the conclusion of this lemma.
We are now in a position to prove the main result of this work.
Proof of Theorem 1.1. Using the semigroup notation introduced in Section 2 we can write u h given by (1.16) as
where 10) it suffices to evaluate the two terms from the right, where v h is given by (4.1).
To estimate the second term in the right-hand side of (4.10) we first note that
It follows that there exists a positive constant C with
The above estimate and Corollary 3.3 imply that there exists C > 0 such that
Combining this last estimate with (4.2) and taking
we obtain the conclusion (1.21). 
Indeed, this control ζ h is given by the formula 
Examples and numerical results
In this section we apply our numerical method to approximate exact controls for the two dimensional wave equation and for the Euler-Bernoulli beam equation. For both examples we consider distributed controls.
The wave equation
In this subsection we consider the approximation of an internal distributed exact control for the wave equation with homogeneous Dirichlet boundary condition.
Let Ω ⊂ R 2 be an open connected set with boundary of class C 2 or let Ω be a rectangular domain. Let O ⊂ Ω, O = Ω be an open set. We consider the control problem
In order to apply the method described in (1.11)- (1.20) to this case we need appropriate choices of spaces and operators. We take H = L 2 (Ω), U = H and A 0 :
where we use the notation H m (Ω), with m ∈ N, for the standard Sobolev spaces. It is well known that A 0 is a self-adjoint, strictly positive operator with compact resolvents. The corresponding spaces H 3
2
, H 1 and H 1 2 introduced in Section 1 are in this case given by
The control operator B 0 ∈ L(H) is defined by
The operator B 0 is clearly self-adjoint and
). Moreover, we assume that τ and O are such that the system (5.1)-(5.3) is exactly controllable in time τ , i.e., that for every [
. Sufficient conditions in which this assumption holds are give in various works, see Lions [11] , Bardos, Lebeau and Rauch [2] , Liu [12] .
To construct an approximating family of spaces (V h ) h>0 we consider a quasi-uniform triangulation T h of Ω of diameter h, as defined, for instance, in [3, p.106] . For each h > 0 we define V h by V h = ϕ ∈ C(Ω) ϕ |T ∈ P 1 (T ) for every T ∈ T h , ϕ |∂Ω = 0 , where P 1 (T ) is the set of affine functions on T . It is well-known (see, for instance, [13, p.96-97] ) that the orthogonal projector π h from H 1 2 = H 1 0 (Ω) onto V h satisfies (1.4) and (1.5) for θ = 1.
With the above choice of spaces and operators, denoting by N (h) = θ ln Lτ ln h , the first part of the general method described in (1.11)-(1.20) reduces to the computation of the families of functions (
The second part of the method described in (1.11)- (1.20) reduces to the computation of w 0h and w 1h defined by
Finally, the approximation u h of the exact control u is given by
Since we checked above all the necessary assumptions, we can apply Theorem 1.1 to obtain
for some constants h * , C > 0.
The efficiency of the algorithm has been tested in the case
, where x 1 , x 2 , y 1 , y 2 ∈ (0, 1) are such that x 1 < x 2 and y 1 < y 2 . The initial data that we want to steer to zero are the "bubble" functions q 0 (x, y) = q 1 (x, y) = x 3 y 3 (1 − x) 3 (1 − y) 3 and the control time is τ = 2 √ 2. Note that [
. We use 60 points of discretization in each space direction. For the time discretization we used a classical centered-difference implicit scheme and the CFL number is α = 1/20. 
The Euler-Bernoulli beam equation
This subsection is dedicated to the problem of the approximation of an internal distributed exact control for the Euler-Bernoulli beam equation.
Let Ω = (0, 1) and let O ⊂ Ω be an open and nonempty interval included in Ω. We consider the following problem 
Norm estimates
Norm of q(t) andq(t) In order to apply the method described in this paper we need to choose appropriate spaces and operators. Let H = L 2 (Ω), U = H and consider the operator A 0 : D(A 0 ) → H, defined by D(A 0 ) = ϕ ∈ HFinally, the approximation u h of the exact control u is given by for some constants h * , C > 0.
We tested the algorithm in the case O = ( ) and the initial data that we want to steer to zero are q 0 (x) = x 5 (1 − x) 5 , q 1 (x) = −q 0 (x) and the control time is τ = 1. Note that [
× H 1 . We used N = 100 discretization points in space and in time an implicit centered-difference scheme with the CFL number equal to 0.1. w 1h ]. In Figure 4 is given the form of the approximate control u h corresponding to the initial data [ 
