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Driven particles in presence of crowded environment, obstacles or kinetic constraints often exhibit
negative differential mobility (NDM) due to their decreased dynamical activity. We propose a new
mechanism for complex many-particle systems where slowing down of certain non-driven degrees of
freedom by the external field can give rise to NDM. This phenomenon, resulting from inter-particle
interactions, is illustrated in a pedagogical example of two interacting random walkers, one of which
is biased by an external field while the same field only slows down the other keeping it unbiased.
We also introduce and solve exactly the steady state of several driven diffusive systems, including a
two species exclusion model, asymmetric misanthrope and zero-range processes, to show explicitly
that this mechanism indeed leads to NDM.
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The linear response of a system close to thermal equi-
librium is characterized by the fluctuation-dissipation
theorem [1]. The current generated by a small exter-
nal drive can be predicted from equilibrium correlation
functions using the so-called Green-Kubo relations [2, 3]
and the mobility, that is the ratio of the average particle
current to the external force, remains necessarily posi-
tive. Away from equilibrium, the linear response formula
gets modified [4] and positivity of mobility is no longer
guaranteed. In fact, particles driven far away from equi-
librium might show absolute negative mobility [5–8] or
negative differential mobility.
Negative differential mobility (NDM) refers to the
physical phenomenon when current in a driven system
decreases as the external drive is increased [9, 10]. This
has been observed in various systems, both in context of
particle [9, 11, 12] and thermal transport [13–15]. In par-
ticular, the occurrence of NDM of driven tracer particles
in presence of obstacles [16–20] or in steady laminar flow
[21] or crowded medium [22, 23] have been studied exten-
sively in recent years. NDM has also been observed in
driven many-particle systems in presence of kinetic con-
straints [24] or obstacles [20, 25]. The emergence of NDM
in all these systems is typically associated with ‘trapping’
of the driven particles; the obstacles or the crowded en-
vironment slows down the particle motion as the driving
is increased, which, in turn, reduces the current. This
trapping is usually characterized by a decrease in the so
called ‘traffic’ or dynamical activity [16, 19], which plays
a key role in understanding response of nonequilibrium
systems [4, 26].
In interacting systems, current constitutes of contribu-
tions from many degrees of freedom (or different types of
particles or modes), each of which can be driven sepa-
rately; the external field might also act differently on dif-
ferent modes. Reducing the dynamical activity or ‘traf-
fic’ of some degrees of freedom which are not necessarily
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driven, can be expected to influence the dynamical ac-
tivity of the driven ones due to interaction; this raises a
possibility of having a new mechanism to induce NDM
in interacting systems.
In this article we propose a generic mechanism for
NDM in driven interacting particle systems. We show
that if the inter-particle interaction slows down the time
scale of modes which are not necessarily driven, then
a non-monotonic behaviour of current might arise lead-
ing to a negative differential mobility. We introduce an
interacting two-species model to demonstrate explicitly
that the increased external bias on one species can in
fact reduce the dynamical activity of the other. NDM
appears to be a direct consequence of this effect; trap-
ping of driven particles alone by the increased bias may
not be sufficient. To validate this scenario we introduce
and study several exactly solvable models, the simplest
being two distinguishable random walkers on a one di-
mensional lattice interacting via mutual exclusion. We
explicitly show that when one of the particles is driven
by an external field, corresponding current may decrease
when the escape rate of the second, undriven, particle
decreases as a function of the field. We generalize this
scenario to interacting many particle systems with two
or more species of particles, with and without hardcore
interactions.
Let us first consider a system of interacting particles of
two species on a one-dimensional periodic lattice of size
L. Each site i = 1, 2 . . . L is either vacant or occupied by
at most one particle of kind A or B, represented by the
site variables τi = 0, A,B respectively. The configuration
of the system evolves following the dynamical rules,
A0
p


q
0A ; XB0
r(X)→ X0B ; 0BX l(X)→ B0X, (1)
where r(X), l(X) are the hop rates of a B particle to the
right and left empty neighboring sites, respectively, when
X = 0, A,B is the occupancy of the other neighbor. Here
we consider a specific case q = 1 − p, r(0) = w and all
other rates r(X) = 1−w = l(X); this corresponds to the
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FIG. 1. Current jA,B (solid line) and ‘traffic’ iA,B (dashed
line), from simulations of the two species model defined in
Eqs. (1) and (2) for L = 1000, ρA = 0.1, w = 0.9 and α = 0.01.
(a) and (b) correspond to ρB = 0.1, 0.5 respectively.
physical scenario where isolated B particles are driven by
a constant bias quantified by w while other B particles
diffuse symmetrically. In addition to the dynamics (1),
we also allow an exchange between neighboring A and B
particles,
AB
α

α
BA (2)
to ensure ergodicity in the phase space. Clearly the dy-
namics conserves both densities ρA,B = NA,B/L where
NA,B are the number of particles of the respective
species. For a fixed value of parameters w,α and den-
sities ρA,B we would like to see how the current varies
with p or equivalently the biasing field ε = ln p1−p , de-
fined consistently with local detailed balance [27], tak-
ing kBT = 1 for the sake of simplicity. Note that B
particles are not driven by this external field ε. Using
Monte Carlo simulations of the model we measure the av-
erage current jA,B = (〈nA,Br 〉 − 〈nA,Bl 〉)/L where 〈nA,Br 〉
( 〈nA,Bl 〉) are the average number of right (left) jumps
of A or B particles in unit time, measured in the steady
state. Figure 1 shows jA,B for two different densities
ρB = 0.1, 0.5 of the B-particles; NDM is seen in the
former case while the current shows a monotonic be-
haviour in the latter one. To understand the origin of
the NDM in this system and to investigate if the driving
is, somehow, leading to a ‘trapping’ of the particles, we
measure the average ‘traffic’ or time-symmetric current
iA,B = (〈nA,Br 〉 + 〈nA,Bl 〉)/L of the A,B particles which
are also shown in the Fig. 1 (dashed lines). The inverse
of the traffic measures the typical time-scales associated
with particle jumps; it seems that iA is a decreasing func-
tion of the drive signifying that the A particles, apart
from being driven, are indeed also ‘slowed down’ by the
field ε. Surprisingly, however, it turns out that, decreas-
ing iA alone is not sufficient (see Fig. 1(b)) rather it is
the slowing down of the B particles which is the deci-
sive factor giving rise to NDM [28]. To observe NDM,
decreasing traffic of the driven degrees is certainly neces-
sary (as observed in other many-particle systems [20, 24])
but its insufficiency here indicates presence of possible
additional controlling factors.
Based on this phenomenological picture we propose
a possible mechanism for NDM in interacting systems:
particle current in a driven many particle system might
show a non-monotonic behaviour if some modes, which
are not driven by the external field, slow down with in-
creased driving. To substantiate this scenario, we con-
sider several interacting particle systems where some de-
grees of freedom are biased by the external field, whereas
the same field slows down other modes explicitly. The
aim is to show from exact steady state calculations that
particle current in such situations indeed exhibit NDM,
purely due to the effect of inter-particle interaction.
Two random walkers: As a simple prototypical exam-
ple of two interacting current-carrying modes we consider
two distinguishable particles, denoted by A and B, on a
periodic lattice interacting via hardcore exclusion, i.e.,
the occupancy of the site i is τi = A,B, 0 where parti-
cles A and B cannot occupy the same site. The particles
follow a dynamics,
A0
p


q
0A, B0
ψ


ψ
0B. (3)
In this Two Random Walkers (TRW) model, the external
bias affects the particles differently: the A particle is
driven by the external field ε = ln(p/q) whereas the B
particle performs an unbiased random walk with jump
rate ψ(ε) — also depending on the field ε.
We use the so called Matrix Product Ansatz [29] to
express the steady state weight P (C) for any configura-
tion C in a matrix product form : P (C) = Tr[
∏L
i=1Xi]
where the matrix Xi = Aˆδτi,A+Bˆδτi,B+Eˆδτi,0 represents
occupancy τi of the site i. The matrices Aˆ, Bˆ, Eˆ must sat-
isfy the following set of algebraic relations to satisfy the
Master equation in the steady state
Aˆ2 = 0 = Bˆ2; pAˆEˆ − qEˆAˆ = x0Aˆ;
ψ(BˆEˆ − EˆBˆ) = x0Bˆ, (4)
where x0 is an auxiliary scalar. We find a 2×2 represen-
tation of the matrices Aˆ, Bˆ, Eˆ which satisfies the algebra
(4) with a choice x0 = ψ
p−q
ψ+q ,
Aˆ =
(
0 1
0 0
)
Bˆ =
(
0 0
1 0
)
Eˆ =
(
γ 0
0 1
)
, (5)
where γ = p+ψq+ψ . The partition function of the system of
size L is then ZL =
∑
C P (C) = Tr[(Aˆ + Bˆ + Eˆ)
L] =
γL−1−1
γ−1 . The average stationary current of A particle is
jA = p〈A0〉 − q〈0A〉 = x0ZL−1
ZL
' (p− q)ψ
(p+ ψ)
, (6)
we have taken the thermodynamic limit L → ∞ in the
last step. Due to the presence of the interaction, the B
particle also exhibits a stationary current which depends
on ε; in fact, jB = jA (as expected in the absence of
particle exchange) and the total particle current j = jA+
jB = 2
(p−q)ψ
(p+ψ) . The response of the current j to a small
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FIG. 2. NDR in interacting two-species model. (a) jA ob-
tained from exact steady state results for α = 0 are shown for
ρB = ρA = 0.1, 0.3; the threshold values are ε
∗ = 1.53, 1.76
respectively. For TRW model we plot jA/200 for better visi-
bility. (b) For α > 0, jA (solid lines) and jB (dashed lines) are
obtained from simulations with L = 1000, ρA = 0.1, ρB = 0.3,
and different α = 0.05, 0.1 and 0.15.
increase in ε is quantified by the differential mobility
dj
dε
=
(p′ − q′)ψ + (p− q)ψ′
(p+ ψ)
− (p− q)ψ(p
′ + ψ′)
(p+ ψ)2
, (7)
where prime denotes derivative w.r.t. ε. Equilibrium cor-
responds to ε = 0, i.e., p = q (remember that q = e−εp)
and the mobility, as expected near equilibrium, is posi-
tive irrespective of the functional form of ψ. On the other
hand, in the large driving limit ε → ∞, assuming p and
p′ remain finite, we have,
j′(∞) = − lim
ε→∞
p2ψ2
(p+ ψ)2
d
dε
(
1
p
+
1
ψ
)
(8)
This sets a criterion for NDM in TRW model: if asymp-
totically the increasing rate of ψ−1 is larger than the de-
creasing rate of p−1, then there will be a finite bias ε∗ > 0
above which the response is negative. Since the inverse
rates measure the diffusion time scales, and the particles
here interact via strong repulsive interaction (here hard-
core), this criterion is in tune with the proposition given
in Ref. [22]. In particular, for the cases q = 1/(1 + eε)
(i.e., p = 1− q) or q = e−ε (p = 1), any choice of ψ(ε) for
which ψ′(∞) < 0 would exhibit NDM. Current jA = j/2
as a function of ε for q = e−ε, ψ(ε) = 1/(1 + ε) is shown
in Fig. 2(a); NDM occurs here for ε > ε∗ = 1.505.
A somewhat similar model with two coupled Brownian
particles is studied in Ref. [30] where only one of the
particles was driven by both a static and a time-periodic
force and it was observed that the second particle exhibits
NDM in some parameter regime. In contrast, here we
show that NDM occurs for both the particles when the
escape rate of the undriven particle is decreased with
increasing drive.
The TRW model, being a simple prototype of two cur-
rent carrying modes, lacks some important features of
realistic driven systems. In the following we study sev-
eral more complex driven interacting systems and show
that a similar mechanism indeed induces NDM.
Two species exclusion process: Our next example is a
generalized version of dynamics (3) with an added parti-
cle exchange dynamics
A0
p


q
0A, B0
ψ


ψ
0B, AB
α

α
BA. (9)
Unlike the TRW model, now we have macroscopic num-
bers of A and B particles, with conserved densities ρA
and ρB respectively.
First let us consider the case α = 0. In absence of
particle exchange the number of As (Bs) trapped be-
tween to consecutive Bs (As) are conserved and thus
the configuration space is not ergodic. One can how-
ever choose to work in one particular sector; the dy-
namics then enforces ergodicity within that sector. Let
us work in a sector with exactly one A particle be-
tween two consecutive Bs; the configurations are now
C ≡ {A0n1B0n2A0n3B0n4 . . . B0n2M }, each having ex-
actly N number of As and Bs, and
∑
i ni = L − 2N
number of vacancies. The steady state weights of this
particular equal density (ρA =
N
L = ρB) sector, can be
obtained exactly using matrix product ansatz, by rep-
resenting A,B, 0 as matrices Aˆ, Bˆ, Eˆ respectively. The
required matrix algebra in this case turns out to be same
as Eq. (4) indicating Eq. (5) as a possible representa-
tion. However, unlike the TRW model, here we need
to deal with finite densities ρA,B . The grand canoni-
cal partition function is now ZL = Tr[(zAˆ + Bˆ + Eˆ)
L]
where z is the fugacity associated with only A parti-
cles (additional fugacity for B particles is not needed as
ρB = ρA). In the thermodynamic limit, ZL = λ+(z)
L
where λ±(z) = 12 (1 + γ ±
√
(1− γ)2 + 4z) are the eigen-
value of (zAˆ+Bˆ+Eˆ) and γ = (p+ψ)/(q+ψ). This leads
to ρA = z
d
dz lnλ+(z) = z/(λ
2
+−λ+λ−). The steady state
current of A particles is now
jA = z(p〈A0〉 − q〈0A〉) = z(p− qγ)
λ2+(λ+ − λ−)
(10)
Explicit calculation shows that the current of B particles
jB = ψ(〈B0〉 − 〈0B〉) is same as jA (as expected for α =
0), thus j = 2jA. The differential response
dj
dε becomes
negative as the field ε is increased beyond some threshold
ε∗, which depends on the densities ρA = ρB as shown in
Fig. 2(a) for p = 1, q = e−ε, and ψ(ε) = 1/(1 + ε).
For α > 0, we do not have an exact solution; however,
Monte Carlo simulation confirms that the model still ex-
hibits NDM in a fairly large range of particle densities.
Fig. 2(b) shows plots of jA and jB versus ε for different
values of α for ρA = 0.1, ρB = 0.3.
Asymmetric Misanthrope Process: It is interesting to
ask whether it is possible to see NDM in systems with-
out hardcore exclusion. To this end we investigate an
asymmetric misanthrope process (AMP) [31] on a one-
dimensional lattice where each site i can hold any num-
ber of particles ni ≥ 0. The particles can hop to their
right or left nearest neighbors with a rate that depends
on the occupation of both departure and arrival sites,
{ni, ni+1}
ur(ni,ni+1)

ul(ni+1+1,ni−1)
{ni − 1, ni+1 + 1}; (11)
4the functional form of the rate functions ur,l(.), for right
and left hops are different. This dynamics conserves
density ρ =
∑
i ni/L. The asymmetric rate functions
correspond to driving fields Emn = ln
ur(m,n)
ul(n+1,m−1) act-
ing on bonds with local configurations (m,n). Clearly, if
Emn = 0 ∀m,n, we have ur(m,n) = ul(n+1,m−1) and
the system is in equilibrium satisfying detailed balance
condition with all configurations being equally likely.
We now choose a set of specific rate functions,
ur(m,n) =
{
ψ n = 0
1 n > 0
; ul(m,n) =
 ψ m = 1e−ε m > 1, n = 01
2
m > 1, n > 0
,
which corresponds to
Emn = [ln 2 + (ε− ln 2)δm,1] (1− δn,0). (12)
Here, rightward hopping of particles to vacant neighbors
are not biased (as both the rightward hop and corre-
sponding reverse hop occur with same rate ψ) whereas
other rightward jumps are biased by an external field
which depends on the occupation of the departure site: ε
when the departure site has only one particle or otherwise
a constant field ln 2.
To explore the possibility of NDM in this system we
did Monte Carlo simulation with ψ(ε) = 1/(1 + ε). Fig-
ure 3(a) shows the particle current j versus ε (symbols)
which depicts a non-monotonic behaviour; once again we
see that slowing down a non-driven mode results in a
NDM. This behaviour of current can be understood more
rigorously from the exact steady state weights of AMP,
which is of a factorized form P ({ni}) ∼
∏
i f(ni), when
the rate functions satisfy certain conditions [31]. In the
present case, these conditions require
ψ(ε) =
2− eε + 2δ(1− e−ε)
3eε − 4 (13)
with δ = 14 (e
ε − 2 + √4 + 12eε + e2ε), when f(n) =
δn−1 ∀ n > 0 and f(0) = 1. Note that, this ψ(ε)
is still a decreasing function but the model is well de-
fined only in the regime ε > ln 43 where ψ > 0. The
grand canonical partition function is ZL = [F (z)]
L with
F (z) =
∑
n f(n)z
n = 1 + z1−δz , where fugacity z con-
trols the particle density through ρ(z) = zF ′(z)/F (z) =
z[(1− δz)(1 + z − δz)]−1. Finally, the current is,
j =
1
2[F (z)]2
[(F (z) + 2ψ − 2e−ε − 1)(F (z)− 1− z)
+ 2z(1− ψ)(F (z)− 1)]. (14)
Fig. 3(a) shows j as a function of ε for density ρ = 0.15;
NDM is observed for ε & 0.9.
The factorized steady state of AMP discussed above is
also a steady state of the asymmetric zero range process
(AZRP) for a class of rate functions [31], one example
being
ur(n) =
v(n)
2
(2− v(n− 1)), ul(n) = v(n)− ur(n) (15)
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FIG. 3. (a) Current j versus ε for AMP dynamics (12) for
density ρ = 0.15. Circle: ψ = 1/(1 + ε) (simulations), solid
line: exact results for ψ given by Eq. (13). Dashed line:
current j (multiplied by 0.01 for better visibility) for AZRP
dynamics (15). (b) Entropic and frenetic components of the
linear response in the TRW model as a function of the driving
ε measured from Monte-Carlo simulations of a system of size
L = 100. The inset shows the traffic iA, iB .
where v(n) = f(n − 1)/f(n). We find that current in
AZRP with above dynamics also exhibits NDM for large
densities; see the dashed curve in Fig. 3(a). What ap-
pears essential for the occurrence of NDM is the asym-
metric rate functions which, we think, can be realized
experimentally with colloidal particles [32] in asymmet-
ric separate channels [33, 34].
Nonequlibrium response relation: Away from equilib-
rium, the linear response of current J can be expressed
as a sum of two nonequilibrium correlations [4],
d
dε
〈J〉 = 1
2
〈S′(ω); J〉 − 〈D′(ω); J〉 . (16)
where S(ω) and D(ω) are the entropy (anti-symmetric
under time reversal) and ‘frenesy’ (symmetric) associated
with a trajectory ω during time interval [0, t]; primes de-
note derivatives w.r.t ε and 〈f ; g〉 ≡ 〈fg〉 − 〈f〉〈g〉. For
a single driven tracer, S′ = J and the entropic term is
simply the variance of the current while the frenetic one
depends on the details of the specific dynamics. A large
frenetic contribution which may occur, for example, in
presence of traps or obstacles, can make the overall re-
sponse negative [16, 19]. To understand how the entropic
and frenetic components of mobility compete in systems
where the escape rate (or the time-symmetric traffic) of
the driven particle or mode is fixed whereas a non-driven
mode is slowed down, let us consider the example of TRW
model with p+q = 1. Since the driving is associated with
the A particle only, we have S′ = JA, where JA is the
time-integrated current of the A particle during the time
[0, t]. The change in dynamical activity is now,
D′(ω) =
(p− q)
2
IA− ψ
′
ψ
IB − (p′+ψ′)tAB − (q′+ψ′)tBA
where tAB(tBA) refers to the total time during which B
sits immediately to the right (left) of A. For the station-
ary current j = limt→∞〈J〉/t, the entropic component is
then given by M(ε) = limt→∞〈JA; J〉/2t and the frenetic
component K(ε) = − limt→∞〈D′(ω); J〉/t.
5Figure 3(b) shows plots of M(ε) and K(ε) obtained
from Monte Carlo simulations. Similar to the single par-
ticle case, M(ε) remains positive for all ε > 0 whereas
K(ε) becomes negative resulting in NDM above a thresh-
old field. The inset shows the average time-symmetric
traffic iA,B , both decrease as the driving is increased; the
unbiased B particle, being slowed down by the field ε, in
turn slows down the A particle [35].
Conclusion: In this article, we address the question
of negative differential mobility (NDM) in interacting
driven diffusive systems. It is known that NDM can oc-
cur when the driven particles are slowed down (increased
time-scale of motion) by the external field. Here we pro-
pose an alternate mechanism and show that NDM can
occur in multi-component system when the drive slows
down some other, undriven, degree of freedom. First
we illustrate this phenomenon in an exclusion process
with two particle species where only one type of particles
are driven by an external field. The other particles, al-
though unaffected directly by the drive, slows down due
to mutual interaction, resulting in NDM. To understand
the mechanism we study a pedagogical example of two
distinguishable random walkers on a periodic lattice in-
teracting via exclusion only, one of which is driven by
an external field. Other, more complex, exactly solvable
examples of two-species exclusion process and asymmet-
ric misanthrope process are also studied where the same
mechanism leads to NDM for large driving. This mecha-
nism provides a new direction to the occurrence of NDM
in interacting particle systems, in contrast to the exist-
ing ones — jamming, kinetic constraints or trapping of
driven modes.
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