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Abstract—In this paper, the authors derive the moment gen-
erating function (MGF) of the decision variable for a practi-
cal optical differential quadrature phase shift keying (DQPSK)
receiver affected by phase noise and the amplifier spontaneous
emission noise. The effect of the different optical filters, Gaussian,
Fabry–Pérot (FP), and optical integrator, on the phase noise is ex-
amined. Using the saddle point approximation, the authors obtain
numerically the bit error rate (BER) for the above system, as a
function of the optical-signal-to-noise ratio (OSNR) and the source
linewidth. The model is found to agree with previous published
simulation results and the Monte Carlo simulations presented in
this paper. The authors also calculate the BER floors for DQPSK
inflicted by the phase noise and compare its performance with
differential phase shift keying (DPSK). Finally, the authors ex-
amine the effect of interferometric demodulation on the relative
intensity noise (RIN) spectra and the impact on the DQPSK system
performance. In particular, the authors examine the influence of
system dispersion on the receiver sensitivity.
Index Terms—Differential phase shift keying (DPSK), moments
method, optical communication.
I. INTRODUCTION
PHASE NOISE is a fundamental degradation factor incoherent optical communication systems. Real sources
exhibit frequency noise, which is equivalent to phase noise,
manifested through the finite laser linewidth in the frequency
domain. In the past, the characteristics of phase noise have been
extensively studied, either by approximating its probability den-
sity function [1], [2] or its moment generating function (MGF)
[3]–[7]. For optical communication systems, and differential
phase shift keying (DPSK) systems in particular, the effect of
the laser linewidth on the bit error rate (BER) was investigated
in the past [7]–[12] using various techniques.
With the need to increase the capacity of lightwave transmis-
sion systems, there is an increased research interest in multival-
ued phase signaling, particularly differential quadrature phase
shift keying (DQPSK). The technology for optical DQPSK has
already been introduced, and as proposed in [13], DQPSK can
be used with a differential optical receiver, without the use
of a local oscillator. However, as in the case of incoherent
delay demodulation and direct detection for binary DPSK,
phase noise imposes a limit on the system. Recently, published
simulation results [14] for the binary DPSK system show a
receiver-sensitivity penalty degradation up to 5 dB, even in
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the back-to-back configuration, as the linewidth increases from
0 to 15 MHz (5-GBd system). The BER penalty was also
examined in [15] using analytical approximations; however,
BER floor levels were not examined and the effect of optical
filtering was neglected. The performance of optical DQPSK
system, with RZ and NRZ pulse coding, was examined in [16]
using a Karhunen–Loéve series-expansion method, however the
modeling of the source linewidth was neglected.
In this paper, we use a “small phase-noise approximation,”
proposed in [3], to derive the MGF for a delay-demodulated
incoherent DQPSK receiver. In Section II, the basic DQPSK
model and the MGF of the decision variable are presented. In
Section III, we apply the well-known saddle point approxima-
tion [17] to derive an expression for the BER of the DQPSK
system, in terms of phase and additive noise. Results of our
analysis are presented in Section IV, including the filtered
phase-noise variance for different types of optical filters. Laser
requirements in terms of BER floors are investigated. We then
perform a comparison between DPSK and DQPSK in terms of
power penalty. Finally, using the same methodology as in [18],
we derive the interferometric generated relative intensity noise
(RIN) spectra, and from this, we examine the effect of disper-
sion in the system.
II. DQPSK SYSTEM MODEL
In this paper, we consider an incoherent delay-line differen-
tial receiver (Fig. 1). The application of this receiver structure
in DQPSK has been examined in [13], and its main advantage
is the lack of need for a local (laser) oscillator. The received
signal optical field (lowpass equivalent of the amplitude) x(t)
is assumed to be of the form
x(t) = A · ej(θk+φ(t)) + nc(t) + jns(t) (1)
where θk corresponds to the kth symbol transmitted, with θk ∈
{π/4, 3π/4,−3π/4,−π/4}. Random variables nc(t), ns(t)
are the in-phase and quadrature components of the additive op-
tical noise (i.e., ASE noise), respectively, with spectral density
N . The laser phase noise φ(t) is modeled as a Wiener process,
and is expressed in terms of the laser frequency noise as
φ(t) = 2π
t∫
0
µ(s)ds (2)
where µ(s) is the white Gaussian noise, with double-sided
spectral density equal to BL/2π, with BL the 3-dB linewidth
0733-8724/$20.00 © 2006 IEEE
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Fig. 1. DQPSK receiver structure, single branch.
of the source. In this paper, we adopt the approach of [3], and
we expand the phase-noise exponent to the first term
ejφ(t) ≈ 1 + jφ(t). (3)
First, the signal passes through an optical demultiplexing
filter, where the new signal is now given by
y(t) = x(t) ∗ ho(t). (4)
The ASE noise power is therefore given by
σ2n = N · NEB (5)
where NEB is the noise equivalent bandwidth of the optical
filter demultiplexer ho(t).
After the optical filtering, a Mach–Zehnder interferometer
is used as an optical demodulator. A 1-bit period delay line
and a phase shifter of π/4 are used on opposite arms of
the Mach–Zehnder interferometer. Using matrix notation and
assuming 3-dB directional couplers, the transfer matrix can be
expressed as
1
2
[
1 j
j 1
] [
1 0
0 d(t− T )ej π4
] [
1 j
j 1
]
(6)
where d(t− T ) is a delay operator. The two signals incident on
the differential receiver are
VThrough =0.5
[
y(t)− y(t− T )ej π4 ] (7)
VCross =0.5j
[
y(t) + y(t− T )ej π4 ] . (8)
Combining (1)–(8), we evaluate the optical-field amplitude,
sensed by each diode, from the pair of the differential detector
VThrough =0.5
[
n˜1c + jn˜1s −Aejθ0(1 + jφf,0)e
jπ
4
+ Aejθ1(1 + jφf,1)− [n˜0c + jn˜0s]e
jπ
4
]
VCross =0.5
[
jn˜1c − n˜1s + jAejθ0(1 + jφf,0)e
jπ
4
+ jAejθ1(1 + jφf,1) + [jn˜0c − n˜0s]e
jπ
4
]
.
(9)
Here, for convenience, the time dependence is dropped.
Instead, indexes of 1 correspond to current transmitted symbol
θ1, phase noise φf,1, and noise variables, n˜1s, n˜1c, and 0 to their
delayed versions. In addition, φf and n˜ represent the filtered
versions of the phase and additive noise random variables,
respectively.
The photoelectron intensity sensed by each diode, from the
photodiode pair, is proportional to |VThrough|2 and |VCross|2,
respectively. The differentially detected intensity is therefore
V = |VThrough|2 − |VCross|2. (10)
This results in a bipolar signal at the receiver input. Following
the approach described in Appendix I, the MGF Φ(s) of V is
Φ(s)=
e
A2
4
( 34A2σ2φ+σ2n)s2
1−
(
3
4A
2σ2
φ
+σ2n
)2
s2
+A
2
4
3s2( 14A2σ2φ+σ2n)+2
√
2s
1−
(
A2
4 σ
2
φ
+σ2n
)2
s2√
1−
(
3
4A
2σ2φ + σ2n
)2
s2
√
1−
(
A2
4 σ
2
φ + σ2n
)2
s2
(11)
where σ2φ is the variance of the filtered phase-noise process.
The decision variable is related to the photoelectron conver-
sion process through the photodetection and filtering processes,
at the electrical receiver. For an integrate-and-dump electrical
postdetection filter, the MGF of the decision signal ΦD(s) is
related to Φ(s) by [19]
ΦD(s) = Φ(es − 1). (12)
III. SADDLE POINT APPROXIMATION
The MGF derived in the previous section is presented in
a form equivalent to the double-sided Laplace transform of
the probability density function p(x) of the decision variable.
Using the inversion formula, p(x) can be evaluated as
p(x) =
1
2πj
c+j∞∫
c−j∞
Φ(s)e−sxds. (13)
From this, we can evaluate the tails of the p(x), given that a
“mark” or +1 is transmitted by integrating (13) from−∞ to the
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threshold. In the case of bipolar binary signals, the threshold is
0, and the evaluation of the integral gives
P (x < 0|“mark”) =
0∫
−∞
p(x)dx =
1
2πj
c+j∞∫
c−j∞
Φ(s)
s
ds. (14)
According to the saddle point approximation [17], c can be
carefully chosen so that the integration can be performed along
the path with the steepest descent, giving a fast and accurate
convergence. This path is the root of the first derivative of the
integrand
Φ′(c)
c
− Φ(c)
c2
= 0. (15)
Next, by introducing the function
ψ(s) = lnΦ(s)− ln s (16)
and expanding ψ(s) around the zero threshold, the tail function
(14) can be reduced to a Gaussian integral. This leads to the
approximation
p(x < 0|“mark”) ≈ e
ψ(c)√
2πψ′′(c)
. (17)
Finally, we can prove that the pdf for a mark and space has an
even symmetry (44) (Appendix I), and therefore, the two tails
for “mark” and “space” are equal. The BER is therefore
BER =
1
2
P (x < 0|“mark”) + 1
2
P (x > 0|“space”)
=P (x < 0|“mark”). (18)
The above approach was tested against experimental results.
In [20], the back-to-back receiver sensitivity for the examined
system was found to be −33.5 dBm. This analysis predicts
a receiver sensitivity of −33.2 dBm, which is only 0.3 dB
different.
IV. RESULTS
A. Filtered Phase-Noise Variance
We now include in our analysis the effect of optical filtering
on the phase-noise term. We consider the cases of an optical
integrator, a Fabry–Pérot (FP) filter, noncausal and causal op-
tical Gaussian filters, with phase-noise variances given by the
following:
Integrator [12] (A13)
σ2φ(T ) =
2πBLT
3
. (19)
FP Filter (see Appendix II)
σ2φ(T ) = 4πBLT
[
(µT )2
3
− (µT )
3
4
+
7(µT )4
60
· · ·
]
. (20)
Noncausal-Gaussian filter (see Appendix III)
σ2φ(T ) =
π
2
BLT [erf(x) + 1] ·
[
e−x
2
x
√
π
+ erf(x) + 1
]
. (21)
Causal-Gaussian filter (see Appendix IV)
σ2φ(T ) =
π
4
BLT · erf(x)
[
e−x
2
x
√
π
+ erf(x)− 1
x
√
π
]
(22)
where T is the bit slot, µ is twice the noise equivalent bandwidth
of the FP filter, and x is equal to T/σ
√
2.
In Figs. 2–4, this phase-noise variance σ2φ is plotted against
the source linewidth and the noise equivalent bandwidth of FP,
causal Gaussian, and noncausal-Gaussian optical filters, respec-
tively. Qualitatively, the trend in the noncausal-Gaussian filter
plot disagrees with the rest. This is due to the contribution of the
tails of the Gaussian-filter response and the conditioning of the
signal at the t = 0 point. For low cutoff frequencies, and there-
fore for wide Gaussian impulse responses, the Gaussian tails
are practically unrealizable, as they stretch to infinity. However,
for relatively higher cutoff frequencies, the contribution of the
tails drops quickly and the phase variance converges to a value
similar to the causal-Gaussian filter. On the other hand, the
more practical cases of FP and causal-Gaussian filters exhibit
the same trend. For narrow filters, the phase-noise variance is
lower for causal-Gaussian filters than FP filters. This is due to
the fact that the Gaussian filters have Fourier transform limited
temporal and spectral responses, so that for a certain NEB the
impulse response has smaller width, compared to the FP case,
and therefore less contribution from the phase noise.
In Fig. 5, we compare directly the variance of the filtered
phase-noise processes, including this time the case of the
integrator filter, for a 5-GBd system with a 5-MHz source
linewidth. First, we observe that the FP maximum variance is
about an order of magnitude larger than the Gaussian cases for
high bandwidth. The variance for the integrator receiver is 3 dB
above the causal-Gaussian case. Note that the integrator filter
integrates over 1-bit slot; hence, its NEB is fixed, and therefore,
it is represented by a single point on the plot.
B. BER and Source Linewidth
In Fig. 6, we show the dependence of the BER on the source
linewidth and optical-signal-to-noise ratio (OSNR), using a
Gaussian optical filter and a fifth-order Bessel electrical filter, in
a back-to-back transmitter–receiver configuration. The results
of our approximation (solid lines) are in good agreement with
Monte Carlo simulations (triangles). The choice of Bessel
electrical filters was preferred to better simulate a practical case.
Simulations using an ideal integrate-and-dump confirmed the
results of Fig. 6. For the Monte Carlo simulations, sequences of
218 were used, so only levels of BER lower than 10−4 could be
simulated with confidence. In addition, we checked the validity
of our model against the numerical simulations for different ISI
scenarios. It was found that our model produces accurate results
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Fig. 2. Normalized source 3-dB linewidth BLT versus normalized NEBT for
various values of FP filtered phase-noise variance.
Fig. 3. Normalized source 3-dB linewidth BLT versus normalized NEBT for
various values of causal-Gaussian filtered phase-noise variance.
Fig. 4. Normalized source 3-dB linewidth BLT versus normalized NEBT for
various values of noncausal-Gaussian filtered phase-noise variance.
Fig. 5. Comparison of various filtered phase-noise variances, for different
filters, versus NEB. The bit slot is equal to T = 2× 10−10, or equivalently
a 5-GBd system, and BLT = 0.001.
Fig. 6. BER versus OSNR, 5-GBd DQPSK system, and Gaussian optical filter
with 3-dB cutoff at 6 GHz. Solid line: results based on this model, (11), (17),
and (22). Triangles: Monte Carlo simulations utilizing a fifth-order Bessel
electrical filter with cutoff at 3.5 GHz.
as long as the combined processes of optical and electrical
filtering satisfy
1
fopt
+
1
fele
<
1
0.7R
(23)
where R is the symbol rate, and fopt and fele are the optical
and electrical 3-dB cutoff frequencies, respectively. Note that
the value of 0.7R depends on the shape of the pulses and is
valid for BER levels down to 10−4.
From Fig. 6, we observe that as the source linewidth in-
creases above 20 MHz, a BER floor is set by phase noise for the
5-GBd DQPSK case. The BER floor levels for different source
linewidth, and for the three filters examined, are presented in
Fig. 7. The Gaussian filter outperforms the two other filter
cases and allows the use of sources with wider linewidth. In
the FP case, a BER floor of 10−10.5 is evident for a 10-MHz
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Fig. 7. BER floor versus source linewidth for various optical filters.
(Bit rate = 10 Gb/s (5 GBd), NEB = 5 GHz).
Fig. 8. OSNR penalty for DQPSK versus DPSK versus BER for different
3-dB source linewidths. Bit rate = 10 Gb/s (5 GBd), NEB = 5 GHz, and
optical filter assumed: integrator.
linewidth source, whereas for the Gaussian filter, the same
figure is above 100 MHz. However, to obtain such low BER
floors with optical Gaussian filtering the OSNR is required to be
much higher than in the FP case.
The source linewidth requirements for DQPSK are more
severe than the DPSK case. This is shown in Fig. 8, where
we compare DPSK with DQPSK in terms of power penalty
for different BER, using the MGF for DPSK presented in [12].
For a BER of 10−9, the inflicted power penalty from DPSK to
DQPSK is 1.25, 1.97, 2.58, and 3.13 dB for 0, 10, 20, and 30
MHz source linewidth, respectively. In the BER region of 10−3,
where forward correction coding can be used to enhance the
performance, the power penalty is reduced to 1.09, 1.49, 1.81,
and 2.01 dB, for BL of 0, 10, 20, and 30 MHz, respectively.
Note also that above the 10−3 BER point, the power penalty
increases linearly with BER.
C. Fiber Dispersion
Next, we evaluate the performance of a DQPSK receiver
degraded by phase noise and fiber dispersion. By using the
substitutions
X1 =n1c + jn1s
X0 = [n0c + jn0s]ej
π
4
Y1 =Aej(θ1+φf,1+
π
4 )
Y0 =Aej(θ0+φf,0) (24)
into (9) and the result into (10), then the received signal can be
expressed as
V = −ReX1Y ∗0 − ReX1X∗0 − ReY0Y ∗1 − ReY1X∗0. (25)
The power spectral density of this parameter is the Fourier
transform of its autocorrelation function. By forming the auto-
correlation function, and neglecting the cross terms, the power
spectral density can be approximated by
NV (f) ≈ NY (f) + 2NXY (f) +Nn(f) (26)
where NY (f) is the noise spectral density of the signal term,
NXY (f) is the “beat” term, and Nn(f) is the spectral den-
sity of the additive noise. In Appendix V, we prove that the
interferometric RIN is the same as in the case of incoherent
direct-detection systems. The power spectral density NY (f) is
therefore (see [18] and Appendix V)
NY (f) ≈ 8
[
+∞∑
mn=0
Jmn
(
1
f
√
2BL
π
)
Jmn+1
(
1
f
√
2BL
π
)
× sin
(
(2πf)2β2L
2
(1 + 2mn)
)]2
. (27)
This spectral density describes the RIN at the receiver from
the phase-to-intensity conversion due to dispersion. This noise
spectral density is converted to noise power using the power
transfer functions of the corresponding filter. The power trans-
fer functions of the integrator, FP, and Gaussian optical filters,
modeled at the baseband, are given by
TInt(f) = sinc2(πfT ) (28)
TFP(f) =
1
1 +
[
2FSR
πf3dB
sin
(
π fFSR
)]2 (29)
TGaussian(f) = exp
(
−4 f
2
f23dB
ln(2)
)
(30)
where f3dB is the 3-dB bandwidth, and FSR is the free spectral
range of the FP filter. From (27)–(30), the variance of the phase-
to-intensity noise is evaluated as
σ2P−I =
∞∫
0
NY (f)Tﬁlter(f)df. (31)
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Fig. 9. Source linewidth versus dispersion parameter length product for
various values of power penalty (in decibels). (Optical filter = integrator,
NEB = 5 GHz).
We treat the above process as additive to the signal and we
incorporate its effect in the model by subtracting it from the
signal power and adding it to the variance of the additive noise
term. We treat the beat-noise spectral density NXY similarly,
calculating its variance as
σ2XY = Nn
∞∫
0
√
NY (f) ∗
√
Tﬁlter(f)df. (32)
Note that in the case of beat noise, only the σ2XY /Nn part
is subtracted from the signal. The model introduced above
neglects the effects of PM to AM conversions of frequency
components from the modulated signal spectrum. This is due
to the modeling of the signal as constant levels in Section II.
Nevertheless, as these PM to AM conversions are deterministic
and constitute a part of the actual signal, they can be compen-
sated for by appropriate signaling equalization. In that case,
the model returns the minimum power penalty produced by
employing delay line DQPSK for a source of a certain linewidth
and system dispersion. Although this power penalty includes
the effects of dispersion, phase noise, and ASE noise, it is
not absolute. Therefore, it does not incorporate the effect of
intersymbol interference produced by the filtering processes of
the system.
In Figs. 9–11, the receiver-sensitivity penalty is plotted
against the source linewidth BL, and the dispersion coefficient
fiber length product |D|L for the three types of optical filters
considered in this paper. Clearly, the performance degrada-
tion is proportional to the steepness of the optical filtering
process, due to the filtering of the RIN spectra, and therefore
the decrease of σ2P−I . Hence, the Gaussian filter gives the
best performance with a receiver-sensitivity power penalty of
0.41 dB as the source linewidth increases from 0 (ideal) to
15 MHz, for the back-to-back case. Moreover, for BL =
15 MHz, the receiver-sensitivity penalty is 0.6 dB for a |D|L
product of 2225 ps/nm, corresponding to 130.8 km of SSMF
fiber. In addition, the receiver-sensitivity penalty increases with
Fig. 10. Source linewidth versus dispersion parameter length product for
various values of power penalty (in decibels). (Optical filter = Gaussian,
NEB = 5 GHz).
Fig. 11. Source linewidth versus dispersion parameter length product for
various values of power penalty (in decibels). (Optical filter = FP, NEB =
5 GHz).
BL and |D|L so that the 0.19-dB penalty for BL = 15 MHz
becomes (0.86 dB− 0.58 dB) = 0.28 dB for BL = 20 MHz.
This shows a nonlinear relationship between the receiver-
sensitivity power penalty and the dispersion with increasing
source linewidth values. In comparison, Figs. 9 and 11 show
a more linear and smoother trend produced by the integrator
optical and optical FP filters, respectively. However, the back-
to-back performance degradation for BL = 5 MHz is already
0.48 and 1.4 dB, for integrator and FP filter, respectively.
V. CONCLUSION–FURTHER WORK
In this paper, we derived for the first time the decision
variable’s MGF for a practical DQPSK receiver. The model
includes the effects of phase noise, optical filtering, and ad-
ditive optical noise. We focused on the degradation caused
by the source linewidth, showing that the optical filter affects
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considerably the variance of the phase-noise random variable
term. The validity of the model was confirmed using Monte
Carlo simulations and also published experimental results. The
model was used to compare DPSK with DQPSK, where we
found a receiver-sensitivity penalty of 1.25 to 1.97 dB, for a
source linewidth in the practical range below 10 MHz.
We also evaluated analytically the form of interferometrically
produced RIN spectra. Using this result, we managed to char-
acterize the performance of DQPSK in the presence of system
dispersion. The results showed a severe performance degrada-
tion as the source linewidth increases above 15 MHz and the
system dispersion |D|L above 6000 to 10 000 ps/nm, depending
on the filter specifications.
Future work will include the effect of ISI on the performance.
Moreover, we are investigating the evolution of nonlinear phase
noise in dispersive fiber.
APPENDIX I
MGF OF DIFFERENTIALLY DETECTED POWER
We evaluate the differentially detected power V by substitut-
ing (9) into (10)
4V =
[
n˜1c −A cos
(
θ0 +
π
4
)
+Aφf,0 sin
(
θ0 +
π
4
)
+A cos θ1 −Aφf,1 sin θ1 − n˜0c cos π4 + n˜0s sin
π
4
]2
+
[
n˜1s −A sin
(
θ0 +
π
4
)
−Aφf,0 cos
(
θ0 +
π
4
)
+A sin θ1 +Aφf,1 cos θ1 − n˜0c sin π4 − n˜0s cos
π
4
]2
−
[
n˜1s +A sin
(
θ0 +
π
4
)
+Aφf,0 cos
(
θ0 +
π
4
)
+A sin θ1 +Aφf,1 cos θ1 + n˜0c sin
π
4
+ n˜0s cos
π
4
]2
−
[
n˜1c +A cos
(
θ0 +
π
4
)
−Aφf,0 sin
(
θ0 +
π
4
)
+A cos θ1 −Aφf,1 sin θ1+ n˜0c cos π4 − n˜0s sin
π
4
]2
.
(33)
The above equation is equal to
4V = [Ns+ +As+ +Φc+]2 + [Nc+ +Ac+ − Φs+]2
+ [Nc− −Ac− +Φs−]2 + [Ns− −As− − Φc−]2 (34)
where the following substitutions were used:
Ac± =A cos
(
θ0 +
π
4
)
±A cos θ1 (35)
As± =A sin
(
θ0 +
π
4
)
±A sin θ1 (36)
Φc± =Aφf,0 cos
(
θ0 +
π
4
)
±Aφf,1 cos θ1 (37)
Φs± =Aφf,0 sin
(
θ0 +
π
4
)
±Aφf,1 sin θ1 (38)
Nc± = n˜1c ±
√
2
2
(noc − nos) (39)
Ns± = n˜1s ±
√
2
2
(noc + nos). (40)
Following the same approach as in [12, App. A], all vari-
ables in (34) are uncorrelated and Gaussian, and therefore
independent [21]. Hence, each of the four members of the ad-
dition in (33) follows a noncentral chi-square distribution with
1 degree of freedom, with MGF equal to
Φχ2(s) =
1√
1− 2σ2se
|m|2s
1−2σ2s (41)
where m is the expectation of the f function, and σ2 is the
total variance equal to the sum of the variances of the individual
Gaussian variables.
From (33) and (41), the MGF of 4V is calculated
Φ4V (s)
=
e
A2[cos(θ1)−cos(θ0+π4 )]
2
s
1−2
[
A2 sin2(θ1)σ
2
φ
+A2 sin2(θ0+π4 )σ2φ+2σ2x
]
s√
1− 2
[
A2σ2φ sin
2 θ1 +A2 sin2
(
θ0 + π4
)
σ2φ + 2σ2x
]
s
× e
A2[sin(θ1)−sin(θ0+π4 )]
2
s
1−2
[
A2σ2
φ
cos2 θ1+A2 cos2(θ0+π4 )σ2φ+2σ2x
]
s√
1− 2
[
A2σ2φ cos2 θ1 +A2 cos2
(
θ0 + π4
)
σ2φ + 2σ2x
]
s
× e
A2[sin(θ1)+sin(θ0+π4 )]
2
(−s)
1−2
[
A2σ2
φ
cos2 θ1+A2 cos2(θ0+π4)σ
2
φ
+2σ2x
]
(−s)√
1 + 2
[
A2σ2φ cos2 θ1 +A2 cos2(θ0 +
π
4 )σ
2
φ + 2σ2x
]
s
× e
A2[cos(θ1)+cos(θ0+π4 )]
2
(−s)
1−2
[
A2 sin2(θ1)σ
2
φ
+A2 sin2(θ0+π4 )σ2φ+2σ2x
]
(−s)√
1 + 2
[
A2σ2φ sin
2 θ1 +A2 sin2
(
θ0 + π4
)
σ2φ + 2σ2x
]
s
.
(42)
Note that the substitution s −→ −s is used for the last two
terms, due to the subtraction of the last two terms in (10).
Now, without loss of generality, if we condition our previous
bit to be θ0 = π/4, then for a mark “1” to be received, θ1 is
either −π/4 or −3π/4. In either case
Φ4V+(s)
=
e
A2
2
s
1−
(
3A2σ2
φ
+4σ2x
)
s√
1−
(
3A2σ2φ + 4σ2x
)
s
e
A2
(√
2
2 +1
)2
s
1−
(
A2σ2
φ
+4σ2x
)
s√
1−
(
A2σ2φ + 4σ2x
)
s
× e
A2
2
s
−1−
(
3A2σ2
φ
+4σ2x
)
s√
1 +
(
3A2σ2φ + 4σ2x
)
s
e
A2
(√
2
2 −1
)2
s
−1−
(
A2σ2
φ
+4σ2x
)
s√
1 +
(
A2σ2φ + 4σ2x
)
s
. (43)
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For a space “0” to be received, θ1 is either π/4 or 3π/4, and in
either case, the MGF Φ4V − can be derived from (42)
Φ4V −(s) = Φ4V+(−s). (44)
Note also that since the MGF can be thought as the double-sided
Laplace transform of the pdf, the above expression proves that
the two pdfs, for “0” and “1,” have even symmetry. Finally, to
convert from Φ4V (s) to ΦV (s), we just change variable s −→
0.25s so that
Φ4V ±
(s
4
)
= E
{
e
s
4 (4V )
}
= ΦV ±(s). (45)
From (45), and after some algebra, (11) is derived.
APPENDIX II
NOISE VARIANCE OF PHASE NOISE
FILTERED BY FP FILTER
The impulse response of an FP filter can be approximated by
h(t) =
√
2µe−µt, for t ≥ 0. (46)
Therefore, the filtered phase noise is of the form
φf(t) =
√
2µ
t∫
0
φ(s)e−µ(t−s)ds. (47)
Using the method of integration by parts
φf(t) = 2
√
2π
t∫
0
[
1− e−µ(t−s)
]
µ(s)ds. (48)
Noting that µ(t) is 0 mean and E{µ(s1)µ(s2)} =
BL(2π)−1δ(s1 − s2), the variance is given by
VAR [φf(t)] =E {φf(t)φf(t)}
=E
{
8π2
t∫
0
t∫
0
[
1− e−µ(t−s1)
]
µ(s1)µ(s2)
×
[
1− e−µ(t−s2)
]
ds1ds2
}
=4πBL
[
t+
1
2µ
− e
−2µt
2µ
− 2
µ
+
2e−µt
µ
]
. (49)
A similar result was reported in [22]. By expanding the
exponents to the fifth order, (20) is derived.
APPENDIX III
NOISE VARIANCE OF PHASE NOISE FILTERED BY
NONCAUSAL-GAUSSIAN FILTER
The impulse response of the optical Gaussian filter is
h(t) =
1√
2πσ2
e−
t2
2σ . (50)
Evidently, this is a noncausal filter and therefore not realizable
in practice. However, it is used in the literature to represent the
case of steep optical filtering.
The filtered phase noise is given by
φf(t) =
t∫
−∞
e−
s2
2σ2√
2πσ
2π
t−s∫
0
µ(x)dxds. (51)
Noting that µ(t) is 0 mean, the variance is given by
VAR [φf(t)]= 2πE

t∫
−∞
t∫
−∞
t−s1∫
0
t−s2∫
0
µ(x1)
×µ(x2)e
− s
2
1+s
2
2
2σ2
σ2
dx1dx2ds1ds2
 (52)
VAR [φf(t)]=
BL
σ2
t∫
−∞
t∫
−∞
e−
s21+s
2
2
2σ2
t−s1∫
0
dx1ds1ds2. (53)
From this result, and after some algebra, (21) is derived.
APPENDIX IV
NOISE VARIANCE OF PHASE NOISE FILTERED BY
CAUSAL-GAUSSIAN FILTER
The impulse response of the causal optical Gaussian filter is
assumed to be of the form
h(t) =
√
2
2
1√
2πσ2
e−
t2
2σ , for t ≥ 0. (54)
Note that the
√
2/2 factor is used so that this filter has
the same noise equivalent bandwidth and DC gain product
with the equivalent causal-Gaussian filter, for the same σ.
Following the same approach as in Appendix II, the variance
of the filtered phase noise takes the form
VAR [φf(t)] =
BL
2σ2
t∫
0
t∫
0
e−
s21+s
2
2
2σ2
t−s1∫
0
dx1ds1ds2. (55)
From this last expression, (22) is derived.
APPENDIX V
INTERFEROMETRIC RIN
Following the same approach as in [18], we express the
incident signal field as
E(t) =E0e−j(ω0t+Φ(t))
=E0
+∞∑
l1=−∞
· · ·
+∞∑
lN=−∞
N∏
n=1
Jln(An)
× e−j
[
ω0t+
∑N
n=1
ln(ωnt+Φn)
]
(56)
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where we expanded Φ(t) using Fourier-series expansion. The
coefficients An correspond to the phase amplitude at frequency
ωn, and N is the number of terms used for the expansion. From
(56), the signal term is evaluated as
Re [E(t)E∗(t− T )]
=
E(t)E∗(t− T )
2
+
E∗(t)E(t− T )
2
=
I0
2
+∞∑
l1=−∞
+∞∑
m1=−∞
Jl1(A1)Jm1(A
′
1)
× e−j[(l1−m1)(ω1t+Φ1)−m1ω1T− 12 (l21−m21)ω21β2L]
· · ·
+∞∑
lN=−∞
+∞∑
mN=−∞
JlN (AN )JmN (A
′
N )
× e−j[(lN−mN )(ωN t+ΦN )−mNωNT− 12 (l2N−m2N)ω2Nβ2L]
×
N∏
i=1
N∏
k=1
k =n
e−j(lilk−mjmk)ωiωkβ2L + c.c. (57)
As in [18], we neglect the higher order terms, and we extract
the Fourier coefficient of the ωn frequency term by setting ln −
mn = ±1 in (57). This results in
δI(ωn) sin(ωnt+ θ)
=
I0
2
+∞∑
mn=−∞
Jmn (A
′
n) Jmn+1(An)
×
N∏
k=1
k =n
+∞∑
mk=−∞
Jmk (A
′
k) Jmk(Ak)
×e−j
(
ωnt+Φn−ω
2
nβ2L
2 −mnω2nβ2L−mnωnT+2mkωnωkβ2L
)
+
I0
2
+∞∑
mn=−∞
Jmn(A
′
n)Jmn−1(An)
×
N∏
k=1
k =n
+∞∑
mk=−∞
Jmk (A
′
k) Jmk(Ak)
×ej
(
ωnt+Φn+
ω2nβ2L
2 −mnω2nβ2L+mnωnT+2mkωnωkβ2L
)
+ c.c.
(58)
For simplicity, we present only the steps used to derive the
final result. First, we note that the members of the sum with
opposite signs for mn are complex conjugate numbers. Then,
we used the following Bessel function properties:
Jn(x) = (−1)nJ−n(x) (59)
+∞∑
k=−∞
J2k (Ak) = 1. (60)
Finally, because the power spectrum of the phase noise is
Lorentzian, and not time dependent, we use the following
equation:
An = A′n =
1
f
√
2BL
π
. (61)
Using the above steps, (58) is evaluated as
δI(ωn) sin(ωnt+ θ) = 4
+∞∑
mn=0
Jmn(An)Jmn+1(An)
× sin
(
ω2nβ2L
2
(1 + 2mn)
)
× sin(ωnt+Φn −mnωnT ). (62)
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