Inferring model parameters from experimental data is a grand challenge in many sciences, including cosmology. This often relies critically on high fidelity numerical simulations, which are prohibitively computationally expensive. The application of deep learning techniques to generative modeling is renewing interest in using high dimensional density estimators as computationally inexpensive emulators of fully-fledged simulations. These generative models have the potential to make a dramatic shift in the field of scientific simulations, but for that shift to happen we need to study the performance of such generators in the precision regime needed for science applications. To this end, in this letter we apply Generative Adversarial Networks to the problem of generating cosmological weak lensing convergence maps. We show that our generator network produces maps that are described by, with high statistical confidence, the same summary statistics as the fully simulated maps.
The scientific success of the next generation of sky surveys (e.g. [1] [2] [3] [4] [5] ) to test the current "standard model" of cosmology (ΛCDM), hinges critically on the success of underlying simulations. Answering questions in cosmology about the nature of cold dark matter, dark energy and the inflation of the early universe, requires relating observations of a large number of astrophysical objects which trace the underlying matter density field, to simulations of "virtual universes" with different cosmological parameters. Currently the creation of each virtual universe requires an extremely computationally expensive simulation on High Performance Computing resources. In order to make this inverse problem practically solvable, constructing a computationally cheap surrogate model or an emulator [6, 7] is imperative.
However, traditional approaches to emulators require the use of a summary-statistic which is to be emulated. An approach that does not require such mathematical templates of the simulation outcome would be of considerable value in the field. The ability to emulate these simulations with high fidelity, in a fraction of the computational time, would boost our ability to understand the fundamental nature of the universe. While in this letter we focus our attention on cosmology, and in particular weak lensing convergence maps, we believe that this approach is relevant to many areas of science and engineering.
Recent developments in deep generative modeling techniques open the potential to meet this need. The density estimators in these models are built out of neural networks which can serve as universal approximators [8] , thus having the ability to learn the underlying distributions of data and emulate the observable without being biased by the choice of summary-statistics, * Corresponding author: mmustafa@lbl.gov as in the traditional approach to emulators.
In this letter, we study the ability of a recent variant of generative models -Generative Adversarial Networks (GANs) [9] to generate weak lensing convergence maps. The training and validation maps are produced using N-body simulations of ΛCDM cosmology. We show that maps generated by the neural network exhibit, with high statistical confidence, the same power (Fourier) spectrum of the fully-fledged simulator maps, as well as higher order non-Gaussian features, thus demonstrating that such scientific data is amenable to a GAN treatment for generation. The very high level of agreement we achieve offers promise for building emulators out of deep neural networks. We first present our results and analysis then outline the future investigations which we think are critical to build such emulators in the Discussion section.
Results
Gravitational lensing has potential to be one of the most sensitive probes of the nature of dark energy [10] , and affects the shape and apparent brightness of every galaxy we observe. Convergence κ(ν) is the quantity that defines the brightness of an observed object as it is affected by the matter along the line of sight between that galaxy and the observer. It can be interpreted as a measure of the density of the universe observed from a particular direction. A full N-body simulation creates convergence maps corresponding to many random realizations of the same cosmological model. We set out to train a GAN model on 256 × 256 pixels convergence maps taken from these simulations. A description of the simulations and data preparation methods is in the Methods section. Before we describe our re- sults we first outline the objective of generative models and the GANs framework.
The central problem of generative models is the question: given a distribution of data P data can one devise a generator G such that the distribution of model generated data P model = P data ? Our information about P data comes from the training dataset, typically an independent and identically distributed random sample x 1 , x 2 , . . . , x n which is assumed to have the same distribution as P data . Achieving a high fidelity generation scheme amounts to the construction of a density estimator of the training data. In the GANs framework a generator function G is optimized to generate samples that are indistinguishable from training data as judged by a discriminator function D. D is optimized to discriminate between training data and generated data. In the neural network formulation of this framework the generator network G θ parametrized by network parameters θ and discriminator network D w parametrized by w are simultaneously optimized using gradient-descent.
Of interest to us here is the generator G θ . Its parameters are optimized to map a vector z sampled from a prior to the support of P model . The only requirement on the generator is that it is differentiable with respect to its parameters and input (except at possibly finitely many points). For the 256 × 256 convergence maps we study, we choose a normal prior, so:
The dimension of the vector z needs to be commensurate with the support of the training convergence maps P data in R 256×256 . Because the underlying physics of the convergence maps is translation and rotation invariant [11] , we chose to construct the generator and discriminator networks mainly from convolutional layers. To allow the network to learn the proper correlations on the components of the input z early on, the first layer of the generator network needs to be a fully-connected layer. A well studied architecture that meets these criteria is the Deep Convolutional Generative Adversarial Networks (DCGAN) [12] . DCGAN is a set of empirically chosen architectural guidelines and hyper-parameters which have been shown to be robust to excel at a variety of tasks. We experimented with DCGAN architectural parameters and we found that most of the hyper-parameters optimized for natural images by the original authors perform well on the convergence maps, for example, changing the learning rates or the kernel sizes worsens the performance. We used DCGAN with slight modifications to meet our problem dimensions as described in the Methods section. Figure 1 shows examples of maps from the validation and GAN generated datasets. The validation dataset has not been used in the training or tuning of the networks. By eye an expert cannot distinguish the generated maps from the full simulation ones. We now move to a quantitative comparison of these datasets.
Evaluation of generative models. Once one has a density estimator of the original data the first practical question would be to determine the goodness of the fit. Basically, how close is P model to P data ? This issue is critical to understanding and improving generative models formulation and training procedure and is still an active area of research [13] . Significant insights into the training dynamics of GANs from a theoretical point of view have been gained recently [14, 15] . We think that when it comes to practical applications of generative models, such as in the case of emulating scientific data, the criterion to evaluate generative models is to study their ability to reproduce the characteristic statistics which we can measure from the original dataset.
To this end, we calculate three statistics on the generated convergence maps: a first order statistic (pixel intensity), second order correlations and a measurement of the non-Gaussian corrections. Such measurements and several other corrections schemes are known as summary-statistics of the maps. The ability to reproduce such summary-statistics is a reliable metric to evaluate generative models from an information encoding point of view. To test our statistical confidence of the matching of the summary-statistics we perform a two-tailed Kolmogorov-Smirnov (KS) test of the nullhypothesis that the summary-statistics in the generated maps and the validation maps have been drawn from the same continuous distribution. Figure 2 shows a histogram of the distribution of pixel intensities of an ensemble of generated images compared to that of a validation dataset. It is clear that the GAN generator has been able to learn the probabilities of pixel intensities in the real simulation dataset, the KS p-value is > 0.999.
The second-order statistical moment in gravitational lensing is the shear power spectrum. This is a measure of the correlation in gravitational lensing at different distances, and characterizes the matter density fluctuations at different length scales. Assuming we have only Gaussian fluctuations δ(x) at comoving distance x, the matter density of the universe can be defined by its power spectrum P κ :
where δ D is the Dirac delta function, and l is the Fourier mode [11] . The power spectrum (and its corresponding real-space measurement, the two-point correlation function) of convergence maps has been long used to constrain models of cosmology by comparing simulated maps to real data from sky surveys [16] [17] [18] . Numerically, the power spectrum is the amplitudes of the Fourier components of the map. We calculate the power spectrum at 248 Fourier modes of an ensemble of generated maps using LensTools [19] , and compare them to the validation dataset. Since each map is a different random realization, comparison has to be done at the ensemble level. Figure 3(a) shows two bands representing the mean µ(l) ± standard deviation σ(l) of the ensemble of power spectra at each Fourier mode of the validation and a generated dataset. As is clear in the figure, the bands completely overlap with each other. To confirm that the range of the power spectrum at a given l is completely reproduced in the generated maps we look differentially at the underlying 1-D distributions. Samples of such distributions at equally spaced Fourier modes are shown in Figure 3(b) . The KS p-values for 242 Fourier modes are > 0.995, and > 0.93 for the remaining 6 modes. The power spectrum is the figure of merit for evaluating the success of an emulator for reproducing the structures of the convergence map, and we have shown with statistical confidence that GANs are able to discover and reproduce such structures.
The power spectrum only captures the Gaussian components of matter structures in the universe. However, gravity produces non-Gaussian structures at small scales which are not described by the two-point correlation function [11] . There are many ways to access this non-Gaussian statistical information, including higher-order correlation functions, and topological features such as Minkowski functionals V 0 , V 1 , and V 2 [20, 21] which characterize the area, perimeter and genus of the convergence maps. We investigate the ability of the networks to discover and reproduce these (a) (b) Figure 3 : The power spectrum of the convergence maps, evaluated at 248 Fourier modes. We use 100 batches of generated maps (6400 in total) for this comparison. Shown in (a) are bands of the µ(l) ± σ(l), the dashed lines represent the means µ(l), (b) shows the underlying distributions at 3 equidistant modes for illustration. Kolmogorov-Smirnov similarity test of distributions at 242 modes yields p-values > 0.995, and > 0.93 for the remaining 6 modes.
non-Gaussian structures in the maps by evaluating the three Minkowski functionals. Figure 4 compares bands of µ±σ of the three Minkowski Functionals (calculated using [19] ) to those in the real dataset. Each functional is evaluated at 19 thresholds. As we did with the power spectrum, we show the Minkowski functionals at different thresholds in Figure 5 . Out of the 57 threshold histograms 34 have p-values > 0.999, 16 are > 0.97, 6 are > 0.6 and 1 is > 0.32. Again, it is clear that the GANs have successfully reproduced those nonGaussian structures in the maps.
Discussion
Generative models for emulating scientific data and parameter inference. Without loss of generality, the generation of one random realization of a science dataset (simulation or otherwise) can be posited as a black-box model S(σ, r) where σ is a vector of the physical model parameters and r is a set of random numbers. The physical model S can be based on first principles or effective theories. Different random seeds generate statistically independent mock data realizations of the model parameters σ. Such models are typically computationally expensive to evaluate at many different points in the space of parameters σ.
A common problem for doing statistical inference from observations is making accurate predictions for a given summary statistic, for example the weak lensing power spectrum, or Minkowski functionals. Even in the simplest case, when the likelihood of the observed data S o is a multivariate Gaussian, it is characterized by both the mean data vector µ and a covariance matrix C: Dealing with the non-linear problem of structure formation in the universe, we usually do not have analytic expressions for the mean and covariance in terms of the model parameters, and instead they have to be estimated from simulations mimicking the experiment. Modeling the mean of a target summary statistic can efficiently be done via existing emulator techniques [22] [23] [24] . That however is not true for the covariance matrix, where importantly any statistical noise in C −1 propagates to an error in cosmological parameter constraints. In fact, future surveys will require of order 10 4 mock realizations per cosmological model just to prevent parameter degradation due to covariance uncertainty [25] . Alternative approaches to expensive simulations are therefore mandated for generating such large numbers of mock data sets.
The inference problem becomes even harder for cases where a multivariate Gaussian likelihood is not a good approximation (for an example, see [26] ). In those cases, it is often the best to adopt a likelihoodfree method such as Approximate Bayesian Computation [27] , which approximates the likelihood function through a massive Monte Carlo simulation of mock data realizations, and a summary statistic is used to quantify distance between real data and any mock realization. Needless to say, a "generator" which cheaply produces those mock realizations is an essential tool for those methods.
The idea of applying deep generative models techniques to emulating scientific data and simulations has been gaining attention recently [28] [29] [30] [31] . In this letter we have shown that, with high statistical confidence, GANs are able to generate convergence maps of a particular ΛCDM model. Not only those maps share the same mean summary statistics as simulation data, but even more importantly, they reproduce the statistical variety present in simulations.
In our minds, the most important next step to build on this foundation and achieve an emulator of model S is the ability of generative models to generalize in the space of model parameters σ from datasets at a finite number of points in the parameter space. More specifically, can we use GANs to build parametric density estimators G θ (σ, z) of the physical model S(σ, r)?. Such generalization rests on smoothness and continuity of the response function of the physical model S in the parameter space, but such an assumption is the foundation of any surrogate modeling. Future extensions of this work will seek to to add this parameterization in order to enable the construction of robust and computationally inexpensive emulators of cosmological models.
Finally, the remarkable success of GANs in this work demonstrates that, unlike natural images which are the focus of the deep learning community, scientific data come with a suite of tools (statistical tests) which enable verifying and improving the fidelity of generative networks. The lack of such tools for natural images is one of the most serious challenges to understanding the relative performance of the different generative models architectures, loss functions and training procedures [13, 32] . As well as the impact within these fields, scientific data with its suite of tools have the potential to provide the grounds for benchmarking and improving on the state-of-the-art generative models.
Methods
Dataset. We use the cosmological simulations described in [21] , produced using the Gadget2 [33] N-Body simulation code and ray-traced to produce weak lensing shear and convergence maps. A total of 50 runs were produced, each consisting of 512 3 particles in a box of size of 240h −1 Mpc. The cosmological parameters used in these simulations were σ 8 = 0.798, w = −1.0, Ωm = 0.26, Ω Λ = 0.74, ns = 0.96, H 0 = 0.72. These simulation boxes were rotated and translated to produce 1000 ray-traced lensing maps covering 12 square degrees, with 1024 × 1024 pixels. The gravitational lensing illustrated by these maps can be described by the Jacobian matrix
1 − κ + γ 1 where κ is the convergence, and γ is the shear.
The data was augmented by randomly cropping 200 256 × 256 maps from each of the original 1000 maps. The probability for a map to have a single pixel value outside [-1.0,1.0] range is less than 0.9% so it was safe to use the data without any normalization.
Data availability. The dataset used in this work will be made available publicly by the publication time.
Network architecture and training. The architectures of the generator and discriminator networks follow the Deep Convolutional Generative Adversarial Networks (DCGAN) guidelines and architecture [12] . The generator takes a 64-dimensional vector sampled from a normal prior z ∼ N (0, 1). The first layer is a fully connected layer whose output is reshaped into a stack of feature maps. The rest of the network is four layers of transposed convolutions that lead to a single channel 256×256 image. A rectified linear unit (ReLU) activation [34] is used for all except the output layer where a hyperbolic-tangent (tanh) is used. Batch Normalization [35] is used for all layers except output layer. We list our choice for the number of feature maps in Table 1 .
Operation
Output The discriminator utilizes four convolutional layers. The number of feature maps, stride and kernel sizes are the same as in the generator (Table 1 ). All convolutional layers are activated with LeakyReLU [36] with parameter α = 0.2. The output of the last convolutional layer is flattened and fed into a fully connected layer with a 1-dimensional output that is fed into a sigmoid. Batch Normalization is used for all except the first layer. Finally, we minimize the heuristic loss function [37] with batch-size of 64 maps and using an Adam optimizer [38] with the parameters suggested in the DCGAN paper, learning rate 0.0002 and β 1 = 0.5. We flip the real and fake labels with 1% probability to avoid the discriminator overpowering the generator too early into the training. We implement the networks in TensorFlow [39] .
As is well experienced in practice, GANs with the heuristic loss function suffer from unstable updates towards the end of their training. This has been recently analyzed theoretically in [14] and shown to happen when the discriminator is close to optimality but has not yet converged. For the results shown in this letter we trained the network until the generated images pass the visual and pixel intensity Kolmogorov-Smirnov tests. This took 45 passes (or epochs) over all of the training data. Given the un-stability of the updates at this point, the performance of the generator on the summary-statistics tests starts varying uncontrollably. Therefore, to choose a generator, we train the networks for two extra epochs after epoch 45, and randomly generate 100 batches (6400 maps) of samples at every single training step. We evaluate the power spectrum on the generated samples and calculate Chi-squared distance measurement to the power spectrum histograms evaluated on a development subset of the validation dataset. We use the generator with the best Chi-squared distance.
Summary statistics analysis.
To calculate the twopoint correlation functions and Minkowski Functionals we use LensTools [19] , a suite of analysis tools for Weak Gravitational Lensing. We evaluated the power spectrum spanning the range of l = 200 to l = 50, 000 in 200 step sizes. The Minkowski Functionals thresholds ranged from −2.0 to 2.0 in 0.2 step sizes. 
