A generalized quasilinearization method for the nonlinear forced Düffing equation with mixed boundary conditions is developed and a sequence of approximate solutions converging monotonically and quadratically to the solution of the given mixed boundary value problem is presented.
Introduction
The method of quasilinearization [2] provides an excellent approach for obtaining approximate solutions of nonlinear differential equations. This technique works fruitfully only for the problems involving convex/concave functions and gives the sequence of approximate solutions converging monotonically and quadratically to the solution. Later after that the convexity assumption was relaxed and the method was generalized and extended in various directions to make it applicable to a large class of problems [5] [6] [7] [8] [9] . The generalized quasilinearization method was discussed for second order boundary value problems [11] [12] [13] [14] . A generalized quasilinearization method was developed for a second order ordinary nonlinear differential equation with mixed boundary conditions [1] .
The Düffing equation is a well known nonlinear equation of applied science which is used as a powerful tool to discuss some important practical phenomena. In this paper the aim is to consider and study a second order ordinary nonlinear differential equation, namely, the forced Düffing equation with mixed boundary value conditions without requiring the nonlinear force function involved to be convex/concave, and obtain a sequence of approximate solutions converging quadratically to a solution of the problem. Moreover, this paper shows that, if the damping part in the forced Düffing equation vanishes, then this will give [1] as a special case.
Preliminaries
The Düffing equation with mixed B.C. 
, the unique solution of the mixed boundary value problem
is given by
, is given by
Note that, putting k = 0 in the given mixed BVP, then this will give [1] as a special case. Now, consider the following nonliner mixed BVP
The following lemma plays a crucial role in the sequel and we sketch its proof for the sake of completeness. Lemma 2.1. Assume that α, β ∈ C 2 [J, R] are lower and upper solutions of (2.1), respectively, such that α(t) β(t) for every t ∈ J. Then there exists a solution u(t) of (2.1) such that α(t) u(t) β(t) for t ∈ J.
Proof. Let p : J × R → R be a mapping defined by p(t, u) = max{α(t), min{u(t), β(t)}}.
Then, extend f (t, u(t)) to J ×R by setting F (t, u(t)) = f (t, p(t, u(t))).
Observe that F (t, u(t)) is bounded. Let us consider the modified (2.1) BVP
2)
which is solvable, that is (2.2) has a solution of u(t) on J. Using the arguments similar to those of [4, 11] , it can be shown that
α(t) u(t) β(t) on J.
Finally, since any solution of (2.2) is also a solution of (2.1), it follows that u(t) is a solution of (2.1).
Main result Theorem 3.1. Assume that
are lower and upper solutions of (2.1), respectively, such that α 0 (t) β 0 (t) on J,
, f uu (t, u) exist and are continuous for every (t, u) ∈ Ω, where
Then there exists monotone nondecreasing sequence {α n } which converges uniformly to a solution of (2.1) and the convergence is quadratic.
Proof. Let F : J ×R → R is such that F (t, u), F u (t, u) and F uu (t, u) are continuous on J ×R and
Motivated by Eloe and Zhang [3] , take Φ(t, u) = F (t, u) − f (t, u) on J ×R. In view of (3.1), we see that
for u v and therefore
Now, consider the mixed BVP
The inequality (3.2) and (A 1 ) imply
By lemma 2.1, there exists a solution α 1 of (3.3) such that α 0 (t) α 1 (t) β 0 (t) on J. Next, consider the mixed BVP
Observe that
in view of (3.2). It follows from lemma 2.1 that there exists a solution α 2 such that
Employing the same arguments successively, we conclude
where the elements of the monotone sequence {α n (t)} are the solutions of the mixed BVP
The monotonicity of the sequence {α n (t)} ensures the existence of its (pointwise) limit u.
Let us consider the linear mixed BVP
where
The continuity of g on Ω implies that the sequence {f n } is bounded in C[J, R] and so
Here
where α n (t) is a solution of (3.5). Thus {α n (t)} is bounded in C 2 [J, R] and {α n (t)} ↑ u uniformly on J. Consequently,
Hence u is a solution of (2.1).
For quadratic convergence, we set the error as p n (t) = u(t) − α n (t). Using the mean value theorem repeatedly, we obtain −p n (t) − kp n (t) = f (t, u(t)) − g(t, α n (t); α n−1 (t)) = f (t, u(t)) − f (t, α n−1 (t)) − F u (t, α n−1 (t))[α n (t) − α n−1 (t)] +[Φ(t, α n (t)) − Φ(t, α n−1 (t))] = F (t, u(t)) − F (t, α n−1 (t)) − F u (t, α n−1 (t))[α n (t) − α n−1 (t)] +[Φ(t, α n (t)) − Φ(t, u(t))] = F u (t, ξ)[u(t) − α n−1 (t)] − F u (t, α n−1 (t))[α n (t) − α n−1 (t)] +[Φ(t, α n (t)) − Φ(t, u(t))] = [F u (t, ξ) − F u (t, α n−1 (t))][u(t) − α n−1 (t)] + F u (t, α n−1 (t))
×[u(t) − α n (t)] + [Φ(t, α n (t)) − Φ(t, u(t))]
= F uu (t, σ)[ξ − α n−1 (t)][u(t) − α n−1 (t)] + F u (t, α n−1 (t)) ×[u(t) − α n (t)] − Φ u (t, η)[u(t) − α n (t)] where α n−1 (t) ξ σ u(t) and α n (t) η u(t).
