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Abstract
Characterizing those quantum channels that correspond to Markovian time evolutions is an
open problem in quantum information theory, even different notions of quantum Markovianity
exist. One such notion is that of infinitesimal Markovian divisibility for quantum channels in-
troduced in [WC08]. Whereas there is a complete characterization for infinitesimal Markovian
divisible qubit channels, no necessary or sufficient criteria are known for higher dimensions, ex-
cept for necessity of non-negativity of the determinant.
We describe how to extend the notion of infinitesimal Markovian divsibility to general linear
maps and closed and convex sets of generators. We give a general approach towards proving
necessary criteria for (infinitesimal) Markovian divisibility that involve singular values of the
linear map. With this approach, we prove two necessary criteria for infinitesimal divisibility of
quantum channels that work in any finite dimension d: an upper bound on the determinant in
terms of a Θ(d)-power of the smallest singular value, and in terms of a product of Θ(d) smallest
singular values. Our criteria allow us to analytically construct, in any given dimension, a set of
channels that contains provably non infinitesimal Markovian divisible ones.
We also discuss the classical counterpart of this scenario, i.e., stochastic matrices with the gener-
ators given by transition rate matrices. Here, we show that no necessary criteria for infinitesimal
Markovian divisibility of the form proved for quantum channels can hold in general. However,
we describe subsets of all transition rate matrices for which our reasoning can be applied to
obtain necessary conditions for Markovian divisibility.
1 Introduction
[GKS76] and [Lin76] made an important step towards understanding the connection between master
equations and the framework of quantum channels for describing quantum evolutions by charac-
terizing the generators which give rise to semigroups of quantum channels via the corresponding
(time-independent) master equation. The converse question, i.e., the problem of characterizing
those quantum channels that can arise from the solution of a (possibly time-dependent) Lindblad
master equation is, however, still awaiting an answer.
Endeavours towards a resolution of this problem have given rise to different notions of (Non-)
Markovianity for quantum evolutions. One line of research is based on connecting Markovianity
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to certain divisibility properties of quantum evolutions, in particular to the possibility of dividing
the evolution into infinitesimal pieces. While this gives an intuitively plausible notion of quantum
Markovianity and some structural properties can be established on its basis, it has so far not given
rise to easily verifiable criteria for Markovianity (with a simple exception). Only for evolutions of
qubit systems is this notion completely understood. We go beyond this characterization for the 2-
dimensional case and establish necessary criteria for a quantum channel - or a linear map in general
- to be divisible into infinitesimal Markovian pieces. Our criteria take the form of an upper bound
on the determinant in terms of a power of a product of smallest singular values.
Our proof strategy is not specific to quantum channels, but can be applied to obtain necessary
criteria for (infinitesimal) Markovian divisibility of general linear maps w.r.t. a closed and convex
set of generators, if the generators satisfy certain spectral properties.
1.1 Overview of our Results
In this work, we study the following question: Given a linear map T and a set of linear maps G,
acting on Cd, can T be approximated arbitrarily well by linear maps of the form
∏
i e
Gi , where
Gi ∈ G? If that is the case, we say that T is Markovian divisible w.r.t. the set of generators G.
We aim towards establishing necessary criteria for Markovian divisibility of the form
|det(T )| ≤
(
k∏
i=1
s↑i (T )
)p
,
where k = k(d) and p = p(d) depend on the underlying dimension. Proving such criteria becomes
tractable by combining multiplicativity of the determinant and sub-/super-multiplicativity of prod-
ucts of largest/smallest singular values with Trotterization.
In Section 4.1, we describe how to use these properties to reduce the problem of establishing nec-
essary criteria of the above form to a spectral property of the generators. We can summarize our
reduction as follows:
Theorem. (Theorem 4.5 - Informal Version)
Let G ⊆ Md be a set of generators. Let T be Markovian divisible w.r.t. G and suppose that every
G ∈ G satisfies Tr[G+G∗]− p
k∑
i=1
λ↑i (G+G
∗) ≤ 0. Then |det(T )| ≤
(
k∏
i=1
s↑i (T )
)p
.
We employ our proof strategy for the physically motivated scenario of infinitesimal Markovian
divisibility. Here, the objects of interest are linear maps T that, for any ε > 0, can be arbitrarily
well approximated by linear maps of the form
∏
i e
Gi , where Gi ∈ G are s.t.
∥∥eGi − 1d∥∥ ≤ ε.
We first study the case in which G is the set of Lindblad generators, seen as linear maps on d×d-
matrices. I.e., we consider those generators that give rise to semigroups of quantum channels. With
this choice, the notion of infinitesimal Markovian divisibility of a linear map T on d × d-matrices
becomes that of infinitesimal Markovian divisibility of quantum channels introduced in [WC08].
We prove necessary criteria for infinitesimal Markovian divisibility of quantum channels in any finite
dimension. Namely, for an infinitesimal Markovian divisible quantum channel T on d× d-matrices
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we show in Corollaries 4.9 and 4.16 that
|det(T )| ≤
(
s↑1(T )
) d
2
, and | det(T )| ≤
b2d−2√2d+1c∏
i=1
s↑i (T ).
Moreover, we give explicit examples (Examples 4.12 and 4.17) of infinitesimal divisible channels
from which we can conclude that the d-dependence of the exponent (in the first bound) and of the
number of singular value factors (in the second bound) is close to optimal, respectively.
We also describe how to interpolate between these bounds in Corollary 4.21 and obtain that for an
infinitesimal divisible quantum channel T acting on d× d-matrices,
|det(T )| ≤
(
k∏
i=1
s↑i (T )
) 2d
k+2
√
k+1
, for 1 ≤ k ≤ d2.
These criteria allow us to give new examples of provably non infinitesimal divisible channels in
dimensions strictly bigger than 2, which were not recognizable as such previously (Example 4.11).
As a second application of our proof strategy, we take G to be the set of transition rate matrices of
dimension d, and thereby study the question of (infinitesimal) Markovian divisibility of stochastic
matrices. We first show via an explicit example (Example 4.24) that no necessary criterion of
the above form can hold in this scenario when we allow all transition rate matrices as generators.
Combined with our results for infinitesimal Markovian divisible quantum channels, this implies that
stochastic matrices cannot be embedded into quantum channels while preserving both the singular
values and the property of infinitesimal Markovian divisibility at the same time.
If, however, we restrict our set of generators to transition rate matrices whose diagonal elements
differ by at most a constant factor, our proof strategy can be applied and yields an upper bound
on the determinant in terms of a power of the smallest singular value (Corollary 4.27).
1.2 Related Work
The notion of infinitesimal Markovian divisibility for quantum channels was introduced and studied
in detail for qubit channels by [WC08].
The quantum Markovianity problem, the question of deciding whether a given channel is a member
of a quantum dynamical semigroup, was considered from a complexity-theoretic perspective in
[CEW12]. The classical counterpart of this problem, for stochastic matrices instead of quantum
channels and transition rate matrices instead of Lindblad generators, was studied in [BC16].
The plethora of different notions of Markovianity for quantum evolutions and relations between
them are discussed in several review papers, among them [RHP14; Bre+16; LHW18; LGP19].
1.3 Structure of the Paper
Section 2 introduces basic notions from quantum information that provide our overall framework.
In Section 3 we introduce the core definition of infinitesimal Markovian divisibility in a general
setting and discuss prior work in the quantum scenario. Section 4 contains our main results: We
describe the general proof approach in subsection 4.1 and apply it to derive necessary criteria for
infinitesimal Markovian divisibility of quantum channels in subsection 4.2. The same type of criteria
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do not in general hold for infinitesimal divisibility of stochastic matrices, only for suitable subsets,
as we argue in subsection 4.3. We conclude with some open questions and the references.
2 Preliminaries
We introduce some of the basic notions of quantum information, with a focus on quantum channels
and the corresponding semigroups. The interested reader is referred to [NC10] for more details.
Throughout the paper, we denote the set of d × d complex matrices as Md, for a dimension
d ∈ N. The identity matrix in Md is written as 1d, whereas id = idMd denotes the identity map
on Md. For A ∈ Md we use λi = λi(A) to denote its eigenvalues. If A ∈ Md is Hermitian, we use
λ↓i (λ
↑
i ) to denote the eigenvalues in decreasing (increasing) order. Similarly, we use the notation s
↓
i
and s↑i for singular values. Finally, Tr[A] will denote the trace of A.
2.1 Quantum States and Channels
A d-level quantum system (for d ∈ N) is described by a d× d density matrix, i.e., an element of
S
(
Cd
)
:= {ρ ∈Md | ρ ≥ 0, Tr[ρ] = 1},
where ρ ≥ 0 means that the matrix ρ is positive semidefinite.
Physically admissible transformations of quantum systems are described by quantum channels
(in the Schrdinger picture), i.e., by elements of
T
(
Cd,Cd
′)
:= {T :Md →Md′ | T is linear, completely positive, and trace-preserving}.
Here, we call T completely positive iff T ⊗ idMn is positivity-preserving for every n ∈ N. This
definition guarantees that a quantum channel maps states to states and that this is still the case
when embedding the quantum system of interest into a larger system with trivial evolution on the
environmental subsystem.
We will also use the shorthand Td := T
(
Cd,Cd
)
for channels with equal input and output dimension.
2.2 Quantum Dynamical Semigroups
It is a foundational postulate in quantum theory that the dynamics of a closed quantum system can
be described in terms of a Schrdinger equation, which gives rise to a 1-parameter group of unitaries.
For open quantum systems, we will work with 1-parameter semigroups.
Definition 2.1. (Continuous dynamical semigroups)
A family of linear maps Tt :Md →Md with time parameter t ∈ R+ is called a dynamical semigroup
if ∀t, s ∈ R+ = [0,∞) : TtTs = Tt+s and T0 = Id. If in addition the map t 7→ Tt is continuous (we
are working on finite dimensional spaces, so there is no need to specify the type of continuity here),
then the family is called a continuous dynamical semigroup.
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It is well known that such continuous dynamical semigroups can be represented via a generator.
I.e., if {Tt}t≥0 is a continuous dynamical semigroup, then there exists a linear map L :Md →Md
s.t. Tt = e
tL for all t ≥ 0.
When requiring such a semigroup to consist of physically admissible evolutions of a quantum
system, i.e., of quantum channels, the question arises of what the corresponding generators are.
This was answered in the following celebrated
Theorem 2.2. (Generators of quantum dynamical semigroups – GKLS, [GKS76; Lin76])
A linear map L : Md → Md is the generator of a continuous dynamical semigroup of quantum
channels if and only if it can be written as
L(ρ) = i[ρ,H] +
∑
j
LjρL†j −
1
2
{L†jLj , ρ}, (2.1)
where H = H† ∈ Md is self-adjoint and {Lj}j is a set of matrices in Md. Here, {·, ·} denotes the
anti-commutator.
For such generators, often called GKLS or Lindblad generators, we refer to the term i[·, H] as
Hamiltonian part and to
∑
j Lj · L†j − 12{L†jLj , ·} as dissipative part with Lindbladians {Lj}j .
We will call a quantum channel Markovian if is an element of a quantum dynamical semigroup.
3 Markovian Divisibility
The main motivation for our work is the following problem: Given a quantum channel, decide
whether it comes from a (possibly time-dependent) Lindblad master equation. We take two different
perspectives on this task to motivate our definitions.
The first perspective is that of differential equations. Namely, we want to understand which quantum
channels can arise as a solution of a time-dependent master equation of the form ddtTt = L(t)Tt,
where L(t) is a time-dependent Lindblad generator. More generally, we want to study the possible
solutions of a linear ordinary differential equation ddtTt = G(t)Tt, where t 7→ G(t) ∈ G, with G ⊂Md
a fixed set of generators.
Our second perspective on the problem comes from the semigroup structure of the solutions to time-
independent master equations. Namely, each such equation corresponds to a quantum dynamical
semigroup. If we now also want to take into account a possible time-dependence of the generator
while still preserving the semigroup structure, we can consider the semigroup generated by all
elements of quantum dynamical semigroups. On an intuitive level, the question about solutions
of master equations which we asked above now becomes the question of whether a given quantum
channel is an element of this semigroup. I.e., we are dealing with the membership problem for this
semigroup. And again, we can generalize the question by going from Lindblad generators to general
generators.
3.1 Markovian Divisibility w.r.t. general Sets of Generators
The two perspectives given above lead us to two slightly different definitions. In the first, we focus
on the semigroup structure.
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Definition 3.1. (Markovian Divisibility)
Let G ⊂Md be a set of matrices, whose elements we call generators. We define the set
DG := {T ∈Md | ∃n ∈ N, generators {Gi}1≤i≤n ⊂ G s.t.
n∏
i=1
eGi = T}.
We call the closure DG the set of linear maps that are Markovian divisible w.r.t. G.
When translating the mathematical motivation of semigroups to a more physical motivation,
Definition 3.1 can be seen as an approach to the question of which linear maps can be arbitrarily
well approximated using alternating exponentials of a fixed set of (control) generators.
Now, we give a definition based more on the perspective of differential equations determining
the overall evolution on infinitesimal time intervals, while keeping the semigroup structure in mind.
Definition 3.2. (Infinitesimal Markovian Divisibility)
Let G ⊂ Md be a closed and convex set of matrices containing 0 ∈ Md. We will again refer to
elements of G as generators. We define the set
IG := {T ∈Md | ∀ε > 0 ∃n ∈ N, generators {Gj}1≤j≤n ⊂ G
s.t. (i)
∥∥eGj − 1d∥∥ ≤ ε ∀j and (ii) n∏
j=1
eGj = T}.
We call the closure IG the set of linear maps that are infinitesimal Markovian divisible w.r.t. G.
Remark 3.3. In the definition, we require G to be closed. This can be assumed w.l.o.g. since for
non-closed G0 we have IG0 = IG0 .
If we denote by CG the closed convex cone generated by G, then IG = ICG , which can be seen using
the Lie-Trotter formula. So in Definition 3.2 we could also require G to be a closed convex cone.
Remark 3.4. By continuity of the matrix exponential, it is easy to see that, if G ∈ G implies
1
nG ∈ G for all n ∈ N, then DG = IG . This is in particular the case if G satisfies the assumptions of
Definition 3.2.
If, however, G does not have this property, then (i) in the definition of IG will in general lead to
IG 6= DG . (E.g., IG could be empty even if DG is not).
When specifying G to be the set of Lindblad generators, and thus the linear maps of interest to
be quantum channels, Definitions 3.1 and 3.2 become connected to quantum channels arising from
master equations. Studying such channels via a notion of Markovian divisibility into infinitesimal
pieces was first proposed in [WC08]. Next, we discuss some results of that work.
3.2 Infinitesimal Markovian Divisibility of Quantum Channels
For ease of notation, we will denote by Id the set IG for the specific choice of G being the set of
Lindblad generators acting on d×d-matrices. Then, the set Id is the set of infinitesimal Markovian
divisible quantum channels as defined in [WC08].
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When referring to these channels, we will sometimes drop the “Markovian” for convenience.
This can also be justified in a rigorous sense, see Theorem 16 in [WC08].
While some insight into the structure of infinitesimal Markovian divisible quantum channels has
been obtained in [WC08], so far there are no simple-to-check criteria for infinitesimal divisibility for
a general dimension d. Such criteria are the main focus of this work.
A straightforward necessary criterion for infinitesimal divisibility is already observed in [WC08],
namely we have as a direct consequence of multiplicativity and continuity of the determinant:
Proposition 3.5. An infinitesimal divisible quantum channel T satisfies det(T ) ≥ 0.
This is, to our knowledge, the only necessary criterion for infinitesimal divisibility known so far
that holds in any finite dimension.
For the special case of qubit channels, the set of infinitesimal divisible channels can be explicitly
characterized making use of the Lorentz normal form. (The latter is discussed, e.g., in [VV02]).
Theorem 3.6. (Infinitesimal divisible qubit channels [WC08] - Informal)
Let T :M2 →M2 be a generic qubit channel with Lorentz normal form
(
1 0
0 ∆
)
.
T is infinitesimal Markovian divisible if and only if 0 ≤ det(∆) ≤ s2min, where smin is the smallest
singular value of ∆.
This characterization serves as one motivation for our results in higher dimensions, which we
derive in subsection 4.2.
4 Necessary Criteria for Markovian Divisibility
We now develop necessary criteria for a linear map to be (infinitesimal) Markovian divisible. More
precisely, our discussion aims towards establishing inequalities of the form
|det(T )| ≤
(
k∏
i=1
s↑i (T )
)p
. (4.1)
We first present some results for the case of general linear maps & generators and later combine
these observations with a more detailed analysis for quantum channels & Lindblad generators and
stochastic matrices & transition rate matrices, respectively.
4.1 General Sets of Generators
We first observe that if each of two matrices satisfies the desired inequality (4.1), then so does the
product of the matrices.
Lemma 4.1. Let T1, T2 ∈Md. Suppose that 1 ≤ k ≤ d and p > 0 are s.t.
|det(Tj)| ≤
(
k∏
i=1
s↑i (Tj)
)p
7
holds for j = 1, 2. Then also
|det(T1T2)| ≤
(
k∏
i=1
s↑i (T1T2)
)p
.
Proof. A well-known majorisation inequality for singular values states that
k∏
i=1
s↓i (AB) ≤
k∏
i=1
s↓i (A)s
↓
i (B) (4.2)
for any 1 ≤ k ≤ n for n× n-matrices A,B (see, e.g., [HJ91], Theorem 3.3.4). With this we obtain
|det(T1T2)| = |det(T1)||det(T2)|
≤
(
k∏
i=1
s↑i (T1)
)p( k∏
i=1
s↑i (T2)
)p
=
 |det(T1)||det(T2)|d−k∏
i=1
s↓i (T1)s
↓
i (T2)

p
≤
 |det(T1T2)|d−k∏
i=1
s↓i (T1T2)

p
=
(
k∏
i=1
s↑i (T1T2)
)p
,
as claimed. Here, the first inequality is by assumption, the following step uses |det(Ti)| =
d∏
j=1
s↓j (Ti),
the second inequality is due to Equation (4.2), and the last step uses |det(T1T2)| =
d∏
j=1
s↓j (T1T2).
This means that, when trying to establish an inequality of the form (4.1), if T is a finite product,
it suffices to consider the single factors separately.
Now we show that, once we have our desired inequality (4.1) for non-negative multiples of two
separate generators, the exponential of the sum of these two generators also satisfies the inequality.
This observation will be particularly useful in our analysis of Lindblad generators.
Lemma 4.2. Let G1, G2 ∈Md. Suppose that 1 ≤ k ≤ d and p > 0 are s.t.
|det(e
Gj
n )| ≤
(
k∏
i=1
s↑i (e
Gj
n )
)p
holds for all n ∈ N and j = 1, 2. Then also
|det(eG1+G2)| ≤
(
k∏
i=1
s↑i (e
G1+G2)
)p
.
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Proof. By the Lie-Trotter formula, eA+B = limn→∞(e
A
n e
B
n )n. As both the determinant and the sin-
gular values depend continuously on the matrix, we can combine this with (an iterative application
of) Lemma 4.1 to see that it suffices to have |det(eGin )| ≤
(
k∏
i=1
s↑i (e
Gi
n )
)p
for arbitrary n ∈ N. We
can summarize this reasoning as follows:
|det(eG1+G2)| = lim
n→∞|det((e
G1
n e
G2
n )n)|
≤ lim
n→∞
(
k∏
i=1
s↑i ((e
G1
n e
G2
n )n)
)p
=
(
k∏
i=1
s↑i (e
G1+G2)
)p
,
where the inequality follows by combining the assumption with Lemma 4.1.
Remark 4.3. If Gj in Lemma 4.2 are normal matrices, then it is easy to see that the assumed
inequality for n = 1 already implies the corresponding inequality for any n ∈ N. In general, however,
this implication is not true. This can be seen, e.g., by considering L and 12L, with L as given in
Example 4.12. Therefore, we make the assumption for all n ∈ N. This is also why we formulate
Definition 3.2 for convex sets of generators that contain the 0-matrix.
Next, we discuss how to reduce an inequality of the form (4.1) for a single matrix exponential
to an inequality of eigenvalues of the exponent.
Lemma 4.4. Suppose that G ∈Md satisfies Tr[G+G∗]− p
k∑
i=1
λ↑i (G+G
∗) ≤ 0, then
|det(eG)| ≤
(
k∏
i=1
s↑i (e
G)
)p
.
Proof. We observe that
k∏
i=1
s↑i (e
G) =
|det(eG)|
d−k∏
i=1
s↓i (eG)
≥ |det(e
G)|
d−k∏
i=1
s↓i (e
1
2 (G+G
∗))
=
det(e
1
2 (G+G
∗))
d−k∏
i=1
e
1
2λ
↓
i (G+G
∗)
=
k∏
i=1
e
1
2λ
↑
i (G+G
∗),
where we used
d−k∏
i=1
s↓i (e
G) ≤
d−k∏
i=1
s↓i (e
Re(G)) (see, e.g., [Bha97], p.259), as well as |det(eG)| =
det(e
1
2 (G+G
∗)), which can be seen via Lie-Trotter. With this we now obtain
| det(eG)|2 = eTr[G+G∗] ≤
e k∑i=1λ↑i (G+G∗)
p = ( k∏
i=1
e
1
2λ
↑
i (G+G
∗)
)2p
≤
(
k∏
i=1
s↑i (e
G)
)2p
,
where the first inequality is exactly our assumption. Now we take the square root and obtain the
claimed inequality.
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We summarize the results of the foregoing discussion for Markovian divisibility in the following
Theorem 4.5. Let G ⊆ Md be a set of generators. Let T ∈ DG and suppose that every G ∈ G
satisfies Tr[G+G∗]− p
k∑
i=1
λ↑i (G+G
∗) ≤ 0. Then |det(T )| ≤
(
k∏
i=1
s↑i (T )
)p
.
Proof. By continuity of the determinant and the singular values, we can restrict our attention to
T ∈ DG. In that case, there exist n ∈ N and generators {Gi}1≤i≤n ⊂ G s.t.
n∏
i=1
eGi = T . By Lemma
4.1, it suffices to have the desired inequality for each factor eGi . These now satisfy the inequality
by Lemma 4.4.
We obtain an analogous result for infinitesimal Markovian divisibility:
Corollary 4.6. Let G ⊂ Md be a closed and convex set of matrices containing 0 ∈ Md. Let
G˜ := {λG | λ ∈ [0, 1], G an extreme point of G} ⊂ G. Assume that every G˜ ∈ G˜ satisfies Tr[G˜ +
G˜∗]− p
k∑
i=1
λ↑i (G˜+ G˜
∗) ≤ 0. Let T ∈ IG. Then 0 ≤ det(T ) ≤
(
k∏
i=1
s↑i (T )
)p
.
Proof. det(T ) ≥ 0 follows in the same way as in Proposition 3.5. By continuity it suffices to prove
the desired upper bound for T ∈ IG. By the definition of the set IG and Lemma 4.1, it then suffices
to consider single factors of the form eG, G ∈ G. By definition of G˜, G˜ ∈ G˜ in particular implies
1
nG˜ ∈ G˜ for all n ∈ N. Also, every element of G can be expressed as a finite sum of elements of
G˜. Therefore, we can apply Lemma 4.2 to conclude that it suffices to consider single factors of the
form eG˜, G˜ ∈ G˜. Now we apply Lemma 4.4 to finish the proof.
The assumption in Corollary 4.6 is about (truncated) rays through extreme points of the convex
set of interest. In light of Remark 4.3, we expect that this can in general not be further simplified
to an assumption only about the extreme points themselves (without multiples).
4.2 Quantum Channels
We now want to apply the reasoning from the previous subsection to the more specific question of
infinitesimal (Markovian) divisibility of quantum channels.
To avoid confusion about notation, in this subsection we will denote the eigenvalues of a matrix L
as λi = λi(L), whereas the eigenvalues of a linear map L on matrices are written as ΛK = ΛK(L).
For real eigenvalues of such linear superoperators, we use Λ↓K (Λ
↑
K) to denote the eigenvalues in
decreasing (increasing) order.
4.2.1 Determinant versus power of the smallest singular value
We first show that purely dissipative Lindblad generators with one Lindbladian satisfy an inequality
as assumed in Lemma 4.4 with only one summand:
Lemma 4.7. Let L : Md → Md, L(ρ) = LρL† − 12{L†L, ρ} be a purely dissipative Lindblad
generator with one Lindbladian L ∈Md. Then
Tr[L+ L∗]− d
2
Λ↑1(L+ L
∗) ≤ 0. (4.3)
10
Proof. When using vec(ABC) = (CT ⊗A)vec(B) to rewrite L+ L∗ as a d2 × d2-matrix we obtain
vec(L+ L∗) = L ⊗ L+ L† ⊗ L† − 1d ⊗ L†L − L†L ⊗ 1d.
From this it is easy to see that
Tr[L+ L∗] = |Tr[L]|2 − 2d ‖L‖2F .
We observe that the Lindbladians L and λ1d + L give rise to the same superoperator L + L∗ for
every λ ∈ C. So we can w.l.o.g. assume that Tr[L] = 0 and therefore Tr[L+L∗] = −2d ‖L‖2F . Thus
we obtain
Tr[L+ L∗]− d
2
Λ↑1(L+ L
∗) ≤ −2d ‖L‖2F +
d
2
‖L+ L∗‖∞
≤ −2d ‖L‖2F +
d
2
(∥∥L ⊗ L∥∥∞ + ∥∥∥L† ⊗ L†∥∥∥∞ + ∥∥∥1d ⊗ L†L∥∥∥∞ + ∥∥∥L†L ⊗ 1d∥∥∥∞)
= −2d ‖L‖2F +
d
2
· 4 ‖L‖2∞
≤ 0,
which finishes the proof.
Remark 4.8. In our proof of Lemma 4.7, one step might strike the reader as particularly simplistic.
Namely, we estimate
d
2
‖L+ L∗‖∞ ≤
d
2
(∥∥L ⊗ L∥∥∞ + ∥∥∥L† ⊗ L†∥∥∥∞ + ∥∥∥1d ⊗ L†L∥∥∥∞ + ∥∥∥L†L ⊗ 1d∥∥∥∞) ≤ d2 · 4 ‖L‖2∞ .
With a more thorough analysis, we can slightly improve this upper bound and thereby increase
the prefactor in the statement of Lemma 4.7 from d2 to ≈ 0.610733 d. (We then get the same
improvement in Corollary 4.9 below.) We derive this improvement in Appendix A.
We can now apply the reasoning from the previous subsection (for k = 1 and p = d2) to obtain
Corollary 4.9. Let T ∈ Id. Then 0 ≤ det(T ) ≤
(
s↑1(T )
) d
2
.
Proof. By combining the form of Lindblad generators from Theorem 2.2 with Corollary 4.6, it
suffices to consider single factors of the form eL with
L(ρ) =
{
i[ρ,H] with H = H†
LρL† − 12{L†L, ρ}
.
[·, H] :Md →Md is a self-adjoint map if H = H† and therefore ei[·,H] has 1 as only singular value.
The desired singular value inequality (4.1) is thus trivially satisfied for factors of this form. For
factors of the form eL with L(ρ) = LρL† − 12{L†L, ρ}, the desired eigenvalue inequality is exactly
shown in Lemma 4.7.
This necessary criterion can be used to find channels that are not infinitesimal divisible and are
given by convex combinations of a rank-deficient channel with the identity channel.
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Corollary 4.10. Let T :Md →Md be a quantum channel that has singular value 0 of multiplicity
1 ≤ k < d2 . Then every neighbourhood of T contains a non infinitesimal divisible channel.
Proof. Given such a quantum channel T we can explicitly write down non infinitesimal divisible
channels via convex combination with the identity, T = (1 − )T +  Id. By assumption, T has
exactly k singular values which go to 0 as → 0. Thus either det(T) < 0 or we have
det(T) =
d2∏
j=1
s↑j (T) ≥
(
s↑1(T)
)k d2∏
j=k+1
s↑j (T) >
(
s↑1(T)
)d/2
, for  small enough,
where we just used that the d2 − k largest singular values do not go to 0 for  → 0. Hence, for
 > 0 small enough, T does not satisfy the criterion given in Corollary 4.9 and is therefore not
infinitesimal divisible.
Example 4.11. We can use the above Corollary to find infinitesimal divisible channels near the
channel T :Md →Md, T (ρ) = Tr[ρ]d 1d. T is diagonal w.r.t. the generalized Gell-Mann basis ofMd
with the corresponding matrix given by Tˆ = diag[1, 0, 0, . . . , 0]. The Choi matrix τ of T has full
rank and is thus in particular strictly positive definite (because complete positivity of T translates
to positive semidefiniteness of its Choi matrix τ , see, e.g., [NC10]).
So we can pick ε > 0 small enough s.t. Tˆε = diag[1, ε, . . . , ε, 0] is the matrix representation of a
completely positive map in the generalized Gell-Mann basis. As such a matrix Tˆε describes by its
very form a trace-preserving map, it corresponds to a quantum channel Tε which now has eigenvalue
0 of multiplicity 1. So we can apply Corollary 4.10 to Tε and thus find channels arbitrarily close to
T that are not infinitesimal divisible.
Naturally, the question arises whether the power d2 in Corollary 4.9 is optimal. Our next example
shows that the dependence on d cannot be better than linear and that the factor of 12 cannot be
improved by much.
Example 4.12. When considering the pathological case of a matrix of the form
L =

0 0 0 . . . 1
0 0 0 . . . 0
...
. . .
...
0 0 0 . . . 0
 ,
we can easily compute that
L+ L∗ =

0 0 . . . 1
0 0 . . . 0
...
. . .
...
1 0 . . . 0
+

D1 0 . . . 0
0 D2 0
...
. . .
...
0 0 . . . Dd

with Di = diag(0, . . . , 0,−1) ∈ Rd×d for 1 ≤ i ≤ d − 1 and Dd = diag(−1, . . . ,−1,−2) ∈ Rd×d. So
L+ L∗ has eigenvalues −1 of multiplicity 2(d− 1), 0 of multiplicity d2 − 2d, and −1±√2, each of
multiplicity 1. In particular, Tr[L+ L∗]− pΛ↑1(L+ L∗) = −2d+ (1 +
√
2)p ≤ 0 iff p ≤ 2
1+
√
2
d.
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This example also shows that in Theorem 4.9 nothing better than det(T ) ≤
(
s↑1(T )
)p
with
p = O(d) can be achieved. Namely, with the above choice of L we get
L =

0 0 . . . 1
0 0 . . . 0
...
. . .
...
0 0 . . . 0
+ 12

D1 0 . . . 0
0 D2 0
...
. . .
...
0 0 . . . Dd
 .
This can now be exponentiated to obtain
T := eL =

0 0 . . . 1− e−1
0 0 . . . 0
...
. . .
...
0 0 . . . 0
+

e
1
2D1 0 . . . 0
0 e
1
2D2 0
...
. . .
...
0 0 . . . e
1
2Dd
 ,
where e1/2Di = diag(1, . . . , 1, e−1/2) for 1 ≤ i ≤ d− 1 and e1/2Dd = diag(e−1/2, . . . , e−1/2, e−1).
We can now compute
T ∗T =

0 0 . . . 1− e−1
0 0 . . . 0
...
. . .
...
1− e−1 0 . . . (1− e−1)2
+

eD1 0 . . . 0
0 eD2 0
...
. . .
...
0 0 . . . eDd
 ,
from which we see that T has singular values 1 of multiplicity (d−1)2−1, e−12 of multiplicity 2(d−1),√
1−e+e2+(e−1)√1+e2
e ≈ 1.200 of multiplicity 1 and
√
1−e+e2−(e−1)√1+e2
e ≈ 0.306 of multiplicity 1. In
particular, we have
det(T ) ≤
(
s↑1(T )
) d
2
but
det(T ) >
(
s↑1(T )
)d
.
More precisely, we see that det(T ) ≤
(
s↑1(T )
)p
requires, as d→∞,
p ≤ ln(s
↓
1(T )) + ln(s
↑
1(T ))− (d− 1)
ln(s↑1(T ))
≈ ln(1.200) + ln(0.306)− (d− 1)
ln(0.306)
∼ 1− ln(0.306)d ≈ 0.845 d.
If we do the same computation for 1nL instead of L, we obtain, in the limit of large n, the upper
bound
p ≤ 2
1 +
√
2
d+ 1 +
√
2
1 +
√
2
,
which coincides up to an additive constant with the bound obtained above on the level of eigenvalues.
This concludes our discussion of the example.
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The result of Theorem 4.9 applied to the qubit case does not reproduce the criterion from
Theorem 3.6. In particular, we do not obtain s2min but merely smin. For normal Lindbladians and
thus products of unital channels, our reasoning can, however, be improved.
Proposition 4.13. For normal Lindbladians the prefactor in Lemma 4.7 (and thus the exponent in
Corollary 4.9) can be improved to d. Furthermore, this estimate is sharp, i.e., cannot be improved
for general normal L.
Proof. For normal L we know all the eigenvalues of L+L∗, they are given by {−|λi−λj |2}i,j , where
λi are the eigenvalues of L (see Remark 4.15 for a detailed derivation). Now choose two indices
i∗, j∗ such that
|λi∗ − λj∗ |2 = max
i,j
|λi − λj |2.
Then (4.3) for exponent d becomes
Tr[L+ L∗]− dΛ↑1(L+ L∗) = −
∑
i,j
|λi − λj |2 + d|λi∗ − λj∗ |2. (4.4)
Now using |a+ b|2 ≤ 2(|a|2 + |b|2) and denoting the indices {1, . . . , d}\{i∗, j∗} = {n1, . . . , nd−2} we
obtain
(4.4) ≤ −
∑
i,j
|λi − λj |2 + 2|λi∗ − λj∗ |2 + 2
d−2∑
k=1
|λ∗i − λnk |2 + |λ∗j − λnk |2 ≤ 0.
In the last step we used that every difference |λi∗/j∗ − λnk |2 appears twice in the first sum.
In order to see that d is also optimal, consider the example L = diag[1,−1, 0, . . . , 0]. Here a
straightforward calculation shows that L+L∗ has eigenvalues -4 of multiplicity 2, -1 of multiplicity
4(d− 2), and 0 of multiplicity 2 + (d− 2)2. Thus,
Tr[L+ L∗] = −4d = −d|λ1 − λ2|2 = dΛ↑1(L+ L∗),
so d is optimal.
Note that the example used in the previous proof can also be used to show that for normal L,
the exponent in det(eL) ≤
(
s↑1(e
L)
)d
cannot be improved.
4.2.2 Determinant versus product of smallest singular values
So far, we have used the ideas from subsection 4.1 to derive an upper bound on the determinant
of infinitesimal divisible quantum channels in terms of a power of its smallest singular value. Now
we focus on the other aspect of Lemma 4.4 and bound the determinant via a product of smallest
singular values.
Lemma 4.14. Let L : Md → Md, L(ρ) = LρL† − 12{L†L, ρ} be a purely dissipative Lindblad
generator with one Lindbladian L ∈Md. Then for f(d) = 2d− 2
√
2d+ 1 we have
Tr[L+ L∗]−
bf(d)c∑
K=1
Λ↑K(L+ L
∗) ≤ 0. (4.5)
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Proof. As in the proof of Lemma 4.7, we can w.l.o.g. assume Tr[L] = 0 and therefore Tr[L+ L∗] =
−2d ‖L‖2F . We can now bound
−
bf(d)c∑
K=1
Λ↑K(L+ L
∗) ≤
bf(d)c∑
K=1
|Λ↑K(L+ L∗)|
≤
bf(d)c∑
K=1
s↓K(L+ L
∗)
= ‖L+ L∗‖1,bf(d)c
=
∥∥∥L ⊗ L+ L† ⊗ L† − 1d ⊗ L†L − L†L ⊗ 1d∥∥∥
1,bf(d)c
≤ 2∥∥L ⊗ L∥∥
1,bf(d)c +
∥∥∥1d ⊗ L†L+ L†L ⊗ 1d∥∥∥
1,bf(d)c
,
We bound those two norms separately: For the first term,
∥∥L ⊗ L∥∥
1,bf(d)c =
bf(d)c∑
K=1
s↓K(L ⊗ L)
≤
√
bf(d)c
( bf(d)c∑
K=1
(
s↓K(L ⊗ L)
)2) 12
≤
√
bf(d)c ∥∥L ⊗ L∥∥
F
=
√
bf(d)c ‖L‖2F ,
where the first inequality is an application of Cauchy-Schwarz.
For the second term, we choose an ONB w.r.t. which L†L is diagonal with the squares of the singular
values si of L on the diagonal (which is possible by unitary invariance of the Ky-Fan norms) and
then compute∥∥∥1d ⊗ L†L+ L†L ⊗ 1d∥∥∥
1,bf(d)c
=
∥∥diag[2s21, s21 + s22, . . . , s21 + s2d, s21 + s22, . . . , 2s2d]∥∥1,bf(d)c
≤ (bf(d)c+ 1)
d∑
i=1
s2i
≤ (bf(d)c+ 1) ‖L‖2F .
Plugging this into the above, we obtain
Tr[L+ L∗]−
bf(d)c∑
K=1
Λ↑K(L+ L
∗) ≤ −2d ‖L‖2F + (1 + 2
√
bf(d)c+ bf(d)c) ‖L‖2F .
This is ≤ 0 if 1+2√f(d)+f(d)−2d ≤ 0, which is guaranteed by the choice f(d) = 2d−2√2d+1.
Remark 4.15. The reasoning in the proof of Lemma 4.14 becomes particularly simple if the
Lindbladian L is normal. In that case, let {vj}j be an orthonormal basis for Rd consisting of
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eigenvectors of L corresponding to eigenvalues {λj}j . By normality, the {vj}j are also eigenvectors
of L† to eigenvalues {λj}j . Recalling that in the matrix representation we can write L + L∗ =
L ⊗ L + L† ⊗ L† − 1d ⊗ L†L − L†L ⊗ 1d, it is now easy to see that {v¯i ⊗ vj}i,j is an orthonormal
basis of Cd2 consisting of eigenvectors of L + L∗ to eigenvalues {−|λi − λj |2}i,j . So all eigenvalues
of L+ L∗ are ≤ 0, the inequality of Lemma 4.14 is trivially satisfied.
We can now apply our reasoning from subsection 4.1 (with k = b2d− 2√2d+ 1c and p = 1) to
obtain
Corollary 4.16. Let T ∈ Id. Then with f(d) = b2d− 2
√
2d+ 1c we have
0 ≤ det(T ) ≤
f(d)∏
i=1
s↑i (T ).
Example 4.17. Consider again the Lindblad generator L from Example 4.12 and the corresponding
channel T . With the eigenvalues and singular values computed in Example 4.12, we see that in this
case,
d2−k∑
i=1
Λ↓i (L+ L
∗) > 0 for all k ≥ 2d− 1 and we have
det(T ) ≤
2d−2∏
i=1
s↑i (T )
but
det(T ) >
k∏
i=1
s↑i (T )
for every d2 > k > 2d−2. This shows that in Corollary 4.16 nothing better than det(T ) ≤
k∏
i=1
s↑i (T )
with k = 2d− 2 can be achieved.
Remark 4.18. After establishing the optimality of picking the smallest 2d− C singular values in
Corollary 4.16, the question naturally arises whether this bound can in principle be achieved with
our proof strategy. In other words, what is the optimal choice for k s.t.∥∥∥L ⊗ L+ L† ⊗ L† − 1d ⊗ L†L − L†L ⊗ 1d∥∥∥
1,k
≤ 2d?
We clearly have∥∥∥L ⊗ L+ L† ⊗ L† − 1d ⊗ L†L − L†L ⊗ 1d∥∥∥
1,k
≤ 2∥∥L ⊗ L∥∥
1,k
+
∥∥∥1d ⊗ L†L+ L†L ⊗ 1d∥∥∥
1,k
.
The first term has the singular values si(L)sj(L) and the second one has singular values s2i (L)+s2j (L).
Thus, if we normalize the Frobenius-norm of L to 1 and write pi = s2i (L), we can reduce the desired
bound to the following
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Conjecture 4.19. Let p ∈ Rd≥0 with
d∑
i=1
pi = 1. Define the matrices A,G ∈ Rd×d via
aij =
pi + pj
2
, gij =
√
pipj .
Denote by a↓k and g
↓
k the k
th largest entry of a and g, respectively. Define
A =
h(d)∑
k=1
a↓k, G =
h(d)∑
k=1
g↓k.
We conjecture that the maximal integer h(d) such that A+G ≤ d holds for any probability vector p
is given by h(d) = 2d− 5.
We have tested this conjecture numerically for a wide range of dimensions. Theoretically it
stems from the fact that we know the optimal values and corresponding probability vectors for the
arithmetic (h(d) = 2d − 2) and geometric mean (h(d) = d2), respectively. So A is by far more
decisive and G can only worsen the maximal number of summands by a bit. If we were able to
prove this conjecture, we could choose f(d) = h(d) = 2d − 5 in Corollary 4.16, which would bring
us closer to the optimum of 2d− 2 up to an additive constant.
Remark 4.20. In contrast to the previous subsection, here we cannot provide an example of
a quantum channel that violates the criterion from Corollary 4.16. As any channel having only
singular values ≤ 1 trivially satisfies the criterion, no unital channel will provide a violation, which
makes analytically constructing an example more difficult.
We have also tried to find an example of a non-infinitesimal-divisible channel that is recognized as
such by the conjectured optimal version of our criterion (which we cannot prove yet) numerically via
minimizing the fraction
2d−2∏
i=1
s↑i (T )/ det(T ) over channels. This has, however, not been successful.
We would be interested in any comments as to how such an example can be found or why finding
one is a challenging task.
So far in our treatment of infinitesimal divisible quantum channels, we considered two extreme
cases, namely, estimating the determinant by the highest possible power of the smallest singular
value and by the product of the largest possible number of the lowest singular values all with
exponent 1. The next Proposition corresponds to an interpolation between those two results.
Proposition 4.21. Let T ∈ Id. Then for any 1 ≤ k ≤ d2 with g(d) = 2dk+2√k+1 we have
0 ≤ det(T ) ≤
(
k∏
i=1
s↑i (T )
)g(d)
.
Proof. As shown in subsection 4.1, it suffices to show that any Lindblad generators L satisfies
Tr[L+ L∗]− g(d)
k∑
`=1
Λ↑` (L+ L
∗) ≤ −2d ‖L‖2F + g(d) ‖L+ L∗‖1,k ≤ 0.
17
Again, we only need to consider purely dissipative Lindblad generators with a single Lindbladian.
For such generators, the desired assertion follows from the bound on the Ky-Fan norm provided in
the proof of Lemma 4.14
‖L+ L∗‖1,k ≤
(
k + 2
√
k + 1
) ‖L‖2F .
Remark 4.22. In our numerical tests, we observe the result of Corollary 4.9 to be the strongest
in generic cases in higher dimensions, since generically the smallest singular value seems to be of
some orders of magnitude smaller then the others. But the result in Proposition 4.21 might give
useful improvements for small dimension, especially if some of the lowest singular values are all of
the same order of magnitude. Take, e.g., the case d = 3, k = 2, then we get the three results
0 ≤ det(T ) ≤

s↑1(T )
3/2 Corollary 4.9,
s↑1(T )s
↑
2(T ) Corollary 4.16,(
s↑1(T )s
↑
2(T )
) 6
3+2
√
2 Proposition 4.21.
So if s↑1(T ) is a lot smaller than s
↑
2(T ), the first result is the strongest. But if s
↑
1(T ) ≈ s↑2(T ), then
the last result becomes the strongest criterion out of the three.
4.3 Stochastic Matrices
The classical counterparts of quantum channels and Lindblad generators are stochastic matrices
and transition rate matrices, respectively. In particular, when choosing the set of generators to be
the set of all transition rate matrices, we obtain a notion of (infinitesimal) Markovian divisibility
for stochastic matrices.
Motivated by the results of subsections 4.1 and 4.2 we now study whether similar criteria for
infinitesimal divisibility of stochastic matrices can be established. More precisely, we define
Definition 4.23. (Markovian Divisible Stochastic Matrices)
We define the set of d× d stochastic matrices to be
Sd := {S ∈ Rd×d | Sij ≥ 0 ∀i, j and
d∑
j=1
Sij = 1 ∀i}
and the set of d× d transition rate matrices to be
Qd := {Q ∈ Rd×d | Qij ≥ 0 ∀i 6= j and
d∑
j=1
Qij = 0 ∀i}.
We call a stochastic matrix S ∈ Sd Markovian divisible if it is Markovian divisible w.r.t. the set of
generators Qd in the sense of Definition 3.1.
Note that, as discussed in Remark 3.4, the “infinitesimal” requirement is automatically con-
tained in this definition due to the structure of the set Qd, which is why we do not write it out
explicitly.
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Our first observation is that, in contrast to the case of Lindblad generators studied in subsection
4.2, when allowing all transition rate matrices as generators, no non-trivial necessary criteria of our
desired form (4.1) can hold.
Example 4.24. Take the transition rate matrix
Q =

−1 0 . . . 0 1
0 0 . . . 0 0
...
. . .
...
0 0 . . . 0 0
 ∈ Qd, then eQ =

1
e 0 . . . 0 1− 1e
0 1 . . . 0 0
...
. . .
...
0 0 . . . 0 1
 ,
which has singular values
√
1−e+e2+(e−1)√1+e2
e ≈ 1.200 of multiplicity 1, 1 of multiplicity d− 2 and√
1−e+e2−(e−1)√1+e2
e ≈ 0.306 of multiplicity 1. In particular, we see that for every 1 ≤ k < d
det(eQ) >
k∏
i=1
s↑i (e
Q).
So for Markovian divisible stochastic matrices, there cannot be a non-trivial necessary criterion of
the form of Corollary 4.16. Similarly, no non-trivial necessary criterion as in Corollary 4.9 with an
exponent growing with some positive power of d can hold when we take the set G of generators to
be all transition rate matrices.
This example, together with Corollaries 4.16 and 4.9, implies the following
Corollary 4.25. There cannot be a mapping from d2 × d2 stochastic matrices to Td that both
preserves infinitesimal Markovian divisibility and leaves singular values invariant.
We can, however, restrict our attention to strict subsets of all transition rate matrices and derive
analogous criteria there.
Lemma 4.26. Let c ∈ (0, 1]. Consider the set of generators
Gc := {Q ∈ Rd×d | Q is a transition rate matrix and Qkk ≤ c min
1≤l≤d
Qll ∀1 ≤ k ≤ d}.
Then Tr[Q+QT ]− 1+c(d−1)2 λ↑1(Q+QT ) ≤ 0.
Proof. Clearly, for Q ∈ Gc we have Tr[Q+QT ] = 2
d∑
i=1
Qii ≤ 2(1+ c(d−1)) min
1≤l≤d
Qll. As
d∑
j=1
Qij = 0
for all 1 ≤ i ≤ d, we can use Gerschgorin discs to obtain λ↑1(Q + QT ) ≥ 4 min
1≤l≤d
Qll. In particular,
we have that
Tr[Q+QT ]− 1 + c(d− 1)
2
λ↑1(Q+Q
T ) ≤ 2(1 + c(d− 1)) min
1≤l≤d
Qll − 2(1 + c(d− 1)) min
1≤l≤d
Qll = 0,
as claimed.
According to our reasoning from subsection 4.1, this directly implies the following
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Corollary 4.27. Let c ∈ (0, 1]. Suppose that S ∈ [0, 1]d×d is a stochastic matrix that is Markovian
divisible w.r.t. Gc. Then det(S) ≤
(
s↑1(S)
) 1+c(d−1)
2
.
If we set c = 1, then G1 describes the set of transition rate matrices with constant diagonal.
For Markovian divisibility of a stochastic matrix S w.r.t. this restricted set of generators, we obtain
again the criterion det(S) ≤
(
s↑1(S)
) d
2
.
5 Conclusion
In this work, we described how the notion of infinitesimal Markovian divisibility introduced in
[WC08] as a notion of Markovianity for quantum channels with the generators in Lindblad form
can be extended to a notion applicable to general linear maps and (closed and convex) set of gen-
erators.
Our main contribution towards an understanding of this notion is a general proof strategy, based
on (sub-)multiplicativity properties of the determinant and of products of largest singular values
as well as Trotterization, with which we can establish necessary criteria for infinitesimal Markovian
divsibility from a spectral property of the generators.
We showed that all Lindblad generators satisfy such a property, therefore our approach yields neces-
sary criteria for infinitesimal Markovian divisibility of quantum channels in any (finite) dimension.
These are the first such criteria beyond dimension 2 aside from non-negativity of the determinant.
Using these criteria, we gave new examples of provably not infinitesimal Markovian divisible quan-
tum channels that can be found in any neighborhood of any rank-deficient quantum channel.
However, when studying the classical counterpart - stochastic matrices as maps of interest and
transition rate matrices as generators - we found that in the general scenario in which all possible
transition rate matrices are allowed as generators, no necessary criterion of our desired form can
hold. We could apply our proof strategy only after imposing an additional restriction on the allowed
transition rate matrices, which can be interpreted as requiring that the time scales for remaining in
any of the states of the Markov chain are comparable. (In particular, we have to assume that there
are no absorbing states.)
Several follow-up questions arise naturally from our work. The first such question is for im-
provements of our results of Corollaries 4.9 and 4.16. In Examples 4.12 and 4.17, we have shown
that our results are close to optimal w.r.t. the dimension dependence of the exponent in Corollary
4.9 and optimal in leading order w.r.t. the number of factors in Corollary 4.16. Nevertheless, there
remains a gap to be closed. One possible step for improving Corollary 4.16 might lie in a better
understanding of Conjecture 4.19. One might also wonder whether there a subclass of Lindblad
operators for which our proof strategy yields stronger bounds.
More generally, we are hoping for a better understanding of the result of Corollary 4.16. A cru-
cial first step would be to find - either analytically or numerically - examples of not infinitesimal
Markovian divisible quantum channels that violate the inequality in Corollary 4.16 (or, for that
matter, our conjectured improvement of it). As our proof of this inequality makes extensive use
of the assumed divisibility structure, we would consider it surprising if no such examples could be
found, which would make it trivial as a necessary criterion.
We mention one more natural question concerning the case of infinitesimal Markovian divisible
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quantum channels. Namely, now that we have established necessary criteria for this property, can
these be complemented by sufficient criteria of a similar form? The results of [WC08] show that for
generic qubit channels, an inequality between the determinant of a channel and the square of its
smallest singular value is indeed both a necessary and sufficient criterion for infinitesimal Markovian
divisibility. But it is not at all clear whether this gerneralizes to higher dimensions.
Finally, here we have applied our general proof strategy to two scenarios, that of Lindblad genera-
tors and that of transition rate matrices as generators. It would be interesting to find other sets of
matrix semigroups whose generators satisfy a spectral property as required in Theorem 4.5.
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Appendix
A Proof of an Improvement to Corollary 4.9
As mentioned in Remark 4.8, we are able to improve the exponent in Corollary 4.9 from d2 to
2
2+
√
13
8
d ≈ 0.610733 d.
The idea behind the improvement is to estimate more carefully the smallest (“most negative”)
eigenvalue Λ↑1(L + L
∗). In the proof of Corollary 4.9, we simply estimate Λ↑1(L + L
∗) from below
by −4 ‖L‖2F , which yields the exponent d2 when comparing it to the −2d ‖L‖2F from the trace of
L+ L∗. To obtain our improved version, we prove the following
Lemma A.1. Let L ∈Md and L(ρ) = LρL† − 12{L†L, ρ}. Then
Λ↑1(L+ L
∗) ≥ −
(
2 +
√
13
8
)
‖L‖2F .
Proof. The starting point for our reasoning is the l2-version of the Gerschgorin disc Theorem (see,
e.g., [Bha97]), which states that for a Hermitian matrix A =
(
aij
)
i,j
, each interval [aii − ri, aii + ri]
contains at least one eigenvalue of A, where
ri =
∑
j 6=i
|aij |2
1/2 .
Next, note that due to the tensor-structure of L+L∗ we can write its entries in a matrix represen-
tation as (
L+ L∗
)
kl
= L(q+1)(p+1)Lrs + L(p+1)(q+1)Lsr − δqp(L†L)rs − (L†L)(q+1)(p+1)δrs,
where k = qd+r, l = pd+s with q ∈ {0, . . . , d−1}, r ∈ {1, . . . , d}. If we now choose an orthonormal
basis such that L†L = diag[σ21, . . . , σ2d], we obtain for the diagonal entries(
L+ L∗
)
kk
= L(q+1)(q+1)Lrr + L(q+1)(q+1)Lrr − σ2r − σ2(q+1).
For the off-diagonal entries we need to consider only the first two terms in L+L∗ due to the choice
of our basis, i.e., we get for k 6= l(
L+ L∗
)
kl
= L(q+1)(p+1)Lrs + L(p+1)(q+1)Lsr.
We need to distinguish two cases.
Case k = 1: Here we have (
L+ L∗
)
11
= 2|L11|2 − 2σ21
24
and∑
k 6=1
∣∣(L+ L∗)
1k
∣∣2 = ∑
q,r
∣∣L1(q+1)L1r + L(q+1)1Lr1∣∣2
≤
∑
q
∣∣L1(q+1)∣∣2∑
r
∣∣L1r∣∣2 +∑
q
∣∣L(q+1)1∣∣2∑
r
∣∣Lr1∣∣2 + 2
∑
r
∣∣L1rLr1∣∣︸ ︷︷ ︸
≤ 1
2
(
|L1r|2+|Lr1|2
)

2
≤ ‖L‖2F
( ‖L‖2F + |L11|2)+ 12( ‖L‖2F + |L11|2)2,
where in the last step we used that, since we are summing up the first row and column, only the
diagonal entry |L11|2 appears twice and the sum of the remaining squares can be bounded by one
Frobenius norm.
Before we proceed let us note that w.l.o.g. we can normalize ‖L‖2F = 1 to make the following
computations more readable. Then we obtain by completing the square,∑
k 6=1
∣∣(L+ L∗)
1k
∣∣2 ≤ 1 + |L11|2 + 12(1 + |L11|2)2 = (√32 +√23 |L11|2)2 − 16 |L11|4.
Thus,
(
L+ L∗
)
11
−
∑
k 6=1
∣∣(L+ L∗)
1k
∣∣21/2 ≥ 2|L11|2 − 2σ21 −√32 −√23 |L11|2 ≥ −(2 +√32).
So in this case we are even able to bound aii − ri from below by −(2 +
√
3
2) ‖L‖2F .
Case k 6= 1: Here, we obtain for the diagonal entries using Young’s inequality(
L+ L∗
)
kk
= L(q+1)(q+1)Lrr + L(q+1)(q+1)Lrr − σ2r − σ2(q+1) ≥ −2
∣∣L(q+1)(q+1)Lrr∣∣− ‖L‖2F .
Note that the two singular values might be the same but can nevertheless be bounded by just one
Frobenius norm, which is the important difference to the case k = 1.
For the off-diagonal entries we start off in the same way as above∑
l 6=k
∣∣(L+ L∗)
kl
∣∣2 ≤ ∑
(p,s)6=(q,r)
∣∣L(q+1)(p+1)Lrs∣∣2 + ∣∣L(p+1)(q+1)Lsr∣∣2 + 2∣∣L(q+1)(p+1)LrsL(p+1)(q+1)Lsr∣∣
=
(∑
p
|L(q+1)(p+1)|2
)(∑
s
|Lrs|2
)
+
(∑
p
|L(p+1)(q+1)|2
)(∑
s
|Lsr|2
)
+ 2
(∑
p
|L(q+1)(p+1)L(p+1)(q+1)|
)(∑
s
|LrsLsr|
)
− 4|L(q+1)(q+1)Lrr|2
≤ ‖L‖2F
(
‖L‖2F + min{|Lrr|2, |L(q+1)(q+1)|2}
)
− 4|L(q+1)(q+1)Lrr|2
+
1
2
(
‖L‖2F + |Lrr|2
)(
‖L‖2F + |L(q+1)(q+1)|2
)
.
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Again normalizing ‖L‖2F = 1 and denoting x =
∣∣L(q+1)(q+1)∣∣, y = ∣∣Lrr∣∣ gives us
(
L+ L∗
)
kk
−
∑
l 6=k
∣∣(L+ L∗)
kl
∣∣21/2 ≥ −2xy − 1− ((1 + min{x2, y2}) + 1
2
(1 + x2)(1 + y2)− 4x2y2
)1/2
=: g(x, y).
Taking the minimum of the function on the right hand side over (the upper half of) the unit disk
x2 + y2 ≤ 1 gives us
(
L+ L∗
)
kk
−
∑
l 6=k
∣∣(L+ L∗)
kl
∣∣21/2 ≥ min
B1(0)
g(x, y) = g
(
1√
2
, 1√
2
)
= −2−
√
13
8 .
As the second case k 6= 1 gives us the worse bound, our final estimate is precisely the statement
from Lemma A.1.
Again, this has to be compared to −2d ‖L‖2F in the reasoning of the proof of Corollary 4.9,
whereby we obtain the claimed exponent 2
2+
√
13
8
d (instead of the previous d2).
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