The maximum clique extraction problem finds extensive application in diverse domains like community discovery in social networks, brain connectivity networks, motif discovery, gene expression in bioinformatics, anomaly detection, road networks and expert graphs. Since the problem is NP-hard, known algorithms for finding a maximum clique can be expensive for large real-life graphs. Current heuristics also fail to provide high accuracy and run-time efficiency for dense networks, quite common in the above domains.
INTRODUCTION
In the maximum clique problem (MCP) the goal is to find a clique of maximum size in a given graph. Here, a clique is a subset of the vertices all of which are pairwise adjacent, and forms a fundamental graph structural feature capturing dense, close-knit regions. With the unprecedented growth of network data in the form of knowledge graphs, social and collaboration networks, MCP finds extensive application across diverse domains. For example, large * Work was completed while the authors were at Nokia Bell Labs, Dublin, Ireland.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org /10.1145/3357384.3358126 cliques in social media networks (like Facebook or Twitter) or collaborative networks (like StackOverflow) represent communities or interaction forums, and their detection [10, 18, 24] is important in studying their organization and evolution along with the identification of domain experts [13] . Other applications involve the extraction of gene co-expressions (expressed as large cliques), motif discovery, and protein-protein interaction patterns in bioinformatics [12, 35, 38] . In information retrieval, documents can be considered as vertices of a graph with edges linking similar itemsa clique would then represent a cluster of highly similar items [1] . Other use-cases include the analysis of financial networks [2] , clustering in citation and dynamic networks [27] , disease symptom correlation finding [3] , road networks [37] , and anomaly and intrusion detection [14] . State-of-the-art. MCP is NP-hard [11] , and several exact algorithms and heuristics have been proposed. The classical exact algorithm [4] employs a branch-and-bound strategy to prune search tree branches that fail to find cliques larger than the current one. More recent approaches use vertex colouring to obtain an upper bound on the maximum clique size [30] . Further variants were also proposed [12, 25] , and tighter bounds via k-cores were explored in [26] . Novel pruning strategies based on vertex degrees were presented in [19] , while a recursive search based on upper and lower bounds on maximum clique size was proposed in [16] .
In general, MCP is known to be inapproximable in polynomial time within a factor of n 1−ϵ for any ϵ > 0, unless P = NP [39] , motivating the design of heuristics. Use of approximate vertex colourings for run-time efficiency was studied in [29] , while parallelized approaches were also considered [17, 23, 33] . In addition, several relaxations of a clique [32, 36] have been proposed to provide bounds on the maximum clique size. To solve MCP, one could also enumerate all maximal cliques of a graph [5, 34] , but this approach is infeasible even for moderately-sized graphs.
Due to NP-hardness, instances can be inherently complex even for small datasets, and hence lack scalability for large web-scale graphs. Even more complicated scenarios involve dense graphs [31] , such as brain networks and social interactions, wherein the high density of the input instances provide little or no room for state-ofthe-art pruning techniques based on vertex colourings or k-cores. Contributions. We propose the novel ALTHEA (mAximum cLique exTraction using cHi-squarE stAtistics) pruning heuristic for identifying candidate regions for containing a maximum clique in a dense graph. To enable aggressive pruning, ALTHEA uses the chisquare (χ 2 ) statistical measure to detect structural deviations from the expectation. Based on initial empirical results on diverse real and synthetic datasets, we show that our proposed framework outperforms the state-of-the-art heuristics in terms of run-time with high accuracy. We also study the robustness and scalability of our approach by exploring the performance on varying random graphs.
Preliminaries. Statistical significance models the relation between empirical or observed results and the factors affecting the system or to pure chance, which can be captured by the notion of p-value [20] . It measures the chance of rejecting the null hypothesis, i.e., since extreme events are rare, they exhibit smaller p-value, and are hence more statistically significant. The Pearson's chi-square statistic, χ 2 , has been shown to provide a good estimate [21] of the p-value. It computes the normalized squared difference between the expected and observed occurrence counts of outcomes as
where O i and E i are the observed and expected number of occurrences, respectively, for outcome i. Intuitively, a vertex v along with its neighbours that are present in a large clique tend to demonstrate a deviation in their degrees from the underlying expected degree distribution characteristics of the graph. Such statistical measure to capture structural properties in large graphs has been studied in [7] for subgraph similarity.
THE ALTHEA HEURISTIC
This section describes the ALTHEA heuristic for extracting an approximate maximum clique from a simple input graph G = (V , E).
ALTHEA hinges on categorizing the degree of each vertex in G based on its deviation from the average degree of G. Each vertex is subsequently represented by a sequence of category symbols encoding its neighbourhood, which are then used for computing its statistical significance score. Any vertex depicting the maximum χ 2 value (along with its neighbourhood) forms a candidate region for containing a maximum clique in G. ALTHEA comprises 5 steps. 1. Initialization. We compute three degree characteristics of G: 
2. Symbol Categorization. ALTHEA captures the nature of vertex degree deviation (in the number of standard deviations) from the underlying degree distribution of G. The number of category symbols
by which the degree of v i deviates from a(G). Next, we compute the expected probability of occurrence for the symbols in Γ G .
To this end, we use Chebyshev's inequality [28] , which for a random variable X and a real number k > 0 states that Pr(|X − µ | ≥ kδ ) ≤ 1/k 2 , where µ and δ are the mean and standard deviation, respectively, of the distribution from which X is drawn. Thus, the occurrence probability of γ i is given by Pr(
Other tail distribution bounds or domain-dependent probability distributions capturing the underlying characteristics of G might also be used depending on the application. This makes ALTHEA robust to diverse domains, applicable to different input distributions.
The vertex v is then represented by a sequence of category symbols Seq(v) of length |N [v]| based on the symbol categorization of the degree of the vertices in its neighbourhood N [v]. Formally, the category symbol sequence for vertex v is given by
For each vertex v, ALTHEA computes the χ 2 statistical significance score, using the category symbol sequence of v and the associated symbol probabilities. For each category symbol γ i ∈ Γ G , its expected occurrence count for vertex v is computed as
Similarly, the corresponding observed occurrence count O v γ i of the category symbol γ i for v can be obtained from Seq(v). Combining the above steps, the
Approximate Maximum Clique Extraction.
After computing the statistical significance of the vertices, ALTHEA selects the vertex v ′ demonstrating the maximum statistical significance (chosen arbitrarily in case of ties), as the best candidate whose neighbourhood contains an (approximate) maximum clique for G. Intuitively, a vertex and its neighbours that are a part of a maximum clique in G would exhibit the largest variation in the degree distribution characteristic compared to the average (or expected) characteristic of G, which is captured by the notion of statistical significance. Finally, the subgraph induced by the neighbourhood N [v ′ ] is fed to a maximum clique solver for extracting a large clique of G. Discussion. In a dense graph the degree of a vertex is high, and the degree distribution tends to be tightly bound (or coupled). Hence, even slight deviations from the expected behaviour (in cases of vertices that are a part of large cliques) depict high statistical significance scores. This enables ALTHEA to effectively identify large maximum cliques, as we will experimentally show next.
EXPERIMENTAL EVALUATION
Baselines. We benchmark the performance of ALTHEA against the following existing state-of-the-art approaches: (i) igraph Note that the final pruned subgraph obtained by ALTHEA is presented to a maximum clique solver. We couple ALTHEA with either the exact MoMC solver, or the fast FMC(H) heuristic (denoted as ALTHEA+MoMC and ALTHEA+FMC(H) respectively). The approaches are evaluated on run-time efficiency and accuracy of extracting a maximum clique. Our implementation of ALTHEA is in C, and all experiments are run on an Intel(R) Xeon(R) E5-2680 CPU (2.80 GHz) with 8 cores and 32 GB of RAM.
Real Datasets
We experiment on real datasets from diverse domains such as biological networks, financial graphs, social interaction and blog conversations obtained from www.networkrepository.com [22] . Easy Instances. We selected 17 dense graphs (see Table 1 ) with varying sizes of upto 30 K vertices and 1 M edges. Table 1 reports the Table 1 : Performance comparison of ALTHEA on real-world datasets. (Notes: (i) ω denotes the maximum clique size and ω ′ is the approximate maximum clique size found; (ii) results for approaches that were "killed" after 5 minutes of run-time (without output) are marked with −; (iii) for results marked with #, refer to Table 2 vertex and edge pruning achieved by ALTHEA+FMC(H) in addition to run-time and the maximum clique size extracted. We see that ALTHEA is highly accurate in identifying regions that contain a maximum clique. In fact, it is successful in extracting an optimal maximum clique in 13 of the instances; while in the remaining 4 instances, it extracts larger cliques than stand-alone FMC(H).
We observe that ALTHEA aggressively prunes the search space (with high accuracy), achieving vertex and edge prunings as high as 99.0% -with more than 80% vertex/edge pruning on 11 instances. This enables our framework to be very efficient in practice, showcasing consistent speedups of around 3× compared to the best performing heuristic and upto 10× with respect to the exact algorithms. On the other hand, RMC is able to extract the maximum clique size in nearly all the instances, but suffers from large run-time in general (compared to other heuristics), owing to its dependency on vertex colouring and independent set computation. Hard Instances. We select 8 additional hard instances, on which exact algorithms were unable to run to completion with a timeout of 5 min. Table 2 tabulates these instances and the performance of the competing approaches. Here, we also evaluate the performance of ALTHEA when coupled with the exact MoMC algorithm.
Similar to our previous observations from Table 1 , we find that ALTHEA+FMC(H) performs better that the standalone FMC(H) heuristic, and extracts better solutions. Further, vertex and edge pruning (of around 40% on average) gives ALTHEA faster run-times with upto 5× speedups over FMC(H). Again, RMC requires high computation time but extracts larger cliques.
From Table 2 , we see that the pruning strategy of ALTHEA with MoMC provides an interesting trade-off between solution quality and run-time. This approach is able to identify significantly better solutions compared to others, in all instances. In fact, for the last two instances in Table 2 (also in Table 1) , we are now able to extract the optimal solution. Although ALTHEA+MoMC consumes slightly more run-time (than FMC(H)), it is still faster than RMC.
To summarize, we see that ALTHEA provides an efficient and robust pruning strategy for finding an approximate maximum clique (with high accuracy) in dense real-life graphs from diverse domains.
Synthetic Datasets
We now study the robustness of ALTHEA on Erdős-Rényi (ER) random graphs [9] , denoted as G(n, p), which is an n-vertex graph where every edge is present with independent probability p. We observe the pruning ratio, run-time and accuracy of the approaches, by varying the two parameters n and p. Particularly for p ≥ 0.5, random graphs present a challenging benchmark for pruning. Hence, we relax the accuracy measure by considering a heuristic accurate if the size of the clique returned is at most 1 less than the optimum. Graph Density. The effect of density on the performance of the approaches is shown in Figures 1(a) -(c) obtained on ER-graphs with 64 vertices with varying density of p ∈ {0.25, 0.33, 0.5, 0.67, 0.75}. In terms of pruning rate, we observe in Figure 1 (a) that ALTHEA effectively prunes nearly 50% of the edges (and vertices) even in dense random graphs (p = 0.5). However, the pruning rate decreases linearly with increase in density (to around 20% for p = 0.75). The high pruning rate enables ALTHEA (coupled with FMC(H) heuristic) to be superior than the other approaches in terms of runtime demonstrating upto 1.5× speedup compared to standalone FMC(H). Similar to the real datasets, RMC suffers from high runtime (upto 10× slower). Interestingly, we observe that ALTHEA exhibits higher accuracy compared to FMC(H) (Figure 1(c) ). For G(64, 0.75), we report an accuracy of more than 70% compared to around 50% for FMC(H). The accuracy of FMC(H) is seen to degrade significantly as density increases. For low density graphs (p < 0.5), both heuristics perform quite well. RMC has perfect accuracy, but infeasible running times for larger and denser graphs. Graph Size. We assess the effect of varying n on the performance of ALTHEA. Figures 1(d) and (e) present the results for n = 256.
The approaches are seen to exhibit similar behaviour as above, with high pruning rates for ALTHEA, along with a large speedup in extracting large cliques compared to FMC(H). From Figure 1 (e), we observe that our approach depicts significantly superior accuracy (compared to FMC(H)) -being nearly 6× more accurate in identifying a maximum clique in dense input graphs. Similar results were observed on ER-graphs for other parameter values of n and p.
CONCLUSION
We presented ALTHEA, a novel heuristic for efficiently and accurately identifying candidate regions containing a maximum clique in dense graphs. Our proposed framework leverages the notion of statistical significance for pruning by capturing structural deviations from the underlying degree distribution. Experiments on diverse real-world dense graphs demonstrated that ALTHEA is superior to existing state-of-the-art heuristics in terms of both computational efficiency (with upto 90% prune rate and 5× speedups) and accuracy. We further demonstrated on random graphs that ALTHEA is robust in handling instances with diverse characteristics.
