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Abstract—The quick detection of abrupt (unknown) parameter
changes in an observed hidden Markov model (HMM) is impor-
tant in several applications. Motivated by the recent application
of relative entropy concepts in the robust sequential change
detection problem (and the related model selection problem), this
paper proposes a sequential unknown change detection algorithm
based on a relative entropy based HMM parameter estimator.
Our proposed approach is able to overcome the lack of knowledge
of post-change parameters, and is illustrated to have similar
performance to the popular cumulative sum (CUSUM) algorithm
(which requires knowledge of the post-change parameter values)
when examined, on both simulated and real data, in a vision-
based aircraft manoeuvre detection problem.
I. INTRODUCTION
Quickly detecting abrupt changes in the parameters of a
hidden Markov model (HMM) on the basis of sequential
observations is important in many applications including fault
detection [1], [2], target detection [3] and manoeuvring target
tracking [1]. Significantly, there are several important emerg-
ing applications requiring image-based detection of unknown
aircraft manoeuvres on the basis of sequential images (in
which the aircraft appear as small, dim targets), including:
vision-based mid-air collision target detection [4], [5] and
vision-based air traffic control [6]. Yet, the range of available
algorithms for quickly detecting the type of unknown change
events occurring in these applications has largely been limited
to maximum likelihood based sequential change detection
approaches, motivated by generalised likelihood ratio com-
posite hypothesis tests [7]. Unfortunately, these maximum
likelihood based approaches are challenging to implement in
these image-based applications. In this paper, we will propose
a new sequential change detection algorithm that uses relative
entropy concepts to detect unknown changes.
In general terms, a sequential change detection problem
can be viewed as a binary hypothesis test between a no-
change hypothesis and a change hypothesis [3], [7]. The
no-change hypothesis is commonly a simple hypothesis in
which the before change distribution is assumed known a
priori. The cumulative sum (CUSUM) algorithm (or Page’s
test) is a method commonly used when the after change
parameters are also known a priori. CUSUM is asymptotic
optimal (as a false alarm constraint becomes stricter) under
several sequential change detection performance criteria and
for a variety of observation cases, including some classes of
HMMs [2], [7], [8]. Alternatively, the generalised likelihood
ratio (GLR) algorithm is a common approach used to detect
changes in situations where the post-change distribution is not
known. The GLR algorithm requires a maximum likelihood
estimator for the after change parameters and it only seems
possible to implement in an offline manner [1], [2].
Recently, other authors have shown a connection between
relative entropy and a robust version of the sequential change
detection problem where both the before and after change
parameters may be unknown [9]. The connection between
relative entropy and robustness suggests that a parameter
estimation approach based on relative entropy might resonant
with the sequential change detection problem objectives, and
lead to superior detection performance.
Interestingly, connections between relative entropy con-
cepts and model approximations have recently been used
in the related problem of model selection [5], [10], [11].
This recent relative entropy work is suggestive, but has not
been used directly in the context of parameter estimation.
Previous considerations of online HMM parameter estimation
have been based on recursive prediction error methods [12],
[13], measure change methods [14], recursive conditional least
squares [15] and likelihood concepts [16]. Although it could
be argued that some likelihood methods have relative entropy
interpretations, the recent relative entropy work has been
interested in exploiting a direct connection between relative
entropy and filter performance.
The main contribution of this paper is the proposal of
a sequential change detection approach based on a relative
entropy based parameter estimator. For the purpose of param-
eter estimation, we propose an estimator based on a triangle
relative entropy property described in [5]. The performance
of our proposed sequential change detection algorithm is
evaluated in an aircraft manoeuvre detection problem on the
basis of both simulated and real image sequences.
This paper is organised as follows: In Section II we in-
troduce our HMM signal model, and our relative entropy
and probabilistic distance concepts. In Section III we present
the change detection problem for HMMs. In Section IV we
introduce the main results of this paper, including our triangle
relative entropy cost function, related consistency results, finite
data length triangle relative entropy parameter estimators,
and our proposed sequential change detection algorithm. In
Section V we present both simulation and real data results that
compare our proposed algorithm against existing techniques
(including recursive CUSUM and GLR approaches). Some
conclusions are given in Section VI.
II. SIGNAL MODEL, RELATIVE ENTROPY AND
PROBABILISTIC DISTANCE
In this section we introduce our HMM signal model and
review the concepts of relative entropy and probabilistic dis-
tance.
A. Hidden Markov Model Signal Model
A first order, discrete, finite state hidden Markov model in
discrete time can be considered as having a state Xk at time
k ≥ 0 that has the first order Markov property and belongs to
a discrete, finite state space. This state space can be identified
with a set of unit vectors SX = {e1, e2, . . . , eN} where N is
the number of states and ei = [0, . . . , 0, 1, 0, . . . , 0]
′ ∈ RN is
a vector of zeros with one in the ith position. A realisation
of Xk will be denoted xk ∈ SX and the state sequence
xa, xa+1, . . . , xb will be denoted x[a,b]. The set of all state
sequences on the interval [0, k] will be denoted Xk in the
sense that x[0,k] ∈ Xk. The transitions between states are
described by the transition probability matrix, A ∈ RN×N ,
where Aij , P (Xk+1 = ei|Xk = ej) for all 1 ≤ i, j ≤ N
and
∑N
i=1A
ij = 1 for all j. We denote the initial state
distribution as p ∈ RN where pi , P (X0 = ei) .
In this paper, we will assume the states of the HMM are
observed indirectly through the observations yk ∈ SY , for
k > 0, where SY ⊂ RM . The probability law bi (yk) ,
p(yk |Xk = ei ) describes the probability of a measurement
yk at time k, given the state at time k is ei for 1 ≤ i ≤ N .
A diagonal matrix of observation densities will be denoted as
B ∈ RN×N where the ijth element of B is given by
Bij (yk) =
{
bi (yk) for i = j
0 for i 6= j
(1)
and 1 ≤ i, j ≤ N . The measurement sequence
ya, ya+1, . . . , yb will be written y[a,b], and the set of all
measurement sequences on the interval [1, k] will be denoted
Yk in the sense that y[1,k] ∈ Yk. We will denote a hidden
Markov model as the triple λ = (A,B, p).
An HMM will be called ergodic if its Markov state process
is aperiodic and irreducible [17, pp. 72]. Ergodicity implies
the existence of a unique stationary distribution pi ∈ RN for
the HMM, such that pi = Api [17, pp. 72].
In this paper we will consider cases where the transition
probability matrix A is parameterised by a (possibly time-
varying) quantity θ ∈ Sθ, where Sθ ⊂ RN2 is the set
of possible HMM transition parameters. We will denote the
parameterised version of A as A (θ) (or A (θk) for the time-
varying parameter case). The parameterised HMM will simi-
larly be denoted λ (θ) = (A (θ) , B, p) (or λ (θk) for the time-
varying parameter case).
Let us introduce the concept of a pair, Q`, of time-
homogeneous HMMs indexed by the integer `. The HMMs
in the pair will be denoted λ1|` =
(
A
(
θ1|`
)
, B, p
)
and
λ2|` =
(
A
(
θ2|`
)
, B, p
)
. We also introduce the concept of a
countable collection of pairs Q = {Q` : 1 ≤ ` ≤ NQ} where
Q` =
{
λ1|`, λ2|`
} ∈ Q. We will assume throughout this paper
that these pairs have common measurement models and state
space SX . We will later use these HMM pair collections in
the proposal of a HMM parameter estimator.
B. Hidden Markov Model Filters
Recall that, for k > 0, the conditional mean filter for a
hidden Markov model λ (θ) = (A (θ) , B, p) is [14]
Xˆk = NkB (yk)A (θ) Xˆk−1 (2)
where Nk are scalar normalisation factors given by
Nk =
〈
1, B (yk)A (θ) Xˆk−1
〉−1
(3)
and Xˆ0 is taken to be the initial state distribution p. Here 〈·, ·〉
denotes the inner product and 1 ∈ RN is a vector of ones.
Importantly for later, the observation likelihood p
(
y[1,k]
)
of
a filter with the model λ (θ), is given by [10]
p
(
y[1,k]
)
=
k∏
m=1
1
Nm
. (4)
C. Relative Entropy and Probabilistic Distance
Let us consider the two joint state-output probability
laws p
(
x[0,k], y[1,k]
)
and p¯
(
x[0,k], y[1,k]
)
associated with the
HMMs λ (θ) and λ
(
θ¯
)
respectively. In a slight abuse of
notation we will say that p
(
x[0,k], y[1,k]
)
is absolutely con-
tinuous with respect to p¯
(
x[0,k], y[1,k]
)
when the probability
measures associated with the probability distributions formed
from these densities are absolutely continuous (see [18] for
a definition of absolute continuity between measures). We
will denote absolute continuity between p
(
x[0,k], y[1,k]
)
and
p¯
(
x[0,k], y[1,k]
)
by λ λ¯.
The relative entropy, also known as the Kullback-Lieber
divergence, is an operation between two probability measures
(although it is sometimes written as an operation between
densities) [19]. The relative entropy of p
(
x[0,k], y[1,k]
)
with
respect to p¯
(
x[0,k], y[1,k]
)
is defined as [19]
Rk
(
p
(
x[0,k], y[1,k]
)∥∥∥ p¯(x[0,k], y[1,k])) ,∑
x
[0,k]
∈Xk
∫
y
[1,k]
∈Yk
p
(
x[0,k], y[1,k]
)
× log
p
(
x[0,k], y[1,k]
)
p¯
(
x[0,k], y[1,k]
) dy[1,k]
where we define 0 log (0/0) = 0. Note, the relative entropy is
a pseudo-distance between two probability measures because
it is not symmetric, and is finite when λ λ¯.
In the context of stochastic processes and dynamic systems
it is more common to use the relative entropy rate (RER)
between the two joint probability laws of the HMMs λ and λ¯,
which is defined as [19]
R (λ ∥∥ λ¯) , lim
k→∞
1
k
Rk
(
p
(
x[0,k], y[1,k]
)∥∥∥ p¯(x[0,k], y[1,k])) .
(5)
We now introduce a property that specifically holds for
ergodic HMMs that share a common measurement model. The
relative entropy rate between the two ergodic HMMs λ and
λ¯, where both models share a common measurement process,
is given by (assuming λ λ¯) [20]
R (λ ∥∥λ¯) = N∑
i=1
N∑
j=1
[
pijAij log
(
Aij
A¯ij
)]
. (6)
We can also define the probabilistic distance between the
output probability laws of the pair of HMMs λ and λ¯ as [20]
D∞
(
λ, λ¯
)
, lim
k→∞
1
k
log
p
(
y[1,k]
)
p¯
(
y[1,k]
) . (7)
In the following, we will use relative entropy and probabilistic
distance concepts to propose a solution to a class of sequential
change detection problems in HMMs.
III. PROBLEM FORMULATION: SEQUENTIAL CHANGE
DETECTION
In this paper we will consider problems where the param-
eters of the HMM λ (θk) change abruptly at some unknown,
deterministic time, τ > 0. Let us introduce the set of possible
before change parameters, SB ⊂ Sθ, and the set of possible
after change parameters, SC ⊂ Sθ. We will assume that the
sets of parameters are disjoint in the sense that SB ∩ SC = ∅
where ∅ = {} is the empty set. We model an abrupt change
by saying that the parameterisation of our model λ (θk) varies
with time in the following way:
θk =
{
θB ∈ SB for k < τ
θC ∈ SC for k ≥ τ
(8)
where τ is the abrupt change time. Note that an abrupt change
means an instantaneous change in parameter values rather than
a gradual change.
The problem of detecting a possible change in a sequence
of observations, y[1,k], can be formulated as a test between a
null (no-change) hypothesis [7]
H0 : θn = θ
B for 0 ≤ n ≤ k (9)
and an alternative (change) hypothesis
H1 :
k⋃
τ=1
Hτ (10)
where the alternative hypothesis H1 incorporates all possible
change times
Hτ :
{
θn = θ
B for 0 ≤ n < τ
θn = θ
C for τ ≤ n ≤ k.
(11)
In the sequential change detection problem considered in this
paper, we test the simple no-change hypothesis H0 and the
composite change hypothesis H1 at each time k. We aim to
minimise the delay between occurrence of a change event and
when we reject the null hypothesis H0. We are not specifically
focused on estimating the change time τ (or the specific
sub-hypothesis Hτ ) but rather testing whether any change
has occurred. We will consider the problem of detecting a
change given limited a priori knowledge of the after change
parameters. We will describe this problem as the composite
(unknown) post-change problem because given the change
time, the change hypothesis remains composite (conversely,
the problem of detecting change to known parameters will
be called the simple post-change problem). Our approach,
partially inspired by the generalised likelihood ratio approach,
is to propose a suitable estimator for θC ∈ SC and to
use this parameter estimator in a sequential change detection
algorithm.
IV. TRIANGLE RELATIVE ENTROPY RATE PARAMETER
ESTIMATION AND SEQUENTIAL CHANGE DETECTION
In this section we present triangle RER concepts, our
proposed triangle RER-based estimator and analyse properties
of the estimator before proposing a generalised cumulative
sum sequential change detection algorithm.
A. Basic Concepts: Triangle Relative Entropy Rate and Prob-
abilistic Distance Concepts
In this section, we will define the concept of triangle relative
entropy rate between the HMM λ (θ) = (A (θ) , B, p) and the
pair of HMMs Q` =
{
λ2|`, λ1|`
}
as the difference in the
relative entropy rate between λ (θ) and λ2|` ∈ Q` and the
relative entropy rate between λ (θ) and λ1|` ∈ Q`. That is, the
triangle relative entropy rate between λ (θ) and the models in
Q` can be defined as
R¯ (λ (θ) ‖Q` ) , R
(
λ (θ)
∥∥∥λ2|`)−R(λ (θ)∥∥∥λ1|`) . (12)
Here we assume that λ (θ) is absolutely continuous to
the pair Q` in the sense that λ (θ)  λ1|` ∈ Q` and
λ (θ) λ1|` ∈ Q`, and that all three HMMs share a common
measurement model. We also assume that λ (θ) generates
an observation sequence denoted yθ[1,k]. The triangle relative
entropy rate between λ (θ) and the models of Q` is related to
the difference in the probabilistic distance between λ (θ) and
λ2|` ∈ Q`, and the probabilistic distance between λ (θ) and
λ1|` ∈ Q` in the sense that [5]
R¯ (λ (θ) ‖ Q`) =E
[
D∞
(
λ (θ) , λ2|`
)
−D∞
(
λ (θ) , λ1|`
)]
.
(13)
For brevity, we will denote the inner terms on the right
hand side, the difference in probabilistic distance between the
HMMs in the pair Q`, as
D¯∞
(
yθ[1,∞]
∥∥∥Q`) , D∞ (λ (θ) , λ2|`)−D∞ (λ (θ) , λ1|`) .
(14)
With this shorthand the relationship in (13) can be rewritten
R¯ (λ (θ) ‖ Q`) = E
[
D¯∞
(
yθ[1,∞]
∥∥∥Q`)] . (15)
When the HMMs λ (θ) and λ1|`, λ2|` ∈ Q` are ergodic, it
follows from (6) that the difference in relative entropy rates
between the models in Q` is given by
R¯ (λ (θ) ‖ Q`) =
N∑
i=1
N∑
j=1
[
pij (θ)Aij (θ) log
(
Aij
(
θ1|`
)
Aij
(
θ2|`
))] .
(16)
Similarly the difference in probabilistic distance follows from
(7) and (14) to be given by
D¯∞
(
yθ[1,∞]
∥∥∥Q`) = lim
k→∞
D¯[1,k]
(
yθ[1,k]
∥∥∥Q`) (17)
where
D¯[1,k]
(
yθ[1,k]
∥∥∥Q`) , 1
k
log
p1|`
(
yθ[1,k]
)
p2|`
(
yθ[1,k]
) . (18)
Recall from (4) that given an appropriate length sequence, the
likelihoods in (18) can be computed from the outputs of two
HMM filters (with models matched to those in Q`) which lets
us write
D¯[1,k]
(
yθ[1,k]
∥∥∥Q`) = 1
k
k∑
m=1
log
N
1|`
m
N
2|`
m
. (19)
In the following, we use these triangle properties to pro-
pose our triangle RER-based parameter estimator for ergodic
HMMs.
B. Triangle Relative Entropy Rate-based Estimator
When the true parameters θ∗ of the ergodic HMM λ (θ∗)
are unknown, but a measurement sequence generated by the
true model y∗[1,∞] is available, we can interpret the difference
between the terms in (15) as a measure of model error. In
this section, we will investigate the use of (15) to estimate the
unknown parameters θ∗ from the observation sequence y∗[1,∞]
on the basis of a cost function of the form
J∗ (θ) ,
NQ∑
`=1
∣∣∣R¯ (λ (θ)‖Q`)− E [D¯∞ (y∗[1,∞]∥∥∥Q`)]∣∣∣2
(20)
where NQ is a finite positive integer, and each HMM in the
collection of pairs Q = {Q` : ` = [1, NQ]} is assumed to be
absolutely continuous with respect to the true model λ (θ∗).
In the following theorem, we will show that if θ = θ∗, then
cost function (20) satisfies J∗ (θ) = 0. However, we require
the following property of the set of test pairs to show that the
true parameters are identifiable (in the sense that J∗ (θ) = 0
also implies θ = θ∗) on the basis of the cost function (20).
Definition 4.1 (Finite θ∗-Non-Orthogonal Set of Pairs):
We will say that the finite set of test pairs Q is finite
θ∗-non-orthogonal to the set of HMM parameters Sθ, if for
each θ ∈ Sθ, θ 6= θ∗, there is at least one Q` ∈ Q such that
R¯ (λ (θ)‖Q`)− R¯ (λ (θ∗)‖Q`) 6= 0. (21)
Remark 4.1: In practise it does not seem difficult to con-
struct Q satisfying Definition 4.1. However, we do not yet
have a proof of how to construct these sets.
Theorem 4.1: Consider a set of candidate HMMs indexed
by θ ∈ Sθ, a true HMM λ (θ∗) ∈ Sθ, and a finite θ∗-non-
orthogonal set of pairs Q. If all HMMs in Q are mutually
absolutely continuous with the HMMs in Sθ, in the sense that
λ (θ)  λ1|` and λ (θ)  λ2|`, for all ` ∈ [1, NQ], then the
cost function (20) has a unique minimum at the true parameter
value θ∗ in the sense that the set{
θ : J∗ (θ) = min
θ¯
J∗
(
θ¯
)}
(22)
is the singleton {θ∗}.
Proof: Consider rewriting (20) as
J∗ (θ) =
NQ∑
`=1
|J∗` (θ)|2 (23)
where NQ is a finite positive integer, and the term associated
with the `th pair of Q is
J∗` (θ) = R¯ (λ (θ)‖Q`)− E
[
D¯∞
(
y∗[1,∞]
∥∥∥Q`)] . (24)
As all HMMs in Q are assumed mutually absolutely continu-
ous with the HMMs in Sθ, the difference in relative entropies
is finite, and from (15) we see that if θ = θ∗ then J∗` (θ) = 0
for all ` = [1, NQ]. We therefore see that (23) has a minimum
at θ = θ∗. Moreover, under the assumption that Q is θ∗-non-
orthogonal to Sθ we have that for each θ ∈ Sθ, θ 6= θ∗ there
is at least one pair Q` ∈ Q such that
J∗` (θ)− J∗` (θ∗) = R¯ (λ (θ)‖Q`)− R¯ (λ (θ∗)‖Q`) 6= 0
(25)
and so (23) is non-zero for all θ ∈ Sθ, θ 6= θ∗, proving the
theorem result.
Estimation on the basis of (20) is not practical because (20)
involves probabilistic distance and an expectation operator that
cannot be calculated directly from a finite sequence. We now
proceed to propose practical estimators on the basis of finite
observation sequences.
C. Parameter Estimation on Finite Observation Sequences
Given a finite observation sequence y∗[n,k] we propose the
modified objective function:
J∗[n,k] (θ) ,
NQ∑
`=1
∣∣∣R¯ (λ (θ) ‖ Q`)− E [D¯[n,k] (y∗[n,k]∥∥∥Q`)]∣∣∣2
where
D¯[n,k]
(
y∗[n,k]
∥∥∥Q`) = 1
k − n+ 1 log
p1|`
(
y∗[n,k]
)
p2|`
(
y∗[n,k]
) . (26)
We first, for some finite n > 0, note that
lim
k→∞
J∗[n,k] (θ)
=
NQ∑
`=1
∣∣∣∣R¯ (λ (θ) ‖ Q`)− limk→∞E [D¯[n,k] (y∗[n,k]∥∥∥Q`)]
∣∣∣∣2
and then using ergodicity and the bounded convergence theo-
rem [18] we note that in the limit we have
lim
k→∞
J∗[n,k] (θ)
=
NQ∑
`=1
∣∣∣∣R¯ (λ (θ) ‖ Q`)− E [ limk→∞ D¯[n,k] (y∗[n,k]∥∥∥Q`)
]∣∣∣∣2
= J∗ (θ) .
However, this modified objective function still involves an ex-
pectation (that is also difficult to evaluate on a finite sequence),
so we introduce the further modified objective function:
J[n,k] (θ) ,
NQ∑
`=1
∣∣∣R¯ (λ (θ) ‖ Q`)− D¯[n,k] (y∗[n,k]∥∥∥Q`)∣∣∣2
(27)
From Jensen’s inequality [18], we note that
E
[
J[n,k] (θ)
] ≥ J∗[n,k] (θ) (28)
and hence J[n,k] (θ) is weakly related to J∗[n,k] (θ), which
in turn approaches J∗ (θ) in the limit as k → ∞. For
these reasons, given the observation sequence y∗[n,k], we will
propose the triangle RER-based parameter estimate at time k
as θˆk|[n,k] ∈ Sθ, where θˆk|[n,k] satisfies
J[n,k]
(
θˆk|[n,k]
)
= inf
θ∈Sθ
J[n,k] (θ) . (29)
We note that such an estimator provides a weak overbound
on the triangle entropy error described by (20). Intuitively,
this estimate provides an overbound on the relative entropy
mismatch with the data (and seems consistent with the previ-
ous work on robust change detection and the role of relative
entropy in this problem).
D. Sequential Change Detection
As a precursor to considering post-change composite algo-
rithms, we will present the simple post-change case where
the after change parameters are known a priori. When the
before and after change parameters, θB and θC respectively,
are known a priori, other authors have proposed the popu-
lar cumulative sum (CUSUM) algorithm that follows from
Neyman-Pearson hypothesis testing considerations and that
can be defined as having a stopping time τC given by [3]
τC , min
{
k : max
1≤n≤k
Sk
(
θB , θC , n
) ≥ hC} (30)
where hC is a threshold (chosen to control the expected time
before false alarm) and
Sk
(
θB , θC , n
)
, log
pB,Cn
(
y[n,k]
∣∣∣y[1,n−1])
pB
(
y[n,k]
∣∣∣y[1,n−1]) (31)
is the log-likelihood ratio between the simple hypothesis H0
and the simple sub-hypotheses Hn. Here, pB
(
y[n,k]
∣∣∣y[1,n−1])
is the conditional likelihood that follows from the output
probability density of λ
(
θB
)
, and pB,Cn
(
y[n,k]
∣∣∣y[1,n−1]) is
the conditional likelihood that can be determined from the
joint-output probability density pB,Cn
(
x[0,k], y[1,k]
)
which is
given by
pB,Cn
(
x[0,k], y[1,k]
)
= pis0
n−1∏
`=1
As`,s`−1
(
θB
)
Bs`,s` (y`)
×
k∏
`=n
As`,s`−1
(
θC
)
Bs`,s` (y`)
(32)
where we let s` be the index of the state process at time ` in
the sense that s` = i if and only if x` = ei. Specifically, the
output probability density can be written as
pB,Cn
(
y[1,k]
)
=
∑
x
[0,k]
∈Xk
pB,Cn
(
x[0,k], y[1,k]
)
(33)
and
pB,Cn
(
y[n,k]
∣∣∣y[1,n−1]) = pB,Cn
(
y[1,k]
)
pB,Cn
(
y[1,n−1]
) . (34)
When the post-change parameters θC are unknown, a gen-
eralised likelihood ratio algorithm is often proposed [2], [7].
Motivated by the definition of the generalised likelihood ratio
(GLR) stopping rule for offline use and the GLR test for
composite hypotheses [7], we can define a GLR stopping rule
for HMMs as
τG , min
{
k : max
m′<n≤k−m′
sup
θ∈Sθ
Sk
(
θB , θ, n
) ≥ hG} (35)
where m′ is the minimum number of observations required
for an estimate of θC , hG is a threshold chosen to control
the expected time before a false alarm and Sk
(
θB , θ, n
)
is
as given in (31). This GLR algorithm for HMMs requires
a maximum likelihood estimator to enable the calculation
of the inner supremum operation. Although the Baum-Welch
algorithm is one candidate algorithm for finding maximum
likelihood estimates, the computational cost of the iterated
forward-backward algorithm in Baum-Welch may make GLR-
type algorithms computationally prohibitive (for on-line imple-
mentations).
In this paper, as an alternative, we propose a modified
generalised CUSUM (GCUSUM) algorithm that estimates the
unknown after change parameters using our triangle RER-
based parameter estimator of (29). Our GCUSUM algorithm
has the stopping rule
τGC , min
{
k : max
m′<n≤k−m′
Sk
(
θB , θˆk|[n,k], n
)
≥ hGC
}
(36)
where hGC is a threshold chosen to control the expected time
before false alarm, Sk
(
θB , θˆk|[n,k], n
)
is as given in (31)
and θˆk|[n,k] are triangle RER-based estimates that satisfy (29).
We will examine the performance of this sequential change
detection algorithm in the next section.
V. RESULTS
In this section, we will illustrate the use of our proposed
GCUSUM algorithm, (29) and (36), for composite post-change
sequential change detection and compare its performance to
that of the composite (unknown) post-change GLR algorithm
and the simple (known) post-change CUSUM algorithm.
A. Performance Criteria
We will describe the performance of a sequential change
detection algorithm by its mean time to false alarm and mean
detection delay. The mean detection delay of a sequential
change detection algorithm with a random stopping time, τ¯ ,
is defined as
T¯ , EB [τ¯ ] (37)
where EB [·] is the expectation operator respect to the proba-
bility density pB
(
y[1,k]
)
. Similarly, the mean detection delay
of the algorithm is
D¯ , EB,Cτ [τ¯ − τ |τ¯ ≥ τ ] (38)
where EB,Cτ [·] is the expectation operator with respect to the
probability density pB,Cτ
(
y[1,k]
)
given by (33). We note that
these quantities form the basis of several sequential change
detection performance criteria used by many other authors [2],
[3].
B. Implemented Sequential Change Detection Algorithms
For the purpose of performance comparison, we imple-
mented:
• a recursive CUSUM algorithm;
• a window-limited version of the GLR algorithm; and
• a window-limited version of our proposed GCUSUM
algorithm.
1) Recursive CUSUM: We implemented a recursive
CUSUM stopping rule with stopping time τRC using the
normalisation factors of a pair of HMM filters with the models
λ
(
θB
)
and λ
(
θC
)
(see [8] for details). We will denote HMM
normalisation factors (3) for the model λ
(
θB
)
and λ
(
θC
)
as NBk and N
C
k , respectively. The recursive CUSUM rule is
given by
τRC , min
{
k : gk ≥ hRC
}
(39)
where hRC is a threshold chosen to control the expected time
to false alarm and the decision function, gk, is
gk = max
{
0, gk−1 − log N
C
k
NBk
}
. (40)
We will use the recursive CUSUM algorithm to illustrate the
performance of a sequential change detection algorithm that
is not window-limited and has exact knowledge of the after
change parameters (serving as a performance limit for the
other algorithms examined).
2) Window-Limited GLR and GCUSUM: The GLR al-
gorithm of (35) and our proposed GCUSUM algorithm of
(36) have linearly increasing memory requirements. We have
implemented window-limited versions of (35) and (36). In the
window-limited versions of the algorithms, we limit the search
for a change time to a window of length w (i.e. the window
k − w < n ≤ k −m′ at time k). Our GLR implementations
used Baum-Welch algorithms.
C. Examples
1) Simulated Markov Chain in Gaussian Noise: Our first
study uses computer generated sequences of a two state HMM
with Gaussian observations in the sense that
bi (yk) =
1√
2piσ2ω
exp
(
− (yk − Cei)2
2σ2ω
)
(41)
for 1 ≤ i ≤ 2 where C = [1, 3]′ and σ2ω = 1. The structure
of the A matrix is such that θ =
[
A11 (θ) , A12 (θ)
]′
and
A21 (θ) = 1−A11 (θ) and A22 (θ) = 1−A12 (θ). The before
change transition parameters of the HMM are θB = [0.6, 0.3]′
and the after change transition parameters are θC = [0.2, 0.1]′.
We assumed θB was known (and θC was unknown) and
constructed a set of pairs Q = {Q1, Q2}. The parameters
of the set of pairs where θ1|` = [0.6, 0.3]′ for 1 ≤ ` ≤ 2,
θ2|1 = [0.5, 0.2]′ and θ2|2 = [0.7, 0.3]′. We manually verified
that the set of pairs was finite θ∗-non-orthogonal to Sθ for
θ∗ = θB . The window lengths of the window-limited GLR
and our proposed algorithms were 30.
For evaluation purposes, we performed a Monte Carlo
study to estimate the mean time to false alarm and mean
detection delay of each algorithm. We estimated the mean
times to false alarm by generating 200 observations sequences
of the before change model, each with 30000 observations. We
then estimated the corresponding mean detection delays by
generating 200 observation sequences, each 500 observations
long with an abrupt change at k = 300.
Our results are shown in Figure 1 (lines left and above
represent better performance). We note that the performance
of the recursive CUSUM post-change simple algorithm over-
bounds the performance of the window-limited, post-change
composite GLR and GCUSUM algorithms. Our proposed
GCUSUM algorithm appears to offer a higher mean time to
false alarm than the GLR algorithm for mean detection delays
greater than 15.
Remark 5.1: The performance of the triangle RER-based
parameter estimator (used as the basis of the GCUSUM
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Fig. 1. Simulated Two State HMM In Gaussian Change Detection Results
(lines left and above represent better performance)
algorithm) appears to be sensitive to the choice of HMMs
in the finite θ∗-non-orthogonal set Q. However, the sensitivity
appears to become less pronounced in low noise situations,
and it seems possible to select suitable sets for GCUSUM al-
gorithms on the basis of the (known) before change parameters
θB .
2) Simulated Dim Target Manoeuvre Detection: The re-
maining studies are based on the dim target tracking problem
described in [5], [10] where point targets are observed in image
sequences. In this application, we are interested in detecting
target manoeuvres (i.e. changes in target velocity). Let us
consider the following equations,
Zk+1 = Zk +
[
v cosψ
v sinψ
]
, Z0 ∈ R2 (42)
Mk = c (Zk, ρk) (43)
where Zk ∈ R2 is the target’s Cartesian location on the
image-plane, v ∈ R is the target’s (possibly time-varying)
image-plane speed in pixels per frame and ψ ∈ [0◦, 360◦)
is the target’s (possibly time-varying) image-plane heading
in degrees. We will denote the target velocity as the vector
V = [v, ψ]
′. The target state is observed through an imaging
and morphological measurement process (43) where each
measurement Mk ∈ RNv×Nh is a morphologically processed
image, ρk ∈ RNv×Nh is a (possibly spatially correlated)
noise process corrupting the image at time k and c (·, ·) :
RNv×Nh 7→ RNv×Nh is the (non-linear) morphological op-
erator (see [10] for further details of the measurement process
as well as a justification). An HMM approximation of the
system model is detailed in [5], [10] and enables the use of
HMM-based sequential change detection methods.
The key features of this model are [5], [10]: there is a
HMM state associated with each pixel in the image; the
transition matrix A describes target motion in the image, is
sparse because only transition between neighbouring pixels
are allowed (representing constant target motion in the image)
TABLE I
PAIR AND APPROXIMATE BEFORE AND AFTER CHANGE PARAMETERS
FOR SIMULATED DIM TARGET MANOEUVRE DETECTION STUDY (SEE [5])
Transition to: θB θC
θ1|1,
θ2|1 θ2|2 θ2|3θ1|2,
θ1|3.
Left Horizontal 0 0 0 0 0.038 0.052
Upper Left 0 0 0 0 0.007 0.015
Upper Vertical 0.083 0.175 0.038 0.052 0.153 0.221
Upper Right 0.017 0.013 0.007 0.015 0.007 0.015
Right Horizontal 0.156 0.056 0.153 0.220 0.038 0.052
Lower Right 0 0 0.007 0.015 0 0
Lower Vertical 0 0 0.038 0.052 0 0
No Transition 0.744 0.757 0.757 0.646 0.757 0.646
and the elements of A describe the expected target direction
in the image-plane (i.e. matching the target velocity V , see
[5], [10] and Table I for values used in our study). The image
observation process is modelled through a suitably selected
bi (·) function [10]. Hence, a dim target manoeuvre detection
problem becomes a sequential change detection problem (of
detecting a change in the transition parameters of the HMM).
In our simulated dim target manoeuvre detection example,
we considered a simulated target with a before manoeuvre
velocity of V B = [0.2, 30◦]′ and an after manoeuvre velocity
of V C = [0.2, 70◦]′. We used the values of V B and V C to
calculate approximate transition parameters using the methods
from [5] (see Table I for values). We again assumed that θB
was known and verified that a set of pairs Q = {Q1, Q2, Q3}
was finite θ∗-non-orthogonal to Sθ for θ∗ = θB (see the last
four columns of Table I for the set of pairs where θ1|` is the
same in each pair). We note that these parameter were designed
in [5] using the RER-based model selection methods of [10].
In frames containing the target, the target signature was
added to 100 × 100 greyscale image sequences corrupted by
spatially correlated Gauss-Markov random field noise driven
by zero-mean, unit variance Gaussian noise with horizontal
and vertical interaction factors of 0.12. The peak signal-to-
noise ratio (see [5]) of the targets was 10 dB. For the purpose
of estimating detection delay of the algorithms under test, we
generated 100 target sequences, each 500 frames long with an
abrupt change in velocity at k = 300. We estimated the mean
times to false alarm by generating 100 target sequences, each
20000 frames long with no change.
The results of our Monte Carlo simulation are shown in Fig-
ure 2. We chose a window length of 25 frames for the window-
limited GLR algorithm and our proposed GCUSUM algorithm.
We highlight that our proposed GCUSUM algorithm, that
assumes no a priori knowledge of the post-change parameters,
offers similar performance to the recursive CUSUM algorithm
that has prior knowledge of the change in the form of
approximate post-change parameters. Our proposed GCUSUM
algorithm clearly detects the manoeuvre quicker, and with a
longer mean time to false alarm, than the window-limited GLR
algorithm. This is a surprisingly good result.
3) Detection of an Aircraft Manoeuvre in a Real Image
Sequence: We now evaluate our algorithm’s ability to detect
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Fig. 3. The decision functions of each algorithm for an aircraft manoeuvre
in a real image sequence.
a change in the image-plane velocity of a fixed-wing aircraft
that is observed in a real image sequence from a ground-
based camera. We manually processed the image sequence
and observed that the target’s velocity across the image is
approximately V B ≈ [0.32, 28◦]′ before a manoeuvre at
τ ≈ 190 when it changes to approximately V C ≈ [0.46, 2◦]′.
We used the same algorithm implementations as previously
and used the approximate values of V B and V C to calculate
the approximate transition parameters using equations from
[5]. The decision function for each algorithm is shown in
Figure 3. We note that the functions begin to rise around
k = 190 suggesting that the manoeuvre can be detected by
all algorithms. This data set illustrates that the algorithms are
able to detect a change with similar delay, but the data is not
extensive enough to estimate mean detection delay and time
to false alarm characteristics shown in earlier figures.
VI. CONCLUSION
This paper proposed an RER-based sequential change de-
tection algorithm for quickly detecting unknown changes in
HMM transition parameters. Evaluation studies showed that
the proposed algorithm was superior to existing generalised
likelihood ratio approaches when applied to an image-based
dim target manoeuvre detection application.
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