The γ-conditions for vector fields on Riemannian manifolds are introduced. The γ-theory and the α-theory for Newton's method on Riemannian manifolds are established under the γ-conditions. Applications to analytic vector fields are provided and the results due to Dedieu et al. (2003, IMA J. Numer. Anal., 23, 395-419) are improved.
Introduction
Newton's method and its variants are among the most efficient methods known for solving systems of non-linear equations when the functions involved are continuously differentiable. Besides its practical applications, Newton's method is also a powerful theoretical tool. Therefore, it has been studied and used extensively. One of the famous results on Newton's method is the well-known Kantorovich theorem (cf. Kantorovich & Akilov, 1982) which guarantees convergence of Newton's sequence to a solution under very mild conditions. Another important result concerning Newton's method is Smale's point estimate theory (cf. Blum et al., 1997 , Smale, 1981 , 1986 .
Newton's method has been extended to finding numerically zeros of vector fields on Riemannian manifolds, see, e.g. Edelman et al., 1998; Gabay, 1982; Smith, 1993 Smith, , 1994 Udriste, 1994 . Recent research has focused on extensions of the Kantorovich theorem and Smale's point estimate theory, see Ferreira & Svaiter, 2002; Dedieu et al., 2003. Here we are particularly interested in the work due to Dedieu et al. (2003) . Let X be an analytic vector field on an analytic Riemannian manifold M. Let p ∈ M be such that DX ( p) −1 exists, and define
−1 X ( p) and α(X, p) = β(X, p)γ (X, p). Dedieu et al. (2003) are as follows. For the definition of the geometrical constant K p * and of other undefined notations in the sequel, we refer to Dedieu et al. (2003) , see also Sections 3 and 6. THEOREM 1.1 Suppose that X ( p * ) = 0 and let p 0 ∈ M. If
Then the main results in
then Newton's method with the initial point p 0 is well-defined for all n 0, and
, n = 0, 1, 2, . . . . The γ-conditions for non-linear operators in Banach spaces were first introduced and explored by Wang & Han (1997) for the study of Smale's point estimate theory. The purpose of the present paper is to extend the notion of γ-conditions to the case of vector fields on Riemannian manifolds and to establish the γ-theory and the α-theory of Newton's method on Riemannian manifolds under the γ-conditions. In particular, when the results obtained in the present paper are applied to the special case when the 230 C. LI AND J. WANG vector field X is analytic, Theorem 1.1 becomes a direct consequence, while Theorems 1.2 and 1.3 are improved in such a way that the criteria (1.1) and (1.2) in Theorems 1.2 and 1.3 are, respectively, replaced by the weaker conditions (1.3) and (1.4) below: 
Notions and preliminaries
We begin with some basic notions and notations. Most of them are standard, see, e.g. Boothby, 1986; DoCarmo, 1992; Lang, 1995 . Let M be a real complete m-dimensional Riemannian manifold. Let p ∈ M and let T p M denote the tangent space at p to M. Let ·, · be the scalar product on T p M with the associated norm · p , where the subscript p is sometimes omitted. For any two distinct elements p, q ∈ M, let c: (cf. Boothby, 1986; DoCarmo, 1992; Lang, 1995) .
For a finite-dimensional space or a Riemannian manifold Z , let B Z ( p, r ) and B Z ( p, r ) denote, respectively, the open metric ball and the closed metric ball at p with radius r , i.e.
In particular, we write, respectively, B( p, r ) and B( p, r ) for B M ( p, r ) and B M ( p, r ) in the case when M is a Riemannian manifold.
Noting that M is complete, the exponential map at p, i.e. exp p : T p M → M, is well-defined on T p M. Furthermore, the radius of injectivity of the exponential map at p is denoted by r p . Thus, exp p is a one-to-one mapping from B T p M (0, r p ) to B( p, r p ). The following proposition gives the relationship of the radii r p and r q , see Dedieu et al., 2003, Lemma 4.4 .
Recall that a geodesic in M connecting p and q is called a minimizing geodesic if its arc-length equals its Riemannian distance between p and q. Note that there is at least one minimizing geodesic connecting p and q. In particular, the curve c: [0, 1] → M is a minimizing geodesic connecting p and q if, and only if, there exists a vector
Let ∇ denote the Levi-Civita connection on M. For any two vector fields X and Y on M, the covariant derivative of X with respect to Y is denoted by ∇ Y X . Define the linear map 231
where Y is a vector field satisfying Y ( p) = w. Then the value DX ( p)(w) of DX ( p) at w depends only on the tangent vector w = Y ( p) ∈ T p M since ∇ is tensorial in Y . Let c: R → M be a C ∞ curve and let P c,·,· denote the parallel transport along c, which is defined by
where V is the unique C ∞ vector field satisfying P c,c(a),c(b) .
In particular, we write P q, p for P c,q, p in the case when c is a minimizing geodesic connecting p and q.
Let X be a C 1 vector field on M and let p 0 ∈ M. Following Ferreira & Svaiter (2002) , Newton's method with the initial point p 0 for X is defined as follows.
The γ-conditions for operators in Banach spaces were first presented by Wang & Han (1997) for the study of Smale's point estimate theory. In the following, we extend this notion to the case of vector fields on a Riemannian manifold M. Let k be a positive integer. We first define the notion of kth covariant derivatives. DEFINITION 2.1 Let {Y 1 , . . . , Y k } be a finite sequence of vector fields on M. Then, the kth covariant derivative of X with respect to {Y 1 , . . . , Y k } is denoted by ∇ k
X and is defined inductively by
Then, the value of the kth covariant derivative of X with respect to {Y 1 , . . . , Y k } at p is denoted by
Clearly, by Definition 2.2, the kth covariant derivative
where the supremum is taken over all k-tuples of vectors
Let r > 0 and γ > 0 be such that γ r 1. Also let k be a positive integer. Throughout the paper, we always assume that X is a C 2 vector field on M.
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C. LI AND J. WANG DEFINITION 2.3 Let q 0 ∈ M be such that DX (q 0 ) −1 exists. X is said to satisfy the k-piece γ-condition at q 0 in B(q 0 , r ), if
holds for any k points q 1 , q 2 , . . . , q k ∈ B(q 0 , r ) satisfying
Then it is easy to see that X satisfies the k-piece
The following two lemmas will be used later. The first one is stated in Ferreira & Svaiter (2002, p. 308) while the second one is its consequence.
In particular,
Proof. Clearly, (2.5) is a direct consequence of (2.4). Thus, we only need to show (2.4). Let Z = ∇ Y X . Then Z is a C 1 vector field on M and Lemma 2.1 is applicable. Hence,
(2.4) follows and the proof is complete.
Finally, we state a lemma, which will play a key role in this paper. This lemma is true for the general case although it is stated and proved for the special case when k 2. For simplicity, we use the function ψ defined by
Note that ψ is strictly monotonic decreasing on [0, 1 − √ 2 2 ).
and let k 2. Let q 0 ∈ M be such that DX (q 0 ) −1 exists. Suppose that X satisfies the k-piece γ-condition at q 0 in B(q 0 , r ). Then, for each point q ∈ B(q 0 , r ), DX (q) −1 exists, and for any k − 1 points q 1 , q 2 , . . . , q k−1 in B(q 0 , r ) satisfying
where q k = q.
Proof. We only prove the lemma for the case when k = 2 because the proof for the case when k = 1 (and for the general case) is similar. By the Banach lemma, to complete the proof, it is sufficient to show that
because P q 0 ,q 1 and P q 1 ,q are isometries, where
, is a minimizing geodesic connecting q 0 and q 1 and that the curve c 2 (t) := exp q 1 (tv 2 ), t ∈ [0, 1], is a minimizing geodesic connecting q 1 and q. Note that there exist vector fields Y 1 and Y 2 such that
Then we apply Lemma 2.2 to conclude that
Hence, in view of (2.3) (with k = 1, 2, respectively), we have that
it follows from (2.12) and (2.11) that
14)
where the last equality holds because
Generalized γ-theory
Recall that X is a C 2 vector field on M. Let p * ∈ M be such that DX ( p * ) −1 exists. The approach for the generalized γ-theory in this section depends on the geometrical number K p * while the approach independent of K p * will be considered in Section 5. The K p * is related to the sectional curvature at p * ∈ M and is defined by
where the supremum is taken over all q ∈ B( p * , r p * ), and v, w − v ∈ B T q M (0, r p * ) with w = v, see Dedieu et al., 2003. REMARK 3.1
(1) K p * measures how fast the geodesics spread apart in M. In particular, if w = 0 or more generally if w and v are on the same line through 0, then
This means that K p * 1. (2) In the case when M has non-negative sectional curvature, the geodesics spread apart less than the rays (cf. Dedieu et al., 2003) so that
and consequently K p * = 1. Examples of manifolds with non-negative sectional curvature are given in Dedieu et al. (2003) .
The main theorem of this section gives an estimate of the radius of the convergence ball around the zero of X for Newton's method. Recall that ψ is defined by ψ(u) = 1 − 4u + 2u 2 for each u
and r = min{r p * , r c }.
Suppose that X ( p * ) = 0 and that X satisfies the one-piece γ-condition at p * in B( p * , r ). If d( p 0 , p * ) < r , then Newton's method (2.1) with the initial point p 0 is well-defined , and
for n = 0, 1, 2, . . ., where
Proof. By (3.2),
2 . Since the function ψ is strictly monotonic decreasing on [0, 1− √ 2
2 ), it follows that
Below we will show that (3.3) holds for each n = 0, 1, . . . by induction. Clearly, it is trivial in the case when n = 0. Now assume that (3.3) holds for n. Note that, for each n = 0, 1, . . ., (3.3) implies p n ∈ B( p * , r ). Then, by (3.5), we have
Hence, Lemma 2.3 is applicable (with k = 1). It follows that DX ( p n ) −1 exists and
Thus, p n+1 is well-defined. Consequently, to complete the proof, it remains to verify that (3.3) holds for n + 1. To do this, let v ∈ T p * M be such that p n = exp p * (v) and v = d( p n , p * ). We claim that 
Also, by Lemma 2.2,
Hence, the two equalities above imply that
Consequently, by (3.11), (3.7) and (2.3) (with k = 1), we obtain that
This shows that (3.8) holds and hence
On the other hand, since 14) in view of the definition of K p * and (3.8), one gets that
Therefore, (3.3) holds for n + 1.
Generalized α-theory
The majorizing function h, which is due to Wang (1999) and Wang & Han (1990) , will play a key role in this section. Let β > 0 and γ > 0. Define
Let {t n } denote the sequence generated by Newton's method with the initial value t 0 = 0 for h, i.e.
Then we have the following proposition which was proved in Wang (1999) and Wang & Han (1990) .
PROPOSITION 4.1 Suppose that α = γβ 3 − 2 √ 2. Then the zeros of h are
and they satisfy
Moreover,
where
Lemma 4.1 was shown in Wang (1999) and Wang & Han (1990) . However, here we give a direct and simpler proof of this lemma. 
Proof. Let
Since 0 < η < 1 and ηµ −1 > 1, one has that a n a n−1
Hence, a n a n−1 · · · a 0 = t 1 − t 0 β = 1 and (4.9) follows.
Recall that X is a C 2 vector field. In the remainder of this section, let p 0 ∈ M be such that DX ( p 0 ) −1 exists, and define
Suppose that X satisfies the two-piece γ-condition at p 0 in B( p 0 , r 1 ). Then Newton's method (2.1) with the initial point p 0 is well-defined and the generated sequence {p n } converges to a zero p * of X in B( p 0 , r 1 ). Moreover,
for all n = 0, 1, 2, . . ., where µ and η are given by (4.7) and (4.8), respectively.
Proof. Recall from (2.1) that
We will use induction to prove that
holds for each n = 0, 1, . . . . Since t 0 = 0, t 1 = β, v 0 = β < r p 0 and p 1 = exp p 0 (v 0 ),
Therefore, the result is clear for the case when n = 0. Assume that
(4.14)
Then, we have
Hence, DX ( p k ) −1 exists by Lemma 2.3 and p k+1 is well-defined. Furthermore, by (2.7) (with k = 2), we have that
hence, c is the minimizing geodesic connecting p k−1 and p k . Using Lemma 2.1, we obtain that
(4.18) By Lemma 2.2, it follows that
(1−γ u) 3 ; hence by (4.18), (4.19) and (2.3) (with k = 2), we get that 20) where the last equality holds because −h(t k−1 ) − h (t k−1 )(t k − t k−1 ) = 0 by (4.2) (with n = k). Therefore, (4.17) and (4.20) imply that
Hence, in view of (4.12),
As β < (2 − √ 2)r p 0 , it follows from (4.4) that r 1 r p 0 . Thus, (4.15) and (4.21) yield that
This, together with Proposition 2.1, implies that
Hence, it is seen that (4.13) holds for n = k thanks to (4.21). Combining (4.13) and (4.6), we get (4.10) and complete the proof.
By (4.9), we arrive at the following corollary.
COROLLARY 4.1 Let β (2 − √ 2)r p 0 and α < 3 − 2 √ 2.
Suppose that X satisfies the two-piece γ-condition at p 0 in B( p 0 , r 1 ). Then Newton's method (2.1) with the initial point p 0 is well-defined and the generated sequence {p n } converges to a zero p * of X in
where µ is defined by (4.7).
Alternative formulation of the generalized γ-theorem
This section will provide an alternative formulation of the generalized γ-theorem, which is independent of the geometric number K p * . Recall that X is a C 2 vector field on M and that p * ∈ M is such that DX ( p * ) −1 exists. Recall from (2.6) that the function ψ is defined by
The following lemma estimates the value of the quantity DX ( p 0 ) −1 X ( p 0 ) , which will be used in the proof of the main theorem of this section. and let p 0 ∈ B( p * , r ). Suppose that X satisfies the one-piece γ-condition at p * in B( p * , r ). Then DX ( p 0 ) −1 exists and
Proof. By Lemma 2.3, DX( p 0 ) −1 exists and
Below, we will show that
Granting this, by (5.2), we have that
and so (5.1) is seen to hold. To verify (5.3), let c: 4) where the second equality holds because of Lemma 2.1 while the third equality is valid because of Lemma 2.2. Thus, by (2.3) (with k = 1),
and hence (5.3) holds.
Let u 0 = 0.080851 . . . be the smallest positive root of the equation
Suppose that X ( p * ) = 0 and that X satisfies the three-piece γ-condition at p * in B( p * ,r ).
Newton's method (2.1) with the initial point p 0 is well-defined and
Proof. By Lemma 5.1, DX ( p 0 ) −1 exists and
because the function u → u ψ(u) 2 is strictly monotonic increasing on 0, 1 − √ 2 2 . Let
Then, by (4.4), 2 ), by (5.10), we have that 
We claim thatr is the number desired. First, we have that r r 1 . (5.20) In fact, ifr = r p * , thenr
Therefore, (5.20) is proved. Next, we have that X satisfies the two-pieceγ -condition at p 0 in B( p 0 ,r ). Indeed, for any two points p, q ∈ B( p 0 ,r ) with
since X satisfies the three-piece γ-condition at p * in B( p * ,r ) and
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2 ). Therefore, X satisfies the two-pieceγ -condition at p 0 in B( p 0 ,r ) and the assertion holds. Thus, we apply Corollary 4.1 to conclude that the sequence {p n } generated by Newton's method (2.1) with the initial point p 0 converges to a zero q * of X in B( p 0 ,r 1 ) and
To complete the proof, it remains to verify that p * = q * . To this end, let v ∈ T p * M be such that q * = exp p * (v) and v = d( p * , q * ). Then the curve c defined by c(t) = exp p * (tv), t ∈ [0, 1], is a minimizing geodesic connecting p * and q * . As c (t) = P c,c(t), p * v, it follows from Lemma 2.1 that ,c(t) , p * dt is invertible. Granting this, (5.24) implies that v = 0 and so p * = q * . Letv ∈ T p * M and let Y be the unique vector field such that Y (c(0)) =v and D c (t) Y (c(t)) = 0. By Lemma 2.2, one has that
Note that, by (5.19) and (5.20),
This implies that d(c(s), p * ) <r for each s ∈ (0, 1). It follows that, for each s ∈ (0, 1),
since X satisfies the three-piece γ-condition (and therefore the one-piece γ-condition) at p * in B( p * ,r ). Consequently, by (5.25) and (5.27), 28) where the last inequality follows from (5.26) and the fact thatr
By the Banach lemma, the claim holds and the proof is complete.
Application to analytic vector fields
Throughout this section, we shall always assume that M is an analytic complete m-dimensional Riemannian manifold. Let p ∈ M. Recall from Boothby (1986) and DoCarmo (1992) that a vector field X is said to be analytic at p if there exists a local coordinate system (U, {x i }) of p and m analytic functions X i : U → R, i = 1, 2, . . . , m, such that
Then the vector field X is analytic on M if it is analytic at each point of M. In the remainder of this section, we assume that X is analytic on M. Let p ∈ M be such that DX ( p) −1 exists. Following Dedieu et al. (2003) , we define
Also we adopt the convention that γ (X, p) = ∞ if DX ( p) is not invertible. Note that this definition is justified and in the case when DX ( p) is invertible, by analyticity, γ (X, p) is finite. The following Taylor formula for vector fields can be found in Dedieu et al. (2003) .
Taking the lth covariant derivative in Lemma 6.1 gives the following corollary.
COROLLARY 6.1 Under the same hypotheses as in Lemma 6.1, for any l 0, we have
where P l p,q stands for the map from (
The following two lemmas were given in Dedieu et al. (2003) . Let q 0 ∈ M be such that DX (q 0 ) −1 exists. LEMMA 6.2 Let |r | < 1 and let k be a positive integer. Then 
2)
The following lemma shows that an analytic vector field satisfies the three-piece γ-condition at q 0 in B(q 0 , r ), where γ = γ (X, q 0 ) and r = min r q 0 , 2− √ 2 2γ (X,q 0 ) .
LEMMA 6.4 Let 0 < r min r q 0 , 2− √ 2 2γ (X,q 0 ) . Then X satisfies the three-piece γ-condition at q 0 in B(q 0 , r ).
Proof. Let p 0 , p, q ∈ B(q 0 , r ) be such that ,r 2 = min r p 0 , 1 γ (X, p 0 )
,r 3 = min r q 0 , 1 γ (X, q 0 ) . (6.4) Below, we claim that q ∈ B( p,r 1 ), p ∈ B( p 0 ,r 2 ), p 0 ∈ B(q 0 ,r 3 ). (6.5)
We only show that q ∈ B( p,r 1 ) since the proofs for p ∈ B( p 0 ,r 2 ) and p 0 ∈ B(q 0 ,r 3 ) are similar. By a simple calculation, we see that
Then, by (6.7) and (6.3),
. (6.8) This, together with (6.6), implies that q ∈ B( p,r 1 ); hence, our claim holds. Thus, by (6.5), Corollary 6.1 is applicable to conclude that
where v 1 ∈ T q 0 M, v 2 ∈ T p 0 M and v 3 ∈ T p M satisfy that p 0 = exp q 0 (v 1 ), p = exp p 0 (v 2 ) and q = exp p (v 3 ), respectively. Since
one has from (6.9) that
(6.10) Using Lemma 6.2 to calculate the quantity on the right-hand side of the inequality (6.10), we get that DX (q 0 ) −1 P q 0 , p 0 • P p 0 , p • P p,q D 2 X (q) 2γ (X, q 0 ) (1 − γ (X, q 0 )( v 1 + v 2 + v 3 )) 3 .
(6.11)
Since v 1 = d(q 0 , p 0 ), v 2 = d( p 0 , p) and v 3 = d( p, q), it follows from (6.11) that
Hence, X satisfies the three-piece γ-condition at q 0 in B(q 0 , r ) and the proof is complete.
