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Abstract
We consider time-inhomogeneous, second order linear parabolic partial differential
equations of the non-divergence type, and assume the ellipticity and the continuity on
the coefficient of the second order derivatives and the boundedness on all coefficients.
Under the assumptions we show the Ho¨lder continuity of the solution in the spatial
component. Furthermore, additionally assuming the Dini continuity of the coefficient
of the second order derivative, we have the better continuity of the solution. In the
proof, we use a probabilistic method, in particular the coupling method. As a corollary,
under an additional assumption we obtain the Ho¨lder and Lipschitz continuity of the
fundamental solution in the spatial component.
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1 Introduction and main result
Let a(t, x) = (aij(t, x)) be a symmetric d× d-matrix-valued bounded measurable function
on [0,∞) × Rd which is uniformly positive definite, i.e.
(1.1) Λ−1I ≤ a(t, x) ≤ ΛI
where Λ is a positive constant and I is the unit matrix. Moreover, we assume the continuity
of a(t, ·) uniformly in t, i.e. for R > 0 there exists a continuous and nondecreasing function
ρR on [0,∞) such that ρR(0) = 0 and
(1.2) sup
t∈[0,∞)
max
i,j=1,2,...,d
|aij(t, x) − aij(t, y)| ≤ ρR(|x− y|), x, y ∈ B(0;R).
Let b(t, x) = (bi(t, x)) be an R
d-valued bounded measurable function on [0,∞) × Rd, and
c(t, x) be a bounded measurable function on [0,∞)×Rd. Consider the following parabolic
∗e-mail: kusuoka@okayama-u.ac.jp
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partial differential equation of the non-divergence type:
(1.3)


∂
∂t
u(t, x) =
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
u(t, x) +
d∑
i=1
bi(t, x)
∂
∂xi
u(t, x) + c(t, x)u(t, x)
u(0, x) = f(x).
The existence and the uniqueness of the mild solution to (1.3) are obtained under the
assumptions (1.1) and (1.2) (see [26]). In the present paper, we consider the regularity in
the spatial component of the solution and the fundamental solution to (1.3).
It is well-known that the solution and the fundamental solution has the regularity
according to the regularity of the coefficients a, b and c. When a, b and c are not sufficiently
smooth, the argument to obtain the regularity of the solution is completely different from
the case of the sufficiently smooth coefficients. In the case that a, b and c are Ho¨lder
continuous, parametrix method is the standard way to see the regularity of the solutions
and the fundamental solutions (see [5] and [11]). The method enables us to construct the
fundamental solution directly. Furthermore, in the case of Ho¨lder continuous coefficients,
the Schauder estimate is known for the solutions to the parabolic equations, and as the
consequence, we have u(t, ·) ∈ C2(Rd) (see e.g. [8]).
When all of the coefficients are independent of the time component and continuous in
the spatial component, the method of analytic semigroups are available (see [22] and [14]).
As the result, we obtain that the solution belongs to C1∩W 2,ploc for p > d (see Theorem 6 in
[22]). The continuities of the coefficients of the lower-order derivative terms are assumed
in Theorem 6 in [22] and Chapter 5 in [14]. However, the continuities can be removed
(see the remarks in [22] and the footnote at page 69 in [14]). The method is applicable to
the case of time-dependent coefficients. However, for the application we need that all of
the coefficients belong to C0,α([0,∞) × Rd) for α > 0 (the space of the functions which
are Ho¨lder continuous in the spatial component uniformly in the time component). The
reason is that when we apply the method to the case of time-dependent coefficients, we
have to estimate the variation of the coefficients in time (see Theorem 5.1.16 in [14] and
Theorem 7 in [22]).
The case that a is uniformly positively definite and bounded, a(t, ·) is continuous
uniformly in t, b is bounded and measurable, and c = 0, is studied by Stroock and
Varadhan [24, 25] (the results are summarized in [26]). Under the setting, they obtained
the uniqueness of the mild solution. It is also known that; if we remove the continuity of a,
then the uniqueness does not hold (see [21]). Moreover, Stroock and Varadhan obtained
the existence of the fundamental solution p(0, x; t, y) for almost every t. On the other hand,
even if a is uniformly continuous and b = 0, there is an example that the fundamental
solution does not exist for a certain t (see [4]). We remark that the case that c is bounded
measurable is reduced to the case that c = 0 by the Feynman-Kac formula.
The equation in which we are interested in the present paper is of the non-divergence
type, but we also comment on the case of the equation of the divergence type, i.e. the case
that in (1.3) the term 12
∑d
i,j=1 aij(t, x)
∂2
∂xi∂xj
is replaced by 12
∑d
i,j=1
∂
∂xi
(
aij(t, x)
∂
∂xj
)
. In
the case of the equation of the divergence type, we can apply the variational method, and
many results have been obtained. Nash [16] and Di Giorgi [3] independently proved that;
when a is uniformly positively definite and bounded, b = 0 and c = 0, then the solution
exists and is Ho¨lder continuous. After that, Moser [15] showed the Harnack inequality to
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the solution, and obtained the Ho¨lder continuity of the solution as the consequence of the
Harnack inequality. Later, Aronson [1] generalized the results to the case that b and c
are bounded measurable and obtained the Gaussian bounds of the fundamental solution.
These results are summarized in [23].
In the present paper, we consider the Ho¨lder continuity and the Lipschitz continuity in
x of the solution u(t, x) to (1.3) under the assumptions (1.1) and the continuity of a(t, ·)
uniformly in t. As mentioned above, the uniqueness of the mild solution is obtained from
Stroock and Varadhan’s result (see [26]) and the Feynman-Kac formula. We prepare the
Markov process X associated with the parabolic equation which consists of the coefficients
a and b (see (2.4)), and obtain the Ho¨lder continuity of u(t, ·) with a constant depending on
the transition probability measure pX of X (see (i) of Theorem 2.2). In the case that a(t, ·)
is locally Dini continuous uniformly in t (see Definition 2.1) and in the case that a(t, ·)
Dini continuous uniformly in t (see Definition 2.1), then we have the better continuity
of u(t, ·) (see (ii) and (iii) of Theorem 2.2, respectively). The parabolic equations of the
non-divergence type with Dini continuous coefficients are studied in [17]. Under a little
stronger assumption on a about the continuity, and the Dini continuity of b(t, ·) and
c(t, ·) uniformly in t, the bounds of the derivatives of the fundamental solution have been
obtained in Theorem 19 of [17]. We remark that the assumptions in the present paper are
weaker than that in Theorem 19 of [17]. The Dini continuity is also appears in [2]. The
equation concerned in [2] is of the divergence type, however a similar result is obtained
(see Corollary 1.2.22 in [2]).
In the main theorem (Theorem 2.2), the constant which appears in the Ho¨lder conti-
nuity is depending on the transition probability measure pX of X. In the corollaries we
consider sufficient conditions to remove the dependence of pX from the estimate.
In Corollary 2.4 we assume that the transition probability measure pX has the bounded
density function (see the assumption of Corollary 2.4). In this case, the existence of the
fundamental solution to (1.3) is obtained, and estimates follow from Theorem 2.2. As the
consequence, under the additional assumption we obtain the (1− ε)-Ho¨lder continuity of
the fundamental solution in the spatial component. When a(t, ·) is locally Dini continu-
ous uniformly in t, we have the x(− log x)-order continuity of the fundamental solution.
Moreover, when a(t, ·) is Dini continuous uniformly in t, we have the Lipschitz continuity.
When the coefficients a and b do not depend on t, there exists the density function of
pX . Moreover, there are known estimates about the integrability of the density function
(see Chapter 9 in [26]). Applying these estimates to Theorem 2.2, we obtain the (1 − ε)-
Ho¨lder continuity of the solution in a spatial component in the case that a(t, ·) is continuous
uniformly in t, we have the x(− log x)-order continuity in the case that a(t, ·) is locally
Dini continuous uniformly in t, and we have the Lipschitz continuity in the case that a(t, ·)
is Dini continuous uniformly in t.
In the proof of the theorem, we express u(t, x) by the Markov process X and use the
coupling method introduced by [13]. The coupling method enables us to dominate the
oscillation of u(t, ·) by the oscillation of X, and as the consequence we have a estimate of
the oscillation of u(t, ·) without the Ho¨lder continuity of the coefficients a, b and c. In the
estimate, the expectation of the coupling time appears. According to the upper bound of
the expectation, we have the level of the continuity of u(t, ·).
The organization of the present paper is as follows. In Section 2, we prepare notations
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and state the main theorem. We also state the corollaries and prove them by applying
the main theorem. In Section 3, we consider the case that a and b are smooth, prove
the Ho¨lder continuity and show the dependence of the constant in the estimate. This
section is the main part of the present paper. We use the coupling method to estimate the
oscillation of the solution from the oscillation of the associated stochastic processes. In
Section 4, we consider the case that a and b are not smooth, and prove the main result by
using the result in Section 3. The proof is done only by approximating a and b by smooth
functions. When we take the limit, we apply Stroock and Varadhan’s result.
Now we give some notations. Let s ∧ t := min{s, t} and s ∨ t := max{s, t} for s, t ∈
R. For p ∈ [1,∞] denote the Ho¨lder conjugate of p by p∗. Random variables in the
present paper are considered on a probability space (Ω,F , P ), we denote the expectation
of random variables by E[ · ] and the expectation on the event A ∈ F (i.e. ∫A · dP ) by
E[ · ;A].
2 Main result
Consider the following parabolic partial differential equation:
(2.1)


∂
∂t
uX(t, x) =
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
uX(t, x) +
d∑
i=1
bi(t, x)
∂
∂xi
uX(t, x)
uX(0, x) = f(x).
This equation is obtained by letting c = 0 in (1.3). Define d × d-matrix-valued function
σ(t, x) by the square root of a(t, x). Then, a(t, x) = σ(t, x)σ(t, x)T and
(2.2) sup
t∈[0,∞)
sup
i,j
|σij(t, x) − σij(t, y)| ≤ CρR(|x− y|), x, y ∈ B(0;R),
where C is a constant depending on Λ. Note that (1.1) implies
(2.3) Λ−1/2I ≤ σ(t, x) ≤ Λ1/2I.
Let T > 0. Consider the stochastic differential equation:
(2.4)
{
dXxt = σ(T − t,Xxt )dBt + b(T − t,Xxt )dt, t ∈ [0, T ]
Xx0 = x.
From (2.2), (2.3) and the boundedness of b, we have the existence and the uniqueness
of the solution Xx to (2.4) (see [26]). Denote the transition probability measure of X
by pX(s, x; t, dy). We remark that X and pX are depending on T . The parabolic partial
differential equation (2.1) and the stochastic differential equation (2.4) are associated with
each other, and it holds that
uX(T, x) = E[f(XxT )] =
∫
Rd
f(y)pX(0, x;T, dy), f ∈ Cb(Rd)
(see (3.1) below for the detail). Hence, considering (2.1) is equivalent to considering (2.4).
Before stating the main theorem, we prepare the following.
Definition 2.1. Let f be a function on Rd.
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(i) If for R > 0 there exists a continuous and nondecreasing function ρR on [0,∞) such
that ρR(0) = 0,
∫ 1
0 r
−1ρR(r)dr <∞ and
|f(x)− f(y)| ≤ ρR(|x− y|), x, y ∈ B(0;R),
then f is called locally Dini continuous.
(ii) If there exists a continuous and nondecreasing function ρ on [0,∞) such that ρ(0) =
0,
∫ 1
0 r
−1ρ(r)dr <∞ and
|f(x)− f(y)| ≤ ρ(|x− y|), x, y ∈ Rd,
then f is called Dini continuous.
We remark that a Dini continuous function is locally Dini continuous and uniformly
continuous. It is easy to see that a Ho¨lder continuous function and a locally Ho¨lder
continuous function are Dini continuous and locally Dini continuous, respectively. It is
also easy to see that; for α ∈ (1,∞) a function f on Rd which satisfies
|f(x)− f(y)| ≤ Cmin{1, (− log |x− y|)α}, x, y ∈ Rd
with a positive constant C, is Dini continuous. Hence, the class of the Dini continuous
functions is larger than the class of the Ho¨lder continuous functions.
Let f be a function on [0,∞) × Rd. If for R > 0 there exists a continuous and
nondecreasing function ρR on [0,∞) such that ρR(0) = 0 and
|f(t, x)− f(t, y)| ≤ ρR(|x− y|), x, y ∈ B(0;R),
we call f(t, ·) is continuous uniformly in t. If a function f on [0,∞)×Rd such that f(t, ·)
is locally Dini continuous and the function ρR appeared in Definition 2.1 can be chosen
independently of t, then we call f(t, ·) is locally Dini continuous uniformly in t. Similarly,
we define a function Dini continuous uniformly in t.
For a matrix-valued function f(t, x) = (fij(t, x)) on [0,∞) × Rd, we say that f is
continuous uniformly in t (resp. locally Dini continuous uniformly in t and Dini continuous
function uniformly in t) if all components of f are continuous uniformly in t (resp. locally
Dini continuous uniformly in t and Dini continuous function uniformly in t).
In the main theorem, we will assume that the coefficient a(t, x) of the second order
derivative term is continuous in x uniformly in t. The assumption is equivalent to the
existence of ρR such that (1.2) holds. As a rule of the present paper, ρR will be regarded
as the functions satisfying (1.2), once a(t, ·) is assumed to be continuous uniformly in t.
When a(t, ·) is assumed to be locally Dini continuous uniformly in t, ρR will be regarded as
the functions satisfying (1.2) and
∫ 1
0 r
−1ρR(r)dr <∞ for R > 0. Furthermore, when a(t, ·)
is assumed to be Dini continuous uniformly in t, ρ will be regarded as the function satisfying
(1.2) with replacement ρR by ρ and B(0;R) by R
d, and satisfying
∫ 1
0 r
−1ρ(r)dr <∞.
Now we state the main result of the present paper.
Theorem 2.2. Assume (1.1) and that a(t, ·) is continuous uniformly in t, and let u be
the solution of (1.3).
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(i) For any p ∈ [1,∞), R > 0 and sufficiently small ε > 0, there exists a constant C
depending on d, Λ, ε, R, ρR, ‖b‖∞ and ‖c‖∞ such that
|u(T, x) − u(T, z)| ≤ Cs−(1+1/p)TeCT |x− z|(1−ε)/p
× max
η=x,z
∥∥∥∥
∫
Rd
|f(y)|pX (s, ·;T, dy)
∥∥∥∥
Lp∗(Rd,pX(0,η;s,·))
for f ∈ Cb(Rd), s ∈ (0, T ), and x, z ∈ B(0;R/2).
(ii) Additionally assume that a(t, ·) is locally Dini continuous uniformly in t. Then, for
any p ∈ [1,∞) and R > 0, there exists a constant C depending on d, Λ, R, ρR, ‖b‖∞
and ‖c‖∞ such that
|u(T, x) − u(T, z)| ≤ Cs−(1+1/p)TeCT (|x− z|max{1,− log |x− z|})1/p
× max
η=x,z
∥∥∥∥
∫
Rd
|f(y)|pX (s, ·;T, dy)
∥∥∥∥
Lp∗(Rd,pX(0,η;s,·))
for f ∈ Cb(Rd), s ∈ (0, T ), and x, z ∈ B(0;R/2).
(iii) Additionally assume that a(t, ·) is Dini continuous uniformly in t. Then, for any
p ∈ [1,∞), there exists a constant C depending on d, Λ, ρ, ‖b‖∞ and ‖c‖∞ such that
|u(T, x) − u(T, z)| ≤ Cs−(1+1/p)TeCT |x− z|1/p
× max
η=x,z
∥∥∥∥
∫
Rd
|f(y)|pX (s, ·;T, dy)
∥∥∥∥
Lp∗(Rd,pX(0,η;s,·))
for f ∈ Cb(Rd), s ∈ (0, T ), and x, z ∈ Rd.
Remark 2.3. Letting s = T/2 and p = 1 in Theorem 2.2 (iii), we obtain
|u(T, x)− u(T, z)| ≤ CT−1eCT |x− z|‖f‖∞
for f ∈ Cb(Rd), T ∈ (0,∞) and x, z ∈ Rd. In the case that a, b and c do not depend
on the time component, a is Dini continuous and c ≤ 0, Priola and Wang has obtained
Lipschitz continuity of u(t, ·) with Lipschitz constant C√
t∧1 by a similar idea without the
boundedness of the coefficients (see [19]). In this paper we assume the boundedness of the
all coefficients, because we starts with the assumptions in (i) and obtain (iii) as a specific
case. In [18] the result in [19] is shown by a purely analytic way. Moreover, they concerns
the case of unbounded continuous f with a growth condition, and obtain the Lipschitz
continuity of u(t, ·). We remark that in [18] the result is stated for viscosity solutions.
Adding a little more assumption on pX , we can remove pX from the upper bounds in
the estimates in Theorem 2.2 and have the modulus of the continuity of the fundamental
solution to (1.3). To state the definition of the fundamental solution, denote
Ltf(x) :=
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
f(x) +
d∑
i=1
bi(t, x)
∂
∂xi
f(x) + c(t, x)f(x), f ∈ C2b (Rd).
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A measurable function p(s, x; t, y) defined for s, t ∈ [0,∞) such that s < t, and x, y ∈ Rd
is called a fundamental solution to (1.3), if p(s, x; t, y) satisfies
∂
∂t
∫
Rd
f(y)p(s, ·; t, y)dy = Lt
(∫
Rd
f(y)p(s, ·; t, y)dy
)
lim
r↓s
∫
Rd
f(y)p(s, ·; r, y)dy = f
for f ∈ C2b (Rd) with a compact support. When c = 0 and pX(s, x;T, dy) is absolutely
continuous with respect to the Lebesgue measure, p(s, x;T, y) is obtained by
(2.5) p(s, x;T, y) =
pX(s, x;T, dy)
dy
where the right-hand side is the Radon-Nikodym derivative of pX(s, x;T, dy) with respect
to the Lebesgue measure. The right-hand side of (2.5) is called the transition probability
density function. In view of this fact, we define the fundamental solution p(s, x; t, y) as
above. However, the order of the parameters s, x, t, y in the present paper is a little
different from the standard. For example, it is different from the notation in [5].
Now we state a corollary of Theorem 2.2. In the following corollary, we assume the
existence of the density function of pX(T/2, x;T, ·) and the bounds of the density function.
In this case, we have the fundamental solution p(T/2, x;T, y) to (1.3), and moreover we
obtain the modulus of the continuity of p(s, ·; t, y), as follows.
Corollary 2.4. Assume (1.1) and that a(t, ·) is continuous uniformly in t. Moreover, we
assume that for each (T, x) ∈ (0,∞) × Rd, pX (T/2, x;T, ·) is absolutely continuous with
respect to the Lebesgue measure and there exists a continuous function ν(t) on (0,∞) such
that
sup
x∈Rd
pX (T/2, x;T, dy)
dy
≤ ν(T ), T ∈ (0,∞).
Then, there exists a measurable function p(0, x; t, y) on t ∈ (0,∞) and x, y ∈ Rd which
satisfies the definition of the fundamental solution to (1.3) under the restriction that s = 0,
and the followings hold.
(i) For R > 0 and sufficiently small ε > 0, there exists a constant C depending on d,
Λ, ε, R, ρR, ‖b‖∞ and ‖c‖∞ such that
|p(0, x; t, y) − p(0, z; t, y)| ≤ Ct−1ν(t)eCt|x− z|1−ε
for t ∈ (0,∞), almost every y ∈ Rd with respect to the Lebesgue measure, and
x, z ∈ B(0;R/2).
(ii) Additionally assume that a(t, ·) is locally Dini continuous uniformly in t. Then, for
R > 0, there exists a constant C depending on d, Λ, R, ρR, ‖b‖∞ and ‖c‖∞ such
that
|p(0, x; t, y) − p(0, z; t, y)| ≤ Ct−1ν(t)eCt|x− z|max{1,− log |x− z|}
for t ∈ (0,∞), almost every y ∈ Rd with respect to the Lebesgue measure, and
x, z ∈ B(0;R/2).
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(iii) Additionally assume that a(t, ·) is Dini continuous uniformly in t. Then, there exists
a constant C depending on d, Λ, ρ, ‖b‖∞ and ‖c‖∞ such that
|p(0, x; t, y) − p(0, z; t, y)| ≤ Ct−1ν(t)eCt|x− z|
for t ∈ (0,∞), almost every y ∈ Rd with respect to the Lebesgue measure, and
x, z ∈ Rd.
Proof. Applying (i) of Theorem 2.2 with p = 1 and s = T/2, we have that; for R > 0 and
sufficiently small ε > 0, there exists a constant C depending on d, Λ, ε, R, ρR, ‖b‖∞ and
‖c‖∞ such that
|u(T, x)− u(T, z)| ≤ CT−1ν(T )eCT |x− z|1−ε‖f‖L1(Rd)
for f ∈ Cb(Rd) such that suppf ⊂ B(0;R), T ∈ (0,∞) and x, z ∈ B(0;R/2). This
inequality implies the existence of the fundamental solution p(0, x; t, y) and (i).
The proofs of (ii) and (iii) are obtained by applying (ii) and (iii) of Theorem 2.2 instead
of (i) of Theorem 2.2, respectively.
Remark 2.5. (i) When the upper Gaussian estimate holds for pX , then ν(T ) can be
chosen by CT−d/2 with a constant C.
(ii) The order of |x− z| and the order of t for small t in (iii) of Corollary 2.4 is optimal
under the condition. Consider the one-dimensional parabolic equation:
∂
∂t
u(t, x) =
1
2
∂2
∂x2
u(t, x)− θsgn(x) ∂
∂x
u(t, x)
where θ > 0 and the function sgn is defined by sgnx := x/|x| for x 6= 0 and sgn0 := 0.
The fundamental solution p(0, x; t, y) of this equation is obtained explicitly as
p(0, x; t, y)
=


1√
2pit
[
exp
{
−(x− y − θt)
2
2t
}
+ θe−2θy
∫ ∞
x+y
exp
{
−(ξ − θt)
2
2t
}
dξ
]
x ≥ 0, y ≥ 0,
1√
2pit
[
exp
{
2θx− (x− y + θt)
2
2t
}
+ θe2θy
∫ ∞
x−y
exp
{
−(ξ − θt)
2
2t
}
dξ
]
x ≥ 0, y < 0,
1√
2pit
[
exp
{
−2θx− (x− y − θt)
2
2t
}
+ θe−2θy
∫ ∞
−x+y
exp
{
−(ξ − θt)
2
2t
}
dξ
]
x < 0, y ≥ 0,
1√
2pit
[
exp
{
−(x− y + θt)
2
2t
}
+ θe2θy
∫ ∞
−x−y
exp
{
−(ξ − θt)
2
2t
}
dξ
]
x < 0, y < 0.
8
(see Remark 5.2 of Chapter 6 in [7]). In this case, p(0, x; t, y) is Lipschitz continuous.
However it does not belong to C1(R). This implies that the obtained order of |x−z|
in (iii) of Corollary 2.4 is optimal. As in the previous remark, ν(T ) can be chosen
by CT−1/2 with a constant C. Hence, the obtained order of t in (iii) of Corollary
2.4 is t−3/2 for small t. This order coincides with the order obtained by the explicit
calculation of the example.
Next, we consider another case that pX is to be removed from the upper bounds in
the estimates in Theorem 2.2. Stroock and Varadhan deeply studied the properties of the
transition density functions of the solutions to stochastic differential equations with low
regular coefficients in [26]. As one of their results, it is known that when the coefficients
do not depend on time, then the transition probability density function exists for all time
and the transition probability density function is in Lp for all p ∈ [1,∞) (see Corollary
9.2.7 in [26]). Applying this result to Theorem 2.2, we can remove pX from the upper
estimates and obtain the clearer modulus of continuity of the solutions to (1.3), as follows.
Corollary 2.6. Assume that a and b do not depend on t. Assume (1.1) and that a is
continuous, and let u be the solution of (1.3).
(i) For any p ∈ (1,∞], R > 0, T˜ > 0, and sufficiently small ε > 0, there exist constants
α depending on d and p, and C depending on T˜ , d, p, Λ, ε, R, ρR, ‖b‖∞ and ‖c‖∞
such that
|u(t, x)− u(t, z)| ≤ Ct−α|x− z|1−ε‖f‖Lp(Rd)
for f ∈ Lp(Rd) such that suppf ⊂ B(0;R/2), t ∈ (0, T˜ ] and x, z ∈ B(0;R/2).
(ii) Additionally assume that a is locally Dini continuous. Then, for any p ∈ (1,∞],
R > 0 and T˜ > 0, there exist constants α depending on d and p, and C depending
on T˜ , d, p, Λ, R, ρR, ‖b‖∞ and ‖c‖∞ such that
|u(t, x)− u(t, z)| ≤ Ct−α|x− z|max{1,− log |x− z|}‖f‖Lp(Rd)
for f ∈ Lp(Rd) such that suppf ⊂ B(0;R/2), t ∈ (0, T˜ ] and x, z ∈ B(0;R/2).
(iii) Additionally assume that a is Dini continuous. Then, for any p ∈ (1,∞] and T˜ > 0,
there exist constants α depending on d and p, and C depending on T˜ , d, p, Λ, ρ,
‖b‖∞ and ‖c‖∞ such that
|u(t, x) − u(t, z)| ≤ Ct−α|x− z|‖f‖Lp(Rd)
for f ∈ Lp(Rd), t ∈ (0, T˜ ] and x, z ∈ Rd.
Proof. Note that pX(s, x;T, ·) is absolutely continuous with respect to the Lebesgue mea-
sure in the case that a, b do not depend on t (see Lemma 9.2.2 in [26]). We denote
pX(s,x;T,dy)
dy by p
X(s, x;T, y). Applying (i) of Theorem 2.2 with s = T/2 and p = 1, we
have
(2.6) |u(T, x) − u(T, z)| ≤ CT−1eCT |x− z|1−ε
∥∥∥∥
∫
Rd
|f(y)|pX (T/2, ·;T, y) dy
∥∥∥∥
L∞(Rd)
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for f ∈ Cb(Rd), T ∈ (0,∞) and x, z ∈ B(0;R/2), where C is a constant depending on d,
Λ, ε, R, ρR, ‖b‖∞ and ‖c‖∞. On the other hand, Corollary 9.2.7 in [26] implies that there
exist constants β depending on d and p, and C depending on T˜ , d, p, Λ, R, ρR, ‖b‖∞ and
‖c‖∞ such that
(2.7) sup
ξ∈Rd
(∫
B(0;R/2)
|pX(T/2, ξ;T, y)|p∗dy
)1/p∗
≤ C(T ∧ 1)−β, T ∈ (0, T˜ ].
Hence, by the Ho¨lder’s inequality
∫
B(0;R)
|f(y)|pX (T/2, ξ;T, y) dy ≤ ‖f‖Lp(Rd)
(∫
B(0;R/2)
|pX(T/2, x;T, y)|p∗dy
)1/p∗
≤ C(T ∧ 1)−β‖f‖Lp(Rd)
for f ∈ Cb(Rd) such that suppf ⊂ B(0;R/2) and T ∈ (0, T˜ ]. Therefore, by (2.6) we obtain
the assertion for f ∈ Cb(Rd) such that suppf ⊂ B(0;R/2).
Applying (ii) of Theorem 2.2 with s = T/2, we obtain (ii). The proof of (iii) is obtained
by Theorem 9.2.6 in [26] instead of Corollary 9.2.7 in [26].
Remark 2.7. In Corollary 2.6 c can depend on the time component. If c is also inde-
pendent of the time component, then the theory of analytic semigroup is applicable and a
better result is obtained (see Section 3.1.1 in [14]).
3 Probabilistic representation of the fundamental solution
In this section, we assume that aij(t, x) ∈ C∞b ([0,∞)×Rd) and bi(t, x) ∈ C∞b ([0,∞)×Rd),
and will obtain an a priori estimate. Let T > 0. Define d×d-matrix-valued function σ(t, x)
by the square root of a(t, x) and consider the stochastic differential equation (2.4). Since
aij(t, x) ∈ C∞b ([0,∞) × Rd), (1.1) implies that σij(t, x) ∈ C∞b ([0,∞) × Rd). Note that
a(t, x) = σ(t, x)σ(t, x)T , (2.2) and (2.3) hold. Lipschitz continuity of σ and b implies
that the existence of the solution and the pathwise uniqueness hold for (2.4). Let (Ft)
be the σ-field generated by (Bs; s ∈ [0, t]). Then, the pathwise uniqueness implies that
the solution Xxt is Ft-measurable for t ∈ [0,∞). All stopping times which appear in this
paper are regarded with respect to (Ft). We remark that the generator (L
X
t ) of (X
x
t ) is
given by
LXt =
1
2
d∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
+
d∑
i=1
bi(t, x)
∂
∂xi
.
The smoothness of σ and b implies the existence of the fundamental solution pX(s, x; t, y)
associated with LXt and the smoothness on (0,∞) × Rd × (0,∞) × Rd (see e.g [9] for
probabilistic approach or [12] for analytic approach).
Consider the following backward parabolic equation on [0, T ] ×Rd
(3.1)


− ∂
∂t
v(t, x) =
1
2
d∑
i,j=1
aij(T − t, x) ∂
2
∂xi∂xj
v(t, x) +
d∑
i=1
bi(T − t, x) ∂
∂xi
v(t, x)
+c(T − t, x)v(t, x)
v(T, x) = f(x).
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Then, it is easy to see the one-to-one correspondence between the solution u to (1.3) and
the solution v to (3.1) by u(t, x) = v(T − t, x) for (t, x) ∈ [0, T ] × Rd. By the Feynman-
Kac formula (see e.g. Proposition 3.10 of Chapter VIII in [20]), we have the following
representation of u(t, x) by (Xxt ).
(3.2) u(T, x) = v(0, x) = E
[
f(XxT ) exp
(∫ T
0
c(T − s,Xxs )ds
)]
.
Hence, to see the regularity of u(T, ·), it is sufficient to see the regularity of the function x 7→
E
[
f(XxT ) exp
(∫ T
0 c(T − s,Xxs )ds
)]
. By the way, by the definition of the fundamental
solution and (3.2), we obtain the probabilistic representation of the fundamental solution:
(3.3) p(0, x;T, y) = pX(0, x;T, y)EX
x
T=y
[
exp
(∫ T
0
c(T − s,Xxs )ds
)]
where PX
x
T=y is the conditional probability measure of P on XxT = y and E
XxT=y[ · ] is the
expectation with respect to PX
x
T=y. For the calculation of the conditional probabilities we
will use the following equality (see (2.10) in [10]).
(3.4) PX
x
t =y (A) =
1
pX(0, x; t, y)
∫
Rd
pX(s, ξ; t, y)P (A ∩ {Xxs ∈ dξ})
for s, t ∈ (0,∞) such that s < t, A ∈ Fs and x, y ∈ Rd.
Now, to have estimates of the oscillation of u(T, ·), we apply the coupling method
introduced by [13]. According to (Xx, B) defined by (2.4), we consider the stochastic
process (Zzt ) defined by
(3.5)

Zzt = z +
∫ t∧τ
0
σ(T − s, Zzs )dB˜s +
∫ t
t∧τ
σ(T − s, Zzs )dBs +
∫ t
0
b(T − s, Zzs )ds,
t ∈ [0, T ],
B˜t =
∫ t∧τ
0
(
I − 2(σ(T − s, Z
z
s )
−1(Xxs − Zzs ))⊗ (σ(T − s, Zzs )−1(Xxs − Zzs ))
|σ(T − s, Zzs )−1(Xxs − Zzs )|2
)
dBs
where τ is the stopping time defined by τ := inf{t ≥ 0;Xxt = Zzt } ∧ T . By the Lipschitz
continuity of σ and b, (Zz(t), B˜(t); t ∈ [0, τ)) are determined almost surely and uniquely.
Let
Ht := I −
2
[
σ(T − t, Zzt )−1(Xxt − Zzt )
]⊗ [σ(T − t, Zzt )−1(Xxt − Zzt )]
|σ(T − t, Zzt )−1(Xxt − Zzt )|2
.
Then, Ht is an orthogonal matrix for all t ∈ [0, τ), and hence B˜t is a d-dimensional Brow-
nian motion for t ∈ [0, τ). Hence, (Zz(t), B˜(t); t ∈ [0, τ)) are extended to (Zz(t), B˜(t); t ∈
[0, τ ]) almost surely and uniquely. By the Lipschitz continuity of σ and b again, (3.5) is
solved almost surely and uniquely for t ∈ [τ, T ]. Thus, we obtain (Zz(t); t ∈ [0, T ]) almost
surely and uniquely. From this fact we have that Zzt is Ft-measurable for t ∈ [0, T ]. Be-
sides, the argument above implies that; if x = z, Xx and Zz has the same law. Moreover,
Xxt = Z
z
t for t ∈ [τ, T ] almost surely.
Lemma 3.1. For R > 0 and sufficiently small ε > 0, there exists a positive constants C
depending on d, Λ, ε, R, ρR and ‖b‖∞ such that
(3.6) E[t ∧ τ ] ≤ C(1 + t2)|x− z|1−ε
for t ∈ [0, T ] and x, z ∈ B(0;R/2).
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Proof. We remark that the proof is almost same as the proof of Lemma 4.2 in [10]. Let
R > 0 and x, z ∈ B(0;R/2). Define
ξt := X
x
t −Zzt , αt := σ(T − t,Xxt )− σ(T − t, Zzt )Ht, βt := b(T − t,Xxt )− b(T − t, Zzt ).
Then, by Itoˆ’s formula we have for t ∈ [0, τ)
(3.7) d(|ξt|) =
〈
ξt
|ξt| , αtdBt
〉
+
1
2|ξt|
(
tr(αtα
T
t )−
|αTt ξt|2
|ξt|2 + 〈ξt, βt〉
)
dt
where tr(A) is the trace of the matrix A. By following the argument in the proof of Lemma
4.2 in [10], we have a positive constant γ1 depending on d and Λ such that
(3.8)
∣∣∣∣tr(αtαTt )− |αTt ξt|2|ξt|2 + 〈ξt, βt〉
∣∣∣∣ ≤ γ1ρR(|ξt|), t ∈ [0, τ) such that Xxt , Zzt ∈ B(0;R),
and we also have a positive constant γ2 depending on d and Λ such that
(3.9)
|αTt ξt|
|ξt| ≥ γ
−1
2 for t ∈ [0, τ) such that |σ(T − t,Xxt )− σ(T − t, Zzt )| ≤ 2Λ−1.
Note that if ρR(|ξt|) ≤ 2Λ−1 and Xxt , Zzt ∈ B(0;R), then |σ(T − t,Xxt )− σ(T − t, Zzt )| ≤
2Λ−1. Let γ := γ1 ∨ γ2. For given ε > 0, let
τ˜ := τ ∧ inf
{
t ∈ [0, T ]; ρR(|ξt|) > ε
2γ3
∧ 2Λ−1, Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R)
}
Then, by following the argument in the proof of Lemma 4.2 in [10] again, we obtain
(3.10) E [t ∧ τ˜ ] ≤ C|x− z|1−ε for t ∈ [0, T ]
where C is a constant depending on d, Λ, ε, R and ‖b‖∞.
Now we consider the estimate of the expectation of τ by using that of τ˜ . We remark
that, the following argument is almost same as the argument in the proof of Lemma 4.2
in [10], however the estimate which we will obtain here is a little better than the estimate
obtained in the proof of Lemma 4.2 in [10]. To simplify the notation, let
δ0 :=
1
3
ρ−1R
(
ε
2γ3
∧ 2Λ−1
)
.
Since
|ξt| > 3δ0 =⇒ |Xxt − x| > δ0, |Zzt − z| > δ0, or |x− z| > δ0,
Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R) =⇒ |Xxt − x| >
R
2
or |Zzt − z| >
R
2
,
we have for x, z ∈ B(0;R/2) such that |x− z| ≤ δ0,
(3.11)
P (τ ≥ t) ≤ P (τ˜ ≥ t) + P
(
sup
s∈[0,t]
|Xxs − x| > δ0 ∧
R
2
)
+P
(
sup
s∈[0,t]
|Zzs − z| > δ0 ∧
R
2
)
.
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Let η = x or z, and let δ1 := δ0 ∧ (R/2). Proposition A.1 implies that
P
(
sup
s∈[0,t]
|Xηs − η| > δ1
)
≤ P
(
sup
s∈[0,t]
∫ s
0
σ(T − u,Xηu)dBu >
δ1
2
)
+ P
(
sup
s∈[0,t]
(
−
∫ s
0
σ(T − u,Xηu)dBu
)
>
δ1
2
)
+ P
(
sup
s∈[0,t]
∣∣∣∣
∫ s
0
b(T − u,Xηu)du
∣∣∣∣ > δ12
)
≤ C1
√
t exp
(−C2t−1)+ P
(
‖b‖∞t > δ1
2
)
where C1, C2 are constants depending on d, Λ, ε, R and ρR. Hence, there exist positive
constants c and C depending on d, Λ, ε, R, ρR and ‖b‖∞ such that
(3.12) P
(
sup
s∈[0,t]
|Xηs − η| > δ1
)
≤ C|x− z|
for η = x, z and t ∈ [0, c(− log |x−z|)−1∧1)]. By (3.10), (3.11) and (3.12) we have positive
constants c and C depending on d, Λ, ε, R, ρR and ‖b‖∞ such that; for x, z ∈ B(0;R/2)
satisfying |x− z| ≤ c, and t ∈ [0, c(− log |x− z|)−1]
E[t ∧ τ ]
≤
∫ t
0
P (τ ≥ s)ds
≤
∫ t
0
P (τ˜ ≥ s)ds+ t
[
P
(
sup
s∈[0,t]
|Xxs − x| > δ1
)
+ P
(
sup
s∈[0,t]
|Xzs − z| > δ1
)]
≤ C(1 + t)|x− z|1−ε.
Therefore, we obtain
(3.13) E[t ∧ τ ] ≤ C(1 + t)|x− z|1−ε
for x, z ∈ B(0;R/2) such that |x − z| ≤ c0, and t ∈ [0, c0(− log |x − z|)−1] where c0 and
C are positive constants depending on d, Λ, ε, R, ρR and ‖b‖∞. By using Chebyshev’s
inequality, for |x− z| ≤ c0 calculate E[t ∧ τ ] as
E[t ∧ τ ] =
∫ c0(− log |x−z|)−1
0
P (τ ≥ s)ds+
∫ t
c0(− log |x−z|)−1
P (τ ≥ s)ds
≤ E[(c0(− log |x− z|)−1) ∧ τ ] + tP (τ ≥ c0(− log |x− z|)−1)
≤ E[(c0(− log |x− z|)−1) ∧ τ ] + t(− log |x− z|)
c0
E[τ ∧ (c0(− log |x− z|)−1)]
≤
(
1 +
t(− log |x− z|)
c0
)
E[(c0(− log |x− z|)−1) ∧ τ ].
Thus, applying (3.13) for t = c0(− log |x− z|)−1 and choosing another small ε, we obtain
(3.6) for all and x, z ∈ B(0;R/2) such that |x−z| ≤ c0. The argument of the compactness
enables us to remove the condition that |x− z| ≤ c0, and the desired assertion holds.
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Lemma 3.2. Additionally assume that
∫ 1
0 r
−1ρR(r)dr < ∞ for all R > 0. Then, for
R > 0 there exists a positive constant C depending on d, Λ, R, ρR and ‖b‖∞ such that
(3.14) E[t ∧ τ ] ≤ C(1 + t2)|x− z|max{1,− log |x− z|}
for t ∈ [0, T ] and x, z ∈ B(0;R/2).
Proof. Let R > 0 and x, z ∈ B(0;R/2). We define ξt, αt, βt as same as in the proof
of Lemma 3.1. By the same way as the proof of Lemma 3.1, we obtain the constants
γ1 and γ2 satisfying (3.8) and (3.9). Let γ := γ1 ∨ γ2 and define stopping times τn by
τn := inf{t > 0; |Xxt − Zzt | ≤ 1/n} for n ∈ N, and
τ˜ := τ ∧ inf {t ∈ [0,∞); ρR(|ξt|) > 2Λ−1, Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R)}
τ˜n := τn ∧ inf
{
t ∈ [0,∞); ρR(|ξt|) > 2Λ−1, Xxt 6∈ B(0;R) or Zzt 6∈ B(0;R)
}
for n ∈ N. Define a function f on [0,∞) by
f(η) :=
∫ η
0
exp
(
−
∫ θ1
0
2γ3ρR(θ2)
θ2
dθ2
)
dθ1, η ∈ [0,∞).
Then, by Itoˆ’s formula, (3.7), (3.8) and (3.9), we have
E[f(|ξt∧τ˜n |)]− f(|x− z|)
= E
[∫ t∧τ˜n
0
{
f ′(|ξs|)
2|ξs|
(
tr(αsα
T
s )−
|αTs ξs|2
|ξs|2 + 〈ξs, βs〉
)
+
1
2
f ′′(|ξs|) |α
T
s ξs|2
|ξs|2
}
ds
]
= E
[∫ t∧τ˜n
0
{
f ′(|ξs|)
2|ξs|
(
tr(αsα
T
s )−
|αTs ξs|2
|ξs|2 + 〈ξs, βs〉
)
− γ
3ρR(|ξs|)
|ξs| f
′(|ξs|) |α
T
s ξs|2
|ξs|2
}
ds
]
≤ −E
[∫ t∧τ˜n
0
f ′(|ξs|)γρR(|ξs|)
2|ξs| ds
]
.
Since
inf
η∈(0,ρ−1R (2Λ−1))
f ′(η)
γρR(η)
2η
> 0,
it holds that
E
[∫ t∧τ˜n
0
f ′(|ξs|)γρR(|ξs|)
2|ξs| ds
]
≥ CE[t ∧ τ˜n]
where C is a positive constant depending on d, R, ρR, Λ and ‖b‖∞. Hence,
(3.15) E[f(|ξt∧τ˜n |)] + CE[t ∧ τ˜n] ≤ f(|x− z|).
Thus, by using the nonnegativity of f and taking limit as n→∞, we obtain
(3.16) E [t ∧ τ˜ ] ≤ C|x− z| for t ∈ [0,∞)
where C is a constant depending on d, Λ, R and ‖b‖∞. By following the proof of Lemma
3.1 with applying (3.16) instead of (3.10), we have
(3.17) E[t ∧ τ ] ≤ C(1 + t)|x− z|
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for x, z ∈ B(0;R/2) such that |x − z| ≤ c0, and t ∈ [0, c0(− log |x − z|)−1] where c0 and
C are positive constants depending on d, Λ, ε, R, ρR and ‖b‖∞. Since, as in the proof of
Lemma 3.1, it holds that
E[t ∧ τ ] ≤
(
1 +
t(− log |x− z|)
c0
)
E[(c0(− log |x− z|)−1) ∧ τ ],
by applying (3.17) with t = c0(− log |x− z|)−1 we obtain the assertion.
Lemma 3.3. If
∫ 1
0 r
−1ρ(r)dr < ∞, then there exists a positive constant C depending on
d, ρ, Λ and ‖b‖∞ such that
(3.18) E[t ∧ τ ] ≤ C(1 + t)|x− z|
for t ∈ [0, T ] and x, z ∈ Rd.
Proof. We define ξt, αt, βt as same as in the proof of Lemma 3.1. Similarly to the proof
of Lemma 3.1, we obtain a positive constant γ1 depending on d and Λ such that
(3.19)
∣∣∣∣tr(αtαTt )− |αTt ξt|2|ξt|2 + 〈ξt, βt〉
∣∣∣∣ ≤ γ1ρ(|ξt|), t ∈ [0, τ),
and (3.9). Let γ := γ1∨γ2. Note that (3.19) holds without the condition Xxt , Zzt ∈ B(0;R).
Since (3.19) holds without the condition Xxt , Z
z
t ∈ B(0;R), a similar argument to
the proof of Lemma 3.2 is available with respect to τ˜ and τ˜n defined by τn := inf{t >
0; |Xxt − Zzt | ≤ 1/n} for n ∈ N, and
τ˜ := τ ∧ inf {t ∈ [0,∞); ρ(|ξt|) > 2Λ−1}
τ˜n := τn ∧ inf
{
t ∈ [0,∞); ρ(|ξt|) > 2Λ−1
}
for n ∈ N. From this fact, we obtain (3.15) with respect to τ˜n defined in the present proof,
and hence,
E [t ∧ τ˜ ] ≤ C|x− z| for t ∈ [0, T ](3.20)
E[f(|ξt∧τ˜ |)] ≤ C|x− z| for t ∈ [0, T ](3.21)
where f is the same function defined in the proof of Lemma 3.2 and C is a constant
depending on d, Λ and ‖b‖∞. The nonnegativity of f and (3.21) imply that for t ∈ [0, T ]
f ◦ ρ−1(2Λ−1)P (τ˜ < τ ∧ t) ≤ E[f(|ξt∧τ˜ |)] ≤ C|x− z|
where C is the constant appeared in (3.21). Hence, we have
(3.22) P (τ˜ < τ ∧ t) ≤ C|x− z| for t ∈ [0,∞)
where C is a constant depending on d, Λ and ‖b‖∞. On the other hand, for t ∈ [0, T ] it
holds that
E[t ∧ τ ] =
∫ t
0
P (τ ≥ s)ds
≤
∫ t
0
P (τ˜ ≥ s)ds+
∫ t
0
P (τ˜ < τ ∧ s)ds
≤ E[t ∧ τ˜ ] + tP (τ˜ < τ ∧ t).
Therefore, we obtain the assertion from this inequality, (3.20) and (3.22).
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Lemma 3.4. For p ∈ (1,∞) it holds that∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y[T ∧ τ ]dy
∣∣∣∣
≤ (s+ T )s−1/pE [s ∧ τ ]1/p E
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
for f ∈ Cb(Rd), s ∈ (0, T ), and x, z ∈ Rd.
Proof. It holds that
(3.23) EX
x
T=y [T ∧ τ ] = EXxT=y [(T ∧ τ)I[0,s](τ)]+ EXxT=y [(T ∧ τ)I(s,∞)(τ)] .
By (3.4) we have ∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y
[
(T ∧ τ)I[0,s](τ)
]
dy
∣∣∣∣
=
∣∣∣∣
∫
Rd
f(y)E
[
(T ∧ τ)I[0,s](τ) pX (s,Xxs ;T, y)
]
dy
∣∣∣∣
≤ E
[
(T ∧ τ)I[0,s](τ)
∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
]
.
Thus, by the inequality
E
[
(t ∧ τ)pI[0,s](τ)
] ≤ sp−1E [s ∧ τ ]
and Ho¨lder’s inequality we have
(3.24)
∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y
[
(T ∧ τ)I[0,s](τ)
]
dy
∣∣∣∣
≤ s1/p∗E [s ∧ τ ]1/pE
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
.
On the other hand, by (3.4) we have∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y
[
(T ∧ τ)I(s,∞)(τ)
]
dy
∣∣∣∣
≤ T
∫
Rd
|f(y)|pX(0, x;T, y)EXxT=y [I(s,∞)(τ)] dy
= T
∫
Rd
|f(y)|E [I(s,∞)(τ)pX (s,Xxs ;T, y)] dy
= TE
[
I(s,∞)(τ)
∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
]
≤ TP (τ > s)1/pE
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
≤ TP (s ∧ τ ≥ s)1/pE
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
.
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Hence, by applying Chebyshev’s inequality we have
(3.25)
∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y
[
(T ∧ τ)I(s,∞)(τ)
]
dy
∣∣∣∣
≤ s−1/pTE [s ∧ τ ]1/p E
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
.
Thus, we obtain the assertion by (3.23), (3.24) and (3.25).
Now we consider the estimate of the solution by the expectation of τ .
Proposition 3.5. Let p ∈ (1,∞). Then, it holds that
|u(T, x)− u(T, z)|
≤ 2(s + T )(‖c‖∞ + s−1)s−1/pe2‖c‖∞TE [s ∧ τ ]1/p
× max
η=x,z
E
[(∫
Rd
|f(y)|pX (s,Xηs ;T, y) dy
)p∗]1/p∗
for f ∈ Cb(Rd), s ∈ (0, T ), and x, z ∈ Rd.
Proof. Let s ∈ (0, T ), x, y, z ∈ Rd such that x 6= z, and t0 ∈ (s, T ). Recall that Xz and
Zz have the same law. By (3.4) we have∣∣∣∣E
[
pX(t0,X
x
t0 ;T, y) exp
(∫ t0
0
c(T − u,Xxu )du
)
; τ ≤ s
]
−E
[
pX(t0, Z
z
t0 ;T, y) exp
(∫ t0
0
c(T − u,Zzu)du
)
; τ ≤ s
]∣∣∣∣
≤ E
[
exp
(∫ t0
0
c(T − u,Zzu)du
) ∣∣pX(t0,Xxt0 ;T, y)− pX(t0, Zzt0 ;T, y)∣∣ ; τ ≤ s
]
+ E
[∣∣∣∣exp
(∫ τ∧t0
0
c(T − u,Xxu )du
)
− exp
(∫ τ∧t0
0
c(T − u,Zzu)du
)∣∣∣∣
× exp
(∫ t0
τ∧t0
c(T − u,Zzu)du
)
pX(t0,X
x
t0 ;T, y); τ ≤ s
]
+ E
[
exp
(∫ τ∧t0
0
c(T − u,Xxu )du
)
×
∣∣∣∣exp
(∫ t0
τ∧t0
c(T − u,Xxu )du
)
− exp
(∫ t0
τ∧t0
c(T − u,Zzu)du
)∣∣∣∣ pX(t0,Xxt0 ;T, y); τ ≤ s
]
.
Noting that
Xxu = Z
z
u for u ≥ τ,
we obtain
(3.26)
∣∣∣∣pX(0, x;T, y)EXxT=y
[
exp
(∫ t0
0
c(T − u,Xxu)du
)
; τ ≤ s
]
−pX(0, z;T, y)EXxT=y
[
exp
(∫ t0
0
c(T − u,Xzu)du
)
; τ ≤ s
]∣∣∣∣
≤ E
[∣∣∣∣exp
(∫ τ∧t0
0
c(T − u,Xxu)du
)
− exp
(∫ τ∧t0
0
c(T − u,Zzu)du
)∣∣∣∣
× exp
(∫ t0
τ∧t0
c(T − u,Zzu)du
)
pX(t0,X
x
t0 ;T, y); τ ≤ s
]
.
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By the triangle inequality, the mean-value theorem and (3.4), we obtain
E
[∣∣∣∣exp
(∫ τ∧t0
0
c(T − u,Xxu )du
)
− exp
(∫ τ∧t0
0
c(T − u,Zzu)du
)∣∣∣∣
× exp
(∫ t0
τ∧t0
c(T − u,Zzu)du
)
pX(t0,X
x
t0 ;T, y); τ ≤ s
]
≤ e‖c‖∞TE
[∣∣∣∣exp
(∫ τ∧t0
0
c(T − u,Xxu )du
)
− 1
∣∣∣∣ pX(t0,Xxt0 ;T, y); τ ≤ s
]
+ e‖c‖∞TE
[∣∣∣∣exp
(∫ τ∧t0
0
c(T − u,Zzu)du
)
− 1
∣∣∣∣ pX(t0,Xxt0 ;T, y); τ ≤ s
]
≤ 2‖c‖∞e2‖c‖∞TE
[
(T ∧ τ)pX(t0,Xxt0 ;T, y); τ ≤ s
]
≤ 2‖c‖∞e2‖c‖∞TE
[
(s ∧ τ)pX(t0,Xxt0 ;T, y)
]
≤ 2‖c‖∞e2‖c‖∞T pX(0, x;T, y)EXxt =y [s ∧ τ ] .
Hence, by Lemma 3.4 and (3.26) we have
(3.27)∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y
[
exp
(∫ t0
0
c(T − u,Xxu)du
)
; τ ≤ s
]
dy
−
∫
Rd
f(y)pX(0, z;T, y)EX
x
T=y
[
exp
(∫ t0
0
c(T − u,Xzu)du
)
; τ ≤ s
]
dy
∣∣∣∣
≤ 2‖c‖∞e2‖c‖∞T (s+ T )s−1/pE[s ∧ τ ]1/p
×E
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
for f ∈ Cb(Rd), s, t0 ∈ (0, T ) such that s < t0, and x, z ∈ Rd.
On the other hand, Chebyshev’s inequality implies
EX
x
T=y
[
exp
(∫ t0
0
c(T − u,Xxu )du
)
; τ ≥ s
]
≤ e‖c‖∞TPXxT=y (s ∧ τ ≥ s)
≤ s−1e‖c‖∞TEXxT=y [s ∧ τ ] .
Hence, by Lemma 3.4 we obtain
(3.28)
∣∣∣∣
∫
Rd
f(y)pX(0, x;T, y)EX
x
T=y
[
exp
(∫ t0
0
c(T − u,Xxu )du
)
; τ ≥ s
]
dy
∣∣∣∣
≤ (s+ T )s−(1+1/p)e‖c‖∞TE[s ∧ τ ]1/pE
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
for f ∈ Cb(Rd), s, t0 ∈ (0, T ) such that s < t0, and x, z ∈ Rd. Similarly we have
(3.29)
∣∣∣∣
∫
Rd
f(y)pX(0, z;T, y)EZ
z
T=y
[
exp
(∫ t0
0
c(T − u,Zzu)du
)
; τ ≥ s
]
dy
∣∣∣∣
≤ (s+ T )s−(1+1/p)e‖c‖∞TE[s ∧ τ ]1/pE
[(∫
Rd
|f(y)|pX (s, Zzs ;T, y) dy
)p∗]1/p∗
for f ∈ Cb(Rd), s, t0 ∈ (0, T ) such that s < t0, and x, z ∈ Rd.
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Thus, from (3.27), (3.28) and (3.29), we obtain∣∣∣∣
∫
Rd
f(y)E
[
pX(t0,X
x
t0 ;T, y) exp
(∫ t0
0
c(T − u,Xxu )du
)]
dy
−
∫
Rd
f(y)E
[
pX(t0, Z
z
t0 ;T, y) exp
(∫ t0
0
c(T − u,Zzu)du
)]
dy
∣∣∣∣
≤ 2(s + T )(‖c‖∞ + s−1)s−1/pe2‖c‖∞TE[s ∧ τ ]1/p
× max
η=x,z
E
[(∫
Rd
|f(y)|pX (s,Xxs ;T, y) dy
)p∗]1/p∗
for f ∈ Cb(Rd), s, t0 ∈ (0, T ) such that s < t0, and x, z ∈ Rd. Therefore, since (3.4) and
(3.3) imply that for η = x, z
lim
t0↑T
∫
Rd
f(y)E
[
pX(t0,X
η
t0 ;T, y) exp
(∫ t0
0
c(T − u,Xηu)du
)]
dy
= lim
t0↑T
∫
Rd
f(y)pX(0, η;T, y)EX
η
T=y
[
exp
(∫ t0
0
c(T − u,Xηu)du
)]
dy
= lim
t0↑T
E
[
f(Xη(T )) exp
(∫ t0
0
c(T − u,Xηu)du
)]
dy
= E
[
f(Xη(T )) exp
(∫ T
0
c(T − u,Xηu)du
)]
dy
=
∫
Rd
f(y)pX(0, η;T, y)EX
x
T=y
[
exp
(∫ T
0
c(T − u,Xηu)du
)]
dy
=
∫
Rd
f(y)p(0, η;T, y)dy
= u(T, η),
we obtain the assertion.
4 The case of general a
Let p ∈ (1,∞). Let a(t, x) = (aij(t, x)) be a symmetric d × d-matrix-valued bounded
measurable function on [0,∞)×Rd satisfying (1.1) and that a(t, ·) is continuous uniformly
in t. Choose d×d-matrix-valued function σ(t, x) such that σij(t, ·) is continuous uniformly
in t, a(t, x) = σ(t, x)σ(t, x)T and (2.2) holds. Let σ(n) be a sequence whose components
are smooth and σ(n)(t, x) converges to that of σ(t, x) for each (t, x) ∈ [0,∞)×Rd. Denote
σ(n)(t, x)σ(n)(t, x)T by a(n)(t, x). Let b(n)(t, x) be a sequence of Rd-valued smooth functions
such that ‖b(n)‖∞ ≤ ‖b‖∞ and b(n)(t, x) converges to b(t, x) almost every (t, x) with respect
to the Lebesgue measure dt × dx. Consider the following parabolic partial differential
equation
(4.1)


∂
∂t
u(n)(t, x) =
1
2
d∑
i,j=1
a
(n)
ij (t, x)
∂2
∂xi∂xj
u(n)(t, x) +
d∑
i=1
b
(n)
i (t, x)
∂
∂xi
u(n)(t, x)
+c(t, x)u(n)(t, x)
u(n)(0, x) = f(x).
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Let T > 0. Similarly to Section 3 we consider the following stochastic differential equation
associated to (4.1):
(4.2)
{
dX
(n),x
t = σ
(n)(T − t,X(n),xt )dBt + b(n)(T − t,X(n),xt )dt, t ∈ [0, T ],
X
(n),x
0 = x.
Denote the transition probability density function of X(n) by pX
(n)
(s, x; t, y). Then, The-
orem 11.3.4 of [26] implies that
(4.3) lim
n→∞
∫
Rd
|f(y)|pX(n) (s, ξn; t, y) dy =
∫
Rd
|f(y)|pX (s, ξ; t, dy)
for any f ∈ Cb(Rd), s, t ∈ (0, T ] such that s < t, and {ξn} ⊂ Rd such that limn→∞ ξn = ξ.
Besides, Theorem 11.3.4 of [26] and Theorem 2.7 of Chapter I in [6] imply that for each
x ∈ Rd, there exist another probability space (Ω˜, F˜ , P˜ ), a sequence of stochastic processes
X˜(n),x and a stochastic process X˜x such that the law of X˜(n),x equals to that of X(n),x,
the law of X˜x equals to that of Xx, and X(n),x converges to Xx on C([0, T ];Rd) almost
surely. As the consequence of this fact, we obtain by (3.2)
(4.4) lim
n→∞u
(n)(T, x) = u(T, x)
for each x ∈ Rd, and also we obtain by (4.3)
(4.5)
lim
n→∞E
[(∫
Rd
|f(y)|pX(n)
(
s,X(n),xs ; t, y
)
dy
)p∗]
= E
[(∫
Rd
|f(y)|pX (s,Xxs ; t, dy)
)p∗]
for any f ∈ Cb(Rd), s, t ∈ (0, T ] such that s < t, and x ∈ Rd.
On the other hand, Lemma 3.1 and Proposition 3.5 implies that for R > 0 and suffi-
ciently small ε > 0, there exists a positive constant C depending on d, Λ, ε, R, ρR, ‖b‖∞
and ‖c‖∞
|u(n)(T, x)− u(n)(T, z)|
≤ Cs−(1+1/p)TeCT |x− z|(1−ε)/pE
[(∫
Rd
|f(y)|pX(n)
(
s,X(n),xs ;T, y
)
dy
)p∗]1/p∗
for f ∈ Cb(Rd), s ∈ (0, T ), and x, z ∈ B(0;R/2). Hence, by this inequality, (4.4) and (4.5),
(i) of Theorem 2.2 is obtained for p ∈ (1,∞). The case that p = 1 follows by taking limit
as p ↓ 1.
We have (ii) and (iii) of Theorem 2.2 by applying Lemmas 3.2 and 3.3 instead of
Lemma 3.1, respectively.
Appendix
Proposition A.1. Let (Ft) be a filtration and (Mt) be a continuous square integrable
martingale such that M0 = 0 almost surely. If there exists non-random processes (αt) and
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(βt) such that 0 ≤ αt ≤ 〈M〉t ≤ βt for t ∈ [0,∞) almost surely, then for x ≥ 0√
2
pi
∫ ∞
xαt−1/2
e−ξ
2/2dξ ≤ P
(
sup
s∈[0,t]
Ms ≥ x
)
≤
√
2
pi
∫ ∞
xβt
−1/2
e−ξ
2/2dξ,
√
2
pi
∫ xβt−1/2
0
e−ξ
2/2dξ ≤ P
(
sup
s∈[0,t]
Ms ≤ x
)
≤
√
2
pi
∫ xαt−1/2
0
e−ξ
2/2dξ.
In particular, if c1t ≤ 〈M〉t ≤ c2t for t ∈ [0,∞) almost surely with some positive constants
c1 and c2, then for t > 0 and x > 0
P
(
sup
s∈[0,t]
Ms ≥ x
)
≤
√
2c2t
pix2
exp
(
− x
2
2c2t
)
,
P
(
sup
s∈[0,t]
Ms ≤ x
)
≤
√
2
c1pit
x.
Proof. By Theorem 7.2 of Chapter II in [6], there exists a Brownian motion (Bt) satisfying
that Mt = B〈M〉t for t ∈ [0,∞) almost surely (if necessary, extend the probability space).
Hence,
P
(
sup
s∈[0,t]
Ms ≥ x
)
= P
(
sup
s∈[0,〈M〉t]
Bs ≥ x
)
.
By the assumption we obtain
P
(
sup
s∈[0,αt]
Bs ≥ x
)
≤ P
(
sup
s∈[0,t]
Ms ≥ x
)
≤ P
(
sup
s∈[0,βt]
Bs ≥ x
)
.
On the other hand, it is known that for t ∈ (0,∞) and x ≥ 0
P
(
sup
s∈[0,t]
Bs ≥ x
)
=
√
2
pi
∫ ∞
xt−1/2
e−ξ
2/2dξ
(see e.g. Section 2.6.A of Chapter 2 in [7]). Thus, we have the first assertion. The second
one is obtained similarly.
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