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Resumen En este trabajo se investigan diferentes mecanismos para de-
ducir la sema´ntica de los mensajes de Twitter con el ﬁn de modelar
perﬁles de usuario. Se introducen y analizan me´todos de procesamiento
de lenguaje natural para plantear diferentes formas de inferir los intereses
de los usuarios a partir de sus tweets. Luego, esas estrategias son compa-
radas para analizar el comportamiento al recomendar mensajes de otros
usuarios.
Keywords: Twitter, perﬁl de usuario, miner´ıa de texto, recomendacio´n de con-
tenido, procesamiento de lenguaje natural
1. Introduccio´n y motivacio´n
Con ma´s de 190 millones de usuarios y ma´s de 65 millones de posts por d´ıa3,
Twitter4 es el servicio de micro-blogging ma´s popular entre las redes sociales. En
Twitter los usuarios publican mensajes llamados tweets, que esta´n formados por
texto plano de corta longitud y se muestran en la pa´gina principal del usuario.
En contraste con otras redes sociales como por ejemplo Last.fm5, donde se
deducen los gustos musicales, o Flickr6 que ofrece informacio´n para inferir los
intereses de los usuarios en lugares o eventos, los temas discutidos en Twitter no
esta´n restringidos a un dominio en particular. Los usuarios de Twitter pueden
discutir acerca de cualquier tema que les interese o preocupe.
Dada la gran cantidad de contenido que circula en Twitter uno de los prin-
cipales desaf´ıos de esta tecnolog´ıa, es poder brindar al usuario informacio´n y
contenido que resulte de su intere´s.
La representacio´n de la sema´ntica de las actividades individuales de Twit-
ter y el modelado de los intereses de los usuarios permite personalizacio´n y de
esta forma, compensar la sobrecarga de informacio´n. Como consecuencia de la
3 http://www.techcrunch.com/2010/06/08/twitter-190-million-users/
4 http://www.twitter.com/
5 http://www.last.fm/
6 http://www.ﬂickr.com/
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diversidad y lo cambiante que son los temas que se discuten en Twitter, los
perﬁles generados son beneﬁciosos para otras aplicaciones Web. Sin embargo,
inferir automa´ticamente el signiﬁcado sema´ntico de mensajes de Twitter no es
un problema trivial.
Si bien existen estudios acerca de las estructuras sociales en Twitter, se ha
realizado escasa investigacio´n en el a´rea de comprensio´n de la sema´ntica de las
actividades individuales de Twitter y en deducir intereses de los usuarios.
Dada la brevedad de la longitud de los tweets, dar sentido a los mensajes
individuales y explotarlos para el modelado de usuario representa un desaf´ıo.
Adema´s se deben aplicar diversos mecanismos de procesamiento de datos ya que
es muy comu´n que los usuarios utilicen abreviaciones y no respondan a las reglas
le´xicas y ortogra´ﬁcas del lenguaje.
2. Trabajos Relacionados
Muchas investigaciones sobre sistemas de recomendacio´n en Twitter se en-
focan en analizar una fraccio´n de la red social para estudiar la propagacio´n de
patrones [13,14,15] o identiﬁcar usuarios que tienen mayor inﬂuencia[18,7].
Dong et al. [10] explotan Twitter para detectar y establecer un ranking de
las URLs que han sido creadas recientemente y no han sido indexadas por los
motores de bu´squeda de la Web. Chen et al.[8] centran su investigacio´n en reco-
mendar URLs que fueron mencionadas en tweets y compara diferentes estrategias
de seleccio´n y ranking de URLs.
Abel et al.[3] plantean diferentes te´cnicas para extraer el signiﬁcado sema´nti-
co de los tweets, enriquecer el contenido y a partir de ellos, modelan distintos
tipos de perﬁles de usuario. En su trabajo, observan que el 85% de los post esta´n
relacionados con art´ıculos de noticias, entonces se valen del contenido sema´nti-
co de la noticia relacionada para enmarcar el mensaje dentro de un contexto
espec´ıﬁco.
Celik, Abel y Houben [6] exploran la sema´ntica de los mensajes de Twitter
enriquecie´ndolas previamente como proponen Abel et al.[3], realizan un recono-
cimiento de nombres de entidades y obtienen conceptos relacionados mediante
DBpedia7.
Gao et al.[11] analizan co´mo se relacionan los intereses personales de los usua-
rios con los temas de tendencia y estudian co´mo la informacio´n de Twitter puede
ser aprovechada para generar perﬁles que reﬂejen los intereses de un usuario en
noticias actuales.
Las investigaciones en el a´rea han demostrado que la explotacio´n del conteni-
do de los tweets es un buen indicador para deducir los intereses de los usuarios.
Entonces, en este trabajo se proponen diferentes estrategias de modelado a par-
tir del procesamiento de las actividades de Twitter mediante distintas te´cnicas
de miner´ıa de texto.
Abel et al.[4,2,3,1] sostienen que el reconocimiento de las entidades mencio-
nadas en los tweets es un buen mecanismo de deduccio´n de intereses. El trabajo
7 http://wiki.dbpedia.org/
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realizado por Celik, Abel y Houben [6] ha demostrado que una alternativa u´til
es extraer las entidades de los tweets, junto con los conceptos relacionados segu´n
DBpedia. En base a esas dos investigaciones, en este trabajo se evalu´a el com-
portamiento de estas y otras estrategias de modelado de perﬁles de usuario para
la recomendacio´n de tweets de otros usuarios que muestran intereses similares.
3. Co´mo explotar Twitter para construir perﬁles de
usuario?
La propuesta de solucio´n al problema de la recomendacio´n de contenido se
basa en la exploracio´n del texto de los mensajes de Twitter para deducir intereses
de usuario, y en base a ellos modelar el perﬁl. Ese perﬁl es utilizado como motor
de clasiﬁcacio´n para recomendar tweets que tengan contenido que coincida con
los intereses del usuario.
Los perﬁles de usuario son modelados mediante vectores, en los que cada
elemento es un concepto que representa el intere´s de un usuario en determinado
tema. Cada elemento del perﬁl es ponderado de acuerdo a una funcio´n que mide
el nivel de importancia que tiene dicho elemento para el usuario.
3.1. Perﬁl de usuario
Un perﬁl de usuario se deﬁne como una lista de palabras claves relevantes
para el usuario [17]. Dentro del proceso de personalizacio´n, los perﬁles funcionan
como una estructura de almacenamiento de informacio´n sobre las preferencias
del usuario. En este caso, aportan informacio´n acerca del conjunto de conceptos
sobre los que suele escribir.
En el contexto de Twitter, Abel et al.[4] deﬁne perﬁles de usuario como una
estructura de informacio´n sobre los intereses del usuario obtenidos a trave´s de
los tweets.
Deﬁnition 1. Formalmente, el perﬁl de usuario P (u) correspondiente al usua-
rio u, del conjunto de usuarios U , es un vector de pares (c, w(u, c)) donde c es un
concepto, del conjunto de conceptos C, extra´ıdo de los tweets Tu ∈ T del usuario
u ∈ U , y w(u, c) es el resultado de aplicar una funcio´n de ponderacio´n w (Eq. 1)
que indica que tan signiﬁcativo es el concepto c para el usuario u ∈ U .
P (u) = {c, w(u, c) : u ∈ U ; c ∈ C}
En la Eq. 1 se puede observar la expresio´n correspondiente a w(u, c).Aqui, f(u, c)
es la frecuencia de aparicio´n del concepto c ∈ C en el conjunto de tweets TU ∈ T
del usuario u ∈ U .
De esta forma, el peso w(u, c) de un concepto c ∈ C queda determinado por el
nu´mero de veces en los que el usuario u ∈ U se reﬁere al concepto c en el conjunto
de tweets Tu ∈ T . Por ejemplo, un valor de ponderacio´n w(u, technology) = 5
indica que el usuario u ∈ U ha escrito 5 veces la palabra “technology” en su
conjunto de tweets Tu ∈ T .
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w(u, c) =
fu,c
maxfu,c
(1)
3.2. Estrategias de procesamiento
En la Deﬁnicio´n 1 se ha introducido la nocio´n de concepto. Un concepto
es una unidad cognitiva de signiﬁcado, es un elemento que aporta informacio´n
acerca de los intereses de los usuarios. Durante el desarrollo de este trabajo
hemos planteado tres estrategias de extraccio´n de conceptos (ver Tabla 1).
Dimensio´n de disen˜o Alternativas de disen˜o
Tipo de perﬁl (i) basado en bolsa de palabras
(ii) basado en entidad o´
(iii) basado en concepto
Fuente de informacio´n (i) u´nicamente tweets
Restricciones temporales (i) sin restricciones
Cuadro 1. Espacio de disen˜o de las estrategias de modelado de perﬁles de usuario.
Estrategia basada en bolsa de palabras. Una primera estrategia -ingenua-
consiste en procesar cada tweet como una tira de tokens, y luego calcular el peso
de cada token segu´n la Eq. 1 para armar el perﬁl de usuario basado en bolsa de
palabras PB(u). Este mecanismo considera todas las palabras que forman parte
del texto como conceptos, de modo que cada tweet es transformado en una tira
de tokens.
Deﬁnition 2. Formalmente, un tweet tu ∈ T es representado mediante un vec-
tor tu = {(c1, f1), (c2, f2), ...(cn, fn)} donde cada elemento ci corresponde a un
te´rmino extra´ıdo de tu y fi es la frecuencia con la que ci aparece en tu.
El perﬁl PB(u) para un usuario u ∈ U es el conjunto de todos los tokens
que aparecen en el conjunto de tweets Tu ∈ T de u, junto con los valores de
ponderacio´n wi para cada xi calculado en base a la funcio´n w(u, x).
El valor w(u, x) es el peso asociado al token x para el usuario u ∈ U corres-
pondendiente al conjunto U de usuarios.
De esta forma, cada elemento del vector PB(u), es un par (x,w(u, x)) donde
x corresponde a un token y w(u, x) es la funcio´n de ponderacio´n deﬁnida en Eq.
1.
El proceso de extraccio´n de conceptos se realizo´ utilizando el algoritmo de
tokenizacio´n de la librer´ıa Lucene8. Lucene es un API para la recuperacio´n de
informacio´n. Es un proyecto open source, implementado en Java, es miembro del
Apache Software Foundation y se distribuye bajo Apache Software Licence.
8 http://lucene.apache.org/core/
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El algoritmo tokenizador de Lucene acepta una cadena de caracteres como
entrada (un tweet), luego procesa la cadena para dividirla en palabras indivi-
duales, y emite una cadena de componentes le´xicos como salida.
Estrategia basada en bolsa de palabras sin stop words. Un reﬁnamiento
aplicado a la estrategia anterior, consiste en remover las palabras vac´ıas (stop
words) del vector PB(u), manteniendo la deﬁnicio´n de la funcio´n de ponderacio´n
w(u, c) y alterando PB(u), de manera que las palabras que corresponden a stop
words sean eliminadas.
Las palabras vac´ıas son te´rminos que por su frecuencia y/o sema´ntica no
poseen valor discriminatorio alguno, es decir no permiten distinguir un texto de
otro en una coleccio´n. Habitualmente se trata de art´ıculos, pronombres, prepo-
siciones, verbos muy frecuentes, adverbios, etc.
Deﬁnition 3. El perﬁl basado en bolsa de palabras sin palabras vac´ıas PS(u)
para un usuario u ∈ U es el conjunto de todos los tokens que aparecen en el
conjunto de tweets Tu ∈ T de u, excepto los que forman parte del conjunto de
stop words, junto con los valores de ponderacio´n wi para cada xi calculado en
base a la funcio´n w(u, x).
El valor w(u, x) es el peso asociado al token x para el usuario u ∈ U corres-
ponden al conjunto de usuarios.
Cada elemento del vector PS(u), es un par (x,w(u, x)) donde x corresponde
a un token que no es stop word y w(u, x) es la funcio´n de ponderacio´n deﬁnida
en Eq. 1.
La eliminacio´n de stop words se realiza chequeando el contenido del texto
contra un listado de palabras. Lucene provee un mo´dulo procesador de texto,
llamado StandardAnalyzer, que realiza una tokenizacio´n que elimina stop words.
Durante el proceso de conversio´n a token, el StandardAnalyzer extrae el texto
que se debe analizar mientras se le aplica lo´gica de transformacio´n como ser el
uso de stop words.
Los enfoques planteados en esta seccio´n realizan un ana´lisis le´xico, y si bien
obtienen el conjunto de conceptos a los que el usuario se reﬁere con mayor fre-
cuencia, no construyen perﬁles con valor sema´ntico. Entonces, planteamos dos
estrategias que realizan ana´lisis sema´ntico. Una de ellas esta´ basada en reco-
nocimiento de nombres de entidades y la otra en extraccio´n de conceptos de
DBpedia.
Estrategia basada en reconocimiento de nombres de entidades. El reco-
nocimiento de nombres de entidades (o NER) etiqueta la secuencia de palabras
de un tweet como nombre de cosas, por ejemplo nombres de personas, compan˜´ıas,
o lugares, y genera perﬁles basados en entidad PE(u). Utilizando esta te´cnica,
un perﬁl basado en entidades es modelado en funcio´n de los intereses del usuario
en un determinado conjunto de entidades, como las personas, organizaciones o
eventos. Los tweets son deﬁnidos como un vector donde cada elemento contiene
las entidades mencionadas y la frecuencia con que aparecen esas entidades.
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Deﬁnition 4. El perﬁl basado en entidad PE(u) para un usuario u ∈ U es el
conjunto de nombres de entidades ei ∈ E que aparecen en el conjunto de tweets
Tu ∈ T de u, junto con los valores de ponderacio´n wi para cada ei calculado en
base a la funcio´n w(u, e).
El valor w(u, e) es el peso asociado con la entidad e para el usuario u. E y
U corresponden al conjunto de entidades y de usuarios respectivamente.
De esta forma, cada elemento del vector PE(u), es un par (e, w(u, e)) donde
e corresponde a una entidad y w(u, e) es la funcio´n de ponderacio´n deﬁnida en
Eq. 1.
Las entidades son extra´ıdas directamente a partir del contenido del tweet
utilizando TwitIE[5]. TwitIE es un pipeline GATE (General Architecture for
Text Engineering) [9] disen˜ado para la extraccio´n de entidades sobre tweets.
GATE es una suite de herramientas Java originalmente desarrollada por la
Universidad de Sheﬃeld utilizada para las tareas de procesamiento de lenguaje
natural, incluyendo extraccio´n de informacio´n en varios idiomas. El framework
de co´digo abierto GATE se encuentra pre-empaquetado con el pipeline ANNIE.
ANNIE (A Nearly-New Information Extraction System) consiste en una serie
de mo´dulos para la extraccio´n de la informacio´n que implementan los siguien-
tes procesos: tokenizador, divisor de sentencias, etiquetador POS (POS tagger),
listas gazetteer, un reconocedor de nombres de entidades y un detector de co-
referencias.
Estrategia basada en conceptos de DBpedia. A menudo, los usuarios sue-
len publicar tweets acerca de determinados conceptos que no corresponden a
entidades; entonces, planteamos una estrategia que consiste en mapear el conte-
nido de los tweets a recursos de DBpedia (que es la representacio´n estructurada
de Wikipedia9).As´ı, los conceptos que forman parte del perﬁl, pueden ser con-
textualizados con el contenido que provee Wikipedia.
Deﬁnition 5. El perﬁl basado en conceptos de DBpedia PD(u) para un usuario
u ∈ U es el conjunto de conceptos di ∈ D que aparecen en el conjunto de tweets
Tu ∈ T de u, junto con los valores de ponderacio´n wi para cada di calculado en
base a la Eq. 1 w(u, d).
El valor w(u, d) es el peso asociado con la entidad e para el usuario u. E y D
corresponden al conjunto de conceptos de DBpedia y de usuarios respectivamente.
Cada elemento del vector PB(u), es un par (d,w(u, d)) donde d corresponde a un
concepto de DBpedia y w(u, d) es la funcio´n de ponderacio´n deﬁnida en Eq. 1.
Para construir perﬁles utilizando esta estrategia, se toma como entrada el
conjunto de tweets y se intenta buscar el recurso correspondiente en DBpedia.
9 http://www.wikipedia.org/
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3.3. Perﬁl combinado
El tipo de conceptos que forman el conjunto C determina el tipo de perﬁl, pu-
diendo ser una tira de tokens con o sin stop-words -PB(u) o PS(u) respectivamente-
, un vector de entidades PE(u) o un conjunto de conceptos PD(u). Adema´s, he-
mos planteado perﬁles que combinan las estrategias explicadas hasta el momento.
Formalmente un perﬁl de usuario mixto, que combina las cuatro estrategias se
deﬁne como sigue:
Deﬁnition 6. Un perﬁl de usuario PM (u), para un usuario u ∈ U que combina
los perﬁles PB(u), PS(u), PE(u) y PD(u) generados a trave´s de las estrategias
basadas en bolsa de palabras (con y sin palabras vac´ıas), en entidades y en re-
cursos de DBpedia, respectivamente, se deﬁne mediante la funcio´n.
PM (u) = {n1 ∗ PB(u) + n2 ∗ PS(u) + n3 ∗ PE(u)+
+ n4 ∗ PD(u) : u ∈ U, n1 + n2 + n3 + n4 = 1}
Donde n1, n2, n3 y n4 indican la ponderacio´n (es decir, el peso) de cada
perﬁl (estrategia).
Segu´n la Deﬁnicio´n 6, valores n1 = n2 = n3 = n4 = 0,25 indican que todos
los perﬁles tendra´n el mismo peso; valores tales como n1 = n2 = 0 y n3 = 0, 5 y
n4 = 0, 5 indican que los perﬁles basados en bolsa de palabras no tendra´n peso
en la ponderacio´n, y la inﬂuencia sera´ dada por los perﬁles basados en entidades
y conceptos de DBpedia de forma equitativa.
4. Modelo de recomendacio´n
La creacio´n de perﬁles de usuario tiene como objetivo armar perﬁles en base a
los intereses extra´ıdos a partir del contenido de los tweets. Dado un usuario, esos
perﬁles son usados como modelos, para clasiﬁcar si el tweet contiene informacio´n
que le interesa (o no) a ese usuario.
El conjunto de elementos que usamos para el desarrollo de este trabajo esta´
compuesto por un dataset formado por 2316204 tweets de 1619 usuarios10. Para
los experimentos consideramos los post de 500 usuarios que cuentan con una
cantidad mı´nima de 100 tweets.
La evaluacio´n de las diferentes estrategias fue realizada mediante Holdout.
Esta te´cnica de validacio´n consiste en dividir el dataset en dos partes: una utiliza-
da para realizar la construccio´n del perﬁl (llamada conjunto de entrenamiento),
y otra para realizar evaluaciones (conjunto de evaluacio´n).
A su vez, los tweets del conjunto de evaluacio´n fueron etiquetados segu´n dos
clases: una formada por tweets de la clase “Interesa” (ejemplos positivos), y otra
clase formada por tweets marcados como “No interesa” (ejemplos negativos).
10 http://wis.ewi.tudelft.nl/umap2011/#dataset/
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Para cada uno de los usuarios, el subconjunto de clase “Interesa” fue obtenido
de los tweets del mismo usuario. Los tweets que forman parte de los ejemplos
negativos, fueron seleccionados a partir del conjunto de tweets que no forman
parte del conjunto de tweets o retweets del usuario a analizar.
4.1. Algoritmo recomendador de tweets
Con el ﬁn de evaluar la efectividad de las estrategias de modelado hemos
aplicado un algoritmo basado en clasiﬁcar contenido de acuerdo a la similitud
entre el tweet a recomendar y el perﬁl de usuario. De esta forma, el problema de
la recomendacio´n se convierte en una bu´squeda y clasiﬁcacio´n, donde el perﬁl de
usuario es utilizado como motor de clasiﬁcacio´n.
Deﬁnition 7. Dado un perﬁl de usuario P (u) representado mediante un vector
y un conjunto de tweets T = {P (t1), . . . P (tn)} representados mediante perﬁles
(con la misma representacio´n vectorial), el algoritmo de recomendacio´n clasiﬁca
los tweets segu´n la similitud de coseno:
simcoseno(P (u), P (ti)) =
P (u).P (ti)
||P (u)||.||P (ti)|| (2)
Funcio´n de similitud. La recomendacio´n consiste en calcular la similitud entre
el perﬁl de cada usuario P (ui) y los perﬁles P (tj) de cada uno de los tweets tj ∈ T
que forman parte del conjunto de prueba.
Medimos la similitud entre dos perﬁles de usuario mediante el coseno (ver
Eq. 2). La funcio´n coseno es una medida de similaridad de patrones de datos,
que permite comparar usuarios o documentos, ya que el coseno mide el a´ngulo
entre dos vectores en un espacio N-dimensional [16,12]. Cuando los perﬁles son
ide´nticos, la funcio´n da como resultado 1, mientras que por el contrario, para
perﬁles totalmente diferentes, el coseno da cero.
De esta forma, si el resultado de la funcio´n entre el perﬁl del usuario P (ui), ui ∈
U y un tweet del conjunto de prueba tj ∈ T es mayor a determinado umbral, el
tweet tj es clasiﬁcado como “Interesa”. Sino, como “No interesa”.
5. Resultados experimentales
En esta seccio´n presentamos los resultados de los experimentos obtenidos lue-
go de aplicar el algoritmo de recomendacio´n (ver Deﬁnicio´n 7) para las diferentes
estrategias de construccio´n de perles de usuario, especiﬁcadas en la Seccio´n 3.
5.1. Evaluacio´n por estrategia
Si comparamos el comportamiento de las estrategias con respecto a la tasa de
error (Fig. 1) podemos ver que la que menor error posee es la estrategia basada
en bolsa de palabras con eliminacio´n de palabras vac´ıas. Luego sigue la estrategia
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basa en bolsa de palabras y ﬁnalmente, las estrategias que mayor tasa de error
presentan, son las basadas en NER y en extraccio´n de conceptos de DBpedia.
De estos resultados se puede deducir que las palabras vac´ıas no aportan
informacio´n acerca del contenido sema´ntico del tweet, es decir, no son buenos
indicadores de los intereses de usuario y es necesario eliminarlas si se desea
realizar una recomendacio´n con un bajo margen de error.
La estrategia que presenta mayor exactitud (ver Fig. 1) es la basada en bolsa
de palabras sin stop words, y por una menor diferencia continu´a la estrategia
basada en bolsa de palabras. Luego siguen las estrategias basadas en NER y
extraccio´n de recursos de DBpedia.
Conforme a los resultados anteriores, si analizamos el valor F (ver Fig. 1)
podemos observar que la construccio´n de perﬁles con la estrategia basada en
bolsa de palabras sin palabras vac´ıas es la que presenta mayor valor. Luego
sigue la estrategia basada en bolsa de palabras y ﬁnalmente las que realizan un
ana´lisis sema´ntico.
PB PS PE PD
0
0,2
0,4
0,6
0,8
0,25
0,13
0,37 0,39
0,75
0,87
0,63
0,6
0,79
0,88
0,41
0,34
Tasa de error
Exactitud
Valor-F
Figura 1. Tasa de error, exactitud y valor-F para cada estrategia.
Como se puede observar en la Tabla 2, la estrategia que genera modelos de
menor taman˜o es la estrategia basada en NER. Luego sigue la estrategia basada
en extraccio´n de conceptos de DBpedia, y ﬁnalmente las basadas en bolsas de
palabras.
La estrategia basada en bolsas de palabras con eliminacio´n de palabras vac´ıas
construye perﬁles con una cantidad de palabras muy cercana a la cantidad de
la estrategia basada en bolsas de palabras sin reﬁnamientos. De la misma for-
ma, la estrategia basada en extraccio´n de recursos y la estrategia basada en
NER construyen perﬁles de un taman˜o similar. Para algunos perﬁles, la estra-
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tegia basada en extraccio´n de recursos de DBpedia genera modelos con menos
cantidad de conceptos que la estrategia basada en entidades, sin embargo, este
comportamiento aparece en la menor cantidad de casos.
Reduccio´n de taman˜o del modelo para las estrategias basadas en bolsa
de palabras. Luego de realizar el ana´lisis del comportamiento de cada estrate-
gia, se puede concluir que la que mejores resultados arroja en la recomendacio´n
es la estrategia que utiliza todos los te´rminos que aparecen en el tweet eliminando
las palabras vac´ıas.
El principal problema que presenta es el gran taman˜o del modelo, entonces se
ha analizado el comportamiento del algoritmo al reducir la cantidad de conceptos
por perﬁl, y se ha llegado a la conclusio´n de que usando el 10% de los conceptos se
reduce notablemente la longitud del modelo y adema´s, se agrega mayor cantidad
de aciertos en la clasiﬁcacio´n, debido a que elimina una gran cantidad de palabras
a las que el usuario no se reﬁere comu´nmente.
Perﬁl Cantidad promedio
de conceptos
PB(u) 3985
PS(u) 3358
PE(u) 379
PD(u) 544
Cuadro 2. Taman˜o promedio de los perﬁles para cada estrategia.
Conclusio´n. Si bien la evaluacio´n indica que las estrategias que presentan me-
nor tasa de error y mayor exactitud son las basadas en bolsa de palabras, son
estrategias que construyen perﬁles carentes de contenido sema´ntico y los concep-
tos que ocurren con mayor peso se reﬁeren a te´rminos usados frecuentemente por
el usuario. Al mismo tiempo, las estrategias basadas en NER y extraccio´n de re-
cursos de DBpedia ﬁltran esos te´rminos y en consecuencia, tienen una tendencia
a tener mayor nu´mero de errores durante la etapa de evaluacio´n del modelo.
Adema´s, se observo´ que este comportamiento es consecuencia del hecho de
que las estrategias basadas en NER y en extraccio´n de conceptos ﬁltran contenido
no interesante para el usuario con 100% de precisio´n, pero no sucede lo mismo
al clasiﬁcar contenido de intere´s para el usuario.
Las estrategias basadas en NER y extraccio´n de conceptos de DBpedia son
las que tienen un mayor nivel de entendimiento. Las otras estrategias no aportan
informacio´n sema´ntica detallada y en consecuencia agregan mayor complejidad
a la interpretacio´n. Sin embargo, las estrategias basadas en bolsa de palabras
presentan mayor exactitud y menor tasa de error.
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5.2. Evaluacio´n para perﬁles combinados
Para analizar co´mo var´ıa la recomendacio´n de un perﬁl generado a partir de
las combinaciones de las estrategias planteadas, hemos construido perﬁles segu´n
la Deﬁnicio´n 6, asignando distintos pesos a cada tipo de perﬁl como se muestra
en la Tabla 3.
Perﬁl PM (u) n1 n2 n3 n4
PM0(u) 0,25 0,25 0,25 0,25
PM1(u) 0 0,33 0,33 0,33
PM2(u) 0 0,5 0,3 0,2
PM3(u) 0 0,5 0,5 0
PM4(u) 0 0,5 0,5 0
PM5(u) 0 0,7 0,3 0
Cuadro 3. Pesos asignados a cada estrategia para armar perﬁles combinados.
Segu´n se puede observar en la Tabla 4, las ponderaciones que mayor tasa
de error arrojan son las de los perﬁles PM1(u), PM3(u) y PM4(u). En estos tres
casos a los perﬁles se les ha asignado el mismo valor de ponderacio´n; entonces,
la primer conclusio´n que se puede obtener es que al asignarle el mismo peso a
todos los perﬁles se obtiene una mayor tasa de error. Luego, las combinaciones
que mayor tasa de error presentan son las PM0(u) y PM2(u). En estos casos
los perﬁles basados en bolsa de palabras tienen un mayor peso. Finalmente, el
valor ma´s bajo de tasa de error se obtiene mediante la ponderacio´n de PM5(u),
que es la combinacio´n que utiliza el 10% de los te´rminos ma´s frecuentes para la
estrategia basada en bolsa de palabras (sin stop words).
Por otro lado, las combinaciones que arrojan una exactitud ma´s baja son
la PM1(u), PM3(u) y PM4(u); luego siguen PM0(u) y PM2(u) y ﬁnalmente, la
combinacio´n que tiene mayor exactitud a la hora de utilizarla como modelo
recomendador es la PM5(u).
Como se puede ver en la Tabla 4, la ponderacio´n que tiene un valor F ma´s
cercano al o´ptimo es la combinacio´n PM5(u); luego siguen las PM0(u) y PM2(u)
y ﬁnalmente, las que peor valor F presentan son las de las PM1(u), PM3(u) y
PM4(u).
5.3. Comparacio´n entre perﬁl basado en entidad, basado en bolsa
de palabras y combinacio´n PM5
Al comparar las me´tricas arrojadas por el perﬁl combinado segu´n PM5(u) con
los perﬁles basado en bolsa de palabras y basado en entidad, se puede observar
que el perﬁl combinado tiene menor tasa de error que el perﬁl basado en entidad
(ver Fig. 2). A su vez, este valor es muy cercano al del perﬁl basado en bolsa de
palabra. Lo mismo sucede con la exactitud y el valor F. Sin embargo, la principal
ventaja que incorpora el perﬁl combinado con respecto al perﬁl basado en bolsa
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PM (u) n0 n1 n2 n3 Tasa de error Exactitud Valor F
PM0(u) 0,25 0,25 0,25 0,25 0.23 0.77 0.7
PM1(u) 0 0,33 0,33 0,33 0,3 0,7 0,57
PM2(u) 0 0,5 0,3 0,2 0,22 0,77 0,71
PM3(u) 0 0,5 0,5 0 0,3 0,7 0,57
PM4(u) 0 0,5 0,5 0 0,3 0,7 0,57
PM5(u) 0 0,7 0,3 0 0,15 0,85 0,83
Cuadro 4. Tasa de error, exactitud y valor F de los perﬁles combinados.
de palabra es un aumento en la precisio´n al momento de ﬁltrar el contenido que
no es interesante para el usuario. Por otro lado, posee la desventaja de generar
un modelo de mayor taman˜o al de los perﬁles que lo componen.
Bolsa de Palabra EntidadPM
0
0,2
0,4
0,6
0,8
0,13
0,37
0,15
0,87
0,63
0,85
0,88
0,41
0,83
Tasa de error
Exactitud
Valor-F
Figura 2. Tasa de error, exactitud y valor-F para las estrategias basada en bolsa de
palabras, entidades y PM .
6. Conclusio´n y Trabajo Futuro
En este trabajo se ha realizado un ana´lisis de distintas te´cnicas de recupera-
cio´n de informacio´n para recomendacio´n de contenido en Twitter. Se ha centrado
el ana´lisis en la explotacio´n de la informacio´n contenida en los tweets para infe-
rir los intereses de los usuarios. A partir de los intereses se construyen perﬁles
de usuarios que son utilizados como motores de recomendacio´n de tweets. La
recomendacio´n se ha realizado comparando el perﬁl del usuario con el ı´tem a re-
comendar. Luego el comportamiento fue validado usando un conjunto de datos
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esta´ndar del a´rea y una metodolog´ıa de evaluacio´n conocida como Holdout para
la obtencio´n de me´tricas de eﬁciencia.
La informacio´n extra´ıda de Twitter puede ser utilizada por diversas apli-
caciones que se valen de los perﬁles de usuario para recomendar contenido. El
presente trabajo ha sido orientado a la recomendacio´n de mensajes, sin embargo
puede ser extendido para recomendar otro tipo de contenido, como por ejemplo
noticias, otros usuarios de la red, pa´ginas web, etc.
Adema´s, se pueden plantear otras alternativas para extraer informacio´n. Por
ejemplo los Hashtags suelen ser buenos indicadores del contenido de los mensajes.
Por otro lado, los tweets pueden ser contextualizados explotando los links que
incluyen o vincula´ndolos a conferencias o eventos.
Debido a los intereses y preferencias cambiantes de los usuarios, una nueva
alternativa es analizar las variaciones que presentan los usuarios a trave´s del
tiempo y analizar co´mo los patrones temporales inﬂuyen en los intereses de los
usuarios. Otro factor a considerar es la inﬂuencia que presentan los temas de
tendencia sobre los intereses de los usuarios.
Finalmente, para validar la calidad de las recomendaciones se puede incluir
la opinio´n de los usuarios reales.
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