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The quantum Rabi model describes the fundamental mechanism of light-matter interaction. It
consists of a two-level atom or qubit coupled to a quantized harmonic mode via a transversal
interaction. In the weak coupling regime, it reduces to the well-known Jaynes-Cummings model by
applying a rotating wave approximation (RWA). The RWA breaks down in the ultra-strong coupling
(USC) regime, where the effective coupling strength g is comparable to the energy ω of the bosonic
mode, and remarkable features in the system dynamics are revealed. We demonstrate an analog
quantum simulation of an effective quantum Rabi model in the USC regime, achieving a relative
coupling ratio of g/ω ∼ 0.6. The quantum hardware of the simulator is a superconducting circuit
embedded in a cQED setup. We observe fast and periodic quantum state collapses and revivals of
the initial qubit state, being the most distinct signature of the synthesized model.
PACS numbers: 03.67.Ac, 03.65.Yz, 42.50.Pq
Finding solutions to many quantum problems is a very
challenging task [1]. The reason is the exponentially large
number of degrees of freedom in a quantum system, re-
quiring computational power and memory that easily ex-
ceed the capabilities of present classical computers. A yet
to be demonstrated universal digital quantum computer
of sufficient size would be capable of efficiently solving
most quantum problems [1, 2]. A more feasible approach
to achieve a computational speedup in the near future
is quantum simulation [1–3]. In the framework of analog
quantum simulation, a tailored and well-controllable arti-
ficial quantum system is mapped onto a quantum prob-
lem of interest in order to mimic its dynamics. Since
the same equations of motion hold for both systems, the
solution of the underlying quantum problem is inferred
by observing the time evolution of the artificially built
model system while making use of its intrinsic quantum-
ness. This scheme may be applied to the simulation of
complex quantum problems, in the spirit originally pro-
posed by Feynman [1].
Quantum simulation was performed on various exper-
imental platforms. Examples of analog quantum sim-
ulation are the study of fermionic transport [4] and
magnetism [5] with cold atoms and the simulation of a
quantum magnet and the Dirac equation with trapped
ions [6, 7]. The exploration of non-equilibrium physics
was proposed with an on-chip quantum simulator based
on superconducting circuits [8, 9]. Digital simula-
tion schemes with superconducting devices were demon-
strated for fermionic models [10] and spin systems [11].
The quantum Rabi model in quantum optics describes
the interaction between a two-level atom and a single
quantized harmonic oscillator mode [12, 13]. In the weak
coupling regime, which may still be strong in the sense of
quantum electrodynamics (QED), a RWA can be applied
and the Rabi model reduces to the Jaynes-Cummings
model [14], which captures most relevant scenarios in
cavity and circuit QED. In the USC and deep strong
coupling regimes, where the coupling strength is com-
parable to the mode energies [15], the counter rotating
terms in the interaction Hamiltonian can no longer be
neglected and the RWA breaks down. As a consequence,
the total excitation number in the quantum Rabi model
is not conserved. Except for one recent paradigm of find-
ing an exact solution [16], an analytically closed solution
of the quantum Rabi model does not exist due to the
lack of a second conserved quantity which renders it non-
integrable. The quantum Rabi model, in particular in the
USC regime and beyond, exhibits non-classical features
and rising interest in it is inspired by strong advances
of experimental capabilities [15, 17–19]. The specific
spectral features of the USC regime and the consequent
breakdown of the RWA were previously observed with
a superconducting circuit by implementing an increased
physical coupling strength [20, 21]. A similar approach
involving a flux qubit coupled to a single-mode resonator
allowed to access the deep strong coupling regime in a
closed system [22]. The USC regime was reached before
by dynamically modulating the flux bias of a supercon-
ducting qubit, reaching a coupling strength of about 0.1
of the effective resonator frequency [23].
In our approach, we engineer an effective quantum
Rabi Hamiltonian with an analog quantum simulation
scheme based on the application of microwave Rabi
drive tones. By a decrease of the subsystem energies,
the USC condition is satisfied in the effective rotating
frame, allowing to observe the distinct model dynamics.
The scheme may be a route to efficiently generate non-
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2classical cavity states [24–26] and may be extended to ex-
plore relevant physical models such as the Dirac equation
in (1+1) dimensions. Its characteristic dynamics is ex-
pected to display a Zitterbewegung in the spacial quadra-
ture of the bosonic mode [27]. This dynamics has been
observed with trapped ions [7], likewise based on a Hamil-
tonian that is closely related to the USC Rabi model. It
has been shown recently that a quantum phase transition,
typically requiring a continuum of modes, can appear al-
ready in the quantum Rabi model under appropriate con-
ditions [28]. The experimental challenge is projected to
the coupling requirements in the model which may be ac-
complished with the simulation scheme presented. This
can be a starting point to experimentally investigate crit-
ical phenomena in a small and well-controlled quantum
system [29]. With a digital simulation approach, the dy-
namics of the quantum Rabi model in USC conditions
was similarly studied very recently [30].
In our experiment we simulate the quantum Rabi
model in the USC regime achieving a relative coupling
strength of up to 0.6. Dependent on our experimental
parameters, we observe periodically recurring quantum
state collapses and revivals in the qubit dynamics, be-
ing a distinct signature of USC. The collapse-revival dy-
namics appears most clearly in the absence of the qubit
energy term in the model, according to the expectation
from master equation simulations. In addition, we use
our device to simulate the full quantum Rabi model and
are able to observe the onset of an additional substruc-
ture in the qubit time evolution. With this proof of prin-
ciple experiment we validate the experimental feasibility
of the analog quantum simulation scheme and demon-
strate the potential of superconducting circuits for the
field of quantum simulation.
RESULTS
Simulation scheme
The quantum Rabi Hamiltonian reads
Hˆ
~
=

2
σˆz + ωbˆ
†bˆ+ gσˆx
(
bˆ† + bˆ
)
, (1)
with  the qubit energy splitting, ω the bosonic mode
frequency and g the transversal coupling strength. σˆi
are Pauli matrices with σˆz |g〉 = − |g〉 and σˆz |e〉 = |e〉,
where |g〉, |e〉 denote eigenstates of the computational
qubit basis. bˆ† (bˆ) are creation (annihilation) opera-
tors in the Fock space of the bosonic mode. Both el-
ements of the model are physically implemented in the
experiment, with a small geometric coupling g  , ω,
such that the RWA applies and Eq. (1) takes the form
of the Jaynes-Cummings Hamiltonian. In order to ac-
cess the USC regime, we follow the scheme proposed in
Ref. [27]. It is based on the application of two transversal
microwave Rabi drive tones coupling to the qubit. The
USC condition is created in a synthesized effective Hamil-
tonian in the frame rotating with the dominant drive
frequency. In this engineered Hamiltonian, the effective
mode energies are set by the Rabi drive parameters. The
Jaynes-Cummings Hamiltonian in the laboratory frame
with both drives applied takes the form
Hˆd
~
=

2
σˆz + ωbˆ
†bˆ+ g
(
σˆ−bˆ† + σˆ+bˆ
)
+ σˆxη1 cos(ω1t+ ϕ1) + σˆxη2 cos(ω2t+ ϕ2), (2)
with ηi the amplitudes and ωi the frequencies of drive
i. ϕi denotes the relative phase of drive i in the coordi-
nate system of the qubit Bloch sphere in the laboratory
frame. Within the RWA where ηi/ωi  1, the ϕi enter
as relative phases of the transversal coupling operators
e−iϕi σˆ+ + h.c., where σˆ± = 1/2 (σˆx ± iσˆy) denote Pauli’s
ladder operators. In the following, we set ϕi = 0 to
recover the familiar σˆx coupling without loss of general-
ity. Going to the frame rotating with ω1 and neglecting
terms rotating with e±2iω1t renders the first driving term
time-independent, yielding
Hˆ1
~
= (− ω1) σˆz
2
+ (ω − ω1) bˆ†bˆ+ g
(
σˆ−bˆ† + σˆ+bˆ
)
+
η1
2
σˆx +
η2
2
(
σˆ+e
i(ω1−ω2)t + σˆ−e−i(ω1−ω2)t
)
.
(3)
The η1-term is now the significant term and we move
into its interaction picture. Satisfying the requirement
ω1 − ω2 = η1 and applying a RWA yields the effective
Hamiltonian in the ω1 frame
Hˆeff
~
=
η2
2
σˆz
2
+ ωeff bˆ
†bˆ+
g
2
σˆx
(
bˆ† + bˆ
)
. (4)
We define the effective bosonic mode energy ωeff ≡ ω−ω1,
which is the parameter governing the system dynam-
ics. Noting η1  η2, which is a necessary condition for
the above approximation to hold, the effective qubit fre-
quency η2 and effective bosonic mode frequency ωeff can
be chosen as experimental parameters in the simulation.
The complete coupling term of the quantum Rabi Hamil-
tonian is recovered, valid in the USC regime and beyond,
while the geometric coupling strength is only modified
by a factor of two, resulting in geff = g/2. It is there-
with feasible to tune the system into a regime where the
coupling strength is similar to or exceeds the subsystem
energies. This is achieved by leaving the geometric cou-
pling strength essentially unchanged in the synthesized
Hamiltonian, while slowing down the system dynamics by
effectively decreasing the mode frequencies to . 8 MHz.
Thermal excitations of these effective transitions can be
neglected since they couple to the thermal bath excita-
tion frequency ∼ 1 GHz of the cryostat via their labora-
tory frame equivalent frequency of ω1/2pi ∼ 6 GHz. We
want to point out that the coupling regime is defined
by geff/ωeff , rather than involving the Rabi frequency η1,
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FIG. 1. Quantum simulation device (a) Optical micro-
graph with the atomic spin represented by a concentric trans-
mon qubit, highlighted in red and the λ/2 microstrip res-
onator (blue) constituting the bosonic oscillator mode. The
readout resonator couples to the qubit capacitively and is read
out with an open transmission line (TL) via the reflection
signal of an applied microwave tone or pulse. The second
resonator visible on chip is not used in the current experi-
ment and is detuned in frequency from the relevant bosonic
mode by ∼ 0.5 GHz. The scale bar corresponds to 1 mm. (b)
Effective circuit diagram of the device.
which does not enter the synthesized Hamiltonian. While
the simulation scheme requires | − ω1|  η1, the qubit
frequency does not enter the effective Hamiltonian. The
time evolution of the qubit measured in the laboratory
frame is subject to fast oscillations corresponding to the
Rabi frequency η1. Accordingly, the qubit dynamics in
the engineered quantum Rabi Hamiltonian Eq. (4), valid
in the ω1 frame, can be inferred from the envelope of
the evolution in the laboratory frame. The derivation of
Eq. (4) can be found in Ref. [27] and is detailed in Supple-
mentary Note 1. A similar drive scheme based on a Rabi
tone was previously used in experiment to synthesize an
effective Hamiltonian with a rotated qubit basis [31]. For
the qubit and the bosonic mode degenerate in the labora-
tory frame, a distinct collapse-revival signature appears
in the dynamics of the quantum Rabi model under USC
conditions.
Quantum simulation device
The physical implementation of the quantum simula-
tor is based on a superconducting circuit embedded in
a typical circuit QED setup [32, 33], see Fig. 1. The
atomic spin of the quantum Rabi model is mapped to a
concentric transmon qubit [34, 35]. It is operated at a
ratio of Josephson energy to charging energy EJ/EC =
50 and an anharmonicity α/h = ω12/2pi − ω01/2pi =
−0.36 GHz ∼ −EC/h = −0.31 GHz, close to resonance
with the bosonic mode at 5.948 GHz. ωij denote the
transition frequencies between transmon levels i, j. The
energy relaxation rate of the qubit at the operation point
is measured to be 1/T1 = 0.2× 106 s−1. An on-chip flux
bias line allows for a fast tuning of the qubit transition
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FIG. 2. Vacuum Rabi oscillations between qubit and
bosonic mode (a) The qubit is initially dc-biased on reso-
nance with the bosonic mode, while it is detuned for state
preparation and readout. The solid black line in the in-
set depicts the fast flux pulses applied to the flux bias line
and indicates the qubit frequency on the given axis. Qubit
and bosonic mode are on resonance during an interaction
time ∆t. A frequency fit (red) of the vacuum Rabi os-
cillations yields 2g/2pi = 8.5 MHz. With the decay rate
Γ = (2.08±0.03)×106 s−1 of the envelope and the qubit decay
rate 1/T1 = (0.2±0.12)×106 s−1 we extract the bosonic mode
decay rate κ = (3.9±0.13)×106 s−1. Error bars denote a sta-
tistical standard deviation as detailed in the Methods. (b) For
departing from the resonance condition (blue line) by vary-
ing the dc bias current I, we observe the expected decrease
in excitation swap efficiency and an increase in the vacuum
Rabi frequency. The qubit population is given in colors and
we applied a numerical interpolation of data points.
frequency as the concentric transmon is formed by a gra-
diometric dc SQUID. The bosonic mode of the model is
represented by a harmonic λ/2 resonator with an inverse
lifetime κ ∼ 3.9× 106 s−1 that is limited by internal loss.
Following the common convention, we use κ as the in-
verse photon lifetime of a linear cavity, which may be ex-
tracted as the full width at half maximum of a resonance
signature in frequency space. Via Fourier transforma-
tion one can see that this means the cavity relaxes to its
groundstate at a rate of κ/2. In a separate experiment we
find the internal quality of similar microstrip resonators
to be limited to about 1.2 × 104 in the single photon
regime, corresponding to a loss rate of 3.1× 106 s−1. Mi-
crowave simulations indicate that the quality is limited
by radiation. The sample fabrication process is detailed
in Supplementary Note 2.
Sample characterization
The quantum state collapse followed by a quantum re-
vival is the most striking signature of the ultra-strong
and close deep strong coupling regime of the quantum
4Rabi model and emerges for qubit and bosonic mode be-
ing degenerate in the laboratory frame. We calibrate this
resonance condition by minimizing the periodic swap rate
of a single excitation between qubit and bosonic mode
for the simple Jaynes-Cummings model in the absence
of additional Rabi drives. Figure 2 shows the measured
vacuum Rabi fluctuations in the resonant case (a) and
dependent on the qubit transition frequency (b). For ini-
tial state preparation of the qubit and readout we detune
the qubit by 95 MHz to a higher frequency. This corre-
sponds to switching off the resonant interaction with the
bosonic mode. Supplementary Note 3 describes experi-
mental details on flux pulse generation. Rabi vacuum os-
cillations can be observed during the interaction time ∆t
and yield a coupling strength g/2pi = 4.3 MHz, in good
agreement with the spectroscopically obtained result, see
Supplementary Note 8.
Quantum state collapse and revival
As the collapse-revival signature of the quantum Rabi
model in USC conditions manifests most clearly for a
vanishing qubit term, we initially set η2 = 0, yielding the
effective Hamiltonian in the qubit frame
Hˆ
~
= ωeff bˆ
†bˆ+
g
2
σˆx
(
bˆ† + bˆ
)
. (5)
Figure 3(a) shows the applied measurement sequence
which is based on the one in Fig. 2 but extended by a
drive tone of amplitude η1. The bosonic mode is initially
in the vacuum state and the qubit is prepared in one of its
basis states |g〉, |e〉, which are thermally impure. Qubit
and bosonic mode are on resonance during the simula-
tion time ∆t. The drive is applied at a frequency ω1
detuned from the common resonance point by ωeff , set-
ting the effective bosonic mode frequency in the rotating
frame. Measured data for ωeff/2pi = 8 MHz is displayed
in Fig. 3(b), corresponding to geff/ωeff ∼ 0.3. Data points
show the experimentally simulated time evolution of the
qubit prepared in |e〉. A fast quantum state collapse fol-
lowed by periodically returning quantum revivals can be
observed. The ground state of the qubit subspace in the
driven system as well as in the synthesized Hamiltonian,
Eq. (5), is in the equatorial plane of the qubit Bloch
sphere and is occupied after a time ∆t  T1, 1/κ. It
is diagonal in the |±〉 basis, with |±〉 = 1/√2(|e〉 ± |g〉).
The revival dynamics can be understood with an intu-
itive picture in the laboratory frame. The eigenenergies
in the |±〉 subspaces take the form of displaced vacuum
ωeff
(
bˆ† ± g
2ωeff
)(
bˆ± g
2ωeff
)
+ const., (6)
which is a coherent state that is not diagonal in the Fock
basis. The prepared initial state in the experiment is
therefore not an eigenstate in the effective basis with
the drive applied such that many terms corresponding
to the relevant Fock states n of the bosonic mode par-
ticipate in the dynamics with phase factors exp{inωefft},
n ∈ N+. While contributing terms get out of phase dur-
ing the state collapse, they rephase after an idling period
of 2pi/ωeff to form the quantum revival. The underly-
ing physics of this phenomenon is fundamentally differ-
ent from the origin of state revivals that were proposed
for the Jaynes-Cummings model [36]. Here, the prepara-
tion of the bosonic mode in a large coherent state with
α & 10 is required and non-periodic revivals are ex-
pected at times ∝ 1/geff rather than ∝ 1/ωeff [37], as
demonstrated in Supplementary Figure 7. The blue line
in Fig. 3(b) corresponds to a classical master equation
simulation of the qubit dynamics in the rotating frame
in the two-level approximation. It includes the second
excited level of the transmon [38] and decay terms in
the underlying Liouvillian according to measured values.
Refer to Supplementary Note 5 for further details. Fig-
ures 3(c),(d) show a classical simulation and the quantum
simulation for ωeff/2pi = 5 MHz with the qubit prepared
in one of its eigenstates |g〉, |e〉. The population of the
bosonic mode takes a maximum during the idling pe-
riod and adopts its initial population at 2pi/ωeff in the
absence of dissipation, see Fig. 3(e). The fast oscilla-
tions in Fig. 3(c), (d) correspond to the Rabi frequency
η1/2pi ∼ 50 MHz. This value is chosen such that the re-
quirement η1/ωeff  1 is fulfilled while staying well below
the transmon anharmonicity, avoiding higher level pop-
ulations. Deviations in the laboratory frame simulation
traces are due to a uncertainty in the Rabi frequency
that is extracted from Fourier transformation of mea-
sured data. The broadening in frequency space is mainly
caused by the beating in experimental data, which is an
experimental artifact. The relevant dynamics of the USC
quantum Rabi Hamiltonian corresponds to the envelope
of measured data. Since the laboratory frame dissipation
is enhanced for a larger ratio of photon population in the
bosonic mode, the accessible coupling regime is bound
by the limited coherence of the bosonic mode, in partic-
ular. This is reflected in a dependence of the coherence
envelope of the quantum revivals on the ratio g/ωeff , see
Supplementary Figure 7, reflecting that the excitation
number is no longer a conserved quantity in the quan-
tum Rabi model. We find a better agreement with ex-
perimental data for using a slightly increased value for
the geometric coupling strength in the master equation
simulation than extracted from vacuum Rabi oscillations.
See Supplementary Notes 3 and 6 for a discussion and a
summary of the relevant parameters.
The validity of the analog simulation scheme proposed
in Ref. [27] and used in this letter is confirmed by mas-
ter equation simulations given in Supplementary Figure
4. For ideal conditions, we demonstrate that the dynam-
ics of the qubit and the bosonic mode in the quantum
Rabi model is well reproduced by the constructed effec-
tive Hamiltonian and that the population of the bosonic
mode is independent of the Rabi drive amplitude η1, de-
spite of it forming a large energy reservoir that is pro-
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FIG. 3. Quantum state collapse and revival with only the dominant Rabi drive applied (a) Schematic pulse sequence
and overview on the relative frequencies used in the experiment. (b) Quantum simulation of the periodic recurrence of quantum
state revivals for ωeff/2pi = 8 MHz. The blue line corresponds to a master equation simulation of the qubit evolution in the
rotating frame. (c), (d) Master equation and quantum simulation of the qubit time evolution for initial qubit states |g〉, |e〉 and
ωeff/2pi = 5 MHz, corresponding to geff/ωeff ∼ 0.5. The red line shows the qubit population evolution of the driven system in
the laboratory frame, Eq. (2), while the blue lines follow the qubit evolution in the synthesized Hamiltonian Eq. (4), likewise
extracted from a classical master equation simulation. The deviation between the envelope of the laboratory frame data and
the rotating frame data in (c) reflects the approximations of the simulation scheme. Experimental data shows the difference
between two measurements for the qubit prepared in |g〉, |e〉, respectively, in order to isolate the qubit signal. (e) Measured
population evolution of the bosonic mode, extracted from the sum of the two successive measurements and fitted to classically
simulated data. (f)-(i) Qubit time evolution for varying relative phase ϕ1 of the applied drive. The initial qubit state is
prepared on the equator of the Bloch sphere |g〉 ± |e〉. Dispersive shifts induced by the bosonic mode are subtracted based
on its classically simulated population evolution. Error bars throughout the figure denote a statistical standard deviation as
detailed in the Methods.
vided to the circuit.
In the experiment we face a parasitic coupling of the
Rabi tones to the bosonic mode that is degenerate to the
qubit and spatially close by in the circuit. This leads to
an excess population of the bosonic mode, however with-
out disturbing the functional evolution of its population.
This is evident as the evolution of the simple harmonic
Hamiltonian Hˆh/~ = ωeff bˆ†bˆ + 12ηr(bˆ
† + bˆ) agrees with
the expectation for the quantum Rabi model up to a
scaling factor, where the last term corresponds to the
parasitic drive of strength ηr transformed to the rotating
frame. By performing the displacement transformation
Dˆ = exp {−ηr/(2ωeff)(bˆ† − bˆ)}, this contribution trans-
lates into a qubit tunneling term ∝ σˆx, giving rise to
a sub-rotation of the effective frame. The resulting dy-
namics complies with the envelope defined by the ideal
Hamiltonian with the tunneling term absent and there-
fore maps to the ideal quantum Rabi model, leaving its
dynamics qualitatively unaffected. The transformations
described are detailed in Supplementary Note 1, with
master equation simulations supporting these statements
in Supplementary Figure 6. In Fig. 3(d) we made use
of the topological symmetry of simulations with initial
qubit states |g〉, |e〉, by subtracting two successive mea-
surements with the qubit prepared in its eigenstates |g〉,
|e〉, respectively, in order to cancel out the additional dis-
persive shift induced by the bosonic mode. As described
in the Methods, we obtain the population evolution of
the bosonic mode, depicted in Fig. 3(e), by summing two
successive measurements with the qubit prepared in |g〉,
|e〉, respectively. We can infer its effective population by
a fit to master equation simulations in the absence of a
parasitic drive of the bosonic mode. Since the maximum
population is around unity while the qubit is in the equa-
torial state, the non-conservation of the total excitation
number is apparent.
While the phase of the qubit Bloch vector is not well
defined for initial states |g〉, |e〉, the qubit state carries
phase information when prepared on the equatorial plane
of the Bloch sphere via a pi/2 pulse. Figures 3(f)-(i) show
the qubit time evolution with varying relative phase ϕ1
between initial state and applied drive, plotted in the
original qubit basis, as calibrated in a Rabi oscillation
experiment. Experimentally, the orientation of the coor-
6dinate system is set by the first microwave pulse and we
apply the Rabi drive with a varying relative phase ϕ1,
corresponding to the angle between qubit Bloch vector
and rotation axis of the drive in the equatorial plane.
When both are perpendicular, ϕ1 = ±pi/2, similar oscil-
lations including the state revival can be observed, as-
suming a steady state in the equatorial plane. For the
case where ϕ1 = 0, pi, qubit oscillations in the labora-
tory frame are suppressed while the baseline is shifted
up or down due to the detuning of the Rabi drive. The
substructure emerges from the swap interaction term be-
tween qubit and bosonic mode that may be regarded as a
perturbation as η1  g. Classical master equation sim-
ulations confirm that the basis shift, dependent on the
prepared initial qubit state, is enhanced by the presence
of the second excited transmon level and by a spectral
broadening of the applied Rabi drive. The experimen-
tally observed shift is not entirely captured by the clas-
sical simulation which we attribute to missing terms in
the master equation that may be related to qubit tuning
pulses and are unknown at present. See Supplementary
Note 4 for a further discussion of the effect. Dependent
on ϕ1, we observe a varying maximum photon popula-
tion of the bosonic mode in classical simulations and in-
dicated in the measured dispersive shift of the readout
resonator. The qubit population as depicted in Fig. 3(f)-
(i) is retrieved from measured raw data by subtracting
the contribution of the bosonic mode. A deviation of the
effective qubit basis is likewise observed for preparing the
qubit in one of its eigenstates |g〉, |e〉.
Full quantum Rabi model
In order to simulate the full quantum Rabi model in-
cluding a non-vanishing qubit energy term we switch on
the second drive, η2 6= 0, see Fig. 4(a). Quantum simu-
lations are performed with the qubit initially in |g〉, sub-
ject to thermal excess population. The drive tones are
up-converted in two separate IQ mixers while sharing a
common local oscillator input to preserve their relative
phase relation. For the simulation scheme to be valid,
we need to fulfill the constraint ω2 = ω1 − η1, see the
schematics in Fig. 4(b). This is achieved by initially ap-
plying a simulation sequence with η2 = 0 in order to
obtain the frequency equivalent of the Rabi frequency η1
from a Fourier transformation of the qubit time evolu-
tion. Subsequently, we apply the same sequence with a
finite η2, ϕ1 = ϕ2 and ω2 set by obeying the above con-
straint. Figure 4(c) shows a master equation simulation
of the complete quantum Rabi model for η2 = 0 (black)
and η2 6= 0 (red), respectively. The main difference is an
emerging substructure between quantum revivals and an
increase of the revival amplitude in the presence of the
qubit energy term. The substructure before the first re-
vival is not reproduced in measured data, see Fig. 4(d),
which we attribute to ring up dynamics of the applied
drives, such that the frequency constraint of the simula-
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(a) Schematic pulse sequence used in the experiment. (b)
Overview on the relative frequencies of the bosonic mode
and the applied drives. The constraint η1 = ω1 − ω2 is
sketched. (c) Master equation simulations for vanishing qubit
term η2 = 0 (black) and with non-vanishing qubit term η2 > 0
(red). The blue line corresponds to the classical simulation for
η2/2pi = 3 MHz. (d) Quantum simulation for equal parame-
ters. The dispersive shift of the readout resonator induced by
the bosonic mode is subtracted based on classically simulated
data. Error bars denote a statistical standard deviation as
detailed in the Methods.
tion scheme is not satisfied at small ∆t. In addition, the
parasitic drive of the bosonic mode contributes in parts to
the suppression of the substructure. Convergence of the
experimental simulation however can be observed better
at later simulation times, where we observe an increase in
the revival amplitude and more pronounced oscillations
after the first revival, in agreement with the classical sim-
ulation. These signatures vanish in check measurements
for intentionally violating the above constraint or apply-
ing the weak Rabi drive with a phase delay ϕ1 6= ϕ2,
see Supplementary Note 7. We estimate the frequency
equivalent of η2/2pi ∼ 3 MHz via comparing the relative
peak heights of both drive tones with a spectrum an-
alyzer. With ωeff/2pi = 6 MHz we approach a regime
where 2geff/
√
ωeffη2/2 > 1, marking the quantum criti-
cal point in the related Dicke model [39].
The limitations imposed by the low coherence in the
slowed down effective frame can be mitigated in a fu-
ture experiment by employing a high-quality 3D cavity
featuring a dc bias and a dedicated Rabi drive antenna
coupling to the qubit. Fast tuning pulses may be real-
ized by making use of the ac Stark shift induced by an
off-resonant tone. A device with stronger suppression of
parasitic couplings to the bosonic mode would not fur-
ther require a classical post processing, which allows to
7extend the presented scheme to regimes where classical
simulations become very inefficient.
DISCUSSION
We have demonstrated analog quantum simulation of
the full quantum Rabi model in the ultra-strong and
close deep strong coupling regime. The distinct quantum
state collapse and revival signature in the qubit dynam-
ics was observed, validating the experimental feasibility
of the proposed scheme [27]. The main limitation of the
scheme is an effective slowing down of the system dy-
namics, while the laboratory frame dissipation rates are
maintained in the synthesized frame. In analogy to the
measure of cooperativity in standard QED, we find the
ratio geff/
√
κ/T1 ∼ 30, rendering the qubit and bosonic
mode decay rates an ultimate limitation for the simula-
tion quality. The decelerated system dynamics in the ef-
fective frame however allows for the observation of quan-
tum revivals on a timescale of ∼ 100 ns, while the revival
rate in the laboratory frame USC quantum Rabi model
is on an sub-nanosecond scale, being experimentally hard
to resolve. The small transmon anharmonicity limits the
Rabi frequency to below ∼ 100 MHz ∼ 0.3|α| in order
to avoid higher level populations and suppress parasitic
coupling to the bosonic mode. The accessible coupling
regime is not limited by the simulation scheme, however
we can experimentally observe quantum revivals only up
to a coupling regime where geff/ωeff ∼ 0.6 due to the
finite coherence in our circuit.
While the presented dynamics can still be efficiently
simulated on a classical computer, a true quantum
supremacy will onset when incorporating more harmonic
modes, leading to an exponential growth of the joint
Hilbert space. Substituting the single quantized mode
by a continuous bosonic bath renders our setup a viable
tool for investigating the spin boson model in various
coupling regimes, which recently attracted experimental
interest in the context of quantum simulations [40, 41].
The presented simulation scheme can be applied for a
continuum of modes, such that an engineered bath in a
restricted frequency band is collectively shifted by the
applied Rabi drive frequency. This can become a route
to address the infrared cutoff issue in a tailored bosonic
bath and to observe a quantum phase transition in the
spin boson model.
METHODS
Experimental technique
The quantum circuit is mounted in an aluminum box
and cooled below ∼ 50 mK. It is enclosed in a cryoperm
case for additional magnetic shielding. Qubit prepara-
tion and manipulation microwave pulses are generated
by heterodyne single sideband mixing and applied to the
same transmission line used for readout. In order to en-
sure phase control of the drive tones with respect to the
qubit Bloch sphere coordinate system fixed by the first
excitation pulse, we use a single microwave source for
qubit excitation and the drives required by the simula-
tion scheme. Different pulses are generated by hetero-
dyne IQ mixing with separate IQ frequencies and ampli-
tudes. The bosonic mode resonator is located far away
from the transmission line which reduces parasitic driv-
ing. Readout of the qubit state is performed disper-
sively by means of a separate readout resonator located
at ωr/2pi = 8.86 GHz in a projective measurement of the
σˆz operator with a strong readout pulse of 400 ns dura-
tion. Further details on the experimental setup are given
in Supplementary Note 3.
Protocol for extracting the qubit population
In the simulation experiments presented in Fig. 3, 4,
we note a modulated low-frequency bulge in the recorded
dispersive readout resonator shift that does not agree
with the expected qubit population evolution. By com-
paring with the classical master equation simulation, we
can recognize the population evolution of the bosonic
mode which reflects the governing fundamental frequency
ωeff of the effective Hamiltonian. By simulating the full
circuit Hamiltonian including qubit, bosonic mode and
readout resonator, we find that the effect is induced by
an additional photon exchange coupling f between the
bosonic mode and the readout resonator. The coupling
is facilitated by the electric fields of the resonators and
is potentially mediated by the qubit. See Supplemen-
tary Note 5 for the complete system Hamiltonian. In the
diagonalized subspace of the two resonators, the bosonic
mode can induce a cross-Kerr like photon number depen-
dent shift ∝ f2 on the harmonic readout resonator as it
inherits nonlinearity from the qubit. By adding or sub-
tracting two subsequent simulation traces with the qubit
prepared in either of the initial states |g〉, |e〉, we can
isolate the signals corresponding to the population of the
qubit and the bosonic mode. This measurement protocol
is based on the symmetry of the qubit signal for prepar-
ing eigenstates, while the bosonic mode induced shift is
always repulsive and does not change its sign. The pho-
ton exchange coupling f therefore provides indirect ac-
cess to the population of the bosonic mode without a
dedicated readout device available. Specifically monitor-
ing the population of the bosonic mode and performing
a Wigner tomography would highlight another hallmark
signature of the USC regime, namely the efficient gener-
ation of non-classical cavity states [30]. Due to a lack of
such a symmetry in case the relative phases of the Rabi
drives are relevant, the qubit population can be retrieved
from measured raw data based on the expectation for the
bosonic mode population as obtained from the classical
master equation simulation. In this procedure, the dis-
persive shift ∝ f2 remains as the only free fit parameter.
8See Supplementary Note 5 for more details on the de-
scribed protocol.
Data acquisition
We readout the qubit state by observing the disper-
sive shift of the readout resonator which is acquired via a
400 ns long readout pulse. Full time traces, recording the
readout pulse, are 2× 103 fold pre-averaged per trace on
our acquisition card. Successively, the data is sent to the
measurement computer where we extract the IQ quadra-
tures by Fourier transformation. We typically average
over ∼ 30 acquired traces to obtain a reasonable signal
to noise ratio. Due to the reflection setup, most infor-
mation is stored in the phase quadrature of the recorded
signal. The given error bars represent the standard de-
viation of the mean, as calculated from the pre-averaged
data points and propagated according to Gauss.
Data availability
The data that support the findings of this study are
available from the corresponding author upon reasonable
request.
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1Supplementary Note 1. THEORETICAL BASICS OF THE SIMULATION SCHEME
The simulation scheme we detail here follows a proposal published in Ref. [1]. The quantum Rabi Hamiltonian to
be constructed reads
Hˆ
~
=

2
σˆz + ωbˆ
†bˆ+ gσˆx
(
bˆ† + bˆ
)
, (1)
with  the qubit energy splitting, ω the resonator frequency and g the transversal coupling strength. σˆi are Pauli ma-
trices with σˆz |g〉 = |g〉 and σˆz |e〉 = − |e〉, where |g〉, |e〉 are the qubit groundstate and first excited state, respectively.
We neglect the qubit tunneling matrix element ∆ such that the qubit Hamiltonian remains
Hˆq
~
=

2
σˆz +
∆
2
σˆx ≈ 
2
σˆz. (2)
∆  is valid for the transmon qubit since hopping between wells of the Josephson potential is suppressed in the spirit
of a WKB approximation [2]. bˆ† (bˆ) are creation (annihilation) operators in the resonator Fock space. Throughout this
derivation, operators acting on either the qubit or the resonator subspace of the joint Hilbert space are written without
the formally correct tensor product with the unity in the other subspace, such that 12 ⊗ bˆ†bˆ ≡ bˆ†bˆ, σˆz ⊗ 1r ≡ σˆz. 12
denotes unity in the qubit Hilbert space while 1r denotes unity in the bosonic mode Hilbert space of dimension r.
Likewise, the tensor product symbol is omitted for clarity.
The qubit and the bosonic oscillator mode are physical elements of the quantum simulator implemented on chip.
Since the geometric coupling g on chip is small compared to the mode energies, g/ 1 and g/ω  1, the rotating wave
approximation (RWA) is valid and Supplementary Equation (1) takes the form of the Jaynes-Cummings Hamiltonian
[3]. The construction of the effective Hamiltonian relies on the application of two transversal microwave tones acting
on the qubit. The key feature is a renormalization of the mode energies , ω by experimental parameters in the frame
rotating with the first dominant drive. Even though a RWA may be used to simplify the ordinary Jaynes-Cummings
Hamiltonian as implemented on chip, the RWA breaks down for the quantum Rabi Hamiltonian in the ultra-strong
coupling (USC) regime and beyond. Therefore the complete coupling term gσˆx(bˆ
† + bˆ) needs to be preserved. The
Jaynes-Cummings Hamiltonian in the laboratory frame with the two drives applied takes the form
Hˆ
~
=

2
σˆz + ωbˆ
†bˆ+ g
(
σˆ−bˆ† + σˆ+bˆ
)
+ σˆxη1 cos(ω1t+ ϕ1) + σˆxη2 cos(ω2t+ ϕ2),
with ηi the amplitudes, ωi the frequencies and ϕi the relative phase of drive i. In the following derivation we set
ϕi = 0 without loss of generality. We use Pauli’s ladder operators σˆ± = 1/2 (σˆx ± iσˆy). The unitary transformation
Uˆ for changing into the frame rotating with the dominant drive η1 reads
Uˆ = exp
{
iω1t
(
bˆ†bˆ+
1
2
σˆz
)}
. (3)
Performing the transformation |ψ˜〉 = U |ψ〉 of eigenstates |ψ〉 leads to a transformed Hamiltonian H˜ according to
H˜ = UˆHˆUˆ† − iUˆ ˙ˆU†. (4)
The transformation of Supplementary Equation (3) yields
H˜
~
=

2
σˆz + ωbˆ
†bˆ+ g
(
σˆ+e
iω1t + σˆ−iω1t−
) (
eiω1tbˆ† + e−iω1tbˆ
)
+ η1
(
σˆ+e
iω1t + σˆ−e−iω1t
)
cosω1t+ η2
(
σˆ+e
iω1t + σˆ−e−iω1t
)
cosω2t− ω1
(
bˆ†bˆ+
1
2
σˆz
)
(5)
=
1
2
(− ω1) σˆz + (ω − ω1) bˆ†bˆ+ g
(
σˆ−bˆ† + σˆ+bˆ
)
+
η1
2
(σˆ+ + σˆ−) +
η2
2
(
σˆ+e
i(ω1−ω2)t + σˆ−e−i(ω1−ω2)t
)
+ g
(
σˆ+e
2iω1tbˆ† + σˆ−e−2iω1tbˆ
)
+
η1
2
(
σˆ+e
2iω1t + σˆ−e−2iω1t
)
+
η2
2
(
σˆ+e
i(ω1+ω2)t + σˆ−ei(−ω1−ω2)t
)
. (6)
Terms of the form eXY e−X are calculated using the power series expansion of the exponential function, also called
Hadamard lemma. For X = iω1tbˆ
†bˆ, Y = bˆ†,
eiω1tbˆ
†bˆbˆ†e−iω1tbˆ
†bˆ = eiω1tbˆ† (7)
eiω1tbˆ
†bˆbˆe−iω1tbˆ
†bˆ = e−iω1tbˆ (8)
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∞∑
m=0
1
m!
[
iω1tbˆ
†bˆ, bˆ†
]
m
= bˆ†
∞∑
m=0
1
m!
(iω1t)
m
= bˆ†eiω1t. (9)
e
i
2ω1tσˆz and σˆz clearly commute, while
e
i
2ω1tσˆz σˆxe
− i2ω1tσˆz = σˆ+eiω1t + σˆ−e−iω1t (10)
using ediag(a,b) = diag(ea, eb). Terms in the last line in Supplementary Equation (6) are omitted in the following
within the RWA, valid for η1/2ω1  1. This is a good approximation as η1 is bound in the experiment by the qubit
anharmonicity |α| . 350 MHz.
The η1 term in the transformed Hamiltonian Supplementary Equation (6) is the most significant term, which
justifies to move to its interaction picture. Under the constraint η1 ≡ ω1 − ω2, the Hamiltonian in the interaction
picture becomes
ei
η1
2 σˆxt
[
H˜
~
− η1
2
σˆx
]
e−i
η1
2 σˆxt =
η2
2
(
sin2 η1t cos η1t+ i sin 2η1t
cos η1t− i sin 2η1t − sin2 η1t
)
+
1
2
(− ω1)
(
cos η1t −i sin η1t
i sin η1t − cos η1t
)
+ (ω − ω1) bˆ†bˆ
+ g
[( − 12 i sin η1t 12 (1 + cos η1t)
1
2 (1− cos η1t) 12 i sin η1t
)
bˆ† +
(
1
2 i sin η1t
1
2 (1− cos η1t)
1
2 (1 + cos η1t) − 12 i sin η1t
)
bˆ
]
.
(11)
Performing a time averaging in the spirit of a RWA casts Supplementary Equation (11) into the desired form of the
quantum Rabi Hamiltonian
Hˆeff
~
=
η2
2
σˆz
2
+ ωeff bˆ
†bˆ+
g
2
σx
(
bˆ† + bˆ
)
, (12)
with ωeff ≡ ω − ω1 and noting that η1  η2.
In the experiment, the applied Rabi drives parasitically couple to the bosonic mode since the elements are degenerate
during the simulation experiment and spatially close by in the circuit. This effect is accounted for by an additional
term
ηr
(
bˆ† + bˆ
)
cos(ω1t) (13)
in the laboratory frame Hamiltonian, Supplementary Equation (3). ηr denotes the effective amplitude of the parasitic
drive and we take into account the effect of only the dominant Rabi drive frequency ω1. Performing the transformation
Uˆ yields
ηr
2
(
bˆ† + bˆ
)
+
ηr
2
(
e2iω1tbˆ† + e−2iω1tbˆ
)
. (14)
Terms rotating with e±2iω1t ore omitted, resulting in a time independent drive term that is added to the Hamiltonian
(12) in the rotating frame. The effective Hamiltonian including the parasitic drive term reads
Hˆeff,p
~
=
η2
2
σˆz
2
+ ωeff bˆ
†bˆ+
g
2
σx
(
bˆ† + bˆ
)
+
ηr
2
(
bˆ† + bˆ
)
. (15)
By applying the unitary displacement transformation
Dˆ = exp
{
− ηr
2ωeff
(
bˆ† − bˆ
)}
(16)
we can cast the Hamiltonian (15) in the original form of the quantum Rabi Hamiltonian, including a qubit tunneling
term ∝ σˆx,
Dˆ†
Hˆ
~
Dˆ =
η2
2
σˆz
2
+ ωeff
(
bˆ† − ηr
2ωeff
)(
bˆ− ηr
2ωeff
)
+
g
2
σx
(
bˆ† + bˆ− ηr
ωeff
)
+
ηr
2
(
bˆ† + bˆ− ηr
2ωeff
)
(17)
=
η2
2
σˆz
2
− g ηr
2ωeff
σˆx + ωeff bˆ
†bˆ+
g
2
σx
(
bˆ† + bˆ
)
+ const., (18)
3using
Dˆ†bˆ†bˆDˆ = Dˆ†bˆ†DˆDˆ†bˆDˆ =
(
bˆ† − ηr
2ωeff
)(
bˆ− ηr
2ωeff
)
. (19)
Supplementary Note 2. SAMPLE FABRICATION
Sample fabrication was carried out in one single electron beam lithography step. The Josephson junctions are
formed by shadow angle evaporation and a Dolan bridge technique with electrode film thicknesses of 30 nm and
50 nm, respectively, resulting in a Al film thickness of 80 nm across the entire chip. The area of the Josephson
junctions is designed to be 100 nm × 220 nm, resulting in a critical current Ic = 45 nA for a single junction. Al is
evaporated at a chamber background pressure of about 3× 10−8 mbar. We applied an Al metalization on the backside
of the double-side polished intrinsic Si substrate as a ground reference for the microstrip elements on chip. Electric
field coupling in the substrate due to the backside metalization accounts for roughly half of the qubit capacitance [4].
Supplementary Note 3. EXPERIMENTAL SETUP
A. Microwave setup
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Supplementary Figure 1. Schematic microwave setup used for the quantum simulation experiment (a) Setup used for
the experiments requiring only one Rabi drive tone. (b) Modification of the microwave setup (substituting the gray rectangle)
for the application of two drive pulses with amplitudes η1, η2. The drive pulses are generated with two separate IQ mixers,
sharing a common local oscillator (LO) input, and combined subsequently.
The schematic diagram of the measurement and microwave setup is depicted in Supplementary Figure 1. We
readout the qubit state by observing a dispersive shift of the readout resonator which is acquired via a 400 ns long
readout pulse. The resonator shift is extracted from the microwave reflection signal at a single-ended 50 Ω matched
4transmission line that capacitively couples to the readout resonator. We frequency-convert the readout pulse by
heterodyne single sideband mixing to eliminate parasitic population of the readout device during pulse-off time.
Qubit excitation and Rabi driving are performed by heterodyne mixing with respective IQ frequencies for different
drive and excitation frequencies, using one single microwave source and one IQ mixer, see Supplementary Figure 1(a).
This allows for the required phase control on the phases ϕ1, ϕ2 of the Rabi drives. In particular, we fix the idling
time between initial excitation pulse and the onset of the Rabi drive, such that the acquired phase during that time is
constant, and apply the Rabi drives with a constant relative phase ϕi with respect to the phase used for the excitation
pulse. We chose an LO frequency located 20 MHz or 65 MHz above the qubit control frequency, located at about
ω/2pi + 95 MHz. In the experiment with the second Rabi drive added, we generate the drives initially in separate
IQ mixers that share a common LO input. We suppress phase errors by employing identical coaxial cables for the
high-frequency lines prior to the combination of the drive pulses. The microwave pulses for XˆYˆ control of the qubit
are applied via the same transmission line used for readout.
The qubit transition frequency is adjusted by a dc current applied to the on-chip flux coil. High frequency noise is
filtered at the 4 K stage with RCR type pi-filters at about 25 kHz and on the base plate via an RC-element enclosed
in copper powder [5]. Fast flux pulses for fast Zˆ pulsing of the qubit are sent through a separate microwave line and
combined with the offset current by means of a bias tee located at the base plate.
B. Compensation for finite bias tee time constant
bias teeRI
Vex
flux bias line
z
C
readout
qubit control,
readout
Vex
a b
Δt
x
freq.
Supplementary Figure 2. Compensation for finite time constant in the bias tee (a) Simplified schematic circuit diagram
prevailing the flux pulse generation. Microwave pulses of amplitude Vex pass a resistor R and charge the capacitor which is
part of the bias tee. (b) Due to the finite time constant τ of the bias tee, voltage pulses of amplitude Vex following the blue
line are applied to its input such that the resulting flux through the on chip flux coil follows the ideal pulse sequence depicted
in red.
In order to combine dc and ac flux signals that are applied to the flux bias line without breaking the 50 Ω impedance
matching, we make use of a bias tee in the experiment. Due to a finite time constant τ of the bias tee, a continuous
compensation for decharging effects is required in order to produce the desired pulse sequence in the flux bias line
on chip. Supplementary Figure 2(a) shows the schematic circuit diagram present during flux pulse generation. Vex
denotes the amplitude of the voltage pulse, R is the line resistance in front of the bias tee and C is the relevant
capacitance of the bias tee. From Kirchhoff’s law we can write
RI +
Q
C
= Vex, (20)
with I the current that is admitted to the flux bias line. The condition of constant current follows from requesting
dI
dt
=
1
R
d
dt
Vex − 1
RC
I
!
= 0, (21)
which yields
d
dt
Vex =
I
C
. (22)
Since I is not a function of time according to the initial claim, Supplementary Equation (22) can be integrated yielding
Vex =
1
C
It+ const. ∝ t. (23)
This shows that the required correction of the externally applied voltage Vex is linear in time t with a slope proportional
to 1/τ . See the pulse sequence applied (blue) and the resulting pattern (red) in Supplementary Figure 2(b). During
5pulse-off time, Vex has to be kept constant and no further correction is required. The described compensation cannot be
performed for longer than approximately 1 µs within one continuous pulse sequence, since the output stage of our pulse
generator eventually saturates. With additional amplification of the generated signal, the current is increasing linearly
during compensation time, implying an experimental limitation as higher currents can ultimately heat the cryostat.
The utilized pulse sequence therefore scales nicely for perspective longer simulation times ∆t since a compensation
during ∆t is not required.
We calibrated the time constant of the bias tee used in the experiment to be τ = 0.7 µs.
C. Summary of the device parameters
ω/2pi EJ/EC α/h 1/T1 κ ωr/2pi ωeff/2pi η1/2pi η2/2pi
5.948 GHz 50 −0.36 GHz (0.2± 0.12)× 106 s−1 (3.9± 0.14)× 106 s−1 8.86 GHz < 8 MHz ∼ 50 MHz ∼ 3 MHz
Supplementary Table 1. List of relevant device and simulation parameters. Errors are extracted from the fit of the
vacuum Rabi oscillations in Fig. 2 in the main text.
Supplementary Table 1 lists the relevant parameters of the simulation device that were found experimentally and
used in the master equation simulations, together with drive parameters typically used for the quantum simulation.
Values for the geometric coupling strength g are summarized in Supplementary Table 2. Values from the spec-
troscopy experiment and the vacuum Rabi experiment are in reasonable agreement. The geometric coupling appears
to be effectively enhanced during the simulation experiment, which could be due to a parameter drift during successive
cool-downs. In order to achieve a better agreement between experiment and master equation simulation, we use a
slightly increased value for the geometric coupling strength in classical simulations. We believe that the effective
modification of this parameter is a consequence of the discussed parasitic driving of the bosonic mode in the experi-
ment. We checked that this has no qualitative influence on the results, in particular the non-conservation of the total
excitation number remains evident.
Supplementary Note 4. CALIBRATION OF THE QUBIT BASIS AND BASELINE SHIFT
A. Calibration of the qubit basis
Prior to the experiments presented in the main text, we calibrated the qubit basis spanned by eigenstates |g〉,
|e〉. This is of relevance for the data analysis detailed in Supplementary Note 5 B and to demonstrate the base line
shifts observed in Fig. 3 in the main text. The calibration is performed by Rabi spectroscopy including the fast z
pulsing scheme as adopted in successive quantum simulation experiments. The applied pulse sequence and measured
Rabi oscillations are depicted in Supplementary Figure 3. The length of the applied excitation pulse is given on the
horizontal axis in Supplementary Figure 3(b). Fundamental qubit states (black lines) can be mapped to dispersive
shifts of the readout resonator with the bosonic mode in its groundstate and off-resonant.
B. Qubit basis shift
The qubit state is expected to assume an incoherent steady state on the equator of the Bloch sphere for long
simulation times ∆t due to the finite coherence in our circuit. However, we notice a shift in the steady state qubit
spectroscopy vacuum Rabi master eq. simulation
3.9 MHz 4.3 MHz 5.5 MHz
Supplementary Table 2. Geometric coupling g/2pi between qubit and bosonic mode. Values are obtained from the
spectroscopic measurement in Supplementary Note 8, the vacuum Rabi experiment in Fig. 2 in the main text and the value
used in master equation simulations.
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Supplementary Figure 3. Calibration of the qubit basis (a) Schematic pulse sequence used for the calibration. Qubit and
bosonic mode are on resonance initially. A fast flux pulse is applied to tune the qubit out of resonance for excitation and
readout. The length of the excitation pulse corresponding to the rotation angle ϕ around the Bloch sphere is varied during the
calibration. (b) Qubit Rabi oscillations using the z pulsing sequence used in the simulation experiment and with a sinusoidal
fit (red) applied. We identify the computational qubit basis spanned by the groundstate |g〉 and the first excited state |e〉. (c)
Dispersive shift of the readout resonator for a simulation sequence with ωeff/2pi = 5 MHz and the qubit prepared in |e〉 (blue)
or |g〉 (black). The faintly visible bulge cancels by evaluating their difference, plotted in red. Error bars throughout the figure
denote a statistical standard deviation as detailed in the Methods of the main text.
population dependent on the initially prepared qubit state. This is apparent in Supplementary Figure 3(c), showing
measurements for the qubit prepared in |e〉 (blue) and |g〉 (green) and in Fig. 3(f)-(i) in the main text. We attribute
this effect to a change in the effective qubit basis, which is not captured by the master equation simulations performed.
We additionally conjecture that the basis shifts are caused by an effective tilt of the qubit Bloch sphere as an artifact
of the frequency tuning in experiment prior to applying the Rabi drives. We isolate the effect as an initialization issue
since the basis shift cancels out in good approximation when averaging the mutually antiparallel simulation sequences
in Fig. 3(f)-(i).
Supplementary Note 5. CLASSICAL MASTER EQUATION SIMULATION
Numerical simulations are based on a master equation solver provided by the QuTiP package [6, 7] for python. The
time evolution of a given initial state or density matrix is calculated by solving the von Neumann equation associated
with the given system Hamiltonian in the absence of dissipation. For including losses to an imperfect environment of
the system Hamiltonian, the time evolution of the density matrix is calculated via the Lindblad master equation.
Classical simulations in the main text include a finite lifetime of the qubit of about 5µs, a dephasing time of about
0.5µs and a bosonic mode inverse lifetime of κ = 3.9 × 106 s−1. The Fock space of the bosonic mode is truncated
at a photon number of 25, since higher excitation numbers were found to not play a significant role. The transmon
qubit is treated as a three-level system with the experimentally found anharmonicity α/2pi = −350 MHz. We use a
transversal qubit coupling operator
∑
ij
gˆxij ≡
∑
ij
gij
g01
|i〉 〈j| , (24)
with the coupling matrix elements gij found by evaluating the Cooper pair number operator in the charge basis [8, 9].
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Supplementary Figure 4. Verification of the simulation scheme for the ideal system (a) Time evolution of the bosonic
mode population for a simulation sequence with η2 = 0. We compare its population in the ideal quantum Rabi Hamiltonian
(solid line) with the population of the bosonic mode in the laboratory frame with the drive applied (dashed line). Despite the
fact that an infinite energy reservoir is supplied by the drive, the population follows the expected one rather well. This remains
also true for varying the drive amplitude η1. Different colors correspond to a varying ωeff . (b) Bosonic mode population for
ωeff/2pi = 5 MHz and a varying drive amplitude η1. The evolution and maximum population is confirmed to be independent of
η1 in first order. Master equation simulations here are performed without taking into account dissipation and neglect parasitic
driving of the bosonic mode.
Since a rotating frame is not an inertial system, the laws of physics may be drastically altered when describing a
physical system in a rotating frame. In the framework of analog quantum simulation, this offers a rich toolbox which
allows to access intriguing effective parameter regimes that are hard or impossible to access in the laboratory frame.
While the qubit dynamics in the rotating frame is well reproduced as demonstrated in Fig. 3 in the main text, it is not a
priori clear that the bosonic mode population evolution of the quantum Rabi model is well reflected by the laboratory
frame simulation. To verify the simulation scheme for the ideal system we compare the bosonic mode population
in the driven laboratory frame, and the expected evolution of the ideal quantum Rabi model via classical master
equation simulations. Here, we neglect dissipation and parasitic driving of the bosonic mode. Supplementary Figure
4(a) demonstrates good agreement when comparing the time evolutions of the ideal (solid line) and the constructed
(dashed line) Hamiltonians. The violation of excitation number conservation in the quantum Rabi model manifests
in excitation numbers of the bosonic mode of larger than one for small ωeff . We find that the maximum photon
excitation in the bosonic mode roughly equals one for choosing simulation conditions where ωeff ≈ g ∼ 2pi × 5 MHz.
For ωeff/2pi = 5 MHz we demonstrate that the photon population in the bosonic mode is independent of the
applied drive amplitude η1, reflecting the fact that it does not appear in the synthesized Hamiltonian, Supplementary
Equation (12). Simulations for various η1 are depicted in Supplementary Figure 4(b).
B. Qubit population retrieval from measured dispersive shifts of the readout resonator
In measuring the dispersive shift of the readout resonator during the quantum simulation experiment, we observe
a bulged and shifted equatorial baseline following the expected population evolution of the bosonic mode as obtained
from the master equation simulation. We attribute this to a photon exchange coupling f between the bosonic mode
and the readout resonator, potentially mediated by the qubit. By inheriting nonlinearity from the qubit it gives rise
to a dispersive shift on the readout resonator dependent on the photon number in the bosonic mode. The complete
Hamiltonian including the readout resonator of resonance frequency ωr with creation (annihilation) operator aˆ
† (aˆ)
and with the RWA applied takes the form
Hˆ
~
=

2
σˆz + ωbˆ
†bˆ+ ωraˆ†r aˆr + g
(
σˆ−bˆ† + σˆ+bˆ
)
+ gr
(
σˆ−aˆ†r + σˆ+aˆr
)
+ f
(
aˆrbˆ
† + aˆ†r bˆ
)
+ σˆxη1 cos(ω1t+ ϕ1) + σˆxη2 cos(ω2t+ ϕ2). (25)
gr/2pi ∼ 55 MHz denotes the coupling strength between qubit and readout resonator. The conjecture is verified by
comparing classical master equation simulations with the photon exchange coupling f switched on and off, respectively,
see Supplementary Figure 5(a). As visible in Supplementary Figure 5(b), the difference of both classical simulations
(gray) follows the evolution of the bosonic mode population (red) in the rotating frame as obtained from the same
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Supplementary Figure 5. Verification of the photon exchange coupling between the bosonic mode and the readout
resonator (a) Classical master equation simulation of the vacuum projection |0〉 〈0| of the readout resonator state for vanishing
photon exchange coupling f = 0 (blue) and for f/2pi = 12 MHz (red), disregarding dissipation. The blue dashed line denotes
the mean value of the f = 0 simulation as a guide to the eye. Magenta and black traces show the same classical simulations
in the presence of dissipation and are shifted for better visibility. The additional bulge in the presence of the photon exchange
coupling f > 0 is apparent. (b) The difference (gray) between both classical simulations from (a) including dissipation follows
the experimentally measured bosonic mode population (blue). Both data sets are fitted to the time evolution of the bosonic
mode population (red), as obtained from the same classical simulation. (c) Dispersive shift of the readout resonator including
both the shifts induced by qubit and bosonic mode. The red line depicts the classically simulated population of the bosonic
mode. (d) Extracted qubit signal in the original qubit basis after subtracting the additional shift induced by the bosonic mode,
based on the classically simulated expectation depicted in (c). The qubit was prepared in |e〉. From Fourier transformation (e)
we obtain η1/2pi ∼ 52 MHz. Error bars throughout the figure denote a statistical standard deviation as detailed in the Methods
of the main text.
simulation. The experimentally extracted bosonic mode population (blue) likewise agrees with the trend from the
classical simulation. The photon exchange coupling assumes the form of a cross-Kerr interaction after diagonalization
in the subspace spanned by the bosonic mode and the readout resonator. We isolate this additional dispersive shift
∝ f2 by adding up measured data for the qubit prepared either in |g〉 or |e〉, as described in the Methods of the main
text. Comparison with measured data suggests f ∼ MHz.
C. Effect of the qubit tunneling term in the effective Hamiltonian
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Supplementary Figure 6. Qubit tunneling term in the effective Hamiltonian (a) Classical simulation of the qubit pop-
ulation for the effective Hamiltonian, Eq.(18), without the qubit tunneling term ηr = 0 (black) in comparison with simulations
for ηr 6= 0, plotted in colors. One can see that the additional qubit tunneling term ∝ σˆx introduces a rotation while complying
with the envelope of the ideal Hamiltonian, Supplementary Equation (12). We demonstrate this by plotting the evolution for
various values of ηr and ωeff/2pi = 5 MHz. (b) Classically simulated bosonic mode population for a harmonic oscillator under
static transversal drive. The periodicity of the evolution in the quantum Rabi model is reproduced up to a scaling factor.
9For a realistic parasitic coupling ηr ∼ 0.1η1 of the dominant Rabi drive to the bosonic mode and ωeff/2pi = 5 MHz,
we obtain an effective qubit tunneling term
g
ηr
2ωeff
σˆx ∼ 2pi × 2.2 MHz× σˆx ∼ 0.4ωeff × σˆx, (26)
by using the displaced effective Hamiltonian derived in Supplementary Equation (18). The thick black line in Sup-
plementary Figure 6(a) shows a classical simulation of the qubit population according to the effective Hamiltonian,
Supplementary Equation (12) without parasitic driving. For switching on the parasitic driving, ηr 6= 0, the qubit is
subject to a sub-rotation that however adheres with the envelope defined by the pure Hamiltonian. The dynamics
of the bosonic mode is not qualitatively altered by the parasitic drive, as the displacement transformation defined in
Supplementary Equation (16)
Dˆ†
(
ωeff bˆ
†bˆ+
1
2
ηr(bˆ
† + bˆ)
)
Dˆ = ωeff bˆ
†bˆ+ const. (27)
leaves the eigenenergies of the isolated harmonic oscillator unchanged. The time evolution of the Hamiltonian ωeff bˆ
†bˆ+
1
2ηr(bˆ
† + bˆ) is depicted in Supplementary Figure 6(b) for varying ηr.
Supplementary Note 6. QUANTUM REVIVALS FOR INITIAL QUBIT STATE |g〉, |e〉
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Supplementary Figure 7. Quantum collapse and revival signatures for various ωeff The qubit is prepared in its ground-
state |g〉 and the bosonic mode is initially in the vacuum state |0〉. The first revival appears at 2pi/ωeff , respectively, and the
different plots correspond to a varying ωeff . The blue line shows a classical master equation simulation of the ideal effective
Hamiltonian in the rotating frame, while the red data points are the qubit population evolution in the effective qubit frame.
The black line shows the classically simulated bosonic mode population in the rotating frame, which increases with decreasing
ωeff . Note that the scale on the horizontal axis is not equal for each plot. The depicted qubit signal is extracted from measured
data with the protocol described in the Methods in the main text and based on the classical simulations (black) in the absence
of a parasitic drive of the bosonic mode. Error bars denote a statistical standard deviation as detailed in the Methods of the
main text.
We demonstrate that the position of the quantum revival corresponds to 2pi/ωeff in quantum simulations with initial
state prepared in |0〉 ⊗ |g〉, where both the qubit and the bosonic mode are in its groundstate. Classical simulations
are done for κ ∼ 3.9× 106 s−1 and 1/T1 = 0.2× 106 s−1, 1/T2 = 2.0× 106 s−1 and in the absence of a parasitic drive
of the bosonic mode.
We find a better agreement of experimental data with classical simulations for a slightly increased geometric
coupling g/2pi ∼ 5.5 MHz as compared to the measured value in Fig. 2 in the main text of g/2pi = 4.3 MHz. This can
be explained by the slight excess population due to the parasitic coupling of the Rabi drives to the bosonic mode and
the effect may be additionally enhanced by a population of higher transmon levels. Increased decay and decoherence
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rates, accounting for a changed environmental spectral density in the rotating frame, did not lead to the correct
ratio of revival and idling amplitudes. Simulations using g/2pi = 4.3 MHz show results with a ∼ 30% decrease in the
maximum population of the bosonic mode with no qualitative consequences. With the measured geometric coupling
we approach an USC regime with geff/ωeff ∼ 0.6 for the experiment depicted in Supplementary Figure 7(d). With
the slightly increased value for geff we reach a relative coupling ratio of 0.7. Measured values of geff and the effective
value are summarized in Supplementary Table 2.
Supplementary Note 7. VERIFICATION OF THE PARAMETER CONSTRAINT FOR η2 6= 0
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Supplementary Figure 8. Verification of the parameter constraint for η2 6= 0 Measurements for η2 = 0 (a) and the proper
parameter choice (b) when η2 6= 0 as shown in Fig. 4 in the main text with η1/2pi = 58 MHz. The measurement satisfying the
required parameter constraints (b) is compared to measurements with parameters intentionally violating the phase matching
condition, ϕ1 6= ϕ2 (c) and the condition η1 6= ω1 − ω2 (d). When the required constraints are not satisfied, the expected
signatures are suppressed. The dispersive shift of the readout resonator induced by the bosonic mode is subtracted based on
classically simulated data. Error bars throughout the figure denote a statistical standard deviation as detailed in the Methods
of the main text.
We verify the simulation data for the full quantum Rabi model presented in the main text by comparison to
measured data with intentionally departing from the required parameter constraints. While an increase in revival
amplitude and an increased amplitude of the fast oscillations for larger ∆t is visible by comparing Supplementary
Figure 8(a), (b) presented in the main text, these signatures vanish for violating the parameter conditions
ϕ1 =ϕ2
η1 =ω1 − ω2 (28)
required by the simulation scheme. We chose ϕ1 ∼ ϕ2 + pi but η1 = ω1 − ω2 in Supplementary Figure 8(c) and
ω2 = ω1 − η1 − 2pi × 10 MHz while ϕ1 = ϕ2 in Supplementary Figure 8(d) in order to demonstrate that the desired
experimental features vanish.
An additional limitation of the simulation quality is imposed by an uncertainty of the effective Rabi frequency η1,
which is extracted from a rather broad peak in the Fourier transformed qubit evolution, see Supplementary Figure 5.
This causes the main constraint of the simulation scheme η1 = ω1 − ω2 to be poorly satisfied in particular at small
simulation times.
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Supplementary Note 8. SPECTROSCOPY OF THE AVOIDED CROSSING BETWEEN QUBIT AND
BOSONIC MODE
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Supplementary Figure 9. Avoided crossing between qubit and bosonic mode in spectroscopy The qubit transition
frequency is tuned by a dc current applied to the flux coil. The dispersive shift of the readout resonator is proportional to the
excitation number of the qubit and is depicted in colors.
The coupling between qubit and bosonic mode is pre-characterized in a two tone spectroscopy measurement using a
vector network analyzer and a microwave source. The dispersive readout resonator shift is measured with a continuous
microwave probe tone and an additional microwave drive tone is applied through the same transmission line to excite
the qubit transition. The fit of the observed avoided crossing yields a minimum line separation of 2g/2pi = 7.8 MHz.
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