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Abstract: Stein importance sampling [42] is a widely applicable technique based on
kernelized Stein discrepancy [43], which corrects the output of approximate sampling
algorithms by reweighting the empirical distribution of the samples. A general analysis
of this technique is conducted for the previously unconsidered setting where samples are
obtained via the simulation of a Markov chain, and applies to an arbitrary underlying
Polish space. We prove that Stein importance sampling yields consistent estimators
for quantities related to a target distribution of interest by using samples obtained
from a geometrically ergodic Markov chain with a possibly unknown invariant measure
that differs from the desired target. The approach is shown to be valid under conditions
that are satisfied for a large number of unadjusted samplers, and is capable of retaining
consistency when data subsampling is used. Along the way, a universal theory of repro-
ducing Stein kernels is established, which enables the construction of kernelized Stein
discrepancy on general Polish spaces, and provides sufficient conditions for kernels to
be convergence-determining on such spaces. These results are of independent interest
for the development of future methodology based on kernelized Stein discrepancies.
1. Introduction
Our problem of interest is the efficient computation of integrals with respect to some target
probability measure pi. Adopting the Monte Carlo approach, pi is approximated by an em-
pirical distribution formed from samples drawn according to pi. However, in many problems
of interest, it is not possible to simulate according to pi exactly, and so further approxi-
mate methods must be used. Arguably the most widely employed and general approach is
Markov Chain Monte Carlo (MCMC); successively drawing samples as a realization of a
Markov chain. The dominant approach to MCMC involves the simulation of a process that
is pi-ergodic, often constructed by the Metropolis-Hastings algorithm from an underlying
irreducible and aperiodic Markov chain [58].
However, there has been significant recent interest in so-called unadjusted MCMC ap-
proaches [14, 19, 29, 45]. A common strategy with these methods is the approximate numer-
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ical simulation of Langevin diffusions, which are pi-ergodic [45]. For the same computational
effort, one can achieve substantially lower variance of estimates at the cost of incurring ad-
ditional (asymptotic) bias. Despite poorer asymptotic guarantees [21], the ensuing Markov
chains are often rapidly mixing, and perform particularly well in high dimensional settings
[20]. However, despite significant recent empirical success [29] and the presence of explicit
error estimates [14, 19], such algorithms have not been widely adopted. Statisticians and
practitioners alike remain skeptical, as consistency is often considered a basic theoretical
necessity for any sampling algorithm.
The aim of this work is to construct a universal theoretical framework for Stein importance
sampling. In this way, one can achieve the best of both worlds by generating approximate
samples from a rapidly mixing Markov chain, and then subsequently ‘correcting’ them, with-
out pre-existing knowledge of the chain, to obtain consistent estimators of quantities involv-
ing an unnormalized probability distribution. This allows us to obtain both a low-variance
estimator with good practical performance, and a theoretical guarantee that increasing the
number of samples will provide an estimator with diminishing error. The approach is viable
for all algorithms, but is most effective for biased samplers. Stein importance sampling is
not new, having been introduced as a form of black-box importance sampling in [42], but
lacked sufficient theoretical justification to support its use as a universal post-hoc correction
tool, particularly as it applies to Markov chains. It belongs to a large class of algorithms
derived from the kernelized Stein discrepancy (KSD), first introduced in [43], and motivated
by ideas in [53]. Interpreted as an integral probability metric with respect to a fixed target
distribution pi, the KSD combines ideas from Stein’s method [60, 64] and reproducing kernel
Hilbert spaces [2, 65], and has the advantage of being explicitly computable. KSD has been
applied to a myriad of problems, including measurement of sample quality [27], goodness-
of-fit tests [12, 33, 43, 70], variance reduction [42, 52, 53], variational inference [41, 56], and
the construction of other sampling algorithms [10, 11, 15, 44, 67].
Stein importance sampling stands out as one of the most straightforward techniques in-
volving KSD: for elements X1, . . . , Xn ∈ S, weights w1, . . . , wn are selected such that the
resulting weighted empirical distribution pˆin with integrals
pˆin(φ) =
n∑
i=1
wiφ(Xi), φ : S → R, (1)
is as close as possible to a target distribution pi under a corresponding KSD S( · ‖pi). As all
weights must be non-negative and sum to one for pˆin to be a valid probability distribution,
the resulting optimization problem reduces to the constrained quadratic program
w = arg min
w∈Rd
S(pˆin‖pi) = arg min
w∈Rd
{
w>Kpiw : w ≥ 0,
n∑
i=1
wi = 1
}
, (2)
where Kpi is the Gram matrix corresponding to a reproducing Stein kernel for pi, where the
inequality w ≥ 0 is to be interpreted element-wise. Stein importance sampling requires no
modification to existing methods; it is a post-hoc correction applicable for any arbitrary
collection {Xk}nk=1. The program (2) is a well-studied problem for which many solution
techniques exist, for example, interior point methods, or alternating direction method of
multipliers (see [51] for a comprehensive survey).
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1.1. Contribution
In this work, we make several important theoretical contributions to the theory of Stein
importance sampling and reproducing Stein kernels:
(I) Our main result is presented in §3 as Theorem 1, where we establish sufficient conditions
for Stein importance sampling — when applied to samples generated by a Markov chain
— to yield consistent estimators for integrals of test functions under pi.
The result is particularly interesting for two reasons. Firstly, somewhat surprisingly, we do
not require that the Markov chain is pi-ergodic. In fact, technical conditions for the result that
pertain to the ergodicity and convergence of the chain are easily verified for many unadjusted
samplers, which are of increasing interest to practitioners due to their rapid mixing in high
dimension. Secondly, the result is established for a generalized form of Stein importance
sampling where certain terms are estimated unbiasedly, for example by data subsampling,
which provides justification for the use of the method in the large data settings common in
twenty-first century statistical computing.
To establish the above result for general underlying spaces, we first in §2 — following
some background exposition — establish new theory for Stein kernels and KSD that is of
independent interest:
(II) Construction of reproducing Stein kernels, and therefore KSD, with respect to proba-
bility measures on arbitrary Polish spaces is addressed.
The construction subsumes existing approaches pertaining to Euclidean space [43, 53], dis-
crete spaces [70], and Riemannian manifolds [4, 40], and further enables construction of
Stein kernels and KSD on any Hilbert space, and other separable function spaces, such as
C([0, 1]). It builds off the generator approach for Stein’s method [3]; Proposition 1 shows
that reproducing Stein kernels can always be constructed from the generators of ergodic pro-
cesses with strongly continuous semigroups, and Proposition 2 deals with the construction
of reproducing Stein kernels on product spaces. Finally,
(III) We establish general sufficient conditions for reproducing Stein kernels to yield a
convergence-determining KSD.
Previously, specialized direct proofs have been used to establish the convergence-determining
property for specific KSDs; see [11, 27]. In Propositions 3 and 4, we show that in the locally
compact setting, separability and divergence of some function in the image of the RKHS
under the Stein operator yields the convergence-determining property.
1.2. Notation
In the sequel, S denotes an arbitrary Polish space, with C(S) (resp. Cb(S)) the set of arbitrary
(resp. bounded) continuous functions from S to R, and F a Banach subspace of C(S). For
locally compact S, C0(S) denotes the closure of the space of compactly supported continuous
functions from S to R under the uniform norm ‖φ‖∞ = supx∈S |φ(x)|. For S ⊂ Rd, Ck(Rd)
denotes the set of k-times continuously-differentiable functions from Rd to R. The space of
probability measures on S is denoted by P(S). The law of a random element X is denoted
L(X). Let M(S) denote the space of σ-finite measures on S, equipped with the vague
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topology. For any measure µ ∈ M(S), the space of p-integrable functions with respect to µ
is denoted Lp(µ). For each φ ∈ L1(µ), we let µ(φ) := ∫
S
φ(x)µ(dx). For ν ∈M(S), we write
µ ν if ν is absolutely continuous with respect to µ, that is, if µ(B) = 0 implies ν(B) = 0
for any Borel set B — the corresponding Radon-Nikodym derivative in such cases is denoted
∂ν
∂µ
. We write µ ≡ ν when the measures µ and ν are equivalent, that is, if µ(B) = ν(B)
for any Borel set B. We also adopt big O notation in probability: {Xn}∞n=1, {Yn}∞n=1 satisfy
Xn = OP(Yn) if for any  > 0, there exists a finite M > 0 such that supn P(|Xn/Yn| > M) < .
For any operator A and function f in the domain of A (denoted dom(A)), Af(x) denotes
the evaluation of the function Af at x. For operators A1,A2 acting on elements of a function
space F of scalar-valued functions on S, A1 ⊗A2 denotes the tensor product of A1 and A2,
acting on functions f : S × S → R by
(A1 ⊗A2)f(x, y) = (A1f2(·, y))(x), where f2(x, y) = (A2f(x, ·))(y).
For function spaces H1 and H2, H1 ⊗ H2 denotes the tensor product space of H1 and H2.
Finally, collections of elements are denoted in bold, and for any x = (x1, . . . , xd) and 1 ≤
i ≤ d, we denote x−i = (x1, . . . , xi−1, xi+1, . . . , xd).
2. Reproducing Stein Kernels
Discrepancy measures are a fundamental concept in many areas of probability and statistics.
However, the vast majority of discrepancies can be estimated unbiasedly, let alone computed
exactly. The majority of useful discrepancies valid for arbitrary probability measures lie in
the class of integral probability metrics [50], which compare two probability measures µ and
pi in terms of their integrals with respect to some class of test functions Φ:
dΦ(µ, pi) = sup
φ∈Φ
|µ(φ)− pi(φ)|.
For example, by taking Φ to be the unit ball in C(S), dΦ becomes the total variation metric.
Choosing Φ to be the set of Fre´chet-differentiable functions with derivative bounded uni-
formly by one yields the Wasserstein-1 metric [66, Remark 6.5]. Conditions that guarantee
dΦ is a metric on the space of probability measures, and that dΦ(µn, pi) → 0 as n → ∞
implies µn(φ)→ pi(φ) for any bounded continuous function φ (the convergence determining
property), can be found in [22, Theorem 3.4.5].
There are now two obstacles encountered when computing a metric dΦ between an em-
pirical measure µ and a target probability measure pi. Firstly, while the expectation µ(φ) is
easy enough to evaluate, pi(φ) is not. In fact, the empirical measure µ is usually designed to
approximate pi, and computing pi(φ) is often the objective! One of the first universal meth-
ods for solving this problem is Stein’s method, an ingenious technique which encodes details
about a target probability measure pi into a so-called Stein operator Api. Nearly twenty years
after the method’s introduction in [64], Barbour [3] developed a popular framework for con-
structing Stein operators known as the generator approach, which also serves as intuition
behind the method.
We briefly outline the approach: let pi be an arbitrary probability measure on S, and let
Xpit be a pi-ergodic Markov process that induces a strongly continuous semigroup {Pt}t≥0 on
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F defined by Ptf(x) = E[f(Xpit )|Xpi0 = x] for f ∈ F . Arguably the most important case is
when S is locally compact and Xpit is Feller, in which case {Pt}t≥0 is strongly continuous
on C0(S) [32, Theorem 19.6]. Let Api denote the Markov generator of Xpit , that is, the linear
operator satisfying Apif = limt→0+ 1t (Ptf − f) for functions f ∈ F where the limit exists
with respect to the topology of F . Let Φ be a dense subset of the domain of Api with respect
to the topology of F . By [22, Proposition 1.1.5(c)], if Xpi0 is distributed according to µ, then
for any φ ∈ Φ and t ≥ 0,
Eφ(Xpit )− µ(φ) =
∫ t
0
EApiφ(Xpis )ds,
and by taking t→∞, since Xpit D→ pi,
µ(φ)− pi(φ) = −
∫ ∞
0
EApiφ(Xpis )ds. (3)
For example, let µ and pi be Dirac measures at points a, b ∈ Rd (respectively) and Xpit =
b+(a−b)e−t a deterministic process satisfying Xpi0 = a and limt→∞Xpit = b. The infinitesimal
generator of Xpit is Apiφ(x) = (b − x) · ∇φ(x), and so δa(φ) − δb(φ) = −
∫∞
0
∇φ(Xpis ) · dXpis ,
which is precisely the fundamental theorem of calculus for line integrals, along the path
parameterized byXpit . Therefore, (3) is a stochastic generalization of the fundamental theorem
of calculus for line integrals, where the infinitesimal generator plays the role of the gradient,
and the stochastic process the curve joining two probability measures.
Keeping with this analogy, the Stein equation is a stochastic analogue of the mean value
theorem. Let Ex denote the expectation operator subject to the event {Xpi0 = x}. Under
the same assumptions, by [22, Proposition 1.1.5], the function x 7→ ∫ t
0
Exφ(Xpis )ds lies in the
domain of Api for any φ ∈ Φ and t ≥ 0, with image x 7→
∫ t
0
ExApiφ(Xpis )ds (in other words,
the generator and the integral may be exchanged). Because Api is closed [22, Proposition
1.1.6], assuming strong continuity of Api, one may derive the Stein equation
µ(φ)− pi(φ) = µ(Apifφ), (4)
where fφ(x) = −Ex
∫∞
0
[φ(Xpis ) − pi(φ)]ds (see the proof of [26, Theorem 5], for example).
Denoting by FΦ the image of Φ under the operation φ 7→ fφ, note
dΦ(µ, pi) = sup
fφ∈FΦ
|µ(Apifφ)|, (5)
no longer involves the expectation pi(φ), and therefore sidesteps the challenge in its compu-
tation. An important observation of Stein is that for any operator Api with the property
EApiφ(X) = 0 holds for all φ ∈ Φ if and only if L(X) ≡ pi, (6)
we may proceed to formulate (4), solve for fφ accordingly, and arrive at (5), even if Api
is not a Markov generator. This procedure describes Stein’s method at its highest level of
generality. Hence, operators satisfying (6) are often called Stein operators.
The second issue with computing dΦ is the non-trivial optimization problem of obtaining
the supremum over Φ. In the context of (5), this is even more difficult due to the complex
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relationship between Φ and FΦ. The trick, as outlined in [43], is to choose Φ such that
FΦ is the unit ball of a reproducing kernel Hilbert space. Recall that a Hilbert space H
of functions h : S → R is a reproducing kernel Hilbert space (RKHS) if for all x ∈ S, the
evaluation functional h 7→ h(x) is bounded [2]. By the Riesz representation theorem, for any
RKHS H, there exists a unique symmetric, positive-definite function k : S × S → R, called
the reproducing kernel of H, such that k(x, ·) ∈ H for any x ∈ S, and
h(x) = 〈h, k(x, ·)〉H , h ∈ H. (7)
The relation (7) is often called the reproducing property of the kernel. Conversely, the Moore-
Aronszajn theorem [65, Theorem 4.21] states that any positive-definite kernel induces a
unique corresponding RKHS. There exists a significant theory of RKHS; see, for example,
[2] and [65, §4]. Reproducing kernel Hilbert spaces arise in machine learning as they can be
used to reduce infinite-dimensional optimization problems over function spaces, to problems
over finite-dimensional spaces. Such a simplification occurs in (5) when FΦ is the unit ball
of a RKHS H, due to the existence of a reproducing Stein kernel, which is guaranteed when
the Stein operator Api is the generator of a Markov process (Proposition 1). For brevity, we
will often drop the term ‘reproducing’ as it is clear in our context, but stress that these Stein
kernels should not be confused with those seen in [13], for example.
Proposition 1 (Stein Kernels from Generators). Let pi be a probability measure
on S, and Xpit a pi-ergodic process with strongly continuous semigroup {Pt}t≥0 over F and
Markov generator Api. Further, let H ⊆ F be a RKHS with reproducing kernel k. Assuming
that k(·, x) ∈ dom(Api) for any x ∈ S, then Hpi = ApiH is a RKHS with reproducing kernel
kpi(x, y) = (Api ⊗Api)k(x, y), x, y ∈ S. (8)
Proof. Since the Markov generator is the time derivative of its corresponding semigroup,
we can proceed in a similar fashion to [65, Lemma 4.34] concerning interchangability of
derivatives and inner products. Let Pt denote the semigroup of X
pi
t , recalling that for any
f ∈ F ,
Ptf =
∫
S
f(x)κt(·, dx), (9)
where {κt}t≥0 is the family of transition probability kernels of Xpit . Interpreting (9) as a
Bochner integral, for any h ∈ H, since 〈h, ·〉H is a continuous linear operator, the reproducing
property together with properties of the Bochner integral imply
Pth(x) =
∫
S
〈h, k(y, ·)〉H κt(x, dy) =
〈
h,
∫
S
k(y, ·)κt(x, dy)
〉
H
.
Therefore, by letting ∆t = t
−1(Pt − I) for each t > 0, where I is the identity operator,
∆th(x) = 〈h, (∆t ⊗ I)k(x, ·)〉H . (10)
To show that (Api ⊗ I)k exists, it suffices to show that for any sequence of positive real
numbers {tn}∞n=1 converging to zero and any x ∈ S, {(∆tn ⊗ I)k(x, ·)}∞n=1 is a Cauchy
sequence in H. Since H is complete, by definition of the generator Api,
lim
n→∞
(∆tn ⊗ I)k(x, ·) = (Api ⊗ I)k(x, ·) ∈ H. (11)
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For any x ∈ S, let Dt(x) = (∆t ⊗ I)k(x, ·) ∈ H. Choosing any x ∈ S and m,n ∈ N,
‖Dtn(x)−Dtm(x)‖2H = 〈Dtn(x), Dtn(x)〉H
+ 〈Dtm(x), Dtm(x)〉H − 2〈Dtn(x), Dtm(x)〉H . (12)
Now, for any y ∈ S, by multiple applications of (10),
〈Dtn(x), Dtm(y)〉H = (∆tn ⊗∆tm)k(x, y).
The Kolmogorov equations [22, Proposition 1.5(b)] state that for any t ≥ 0 and h in the
domain of Api, ∆th(x) = t−1
∫ t
0
PsApih(x)ds, which, by the mean value theorem, implies
∆th(x) = PξApih(x) for some ξ ∈ (0, t). Since k(·, y) and k(x, ·) are both assumed to be in
the domain of Api (due to the symmetry of k), for some ξm,n ∈ (0, tn) and ηm,n ∈ (0, tm),
(∆tn ⊗∆tm)k(x, y) = (Pξm,nApi ⊗ Pηm,nApi)k(x, y).
The strong continuity of the semigroup Pt implies that for any  > 0, there is an N ∈ N such
that for m,n ≥ N ,
|〈Dtn(x), Dtm(y)〉H − kpi(x, y)| < .
The above inequality combined with (12) implies that {Dtn(x)}∞n=1 is a Cauchy sequence,
and so (11) holds. Together with (10),
Apih(x) = 〈h, (Api ⊗ I)k(x, ·)〉H .
The result now follows from [65, Theorem 4.21].
Example 1 (Riemannian Stein kernels). We rederive the construction of Stein kernels on
Riemannian manifolds outlined in [4, 40]. Let (M, g) be a complete connected d-dimensional
Riemannian manifold with basis coordinates (∂j)
d
j=1. The gradient of a smooth function
f : M → R is defined on (M, g) by ∇f = ∑di,j=1 gij ∂f∂xi∂j, where gij is the (i, j)-th element
of the inverse of the matrix G = (gij) with elements gij = g(∂i, ∂j) for i, j = 1, . . . , d. The
Laplace-Beltrami operator ∆ on (M, g) is the divergence of the gradient of f , given by
∆f =
1√
det G
d∑
i,j=1
∂
∂xi
(
gij
∂f
∂xj
√
det G
)
.
For any C1-smooth vector field Z on (M, g), there exists a unique Feller process Xt on (M, g)
with generator ∆+Z [68, §2.1]. If pi is absolutely continuous with respect to the Riemannian
volume measure on (M, g) with density p, the choice Z = ∇ log p yields a process Xt with
invariant measure pi [68, pg. 72]. Furthermore, under the Bakry-Emery curvature condition,
the diffusion Xt is ergodic, indeed, geometrically ergodic in the Wasserstein metric [68,
Theorem 2.3.3]. Therefore, letting Api = ∆ + ∇ log p be the generator of the diffusion Xt,
by Proposition 1, Api induces a Stein kernel for any base reproducing kernel k on (M, g),
with target measure pi. To complete the construction of Stein kernels on manifolds requires
an underlying reproducing kernel. Any reproducing kernel k on R2d admits an (extrinsic)
reproducing kernel on (M, g) by the strong Whitney embedding theorem [62, Theorem 2.2.a]
((x, y) 7→ k(φ(x), φ(y)) where x, y ∈M and φ : M → R2d is an embedding). Intrinsic kernels
are known for special manifolds, such as the d-dimensional sphere Sd = {x ∈ Rd+1 : ‖x‖ =
1} [1].
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As a consequence of the proof of Proposition 1, we require only that Apih(x) = 〈h, (Api ⊗
I)k(x, ·)〉H for any h ∈ H and x ∈ S, to infer that Hpi ⊂ H is a RKHS with reproducing
kernel (8). Therefore, for more general Stein operators, we rely on the following definition
for constructing reproducing Stein kernels.
Definition 1. A Stein operator Api is said to induce a Stein kernel if for any RKHS H ⊂
dom(Api) of scalar-valued functions on S with reproducing kernel k,
Apih(x) = 〈h, (Api ⊗ I)k(x, ·)〉H , for any h ∈ H and x ∈ S.
For any RKHS H of functions on S, target measure pi, and operator Api inducing a Stein
kernel kpi, the kernelized Stein discrepancy (KSD) between µ and pi, denoted S(µ‖pi), satisfies
S(µ‖pi)2 := sup
h∈H
‖h‖H≤1
|µ(Apih)|2 = sup
h∈Hpi
‖h‖Hpi≤1
|µ(h)|2
= sup
h∈Hpi
‖h‖Hpi≤1
〈
h,
∫
S
kpi(x, ·)µ(dx)
〉2
Hpi
=
∥∥∥∥∫
S
kpi(x, ·)µ(dx)
∥∥∥∥2
Hpi
=
∫
S×S
kpi(x, y)µ(dx)µ(dy), (13)
where, as in Proposition 1, Hpi = ApiH and the second equality follows by the property
‖Apih‖Hpi = ‖h‖H for any h ∈ H. This construction (13) resembles maximum mean discrep-
ancy (MMD); see [49, §3.5] for further details. Now, if µ is the empirical measure of samples
X1, . . . , Xn, then
S(µ‖pi)2 = 1
n2
n∑
i,j=1
kpi(Xi, Xj). (14)
Both of the issues concerning computation of discrepancies for empirical distributions
are now addressed, with an explicit and often easily computable formula for the evaluation
of a particular integral probability metric. However, the kernelized Stein discrepancy is not
limited to applications with empirical distributions, since, for any distribution µ on S, we can
readily estimate S(µ‖pi)2 = E kpi(X,X ′) where X,X ′ are independently distributed according
to µ, using crude Monte Carlo.
2.1. Efficient construction of Stein kernels on product spaces
Building upon Barbour’s generator approach to Stein’s method [3], using Proposition 1 one
can, in principle, construct Stein kernels over any desired space. Unfortunately, Stein kernels
obtained in this way are not always efficient to compute, and do not always coincide with
Stein kernels currently in the literature. Consider the two following univariate cases:
• S = R: If pi is an absolutely continuous probability measure on R with smooth density p
supported on a connected subset of R, the overdamped Langevin stochastic differential
equation
dXt =
p′(Xt)
p(Xt)
dt+
√
2dWt (15)
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is an ergodic Feller process with stationary measure pi. By Itoˆ’s lemma, its Markov
generator Api acts on functions h ∈ C2(R) by
Apih(x) = h′′(x) + p
′(x)
p(x)
h′(x), x ∈ R. (16)
Because h ∈ C2(R) is arbitrary, the extra derivatives on h′′ and h′ are redundant for
Api to be a Stein operator, and one may instead consider
Apih(x) = h′(x) + p
′(x)
p(x)
h(x), x ∈ R. (17)
which coincides with the canonical Stein operator on R [39, 53, 64]. The operator Api
as in (17) is no longer the generator of a Markov process, however it still induces a
Stein kernel nonetheless, as a consequence of [65, Lemma 4.34] (see also the remark
after Proposition 1). Alternatively, in place of the Langevin diffusion (15), one could
start with any other pi-ergodic diffusion equation. See [26] for other alternatives, all of
which induce Stein kernels under the reduction of derivatives, as in (17).
• S ⊆ Z: If pi(·) is a probability mass function on Z (or some other countable set, in which
case, one need only apply a injection into Z), any birth-death chain on the integers
with birth and death rates α(·) and β(·) respectively, will have stationary measure pi
provided it satisfies the detailed balance relations
α(x)pi(x) = pi(x+ 1)β(x+ 1), for all x ∈ S.
An immediate choice is
α(x) ∝ pi(x+ 1), β(x) ∝ pi(x− 1), x ∈ S. (18)
Notice that the proposed solution (18) does not require that pi be normalized. The
generator of this chain acts on all functions h : Z→ R by
Apih(x) = α(x)[h(x+ 1)− h(x)] + β(x)[h(x− 1)− h(x)], x ∈ S.
Analogously to how the generator in (16) acted on the derivatives of h, Apih is acting
on the (backward) difference of h. A similar reduction yields
Apih(x) = α(x)h(x+ 1)− β(x)h(x), x ∈ S. (19)
It can be readily shown that (19) induces a Stein kernel. The Stein operator (19) is
most common in discrete scenarios, as seen in [8], and coincides with the Stein-Chen
operator for the Poisson distribution when α(x) = 1 and β(x) = x + 1, for example.
This was also the approach taken in [70] for the construction of reproducing Stein
kernels on discrete spaces.
With (17) as (19) as building blocks, one can easily construct Stein kernels on higher-
dimensional spaces that are products of R and Z. The method for doing so is a decomposition
of the state space into a product of subspaces, and extends to products of arbitrary Polish
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spaces as well. Let S ⊆ S1 × · · · × Sd and pi be a distribution on S. For each i = 1, . . . , d,
let pii(·|x−i) denote the conditional distribution of pi over its i-th subspace Si, for x ∈ S.
If Apii(·|x−i) is a Stein operator for pii(·|x−i) for each i = 1, . . . , d and x ∈ S, then we may
consider the operator
Apif(x) = Api1(·|x−1)Px1 f1(x) + · · ·+Apid(·|x−d)Pxd fd(x),
where f = (f1, . . . , fd) : S → Rd, and Pxi is the projection operator mapping f : S → R
to the function y 7→ f(x1, . . . , xi−1, y, xi+1, . . . , xd) over y ∈ Si. By linearity, if each Apii(·|x)
induces a Stein kernel, then Api also induces a Stein kernel. This is formalized in Proposition
2, the proof of which builds upon the arguments of [53, Theorem 1].
Proposition 2 (Stein Kernels on Product Spaces). Suppose that S ⊆ S1×· · ·×Sd and
let pi be a probability measure on S. For each i = 1, . . . , d, let pii(·|x−i) denote the conditional
distribution of pi over its i-th subspace Si. Furthermore, for each i, let Apii(·|x−i) be a Stein
operator for pii(·|x−i) acting on
⋃
x∈S Pxi Hi, where Hi is a RKHS of scalar-valued functions
on S with reproducing kernel ki, that also induces a Stein kernel. Then, the operator Api
acting on functions h = (h1, . . . , hd) ∈ H1 ⊗ · · · ⊗Hd as
Apih(x) = Api1(·|x−1)Px1 h1(x) + · · ·+Apid(·|x−d)Pxd hd(x), x ∈ S,
is a Stein operator for pi on H = H1 ⊗ · · · ⊗ Hd, and ApiH is a RKHS of scalar-valued
functions on S with reproducing kernel
kpi(x,y) =
d∑
i=1
(Apii(·|x−i)Pxi ⊗Apii(·|y−i)Pyi )ki(x,y). (20)
Proof. Since the zero function is in Hi and Apii(·|x) is a Stein operator for pii(·|x) for each
i = 1, . . . , d, EApih(X) = 0 for all h ∈ H if and only if the conditional distributions of X are
equivalent to those of pi. Therefore, Api is a Stein operator for pi on H. For each i = 1, . . . , d
and x ∈ S, let Ki(x) = (Apii(·|x)Pxi ⊗ I)ki(x, ·) ∈ Hi, and let K(x) = (Ki(x))di=1. By the
hypothesis, for any h ∈ H,
Apih(x) =
d∑
i=1
Apii(·|x)Pxi hi(x) =
d∑
i=1
〈hi, Ki(x)〉Hi = 〈h,K(x)〉H .
Defining Hpi to be the space of functions h : S → Rd such that the norm
‖h‖Hpi := inf
φ∈H
{‖φ‖H such that h(x) = 〈φ,K(x)〉H for all x ∈ S},
is finite, [65, Theorem 4.21] implies that Hpi is the reproducing kernel Hilbert space with
reproducing kernel
kpi(x,y) = 〈K(x),K(y)〉H =
d∑
i=1
〈Apii(·|x)Pxi Ki(x),Apii(·|y)Pyi Ki(y)〉Hi
=
d∑
i=1
(Apii(·|x)Pxi ⊗Apii(·|y)Pyi )ki(x,y),
where the last line follows since each Apii(·|x)Pxi commutes with the inner product. Since Hpi
can be seen to be the image of H under Api, the result follows.
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Example 2 (Canonical Stein kernel on Rd). As an especially important example, if
pi is a smooth density on Rd, then applying (17), we can take Apii(·|x)h(x) = ∂xihi(x) +
∂xi(log pi(x))hi(x), and so
Apih(x) = ∇ · h(x) +∇ log pi(x) · h(x), (21)
which is the well-known Stein operator for densities on Rd. To build the corresponding Stein
kernel, expanding out
(Apii(·|x) ⊗Apii(·|y))k(x,y) = ∂xi∂yik(x,y) + ∂xi log pi(x)∂yik(x,y)
+ ∂yi log pi(y)∂xik(x,y) + k(x,y)∂xi log pi(x)∂yi log pi(y).
Therefore, the Stein kernel kpi as given by (20) becomes
kpi(x,y) = ∇x · ∇yk(x,y) +∇ log pi(x) · ∇yk(x,y)
+∇ log pi(y) · ∇xk(x,y) + k(x,y)∇ log pi(x) · ∇ log pi(y), (22)
which is precisely the canonical Stein kernel of [27, 39, 43, 53]. There is an extensive literature
available for choosing reproducing kernels on Rd. The most common choices are radial basis
function kernels of the form
k(x,y) = κ(‖x− y‖2), where κ : R+ → R. (23)
By the Schoenberg construction, such a kernel has the required positive-definiteness property
(and therefore induces a RKHS) over any dimension d, if and only if κ ∈ C[0,∞)∩C∞(0,∞)
is completely monotone, that is, for every non-negative integer m, the sign of the m-th
derivative κ(m)(x) of κ is (−1)m for any x > 0 [69, Theorem 7.13]. Examples of completely
monotonic functions include x 7→ (α + x)−β (inducing the inverse multiquadric kernel) and
x 7→ e−αx (inducing the Gaussian kernel) for any α, β > 0. Furthermore, for smooth functions
f, g, if f and g′ are completely monotonic and g : R+ → R+, then f ◦ g is completely
monotonic [48, Theorem 2]. Therefore, x 7→ (α + log(1 + x))−1 (inducing the inverse-log
kernel) is a completely monotone function.
Example 3 (Complete conditional Stein kernel on Rd). Letting k denote a repro-
ducing kernel on R, for a RKHS H of functions h : R → R, we can extend H to an RKHS
Hi of functions h
i : Rd → R by hi(x1, . . . , xd) = h(xi) for x ∈ Rd. Since H and Hi are
isomorphic, Hi is a RKHS on Rd with reproducing kernel ki satisfying ki(x,y) = k(xi, yi) for
x,y ∈ Rd. The Stein operator (21) applied to (20) with these choices of underlying kernels
yields the complete conditional Stein kernel introduced in [61, Theorem 1]:
kpi(x,y) =
∑d
i=1[∂xi∂yik(xi, yi) + ∂xi log pi(x)∂yik(xi, yi)
+ ∂yi log pi(y)∂xik(xi, yi) + k(xi, yi)∂xi log pi(x)∂yi log pi(y)]. (24)
The kernel (24) enjoys an increased sensitivity to single-dimensional perturbations over (22),
which becomes especially apparent when the dimension d is large. For further discussion, see
[61].
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Example 4 (Stein kernel on Zd). Let pi(·) be a probability mass function on Zd. Any
reproducing kernel on Rd is also a reproducing kernel on Zd. Applying (19) with the choice
of transition rates (18) to (20) immediately yields
kpi(x, y) =
∑d
i=1[pi
i(x)pii(y)k(x+ ei, y + ei)− pi−i(x)pii(y)k(x, y + ei)
− pii(x)pi−i(y)k(x+ ei, y) + pi−i(x)pi−i(y)k(x, y)],
where pi±i(x) = pi(x± ei) and ei denotes the i-th unit coordinate vector. In cases where pi(x)
decreases rapidly in x, this choice of Stein kernel can succumb to significant numerical error.
Instead, one would prefer to involve ratios of pi, such as ri(x) = pi(x − ei)/pi(x). Observe
that, if k is a positive-definite kernel on Zd, then letting pi+(x) = pi(x) + 1{pi(x) = 0},
(x, y) 7→ k(x, y)
pi+(x)pi+(y)
(25)
is also a positive-definite (and therefore, reproducing) kernel on Zd. Applying (19) with the
choice (18), letting ιxi = 1{x+ ei ∈ supp(pi)}, the Stein kernel becomes
kpi(x, y) =
∑d
i=1[ι
x
i ι
y
i k(x+ ei, y + ei)− ri(x)ιyi k(x, y + ei)
− ri(y)ιxi k(x+ ei, y) + ri(x)ri(y)k(x, y)]. (26)
2.2. Convergence-determining properties
One of the most important properties for a discrepancy measure is its ability to distinguish
(or separate) a target measure from other distributions. We say that the KSD S(·‖pi) is
separating when
S(µ‖pi) = 0 if and only if µ ≡ pi.
A stronger condition for the KSD S(·‖pi) is to be convergence-determining :
S(µn‖pi)→ 0 implies µn D→ pi.
To date, [27, Theorem 8], [10, Theorem 4], and [11, Theorems 3 & 4] comprise all KSD that
are known to be convergence-determining. It is known that separation alone does not nec-
essarily imply that a KSD is convergence-determining for arbitrary sequences of probability
measures [27, Theorem 6]. However, separation is sufficient to guarantee that the KSD is
convergence-determining for tight sequences of probability measures: by [22, Lemma 3.4.3],
if {µn}∞n=1 ⊂ P(S) is a tight sequence of probability measures and S(·‖pi) is separating, then
S(µn‖pi) → 0 if and only if µn converges weakly to pi. In the case where S is locally com-
pact, an extension involving random probability measures is presented in Proposition 3(a).
For a separating KSD to be convergence-determining for arbitrary sequences of probability
measures, it suffices to show that the KSD can detect tightness, that is, if S(µn‖pi)→ 0, then
{µn}∞n=1 is tight. For this, the following assumption is sufficient.
Assumption 1. For a continuous reproducing Stein kernel kpi on a locally compact space
S with corresponding RKHS Hpi, there exists h ∈ Hpi such that, for any M > 0, there is a
compact set K ⊆ S satisfying infx/∈K h(x) > M .
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Here, we adopt the convention that the infimum over the empty set is infinite, thus As-
sumption 1 is satisfied if S is compact.
Proposition 3 (Convergence Determination). Suppose that S(·‖pi) is separating and
S is locally compact. Let (Ω, E ,P) be an underlying probability space and suppose that {µn}∞n=1
is a sequence of random probability measures, that is, µn : Ω→ P(S) for n = 1, 2, . . . . Then
S(µn‖pi) P→ 0 implies µn D→ pi if either
(a) {µn(ω)}∞n=1 is tight for almost every ω ∈ Ω, or
(b) Assumption 1 holds.
Proof. Assume that (a) holds. For any Borel set B ⊆ S and ω ∈ Ω, {µn(ω,B)}∞n=1 is bounded
in R+, and so {µn}∞n=1 is a tight sequence of random elements in M(S) [32, Lemma 16.15].
Consider a weakly convergent subsequence µnk
D→ µ. Passing through to a further subse-
quence if necessary, S(µnk‖pi)→ 0 with probability one [32, Lemma 4.2]. From [22, Lemma
3.4.3] and Prohorov’s Theorem [32, Theorem 16.3], if S(·‖pi) is separating and S(νn‖pi)→ 0
for a sequence of tight probability measures {νn}∞n=1, then νn → pi weakly. Therefore, since
there exists a set of probability one on which S(µnk‖pi) → 0 and {µnk(ω)}∞k=1 is a tight
sequence of probability measures, µnk(ω) → pi weakly with probability one, implying that
µ ≡ pi. Since {µn}∞n=1 was an arbitrary weakly convergent subsequence, µn D→ pi.
Now suppose that (b) holds. Let {µnj}∞j=1 be an arbitrary subsequence of {µn}∞n=1. Since
M(S) is Polish [32, Theorem A2.3], if we can show that there exists a further subsequence
of {µnj}∞j=1 that converges in distribution to pi, then µn D→ pi. Since S(µnj‖pi) P→ 0 as j →∞,
µnj(h)
P→ 0, where h ∈ Hpi has the property described in Assumption 1. Passing through to a
subsequence if necessary, we may assume that µnj(h)
a.s.→ 0, and consequently, supj µnj(h) <
+∞ with probability one. Since kpi is continuous, h is also continuous (see [2, pg. 345]), and
since there exists a compact set N such that infx/∈N h(x) > 0, h is bounded below by −C
where C ≥ 0. Therefore, the function h˜ = h + C is non-negative, and supj µnj(h˜) < +∞
with probability one. For  > 0, there exists a compact set K such that infx/∈K h˜(x) >
−1 supj µnj(h˜) and so with probability one,
sup
j
µnj(S \K) ≤
(
inf
x/∈K
h˜(x)
)−1
sup
j
µnj(h˜) < .
Since  was arbitrary, {µnj(ω)}∞j=1 is tight for almost every ω ∈ Ω, and µnj D→ pi by (a).
Therefore, µn
D→ pi.
Proposition 3 suggests a general strategy for identifying Stein kernels that induce convergence-
determining KSD via Assumption 1. As an example, consider kpi the canonical Stein kernel
(22) on Rd constructed from the IMQ score kernel [11]
kIMQS(x,y) = (α
2 + ‖∇f(x)−∇f(y)‖2)−β,
where α, β > 0, and f = − log pi. Assume that ∇f is surjective and M -Lipschitz continuous,
that is, there exists M > 0 such that ‖∇f(x) − ∇f(y)‖ ≤ M‖x − y‖ for all x,y ∈ Rd.
Furthermore, assume that |kpi(x,y)| → ∞ as ‖x‖ → ∞ for any y ∈ Rd. For each i = 1, . . . , d,
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let y+i ,y
−
i satisfy ∇f(y+i ) = ei and ∇f(y−i ) = −ei, where ei is the i-th standard basis vector
in Rd. Letting
K(x,y) = ∇f(x) · ∇f(y)kIMQS(x,y),
we observe that kpi(x,y)/K(x,y) → 1 as ‖x‖, ‖y‖ → ∞. Now, letting κ(x) = (α2 + x)−β,
since κ is completely monotone,
d∑
i=1
K(x,y+i ) +K(x,y
−
i ) =
d∑
i=1
∂if(x)[κ(‖∇f(x)− ei‖2)− κ(‖∇f(x) + ei‖2)]→ +∞
as ‖x‖ → ∞. Hence, the same is also true for the function x 7→∑di=1[kpi(x,y+i )+kpi(x,y−i )],
which lies in Hpi. Therefore, kpi satisfies Assumption 1.
Our remaining challenge now is finding sufficient conditions for S to be separating. Assum-
ing that S is locally compact, a reproducing kernel k is called C0-universal if its corresponding
RKHS H of functions h : S → R is dense in C0(S) and k(x, ·) ∈ C0(S) for all x ∈ S [63].
Any RKHS over Rd with a non-constant reproducing kernel of the radial basis function form
(23) is C0-universal if κ ∈ C0(S) [47, Theorem 17]. Moreover, any restriction of a C0-universal
kernel on Rd to a subset (for example, Zd), is also C0-universal on that restricted space. Every
KSD arising from a C0(S)-universal kernel on Rd is separating for smooth densities from a
certain restricted class of probability distributions [12, Theorem 2.2]. It is important that
we can show it can separate pi from every other probability measure.
A convenient condition, inspired by [25, 26], is presented in Proposition 4. Recall that a
Markov process Xt is exponentially ergodic if there exists some C, ρ > 0 such that for any
bounded measurable function f ,
‖Ptf − pi(f)‖∞ ≤ C‖f‖∞e−ρt, t ≥ 0. (27)
Necessary and sufficient conditions for exponential ergodicity of Markov processes are avail-
able in [18]. For overdamped Langevin diffusion targeting pi, that is, Xpit satisfying
dXpit = ∇ log pi(Xpit )dt+
√
2dWt,
which is the multivariate generalization of (15), if pi ∈ C20(S) and there exists some γ ∈ (0, 1)
such that
lim inf
‖x‖→∞
(1− γ)‖∇ log pi(x)‖2 + ∆ log pi(x) > 0,
then Xpit is exponentially ergodic [59, Theorem 2.3]. On the other hand, for finite case |S| <
∞, by combining [18, Theorem 5.3] and [38, Theorem 4.9], we can see that any irreducible
finite-state Markov jump process is exponentially ergodic.
Proposition 4 (Separation). Assume that S is locally compact. The kernelized Stein dis-
crepancy S(·‖pi) corresponding to the reproducing Stein kernel kpi in Proposition 1 is separat-
ing if Api is the generator of an exponentially ergodic Markov process and k is C0-universal.
Proof. By construction, S(µ‖pi) = 0 if µ ≡ pi, so assume that S(µ‖pi) = 0, or in other words,
µ(Apih) = 0 for any h ∈ H (the RKHS corresponding to k). Because k is C0-universal, to
show that µ ≡ pi, it will suffice to show that µ(h) = pi(h) for any function h ∈ H (see, for
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example, [49, pg. 51]). It further suffices to show that µ(h) = 0 for any h ∈ H satisfying
pi(h) = 0. Let Pt = e
tApi be the semigroup corresponding to Api, which, by assumption,
satisfies (27). Consider the resolvent operators {Rλ}λ>0 defined for f ∈ C0(S) by
Rλf =
∫ ∞
0
e−λtPtf dt, λ > 0,
which satisfy for any λ > 0, (λ − Api)Rλ = I, where I is the identity operator (see [32,
Theorem 19.4]). Since k is C0-universal, H ⊂ C0(S) and by the properties of the Bochner
integral, ‖Rλh‖H ≤ λ−1‖Pth‖H ≤ λ−1‖h‖H , implying Rλ : H → H. Choosing some fixed
h ∈ H with pi(h) = 0, together with the hypotheses, this implies that µ(ApiRλh) = 0 and so
|µ(h)| = |µ((λ−Api)Rλh)|,
≤ λ|µ(Rλh)|+ |µ(ApiRλh)| ≤ λ‖Rλh‖∞. (28)
Now, since pi is the stationary distribution of {Pt}t≥0 and pi(h) = 0, pi(Pth) = 0 for any
t ≥ 0. Therefore, since Pt is geometrically ergodic and h is bounded,
‖Rλh‖∞ ≤
∫ ∞
0
e−λt‖Pth− pi(h)‖∞dt ≤ C‖h‖∞
∫ ∞
0
e−(λ+ρ)tdt =
C‖h‖∞
λ+ ρ
,
and, in particular, λ‖Rλh‖∞ → 0 as λ→ 0+. Together with (28), this implies that µ(h) = 0,
and since h ∈ H was arbitrary, the result follows.
Proposition 4 can be extended to kernels constructed from Proposition 2, simply by apply-
ing the result to conditional probability measures. However, extending Proposition 4 to the
canonical reproducing Stein kernel on Rd is more challenging, since the corresponding Stein
operator differs from a Markov generator by an extra derivative. Fortunately, this special
case has been treated in [27] using results from [26]. In short, exponential convergence in the
semigroup is still relevant, but required for Lipschitz-continuous, rather than bounded, test
functions. Therefore, if the overdamped Langevin diffusion corresponding to pi mixes expo-
nentially fast in Wasserstein distance, then the kernelized Stein discrepancy is separating.
While exponential ergodicity of overdamped Langevin diffusion is known to hold for light-
tailed target densities, sufficient conditions on exponential convergence in the Wasserstein
metric often require log-concavity of the target density pi, or some other distant dissipativity
condition [9, 26]. In particular, the KSD for the canonical Stein kernel on Rd is separating if
pi is distantly dissipative [27]. From [28, eq. 12], distant dissipativity also implies exponential
ergodicity of overdamped Langevin diffusion.
3. Stein Importance Sampling
Importance sampling is a classic Monte Carlo technique [35]: for any (possibly unnormal-
ized) target probability measure pi, if X1, . . . , Xn are independent and identically distributed
samples from a probability measure ν with pi  ν, then for pˆin defined by (1),
pˆin(φ)
P→ pi(φ) if wi = ∂pi/∂ν(Xi)∑n
i=1 ∂pi/∂ν(Xi)
. (29)
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By the ergodic theorem, the same is true if X1, . . . , Xn come from a ν-ergodic Markov chain.
Furthermore, in both cases, it can be shown that the rate of convergence as n → ∞ is
OP(n−1/2), for any φ ∈ C0(S). Unfortunately, for this choice of weights, pˆin(φ) will often have
prohibitively large variance unless pi and ν are close in total variation, and this is further
exacerbated in high dimensions. On the other hand, in cases where ν is constructed to be
a close approximation for pi, such as when X1, . . . , Xn are derived from some approximate
sampling algorithm, explicit or computable forms for ν are rarely available.
These issues can be avoided entirely using Stein importance sampling [42]. Recall that, for
a reproducing Stein kernel constructed with respect to a target measure pi, the kernelized
Stein discrepancy between a weighted empirical measure (1) and pi is
S(pˆin‖pi) =
n∑
i,j=1
wiwjkpi(Xi, Xj) = w
>Kpiw, (30)
where Kpi = (kpi(xi, xj))
n
i,j=1 is the Gram matrix associated to kpi and the points X1, . . . , Xn.
To obtain estimators of the form (1) that most closely match a given target measure, Stein
importance sampling involves choosing weights w = (w1, . . . , wn) that minimize the KSD
(30), that is, the solution to the constrained quadratic program
arg min
w
{
w>Kpiw :
n∑
i=1
wi = 1, w ≥ 0
}
. (31)
There are two major advantages to this: (i) the underlying density of the samples X1, . . . , Xn
is no longer needed, and (ii) the mean squared error of the corresponding estimator is often
smaller than that obtained using classical importance sampling. One drawback of Stein im-
portance sampling is the cubic computational complexity in the number of samples, however,
many practitioners may not seek any more than a few thousand effective samples, for which
solving (31) is typically inexpensive.
3.1. Stein kernel estimators
If computing a Stein kernel is either expensive or intractable, one might instead seek to
conduct Stein importance sampling with only a collection of unbiased estimators of a Stein
kernel. To be valid, it is necessary that the Gram matrix formed from these kernels remains
positive-semidefinite with high probability. To cover this condition and facilitate further
theoretical analysis, we extend the definition of Gram-de Finetti matrices, introduced in
[17], to the kernel setting (Definition 2).
Definition 2. An infinite array of random kernels (kij)
∞
i,j=1 on a probability space (Ω, E ,P)
with kij(ω) : S × S → R for each i, j = 1, 2, . . . , is Gram-de Finetti if for every sequence
{xi}∞i=1 ⊂ S, (kij(xi, xj))∞i,j=1 is a Gram-de Finetti matrix, that is, a symmetric jointly
exchangeable array (kij(xi, xj) is equivalent in distribution to kσ(i)σ(j)(xσ(i), xσ(j)) for any
finite permutation σ of N) that is almost surely positive-semidefinite.
Observe that, for any positive-definite kernel k, (k)∞i,j=1 is a Gram-de Finetti array.
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Example 5 (Subsampled Stein kernels). Consider the setting where pi decomposes as
pi(x) =
n∏
i=1
pii(x), x ∈ S,
Here, each pii may correspond to a single data point, in which case, n denotes the total
number of data points used to construct the density pi. Rather than computing pi directly,
it is popular to utilise subsampling, where log pi is estimated by
log pˆiS (x) =
n
|S |
∑
i∈S
log pii(x), x ∈ S,
where S ⊆ {1, . . . , n} is chosen uniformly at random. Since log pˆiS often involves far fewer
terms than log pi itself, it can be significantly faster to compute. Such estimates are common
in subsampled MCMC, based upon the pseudomarginal approach [57]. One of the biggest
challenges with these methods is that pˆiS is not an unbiased estimator of pi, which the
pseudomarginal approach requires. However, ∇ log pˆiS is an unbiased estimator of ∇ log pi.
Consequently, the subsampled canonical Stein kernel :
kijpi (x, y) = ∇x · ∇yk(x, y) +∇ log pˆiSi(x) · ∇yk(x, y)
+∇ log pˆiSj(y) · ∇xk(x, y) + k(x, y)∇ log pˆiSi(x) · ∇ log pˆiSj(y), (32)
is an unbiased estimator of the canonical Stein kernel (22), provided that each Si ⊂
{1, . . . , n} is drawn independently, uniformly at random. In fact, for a sequence of such
subsets S1,S2, . . . ⊂ {1, . . . , n} all drawn independently, uniformly at random, the array of
subsampled Stein kernels (kij)
∞
i,j=1 is Gram-de Finetti.
Our proposed procedure for utilizing Stein kernel estimators in Stein importance sampling
is presented in Algorithm 1.
Algorithm 1 (Stein Importance Sampling). Given a collection of samples {Xi}ni=1,
test function φ, and Gram-de Finetti array of unbiased estimators (kijpi )
∞
i,j=1 of a reproducing
Stein kernel kpi, execute the following steps:
1. Compute the Gram matrix Kpi = (k
ij
pi (Xi, Xj))
n
i,j=1.
2. Solve (31) to obtain the importance sampling weights w.
3. Output pˆin(φ) =
∑n
i=1wiφ(Xi) as an estimator of pi(φ).
The use of Stein kernel estimators, or random Stein kernels, was recently considered for
developing goodness-of-fit tests for latent variable models in [33]. These choices of Stein
kernel estimators for latent variable models can be applied with Stein importance sampling
via Algorithm 1.
3.2. The Stein correction
We now study the theoretical properties of Stein importance sampling as a post-hoc correc-
tion for MCMC output. In constrast to the Metropolis correction, we term this procedure the
Stein correction. The primary evidence for the use of the Stein correction is the consistency
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guarantee provided in Theorem 1, a Markov chain analogue of [42, Theorem 3.2] with the
further extension to arbitrary Gram-de Finetti array of kernels. Before stating the theorem,
we recall the definition of V -uniform ergodicity [46, §16].
Definition 3 (V -uniform ergodicity). A ν-ergodic Markov chain with Markov transition
operator P on S is V -uniformly ergodic for a measurable function V : Rd → [1,∞) if
sup
x∈S
sup
|φ|≤V
|Pnφ(x)− pi(φ)|
V (x)
→ 0, as n→∞.
For a V -uniformly ergodic Markov chain, V is often referred to as a Lyapunov drift func-
tion, which provides an upper bound on the rate of decay of test functions φ for which the
convergence of Pnφ is uniform. In the sequel, pˆin denotes a weighted empirical distribution
derived from Stein importance sampling (Algorithm 1) applied with the choice of {Xi}ni=1,
pi, and kpi clear from context.
Theorem 1 (Consistency of Stein Correction). Let {Xt}∞t=1 be a ν-ergodic Markov
chain on S that is V -uniformly ergodic for some Lyapunov drift function V : S → [1,∞).
Let kpi be a reproducing Stein kernel with respect to some target distribution pi on S which
is absolutely continuous with respect to ν, and inducing a kernelized Stein discrepancy S.
Furthermore, let (kijpi )
∞
i,j=1 be a Gram-de Finetti array of unbiased estimators of kpi.
(a) If there exists 0 < r < 1 such that
E sup
x∈S
kijpi (x, x)
2
V (x)r
< +∞, (33)
then
S(pˆin‖pi) P→ 0 as n→∞.
(b) If there exists 0 < r < 1 such that
E sup
x∈S
∂pi
∂ν
(x)4
kijpi (x, x)
2
V (x)r
< +∞, (34)
then
S(pˆin‖pi) = OP(n−1/2), as n→∞.
In either case, if S is locally compact and kpi is separating and satisfies Assumption 1, then
pˆin
D→ pi as n→∞.
Proof. From the Aldous–Hoover representation theorem [31], there is a function Kpi and
independent random variables ξ, (ξi)
∞
i=1, (ξij)
∞
i,j=1 uniformly distributed in [0, 1] such that
kijpi (x, y) = Kpi(x, y, ξ, ξi, ξj, ξij).
Furthermore, following the steps seen in proofs of the Dovbysh–Sudakov representation the-
orem (see [54, Lemma 1]), by almost-sure positive-definiteness, Kpi is independent of ξij, that
is,
Kpi(x, y, u, u1, u2, v) ≡ K¯pi(x, y, u, u1, u2) =
∫ 1
0
Kpi(x, y, u, u1, u2, v)dv.
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Now, we turn to proving the desired convergence. Our primary tool is the variance bound
of [24] for U -statistics of non-stationary Markov chains. Since for each n, w(n) minimizes
Sn(w,x) :=
∑n
i,j=1wiwjkpi(xi, xj) overw, it suffices to find a sequence of normalized reference
weights v(n) such that Sn(v(n),x)
P→ 0 in case (a) and Sn(v(n),x) = OP(n−1) in case (b). The
final statement follows as a consequence of Proposition 3. These weights are to be constructed
in reference to the usual importance sampling weights (29) obtained via the weight function
w = ∂pi/∂ν. Furthermore, we let EX denote the conditional expectation operator conditioned
on the entire Markov chain {Xt}∞t=1, so that EXkijpi (Xi, Xj) = kpi(Xi, Xj) for any i, j.
Beginning with case (b) first, by (33), there exists a square integrable function F and a
constant C such that
∂pi
∂ν
(x)4kijpi (x, x)
2 ≤ CV (x)r[1 + F (ξ, ξi, ξj)]2
for each i, j and x ∈ S. Positive-definiteness ensures that
kijpi (xi, xj) ≤ 12 [kiipi (xi, xi) + kjjpi (xj, xj)], i, j = 1, 2, . . . ,
and so we may take F to satisfy
F (ξ, x, y) ≤ 1
2
[F (ξ, x, x) + F (ξ, y, y)], for any x, y ∈ S. (35)
Consider the augmented Markov chain X˜t = (Xt, ξt) for t = 0, 1, 2, . . . Under the hypotheses,
since ξi are independent, X˜t is V˜ -uniformly ergodic where
V˜ (x, u) = V (x)[1 + F (ξ, u, u)]1/r. (36)
Letting ϕ((x, u), (y, v)) = w(x)w(y)Kpi(x, y, ξ, u, v), since each k
ij
pi is an unbiased estimator
of a Stein kernel, we see that∫
S×S
∫
[0,1]2
ϕ((x, u), (y, v)) dudv pi(dx)pi(dy) = 0,
that is, ϕ is a degenerate kernel. Furthermore, from (35),
Cb := sup
x,y∈S
sup
u,v∈[0,1]
∂pi
∂ν
(x)
∂pi
∂ν
(y)
|Kpi(x, y, ξ, u, v)|
V˜ (x, u)r + V˜ (y, v)r
≤ sup
x∈S
sup
u∈[0,1]
∂pi
∂ν
(x)2
|Kpi(x, x, ξ, u, u)|
V˜ (x, u)r
< +∞,
almost surely. Let v(n) denote the normalized reference weights v
(n)
i ∝ w(Xi). Observe that
Sn(v(n),X) =
n−2
∑n
i,j=1 EXϕ((Xi, ξi), (Xj, ξj))
n−2
∑n
i,j=1w(Xi)w(Xj)
= W−2n [(1− n−1)EXUn + n−1EXVn] (37)
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where Un is the degenerate U -statistic
Un :=
2
n(n− 1)
∑
1≤i<j≤n
ϕ((Xi, ξi), (Xj, ξj)),
and
Vn :=
1
n
n∑
i=1
ϕ((Xi, ξi), (Xi, ξi)), Wn :=
1
n
n∑
i=1
w(Xi).
Since, by assumption, |ϕ((x, u), (x, u))|2 ≤ CV˜ (x, u) for some constant C > 0, it follows
from [46, Theorem 17.01] that ‖Vn‖2 = O(n−1/2). Furthermore, by applying [24, Corollary
2.3], ‖Un‖2 = O(n−1). Finally, since w ∈ L1(ν), [46, Theorem 17.01] implies that Wn a.s.→ 1 as
n→∞. Therefore, Sn(v(n),X) = OP(n−1) as required.
For case (a), the results of [24] can no longer be applied directly. Instead, consider the
truncated reference weights v
(n)
i ∝ w(Xi) ∧ τn, where τn = o(n1/2) and τn → ∞ as n → ∞.
As before, by hypothesis, there exists a square integrable function F and a constant C such
that
kijpi (x, x)
2 ≤ CV (x)r[1 + F (ξ, ξi, ξj)]2
for each i, j and x ∈ S, where, once again, F can be taken to satisfy (35). The augmented
chain X˜t is V˜ -uniformly ergodic with respect to V˜ defined by (36) with the new choice of F ,
and now
Ca := sup
x,y∈S
sup
u,v∈[0,1]
|Kpi(x, y, ξ, u, v)|
V˜ (x, u)r + V˜ (y, v)r
< +∞,
almost surely. Defining
ϕn((x, u), (y, v)) = [w(x) ∧ τn][w(y) ∧ τn]Kpi(x, y, ξ, u, v), (38)
proceeding as before, there is the same decomposition (37) in terms of Un, Vn, and Wn,
but now with ϕ replaced by ϕn and Wn = n
−1∑n
i=1w(Xi) ∧ τn. Since ϕn ≤ τnϕ1 and
(x, u) 7→ ϕ1((x, u), (x, u)) is integrable with respect to the product of ν and the Lebesgue
measure on [0, 1], the ergodic theorem implies τ−1n ‖Vn‖2 is bounded, and n−1‖Vn‖2 → 0.
Unlike part (b), ϕn is no longer degenerate, however, by applying [24, Corollary 2.3] to the
Hoeffding decomposition of Un, and recognising that
sup
x,y∈S
|ϕn((x, u), (y, v))|
V˜ (x, u)r + V˜ (y, v)r
≤ τnCa,
it follows that there is a constant K > 0 depending only on V , the geometric ergodic-
ity of the chain Xt and the initial starting distribution (of X0), such that, for ϕ˜n(x, y) =∫ 1
0
∫ 1
0
ϕn((x, u), (y, v))dudv and any n = 2, 3, . . . ,
E
[
Un −
∫
ϕ˜n(x, y)ν(dx)ν(dy)
]2
≤ KC
2
1τ
2
n
n
→ 0. (39)
Denoting En = {x : ∂pi/∂ν(x) ≥ τn},∫
|ϕ(x, y)− ϕ˜n(x, y)|ν(dx)ν(dy) ≤
∫
En×En
|kpi(x, y)|pi(dx)pi(dy),
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which implies that
∫
ϕn(x, y)ν(dx)ν(dy)→ 0 by the dominated convergence theorem, which,
together with (39), implies ‖Un‖2 → 0. Finally, concerning Wn, by the ergodic theorem, for
any fixed m ∈ N, with probability one,
1 =
∫
w(x)ν(dx) ≥ lim sup
n→∞
1
n
n∑
i=1
w(Xi) ∧ τn
≥ lim inf
n→∞
1
n
n∑
i=1
w(Xi) ∧ τn ≥
∫
w(x) ∧ τmν(dx)→ 1,
and so Wn
a.s.→ 1. It follows immediately that Sn(v(n),x) P→ 0.
As a simple yet useful corollary, one can also look at the case where X1, X2, . . . are
independent and identically distributed random elements on S, in which case, V can be taken
to be any arbitrary integrable function, and so Theorem 1(a) follows if x 7→ kpi(x, x) ∈ L2(ν).
It is possible to weaken this assumption by using tighter estimates for the iid case, resulting
in a generalization of [42, Theorem 3.2] presented in Corollary 1. Analogous results can also
be obtained for other types of stationary sequences using similar arguments; we refer to [37]
for the enabling estimates in these cases.
Corollary 1. In the setting of Theorem 1, let X1, X2, . . . be a sequence of independent
random variables on S with common distribution ν, such that pi is absolutely continuous
with respect to ν.
(a) If x 7→ kpi(x, x) ∈ L1(ν), then S(pˆin‖pi) P→ 0 as n→∞.
(b) Letting w = ∂pi/∂ν, if x 7→ w(x)2kpi(x, x) ∈ L1(ν) and
(x, y) 7→ w(x)w(y)kpi(x, y) ∈ L2(ν × ν), then S(pˆin‖pi) = OP(n−1/2) as n→∞.
Proof. As in the proof of Theorem 1(a), define ϕn according to (38) and form the same
decomposition Un, Vn,Wn. Since τ
−1
n ‖Vn‖1 is bounded, n−1‖Vn‖1 → 0, and by the law of
large numbers, Wn
a.s.→ 1. By [37, Theorem 1.3.3], there exists C > 0 such that E[Un −∫
ϕ˜n(x, y)ν(dx)ν(dy)]
2 ≤ Cτ 2nn−1 → 0 as n → ∞. The remaining arguments in the proof
of Theorem 1(a) arrive at (a). For (b), following the same arguments as Theorem 1(b), this
time, computing the variance of Vn gives ‖Vn‖2 = O(n−1/2), while [37, Theorem 1.3.3] implies
‖Un‖2 = O(n−1).
For the canonical Stein kernel on Rd, if ∇ log p(x) is polynomial, then to satisfy the con-
ditions of Theorem 1(a), it suffices to establish V -uniform ergodicity for a drift function V
that grows as V (x) ∝ es‖x‖ for some s > 0. In particular, inspired by [28, Corollary 3.3],
the following Proposition 5 provides a simple sufficient condition for Theorem 1(a) when the
Markov chain {Xk}∞k=1 has Gaussian transition probabilities.
Proposition 5. Consider a Markov chain {Xk}∞k=1 on Rd satisfying the recursion Xk+1 =
µ(Xk) + σ(Xk)Zk, where each Zk is an independent standard normal random vector. Letting
Σ(x) = σ(x)σ(x)>, the conditions of Theorem 1(a) are satisfied if kijpi (x, x) = OP(‖x‖α) for
some α > 0 and
lim sup
‖x‖→∞
‖µ(x)‖2 + tr(Σ(x))
‖x‖2 < 1. (40)
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Proof. Our proof resembles that of [30, Proposition 1]. Let P denote the transition operator
of {Xk}∞k=1, and let Vs(x) = es‖x‖. It will suffice to show that {Xk}∞k=1 is Vs-geometrically
ergodic for any s > 0. By [28, Theorem 3.1], the Markov kernel P is irreducible with respect to
Lebesgue measure and aperiodic, and has small compact sets. Fixing s > 0, by [46, Theorem
15.0.1] and [46, Lemma 15.2.8], it suffices to show that PVs(x)/Vs(x) → 0 as ‖x‖ → ∞.
For Z a standard normal random vector, let α = lim sup‖x‖→∞ E‖µ(x) + σ(x)Z‖2/‖x‖2. By
assumption, α < 1, and note that by Jensen’s inequality,
E‖µ(x) + σ(x)Z‖ − ‖x‖ ≤ (√α− 1)‖x‖ → −∞, as ‖x‖ → ∞. (41)
Finally, [6, Theorem 5.5] implies
PVs(x)
Vs(x)
≤ exp
(
s2
2
+ sE‖µ(x) + σ(x)Z‖ − s‖x‖
)
,
and so PVs(x)/Vs(x)→ 0 as ‖x‖ → ∞ by (41).
Fortunately, (40) is satisfied for many algorithms generating approximate samples from
distributions on Rd, including the unadjusted Langevin algorithm [59], the (exact) implicit
Langevin algorithm [30], and the tamed unadjusted Langevin algorithm [7]. In situations
where a particular Markov chain of interest can itself only be approximately simulated (for
example, the inexact implicit Langevin algorithm [30]), in Corollary 2, we appeal to the
robustness of V -uniform ergodicity to perturbations in the total variation metric [23].
Corollary 2. Let X1, X2, . . . be a V -uniformly ergodic Markov chain on S for some Lya-
punov drift function V : S → [1,∞), with corresponding transition operator P . Consider a
family of Markov chains {Xt }>0 with a corresponding family of transition operators {P}>0
such that P → P in total variation as  → 0+. If V satisfies the hypotheses of Theorem 1,
then there exists some 0 > 0 such that the results of Theorem 1 hold for the Markov chain
X1, X

2, . . . for any 0 <  < 0.
4. Numerical experiments
4.1. Empirical study of the rate of convergence
Despite the OP(n−1/2) rate of convergence in Theorem 1(b), convergence rates in kernelized
Stein discrepancy do not necessarily carry across to other probability metrics. To explore
the extent to which this rate of convergence might hold with other discrepancy measures,
we conduct an empirical study with a simple sampling problem for which the maximum
mean discrepancy, an alternative convergence-determining probability metric popular in ma-
chine learning, can be computed exactly. In fact, the (squared) maximum mean discrepancy
(MMD) with Gaussian kernel between a weighted empirical distribution pˆin =
∑n
i=1 wiδXi
and the standard multivariate normal distribution in d dimensions is given by
MMD2(pˆin,N (0, Id)) =
(
σ2
2 + σ2
)d/2
− 2
(
σ2
1 + σ2
)d/2 n∑
i=1
wi exp
(
− ‖Xi‖
2
2(1 + σ2)
)
+
n∑
i,j=1
wiwj exp
(
−‖X i −Xj‖
2
2σ2
)
, (42)
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where σ2 is a chosen bandwidth parameter of the Gaussian kernel (which we take to be equal
to the dimension d).
Taking our target to be the d-dimensional standard normal distribution N (0, Id), we have
∇ log p(x) = −x. We employ the canonical Stein kernel (22) using the Gaussian, IMQ,
and inverse-log kernels, given by kGauss(x,y) =
1
d
∑d
i=1 e
−‖xi−yi‖2 , kIMQ(x,y) = 1d
∑d
i=1(1 +
‖xi − yi‖2)− 12 , and kinvlog(x,y) = 1d
∑d
i=1(1 + log(1 + ‖xi − yi‖2))−1 respectively. To sample
approximately from N (0, Id), we use the tamed unadjusted Langevin algorithm (TULA),
simulating the Markov chain
Xk+1 = Xk +
h
2
· ∇ log pi(Xk)
1 + γ‖∇ log pi(Xk)‖ +
√
hZk,
with X0 = 0, and where each Zk is an independent standard normal random vector in d
dimensions, h > 0 is the step size, and γ > 0 is a taming parameter, ensuring the chain
can drift by no more than h/(2γ) in Euclidean distance at each step. By [7, Proposition
3], for any h, γ > 0, the conditions of Theorem 1(b) are satisfied. In Figure 1, we plot
MMD to the standard normal distribution (computed using (42) with σ2 = d), for the
empirical distributions of unadjusted and Stein-adjusted samples generated using TULA.
The Stein kernels induced by the IMQ and inverse-log base kernels satisfy Assumption 1,
and numerical results suggest that it yields Stein-adjusted estimators with O(n−1/2) MMD
convergence rate. This is not the case for the Gaussian base kernel, which fails to establish
consistency, although does better than unadjusted samples.
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Fig 1. Rate of convergence in MMD to the standard multivariate normal distribution in 10 dimensions
of unadjusted vs Stein-adjusted empirical distributions. Samples are obtained using TULA with step size
h = 1 and taming parameter γ = 0.05. The corresponding Stein-adjusted weighted empirical distributions are
computed with respect to the canonical Stein kernel with Gaussian, IMQ, and inverse-log kernels.
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Fig 2. The LeNet-5 convolutional neural network architecture
4.2. Sampling the posterior density of a Bayesian neural network
To illustrate the efficacy of Stein importance sampling in high dimensions and large data
regimes, we consider sampling from a Bayesian posterior distribution formed from a convo-
lutional neural network (CNN). Let x 7→ g(x, θ) denote the LeNet-5 CNN [36] (see Figure
2) with parameters θ and ReLU activation functions x 7→ max{0, x}. With D = (xi, yi)ni=1
denoting the CIFAR10 dataset [34] where each xi is an image and yi a corresponding label,
we sample from the unnormalized Gibbs distribution
pi(θ) ∝ exp
(
−
n∑
i=1
`(g(xi, θ), yi)− 1
2
‖θ‖2
)
, (43)
where ` is the cross-entropy loss function. The distribution pi has an interpretation as a
Bayesian neural network with unit Gaussian prior; see [5, §10]. The resulting sampling prob-
lem is challenging; in addition to a parameter space of 62,006 dimensions and a dataset
comprised of 60,000 32× 32 colour images, the density pi is highly multimodal (in part due
to lack of identifiability). At this scale (high-dimensional, big data), many adjusted MCMC
methods become prohibitively expensive (see, for example, [55]), suggesting unadjusted sam-
pling methods with stochastic gradients. We employ a subsampled complete conditional Stein
kernel built on the IMQ kernel:
kijpi (x,y) =
d∑
k=1
1− 2(xk − yk)2
(1 + (xk − yk)2)3/2 −
(∂xk fˆi(x)− ∂yk fˆj(y))(xk − yk)
(1 + (xk − yk)2)3/2 +
∂xk fˆi(x)∂yk fˆj(y)
(1 + (xk − yk)2)1/2 ,
(44)
where d = 62006, n = 60000, and fˆi(θ) =
1
2
‖θ‖2 + n|Si|
∑
j∈Si `(g(xj, θ), yj), where each
Si is an independent uniformly sampled (without replacement) set of 128 elements from
{1, . . . , n}. To approximately sample from pi, we use the ATMC sampling algorithm, in-
troduced in [29]. One of the biggest challenges with unadjusted sampling using stochastic
gradients is the extra variance one incurs using an estimated gradient. Applying Nose´-Hoover
dynamics [16], ATMC [29] counteracts this additional variance with an additional control
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variate ξ taking the place of the friction parameter in Hamiltonian Monte Carlo. In partic-
ular, ATMC is a Markov chain targeting e−H(p,θ,ξ), where
H(p, θ, ξ) = − log pi(θ) + 1
2m
‖p‖2 + 1
2
∥∥ξ − 1
2m
diag(B)
∥∥2 ,
and B is the expected covariance matrix of the stochastic gradients ∇ˆ log pi. Although B
could be estimated beforehand, the dynamics of ATMC are constructed so that B does not
appear in any computations. Momenta p and temperatures ξ can be discarded, keeping only
realizations of θ as approximate samples from pi. ATMC is state-of-the-art amongst unad-
justed sampling algorithms, and performed favourably in our experiments. Unfortunately,
as a Markov chain, ATMC is not geometrically ergodic and so does not satisfy the condi-
tions of Theorem 1. To overcome this, we propose the simple trick of switching to TULA
targeting e−H(p,θ,ξ) when ‖p‖2 + ‖θ‖2 + ‖ξ‖2 > R2, for fixed large R > 0. Formally, let-
ting PATMC and PTULA denote the Markov transition kernels for the ATMC and TULA
sampling procedures, respectively, we may consider the Markov chain with transition kernel
P (x, dy) = 1{‖x‖ ≤ R}PATMC(x, dy) + 1{‖x‖ > R}PTULA(x, dy), which is geometrically
ergodic and satisfies the conditions of Theorem 1(a). Simulating ATMC with m = 1.5 and
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Fig 3. Estimated KSD for unadjusted and Stein-adjusted samples generated using ATMC on the Bayesian
LeNet-5 CIFAR10 problem (43) (left), Stein importance sampling weights computed via Algorithm 1 using
all 10,000 samples (upper-right), and trace plots of the first 100 parameters (right).
a stepsize of h = 10−5, using a naively subsampled stochastic gradient with a batch size of
128 images, we generated 10,000 approximate samples X1, . . . ,X104 from pi, after a burn-in
period of 40,000 steps. For each k = 10, . . . , 104, the first k samples are reweighted via Algo-
rithm 1 with the Stein kernel (44), yielding weights w1, . . . , wk. The discrepancy between the
target distribution pi and the resulting unadjusted and Stein-adjusted empirical distributions,
is estimated by approximate KSD
∑k
i,j=1wiwjk
ij
pi (X i,Xj), which becomes increasingly ac-
curate as k →∞. The results are presented in Figure 3, together with a trace plot of the first
100 parameters, and the final set of weights obtained from all 10,000 samples. Observe that
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as the number of samples increases, the performance of the Stein-adjusted samples improves
(with respect to KSD) compared to their unadjusted counterparts, and suggests convergence
to the correct target distribution.
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