A genetic algorithm (GA) is a procedure that mimics processes occurring in Darwinian evolution to solve computational problems. A GA introduces variation through "mutation" and "recombination" in a "population" of possible solutions to a problem, encoded as strings of characters in "genomes", and allows this population to evolve, using selection procedures that favor the gradual enrichment of the gene pool with the genomes of the "fitter" individuals. GA's are particularly suitable for optimization problems in which an effective system design or set of parameter values is sought. ii.
Introduction
With the sequencing of the human genome, and the inventory of its total protein-coding gene content, a full understanding of the programs controlling metabolism, development, and adaptation may seem to be within reach. However, over the years it has become increasingly clear that regulation of gene expression is achieved through highly complex dynamic interaction networks, often called Genetic Regulatory Networks (GRN's).
There is now a large amount of information available about gene expression levels in different cells, tissues, and organisms, at different stages of development, response, and adaptation. Nonetheless, unraveling the intricate structure of the GRN's that underlie these processes is difficult, and requires the integration of a great number of experimental and computational resources. Techniques are being developed to pinpoint and quantitatively describe the interactions--of so-called cis-regulatory sites with trans-regulatory factors--that lead to enhanced or reduced gene expression. In addition, network structures can, at least partially, be inferred using sophisticated statistical techniques that detect correlations and dependencies in gene expression levels. On the basis of the progress already made in these fields, it is widely expected that one day it will be possible to use the knowledge about the basic interactions, constrained by information obtained with network inference techniques, to automatically create mathematical GRN models that not only show similar dynamics and responses, but also have the same network structure as the intracellular GRN's that they aim to describe. Procedures for automatic or computer-aided dynamic GRN generation will almost certainly make use of computational evolutionary techniques to search for networks that exhibit the intended behavior. It is likely that computational tools will be using a limited number of pre-defined dynamic components that describe processes such as transcription, translation, and transport, and sub-networks such as signaling cascades. The greatest challenges in the development of such tools lie, in the first instance, in deciding what the nature and characteristics of these predefined components should be, and in collecting sufficient information to be able to describe their dynamics in adequate detail.
The purpose of this chapter is to give readers an impression of what Evolutionary Computation (EC) is, and
what its advantages and limitations are, and how it may be used. We illustrate how EC techniques, specifically a class of techniques called Genetic Algorithms, can be used to generate GRN models that show a particular, relatively complex behavior on the basis of an example taken from our own investigations into the potential of GRN-like structures as control systems. An in-depth discussion of the requirements for quantitative modeling and simulation of biological GRN's is beyond the scope of this chapter, and we will focus mostly on "conceptual" or artificial GRN's, mathematical models that qualitatively capture the most distinctive features of biological GRN's.
Evolutionary computation and genetic algorithms
Relatively early in the history of modern computation, engineers had the idea to harness the power of evolution for optimization purposes. After all, evolution, driven by the related mechanisms of genetic drift and natural selection, has led to the huge diversity of well-adapted species we see on earth nowadays. Evolution, it is argued, is a massively parallel search that tests the ability of millions of populations to adapt to their habitats.
In its most general definition, biological evolution is "change in the gene pool of a population from one generation to the next". A gene is a hereditary, functional unit that can be passed on unaltered for many generations, and a gene pool is the collection of all genes in a population--here: a group of individuals that are able to interbreed and produce fertile offspring 1 . Genetic drift is the accumulation of random change in the gene pool of a population over time. Each individual member of a population has its own, unique genotype, the full set of genes in its genome. Genetic variation within a population is brought about by mutation, heritable change in the genotype of a single individual, or recombination, the reshuffling and exchange of genetic material between two individuals. An individual's ability to adapt to its environment is determined by its phenotype, the physical expression of its genotype in that environment. While mutation and recombination increase the diversity within a population, natural selection makes it decrease. "Fitter" individuals--those whose phenotype is best adapted to the environment--are the ones that, on average, produce more offspring. Greater fitness may be due to greater viability, the probability to survive to a given age, or to increased fertility, which is related to the total number of offspring produced during a lifetime. In a population whose size remains the same, traits that make individuals fitter will accumulate as the population evolves over many generations, while the less favorable ones will disappear.
The evolutionary cycle, in which a number of individuals are selected from a population on the basis of their fitness in step 1, to produce offspring that receives, in step 2, a combination of the--possibly mutated--parental genomes, and where, in step 3, the new generation replaces the whole previous generation in the population, is depicted in Figure 1 . This simple cycle of selection, variation, and replacement forms the basis of all evolutionary computation. Evolutionary Computation (EC) has been found particularly appropriate for solving multidimensional problems whose parameter space is too large to search exhaustively or too complex to investigate systematically. By probabilistically searching and improving a "population" of "candidate 4 solutions"--rather than trying to find a single analytical solution, or applying deterministic search rules--the algorithms used in EC often find good, albeit not necessarily the best, solutions. As with all such global search heuristics, EC techniques are better suited to certain types of problems than to others, and are certainly not guaranteed to solve any problem optimally. However, because they have fewer restrictions, evolutionary algorithms are, on the whole, applicable to a wider range of problems than many other optimization techniques.
Genetic Algorithms (GA's) form a particular class of EC techniques 2 , first developed in the 1960s by John
Holland in an attempt to use natural adaptation mechanisms in computer science (1, 2). GA's use selection methods and so-called genetic operators, such as cross-over, mutation, and inversion, to slowly change the information content in a population of "genomes". Using a set of rules that is different for different problems, the information in each genome is translated into a "phenotype". The characteristics of each phenotype are then compared with a set of desired characteristics, and assigned a "fitness value" on the basis of the comparison.
The selection process is set to favor genomes that produce fitter phenotypes, allowing the fitter individuals to produce most of the offspring.
Thus, GA's employ procedures that simulate, in a highly simplified fashion, the processes that operate in biological evolution. The assignment of a fitness value to a genotype on the basis of a comparison with a target behavior is clearly unrealistic, as in nature there are no targets, just survival and reproduction probabilities in a given environment. However, the primary purpose of a GA is not to accurately simulate biological evolution, but to solve computational problems. In that context, GA's are often capable of providing satisfactory solutions to complex optimization problems that cannot so easily be solved by other, more formal methods. For further reading we recommend An Introduction to Genetic Algorithms by M. Mitchell (3), and the two volumes in the series Evolutionary Algorithms, edited by Back, Fogel, and Michalewicz (4).
Genetic regulatory networks
In its most basic definition, a GRN is a collection of regulatory interactions between genes and gene products. A gene product (PR) 3 is a macromolecule that has been constructed on the basis of the information present in the coding region of the gene, and may be a polyribonucleotide (RNA) or a polypeptide (protein). A gene is said to be expressed in a cell when its gene products can be found in that cell. Some genes are constitutively expressed, and their PR's always present. Most genes, however, are conditionally expressed: they are only activated under certain conditions. In spite of the fact that all cells that form an organism have the same genome, expression levels within a single organism often vary widely from tissue to tissue, from cell to cell, and over time. This differential gene expression may originate in variations in certain extracellular conditions, or in variable detection of, or response to the external conditions, but can also be caused by asymmetries in the distribution of certain key molecules after cell division. Thus, the PR's participating in the cell signaling apparatus that detects these differences in conditions form the "input" to GRN's, whereas the PR's that contribute to the cell structure and metabolism are the "output". In more elaborate models, PR's, their precursors, and the various processes that contribute to changes in their levels may have individual representations. Although no one way of representing GRN's is "the best", the inclusion or omission of detail will certainly make particular models more fit for purpose than others.
Graphical representations such as the ones described above specify which processes can and cannot occur.
However, the response of a network to an incoming signal can only be assessed on the basis of rules that describe how rapidly the value of a node changes when the values of other system components change. In their most simplified form, GRN's are modeled as Boolean networks, in which the genes are either "on" or "off".
Boolean network models usually let a full response to changed conditions take place in a single, discrete time step. More complex dynamic models may include delays and fractional or exponential response mechanisms, and PR levels are allowed to assume (positive) values on discrete or continuous scales. Most models define a functional dependency of the rate of PR production on the amount of TF's present, so that increasing the amount of an activator, or decreasing the amount of a repressor increases the rate of PR production. In order to prevent unlimited growth, a PR breakdown rate or an upper level must be specified. Synergistic effects may be modeled in different ways, some of which are outlined in (5).
The parameters associated with the delayed, fractional, or exponential response determine the rate at which these networks can adapt to changed conditions. Time may be modeled discretely or continuously. To simulate the responses of a network over time, discrete-time models require solution of a set of difference equations, whereas continuous-time models translate to sets of differential equations that are numerically integrated.
Stochasticity (randomness) may be introduced in various ways in both types of models; however, introduction of stochasticity tends to be computationally costly, and, for highly abstracted models, does not usually yield a more accurate reflection of reality.
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Again, no particular modeling framework is necessarily better or more realistic than any of the others. The mechanisms that operate within a biological cell or organism are so diverse and complex, and the models so abstract, that it is possible to find some "biological justification" for most. Altogether, there are far more ways of modeling GRN's than can be evaluated here. Many excellent reviews have appeared over the last decade, some discussing specific systems, some examining specific modeling techniques, and others attempting to evaluate the whole (6-28). An example of how the above concepts and considerations can be incorporated in a dynamic model is presented in section 2.2. . Although these models differ in detail, all include a 2D spatial arrangement of cells that can detect the concentration of morphogen in an underlying stratum. In our version, all cells can also produce this morphogen, and secrete it into the stratum. Gradients form when the morphogen diffuses away from the cells that secreted it, and eventually decays. Cells only "communicate" through these morphogen gradients; there is no other exchange of information between cells. Each cell has its own independent control unit that regulates, inter alia, its morphogen secretion rate, and determines its color. These control units are instances of a GRN, and have the same components and connectivity in each cell.
The task for the GA in this example is to find a GRN that controls cellular morphogen secretion in such a way that a gradient forms along the long axis of the flag-shaped environment as the cells in the embryo multiply and eventually fill the whole flag. The gradient has to be steep enough to allow the cells to determine whether its level at their position is above, in between, or below two separate thresholds, in order for them to adopt a blue, 8 white, or red color. More information on the development of this GRN-controlled French flag system, including a detailed description and discussion of the results, is found in (34).
Materials

Cellular model
To mimic the growth and multiplication of cells in a developing embryo, we used an existing implementation of the so-called Cellular Potts Model (CPM). The CPM was originally developed by Glazier and Graner to simulate differential adhesion driven cell arrangement (35), but has been re-used for a variety of cell-level modeling tasks, recently reviewed by Merks and Glazier (36). The CPM has two layers, both consisting of pixel lattices (here of 60  40 pixels each). In the top layer, "cells" are represented as domains of adjacent pixels.
Every pixel is associated with an integer number that identifies the cell to which it belongs, with zero indicating that it does not belong to any cell. The system advances in time steps in which each pixel attempts once, on average, to copy its value into a randomly chosen neighboring pixel. Copying success is limited by so-called effective energy constraints: each cell has an ideal size (number of pixels in the cell) at which its energy content is minimal, and deviation from the ideal incurs an energy penalty. A copying attempt will succeed in any case if the copying decreases the energy of the whole system. The copying event may even proceed if the overall energy is predicted to increase, but the probability of success decreases exponentially with increasing energy differences. Because of this, cells remain dynamic, even if their energy is close to minimal. Other cell properties that can be constrained, and therefore externally controlled, include shape (the ratio of its projections on the horizontal and vertical axes), its tendency to "stick" to neighboring cells, and the direction in which to divide.
Importantly, all cells in our model have the ability to "secrete" one or more types of morphogen into the "stratum" in the bottom layer, and to read out its current level in each time step. The rate of secretion is open to external control. Each type of morphogen has fixed diffusion and decay rates, and its distribution over time over the stratum is computed by numerically solving the partial differential equations that describe the diffusion, decay, and production (secretion) of the morphogen. We used a flexible open source CPM implementation called CompuCell3D (see http://CompuCell3D.org and (36) for implementation and formalism details), which allowed us to choose pre-defined constraints, and also to define new ones where necessary. CompuCell3D also facilitates the use of external control modules to control the various parameters that determine cell behavior. together, whereas the CRMs make independent contributions to the gene expression level. These contributions may either be activating or inhibitory (repressive).
GRN model
These effects are quantitatively implemented as follows. At any one point in time, each PR in each cell is associated with a number, n, that represents the amount of PR molecules in that cell. The TF's that bind to a single CRM do so (conceptually) as a tight complex (a hetero-oligomer), so that the TF with the smallest number molecules present determines the total amount of complex that can be formed 6 . The contribution of one CRM to the overall expression level is taken to be proportional to the amount of complex formed. Activating
CRMs make a positive, and inhibitory CRMs make a negative contribution. The sum S of the individual CRM contributions is then translated into a PR production rate v p between zero and a maximum rate (e.g. 150 PR molecules per time unit). The relationship between v p and S is sigmoid, with its inversion point below zero for constitutive, and above zero for facultative genes. Figure 2a shows a graphical representation of a single gene, and demonstrates how v p is calculated from the quantities of its TF's. Each PR also decays at a rate v d that is
proportional to the amount n of PR present:
To simulate the response of the GRN in each cell to the changing conditions, time is divided in discrete steps t of unit size (t = 1). The quantity of the i th PR in the j th cell at the end of time step t, n i,j (t), is calculated by simply adding the number of PR molecules formed in time step t to the quantity n i,j (t-1) of the same PR in the previous time step, and subtracting the number of molecules that have disappeared, as shown in equation 1. This is done for all PR's in all cells.
The GRN for the French Flag system uses 20 genes to produce a maximum of 16 different PR's (justified in section 3.1). All PR's may be used as TF's (to regulate the expression of other genes). Furthermore, a total of 12 PR's have the following pre-defined functions. 1) For each cell, the only input into the GRN comes from the average concentration of two morphogens, m 1 and m 2 , in the part of the stratum directly underneath the cell. This is done at the start of each time step by reading out, and setting the number of molecules of two particular PR to values proportional to m 1 and m 2 . A further 10 PR's form the GRN's output, and act as controllers for the CPM. One PR controls the cell's target size: when there is a large amount present, the cell will try to grow until it reaches the size threshold for division (and then divides); if its quantity is zero, the cell will shrink, and eventually disappear (undergo "apoptosis"). Five more PR's set the cell's shape, stickiness, and division direction targets, essentially in the same way. Another two govern the morphogen production-secretion rate:
again, the more PR, the greater the rate. Finally, two PR's determine the color of the cell: high quantities of both (compared with a set threshold) make the cell blue, one high and one low gives white, and two low quantities yields a red cell.
Simulation
In a simulation round, the CPM is combined with a "wired" (equipped with a particular connectivity pattern, as encoded in the genome; see section 3.1) and parameterized GRN model. The simulation starts with a single cell, and therefore one copy of the GRM. After setting the PR quantities in that cell to their initial values (usually zero), the system is left to develop. In viable individuals, the cell will begin to grow as soon as the PR that controls the target size accumulates, and will divide when its threshold for division is reached. Upon division, the cell's PR content is distributed between the daughter cells in quantities proportional to their sizes, and each daughter receives an exact copy of the GRN. Because of the way the CPM is designed, cells cannot grow on top of each other, or outside the pixel lattice, so that the lattice fills up with cells over the course of the simulation.
The fraction of the lattice that is covered by cells by the end of a simulation round (of 200 time steps, in our case) is dependent on the growth rate that is achieved by the system. Numerical integration of the rate equations for the GRN system, as expressed in equation 1, is deterministic: if a simulation is started with the same initial PR quantities in cells with equal and constant sizes, the PR quantities will develop equally in all cells. However, the CPM is a non-deterministic system: it uses a random number generator to choose a neighboring pixel in each copying attempt (section 2.1). Provided they are carried out with a different sequence of random numbers, no two simulation rounds will be the same 7 , even if they start under equal initial conditions.
Software
Genetic algorithm-aided design of artificial GRN's as controllers for specific system requires a combination of three elements: 1) the device for which a controller is required (here the CPM), 2) a GRN modeling and simulation tool, and 3) a tool that applies the GA.
Obviously, the "device" is different for each application; it may be a virtual system (such as the CPM in our running example), but could equally well be a physical apparatus, a robot of some kind, or simply a table that lists the quantities of particular PR's during a simulation. Whatever the device, it must be possible to formulate a desired behavior for it, and to somehow quantify its accomplishment in comparison with the target.
Because there is no standard way of modeling GRN's, few off-the-shelf tools are available for this purpose.
Some relatively mature tools that have been designed specifically for modeling and analyzing GRN's are the Genetic Network Analyser (GNA) (37), and GINsim (38), which use qualitative simulation methods for predicting gene expression in highly abstracted GRN models. Furthermore, there are many software packages that are suitable for modeling of biochemical reaction networks and dynamical systems in general (see (39) and (40) for examples), and in principle it is possible to use almost any of these to create dynamic GRN models and simulate their dynamics. Mathematics packages such as Mathematica, MATLAB, Maple, and Octave, as well as programming languages for which mathematics libraries are available, such as FORTRAN, C/C++, Java, and Python, may facilitate the numerical simulation of GRN's. Moreover, these high-level programming packages often contain generic tools for setting up and using GA's.
In general, because application of GA's to any problem requires the integration of a number of software tools, some of which may have to be developed from scratch, and most will need to be adapted to the current problem, knowledge of a high-level programming or scripting language, or familiarity with a dedicated mathematics package is essential.
As a general rule, application of GA's is computationally intensive. In the case of our running example, an "evolutionary run" lasted for 250 generations, with each generation consisting of 250-300 individuals; that is 250 times 250-300  10 simulation rounds of 200 time steps each (see sections 2.3 and 3.3), plus overhead for the computation involved in the fitness assessment for each individual in each generation, the selection procedure, and the application of the evolutionary operators to each generation. Although it is possible to do these computations using a single processor, they are readily split into segments that can be performed in parallel. We used a specialized workload management system called Condor (41) to distribute the parallel segments between hundreds of desktop workstations in our University (including many student lab machines), harnessing the CPU power that would have been wasted while they were standing idle, and cutting the overall computation time by one or two orders of magnitude.
Methods
As explained in section 1.1 and show in Figure 1 , an evolutionary cycle includes three steps: In this section we introduce the most popular approaches to the introduction of variation and selection, and describe in detail how the genome, phenotype, and fitness concepts were tailored to our running example.
Genome representation
In GA's, genomes are typically represented by strings (linear sequences, as in DNA itself) of characters that somehow represent a solution to the problem that needs to be solved. These strings are often just sequences of zeros and ones, but larger "alphabets" --sets of permitted characters --are also allowed. The genome representation in our running example uses an alphabet of 4 characters: 0, 1, 2, and 3. Each genome consists of 20 individual "genes"
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, and also encodes some information that is global to the system. Each gene is subdivided into one "coding" area and several "cis-regulatory modules" (CRMs). In turn, each CRM contains a number of 
Genotype-phenotype mapping
In the case of our running example, the rules that specify how the information contained in the genome is (preferential division direction); and morphogen concentration sensors (input): pr12 and 13.
Fitness evaluation
To rank the fitness of the individual genomes, a so-called fitness function, a quantitative measure for their proximity to the target, must be specified. The design of the fitness function depends entirely on the nature of the problem, and may vary from simple root mean square deviation to a sophisticated statistical analytic function.
In our example, fitness was assessed as follows. As stated in section 2. Here, x and y enumerate the width w (60 pixels) and height h (40 pixels) of the lattice, respectively, so that 0 < x ≤ w, and 0 < y ≤ h. The color T xy of the pixel at position (x, y) in the target lattice is compared with the color of the pixel in the same position in the cell array, R xy . If the colors are different, the statement R xy  T xy is 15 true, and if they are the same, it is false. Each "false" is converted to 0, and each "true" to 1, and the resulting zeros and ones for each position are added up, and the answer divided by the total number of pixels, w  h.
Thus, the fitness f will evaluate to its maximum value of 1 if all pixels in R have the same color as those in T (so that the sum of all (R xy  T xy ) terms equals 0). The factor 4 -n C , where n C is the total number of colors present in the final cell array, in the second term of the function, puts a "penalty" on the use of fewer than three colors in the final pattern, as follows. Suppose R uses all three colors (4 -n C = 1), and 25% of the pixels in R have the same color as their counterparts in T, so that the sum of all (R xy T xy ) terms equals 0.75. In that case, f evaluates to 0.25. However, if only one or two colors are used in R (4 -n C = 3 or 2), f is much smaller, namely -1.25 or -0.5, respectively. In this way, individuals are "encouraged" to use all three colors early on in the evolution. This refinement of the fitness function was deemed to be necessary when it was found that too many evolutionary runs led to monochrome arrays, indicating that the original fitness function (without the 4 -n C factor) had insufficient discriminatory power to allow the search come to a satisfactory conclusion. Furthermore, the overall fitness of an individual was computed by carrying out ten separate simulation rounds (performed with different random number sequences, see section 2.3) and averaging the values of f obtained in each of these rounds, to ensure that the solution was relatively robust.
Initial population
To start an evolutionary run, an initial genome population must be created. The composition of this initial population is, again, entirely dependent on the problem itself, on the way the problem has been encoded in the genome, and also on the prior knowledge that is to be taken into account. In the case of the running example, the initial population of 250-300 individuals consisted of genomes in which each of the 20 genes had a single CRM.
All mutable characters in the sequences (the zeros and ones) were randomly assigned, yielding a collection of randomly connected network. Note that the genes in these networks produced a subset, and not necessarily all, of the possible PR's.
Selection and replacement
Once the fitness of each individual in the population has been established, a proportion of the genomes are selected to act as parents for the next generation. Typically, two individuals are selected, and allowed to produce two offspring. During this process, exchange and mutation of the genetic material occurs, so that the offspring differ somewhat from the parents. Selection of parents continues until the total number of offspring is equal to the number of individuals in the parent population, after which the older population is replaced with its offspring. Several strategies have been developed that let the fittest produce the most offspring, but leave a fair amount of genetic variability in the population. Here we introduce the selection techniques that are most widely used for the selection of the parents.
The first method is "fitness proportionate" selection, a weighted lottery in which the chance to be selected increases with fitness. This method is often depicted as a roulette wheel, as in Figure 3a . As individuals may be selected more than once, their reproduction rate is proportional to their fitness. Another method involves a "tournament", in which a number of individuals are randomly chosen from the current population, and out of these the two fittest are selected for reproduction (Figure 3b) . Again, individuals may be selected multiple times, and the fittest may win several tournaments, but here their reproduction rate is not necessarily proportional to their fitness. The last strategy is "elitism", in which the genomes of a number of the fittest individuals are copied exactly into the pool of offspring. The remainder of the offspring is then generated using one of the other procedures. In a strategy that uses elitism, the highest fitness value never decreases in the population, which some consider to be an advantage.
In the example, a combination of elitism with tournament selection was used: the fittest genome was kept unchanged, and the rest of the offspring were obtained from tournaments involving 15 randomly chosen individuals.
Variation
As in nature, mutations in a genome are achieved by changing a character in a random position along the length of the genome into another character from the alphabet, or by inserting or deleting a string of characters. Crossover is realized by allowing two parents to exchange part of their genomes. Figure 4 illustrates the typical implementation of point mutation, deletion, duplication, inversion, and cross-over.
In the running example, point mutations are made by changing a 0 into a 1 or a 1 into a 0. Point mutations to delimiters (2 or 3) do not occur. Cross-over requires a pair of genomes, P1 and P2, and is performed as follows.
Each genome is parsed into 21 segments, 20 of which containing a gene, and one containing the global parameter section. One segment is randomly selected, and a cross-over position, X, is chosen within this segment. If the chosen segment happens to be the global area of the genome (which has the same length in both parents), the genome parts distal 11 Associated with each genetic operator is a value that specifies the frequency with which it is to be applied. In the example, the probability that a 0 or 1 changes into a 1 or a 0 during a single evolutionary cycle is 1%, whereas the probability for a point-mutation in a 2 or a 3 is zero. The deletion, duplication, and inversion parameters
were not used, but the Gaussian-offset cross-over frequency per genome in one evolutionary cycle was set at 90%.
Results
The results of one successful evolutionary run are summarized in Figure 5 . The top panel shows that the fitness of the best individual in the population rises in a number of distinct phases. These phases are characterized by an initial sharp increase in fitness, followed by period in which the rate of increase becomes gradually smaller, sometimes dropping down to almost zero for an extended period. It would appear that an "evolutionary innovation" has been made, and a whole new set of better solutions has been uncovered. The GA then spends (the only TF without a predefined function). Note that the system could have used two different morphogens and three different stickiness constraints, but appears to have "discovered" that it needed to use only one morphogen (morphogen 2), and that two stickiness constraints were sufficient. 
Concluding Remarks
Just as there is no single best way of modeling GRN's, there is no all-purpose GA, and not all problems lend themselves equally well to the GA approach. Even if a solution domain is easily expressed in some sort of "genome" structure, the genome may turn out not to be "evolvable". Poor evolvability may be inherent in the problem, but it may also be due to the way the solution domain is encoded, the genotype-phenotype mapping, or simply to the choice of evolutionary operators and parameter settings. As a rule, it is a good idea to ensure, if possible, that single mutations mostly lead to relatively small changes in the phenotype. It is also advised to try out different evolutionary operators and parameter settings. Techniques exist to automatically adapt parameter values during an evolutionary run: a widely used algorithm is Simulated Annealing (42, 43), but it is also possible to use other EC techniques (which are, after all, good at optimization) for this purpose (44).
Furthermore, solutions to complex problems may sometimes be found by "easing" the system along by shifting the target, as was done in (45, 46). To this aim, the "evolutionary pressure" is gradually increased, by first letting the system find a good solution to a part of the problem, and then gradually changing the target to the parts for which a solution is more difficult to find.
It may have become clear from the above exposition that while GA's borrow ideas from nature, they still lack a lot of biological detail. Because basic GA's have quite a few limitations, their users--engineers, scientists--have been prompted to inject more ideas from natural evolution into GA's to try and boost their performance in optimization problems (47). It is generally believed that the introduction of "junk code" (as in the genome representation in our example) and diploidy with dominance-recessivity allows for information buffering and protection. The inclusion of developmental programs in which a single unit grows into a differentiated multiunit structure may result in improved scalability, modularity, and robustness. Because genetic diversity allows species to adapt more easily to changing conditions in nature, some GA's include strategies designed to preserve diversity. Many of these and similar extensions do indeed improve performance in particular instances, but on other occasions they may only add complexity and increase the search time (48).
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