Value-at-Risk (VaR) forecasting via a computational Bayesian framework is considered. A range of parametric models are compared, including standard, threshold nonlinear and Markov switching GARCH specifications, plus standard and nonlinear stochastic volatility models, most considering four error probability distributions: Gaussian, Student-t, skewed-t and generalized error distribution. Adaptive Markov chain Monte Carlo methods are employed in estimation and forecasting. A portfolio of four Asia-Pacific stock markets is considered. Two forecasting periods are evaluated in light of the recent global financial crisis. Results reveal that: (i) GARCH models out-performed stochastic volatility models in almost all cases; (ii) asymmetric volatility models were clearly favoured pre-crisis; while at the 1% level during and post-crisis, for a 1 day horizon, models with skewed-t errors ranked best, while IGARCH models were favoured at the 5% level; (iii) all models forecasted VaR less accurately and anti-conservatively post-crisis. ABSTRACT Value-at-Risk (VaR) forecasting via a computational Bayesian framework is considered. A range of parametric models are compared, including standard, threshold nonlinear and Markov switching GARCH specifications, plus standard and nonlinear stochastic volatility models, most considering four error probability distributions: Gaussian, Student-t, skewed-t and generalized error distribution. Adaptive Markov chain Monte Carlo methods are employed in estimation and forecasting. A portfolio of four Asia-Pacific stock markets is considered. Two forecasting periods are evaluated in light of the recent global financial crisis. Results reveal that: (i) GARCH models out-performed stochastic volatility models in almost all cases; (ii) asymmetric volatility models were clearly favoured pre-crisis; while at the 1% level during and post-crisis, for a 1 day horizon, models with skewed-t errors ranked best, while IGARCH models were favoured at the 5% level; (iii) all models forecasted VaR less accurately and anti-conservatively post-crisis.
INTRODUCTION
Financial risk management has undergone much change and greater regulation in the last twenty years following, and in many ways in response to, the major stock-market crash ("Black Monday") * Correspondence to: Cathy W.S. Chen, Department of Statistics, Feng Chia University, Taichung, Taiwan. Email: chenws@fcu.edu.tw 1 of October, 1987. Now, another major market incident, the global financial crisis (GFC) in 2008-09, has prompted calls for more and different financial regulation. In order to better control the risk of financial institutions and to protect them against large unexpected losses, the group of G-10 countries agreed in 1988 to sponsor and subsequently form the original Basel Capital Accord. In the last two decades, however, large unexpected losses have continued to occur with regularity: e.g. in December 1994, Orange County (US) announced a loss of $1.6 billion in its' investment portfolio; in 1995, Nick Leeson, of Barings Bank (UK), lost $1.4 billion in speculation, primarily on futures contracts; in 1997, the Asian financial crisis began, which started in Thailand with the financial collapse of the Thai baht; among others, and finally the very recent GFC. Financial markets and the products traded on them are continuing to become more complicated and difficult to properly understand and assess by existing risk management tools and regulations. Such methods and rules clearly need to evolve as well.
Value-at-Risk (VaR) was pioneered in 1993, as a part of the "Weatherstone 4:15pm" daily risk assessment report, in the RiskMetrics model at J.P. Morgan. By 1996, amendments to the Basel Accord (Basel Accord II) allowed banks to use an 'appropriate model' to calculate their VaR thresholds. Jorion (1997) defines VaR as a measure of the highest expected loss, over a given time interval, under normal market conditions, at a given confidence level: VaR is thus a conditional quantile of the asset return loss distribution. Following Basel II, VaR has become more popular and is widely used in practice for risk management and capital allocation. The recommended back-testing guideline proposed by the Basel Committee on Banking Supervision (1996) is to evaluate a one percent (1%) VaR model over a 12 month test period (250 trading days). VaR has been criticised for not measuring the magnitude of a loss in case of an extreme event. As such, and following McAleer and da Veiga (2008) , we also consider various criteria measuring the loss magnitude given a violation, such as mean and maximum absolute deviation. These measures go beyond assessing violation rates and allow risk management to incorporate loss magnitude. Further, the different measures of model performance allow financial institutions to select different combinations of alternative risk models to forecast VaR using selection or combining strategies to suit their purpose.
The GFC came to the forefront of the business world and global media in September 2008, with the failure and merging of several American financial companies, e.g. the federal takeover of Fannie Mae and Freddie Mac, Lehman Brothers filing for bankruptcy after being denied support by the Federal Reserve Bank. However, the "credit-crunch" became apparent in January, 2008 and it has been suggested the whole GFC was pre-empted by house prices falling in June, 2007. In late 2008, a number of indicators suggested that the major stock indexes were in a downward spiral globally. Consequently, how to forecast market risk, via VaR, during such extreme periods, becomes a crucial issue in risk management and investment. To shed light on this issue, this study examines a sample of four major Asia-Pacific Economic Cooperation (APEC) stock markets, being the daily stock indices: Nikkei 225 Index (Japan), HANG SENG Index (Hong Kong), the Korea Composite (KOSPI) Index; and the US S&P 500 Index. To test a range of competing models in varying market conditions, the forecast period was split up into two segments: the first finishes at 29 February 2008, well before the effects of the GFC on world markets were clear. The second validation sample starts in August 2008 and includes the worst of the GFC period and some "post-crisis" period as well.
There are many approaches to forecasting VaR: these include non-parametric methods, e.g. historical simulation (using past or in-sample quantiles); semi-parametric approaches, e.g. extreme value theory and the dynamic quantile regression CAViaR model (Engle and Manganelli, 2004) ; and parametric statistical approaches that fully specify model dynamics and distributional assumptions e.g. RiskMetrics T M (J.P. Morgan, 1996) and GARCH models (see Engle, 1982 and Bollerslev, 1986) . The aim of this paper is to compare a range of well-known, modern and fully parametric econometric models to forecast VaR, under a Bayesian framework, before, during and after the GFC. Each model includes a specification for the volatility dynamics and most consider four specifications for the conditional asset return distribution: Gaussian, Student-t, generalized error distributions (GED) and the skewed Student-t of Hansen (1994) . When forecasting VaR thresholds, our goal is to find the optimal combination of volatility dynamics and error distribution in terms of the observed violation rates and the magnitude of the deviation of violating returns, both pre and during/after the GFC.
The focus here is on parametric models and Monte Carlo simulation. However, many of the models are flexible, with quite pliable error distributions and differing specifications for volatility dynamics, that can capture the main empirical or stylized facts observed for financial asset return data: fat tails (lepto-kurtosis), volatility clustering and asymmetric volatility (Poon and Granger, 2003) . We consider popular variants and extensions of the GARCH model family as follows: RiskMetrics; symmetric GARCH; integrated GARCH (IGARCH), Engle and Bollerslev (1986) ; asymmetric GJR-GARCH, Glosten, Jaganathan, and Runkle (1993) ; asymmetric exponential GARCH (EGARCH), Nelson (1991) ; threshold nonlinear GARCH (TGARCH), Zakoian (1994) and the Markov switching GARCH, Chen, So and Lin (2009) . Further, we consider two stochastic volatility (SV) models: the symmetric SV and the threshold nonlinear SV model of Chen, Liu and So (2008) .
Bayesian Markov chain Monte Carlo (MCMC) methods have a number of advantages in estimation, inference and forecasting, including: (i) accounting for parameter uncertainty in both probabilistic and point forecasting; (ii) exact inference for finite samples; (iii) efficient and flexible handling of complex models and non-standard parameters, e.g. threshold and degrees of freedom parameters, which can be validly infinite; (iv) efficient and valid inference under parameter con-straints. As such MCMC methods were generally used to forecast VaR thresholds for each model in this paper. We follow Chen and So (2006) and design an efficient, adaptive MCMC sampling scheme for estimation and quantile forecasting.
Section 2 reviews the list of heteroscedastic models considered, whose details are given in an Appendix, and details the Bayesian MCMC methods used for estimation and forecasting. The amendment to the Basel Accord was designed to reward institutions with superior risk management systems and suggested back-testing procedures, whereby actual (past) returns were compared with forecasts of VaR, be used to assess the quality of 'internal' models; we favour this approach. Seven different criteria are used to compare the forecasting performance of the various conditional volatility models considered in Section 4, namely: (1) violation rates; (2) mean market risk charge (MRC); (3) maximum absolute deviation (AD) of violations; (4) mean AD; (5)observed penalty factor; (6) the conditional coverage test; and (7) the unconditional coverage test. The last two criteria are the standard back-testing procedures. Section 5 presents a simulation study of EGARCH with three error distributions showing the estimation performance of the methods in Section 3. Section 6 presents the empirical results and forecasting study. Concluding remarks are given in Section 7.
MODELS
We investigate general Bayesian VaR forecasting from a list of nine popular parametric volatility models with specified dynamics and four error distributions. The volatility dynamics for each model are specified in detail in Appendix A. Each model has the general mean equation and error specification:
where r t is the return observation at time t; ε t is a sequence of i.i.d. random variables, with mean zero (0), variance one (1) and distribution D; and h t is the conditional variance of r t . Each model has a dynamic specification for h t , as in Appendix A. The common names for the models are: GARCH, IGARCH, RiskMetrics, GJR-GARCH, EGARCH, Threshold GARCH (TGARCH), Markov switching GARCH, stochastic volatility (SV) and threshold SV.
Four error distributions are used for the i.i.d. disturbances in each GARCH-type model ε t . The choice D(0, 1) ≡ N (0, 1) is standard, and labeled as (a). The Student-t (b), GED (c), and skewed Student-t (d) distributions need to be standardized to have unit variance, as specified in Appendix A.
BAYESIAN APPROACH
Bayesian methods usually require the specification of a likelihood function and a prior distribution on model parameters. This section presents the general likelihood functional form for all models considered in the paper and then presents specific details for two of the nonlinear models, together with details of the prior distributions employed under GED and skewed Student-t errors. We give details in the case of the EGARCH model with GED errors and GJR with skewed Student-t errors. Details of the likelihoods for the other models can either be deduced from the model forms above, or found in the papers referenced above.
Let Θ denote the full parameter vector for any of the combinations of model and error distribution considered. The conditional likelihood can be written as:
where h t is given by the relevant volatility equation and p ε (·) is the relevant error density function for ε t .
Exponential GARCH model and prior Let Θ denote the vector (α 1 , α 2 , γ, β, λ). The conditional likelihood for the EGARCH-GED error model is thus:
where r = (r 1 , . . . , r n ) and σ = [Γ(
5 . The prior distribution is chosen to be reasonably uninformative so that the likelihood dominates inference. The prior for α=(α 1 , α 2 , γ) is chosen as a Gaussian: α ∼ N (0, V ), with the diagonal variance-covariance matrix (V ) chosen to have 'large' diagonal elements; e.g. 1. This prior makes sense since these parameters are unrestricted, but empirical studies show they are usually estimated to be close to, though still significantly different from, 0. This prior is reasonably diffuse in the region close to 0, and well beyond, where empirical parameter estimates usually lie.
The parameter β is restricted for stationarity, via |β 1 | < 1. The prior for this parameter is chosen to be uniform over this region. For the shape parameter λ, Vrontos, Dellaportas, and Politis (2000) set a log-normal prior with mean 1.04 · 10 22 and variance 2.93 · 10 87 . Such a choice seems excessively diffuse. Instead we employed a half-normal distribution, λ ∼ N c (0, 1), which is a standard normal truncated to lie on the positive real line, i.e. λ ∈ (0, ∞).
The prior for (α, β, λ) is assumed independent in the three groupings, so that:
GJR-GARCH model and prior
The GJR-GARCH model specification is given in (16), here considered with a skewed Student-t error distribution. The likelihood for the GJR-GARCH-st model is thus:
, and I 2rt = 1 − I 1rt .
Again priors are set that are mostly uninformative over the restricted parameter region in (17). That is, the prior for α is flat over (17); while for the degrees of freedom, we re-parameterize via τ = ν −1 and set the prior for τ as U(0, 0.25). This ensures that ν > 4 and that the first four moments of the error distribution are finite. Finally, we set a flat prior over η ∈ (−1, 1).
These settings for the EGARCH and GJR-GARCH models are indicative of the prior settings used for the other models. Further details for the other models may be found in Chen and So (2006) . The joint posterior distribution for each model is formed by multiplying the likelihood by the joint prior for that model. The posteriors for each model are not in the form of a standard or known distribution in the parameters. As such we turn to computational MCMC methods to obtain estimation and inference from each posterior.
MCMC methods
MCMC methods have proven successful for nonlinear time series in general, e.g. see Chen and Lee (1995) ; Vrontos, Dellaportas, and Politis (2000) ; Chen and So (2006) and others. MCMC methods simulate iteratively from the conditional posteriors of groups of model parameters. We discuss general details here, as well as some specific details for the EGARCH model and for the GED and skewed Student-t distributions. This is the first time a skewed Student-t error GARCH-type model has been estimated by MCMC methods in the literature, to the best of our knowledge.
The typical parameter groupings are: α, plus any thresholds or parameters in the error distribution. For the EGARCH-GED model, parameter groupings are: (i) (α, β) and (ii) λ. For the TGARCH model with skewed Student-t errors, parameter groupings would be: α, w, d, ν, η. The posterior for each parameter group, conditional upon the other parameters, is formed separately by multiplying the likelihood (1) by the prior for that parameter group. None of these conditional posterior distributions are in a standard form to facilitate direct simulation from, for all models here, 6 as such we turn to Metropolis-Hastings type methods; see Metropolis et al. (1953) and Hastings (1970) .
To speed convergence and to allow optimal mixing properties, we employ an adaptive MCMC algorithm that combines a random walk Metropolis (RW-M) and an independent kernel (IK-)MH algorithm, following Chen and So (2006) . For the burn-in period, a Gaussian proposal distribution is employed in a RW-M algorithm. The variance-covariance matrix of this proposal is subsequently tuned to achieve optimal acceptance rates, as in Gelman et al. (1996) . After the burn-in period, the sample mean vector and sample variance-covariance matrix of the iterates are formed. These are employed in the sampling period as the proposal mean and proposal variance-covariance matrix for a Gaussian proposal in an IK-MH algorithm. Such an adaptive proposal updating procedure will be highly efficient, as long as the burn-in period has 'covered' the posterior distribution. See Chen and So (2006) for more details. We extensively examine trace plots and autocorrelation function (ACF) plots from multiple runs of the MCMC sampler, for each model parameter and from different starting positions, to confirm convergence and infer adequate coverage. Details for the sampling scheme for the MS-GARCH model can be found in Chen, So and Lin (2009) .
FORECASTING RETURNS, VOLATILITY AND VaR
Forecasting utilizing MCMC methods can efficiently incorporate parameter uncertainty in a straightforward fashion. The steps below outline how to generate l-step-ahead l-day return and volatility forecasts, from the models and error distributions considered, using forecast origin t = n. These steps are performed at each MCMC iteration in the MCMC sampling period, using the current iterate (j) for each model's full parameter set, denoted Θ
[j] :
1. Calculate h n+1 using the in-sample data up until time t = n, r, the relevant volatility equation from (1)- (9) and Θ [j] . Set i = 1.
2. Simulation step: draw ε n+i ∼ D(0, 1) where D is one of the four standardized error distributions. Calculate r n+i = a n+i = h n+i ε n+i .
3. Evaluation step: evaluate h n+i+1 using h n+i , the simulated a n+i from 2., the in-sample data r, the relevant volatility equation from (1)- (9) and
4. Set i = i + 1 and go to 2.
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The process is continued up to the simulation of ε n+l and calculation of r n+l . These steps generate one realization from the joint distribution of r n+1 , . . . , r n+l |r, Θ [j] . Repeating this process for j = 1, . . . , J while also simulating Θ [j] from the relevant model's posterior distribution, numerically integrates out Θ and obtains a Monte Carlo sample from the forecast distribution r n+1 , . . . , r n+l |r. Summing each l-day vector of returns, i.e. l i=1 r n+i gives one sample from the l-day forecast return distribution, conditional upon r, as required.
The main purpose of this paper is to forecast VaR thresholds. VaR at level α can be defined as:
where ∆V (l) is the change in the asset value over l time periods. As standard, we consider α = 0.05, 0.01.
A one-step-ahead VaR is simply the α-level quantile of the l = 1-step conditional distribution r n+1 |F n ∼ D(0, h n+1 ). Here h n+1 is given by one of the models (1)- (7), and D is the relevant error distribution in (a)-(d). This predictive distribution is estimated via the MCMC simulation using the steps above: i.e. the MCMC samples give
n+1 for iterates j = M + 1, . . . , N , which is the MCMC sampling period. Then, the quantile VaR is given by:
where D −1 is the inverse CDF for the distribution D. For errors (b), (c) and (d) the CDF depends on some unknown parameters, which explains the notation. Then, the final forecasted one-stepahead VaR is the Monte Carlo posterior mean estimate:
The l-day VaR is the α-level quantile of the l-day return distribution
n+l ; j = 1, . . . , J from this forecast distribution. The l-day VaR is:
where in general the l-day CDF G is not D. As such, we take the empirical or sample quantile estimate from the Monte Carlo sample A
[j]
n (l); j = 1, . . . , J at the required level α to estimate VaR n (l).
One exception is under the RiskMetrics T M model. Here, the square root of time rule is implied by the model so that: The number of violations is calculated on the basis of 250 trading days.
Testing and comparing VaR models
Here details for the criteria employed, to compare and test the competing VaR forecast models are given, including forecast accuracy, minimum loss and hypothesis testing criteria. These are measured by observed violation rates, market risk charges (Jorion 2002) , absolute deviations given a violation (see McAleer, 2008) and two standard back-testing criteria.
A simple method to compare VaR forecasts is the violation rate (VRate):
where n is the number of in-sample observations and m is the forecast sample size. Naturally, VRates close to α are desirable. Further, under the Basel Accord, models that over-estimate risk (VRate < α) are preferable to those that under-estimate risk levels.
The Basel II Accord of 1996 gives guiding principles to help financial institutions better assess the violations from VaR models. Table I reproduces Table VII 
where V aR t−1 is the previous day's VaR estimate, (V aR) 60 is the 60 day average VaR, and k is the penalty factor, as shown in Table I , which penalizes anti-conservative market risk projections. Under the Accord MRC is defined for a horizon of 10 trading days when α = 0.01 and it must be based on at least a year of historical in-sample data. Models with lower MRCs are considered better in terms of risk measurement.
The magnitude of violating returns, not just their VRate, is also important, i.e. the expected loss given a violation. Thus, measures of loss magnitude are also considered here. The AD of violating returns, considered by McAleer and da Veiga (2008), is:
defined only when r t is a violation. The mean and maximum AD are calculated here to compare competing VaR models: models with lower mean and/or maximum ADs are preferred.
SOME MONTE CARLO RESULTS
Simulation studies are performed to examine the effectiveness of the MCMC sampling scheme. The error distributions were chosen as: (i) the GED with parameters λ = 1, 1.5 and λ = 2 and (ii) the skewed Student-t St(7, η) with η = −0.05, −0.5, −0.99. Specifically, the models we consider are:
The true model is an EGARCH-GED model.
where ε t follows the standardized GED(0, λ) distribution. The form of Model 2 is the same as Model 1, but the distribution of ε t is set as the skewed Student-t, St(7, η).
For each model we simulated 100 replicated data sets, repeating this over sample sizes of n=2,000 and 4,000. For each dataset we used a total of 20,000 MCMC iterations, with a burn-in period of M=8,000 iterations. We choose initial values for the EGARCH parameters as α = 0 and tail-thickness parameter λ = 0.1 in Model 1, while the degrees of freedom ν was set at 200 and η was set as 0 in Model 2. These are generally quite poor starting values and our results are not sensitive to different choices. Table II about here   Table II shows the estimation results for the simulated datasets, including true parameter values, means, standard deviations, 2.5 and 97.5 percentiles for the 100 posterior mean estimates, over the replicated data sets, at each sample size. All of the means of the estimates are close to their respective true values, with reasonable standard errors that reduce with increasing sample size. For the GED errors, λ = 2 causes no problem at all, despite the low prior weight attached to this value from the half-standard normal prior. For the skewed Student-t error model, η = −0.99 also causes minimal problems, despite being close to the boundary value of η = −0.99, the bias in estimation being practically negligible.
EMPIRICAL STUDY
For the empirical study, an asset portfolio of four major Asia-Pacific Economic Cooperation (APEC) stock markets is considered. Four daily stock price indices, including three major Asian markets: the Nikkei 225 Index (Japan), HANG SENG Index (Hong Kong) and the Korea Composite (KOSPI) Index; as well as the US S&P 500 Index. The data were obtained from Datastream International over a 12-year time period, from October 1, 1997 to December 30, 2009.
For each market, the returns are the logarithmic difference of the daily price index, as a percentage: r t = (log(P t ) − log(P t−1 )) × 100, where P t is the closing index value on day t. We consider a single equally weighted portfolio of these assets, with return:
where r p,t is the portfolio return at time t, r i,t is the return of asset i = 1, . . . , 4 at time t and w i = 0.25 is the weight on each market's return. This portfolio return series is now analyzed.
To examine the performance of the models under highly varied market conditions, this study examines two distinct forecasting periods. The first complete data set is divided into two: an in-sample period of October 1, 1997 to July 8, 2005 , and a forecast or validation period, containing the m = 588 observations: July 9, 2005 to February 29, 2008 . This is a period before the effects of the GFC hit the markets.
To examine how the models perform during the 2008-09 GFC, and evaluate how the crisis affects risk management, a second time span in considered: a learning period of October 4, 2000 to July 31, 2008, of similar sample size to the pre-crisis learning sample, and a 2nd validation or forecast period of 316 trading days: August 1, 2008 to December 30, 2009 . This covers the worst effects of the GFC on markets.
A rolling window approach is used to produce 1 and 10-day forecasts of the 1% VaR and 1-day forecasts of the 5% VaR thresholds in both forecast samples. The models were: RiskMetrics T M , six GARCH-type models: IGARCH, GARCH, TGARCH, GJR-GARCH, EGARCH, and MS-GARCH, respectively, where the GARCH-type models all employed each of the four error distributions; and two SV models: the symmetric SV and THSV models, specified in equations (22) − (23), with Gaussian and Student-t distributions only. The threshold value r = 0 and the delay lag d = 1 were used, in accord with general assumptions in the literature. Thus, 29 risk models in total are considered. The first n return observations, i.e. each in-sample period, were initially used to estimate each model and then to forecast the returns r n+1 , . . . , r n+l , as detailed in Section 5, for l = 1, 10. The in-sample period was then rolled forward by one observation, so that it ranged from r 2 to r n+1 , whereby the returns r n+2 , . . . , r n+l+1 are forecasted. This roll-forward process was repeated until each day in the forecast sample was forecast. To strike a balance between estimation efficiency and a feasible number of forecasts, a rolling window size of approximately n = 1700 observations was chosen, leaving m = 588 observations to be forecasted in the first sample period, and m = 316 in the second.
For illustration, time series plots of the one-day-ahead forecasts of h t based on the GJR-GARCH-t, GJR-GARCH-st, EGARCH-GED, and EGARCH-t models are presented in Figure 1 . This illustrates the similarity among well-specified volatility models, but also highlights that differences can occur, especially in periods of high volatility.
Back-testing
Two back-testing criteria (unconditional, UC and conditional coverage, CC) for examining the accuracy of the models for VaR are employed. The simplest method tests the hypothesis that the VRate is equal to α. Kupiec (1995) examines whether VaR estimates, on average, provide correct UC of the lower α percent tails of the forecasted return distributions. Christoffersen (1998) developed a CC test that simultaneously examines unconditional coverage and independence of violations: it is a joint test that the true violation rate equals α and that the violations are independent.
Several criteria are used to compare the forecasting performance of the various conditional volatility models considered, namely: (1) VRate; (2) mean MRC; (3) maximum AD of violations; (4) mean AD; (5)observed penalty factor; (6) the CC test; and (7) the UC test.
1 day forecasting results: pre-crisis period We first discuss the pre-crisis forecast period: July 9, 2005 to February 29, 2008. Table VII shows p-values for the UC and CC tests for the one-day VaR forecast models at the 99% confidence level Figure 1 . The one-step-ahead volatility forecasts for portfolio return.
for the pre-crisis period in columns 2 and 3. Only the RiskMetrics T M and THSV-n models, which fail both tests at the 5% level, can be rejected among the 29 forecast models. As usual, these tests have revealed that most models cannot be formally rejected as accurate VaR forecasters under quiet market conditions. However, during the financial crisis period, many of the models can be rejected when l = 1 Table III presents the first five criteria for each model (for 99% and 95% one-day VaR). In order to evaluate overall performance, we rank the 29 forecast models for each criteria and each VaR level in Table III . For each model and given α, the closest VRate ratio to one is ranked 1, the next closest ratio ranked 2 and so on. These ranks are not given to save space. For α = 1% and 1-day-ahead forecasting, there are ten best models in terms of VRate: the GARCH-GED, GARCHst, GJR-GARCH-t, GJR-GARCH-GED, GJR-GARCH-st, EGARCH-GED, MS-t,MS-GED, MSst and SV-t models, all withα = 1.02%. The next best two models are the EGARCH-st and IGARCH-st withα = 0.85%. This is a mix of symmetric, asymmetric and nonlinear volatility models. However, five of the top 12 ranked models for VRate have skewed Student-t errors, four have GED and three have Student-t errors: clearly fat tails are required in this dataset. Further five of these twelve are asymmetric volatility models.
In terms of mean market risk charge (MRC), 6 of the top 7 ranked models had Gaussian errors. Since the Gaussian error models all under-estimated risk levels at 1%, it is not surprising they show the smallest MRC, which depends on the average VaR over 60 days. Under the maximum and mean ADs the asymmetric models dominate the top rankings, with 6 of the top 9 ranked models, for AD Max, and 10 of the top 12 for AD Mean. Further, under AD fat-tailed errors occupy the top 8 rankings for AD max and 9 of the top 12 for AD mean.
The overall best models are the GJR-GARCH models: with GED, Student-t, skewed Studentt and Gaussian errors. The four EGARCH models are next best overall took. Thus asymmetric volatility models did best here, while among these models, those with fat-tailed errors did best, especially those with GED and skewed-t errors. The RiskMetrics T M model performed the worst in two of the five measures, including VRate (with a large 2.72%), had the largest penalty factor and was overall close to the THSV-n model in performance.
It is clear that volatility asymmetry is highly important at α = 0.01 and l = 1 while the choice of error distribution was less important prior to the GFC. Further, GARCH-type models mostly finished well ahead of the SV-type models; only the SV-t was competitive with any GARCH model here, with the other three SV models ranking close to the bottom across all measures. The results suggest that, prior to the crisis, at the 1% quantile of the distribution, the asymmetric volatility effect, is strong and important and capturing this feature allowed better predictability for extreme returns in this portfolio, far more so than the shape of the (error) distribution and any associated properties like skewness, kurtosis, etc did. Table III about here For α = 5%, the overall best models are the GARCH-st, GJR-GARCH-st model (which ranked 1st for both mean and max AD), the EGARCH-st and the IGARCH-st models, so the first four overall best models had skewed Student-t errors. The RiskMetrics T M model ranked last for VRate and close to last overall, the THSV models overall being marginally worse. Clearly, skewed errors are highly important at α = 0.05 when l = 1 and a GARCH or GJR specification seems best under that choice. The results suggest that at the 5% quantile of the distribution, the shape of the (error) distribution, especially whether it is skewed, is very important when l = 1, and capturing this feature allowed better predictability for the 5th percentile of returns in this portfolio. The asymmetric volatility effect was also still important, but was secondary in this respect.
Figure 2 exhibits one-day ahead VaR forecasts and realized returns for the best four models considered, in the forecast sample, at α = 0.01. The four GJR-GARCH models' VaR forecast thresholds are violated six to eight times in 588 returns. In summary for one-day ahead VaR forecasting in this sample, asymmetric models have dominated the overall rankings at α = 0.01, while still featuring prominently at α = 0.05; while skewed Student-t errors were only strongly favoured when α = 0.05. The best combined choice of model was the GJR-GARCH with skewed Student-t errors. The RiskMetrics T M , symmetric SV with Gaussian errors and both THSV models tended to be at or near the bottom of the rankings for this sample of data under these measures.
day forecasting results: GFC period
We now discuss the results at the 1% risk level for 1-day-ahead forecasting in the period that contains the GFC: August 1, 2008 to December 30, 2009 . Table VII shows p-values for the UC, CC tests at the 99% confidence level for this period in columns 4 and 5. The RiskMetrics T M , GJR-GARCH-n, EGARCH-n, EGARCH-t, EGARCH-GED and all four SV-type models are rejected by both tests at the 5% level. Further, models rejected by UC only include the GJR-GARCH-t, GJR-GARCH-GED and MS-n. These models are excluded from the discussion to follow.
Results for the other five criteria are shown in Table IV . For models surviving the UC, CC tests, there are nine best models in terms of VRate: the GARCH-t, GARCH-GED, GARCHst, IGARCH-t, IGARCH-GED, IGARCH-st, MS-t, MS-GED and MS-t, all withα = 1.58%, i.e. risk under-estimated by 58%, with 5 observed violations compared to the expected 3.16; all models under-estimated risk levels in this GFC dominated period. This is a mix of symmetric and nonlinear volatility models, with asymmetric volatility and Gaussian error distributions not represented. Six of the nine models have non-stationary volatility equations, indicating the enormous and quickly changing effects from the GFC.
In terms of MRC, again MS, GARCH and EGARCH models occupied the top 7 ranks, again all with fat-tailed errors. Under the maximum AD the rejected EGARCH model takes the first three rankings, while four of the top 6 ranked models have skewed-t errors; for both max AD and mean AD IGARCH-st ranks best among surviving models, followed by GJR-st and GARCH-st: clearly skewed errors are important for ADmax and mean. The overall best models are GARCH-st model and IGARCH-st. Most of the best overall models have skewed-t errors, while models with Gaussian errors all did poorly on most criteria. The RiskMetrics T M model ranked worst of all the GARCH-type models, but ahead of the four SV models that again occupied the bottom, now including the SV-t.
Clearly, during and following the GFC, a skewed error distribution with fat tails is very important to capture risk dynamics and level, at 1%, at a one day horizon. Gaussian errors were least favoured, while nonlinear and symmetric volatility models were favoured over asymmetric ones.
For α = 5%, again all models under-estimated risk, s.t.α > 5%. The overall best models are the IGARCH-st (top ranked in VRate, with 5.38%), GJR-GARCH-st, IGARCH-GED and IGARCH-n models. The RiskMetrics T M model did much better here ranking 6th overall and equal 4th for violation rate. The SV models, however, again performed the worst of all models.
The results suggest that at the 5% quantile of the return distribution in the GFC period, the shape of the (error) distribution, and whether asymmetry is included, are not the most important aspects when l = 1. Instead, non-stationary IGARCH models seem to do best, even including the RiskMetrics approach.
At both 1, 5% levels during the crisis IGARCH models performed comparably among the best during and after the GFC. At the 1% level fat tails and skewness were important in the error distribution; while at 5% the error distribution was not that important. Table IV about here 10 day forecasting results: pre-crisis When considering 10-day VaR, it is not appropriate here to conduct either the UC or CC tests since we considered over-lapping ten-day returns. We would expect these returns to cluster, as would our VaR forecasts and hence the observed violations. Violations should thus not be independent when over-lapping returns are used, nor should the iid assumption in the UC test be valid.
The empirical results of the 10-day VaR forecasting (l = 10) for the pre-crisis forecast period are in Table V . The amendments to Basel II allow banks freedom to use 'appropriate' internal models to measure their exposure to market risks, requiring this to be summarized as a 1% Valueat-Risk over a 10 day horizon. Thus only α = 1% was considered. Here, the stand-out best model in terms of VRate was the EGARCH-n, withα = 1.04%, followed by the EGARCH-st witĥ α = 1.21%. The GJR-GARCH models ranked poorly here with 1.55% (skewed Student-t error) and 1.73% for the other error distributions, while the RiskMetrics T M was worst with 2.94%. In terms of mean MRC the TGARCH-t model ranked best, with the GJR models all ranking in the bottom places. For both maximum and mean ADs, the EGARCH and GJR-GARCH obtained all the top 8 rankings, with EGARCH best. The overall top ranked models were the four EGARCH models, with EGARCH-n and EGARCH-st the best two. The RiskMetrics T M model was again the last ranked model overall and regarding VRate.
In summary for ten-day return VaR forecasting, at α = 0.01, in this pre-crisis sample, asymmetric models have dominated, with the E-GARCH dominating the high rankings; the EGARCH-n ranking first or second for 3 forecast risk measures. The RiskMetrics T M model was again at the bottom of the rankings for this sample of data under these measures.
The 10-day VaR forecasting results and rankings for the 2nd forecast sample period are given in Table VI . Here, all models under-estimate risk levels substantially. The best models in terms of VRate were the IGARCH-st and the GJR-GARCH-n, each havingα ≈ 3, indicating that observed VRate was 3 times higher than nominal. Oevrall, the IGARCH-st, IGARCH-GED and IGARCHn were best overall. In terms of mean MRC the EGARCH models ranked best, followed by the TGARCH models, with the IGARCH and RM models ranking in the bottom places. For both maximum and mean ADs, the IGARCH and GARCH obtained most of the top 10 rankings. The overall best models were the IGARCH-st, IGARCH-GED and IGARCH-n models. The SV-type and RiskMetrics T M model were the last ranked models overall.
In summary for ten-day return VaR forecasting, at α = 0.01, in this GFC dominated sample, all the model struggled and substantially under-estimate risk levels. The IGARCH model did comparatively better, but no model does well at all. The RiskMetrics T M model was again at the bottom of the rankings for this sample of data under these measures. Tables V-VI about here For these two forecast periods, it seems that completely different models have dominated for l = 1, 10 and during pre-crisis and crisis periods. No overall single model can be recommended in both quiet and highly volatile market conditions. Instead, the best model depends on the forecast horizon l and quantile level α and overall market conditions. For one (l = 1) and ten (l = 10) day VaR forecasting pre-crisis, modeling asymmetry is very important, but in different ways. For one-day forecasting the GJR-GARCH with skewed Student-t errors did best overall, while the GJR models as a group occupied the top 4 placings at α = 0.01 and 3 of the top 6 at α = 0.05. The EGARCH models tended to rank just below the GJR models for l = 1. The choice of error distribution for l = 1 seemed slightly less important than ensuring that asymmetry was effectively captured, though skewed Student-t error models dominated at α = 0.05. However, during the GFC period, asymmetry was far less important; instead employing a skewed error distribution with fat tails was critical to capturing risk dynamics and level, while non-stationary IGARCH and MS models did comparatively best, though all models did under-estimate risk levels during this period.
For ten-day VaR forecasting, in the pre-crisis period the EGARCH model with Gaussian errors did best for α = 0.01, followed by the other three EGARCH models. In this case Gaussian errors seemed to be quite adequate and to even do better than the fat-tailed distributions; this result might be influenced by the aggregation of 10 single day returns being closer to normality, as expected statistically, than a single day's return distribution. We further note that the simplest and most parsimonious asymmetric models (i.e. not the TGARCH) dominated at both l = 1 and l = 10 days.
In the GFC forecast period, however, all models significantly under-estimated risk levels at a 10-day horizon and no model could be recommended as accurate. To better understand this outcome, the bottom panel of Figure 2 exhibits ten-day ahead VaR forecasts and realized returns for the best four models during the pre-crisis period, which are EGARCH with various errors. The VaR forecasts violate the thresholds six to eight times from 579 forecasts in the pre-crisis period: the violations are few and spread out without clustering. Figure 3 shows the equivalent results in the GFC-dominated 2nd forecast period, for the best two models. Now, there is a large number of clustered violations all occurring in quick succession in October, 2008, at the start of the most dramatic effects of the GFC on daily returns. The dates for the clustered violations are the 9th, 10th, 14th, 15th, 20th, 21st and 23rd October, 2008. Clearly and logically, the 1-day ahead VaR forecasts can adjust to the global financial crisis effects and subsequent extreme returns far more quickly (9 days more quickly in fact) than the 10-day ahead VaR forecasts. This result is clearly heavily influenced by our use of 10 day periods that overlap by 9 days; the 10 day forecasting results results may have been better if we analysed non-overlapping 10 day periods.
This study considered a range of well-known, modern and popular, fully parametric econometric models to estimate and forecast VaR under a Bayesian framework. Each model includes a specification for the volatility dynamics and further, most models consider four specifications for the asset return error distribution. We observed from the empirical study that a conservative risk model often yielded a lower violation rate and correspondingly higher mean market risk charge and that different models were required depending on length of forecast horizon and quantile level, as well as for different market conditions. Also, while the 1-day forecasts, especially for non-stationary models, adapted reasonably well to the recent GFC, no model could be recommended for the recent GFC dominated period for 10-day ahead forecasting. McAleer, Jimenez-Martin, and Pérez-Amaral (2009) illustrate two useful variations to the standard mechanism for choosing forecasts, namely: (i) combining different forecast models for each period, such as a daily model that forecasts the supremum or infinum value for the VaR; (ii) alternatively, select a single model to forecast VaR, and then modify the daily forecast, depending on the recent history of violations under the Basel II Accord. Our study can provide valuable information for Deposit-taking Institutions (ADIs) to help choose risk models for predicting their VaR. Further, ADIs could employ combinations of prominent models based on our findings as a management strategy for forecasting VaR. 
CONCLUSIONS
This paper assesses the possibility of general Bayesian forecasting for carrying out one to ten day ahead VaR forecasting across a range of competing parametric heteroskedastic models. Nine popular volatility models are compared, most with four separate error distributions. For one and ten-day VaR forecasting, the well-known RiskMetrics T M model ranked last in most measures and was rejected in all cases by the diagnostic tests. No model did consistently well across the different forecast horizons or quantile levels or market conditions. For one day ahead forecasting prior to the financial crisis, the GJR-GARCH with skewed Student-t errors ranked best, followed by other asymmetric volatility models. Volatility asymmetry is most important to capture, with skewed errors also prominent, especially at α = 0.05. During and after the crisis, asymmetry is not important, instead skewness and fat tails dominate at the 1% level, with non-stationary models doing best at 5%. For ten-day ahead forecasting prior to the crisis, the EGARCH models had the best performance, with volatility asymmetry again an important feature, while normality seemed the best choice of error distribution. In both 1 and 10 day forecasting, all models under-estimated risk levels during the crisis, in fact all 10-day forecasting models were rejected for risk coverage during and after the crisis. Further, generally, GARCH models dominated the SV models in forecast performance. We observed from the empirical study that a conservative risk model often yielded a lower violation rate and correspondingly higher mean market risk charge. Therefore, we suggest employing combinations of prominent models as a management strategy for forecasting VaRs. We will focus on the Bayesian method helping to forecast the VaR under different investment strategies in the future.
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Appendix A The nine models considered are now given in detail: Bollerslev (1986) introduced a parsimonious extension to Engle's ARCH model:
Positivity and stationary dynamics are ensured via the standard restrictions:
Based on Bollerslev, Chou and Kroner (1992) we set p = q = 1. The unknown parameters are: α = (α 0 , α 1 , β 1 ), plus any unknown parameters in D.
IGARCH:
The IGARCH model of Engle and Bollerslev (1986) is a special case of a GARCH(1,1) with α 1 + β 1 = 1, i.e.:
where it is common to enforce α 0 ≥ 0 and 0 < α 1 < 1. The volatility dynamics here are akin to those of a random walk.
3. RiskMetrics RiskMetrics T M was developed by J.P. Morgan (1996) , specifically for VaR calculation and is apparently still a popular method. It is a special case of the IGARCH, where α 0 = 0, and is thus an exponentially weighted moving average (EWMA) of squared shocks; further the restriction D(0, 1) ≡ N (0, 1) is used. The model form is:
where a decay factor of 0.94 is recommended by J.P. Morgan for computing daily volatility.
GJR-GARCH
The GJR-GARCH model by Glosten, Jaganathan, and Runkle (1993) captures asymmetric volatility via an indicator term in the GARCH equation:
where
Stationarity and positive volatility are ensured via:
The usual asymmetric volatility effect, i.e. falling markets increase volatility, implies that negative shocks at time t lead to a larger rate of increase in conditional volatility, of α i + γ i at time t + 1 (assuming γ i > 0), whereas the positive shocks at time t lead to an increase in rate of conditional volatility of α i at time t + 1. Nelson (1991) proposed the first asymmetric volatility model, to capture asymmetric volatility: EGARCH. The general EGARCH(p,q) form is:
Exponential GARCH
where again we consider p = q = 1. Here the logarithm of volatility is modeled, allowing the usual positivity restrictions on GARCH parameters to be relaxed. We expect the asymmetric effect γ 1 < 0, so that ε t−1 < 0 increases the volatility h t , where ε t−1 = a t−1 / h t−1 , but did not enforce this. For stationary dynamics (see Nelson, 1991) it is natural to assume |β 1 | < 1. The original specification of this model used the GED for the distribution of ε t .
6. Threshold GARCH A standard deviation TGARCH model was first proposed by Zakoian (1994) . Instead, we consider the dynamic variance TGARCH specification:
where d is threshold lag and w is the threshold value. Here each parameter can change in response to lagged returns, at unknown lag d. We again set p = q = 1. The unknown model parameters are (α
0 , α
1 , β
1 , α
1 ,w, d).
7.
Markov switching GARCH models Gray (1996) and Tsay (2005) proposed simple two-state Markov switching models, with different risk premium and different GARCH dynamics in each regime. Chen, So and Lin (2009) proposed the double Markov switching GARCH model, where here we focus on the volatility only. The Markov switching GARCH (MS-GARCH) is specified as:
where s t is an unobserved discrete Markov process indicator. A two-regime model is employed, with p = q = 1, and a Markov transition matrix P = p (i,j) , where:
The unknown parameters are (α
1 , p 1,1 , p 2,2 ), state vector s, plus any parameters in D.
Stochastic volatility models
SV models are considered as an alternative approach to GARCH-type processes. Here, volatility has a specific source of randomness and is thus stochastic, as proposed by Taylor (1982 Taylor ( , 1986 . The discrete-time symmetric SV model is:
where u t is a Gaussian innovation with zero mean and variance σ 2 u . We restrict |α 1 | < 1 for stationarity.
Threshold SV models
There are quite a few papers presenting or considering a nonlinear SV model framework: e.g. So, Li and Lam (2002) presented the threshold SV (THSV) model to describe both mean and volatility asymmetry, while Chen, Liu and So (2008) generalized the THSV model and incorporated a heavy-tailed error distribution, plus estimation of the unobserved threshold value and time delay parameter. We consider nonlinear SV models in asymmetric volatility but without a mean equation. Therefore the THSV model is:
where the state variable s t is defined by
with the delay d and threshold value r.
Apart from the Riskmetrics model, all the GARCH-type volatility models are estimated under the following distributional assumptions of the unconditional shocks (a) standard normal, (b) the Student-t, (c) GED, and (d) skewed Student-t distributions, where: (c) Generalised Error Distribution: The density function for ε t a standardized GED with scale parameter σ is:
is the tail-behaviour determining parameter. When λ > 2, the distribution has thinner tails than the normal; when λ = 2, it is exactly a normal distribution with mean 0 and standard error σ; while for λ < 2, the distribution has excess kurtosis relative to the normal. For real asset return data, we expect λ < 2.
(d) Skewed Student-t Distribution: To allow for skewness in the shape of the conditional return density, the skewed Student-t distribution was defined by Hansen (1994) as:
where degrees of freedom ν and skewness parameter η satisfy 2 < ν < ∞, and −1 < η < 1, respectively. The constants a, b, and c are fixed as:
.
This distribution already has zero mean and unit variance. We use the notation St(ν, η). The standardized Student-t distribution is a special case of this skewed Student-t, when η = 0. The Gaussian is thus the limiting distribution as ν → ∞, also when η = 0.
The symmetric and skewed Student-t and the GED all allow fat-tailed error distributions, compared to the Gaussian, while each contains the Gaussian as a special case. 
