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УДК 519.6 
N. V. CHEREMSKAYA 
DEPENDENCE OF PROGNOSIS AND FILTRATION FAILURE ON DIFFERENT VALUES OF 
PARAMETERS FOR SOME CLASSES OF NON-STATIONARY RANDOM SEQUENCES 
The article continues the study of estimates of random functions at a future moment of time, linear with respect to the values of pre-histories of pro-
cesses. The article considers the dependence of the mean square of the forecast error of a random sequence on the last value at different values of the 
parameters. For non-stationary random sequences, even with correlation functions of the simplest form, such studies haven’t been conducted. To ob-
tain representations of correlation functions, a Hilbert approach is used to calculate correlation functions as scalar products in the corresponding Hil-
bert space. Investigations of the dependence of the mean square of the prediction error of a random sequence on the last value at various values of the 
parameters discussed in the article can be used to simulate filtration and prognosis processes in real systems in the case of non-stationary random sig-
nals. 
Key words: correlation function, mathematical expectation, prognosis and filtering of non-stationary random sequences and processes, mean 
square error. 
Н. В. ЧЕРЕМСЬКА 
ЗАЛЕЖНІСТЬ ПОМИЛКИ ПРОГНОЗУ І ФІЛЬТРАЦІЇ ВІД РІЗНИХ ЗНАЧЕНЬ ПАРАМЕТРІВ ДЛЯ 
ДЕЯКИХ КЛАСІВ НЕСТАЦІОНАРНИХ ВИПАДКОВИХ ПОСЛІДОВНОСТЕЙ 
Продовжуються дослідження оцінок випадкових функцій в майбутній момент часу, лiнійних відносно значень передісторій процесів. У 
статті розглядається залежність середнього квадрату помилки прогнозу випадкової послідовності за останнім значенням при різних значен-
нях параметрів. Для нестаціонарних випадкових послідовностей, навіть з кореляційними функціями найпростішого вигляду, такі досліджен-
ня не проводились. Для отримання зображень кореляційних функцій використовується гільбертів підхід, який дозволяє обчислювати коре-
ляційні функції як скалярні добутки у відповідному гільбертовому просторі. Дослідження залежності середнього квадрату помилки прогно-
зу випадкової послідовності за останнім значенням при різних значеннях параметрів, яка була розглянута в статті, може бути використано 
для моделювання процесів фільтрації та прогнозу в реальних системах у випадку нестаціонарних випадкових сигналів. 
Ключові слова: кореляційна функція, математичне очікування, прогноз та фільтрація нестаціонарних випадкових послідовностей і 
процесів, середня квадратична помилка. 
Н. В. ЧЕРЕМСКАЯ 
ЗАВИСИМОСТЬ ОШИБКИ ПРОГНОЗА И ФИЛЬТРАЦИИ ОТ РАЗНЫХ ЗНАЧЕНИЙ 
ПАРАМЕТРОВ ДЛЯ НЕКОТОРЫХ КЛАССОВ НЕСТАЦИОНАРНЫХ СЛУЧАЙНЫХ 
ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
Продолжается исследование оценок случайных функций в будущий момент времени, линейных относительно значений предысторий про-
цессов. В статье рассматривается зависимость среднего квадрата ошибки прогноза случайной последовательности по последнему значению 
при различных значениях параметров. Для нестационарных случайных последовательностей, даже с корреляционными функциями про-
стейшего вида, такие исследования не проводились. Для получения представлений корреляционных функций используется гильбертов по-
ход, позволяющий вычислять корреляционные функции как скалярные произведения в соответствующем гильбертовом пространстве. Ис-
следование зависимости среднего квадрата ошибки прогноза случайной последовательности по последнему значению при различных значе-
ниях параметров, рассмотренное в статье, может быть использовано для моделирования процессов фильтрации и прогноза в реальных си-
стемах в случае нестационарных случайных сигналов. 
Ключевые слова: корреляционная функция, математическое ожидание, прогноз и фильтрация нестационарных случайных последо-
вательностей и процессов, средняя квадратическая ошибка. 
Introduction. The tasks of predicting the values of random processes (sequences) for known values in the past or 
the allocation of a signal on the background of random noise are partial but very important tasks of the general theory of 
linear transformations of a random signal. Solving the extrapolation problem with partial views of the correlation func-
© N. V. Cheremskaya, 2019 
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tion, which is calculated for various cases of the spectrum of a non-self-directed bounded operator A , can be used for 
modeling the filtration processes and prognosis in real systems in the case of non-stationary random signals. 
 
Analysis of recent research. A large number of articles [1, 2, 3, 7 – 10] deal with the prognosis and filtering of 
non-stationary random sequences. These articles mainly consider the prognosis and filtering of stationary random se-
quences on the basis of the theory of functions of a complex variable and some classes of functional spaces, or by the 
approach proposed by Kalman, which leads to a rather complicated recurrence procedure. Construction of the optimal 
filter by a finite number of random sequence values encounters significant difficulties associated with the need to calcu-
late explicit determinants of the n − th order of a special form. Therefore, the complexity of such calculations and the 
bulkiness of explicit formulas did not contribute to a significant advance in solving this problem. Researches carried out 
in [5, 6, 7] allow us to construct simple prognostic algorithms for non-stationary random functions. 
 
Formulation of the problem. The article continues the study of evaluations of random functions at a future time 
point, linear in the values of the prehistory of processes. In the article the dependence of the mean square of the predic-
tion error of a random sequence on the last value is considered at various values of parameters. For non-stationary ran-
dom sequences, even with the correlation functions of the simplest form, such researches haven’t been conducted. 
 
Mathematical model. In article [11] the mean square of the prognosis error of a random sequence by the last value 
is obtained, which is zero order extrapolation: ɵ ( ) ( )n nξ θ ξ+ = . The mean square of the error 2σ  in this case has the 
form: 
( ) ( ) ( ) ( )2 2, , 2 , ,n Me K n n K n n K n nσ θ θ θ θ= = + + − + + ,                                           (1) 
where ( ),K n m  is the correlation function of the random sequence. 
Let us consider a non-stationary random sequence with a spectrum that consists of one point of the complex plane 
1λ , 1 1λ < . This is the case of non-stationary dissipative random sequence [12]. Then ( )
0
, ( ) ( )K n m n m
τ
τ τ
∞
=
= Φ + Φ +∑ , 
where ( ) ( )1n C nΦ = Λ , and 
( ) 2 21 1 1 1
1
1 1 1
2
n
n
n d
i γ
λλ λ λ λ
pi λ λΛ = − − = −−∫ . 
By skipping simple calculations for ( ),K n m , we get the expression: 
( ) ( )2 1 1 1, 1 n mK n m C λ λ λ= + .                                                                (2) 
Another image for ( ),K n m  can be obtained by using the trigonometric form of a complex number 1λ : 
( )1 1 1 1 1cos sin , 1r i rλ ϕ ϕ= + < : 
( ) ( ) ( ) ( )( )2 1 1 1 1, 1 cos sinn mK n m C r r n m i n mϕ ϕ+= + − + − .                                         (3) 
If we take advantage of the fact that ( ) ( )1Re , ,K n m K n m=  is also a correlation function [14], then we obtain 
from (3): 
( ) ( ) ( )21 1 1 1, 1 cosn mK n m C r r n m ϕ+= + − .                                                     (4) 
Formula (4) is an image for the correlation function of a non-stationary dissipative ( )( )lim , 0K n m
τ
τ τ
→∞
+ + =  ran-
dom sequence. In this case, the prognosis error (1) takes the form: 
( ) ( ) ( )22 2 21 1 1 1 1, 1 2 cos 1nn C r r r rθ θσ θ θϕ= + − + .                                                (5) 
From (5) we have that ( )2 , 0 0nσ =  for 0θ = , and ( ) ( )22 21 1, 1 nn C r rσ ∞ = +  for θ = ∞ . That is, as in the gen-
eral case, for θ = ∞  the error of the prognosis depends on the last moment of time and is not constant, as in the case of 
stationary random sequences. However, with n → ∞  ( )2 , 0nσ ∞ → . 
Consider the dependence of the prognosis error (5) with different values of the parameters assuming 2 1C = . 
The graphs for the dependence of the prognosis error (5) on 1r  are shown in fig. 1, fig. 2, fig. 3. 
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Fig. 1 – Dependence of prognosis error (5) on 1r  at 
1, 1n θ= = ,  1 0ϕ = . 
Fig. 2 – Dependence of prognosis error (5) on 1r  at  
1, 10n θ= = ,  1 0ϕ = . 
 
  
Fig. 3 – Dependence of prognosis error (5) on 1r  at 
100, 1n θ= = ,  1 0ϕ = . 
Fig. 4 – Dependence of prognosis error (5) on n  at 
10.5, 1, 0r θ ϕ= = = . 
 
 
 
 
 
Fig. 5 – Dependence of prognosis error (5) on θ  at 
10.1, 1, 0r n ϕ= = = . 
Fig. 6 – Dependence of prognosis error (5) on θ  at 
10.1, 5, / 2r n ϕ pi= = = . 
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The dependence on n  of expression (5) at different values of other parameters has virtually the same character. 
The graph of this dependence is shown in fig. 4 
The dependence on the stage of the prognosis θ  significantly changes with different parameters. The graph of this 
dependence is shown in fig. 5 – 8. 
We now discuss an example of a prognosis by the last value of a non-stationary random process. Let  ( )tξ  be dis-
sipative random process of the first rank non-stationarity with a discrete complex spectrum [12]. 
Consider the case when the spectrum consists of one point { }
2
1
1 1 2
i βλ α
  = + 
  
. 
Then ( ) ( ) ( ) ( ) 11
0
, , i tK t s t s d t C e λτ τ τ
∞
= Φ + Φ + Φ =∫ . It's easy to get an expression for ( ),K t s : 
( )
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2
1 2
2
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i t s t sC
K t s e
β
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β
− − +
= ,                                                                   (6) 
and that means, 
( ) ( )
( )
( )
2
12
1 2
1 12
1
, Re , cos
t sC
K t s K t s e t s
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− +
= = − . 
The mean square of error (1) takes the form 
( )
2
12 2
1 1
2
12 2 2
12
1
, 2 cos 1t
C
t Me e e e
β
θβ β θσ θ α θ
β
−− −
 
 = = − +
 
 
.                                           (7) 
 
  
Fig. 7 – Dependence of prognosis error (5) on θ  at 
10.1, 10, / 3r n ϕ π= = = . 
Fig. 8 – Dependence of prognosis error (5) on θ  at 
10.1, 5, / 2r n ϕ π= = = . 
 
From here ( )2 , 0 0tσ = , and ( )
2
1
2
12
2
1
, t
C
t e βσ
β
−+∞ = , that is at θ = ∞  the prognosis error depends on the last 
moment of time. At t →∞  ( )2 , 0tσ +∞ → , because the multiplier 
2
1 te β−  is nonnegative and does not depend on t  
( )2 , 0 0tσ = . 
Consider the dependence of the mean squared error (7) on various parameters, assuming that 21 1C = . We carry 
out an asymptotic analysis of this formula for 1 0r → −  and 0r →  ( )1r < . Let 211, 1 , 0, 1tθ β ε ε= = − → = . 
Then expression (7) takes the form: ( )
1
2 1 1 2
1
1, 2 cos 1
1
t e e e
ε
ε εσ θ α
ε
−
− −
 
 = − +
 −  
. After simple transformations we get 
( )
3 3
2 2 1 2 12 2
1 1, 2 cos 3 5 cos 2t e e e e e eσ θ α ε α
− −− − − −
 
 = − + + − +
 
 
.                                      (8) 
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Fig. 9 – Dependence of average square error (8) on ε  at 
1 / 6α pi= . 
 
Fig. 10 – Dependence of average square error (8) 
on 1α  at 0.01ε = . 
 
The dependence of the mean square of error (8) on ε  is linear (fig. 9). 
The graphs of dependence mean squared error (8) on 1α  differ from  each other only by amplitude. The amplitude 
grows with ε  (fig. 10). 
Similarly, we consider the asymptotic behavior for small 21β . 
After simple transformations we get ( ) ( ) ( )12 12
1
2 1 cos
, 3cos 2t
α
σ θ αβ
−
= + − . Considering the dependence of this 
expression on 21β  at different values of the angle 1α we have actually the same graphs (fig. 11). 
 
 
Fig. 11 – Dependence of ( ) ( ) ( )12 12
1
2 1 cos
, 3cos 2t
α
σ θ αβ
−
= + −  on 21β  at 1 / 6α pi= / 
 
The graphs of the dependence of this expression on 1α differ from each other only by amplitude. The amplitude de-
creases as 21β  grows. For example, the graph for 21 0.001β =  is shown in fig. 12. 
As in the case of the sequence considered above, when 0θ =  the error is zero, when t → ∞ the error monotoni-
cally goes to zero, and at 0θ →  it goes to zero as well, but oscillates. More general extrapolation formulas for non-
stationary random sequences are obtained in [13]. 
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Fig. 12 – Dependence of ( ) ( ) ( )12 12
1
2 1 cos
, 3cos 2t
α
σ θ αβ
−
= + −  on 1α  at 
2
1 0.001β = . 
 
Conclusions. Thus, unlike in the case of stationary signals, the mean square prediction error depends not only on 
the prediction step, but also on the last moment of time. In addition, for asymptotically fading signals, the error goes to 
zero, and for the increasing ones – to the infinity. The dependence of the mean square of the prediction error of a random 
sequence on the last value at different values of parameters, which is considered in the article, can be used for the analy-
sis of statistically non-stationary signals. This is promising in solving many applications, for which the unsteadiness of 
the data is significant. 
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