This paper establishes a new property of predomains recursively de ned using the cartesian product, disjoint union, partial function space and convex powerdomain constructors. We prove that the partial order on such a recursive predomain D is the greatest xed point of a certain monotone operator associated to D. This provides a structurally de ned family of proof principles for these recursive predomains: to show that one element of D approximates another, it su ces to nd a binary relation containing the two elements that is a post-xed point for the associated monotone operator. The statement of the proof principles is independent of any of the various methods available for explicit construction of recursive predomains. Following Milner and Tofte 10], the method of proof is called co-induction. It closely resembles the way bisimulations are used in concurrent process calculi 9].
Introduction
Recursively de ned domains play a k ey role in giving denotational semantics for many programming language features. In particular, such domains arise naturally in connection with the recursive datatypes of higher order functional programming languages such as Standard ML 11] or Haskell 7] . Elegant methods for constructing recursive domains have beendevised|such as via Scott's`information systems' (see 21] ). Nevertheless, the structure of recursive domains can be very complicated, especially for domain equations involving the (partial) function space constructor. Ideally one would like to have proof principles which permit reasoning about recursive domains without recourse to an explicit description of their structure.
This paper introduces such a proof principle, which applies uniformly to all predomains recursively de ned using the cartesian product, disjoint union, partial function space and convex powerdomain constructors. We show that the partial order on such a recursive predomain D is the greatest xed point of a certain monotone operator associated to D. This provides a structurally de ned family of proof principles for these recursive predomains: to show that one element of D approximates another, it su ces to nd a binary relation containing the two elements that is a post-xed point for the associated monotone operator. The statement of the proof principles is independent of any of the various methodsavailable for explicit construction of recursive predomains (using colimits of embedding-projection pairs 20], or using information systems 21], for example). Following Milner and Tofte 10], the method of proof is called co-induction. It closely resembles the way b i s i m ulations are used in concurrent process calculi 9] .
Two speci c instances of the co-induction principle already occur in work of Abramsky 2, 1] , in the form of`internal full abstraction' theorems for denotational semantics of SCCS and the lazy lambdacalculus. In the rst case postxed binary relations are precisely Abramsky's partial bisimulations, whereas in the second case they are his applicative bisimulations (see also Howe 6] ). The co-induction principle also provides an apparently useful tool for reasoning about equality of elements of recursively de ned datatypes in (strict or lazy) higher order functional programming languages.
In the rst part of the paper we restrict attention to the simple case of a single domain equation involving products, disjoint unions, lifting and partial function spaces. Simultaneous and parameterized domain equations are considered in section 4. The co-induction property for recursive domains involving the convex (or Plotkin) powerdomain is established in section 5. Finally, in section 6 we show how to extend the co-induction principle to cope with the combination of polymorphism and recursive datatype declarations to be found in (the functional fragment of) Standard ML.
Throughout, we will work with predomains rather than with domains. In other words, the existence of a least element in a semantic domain is not assumed. Plotkin 19] uses partial continuous functions between predomains. Here we will use total continuous functions to lifted predomains. This necessarily places an emphasis upon the role of the lifting construct (adjoining a least element to a predomain). Although this has some drawbacks from the point of notational complexity, it emphasises an important conceptual distinction in the semantics of datatypes, namely that between values (or canonical expressions) and computations of those values. Consider for example, the Standard ML datatype declaration: datatype nat = Zero | Suc of nat and natlist = Nil | Cons of nat * natlist Since Standard ML is a strict language, the values of type natlist are intended to comprise the set N of lists of natural numbers. A denotational semantics for datatypes using predomains can respect this intention, since sets are particular kinds of predomain|the discrete ones, in which the partial order coincides with equality. General expressions of type natlist (in a pure functional subset of ML, say) do not denote values, but rather computations of values in natlist and are assigned denotations in the lifted predomain (N ) ? . (A similar separation of values from computations can bemade for the denotational semantics of lazy functional languages using predomains and lifting, although of course the predomain for natlist would no longer be discrete.) As 19] shows, for languages involving higher order functions this distinction between computations and values in their denotational semantics is important to achieve a good t between operational and denotational semantics at higher types. It is also a key conceptual aspect of Moggi's 12, 13] modular approach t o denotational semantics using categorical monads. An interesting question that we leave for future work is to what extent the lifting monad can be replaced by other`computational' monads in order to extend the co-induction principle described here to cope with datatypes in`impure' languages such as Standard ML which mix imperative constructs with higher order functional programming.
Simulations
We begin by xing the notation for predomains that will be use here. When we come to consider convex powerdomains in section 5 we will need to bemore restrictive, but for the present, by a predomain we just mean a set D equipped with a partial order v D 
Case is : (C) is C. Recall that an isomorphism between predomains can be speci ed by a bijection between the underlying sets that bothpreserves and re ects the partial orders. 
determines a monotone operator on Re`(D ? ). Let us write for the greatest xed point of this operator. Since -simulations for (D k) are precisely the postxed points for this monotone operator, Lemma 2.4 implies that v D ? is contained in . We will call the invariant (D k) extensional if the reverse inclusion holds, so that v D ? is the greatest xed point for (1) .
The main technical result of this paper is that recursively de ned predomains are extensional in the above sense. We will write rec : for the predomain recursively de ned by the equation = . This predomain comes equipped with an isomorphism k that not only makes (rec : k ) a n i n variant for , but which i s t h e minimal such invariant in a suitable sense (such as beinginitial for embeddingprojection pairs). In section 3 we will recall enough of the construction and characteristic properties of such recursive predomains to prove: The force of the theorem is to provide a method for proving that one element in (the lift of) a recursively de ned predomain approximates another: one just has to nd a s i m ulation relating the two elements. It is clear from the de nition of simulation that this property of recursive domains could be formalized in a second order logic such as the -calculus of Scott, de Bakker and Park 14] . Thus the method can be used independently of any particular explicit description of recursive domains within higher order logic (such as that used in the next section to prove the theorem). Note that in contrast to domain-theoretic induction principles (such as Scott's xed point induction), the co-induction principle does not require us to restrict attention to chain-complete relations on a domain. In practice we may not need to construct a v ery large simulation in order to establish an instance of the partial order relation. Here is an example involving lazy lists. We will use Theorem 2.5 to prove that natq() and from(0) have equal denotations. The datatype seq can be given a denotational semantics using the initial solution I of the predomain equation = 1 + Z ? , w i t h 1 = f0g a one-element set and Z = f: : : ;1 0 1 : : : g the set of integers (both sets being regarded as predomains via the discrete partial ordering). Closed ML expressions of type seq receive denotations in the domain I ? .
Let us introduce the following notation in connection with the predomain I. 
where (s ) n denotes the function s applied n times. Since 
By (2) and (3) Examining the above argument, it seems that we have proved u = f(0) for an arbitrary extensional invariant for 1 + Z ? , and not just for the initial one I. In fact for this predomain constructor it is the case that the co-induction property of Theorem 2.5 su ces to characterize the initial solution uniquely up to isomorphism amongst all invariants. We will return to this point in section 7.
It is instructive to compare the proof in Example 2.6 with proofs exploiting speci c properties of the datatype seq. For example, Bird and Wadler 4, page 184] use the so-called`take-lemma' to form nite approximations to lazy lists, and hence reduce the proof to a suitable induction over the natural numbers. As we recall in the next section, a general recursively de ned domain comes with a notion of nite approximation, by virtue of its construction as a colimit of a chain of embeddings. We exploit this to reduce the proof of the co-induction property to an application of mathematical induction (see Proposition 3.3). So the coinduction principle is in a sense just a repackaging of an inductive arguement on nite approximations. However, the induction is done once and for all in establishing the general principle, allowing us to avoid consideration of such nite approximations in any particular application of the principle. This is a distinct advantage when the particular notion of nite approximation is complicated|as is generally the case for datatypes involving the function type constructor. Here is such an example. 
Embeddings
In this section we will recall from 20] enough of the theory of solving domain equations using colimits of embedding-projection pairs to prove Theorem 2.5. Although loc. cit. uses domains rather than predomains, the theory is easily adapted.
As Case is : (i) i s i itself.
Case is 1 2 : given (
The associated partial projection sends (y 1 y 2 ) 2 1 (E) 2 
where i 0 is uniquely determined and, inductively, i n+1 = F(i n ). The structure morphism for the initial algebra, i F : F(I F ) , ! I F , is constructed as follows. Let (k n : F n ( ) , ! I F j n 2 N) denote the colimiting cone for (5). Since F is !-continuous,
is a colimiting cone for the !-chain
, ! F(i n;1 )
, ! F n+1 ( )
, ! F n+2 ( )
, ! Clearly (k n+1 : F n+1 ( ) , ! I F j n 2 !) is a cone for this !-chain. Then i F : F(I F ) , ! I F is the unique factorization of this cone through the colimiting cone (6). Thus for each n 2 N, the following square commutes:
The only other fact we will need to use about colimits of !-chains in D e is that they can be constructed by forming the limit in the category of posets and monotone functions of the corresponding ! With the above lemma, we obtain Theorem 2.5 as a direct corollary of Proposition 3.3. Indeed, we can derive the following generalization of the theorem which characterizes the partial order on a predomain built from a recursive one using the predomain constructors. , we can take C to be v (rec : ) ? . We know that it is asimulation, and (C) is the partial order on (rec : ) ? because by Lemma 3.4 property (i) in Proposition 3.3 holds for ( ).
For the converse, we apply property (ii) in Proposition 3.3 to ( ), taking i : D , ! E to beid : rec : , ! rec : . The hypothesis in (ii) holds in this case by Theorem 2.5, and the conclusion is the result required. 
Simultaneous Domain Equations

Co-induction with Powerdomains
We saw in Example 2.7 that the notion of`applicative bisimulation' used by Abramsky in his study of the lazy lambdacalculus 1] is a particular case of the notion of simulation for a predomain constructor. The same is true for the notion of`partial bisimulation' in Abramsky's denotational semantics of SCCS 2] . To see this we must enrich our collection of predomain constructors to include the convex, or Plotkin, powerdomain (or rather, the predomain version of it). In order to prove that the co-induction property continues to hold for predomains recursively de ned using this larger set of constructors, we will need to restrict attention to the bi nite predomains, for which there is a su ciently concrete description of the convex powerdomain construction.
We say that D 2 D is bi nite if it is the colimit in D e of an !-chain of nite predomains. Let B denote the collection of bi nite predomains, and let B e denote the full subcategory of D e whose objects are in B. In section 3 we remarked that D e is isomorphic, via the lifting functor, to the category of`embedding-projection pairs' between !-complete posets with least elements. This isomorphism restricts to one between B e and the usual category of bi nite (or`SFP ' 17] (ii) For a bi nite domain B, the least element of P \ (B) is f?g. Turning now to a predomain version of the convex powerdomain, we can restrict P \ along the isomorphism (given by lifting) of B e with the category of bi nite domains and embedding-projection pairs, to obtain an !-continuous functor P : B e ! B e . Thus the object part of this functor sends D 2 B to the bi nite predomain P(D) with the property that P(D) ? = P \ (D ? ). Given an embedding i : D , ! E in B e , then using Lemma 5.1(iii), the embedding P(i) : P(D) , ! P(E) has an associated partial projection P(i) such that for all V 2 P(E) ?
(where P(i) is de ned from P(i) as in (4)).
We also have t o g i v e a n a c t 
ML Polymorphism
In this section we show how the co-induction property can be extended to recursively de ned domain constructors. We will revert to using just + ? * , although the convex powerdomain could beincluded without di culty.
A w ell known feature of Standard ML is the ability it gives the programmer to declare datatypes parameterized by t ype variables. The datatype of polymorphic lists datatype list = Nil | Cons of * list is the prototypical example in practice. However, the presence of ML-style polymorphism permits not only the declaration of such t ype-indexed families of recursively de ned types, but also recursively de ned functions from types to types, such as datatype ty = Nil | Cons of ( * ty)ty (11) If one is using predomains to denote types, then the denotation of ty should be a function F : D ! D satisfying
The mathematical framework of 20] provides su cient tools for establishing the existence of (initial) solutions to functional equations such as (12) . Recall from section 3 that D e denotes the category of predomains and embeddings. Let Cts(D e ) denote the category whose objects are !-continuous functors D e ! D e and whose morphisms are natural transformations between such functors. Cts(D e ) has colimits of !-chains, created pointwise from D e : the colimit of 0 ! 1 ! (13) in Cts(D e ) i s calculated by evaluating (13) 
taking the colimit D of this chain of embeddings, and using the universal property of these colimits to extend D 7 ! D to a functor, which is necessarily !-continuous. Note in particular that the evaluation functor
is jointly !-continuous. As well as possessing colimits of !-chains, Cts(D e ) has an initial object, namely the constant functor with value . It follows that an !-continuous functors : Cts(D e ) ! Cts(D e ) possesses initial algebra I . The right-hand side of (12) is the object part of a functor , and by de nition the predomain constructor recursively de ned by (12) is (the underlying object part of) the initial algebra I in Cts(D e ).
Turning from this speci c example to the general case, let us extend the syntax of predomain constructors given in De nition 2.1:
where is a (unary) constructor symbol. For simplicity we will consider such predomain constructors involving at most one such constructor symbol and at most one variable . Just as for the monomorphic case in the proof of Proposition 3.4, this can be proved by induction on n using Lemma 6.5(ii).
Remark 6.7 Theorem 6.6 readily extends to give a co-induction property for simultaneously de ned recursive predomain constructors (along the lines of section 4). Similarly, using the material in section 5, the property continues to hold when involves the convex power-predomain construction.
Conclusion
Recursively de ned domains, in their full generality, have a deserved reputation for being di cult to analyse. The co-induction property given in this paper appears to be a useful tool for working with them. It is particularly pleasing that the property can be stated and used without recourse to any of the explicit constructions of these domains that are available in the literature. However, to con rm this promising appearance more experience with applying the principle is needed|especially in the area of lazy datatypes.
Although it may not be apparent, the results presented here arose from studying Freyd's work on algebraically compact categories 5]. A important aspect of that work is the emphasis it puts on the fact that recursive datatypes arising from functorial constructors should bemodelled by objects that are simultaneously initial algebras and nal coalgebras. A predomain constructor is functorial if for example it contains no negative occurrences of . For such a our co-induction property i s i n f a c t e q u i v alent to the uniqueness part of the nal coalgebra property. 2 In particular, in this restricted case the co-induction property is su cient to characterize rec : uniquely up to isomorphism.
When does contain negative occurrences of the situation is not so nice. For example, consider = *N. It is not hard to see that for this the monotone operator Re`(D ? ) ! R e`(D ? ) associated with an invariant ( D k) as in section 2, is constant with value v D ? . Consequently any invariant is extensional in the sense de ned in that section. In particular, the co-induction property does not serve to characterize rec : amongst invariants in this case.
This weakness stems from the way De nition 2.2 treats the partial function constructor, by throwing away the relation in the negative part of 1 * 2 . To obtain a more re ned action on relations, whilst still producing monotone operators, one can adapt another important idea from 5]. Type constructors containing both positive and negative occurrences of type variables are neither co-nor contra-variant functors on a sutiable category C of types and functions however, they can be viewed as diagonalized versions of functors on C op C . Adapting this idea to the concerns of this paper leads to an interesing proof principle for recursive domains that contains both induction and co-induction principles simultaneously this is described in 16].
