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Duke University
Bayesian nonparametric regression under a rescaled Gaussian
process prior offers smoothness-adaptive function estimation with
near minimax-optimal error rates. Hierarchical extensions of this ap-
proach, equipped with stochastic variable selection, are known to also
adapt to the unknown intrinsic dimension of a sparse true regression
function. But it remains unclear if such extensions offer variable se-
lection consistency, i.e., if the true subset of important variables could
be consistently learned from the data. It is shown here that variable
consistency may indeed be achieved with such models at least when
the true regression function has finite smoothness to induce a poly-
nomially larger penalty on inclusion of false positive predictors. Our
result covers the high dimensional asymptotic setting where the pre-
dictor dimension is allowed to grow with the sample size. The proof
utilizes Schwartz theory to establish that the posterior probability of
wrong selection vanishes asymptotically. A necessary and challeng-
ing technical development involves providing sharp upper and lower
bounds to small ball probabilities at all rescaling levels of the Gaus-
sian process prior, a result that could be of independent interest.
1. Introduction. Sparse estimation and variable selection in high di-
mensional linear regression has been well studied [31, 5, 30, 20, 9, 16, 34, 32].
But an assumption of linearity could be overly restrictive and prone to model
misspecification. A natural alternative is to allow the predictor-response re-
lationship to be flexibly determined by an unknown smooth function f :
Rd → R, leading to the nonparametric regression model
(1.1) Yi = f(Xi) + ǫi, ǫi | Xi iid∼N(0, σ2),
for paired data (Xi, Yi) ∈ Rd × R, i = 1, . . . , n. No theoretical results cur-
rently exist on simultaneously estimating f and recovering its sparsity pat-
tern, especially in the high dimensional setting. Earlier results restrict to
the low dimensional settings of d = o(logn) or d = O(logn) [35, 18, 3].
Comminges and Dalalyan [10] present results under more relaxed settings,
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2establishing that variable selection consistency is achievable for designs of
size log(d) = o(n). However, they focus exclusively on understanding when
it is possible to consistently recover the sparsity pattern of f , rather than
providing a practicable estimation method of either the function or the spar-
sity pattern. More recent works have mostly concentrated on sparse additive
formulations of f [21, 7].
In order to estimate f from data, it is attractive to adopt a Bayesian ap-
proach where a Gaussian process prior is specified on the unknown regression
function. Fairly expressive yet computationally tractable estimation models
could be developed by specifying hierarchical extensions of this prior with
rescaling and stochastic variable selection in order to infer smoothness and
sparsity properties of f , and consequently, improve function estimation and
prediction [22, 14]. Indeed, under such Bayesian approaches, the posterior
distribution of the regression function is known to contract to the true func-
tion at a near minimax optimal rate, adapting to both unknown smoothness
and sparsity [28, 26, 4, 33].
Does this adaptive regression function estimation accuracy translate to
correct identification of relevant regressors? We show that the answer is par-
tially ‘yes’ ! Specifically, we establish that when the true sparsity pattern has
a fixed cardinality d0 and the true regression function is Sobolev β-smooth,
an appropriately specified rescaled Gaussian process model with stochastic
variable selection simultaneously estimates the regression function with near
minimax optimal estimation accuracy and recovers the correct sparsity pat-
tern with probability converging to one, provided d = O(nd0/(2β+d0)) and
the predictors are independent Gaussian variables with a common variance.
Like [10], our result covers the case where the predictor dimension may
grow much faster than the sample size, but ties the growth rate with the
smoothness level of the true regression function. Larger design dimensions
are allowed when the true function is more rough. Both this smoothness
dependent bound on the predictor dimension and the independent Gaus-
sian design assumption are necessary for our proof technique which relies
on establishing a polynomial slowdown in the posterior contraction rate of
a rescaled Gaussian process model when it includes more predictors than
necessary.
Establishing this polynomial slowdown in contraction rate requires new
and detailed calculations of concentration probabilities of a rescaled Gaus-
sian process around a given function of limited Sobolev smoothness. van der
Vaart and van Zanten [28] established a rescaled Gaussian process estima-
tion model achieves near minimax-optimal contraction rate by deriving lower
bounds on the concentration probabilities for a carefully chosen range of
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rescaling levels. To establish a polynomial slowdown in rate, we addition-
ally need sharp upper bounds on the concentration probabilities at every
rescaling level. These are derived by an accurate characterization of small
L2-ball probabilities of a rescaled Gaussian process at every rescaling level.
We use the metric entropy method [17, 19, 27] to turn small ball proba-
bility calculations into calculating the metric entropy of the unit ball of
the Reproducing Kernel Hilbert Space (RKHS) associated with the Gaus-
sian process. Critically, the Gaussian design assumption allows mapping the
RKHS of a squared-exponential Gaussian process to an ℓ2 ellipsoid whose
metric entropy can be bounded accurately.
2. GP Regression with Stochastic Variable Selection. Our asymp-
totic analysis concerns a sequence of experiments, indexed by sample size
n = 1, 2, . . ., and with associated sample spaces Dn = {(Xi, Yi) ∈ Rdn ×
R, 1 ≤ i ≤ n}, in which Xi’s are taken to be independent realizations from a
probability measure Qn on R
dn and Yi’s are realized as in the nonparamet-
ric regression formulation (1.1) for some known σ > 0 and some unknown
f ∈ C(Rdn), the space of continuous functions on Rdn . We study a Bayesian
estimation of f under a rescaled Gaussian process prior with stochastic
variable selection. This prior is formalized by hierarchically extending the
rescaled Gaussian process prior of [28]; see also [33].
2.1. Prior specification. We call a stochastic process W = (W (x) : x ∈
Rd) a standard, squared exponential Gaussian process on Rd, if for any fi-
nite collection {x1, . . . , xk} ⊂ Rd, the random vector (W (x1), . . . ,W (xk))
has a mean-zero, k-variate Gaussian distribution with covariance matrix
((c(xi, xj))1≤i,j≤k where c(x, x′) = exp{−‖x − x′‖22}. It is well known that
such a W could be seen as a random element of C(Rd) and is infinitely
differentiable with probability one. Now, given a γ ∈ {0, 1}d and a probabil-
ity measure π on (0,∞), define a γ-sparse, π-rescaled, squared exponential
Gaussian process measure, SEGP(Rd; γ, π) for short, as the probability law
of the stochastic process W = (W (x) : x ∈ Rd) given as W (x) = W0(xγ)
whereW0 is a standard, squared exponential Gaussian process on R
|γ|, A ∼ π
independently of W0, and xγ = (xj : γj = 1, j = 1, . . . , d) denotes the sub-
vector selected according to γ.
For our experiment sequence Dn, a rescaled Gaussian process prior on f ∈
C(Rdn) with stochastic variable selection is defined as the marginal law of f
induced by any joint probability measure Πn on (Γ, f) ∈ {0, 1}dn × C(Rdn)
satisfying the following
1. Pr(Γ = γ) = qn(|γ|)/
(dn
|γ|
)
, γ ∈ {0, 1}dn , for some probability vector
4(qn(d) : 0 ≤ d ≤ dn) with qn(dn) < 1.
2. For every γ ∈ {0, 1}dn , f | (Γ = γ) ∼ SEGP(Rd; γ, πn,|γ|), determined
by a collection of probability measures πn,d on (0,∞), 0 ≤ d ≤ dn.
The rescaling measures play a key role in smoothness adaptation, facilitat-
ing a Bayesian version of fully automated, data-driven bandwidth selection
[28]. The sparsity pattern of f is fully encoded by the binary vector Γ. Let
Qn,j denote the marginal distribution of the j-th regressor under X ∼ Qn.
Any f ∈ C(Rdn) is constant along an axis j ∈ {1, . . . , dn} if and only if
‖f−fj‖L2(Qn) = 0 where fj(x) :=
∫
f(x1, . . . , xj−1, z, xj+1, . . . , xp)dQn,j(z).
Under the prior Πn, the sparsity pattern of f given by the subset {1 ≤ j ≤
dn : f is not constant along axis j} is identical to Γ with probability one.
Notice that the prior on variable selection is taken to depend only on the
cardinality of the included subset.
2.2. Connecting selection consistency with estimation accuracy. Given
observed data Dn ∈ Dn, let Πn(· | Dn) denote the joint posterior distri-
bution on (Γ, f) under a prior distribution Πn as above. Assuming Dn was
generated from a true regression function f∗n ∈ C(Rdn) whose sparsity pat-
tern is identified by a γ∗n ∈ {0, 1}dn , the issue of variable selection consistency
boils down to assessing whether Πn(Γ 6= γ∗n | Dn)→ 0 in some probabilistic
manner. As indicated in the Introduction, the main result we prove in this
paper is that when the cardinality of γ∗n remains fixed at a d0 and f∗n is of
finite Sobolev smoothness of order β, one has Πn(Γ 6= γ∗n | Dn)→ 0 as long
as dn = O(n
d0/(2β+d0)) and the regressors are independent Gaussian vari-
ables with equal variance. Below we give a sketch of the argument of how
such a claim can be made based on adaptive function estimation accuracy.
The question of variable selection could be directly related to that of
function estimation quality as follows. Consider a small ball around the
truth: En = {f ∈ C(Rdn) : ρ(f, f∗n) ≤ εn} where ρ is an appropriate metric
and εn > 0. Notice that
(2.1) Πn(Γ 6= γ∗n | Dn) ≤ Πn(f ∈ Ecn | Dn) + Πn(Γ 6= γ∗n, f ∈ En | Dn).
If it were known that the posterior on f contracts to the truth under metric
ρ at a rate εn or faster, then the first term on the right hand side would
eventually vanish in probability. In order for the second term to vanish as
well, one needs to establish that the same fast rate of contraction cannot be
achieved under a wrong selection of variables.
Partition the space of wrong selections into two parts: {0, 1}d \ {γ∗n} =
{γ ∈ {0, 1}d : γ∗n 6≤ γ} ∪ {γ ∈ {0, 1}d : γ∗n < γ} =: FN(γ∗n) ∪ FP(γ∗n), where
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the defining inequalities are taken to be coordinatewise. The false nega-
tive set FN(γ∗) consists of selections that miss at least one true predictor.
The false positive set FP(γ∗) contains selections that include all important
variables and at least one unimportant regressor. Accordingly, the second
posterior probability in (2.1) splits into two pieces,
Πn(Γ 6= γ∗n, f ∈ En | Dn) = Πn(Γ ∈ FN(γ∗n), f ∈ En | Dn)
+ Πn(Γ ∈ FP(γ∗n), f ∈ En | Dn),
(2.2)
of which the first term could be expected to be exactly zero for large n as long
as one assumes that the signal strength of f∗n in any of its relevant variables,
measured according to ρ, is above a fixed threshold δn ≡ δ (Assumption 3
in Section 3). Such an f∗n will be at least a δ distance away in metric ρ from
any f whose sparsity pattern γ ∈ FN(γ∗n).
No such separation exists for regression functions associated with selec-
tions in the false positive set! For any γ ∈ FP(γ∗n), one would expect the
conditional posterior Πn(f | Γ = γ,Dn) to place considerable mass around
the truth f∗n. Any hope of the second term on the right hand side of (2.2)
being small rests on establishing that such a conditional posterior would
contract at a slower rate than εn. This is a legitimate hope because it is
known that the minimax error rate of function estimation usually worsens
when additional irrelevant variables are selected in the regression model
[24]. Therefore, assuming f∗n belongs to the class of β-smooth functions for
some β > 0 (Assumption 4 part 1), a reasonable proof strategy would be
to consider εn = Mεn(logn)
κ for some M,κ > 0 where εn = n
−β/(2β+d0) is
the usual minimax rate of estimation of an f∗ of β-smooth functions, and
establish a polynomial difference in contraction rates between the overall
posterior and the conditional posteriors under false positive selection.
In Sections 3 and 4 we establish the above rate difference result and give
a formal proof of variable selection consistency under a rescaled GP prior
with stochastic variable selection. Establishing slower posterior contraction
rates under false positive selection necessitates working with the L2(Qn)
metric ρ(f, f ′) = ‖f−f ′‖L2(Qn) = {
∫
(f−f ′)2dQn}1/2. This choice of metric
is slightly different than those considered in [28, 33]. Consequently, a new
proof is needed to establish overall posterior contraction at a rate of εn.
To show that posterior contraction rate becomes polynomially slower under
false positive selection, we have to make two important assumptions: f∗n
is exactly β-smooth and no smoother (Assumption 4 part 2) and Qn is
the mean-zero Gaussian measure on Rdn with covariance matrix ξ2 · Idn
(Assumption 1). The finite smoothness of f∗n is indeed necessary to ensure
that the conditional prior Π(f | Γ = γ) sits less densely around f∗n when γ ∈
6FP(γ∗n) than when γ = γ∗n. But the assumption of an independent Gaussian
design with a fixed variance is a technical convenience that enables sharp
calculations of the concentration probabilities of rescaled GP laws, which
are necessary for establishing the above result. Additionally, the stochastic
variable selection prior is assumed to favor small models, to control the
total posterior probability of the exponentially growing false positive set
(Assumption 7).
3. Main Result. Toward a formal and rigorous treatment of the ar-
guments presented above, we first state the necessary assumptions and the
main variable consistency result. A lengthy discussion of the assumptions is
delayed to Section 6. Supporting results on the posterior contraction rates
and difference in such rates under correct and false positive selections are
presented in Section 4, relying upon the sharp small ball probability calcu-
lations in Section 5.
For each sample size n, the true data generating distribution P∗n is taken
to be an element of the model space identified by f = f∗n ∈ C(Rdn). An
important assumption, needed essentially for technical reasons, is that the
design distribution is uncorrelated Gaussian.
Assumption 1 (Gaussian random design). The design measure Qn =
Gdn where Gd denotes the d-variate Gaussian measure Nd(0, ξ
2Id). The vari-
ance ξ2 > 2/e may be unknown but does not change with n.
Additionally, we assume that the sequence (f∗n : n ≥ 1) remains essentially
the same across n, formalized as below. For notational convenience, for any
d ∈ N and γ ∈ {0, 1}d, let Tγ : C(R|γ|) → C(Rd) denote the function
embedding operator: (Tγf)(x) = f(xγ), f ∈ C(R|γ|), x ∈ Rd.
Assumption 2 (Finite sparsity of true regression function). There exist
n0, d0 ∈ N, f0 ∈ C(Rd0) and a sequence of binary vectors γ∗n ∈ {0, 1}dn , such
that dn ≥ d0, |γ∗n| = d0 and f∗n = Tγ∗nf0 for all n ≥ n0.
Assumption 2 makes it clear that for all large n, the true function is
sparse and the support size d0 does not grow with sample size. To avoid
any ambiguity about the true sparsity level d0, it is important to iden-
tify it as the minimal support size for the sequence (f∗n : n ≥ 1). This
is done via the next assumption on signal strength which ensures that
each of the d0 inputs to f0 results in a variability that is detectable in
the L2 topology. Toward this, for each j ∈ {1, . . . , p}, define f0j ∈ C(Rd)
as the projection of f0 perpendicular to the j-th axis, given by f0j(x) :=∫
R
f0(x1, . . . , xj−1, z, xj+1, . . . , xd0)dG1(z), x ∈ Rd0 .
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Assumption 3 (Signal strength is L2 detectable). The minimum signal
strength in the relevant variables δ := min1≤j≤d0 ‖f0− f0j‖2L2(Gd0 ) is strictly
positive.
An immediate consequence of this assumption is that for any n ≥ n0, f∗n
is at least a δ distance away from any f ∈ C(Rdn) that is constant along at
least one axis j for which γ∗n,j = 1. More formally, for any n ≥ n0, and any
γ ∈ {0, 1}dn with γ∗n 6≤ γ, inf{‖f∗n − f‖2L2(Qn) : f ∈ TγC(R|γ|)} ≥ δ.
Next, we formalize the notion that the true regression function is β-
smooth but no smoother! For any d ∈ N, β > 0, let Hβ(Rd) denote the
Sobolev space of functions h : Rd → R with norm ‖h‖Hβ (Rd) given by
(3.1) ‖h‖2Hβ(Rd) :=
∫
Rd
|hˆ(λ)|2(1 + ‖λ‖22)βdλ <∞
where hˆ is the Fourier transform1 of h. Recall that functions h ∈ Hβ(Rd)
have square-integrable, (weak) derivatives D(k)f , k = (k1, . . . , kd) ∈ Nd0, of
order |k| ≤ β.
Assumption 4 (Smoothness of f0). The true function f0 satisfies
1. There exists a β > d0/2 such that f0 ∈ Hβ(Rd0).
2. There also exists an α ∈ (β, β(1 + 1/d0)) such that |f̂0√gd0(λ)| %
‖λ‖−(α+d0/2)2 for every λ ∈ Rd0 with ‖λ‖2 ≥ 1, where gd0 is the proba-
bility density function of Gd0 .
Part 2 of the assumption ensures that f0 6∈ Hb(Rd0) for any b > α and
hence has limited regularity which is important in establishing that the
posterior contraction rate at f∗n is polynomially slower under false positive
inclusion.
The posterior contraction rates also depend on the rescaling measures
πn,d, 0 ≤ d ≤ dn. The following assumption is mildly adapted from [28]. The
modification is needed in part because in determining sharp upper bounds on
the concentration probabilities of rescaled GP priors, one needs to integrate
over the entire range of the rescaling parameter. Below, with a slight abuse of
notation, we let πn,d also denote the probability density function underlying
the eponymous rescaling measure.
Assumption 5 (Rescaling measures). For each d ∈ N, there exist con-
stants C1, C2, C3, D1 and D2, all independent of d, such that
1
hˆ(λ) = (2pi)−d
∫
Rd
e
−i(λ,t)
h(t)dt, λ ∈ Rd.
81. for all sufficiently large a, πn,d(a) ≥ D1e−C1adlogd+1(a);
2. for every a > 1/ξ, πn,d(a) ≤ D2ad−1e−C2ad(logd+1(a)∨1)+C3 log(d);
3. πn,d(0, ξ
−1) = 0.
This assumption is satisfied, for example, when πn,d is the truncation to
(ξ−1,∞) of the probability law of a random variable A for which Adlogd+1(A)
has an exponential distribution with a rate parameter that is constant in n
and d.
Our next assumption regulates how fast the design dimension dn can grow
in n. If the support γ∗n were known, the L2(Qn) minimax estimation error
of a β-smooth function would be of the order of εn = n
−1/(2+d0/β) [24]. Not
knowing the support means that one incurs an additional error of the order
of d0log(dn/d0)/n for having to carry out variable selection. We require this
additional error to not overwhelm the original estimation error.
Assumption 6 (Growth of dn). The design dimension dn satisfies logdn -
nε2n ≍ nd0/(2β+d0).
A final assumption is needed on the sparsity induced by the prior distri-
bution. In particular it is needed that the prior on Γ favors small selection
sizes and heavily penalizes extremely large selections.
Assumption 7 (Prior sparsity). For all sufficiently large n,
1. qn(d0) ≥ exp{−nε2n} ≍ exp{−nd0/(2β+d0)},
2. qn(d) ≤ exp{−Cdρ} for every d % n2β/{α(2β+d0)}, for some constants
C > 0 and ρ ≥ (d0 + 1)/2.
Assumption 7 seemingly requires the knowledge of the true support size
d0, but one can relax this by letting ρ grow slowly as sample size increases.
The assumption would hold, for instance if one chose a prior that caps
the selection size |Γ| at an mn ≤ dn and let mn grow slowly with n, e.g.,
mn ≍ n1/loglogn. Formally, qn(d) ∝ I(d < n1/loglogn), d = 0, . . . , dn. An
alternative is to not use a cap, but employ aggressive penalization of larger
selections: qn(d) ∝ dkloglogn−1 exp{−dkloglogn}, 0 ≤ d ≤ dn, for some constant
k. The latter choice is equivalent to an appropriately tuned Beta-Binomial
prior on individual regressor inclusion.
Building upon these formal assumptions, we are able to offer the following
rigorous statement and proof of variable selection consistency.
Theorem 3.1. Under Assumptions 1-7, P∗n [Πn(Γ 6= γ∗n | Dn)] → 0, as
n→∞.
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Proof. As before, let En = {f ∈ C(Rdn) : ‖f − f∗n‖L2(Qn) ≤ εn} where
εn = εn(logn)
κ with κ = (d0 + 1)/(2 + d0/β). Consider the upper bound
on Πn(Γ 6= γ∗n | Dn) jointly given in (2.1) and (2.2). By Theorem 4.1 in
the next section, Πn(f ∈ Ecn | Dn) → 0 in probability as n → ∞. By
Assumption 3, the first term of the bound given by (2.2) is exactly zero
for all large n because the prior probability Πn(Γ ∈ FN(γ∗n), f ∈ En) = 0
whenever εn < δ. The second piece of this bound vanishes in probability
by Proposition 1, which leverages on detailed calculations of concentration
properties of Gaussian process laws presented in Section 5.
4. Posterior Concentration via Schwartz Theory. This Section
presents supporting results for the proof of Theorem 3.1. As the proof tech-
nique is standard, details of the proofs are in the Appendix.
Theorem 4.1. Under Assumptions 1, 2, 4-1, 6 and 5, let εn = εn(logn)
κ
with κ = (d0 + 1)/ (2 + d0/β) for n ≥ 1, then for any sufficiently large
constant M ,
P∗n[Πn(f ∈ C(Rdn) : ‖f − f∗n‖L2(Qn) > Mεn} | Dn)]→ 0, as n→∞.
A proof of this result is presented in Section A.1 by verifying Theorem 2.1
of [11]. In the proof, we first verify the Kullback-Leibler prior mass condition
that for all sufficiently large n,
(4.1) Πn(f ∈ Bn(f∗n, εn)) ≥ e−nε
2
n
where for any g ∈ C(Rdn) and ǫ > 0, one defines Bn(g, ǫ) = {f : K(P1g,P1f ) ≤
ǫ2, V (P1g,P
1
f ) ≤ ǫ2}, with P1f denoting the probability distribution of a single
observation pair (X1, Y1) under the model element with regression func-
tion f , and, K(P1g,P
1
f ) = P
1
glog(dP
1
f/dP
1
g), V (P
1
g,P
1
f ) = P
1
g[log(dP
1
f/dP
1
g)
2]−
K(P1g,P
1
f )
2. Next, a sieve Bn ⊂ C(Rdn), n ∈ N is produced such that
Πn(f /∈ Bn) ≤ exp(−4nε2n) and logN(εn, Bn, ‖ · ‖L2(Qn)) ≤ nε2n for all suffi-
ciently large n. Here, N(ǫ, S, ρ) is used to denote the ǫ-covering number of
a subset S in a metric space with metric ρ.
Our statement and proof technique for Theorem 4.1 mirror the near
minimax-optimal posterior contraction results and proofs of [28, 33], but are
slightly novel in its use of the L2(Qn) topology on the space of regression
functions. In particular, under the stochastic design assumption, one has the
simplification that Bn(g, ǫ) = {f ∈ C(Rdn) : ‖f − g‖L2(Qn) ≤ ǫ}). Thus the
Kullback-Leibler prior mass condition translates to a simpler L2(Qn) prior
mass condition:
(4.2) Πn({f ∈ C(Rdn) : ‖f − f∗n‖L2(Qn) ≤ εn}) ≥ e−nǫ
2
n .
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Proposition 1. Under Assumptions 1, 2, 4-2, 5 and 7, let En = {f ∈
C(Rdn) : ‖f−f∗n‖L2(Qn) ≤Mεn}, εn = εn(logn)κ with κ = (d0+1)/ (2 + d0/β)
for n ≥ 1, then for all sufficiently large constant M ,
P∗n[Πn(Γ ∈ FP(γ∗n), f ∈ En | Dn)]→ 0, as n→∞.
A proof is given in Section A.2. It follows Lemma 1 of [8] and establishes
that
(4.3)
Πn(Γ ∈ FP(γ∗n), f ∈ En)
Πn(f ∈ Bn(f∗n, εn))
≤ e−2nε2n ,
which, according to Lemma 1 in [13], along with (4.1), guarantees that the
posterior probability of the set in the numerator vanishes in probability.
The message of Proposition 1 is that the posterior contraction rates of
false positive models are significantly slower than minimax rates. With The-
orem 4.1, it further implies false positive models eventually receive negligible
posterior mass. The use of posterior contraction rates adaptation echoes [12]
who establishes model selection consistency among density models with dif-
ferent regularity levels.
The key inequalities in (4.2) and (4.3) require establishing lower and upper
bounds on the prior concentration in L2(Qn) balls around f
∗
n. Such concen-
trations are completely governed by the f∗n-shifted small ball probabilities
of the underlying sparse Gaussian processes at appropriate rescaling levels.
The lower bound calculations are similar to those in [28] and require work-
ing with rescaling levels that appropriately grow to infinity as determined
by the true smoothness level β. But, as mentioned earlier, the upper bound
calculations are much more technically involved and require dealing with all
rescaling levels. Furthermore, unlike [28] we calculate small ball probabilities
by viewing the Gaussian process as a random element in L2(Qn), necessitat-
ing new characterization of the associated reproducing kernel Hilbert space.
These details are presented in the next section.
5. Small Ball Probability of Rescaled GP.
5.1. Concentration Function. Suppose W a,γ ∼ SEGP(Rdn ; γ, δa) where
|γ| > 0, and a > 0 is a fixed rescaling level, i.e., the rescaling measure is
the Dirac delta measure at a. The f∗n-shifted εn-ball probability of W a,γ is
Pr(‖W a,γ − f∗n‖L2(Qn) < εn). Here, aided by Mercer’s Theorem, we view
W a,γ as a random element of the Banach space L2(Qn). But since W
a,γ is
continuous with probability 1, we will identify the probability Pr(W a,γ ∈ U)
with the probability Pr
(
W a,γ ∈ U ∩ C(Rdn)) for any set U ⊂ L2(Qn). This
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identification is needed to interpret probability statements as in (4.2) in a
rigorous measure theoretic way.
The small ball probability, in log scale, can be bounded as
(5.1) φa,γf∗n
(εn) ≤ −log Pr(‖W a,γ − f∗n‖L2(Qn) < εn) ≤ φa,γf∗n (εn/2),
with φa,γf∗n
denoting the concentration function
(5.2)
φa,γf∗n
(εn) = inf
h∈Ha,γ :‖h−f∗n‖L2(Qn)<εn
‖h‖2Ha,γ − log Pr(‖W a,γ‖L2(Qn) < εn),
where Ha,γ is the reproducing kernel Hilbert space (RKHS) of W a,γ , and
‖ · ‖Ha,γ is the canonical norm of the Hilbert space.
With inequality (5.1), bounding shifted small ball probability is essentially
bounding the concentration function. The concentration function has two
parts: the decentering part and the centered small ball probability exponent.
The decentering part measures the position of the centering f∗n relative to
the RKHS.
5.2. RKHS of W a,γ as a Subset of L2(R
dn , Qn). The RKHS Ha,γ is de-
fined as the completion of the range SL2(Qn)
∗ where Sb∗ = E[W a,γb∗(W a,γ)],
b∗ ∈ L2(Qn)∗ in the sense of Pettis integral; see [27] for more details. The cor-
responding RKHS norm is determined by the inner product 〈Sb∗1, Sb∗2〉Ha,γ =
E (b∗1 (W
a,γ) b∗2 (W
a,γ)). As the RKHS norm is stronger than the L2(Qn)
norm, Ha,γ is seen as a dense subset of L2(Qn) and can be isometrically
identified with an ℓ2 sequence space. To characterize the isometric ℓ2 se-
quence space of Ha,γ , we construct an orthonormal basis of Ha,γ based on
eigenexpansion of the kernel function Ka,γ(·, ·), and the ℓ2 space is the space
of square summable coefficients on the orthonormal basis. This isometry
provides a different route to compute the metric entropy of the unit ball of
Ha,γ .
To obtain the eigen-expansion of Ka,γ(·, ·), first recall the eigen-expansion
of univariate Squared Exponential kernel function: for s, t ∈ R, it admits
the eigen-expansion Ka,1 (s, t) = e
−a2(s−t)2 =
∑∞
j=0 λjϕj (s)ϕj (t) where
eigenvalue λj =
√
2v1/V B
j, eigenfunction ϕj (x) = e
−(v3−v1)x2Hj
(√
2v3x
)
,
Hj (x) = (−1)jex2 djdxj e−x
2
is physicists’ Hermite polynomial, v−11 = 4ξ
2,
v2 = a
2, v3 =
√
v21 + 2v1v2, V = v1+ v2+ v3, and B = v2/V (See Chapter 4
of [22] for more details). The eigenfunctions {ϕj} form an orthonormal basis
under the inner product
〈ϕj , ϕk〉G =
∫
R
ϕj (s)ϕk (s) g (s) ds = δ0 (j − k) ,
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where G denotes the univariate Normal distribution N(0, ξ2) and g is its
density function relative to Lebesgue measure. The measure G corresponds
to Assumption 1.
With the above expansion, W a,γ’s kernel function is a tensor product of
univariate SE kernels and admits the following expansion: for s, t ∈ Rdn ,
Ka,γ (s, t) = e
−a2‖s[γ]−t[γ]‖22
=
∏
{i:γi=1}
e−a
2(si−ti)2
=
∏
{i:γi=1}
(∑∞
j=0
λ
(i)
j ϕ
(i)
j (si)ϕ
(i)
j (ti)
)
≡
∑∞
k=0
µ
(γ)
k ψ
(γ)
k (s)ψ
(γ)
k (t),(5.3)
where λ
(i)
j is the j
th eigenvalue of ith univariate SE kernel, ϕ
(i)
j is the j
th
eigenfunction of ith univariate SE kernel, eigenfunctions
{
ψ
(γ)
k
}
and eigen-
values
{
µ
(γ)
k
}
are ordered by collecting lower order terms first.
The eigenvalue µ
(γ)
k = (2v1/V )
|γ|/2Bm for somem ∈ N andm is weakly in-
creasing in k. Note the number of k−tuples of positive integers whose sum is
m is
(m−1
k−1
)
, the number of terms involving Bm form ≥ 1 is∑mk=1 (m−1k−1)(|γ|k ) =(|γ|+m−1
m
)
by Vandermonde’s identity. As we collect low order terms first,
first few terms are µ
(γ)
0 = (2v1/V )
|γ|/2, µ(γ)k = (2v1/V )
|γ|/2B for k = 1 : |γ|,
µ
(γ)
k = (2v1/V )
|γ|/2B2 for k = |γ| + 1 : |γ| + (|γ|+12 ). Eigenfunctions are
defined accordingly depending on eigenvalues. The ordering of the eigen-
functions with the same eigenvalues does not matter. The eigenfunctions
are orthogonal if the base measure is N(0, ξ2Idn) where isotropy is assumed
without loss of generality.
With the eigen-expansion (5.3), the RKHS unit ball Ha,γ1 of W a,γ can be
isometrically identified with the following ellipsoid:
(5.4)
{
{θj}∞j=1 :
∑∞
j=1
θ2j/µ
(γ)
j ≤ 1
}
⊆ ℓ2 (N) .
5.3. Centered Small Ball Probability Bounds via Metric Entropy. The
centered small ball probability is bounded using the metric entropy method
[17, 19, 27]. The metric entropy method links the metric entropy of the
RKHS unit ball with the centered small ball probability. Section 6 of the
review paper [27] summarizes the quantitative relationship between bounds
of metric entropy and bounds of small ball probability. In our analysis,
we first calculate the metric entropy of the RKHS unit ball and then use
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the relationship to derive bounds of centered small ball probabilities as a
corollary.
With isometry, the metric entropy of the RKHS unit ball is the metric
entropy of the ℓ2 ellipsoid (5.4). It is well known that the metric entropy
of ℓ2 ellipsoid in the fashion of (5.4) depends on the decay rate of {µ(γ)j }.
Lemma 1 gives bounds for the metric entropy of the RKHS unit ball.
Lemma 1. Suppose a, ε and |γ| satisfy ε−2 ≥ CH(aξ)|γ| for some con-
stant CH such that log
(
1
ε
)− |γ|4 log ( V2v1
)
≍ log (1ε), and aξlog (1/ε) > |γ|,
then the metric entropy of Ha,γ1 satisfies
logN
(Ha,γ1 , ε, ‖ · ||L2(Qn)) - a|γ|log(1/ε)|γ|+1/|γ|!,
logN
(Ha,γ1 , ε, ‖ · ||L2(Qn)) % a|γ|log(1/ε)|γ|/|γ|!.
The proof of Lemma 1 follows standard technique of metric entropy of
ℓ2 sequence spaces. The lower bound is smaller than the upper bound by a
logarithmic factor. This gap affects the bounds for small ball probabilities,
but it does not jeopardize Theorem 4.1 and Proposition 1.
Then the centered small ball probability bounds are obtained in Lemma
2 as a corollary.
Lemma 2. Suppose a and ε satisfy ε−2 ≥ CH(aξ)|γ| and aξlog (1/ε) >
|γ|, then there exists a constant C independent of a, ξ and |γ| such that
φa,γ0 (ε) ≤ Ca|γ|log(a/ε)|γ|+1/|γ|!,
and there exist constant C ′ such that
φa,γ0 (ε) ≥ C ′a|γ|log(1/ε)|γ|/|γ|!.
Proof. With the assumptions, the metric entropy calculation in Lemma
1 holds. Following the same idea as in Lemma 4.6 of [28], the first assertion
holds.
Using the first inequality of Lemma 2.1 in [1], let λ = 2 in the Lemma,
φa,γ0 (εn) ≥ logN
(Ha,γ , εn, ‖ · ‖L2(Qn)) − 2 ≥ C ′a|γ|log(1/ε)|γ|/|γ|! holds for
some constant C ′.
5.4. Shifted Small Ball Probability Estimates. With centered small ball
probability calculation, bounds for shifted small ball probability are readily
available if the bounds of the decentering part are obtained. Lemma 3 and
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Lemma 4 give upper and lower bounds of the decentering part as a function
of rescaling level and model index parameter. Lemma 3 is used to lower
bound the prior mass on {‖W a,γ∗n − f∗n‖L2(Qn) < εn}; Lemma 4 is used to
upper bound the prior mass on {Γ ∈ FP(γ∗n)} ∩ {‖W a,Γ − f∗n‖L2(Qn) < εn}.
Lemma 3. Suppose f0 ∈ Hβ(Rd0), then for every a > 0, there exists a
constant C, ε0 such that for all ε < ε0
inf
h∈Ha,γ0 :‖h−f∗n‖L2(Qn)<ε
‖h‖2Ha,γ0 ≤ C
(
2
√
π
)d0ad0eCε−2/β/a2 .
The proof of Lemma 3 leverages the representation theorem of the RKHS
and uses the squared RKHS norm of a special element in the true model
neighborhood as an upper bound. In light of Lemma 4.1 of [28] and Lemma
7.1 of [27], after embedded into L2(R
dn , Qn), elements in Ha,γ admit the
representation: for t ∈ Rdn , hψ (t) =
∫
R|γ|
ei(λ,t0)ψ (λ)ma,γ (λ) dλ, where t ≡
(t0, t1) with t0 ∈ R|γ| and t1 ∈ Rdn\R|γ|, ma,γ(·) is the spectral density of
the γ−dimensional Gaussian process with rescaling level a, and ψ is in the
complex Hilbert space L2(ma,γ); its RKHS norm is defined as ‖hψ‖2Ha,γ =∫
R|γ|
|ψ (λ) |2ma,γ (λ) dλ . The spectral density ma,γ (λ) = a−|γ|mγ (λ/a),
where mγ (λ) = e
−‖λ‖22/4/
(
2|γ|π|γ|/2
)
and λ ∈ R|γ|.
Lemma 4. Suppose f0 ∈ Hβ(Rd0) with Fourier transform satisfying
|f̂0√gd0 (λ) | % ‖λ‖−(α+d0/2)2 for all ‖λ‖2 ≥ 1 and some constant α > 0.
Pick a γ ∈ FP(γ∗n). Let cξ = ξ/
√
2, then for all a > 0, there exist constants
C, C ′ and ε0 only dependent of f0, such that for all ε < ε0,
inf
h∈Ha,γ :‖h−f∗n‖L2(Qn)<ε
‖h‖2Ha,γ ≥ Cε2(cξa)|γ|eC
′ε−2/α(ξ2∧a−2).
The strategy of the proof follows the proof of Theorem 8 in [29]. In Lemma
4, the RKHS norm is expected to explode as the neighborhood in the false
positive model space shrinks. Also note the effect of rescaling level a: larger
a means better approximation and hence larger RKHS norm; small a means
flatness in the prior sample path and hence smaller RKHS norm.
6. Discussion. We have shown here that a GP regression model equipped
with stochastic variable selection can simultaneously offer adaptive regres-
sion function estimation and consistent recovery of its sparsity pattern. This
result is derived under several assumptions, some of which are mathemat-
ical formalizations of reasonable statistical considerations while others are
needed more for technical reasons than statistical ones. Below we offer a
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detailed discussion of the reasonability and limitations of the formal as-
sumptions and explore possible relaxations.
6.1. Gaussian design assumption. Assumption 1 requires a Gaussian
random design and is quite restrictive, but is needed for a specific tech-
nical reason: it leads to a Karhunen-Loe`ve eigen expansion of the squared
exponential kernel in closed form. With the Karhunen-Loe`ve expansion, the
RKHS unit ball is isometric to an ℓ2 sequence space whose metric entropy
can be accurately bounded. Further, small ball probability estimates are
available via the metric entropy method [17, 19, 27]. In particular, it permits
an upper bound of the prior mass condition that is crucial for Proposition
1. Also, the assumption ξ2 > 2/e is made to simplify the calculations for
Proposition 1. It holds in most applications as the design matrix can be
standardized.
Without the Gaussian assumption, it is not tractable to work out sharp
upper bounds of the prior mass condition needed for Proposition 1. An
alternative approach to metric entropy calculation of the RKHS unit ball
without assuming Gaussian random design is to extend [1] where the RKHS
unit ball is identified as a set of “well-behaved” entire functions whose met-
ric entropy can be accurately bounded. However, direct extension carrying
over the rescaling parameter gives sub-optimal lower bounds of the metric
entropy, and the resulting upper bounds of the prior mass condition become
meaningless.
A natural relaxation is to assume the Radon-Nikodym derivative of Qn
with respect to Gdn is bounded away from 0 and∞, uniformly across all n ≥
1. This uniform absolute continuity implies that convergence in ‖ · ‖L2(Qn) is
equivalent to convergence in ‖ · ‖L2(Gdn ). Clearly, the uniform boundedness
assumption renders the relaxation quite limited.
6.2. Fixed sparsity assumption. Assumption 2 makes it clear that for all
large n, the true function is sparse and the support size d0 does not grow
with sample size. While the latter condition may appear too restrictive, it
is shown in [33] that in the case dn grows nearly exponentially in n, one
cannot hope to consistently estimate a sparse, smooth regression function
nonparametrically unless the true support size remains essentially constant.
Assumption 3 identifies the true sparsity level d0 as the minimal support
size for the sequence (f∗n : n ≥ 1). Under this assumption, each of the
d0 inputs to f0 results in a variability that is detectable in the L2 topology.
This is essentially a nonparametric version of the β-min assumption in sparse
linear regression literature.
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6.3. Limited smoothness assumption. Assumption 4 imparts only a lim-
ited amount of smoothness on f0. The first part of the assumption requires
true f0 to be in the Sobolev space H
β(Rd0) in which functions satisfy
(3.1). Analogous to Ho¨lder smoothness, functions in Hβ(Rd0) have square-
integrable (weak) partial derivatives up to order β. The second part of As-
sumption 4 is adapted from [29] and combines the probability density of the
random design. It encodes a lower bound for the regularity of f0 in the spirit
of the self-similarity assumption in [15, 6, 25, 23]. A direct consequence of
the assumption is lower bounds for the RKHS norm of the functions in a L2
neighborhood of the true function (Lemma 4). Further, the resulting lower
bounds are necessary for upper bounding the prior mass condition in Propo-
sition 1. The self-similarity assumption in the Gaussian sequence model can
be written as the convolution of fˆ0 and a sum of delta functions evaluated at
some frequencies. This convolution reflects the fixed design nature of Gaus-
sian sequence model. In contrast, with random design, it’s reasonable to
weigh “signals” at different frequencies differently.
Note that the decay rate of a convolution is bounded above by the sum of
the decay rates of the functions convolved when they are in both L1 and L∞.
As
√̂
gd0 is a Gaussian function decaying exponentially,
√̂
gd0 ∈ L1 ∩ L∞.
Part 1 implies fˆ0 ∈ L1∩L∞. Therefore, part 2, coupled with part 1, requires
|f̂0√gd0 (λ) | to decay approximately at the same rate as |fˆ0(λ)| as ‖λ‖ → ∞,
that is, |fˆ0(λ)| % ‖λ‖−(α+d0/2)2 as ‖λ‖ → ∞. One concern is whether there
exists an f0 satisfying Assumption 4. The answer is yes. As an example, let
fˆ0(λ) = (1 + ‖λ‖)−r with r = α + d0/2 > β + d0/2. Then f0 ∈ Hβ(Rd0)
and f̂0
√
gd0(λ) = fˆ0 ∗ √̂gd0(λ) ≥
∫
‖t‖≤1 fˆ0(λ− t)
√̂
gd0(t)dt % (2 + ‖λ‖)−r ≍
‖λ‖−(α+d0/2)2 . More such functions could be constructed as long as the tail
decay rate of fˆ0 is maintained.
6.4. Restricted design dimension growth assumption. Assumption 6 re-
stricts the applicability of our result only up to a design size dn - n
d0/(2β+d0).
Consequently, we are restricted to log(dn) ≪ n when β is large. This is a
serious limitation because as shown in [10], with true sparsity fixed at d0,
variable selection consistency should hold for larger design sizes, up to the
limit log(dn) = O(n). Notice however that we prove results for a Bayesian
estimation method that simultaneously infers the sparsity patter Γ and the
regression function f , and offers a near minimax optimal estimation of the
latter by adapting to the true smoothness level. It is this adaptation that
imposes the stricter bound on dn, beyond which the estimation error rate is
dominated by the variable selection penalty which does not worsen polyno-
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mially between correct selection and false positive selections.
It is unclear at the moment whether the Bayesian estimation model stud-
ied here, or any other model which offers smoothness adaptive function esti-
mation, could actually achieve variable selection consistency with dn growing
faster than our bound. However, if one were to sacrifice on adaptive func-
tion estimation, variable selection consistency may be achieved even when
nd0/(2β+d0) ≪ log(dn) - n under a variation of our GP regression model
where the random rescaling component (Assumption 5) is replaced with a
dimension-specific deterministic rescaling
πn,d(a) = 1(a = n
1/(2β+d)),
for every n ∈ N, d ∈ {1, . . . , dn}, where β is a fixed, small positive scalar.
This modification grants variable selection consistency up to design dimen-
sions dn with log(dn) - n
d0/(2β+d0) as long as the true smoothness β > β.
However, the posterior contraction rate under the deterministically rescaled
GP prior is O(n−β/(2β+d0)) (up to a logarithmic factor of n), which could be
much slower than the optimal rate n−β/(2β+d0). That is, in the extreme case
log(dn) - n, we can pick a small positive β for the deterministic rescaling to
guarantee variable selection consistency at the cost of estimation accuracy.
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APPENDIX A: ADDITIONAL RESULTS AND PROOFS
A.1. Proof of Theorem 4.1.
Proof. It suffices to show there exist sets (sieve) Bn, such that the fol-
lowing three conditions hold for all sufficiently large n:
Πn
(‖WA,Γ − f∗n‖L2(Qn) ≤ εn) ≥ e−nε2n
Πn
(
WA,Γ /∈ Bn
) ≤ e−4nε2n
logN
(
εn, Bn, ‖ · ‖L2(Qn)
) ≤ nε2n.
Prior mass condition
Assumption β > d0/2 implies 1/εn ≥ CH(aξ)d0/2 and aξlog(1/εn) > d0
hold for every a ∈ [C(1/εn)1/β , 2C(1/εn)1/β ] with some constant C. We can
apply Lemma 2 and Lemma 3 to obtain the following lower bound
Πn
(‖WA,γ∗n − f∗n‖L2(Qn) ≤ 2εn)
≥ ∫ 2KnKn Πn (‖W a,γ∗n − f∗n‖L2(Qn) ≤ 2εn|a)Πn (da)
≥ ∫ 2KnKn e−φa,γ
∗
n
f∗n
(εn)πn (a) da
≥ ∫ 2KnKn e−
(
Ca|γ
∗
n|+C′a|γ
∗
n |log(a/εn)
|γ∗n|+1
)
πn (a) da
≥ e−Cε−|γ∗n|/β log(1/εn)|γ
∗
n|+1
where Kn = C(1/εn)
1/β , εn ≍ n−1/(2+d0/β)(logn)κ1 and κ1 = d0+12+d0/β such
that quantity in the exponent satisfies ε
−|γ∗n|/β
n log(1/εn)
|γ∗n|+1 - nε2n. We can
achieve
Πn
(
‖WA,γ∗n − f∗n‖L2(Qn) ≤ εn
)
≥ e− 12nε2n
by choosing εn to be a large multiple of n
−1/(2+d0/β)(logn)κ1 .
Therefore, with prior mass of model γ∗n satisfying Πn (Γ = γ∗n) ≥ e−
1
2
nε2n ,
Πn
(‖WA,Γ − f∗n‖L2(Qn) ≤ εn)
≥ Πn (Γ = γ∗n)Πn
(‖WA,γ∗n − f∗n‖L2(Qn) ≤ εn)
≥ e−nε2n .
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Sieve construction
The sieve {Bn} is constructed as
Bn =
⋃
γ∈{0,1}dn :|γ|≤dn
Bn,γ
where dn = C
(
nε2n
)1/ρ
for some constant C and Bn,0dn = [−Mn,Mn]; for
γ 6= 0dn ,
Bn,γ =Mn
√
rnHrn,γ1 + εnB1,γ ,
where B1,γ is the unit ball in the Banach space T
dn
γ L2(R
|γ|) indexed by γ.
Mn, and rn are specified such that M
2
n ≍ nε2n, and r|γ|n log|γ|+1 (n) ≍ nε2n.
The choice of rn depends on γ but for ease of notation γ is dropped. To
apply Lemma 1 and Lemma 2, it requires r
|γ|
n - ε−2n . Clearly, the choice of
rn satisfies this requirement.
Verifying condition Πn
(
WA,Γ /∈ Bn
) ≤ e−4nε2n
For γ = 0dn , the prior on the regression function is N(0, 1),
Πn
(
W 0
dn
/∈ Bn
)
≤ Πn
(
W 0
dn
/∈ Bn,0d
)
= 2 (1− Φ (Mn))
≤ 2√
2πMn
e−M2n/2
where Φ denotes standard Normal cdf. By choosingMn to be a large multiple
of nε2n, Πn
(
W 0
dn
/∈ Bn
)
≤ e−4nε2n holds for all sufficiently large n.
In light of Lemma 4.7 of [28], the nesting property
MnHa,γ1 + εnB1,γ ⊆ Bn,γ
holds for every a ∈ [1/ξ, rn]. By Borell’s inequality, for every a ∈ [1/ξ, rn]
and γ 6= 0dn ,
Πn (W
a,γ /∈ Bn) ≤ Πn (W a,γ /∈ Bn,γ)
≤ Πn (W a,γ /∈MnHa,γ1 + εnB1,γ)
≤ 1− Φ
(
Φ−1
(
e−φ
a,γ
0 (εn)
)
+Mn
)
≤ 1− Φ
(
Φ−1
(
e−φ
rn,γ
0 (εn)
)
+Mn
)
where last inequality is because e−φ
a,γ
0 (εn) = Πn
(‖W a,γ‖L2(Qn) ≤ εn) is de-
creasing in a.
In light of Lemma 2, Mn ≥ 4
√
φrn,γ0 (εn) holds for all sufficiently large n.
Since e−φ
rn,γ
0 (εn) < 1/4 holds for all small enough εn, then it follows Mn ≥
−2Φ−1
(
e−φ
rn,γ
0 (εn)
)
and the above inequality is further upper bounded by
1− Φ (Mn/2) ≤ e−M2n/8.
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So for every γ ∈ {0, 1}dn\0dn , the following
Πn
(
WA,γ /∈ Bn
)
≤ Πn
(
WA,γ /∈ Bn,γ
)
≤ ∫ rn1/ξ Πn (W a,γ /∈MnHa,γ1 + εnB1,γ) πn (a|γ) da+Πn (A > rn|γ)
≤ e−M2n/8 + e−C2r|γ|n log|γ|+1(rn)+C3log(|γ|)
≤ 12e−4nε
2
n
holds for all sufficiently large n. Hence,
Πn
(
WA,Γ /∈ Bn
)
=
∑
γ∈{0,1}d Πn
(
WA,γ /∈ Bn
)
Πn (Γ = γ)
≤ 12e−4nε
2
n +
∑
γ∈{0,1}dn :|γ|>dn Πn (Γ = γ)
≤ e−4nε2n .
Verifying condition logN
(
εn, Bn, ‖ · ‖L2(Qn)
) ≤ nε2n
Clearly, N
(
Bn,0dn , εn, ‖ · ‖L2(Qn)
)
= 2Mn/εn.
In light of Lemma 1, forMn
√
rn > 2εn, the metric entropy ofMn
√
rnHrn,γ1 +
εnB1,γ is bounded above:
logN
(
2εn,Mn
√
rnHrn,γ1 + εnB1,γ , ‖ · ‖L2(Qn)
)
≤ logN (εn,Mn√rnHrn,γ1 , ‖ · ‖L2(Qn))
- r
|γ|
n log
(
Mn
√
rnε
−1
n
)|γ|+1
/|γ|!.
Since log
(
Mn
√
rnε
−1
n
) ≍ log (1/εn) ≍ log(n), the above metric entropy is
further bounded above by
logN
(
2εn,Mn
√
rnHrn,γ1 + εnB1,γ , ‖ · ‖L2(Qn)
)
- r|γ|n log(1/εn)
|γ|+1 ≍ nε2n.
The bound holds for all γ due to the choice of rn.
Then note the bound log (
∑n
i=1 xi) ≤ logn+ log (maxi xi) and the bound
log(x ∨ y) ≤ log(x) + log(y), it follows,
logN (εn, Bn, ‖ · ‖2) - log(2dn − 1) + 12nε2n + log(2Mnεn )
where dn ≺ nε2n by construction and εn is some multiple of n−1/(2+d0/β)logκ (n).
A.2. Proof of Proposition 1. Before the proof of Proposition 1, first
review some basic properties of Lambert W function. Lambert W function
defines the product log function:
xex = y ⇔ x =W (y) .
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In the proof of Proposition 1, we need to solve an equation like (x− c1) ex =
c2 for x. With Lambert W function, the solution is in closed form: x
∗ =
W (c2e
−c1) + c1. The following lemma is useful for our calculations; a proof
can be found in the Appendix.
Lemma 5. The Lambert W (·) function is strictly increasing. If x =
W (y) > 1, then y > eW (y) > y/log (y). Furthermore, if x = W (y) ∈ (0, 1],
then y ≥W (y) ≥ y/e.
With the above preparation, here comes the proof of Proposition 1.
Proof of Proposition 1.
Proof. As in Lemma 1 of [8], Lemma 1 in [13], or Lemma 5 in [2], it
suffices to show for some εn with εn → 0 and nε2n →∞, the following holds
(A.1)
Πn (Γ ∈ FP(γ∗n), En)
Πn (Bn (f∗n, εn))
= o
(
e−4nε
2
n
)
where En =
{
f : ‖f − f∗n‖L2(Qn) ≤Mεn
}
as defined in the main text, and
Bn (f
∗
n, εn) =
{
f : KL
(
Pf∗n , Pf
) ≤ ε2n, V2,0 (Pf∗n , Pf) ≤ ε2n} is the KL neigh-
borhood of the truth. To prove (A.1), we show the following:∑
γ∈FP(γ∗n),|γ|-ε−2/αn
Πn
(‖WA,γ − f∗n‖L2(Qn) ≤Mεn) ≤ e−5nε2n∑
γ∈FP(γ∗n),|γ|%ε−2/αn
Πn (|Γ| = |γ|) ≤ e−5nε2n
Πn (Bn (f
∗
n, εn)) ≥ Πn (Bn (f∗n, εn) ∩ {Γ = γ∗n}) ≥ e−nε
2
n
Denominator
In the nonparametric regression with Normal error, KL divergence is
equivalent to L2(Qn) norm: K
(
Pf∗n , Pf
)
= 12σ2 ‖f∗n − f‖2L2(Qn) and the KL
variation V2,0
(
Pf∗n , Pf
)
= 1
σ2
‖f∗n−f‖2L2(Qn). Therefore, the denominator has
the lower bound in L2(Qn) norm:
Πn (Bn (f
∗
n, εn)) ≥ Πn
(
‖WA,γ∗n − f∗n‖L2(Qn) ≤ σεn
)
Πn (Γ = γ
∗
n)
where Πn (Γ = γ
∗
n) is the prior probability of the true model. In light of the
concentration inequality, Lemma 2 and Lemma 3,
Πn
(‖WA,γ∗n − f∗n‖L2(Qn) ≤ σεn)
≥ ∫ 2KnKn Πn (‖W a,γ∗n − f∗n‖L2(Qn) ≤ σεn|a)Πn (da)
≥ ∫ 2KnKn e−φa,γ
∗
n
f∗n
(σεn/2)
Πn (da)
≥ ∫ 2KnKn e−(Cad0+C′ad0 log(a/εn)d0+1)πn (a) da
≥ e−Cε−d0/βn log(1/εn)d0+1
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where Kn = C(1/εn)
1/β , εn ≍ n−1/(2+d0/β)(logn)κ1 and κ1 = |γ
∗
n|+1
2+d0/β
. Note
for γ∗n = 0dn , the prior on the mean is W ∼ N (0, 1). Denote standard
Normal density function as φ(·), then
Πn
(‖W − f∗n‖L2(Qn) ≤ σεn) = Πn (f∗n − σεn ≤ f ≤ f∗n + σεn)
≥ 2σεnφ ((f∗n + σεn) ∨ (f∗n − σεn))
≥ e−nε2n
holds for every sufficiently large n.
Numerator
In light of the concentration inequality (5.1),
Πn
(‖WA,γ − f∗n‖L2(Qn) ≤Mεn)
=
∫
Πn
(‖WA,γ − f∗n‖L2(Qn) ≤Mεn|a)Πn (da|γ)
≤
∫ ∞
0
e
−φa,γ
f∗n
(Mεn)Πn (da|γ),(A.2)
where Πn(·|γ) denotes the prior on A conditional on model index parameter
γ. The sufficiently large constant M can be absorbed into εn by choosing
it to be a large multiple of n−1/(2+d0/β)(logn)κ1 . For the ease of notation,
henceforth M is absorbed into εn.
The integral (A.2) is further bounded by three parts:
(A.3)
∫ 1/ξ
0
e
−φa,γ
f∗n
(εn)Πn (da|γ) +
∫ τn
1/ξ
e
−φa,γ
f∗n
(εn)Πn (da|γ) + Πn (A > τn|γ)
where τn = Cεn
−1/β for some constant C, ξ is a parameter of the dominating
measure Qn. The three quantities are bounded respectively as follows.
The first quantity of (A.3) is 0 due to the prior on A.
The third quantity of (A.3) has the desired upper bound e−4nε2n , because
τ
|γ|
n ≻ nε2n for every γ ∈ FP (γ∗n).
For the second quantity of (A.3), by Lemma 4 and Lemma 2, the integral
is bounded above by
(A.4) D2τ
|γ|
n sup
a:1/ξ≤a≤τn
exp
{
−C(cξa)|γ|ε2necε
−2/α
n /a
2 − C2a|γ| + C3log(|γ|)
}
where the prior density of A|Γ = γ by assumption is upper bounded by
D2τ
|γ|−1
n e−C2a
|γ|+C3log(|γ|).
The solution to the supremum problem is a˜ =
√
cn
Wn
where cn = cε
−2/α
n ,
Cn = C2C
−1c−|γ|ξ ε
−2
n , Wn = W
(
Cne
−|γ|/2|γ|/2)+ |γ|/2, and W is Lambert
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W function. This is solved by solving first order condition and verifying
second order condition. Then the quantity (A.4) is proportional to
(A.5) τ |γ|n exp
{
−Cε2n(cξ a˜)|γ|
(
eWn + Cn
)
+ C3log(|γ|)
}
.
In light of Lemma 5, there are two cases for W (·) and Wn. To apply
Lemma 5, we need to solve Cne
−|γ|/2|γ|/2 = e for |γ|. When c2ξe ≤ 1,
Cne
−|γ|/2|γ|/2 ≥ e holds for all |γ| > d0. When c2ξe > 1, there exists only
one solution larger than d0 for all sufficiently large n > N(d0, ξ). The so-
lution is upper bounded by ζ¯n ≡ 41+2logcξ (1 + ∆)log
(
C2C
−1ε−1n
)
for any
constant ∆ > 0, and is lower bounded by ζ
n
≡ 41+2logcξ log
(
C2C
−1ε−1n
)
for
all sufficiently large n > N(∆) ∨N(d0, ξ).
The followup analysis is divided into three regimes. Regime I deals with
the fixed dimension and slowly growing dimension case. Regime II and
regime III take care of growing dimension cases with different growth rates.
Regime I: W
(
Cne
−|γ|/2|γ|/2) ≥ 1.
In this regime, Cne
−|γ|/2|γ|/2 ≥ e and d0 < |γ| < ζ¯n ≍ log(ε−1n ). By
Lemma 5,
1
2
|γ|Cn > eWn > 1
2
|γ|Cn/ (log (|γ|Cn/2)) ,
and log(Cn)+log(|γ|) % Wn % log(Cn)+log(|γ|)− log(log (Cn)+log(|γ|/2)).
Then the supremum (A.5) is upper bounded by
exp

−C2
(
ε
−2/α
n
logCn + log (|γ|)
)|γ|/2
+ |γ|log(τn) + C3log(|γ|)

.
Note ζ¯n > |γ| ≥ d0 + 1, the integral (A.4) is further bounded above by
D2exp
{
−C ′2
(
ε−2/αn log
−1(ε−1n )
)(d0+1)/2
+ ζ¯nlog(τn) + C3log(ζ¯n)
}
for some constant C ′2 and all sufficiently large n.
Since α < β (1 + 1/d0) and ζ¯n ≍ logτn ≍ log
(
ε−1n
)
, the following holds
for all sufficiently large n∑
γ∈FP(γ∗n):W(Cne−|γ|/2|γ|/2)≥1Πn
(‖WA,γ − f∗n‖L2(Qn) ≤Mεn)
≤ 2ζ¯n−d0D2e−C
′′
2
(
ε
−2/α
n log
−1(ε−1n )
)(d0+1)/2
≤ 12e−5nε
2
n .
Regime II: W
(
Cne
−|γ|/2|γ|/2) < 1 and |γ| - ε−2/αn
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In this regime, Cn < e
|γ|/2+1|γ|/2, |γ| > ζ
n
, and |γ|/2 ≤ Wn ≤ |γ|/2 + 1.
Then plugging in bounds onWn, the supremum in (A.5) is upper bounded by
exp{−C2
(
ε
−2/α
n
|γ|/2+1
)|γ|/2
+ |γ|log(τn) + C3log(|γ|)}. Note ε−2/αn % |γ| > ζn >
d0, the integral (A.4) is further bounded above by
exp
{
−C ′2
(
ε−2/αn /
(
ζ
n
/2
))ζ
n
/2
+ ε−2/αn log(τn) + C
′
3log(ε
−1
n )
}
for some constant C ′2 and all sufficiently large n.
Since α < β (1 + 1/d0), |γ| - ε−2/αn ≺ nε2n, and ζn ≍ logτn ≍ log
(
ε−1n
)
,
the following holds for all sufficiently large n∑
γ∈FP(γ∗n):W(Cne−|γ|/2|γ|/2)<1Πn
(‖WA,γ − f∗n‖L2(Qn) ≤Mεn)
≤ 2dn−ζnD2e−C
′
2
(
ε
−2/α
n /(ζn/2)
)ζ
n
/2
≤ 12e−5nε
2
n .
Regime III: W
(
Cne
−|γ|/2|γ|/2) < 1 and |γ| % ε−2/αn
In this regime, Πn (|Γ| = |γ|) ≤ e−C|γ|ρ for some ρ ≥ (d0 + 1)/2, the
following holds for some constant C ′ and all sufficiently large n
Πn
(
|Γ| ≥ ε−2/αn
)
≤ e−C′ε−2ρ/αn ≤ e−5nε2n .
Therefore, combining the three regimes and the rest ingredients,
Πn
(
Γ ∈ FP(γ∗n), {‖WA,Γ − f∗n‖L2(Qn) ≤Mεn}
) ≤ 2e−5nε2n
and the ratio (A.1) holds.
A.3. Proof of Lemma 1.
Proof. With some abuse of notation, denote (5.4) by Ha,γ . By isometry,
it suffices to compute the metric entropy of (5.4) with respect to the ℓ2 metric
|| · ||2.
The strategy of the proof is to construct a H˜ ⊂ Ha,γ and use the metric
entropy of H˜ as bounds for the metric entropy of Ha,γ . For the ease of
notation, superscript “ (γ)” of the eigenvector and eigenvalue notation is
dropped as the dependence on γ is clear.
The eigenvalue µj takes the form (2v1/V )
|γ|/2Bm for some m ∈ N. Solve
(2v1/V )
|γ|/2Bm = ε2
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for m ∈ R and the solution denoted by m∗ is
m∗ = (log (1/B))−1
(
2log (1/ε)− |γ|
2
log
(
V
2v1
))
.
The assumption 1/ε ≥ CH(ξa)|γ|/2 guarantees m∗ ≍ (log (1/B))−1log (1/ε).
Define τ =
∑⌊m∗⌋
j=0
(|γ|+j−1
|γ|−1
)
=
(⌊m∗⌋+|γ|
|γ|
)
where ⌊m∗⌋ is the greatest integer
less than m∗. By construction, √µj ≥ ε for all j ≤ τ and √µj ≤ ε for all
j > τ .
Define H˜ε = {θ ∈ Ha,γ : θj = 0,∀j > τ}. H˜ε contains the elements in Ha,γ
whose components after τ vanish to 0. Any ε−cover of H˜ε forms a
√
2ε−cover
of Ha,γ . To see this, suppose {θk}N1 forms a ε−cover of H˜, then for any
θ ∈ Ha,γ ,
min
k
||θ − θk||22 = min
k
∑τ
j=1
(
θj − θkj
)2
+
∑∞
j=τ+1 θ
2
j
≤ ε2 + µτ
∑∞
j=τ+1 θ
2
j/µj
≤ 2ε2.
As the
√
2 scaling does not matter in metric entropy calculation, it suffices
to work with H˜.
Upper bound
By construction, H˜ε ⊇ Bτ+12 (ε) where Bkq (ε) denotes k−dimensional
ℓq−ball of radius ε: Bkq (ε) =
{
x :
∑k
i=1 x
q
i ≤ εq;xj = 0,∀j > k
}
. τ + 1 is
due to eigenvalues start from µ0,
Note H˜ε +Bτ+12 (ε) ⊆ 2H˜ε, standard volume argument yields
N[]
(
ε, H˜ε, || · ||2
)
vol
(
Bτ+12 (ε/2)
) ≤ vol (2H˜ε)
where vol
(
2H˜ε
)
= 2τ+1vol
(
H˜ε
)
≤ 2τ+1∏τi=0√µi and vol (Bτ+12 (ε/2)) =
(ε/2)τ+1vol
(
Bτ+12 (1)
)
. Then, it follows
logN[]
(
ε, H˜ε, || · ||2
)
≤ 2(τ + 1)log2 + (τ + 1)log (1/ε) + 1
2
∑τ
i=0
logµi
where log(µ0) =
|γ|
2 log (2v1/V ), and logµi = log(µ0) + hlogB for h =
1, ..., ⌊m∗⌋ and i ∈ [(|γ|+h−1|γ| ), (|γ|+h|γ| )). The exponent h is the multiplicity
of eigenvalues.
Note B < 1 and total multiplicity is
∑⌊m∗⌋
j=0 j
(|γ|−1+j
|γ|−1
) ≥∑⌊m∗⌋j=1 (|γ|−1+j|γ|−1 ) =
τ − 1, it follows∑τ
i=0 logµi =
|γ|
2 log (2v1/V ) (τ + 1)−
∑⌊m∗⌋
j=0 j
(|γ|−1+j
|γ|−1
)
log (1/B)
≤ |γ|2 log (2v1/V ) (τ + 1)− log (1/B) (τ − 1) .
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Note aξlog (1/ε) > |γ| implies m∗ ≍ m∗+ |γ|, the with the definition of τ
and 1/ε ≥ CH(ξa)|γ|/2,
logN[]
(
ε, H˜ε, || · ||2
)
- (τ + 1)
[
log (1/ε)− |γ|4 log
(
V
2v1
)]
− 12(τ − 1)log (1/B)
- (m∗ + |γ|)|γ|log (1/ε) /|γ|!
- (log(1/B))−|γ|log(1/ε)|γ|+1/|γ|!.
Lower bound
Since H˜ε ⊂ Ha,γ , lower bound of H˜ε’s metric entropy also lower bounds
Ha,γ ’s metric entropy. The fact H˜ε ⊇ Bτ+12 (ε) implies
logN
(
H˜ε, ε/2, || · ||2
)
≥ logN (Bτ+12 (ε) , ε/2, || · ||2)
≥ (τ + 1) log2
≍ (log(1/B))−|γ|log(1/ε)|γ|/|γ|,
and logN (Ha,γ , ε, || · ||2) % (log(1/B))−|γ|log(1/ε)|γ|/|γ|!.
Bounding log(1/B)
Note
log (1/B) = log (1 + v1/v2 + v3/v2)
= log
(
1 + v1/v2 +
√
(v1/v2)
2 + 2v1/v2
)
where v1/v2 = 1/
(
4a2ξ2
)
.
When a is close to 0, log(1/B) ≍ log(v1/v2) ≍ log(1/a) - 1/a.
When a is sufficiently large, v1/v2 is close to 0 and
√
(v1/v2)
2 + 2v1/v2 ≻
v1/v2. With the relation log(1+x) ≈ x for x ≈ 0, it follows log(1/B)−1 ≍ aξ.
For more precise characterization, there exists constants C1, C2 and C3
such that
C1a ≤ log(1/B)−1 ≤ C2 + C3a
holds for all a > 0. The constants only depend on ξ.
A.4. Proof of Lemma 3.
Proof. The proof extends Lemma 7 of [29] and allows for rescaling and
different dimensions. Following the representation theorem, for λ0 ∈ Rd0 , let
ψ (λ0) =
fˆ0 (λ0)
ma,γ∗n (λ0)
1(λ0∈Rd0 :||λ0||2<K),
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then for every t ∈ Rdn , f∗n (t) − hψ (t) =
∫
λ0∈Rd0 :||λ0||2≥K e
i(λ0,t0)fˆ0 (λ0) dλ0.
By Ho¨lder ’s inequality,
|hψ (t)− f∗n (t) |2 ≤
∫
Rd0
|fˆ0 (λ0) |21 (||λ0||2 ≥ K) dλ0
≤ ||f0||2Hβ(Rd0) sup
λ0∈Rd0
(
1 + ||λ0||22
)−β
1 (||λ0||2 ≥ K)
- ||f0||2Hβ(Rd0)K
−2β.
Therefore,
||hψ − f∗n||2L2(Qn) =
∫
Rdn
|hψ (t)− f∗n (t) |2gdn (t) dt
- ||f0||2Hβ(Rd0 )K−2β.
Choose K−β ∝ ε such that ||hψ − f∗n||L2(Qn) ≤ ε.
||hψ||2Ha,γ∗n =
∫
λ0∈Rd0 :||λ0||2<K |fˆ0 (λ0) |2ma,γ∗n(λ0)
−1dλ0
=
∫
λ0∈Rd0 :||λ0||2<K |fˆ0 (λ0) |2(2
√
π)
d0ad0e
1
4a2
||λ0||22dλ0
≤ ||f0||2Hβ(Rd0)(2
√
π)
d0ad0e
1
4a2
K2 .
Then it holds that
||hψ||2Ha,γ∗n -
(
2
√
π
)d0ad0eCε−2/β/a2
A.5. Proof of Lemma 4.
Proof. By Parseval’s identity, for hψ ∈ Ha,γ ,
||hψ − f∗n||2L2(Qn) = ||(hψ − f∗n)
√
gdn ||22 = || ̂hψ
√
gdn − ̂f∗n
√
gdn ||22.
Therefore, ||hψ − f∗n||L2(Qn) < ε implies || ̂hψ
√
gdnχK − ̂f∗n√gdnχK ||2 < ε,
where χK =
{
λ ∈ R|γ| : ||λ||2 > K
}
. Triangle inequality implies
(A.6) || ̂hψ√gdnχK ||2 > || ̂f∗n
√
gdnχK ||2 − ε.
For the right hand side of inequality (A.6), denote R|γ|\Rd0 as Rd1 , with
the assumption on f0,
|| ̂f∗n√gdnχK ||22
∝ ∫ ∫(λ0,λ1)∈R|γ|:||λ0||22+||λ1||22>K2 |f̂0√gd0 (λ0) |2|√̂gd1(λ1)|2dλ0dλ1
≥ ∫ ∫(λ0,λ1)∈R|γ|:||λ0||2>K |f̂0√gd0 (λ0) |2|√̂gd1(λ1)|2dλ0dλ1
%
∫
λ∈Rd0 :||λ0||2>K ||λ0||−(2α+d0)dλ0
% (1/K)2α
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where K ∝ ε−1/α is chosen such that || ̂f∗n√gdnχK ||2 is lower bounded by 2ε.
By Lemma 16 of [29] and the representation of hψ,
|| ̂hψ√gdnχ2K ||2
= ||((ψma,γ) ∗ √̂gdn)χ2K ||2
≤ ||ψma,γχK ||2||√̂gdn (1− χK) ||1 + ||ψma,γ ||2||√̂gdnχK ||1.
The terms on the above right hand side are bounded in the following way,
||ψma,γχK ||22 =
∫
λ∈R|γ|:||λ||2>K |ψ (λ) |2ma,γ(λ)
2dλ
≤ ma,γ (K)
∫
λ∈R|γ|:||λ||2>K |ψ (λ) |2ma,γ (λ) dλ
≤ (2√π)−|γ|a−|γ|e− 14K2/a2 ||hψ ||2Ha,γ
||√̂gdn (1− χK) ||1 =
∫
λ∈R|γ|:||λ||2≤K
(
2
√
2πξ
)|γ|/2
e−ξ
2||λ||22dλ
<
∫
R|γ|
(
2
√
2πξ
)|γ|/2
e−ξ2||λ||22dλ
- (2
√
2π)|γ|/2ξ−|γ|/2 <∞
||ψma,γ ||22 =
∫
R|γ|
|ψ (λ) |2ma,γ(λ)2dλ
≤ (2√π)−|γ|a−|γ| ∫
R|γ|
|ψ (λ) |2ma,γ (λ) dλ
= (2
√
π)
−|γ|
a−|γ|||hψ||2Ha,γ
||√̂gdnχK ||1 =
∫
λ∈R|γ|:||λ||2>K
(
2
√
2πξ
)|γ|/2
e−ξ
2||λ||22dλ
≤ e−ξ2K2/8 ∫λ∈R|γ|:||λ||2>K (2√2πξ)|γ|/2e− 78 ξ2||λ||22dλ
≤ e−ξ2K2/8 ∫ (2√2πξ)|γ|/2e− 78 ξ2||λ||22dλ
- (2
√
2π)|γ|/2ξ−|γ|/2e−ξ2K2/8
Since a factor of 2 does not matter, combining bounds of RHS and LHS
of inequality (A.6) yields the following inequality
a−|γ|/2(
√
2/ξ)|γ|/2
(
e−
1
8
K2/a2 + e−
1
8
ξ2K2
)
||hψ||Ha,γ % || ̂hψ√gdnχ2K ||2 ≥ ε
which is
||hψ||2Ha,γ % ε2a|γ|c|γ|ξ e
1
4
K2(a−2∧ξ2)
where cξ = ξ/
√
2.
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A.6. Proof of Lemma 5.
Proof. Let f(x) = xex and f is a strictly increasing, smooth map:
[0,∞)→ [0,∞). So its inverse is also strictly increasing.
For the second claim, the first inequality follow because by the definition
of W (·) and the assumption x > 1,
y =W (y)eW (y) > eW (y).
That is, log(y) > W (y). Then, log(y)eW (y) > W (y)eW (y) = y, which is the
second inequality.
Finally, as W (y) ∈ (0, 1], by monotonicity, W (y) ≤ W (y) eW (y) ≡ y ≤
W (y) e, that is,
y ≥W (y) ≥ y/e.
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