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Abstract— In the virtualized environment of 5G networks, 
the control and management of dynamic network slices poses a 
set of challenges that are still largely unsolved. Though the 
architectural framework and the elements of abstraction and 
orchestration mechanisms have been defined, the dynamic 
orchestration of resources based on them entails the adoption of 
existing sophisticated control techniques, or the design of new 
ones for the specific environment. In the present paper, we 
address the problem of load balancing among multiple network 
service chains (which represent network slice instantiations of a 
Network Service Provider referring to a specific vertical 
application) originating from different Points of Presence 
(PoPs). For scalability reasons, we want to maintain the problem 
within an informationally decentralized setting, where each PoP 
has the knowledge of the aggregate workload generated by the 
slice users accessing through it, but not of that of the other PoPs 
(to avoid the exchange of information for control purposes). By 
taking also into account power consumption policies of the 
Infrastructure Provider, we find a set of candidate team-optimal 
solutions to this load-balancing problem, which are 
characterized by piecewise-linear functions, and compare their 
performance with that of other resource allocation strategies. 
Keywords— Network Functions Virtualization, Network 
Slices, Load Balancing, Network Energy Efficiency, Team 
Decision Theory. 
I. INTRODUCTION  
Within the challenges posed by the Future Internet in 
general, and particularly by the strong wireless/wired 
integration of the 5th generation wireless (5G) environment, 
four broad topics, among others, can be seen as interacting and 
mutually influencing: i) flexibility, programmability and 
virtualization of network functions and services, ii) 
performance requirements (in terms of users’ Quality of 
Experience – QoE – and its mapping onto Quality of Service 
– QoS – in the network), iii) energy efficiency, and iv) 
network management and control.  
The first item stems from the evolution of the network 
towards a multi-purpose “softwarized” service-aware 
platform upon a heterogeneous infrastructure [1], to deal with 
diverse and integrating paradigms as 5G, the Internet of 
Services, the Internet of Things (IoT), network-integrated 
cloud/fog computing services, just to quote a few examples. 
Performance issues have to deal with the very strong 
requirements imposed by 5G Key Performance Indicators 
(KPIs) [2] and energy-awareness cannot be neglected in view 
of sustainability, environmental concerns, and operational 
costs. In this scenario, network management and control 
strategies are essential to orchestrate all needed 
functionalities, supervise and optimize the allocation of 
resources, to ensure that KPIs are met for network slices [3]-
[5] under the dynamic evolution of user-generated traffic, 
multiple tenants, service and infrastructure providers. Indeed, 
though a general reduction in Operational Expenditures 
(OpEx) is expected [6] (besides the reduction in Capital 
Expenditures – CapEx – entailed by the use of general-
purpose hardware (HW)) from the upcoming revolution in 
networking paradigms brought forth by Software Defined 
Networking (SDN) [7] and Network Functions Virtualization 
(NFV) [8], this reduction will not come without the adoption 
of specific management and control solutions. 
As regards in particular energy efficiency, the massive 
introduction of general-purpose HW enabled by NFV would 
tend per se to increase power requests with respect to 
specialised HW solutions [9], in the absence of specific 
control actions. Among the various techniques that can be 
adopted to this purpose to implement Control Policies (CPs) 
in network processing devices, Dynamic Adaptation ones 
consist of modulating the processing rate (Adaptive Rate – 
AR) or of exploiting low power consumption states in idle 
periods (Low Power Idle – LPI) [10]. In virtualized networks, 
where a collection of network service chains must be allocated 
on physical network nodes, the latter may apply Local Control 
Policies (LCPs) implementing such dynamic adaptation 
concepts. In more detail, one such chain is a set of one or more 
Virtual Network Functions (VNFs) grouped together to 
provide specific service functionality [11] in a VNF-
Forwarding Graph (VNF-FG) – an oriented graph, where each 
node corresponds to a particular VNF and each edge describes 
the operational flow exchanged between a pair of VNFs. A 
network service request can be allocated on dedicated HW or 
by using resources deployed by an Edge- or Fog-Computing 
Provider, residing in a datacentre that processes the request 
through virtualized instances. 
Focusing on the latter type of service deployment, in a 
previous paper [12] we have introduced a Game-Theory-
based solution for energy-aware allocation of VNFs and 
determined the existence of a Nash Equilibrium. In this paper, 
we assume a different point of view, whereby the actors of the 
game are Decision Makers (DMs) located at the Points of 
Presence (PoPs) of a Network Service Provider (NSP), 
through which user applications access a specific Network 
Service offered through a VNF-FG by the NSP, which 
provides a network slice [9] tailored for a given vertical 
application. The NSP is in its turn a specific tenant of the 
Infrastructure Provider (IPr, which is the owner of the physical 
machines) and runs the VNFs on Virtual Machines (VMs) 
deployed on the IPr’s HW. The DMs are meant to balance the 
workload offered to their own PoPs among a number of VNF-
FGs performing the required functionality; VNF-FGs are 
differentiated in terms of a global cost that accounts for both 
performance and energy consumption. For scalability, 
signalling reduction and fast reactivity reasons, we are 
interested in finding informationally decentralized (per-PoP) 
load balancing solutions in strategic form (i.e., mapping 
available instantaneous information into the required 
decisions, over the whole possible range of observable 
variables). 
The remainder of the paper is organized as follows. In the 
next Section, we briefly describe virtualized network services, 
in the light of the NFV architectural framework represented in 
ESTI standards (see, among others, [11], [13]), and offer a 
comprehensive summary on the approach and main design 
choices at the foundations of the proposed load balancing 
mechanism. In Section III, we introduce a cost function that 
accounts for energy and performance aspects. Section IV is 
devoted to the VNF-FG Allocation Problem (VNF-FG-AP) in 
the presence of multiple VMs per network service. Extensive 
numerical examples are presented in Section V, while Section 
VI contains the conclusions. 
II. ANATOMY OF VIRTUALIZED NETWORK SERVICES 
A. The Architectural Perspective 
The ETSI NFV standard [11] defined an architectural 
framework where, through the adoption of well-known and 
widespread Information Technology (IT) virtualization 
techniques, the operational domains of infrastructure and 
service providers (e.g., vertical industries, over-the-top 
network providers, etc.) are fully split. In detail, service 
providers can define their own network services and 
instantiate their components over infrastructure resources (in 
terms of network, computing and storage) acquired as-a-
Service from different IPrs. At the same time, IPrs can 
simultaneously host multiple service providers in the same 
NFV PoPs’ datacenters. 
From a “cloud” perspective, the NFV framework can be 
defined as a multi-domain and multi-tenant architecture. 
Service Providers are envisioned to compose and orchestrate 
the lifecycle of their NFV services, instantiating their 
components (i.e., VMs) over the resources acquired as-a-
Service from PoPs. Infrastructure Providers are expected to 
handle and keep running service components in their 
infrastructure in an efficient fashion (e.g., by consolidating 
VMs/execution containers in a subset of servers, in order to 
reduce the energy consumption of PoPs, and/or by applying 
energy-aware LCPs on their devices). 
The ETSI NFV working group defines a Network Service 
as a graph of network functions (either virtual or physical) 
connecting end-points (i.e., specific network terminations). In 
its turn, each network function can be hierarchically composed 
by further functions or by components. VNF components 
represent the lowest decomposition level and might 
correspond to VMs or other kinds of execution containers. 
In addition to the previous ETSI definitions, 3GPP and 
NGMN recently introduced the network slicing concept into 
5G ecosystem specifications [3][4]. A network slice can be 
roughly summarized as a virtual projection of a 5G network 
with all the functionalities, isolation level, and capabilities 
customized according to the needs of the vertical applications. 
A network slice is defined to be composed of one or more 
interconnected logical subnetworks which might provide 
different functionalities (e.g., radio access, packet core, etc.) 
or that can be even shared with other network slices. It is 
reasonable to assume that a slice subnetwork corresponds to 
one or more NFV services, maintained and orchestrated by the 
ETSI MANO orchestrator.  
B. The Performance Perspective 
One of the main objectives of the Orchestrator defined by 
ETSI NFV MANO (NFV Management and Orchestration) 
[13], along with the help of VNF managers, is to automatically 
and dynamically manage the service graph and the 
configuration of any single component to cope with the 
offered load and performance requirements. This aspect is 
directly inherited from the elasticity capability in today’s 
cloud computing technologies [14], which allows tenants to 
dynamically acquire and release resources as-a-Service 
depending on their needs. In this respect, two base techniques, 
namely vertical and horizontal scaling can be used in a non-
exclusive fashion [15].  
Anyway, as described in sub-section III-C in more detail, 
it is well known that the overall performance of the software 
running inside the execution container might not scale linearly 
with respect to the associated resources, depending on the 
parallelization degree that the algorithms (and the relative 
implementations) in the software can provide. Moreover, 
vertical scaling is clearly upper limited by the resources 
available in the hosting servers. Horizontal scaling (also 
referred to as “scaling up/down”) removes the previous 
limitation, since it allows creating/removing copies of the 
same VM on-the-fly and balancing the load among these 
copies accordingly. However, given the “centralized” nature 
of cloud computing scenarios where these techniques have 
been originally applied, the load balancing process is usually 
designed to work with VMs residing in the same datacenter. 
Its application to multi-domain scenarios, as addressed by the 
NFV specifications (i.e., multiple PoPs), might lead to highly 
inefficient network configurations [16], where traffic may 
bounce between datacenters at any “load-balanced” VMs in 
the service chain. 
From this observation, the need becomes evident of load-
balancing techniques (perhaps closer to control-plane run-
time decisions than to the MANO framework) able to consider 
the entire end-to-end chain deployment, and to optimally steer 
traffic where horizontally scaled copies of the same VM, or 
even other VMs implementing equivalent functionalities, can 
be exploited. A potential problem associated to such end-to-
end load-balancing techniques is the quantity of information 
to be maintained and synchronized among all the distributed 
elements concurring to the service implementation. 
Distributed optimization strategies (capable of mapping local 
information into dynamic control actions) can reduce the 
quantity of signalling to be exchanged for control purposes 
and scale better as a viable solution for large-scale systems 
like the upcoming 5G networks.  
C. Main Approach 
We suppose a given number of VNF-FGs to be active to 
provide the networking functionalities requested by the 
different instantiations of the user’s application service. VNFs 
composing the chains are deployed on a pool of computational 
resources, but each specific VNF is associated to an execution 
container or VM, or to a set of VMs performing the same 
function, made available upon the HW of the IPr (we will refer 
to VMs in the following). Upon request of the network service 
pertaining to the slice, the PoP DM has the possibility to 
choose the chain of VNFs that are needed by the service, 
among a number of possible alternatives. An overview of the 
considered scenario is illustrated in Fig. 1. Different VNF-FGs 
may require common VNFs, and therefore they may share the 
computational capacity of the VMs performing them. Each 
chain is characterized by an execution cost, which is the sum 
of the costs pertaining to each VNF composing it. The cost of 
a specific VNF is determined by the workload on the VM 
where it is executed and by the energy-aware LCP adopted by 
the IPr. We suppose each PoP DM to be aware of the LCPs 
and of its own workload (the rate of service requests), but not 
of the workloads generated at the other PoPs. As already 
mentioned, this information decentralization constraint 
essentially stems from a scalability and signalling issue, as the 
NSP may have a number of different PoPs sharing the VNFs 
of different VNF-FGs, whose workload may change relatively 
frequently, depending on the user attachments being served 
(that may vary over an observation period owing also to users’ 
mobility and performance requirements).  
In this informationally decentralized setting, we want to 
determine the decentralized control policy that maps the 
possible workload values at the PoPs to the shares of this 
workload to be assigned to each of the VNF-FGs pertaining to 
the specific network service. The problem is posed in a team-
theoretical setting ([17][18]), as all PoP DMs of the NSP have 
the same goal, which consists of the minimization of a 
common overall cost for the usage of the resources, but they 
possess different information on their respective incoming 
flows.  
By adopting specific models for a server’s core energy 
consumption [19] and for the power/delay cost of a server 
[20], we construct the cost associated to each VM as the 
product of the energy consumption and the processing delay. 
Under a certain behaviour of the IPr, this cost turns out to be 
quadratic in the total workload on the HW hosting the VM; 
this fact renders the team problem mathematically equivalent 
to the one we considered in [21] in a different setting and 
allows the application of the solution derived therein.  
III. THE OPTIMIZATION COST OF NFV SERVICES 
Owing to the considerations in Sect. II, it is clear that NFV 
services’ operations and deployment strategies have to be 
optimized by finely controlling the trade-off between the 
dimensioning of virtual resources acquired as-a-Service 
(vCPUs, RAM, network resources, etc.) and the performance 
levels (e.g., processing time) that VNFs instantiated on those 
resources can provide. 
To capture this trade-off, we define the optimization cost 
 associated to the VMs implementing the complete slice 
functionality as the sum of the products of processing delays 
 and of the energy consumption Φ  induced by every VM 
instantiated onto the NFV infrastructure: 
= ∑ = ∑ 	Φ  (1) 
where  is the number of VMs deployed by the tenant for the 
network slice. The product between the processing delay and 
the energy consumption has been widely used in recent years 
for modelling and optimizing the design of modern 
(virtualization-ready) computing systems and components, 
like many-core processors and systems-on-chip, according to 
the performance of software applications [20].  
Given the advanced support/capabilities of recent 
computing platforms and virtualization hypervisors, VMs 
running on a server can be considered as almost completely 
isolated among themselves, and – especially in high 
performance scenarios as NFV – exploiting different server 
internal components (e.g., CPU cores, etc.). In detail, 
considering the -th VM in the NFV service, we assume that 
 vCPUs will be bound to  physical CPU threads/cores 
available in the server by the virtualization hypervisor. Even 
though the overall VM processing capacity scales linearly 
according to , software applications hosted in the VM are 
well-known to exhibit a different performance behavior which 
depends on their parallelizability.  
In this respect, the well-known Amdahl’s Law and its 
recent generalizations [20] suggest that the software-level 
performance depends on the number of available cores  and 
on their capacity  by a speed-up factor : = 	 = 1∑ ( ) 																																																	(2) 
where ( )  is the n-th fractional component into which an 
algorithm implementing the j-th NFV service component can 
be split (∑ ( ) = 1). In general, ( ) is parallelizable on n 
cores; ( )  represents the fraction that is not parallelizable 
and, without loss of generality, we number the cores in 
ascending order of utilization. 
Now, we want to introduce a cost function capable of 
capturing both processing delay and energy aspects of VM j. 
In a very simple formulation, by considering the aggregate 
action of the speedup introduced by parallelization, the delay 
term can be taken as that of a M/M/1 queueing system; by 
indicating with 	the total load on VM , = 1− 																																																																					(3) 
Despite the possible inaccuracy of the M/M/1 model, its 
simple expression for  results to be an effective penalty 
function with respect to the saturation of the processor’s 
capacity, which is an essential characteristic to be reflected in 
our optimization problem. 
Regarding the power consumption, we start from the 
model considered in [19], which takes into account the 
presence of both frequency scaling and low power idle effects 
in the power profile of a single CPU core; namely, if  is the 
load fraction processed on its assigned core , the power 
consumption Φ  is given by Φ = 	 ⁄ 																																																										(4) 
Fig. 1. Overview of the scenario. 
where ∈ ℝ  and ℝ ∋ ≥ 1  are parameters depending 
on the HW type (we denote by ℝ  the set of positive real 
numbers). 
Given our ordering,  turns out to be: 
=	 																																																																															(5) 
Thus, the power consumption induced by VM  on the  
CPU cores can be expressed as follows: 
Φ = Φ = 	 ⁄ 																																	(6) 
To each VM  we associate the cost  expressed as the 
product of processing delay and power consumption: 
= Φ = 	 ⁄ ∙ 1−  
= ⁄ ⁄− 	 ⁄ = ⁄ ⁄− 					(7) 
In (7) above, we have collected all multiplicative 
coefficients related to VM j in the term , which, given the 
characteristics of the specific network application and of the 
HW, is a known constant. By minimizing  with respect to  
we obtain: ∗ = argmin = 3 − 12 − 1 = 																															(8) 
∗ = min = ⁄− 1 = ℎ 																																				(9) 
having defined = 3 − 1 2 − 1 , 	ℎ = ⁄ − 1 . 
Thus, the application of a simple proportional control law 
like (8) on the part of the IPr has the effect of making the cost 
associated to the VM using its core(s) quadratic in the total 
load1. We will exploit this fact in the next Section to formulate 
our quadratic constrained team optimization problem. 
IV. THE TEAM OPTIMIZATION PROBLEM STATEMENT AND 
SOLUTION 
The total flow offered to the j-th VM implementing a 
specific VNF is composed in general by a number of 
contributions pertaining to the VNF-FGs that use its 
functionality. Let  be the total number of PoPs,  the total 
number of VNF-FGs, and ℱ , with |ℱ | = ≤ , =1,… , , the subset of VNF-FGs used by the i-th PoP. We 
indicate by , ∈ ℱ , = 1,… , , the fraction of the 
workload 	generated at PoP  that is offered to VNF-FG . 
Let =	 , … ,  (the superscript T indicates transpose) 
be the vector collecting all PoP workloads, and further let  
be the set of VNF-FGs that use the services of VM . We 
assume the components of  to be independent non-negative 
continuous random variables with a given probability 
                                                           
1 As noted in [12], we are considering a continuous solution to the server 
operating capacity adjustment. In practice, the physical resources allow a 
discrete set of working frequencies, with corresponding processing 
distribution. We can then state the following team 
optimization problem. min(∙),			 ∈ℱ ;	 ,…, ̅																																																																		(10) 
where 
̅ = 12 ∈ℱ ∩ 																												(11) 
with = ( )		,			 ∈ ℱ ; = 1,… , 																																				(12) 
under the constraints =∈ℱ ,				 = 1, … , 																																																				(13) ≥ 0		,				 ∈ ℱ ; = 1,… , 																																														(14) 
In (11),  is a weighting coefficient that accounts for both 
the value of ℎ  (stemming from the underlying HW and the 
parallelizability of the VNF code) and the influence of the 
network topology on the contributing flows that enter the VM 
(as they may traverse different network paths to reach it from 
the previous VMs in their chains; e.g., the coefficient may be 
generated by a weighted sum of link costs that account for the 
“distance” of each source from VM j in the given network 
topology). Equations (12) entail a decentralization constraint. 
In other words, DM i decides on the shares of its workload 
among the VNF-FGs only on the basis of the knowledge of its 
own workload, and not of that of the others. The only 
centralized information is constituted by the a priori 
knowledge (the number of VMs and of DMs, the topology and 
the probability distributions of the inputs).  
Following the same line of reasoning as in our previous 
work [21], we consider finding person-by-person optimal 
(p.b.p.o.) strategies [17][18] of the form (12) for the above 
problem. By defining (∙) = (∙), ∈ ℱ , = 1,… , , 
the p.b.p.o. strategy of DM i, , = 1, … , , entails the 
minimization of the cost (11), under fixed (functional) values 
of the strategies of the other agents (∙) = (∙), ∈ℱ ; = 1,… , , ≠ ; namely, we are looking for functions ∗(∙) such that ∗(∙) = argmin(∙) ̅ (∙), ∗(∙)  
= argmin(∙) 12 ( )∈ℱ ∩
+ ℓ∗ ℓ∈ℱℓ∩ℓℓ  
= argmin 12 ℓ,ℓ ,…, ,ℓ ∈ℱ ∩  
capacities. This would also ensure that the processing speed does not 
decrease below a lower threshold, avoiding excessive delay in the case of 
low load. 
+ ℓ∗ ℓ∈ℱℓ∩ℓℓ , 		 = 1, … , ,			∀	 																																																																				(15) 
where we have defined = ,… , . Conditioning the 
expectation in the third line in (15) transforms the functional 
optimization problem of DM  into an ordinary minimization, 
which can be handled by the application of Karush-Kuhn-
Tucker conditions. However, the solution for DM  depends 
on the average of the strategies of the other DMs, as can be 
seen by the coefficient of the linear term that arises in (15) by 
expanding the square. By defining ( )∗ = ℓ ℓ∗ ℓ∈ℱℓ∩ℓℓ ,	 = 1,… , = 1,… , 																																																									(16) 
the quantities ( )∗	can be treated as a set of parameters 
characterizing the strategies. By indicating the parametrized 
p.b.p.o. strategies as 
∗ , ∗, = 1, … , ; =1,… , , ≠ , the unknown quantities ( )∗ can be found 
by solving a set of non-linear fixed-point equations of the form 
( )∗ = ℓ ℓ∗ ℓ, ∗,∈ℱℓ∩ℓℓ = 1,… , , = 1, … , ; ≠ ℓ , = 1,… , , = 1,… , 																																																								(17) 
The procedure for finding p.b.p.o. strategies for the 
problem outlined by (10)-(14) can then be split into two parts: 
i) first, having fixed a set of parameters ( )∗, =1, … , , = 1, … , , we derive the analytical expression of 
strategies (15); ii) subsequently, we seek a numerical solution 
to the fixed-point equations (17). Since the mathematical 
problem outlined here is equivalent to the one that we solved 
in [21], we do not repeat the derivation; rather, we provide the 
analytical form and the algorithmic description of the p.b.p.o. 
solutions, which will be used to derive the numerical results 
in Section VI. By defining a suitable matrix  and a vector ∗ = ∗, … , ∗ ,  and dropping both index  and 
superscript *, we can write DM ’s optimization problem (16) 
in the more compact form min 12 + 																																																														(18) 
subject to ∙ 1 = 	; 			 ≥ 0																																																																	(19) 
where 1 is a column vector of all 1s. A is a  symmetric 
matrix. In order to ensure that matrix A in (19) is positive 
definite, we assume each VNF used by a PoP to have at least 
a VM unshared with other VNFs used by the same PoP. Let 0,  be the support of the probability distribution of .  
It is shown in [21] that the solution for any value of ∈0,  is piecewise linear in a number of sub-intervals , +1 ⊆ 0, , constituting a partition of 0, , with non-zero 
linear terms for ∈ , + 1  taking on the form 
∗ ( ) = 11 1 ( − )																																																		(20) 
where 1  and  are the unity sub–vector and the sub–matrix 
of  that take into account only the indexes in the subset ⊆
, such that: i) the indexes in  correspond to the minimal 
and equal components of vector = ∗ ( ) +≥ 0 (which is the gradient of the cost functional in (18) 
computed at the optimal solution ∗ ( ) ), with 
corresponding matrix , which would give rise to the control 
vector ( ) = ( − )  ii) the corresponding 
components of the control vector ( ) are non-negative. The 
solutions in the various intervals can be calculated recursively, 
given that, for the first inerval = 0, ∗(0) = 0, = , 
and = . The range of validity of the solution within each 
interval is determined for increasing  either by the first point 
(if any) where a positive but decreasing control variable 
becomes zero, or by the first point (if any) where a gradient 
component originally non–minimal becomes part of the 
minimal ones. 
We finally note that the team solutions we can find by 
applying the outlined methodology would coincide with a 
unique team-optimal solution only in case of existence of a 
unique fixed point for equations (17), whose investigation, 
however, is beyond the scope of this work. Optimality of the 
strategies we have derived is therefore assured only in p.b.p.o. 
sense.  
 
(a) NFV service specifications  
 
 
(b) NFV network  
Fig. 2. Scenario with 20 DMs, each one accessing an NFV 
service through a given number of available VNF-FGs over 
the shared NFV network. 
Decision Makers NFV Services Available VNF-FGs
DM1, DM11 DM1: 4, DM11: 2
DM2, DM12 DM2: 3, DM12: 2
DM3, DM13 DM3: 3, DM13: 2
DM4, DM14 DM4: 4, DM14: 2
DM5, DM16 DM5: 4, DM16: 4
DM6 DM6: 4
DM7, DM19, DM20 DM7: 4, DM19: 2, DM20: 2
DM8, DM17, DM18 DM8: 4, DM17: 2, DM18: 2
DM9 DM9: 3
DM10, DM15 DM10: 4, DM15: 2
VNF Types a b c d e f g h i j k l m n o p q r s t
# of Instances 9 6 8 5 4 4 3 4 2 3 5 3 2 2 5 2 3 2 4 8
V. PERFORMANCE EVALUATION 
To evaluate the performance of the proposed load 
balancing approach, we consider the scenario in Fig. 2, and 
find the p.b.p. optimal strategies of the DMs by using the 
numerical method in [21]. Then, we compare the normalized 
dynamic power consumption induced by the VNF-FGs with 
the team and the uniform flow distribution, as well as with 
the one corresponding to concentrating each DM’s load on 
their respective least-cost paths. 
In more detail, we evaluate a system with 20 DMs, each 
one accessing a specific NFV service over a shared network 
of 35  resource clusters, hosting 84  VNF instances of 20 
VNF types, as illustrated in Fig. 2. Generally, instances of the 
same VNF type can be hosted among resources with the same 
or varying capabilities – this is captured in the considered 
scenario through clustering of resources and various 
combinations of HW parameters. Moreover, some DMs 
accessing the same NFV service can have different number 
of available VNF-FGs (i.e., paths), simulating a more general 
scenario with differentiated services.  
The (physical/logical) links served by the VMs  (i.e., 
VNF implementations) in the system are identified with an 
index , and a weight coefficient  that depends on a number 
of components. Particularly,  is given by the sum of the 
coefficient ℎ  of the serving VM, and of a random number 
generated from the uniform distribution, (0,10) . The 
former is determined by the underlying HW (i.e.,  and  
parameters), and the degree of parallelizability of the VNF 
code (i.e.,  and ( )  information), while the latter 
accounts for the different network paths traversed by the 
contributing flows that enter the VM, as noted in Section IV; 
here we decided for a random choice, to avoid being bound 
to a fixed network topology. 
Following [12], in which ∈ = (1,10)  and ∈= (2,3) , we consider two cases in this work: (a) 
homogeneous HW, where = ∈ , = ∈ , ∀ , 
and; (b) heterogeneous HW, where the parameters among 
VMs  hosted on the resource cluster  are generated as = ∈ , = ∈ , ∀ ↦ , = 1,… , 35 . The 
latter is supposed to cover not only the possible HW 
heterogeneity inside a PoP (e.g., server level), but also the 
scenario where the VNF-FG spans multiple PoPs of varying 
capabilities.  
The parallelizability of each VNF instance in the system 
(even the ones performing the same functionality) is 
generated randomly, supposing that a VNF code is 
parallelizable into 1, 2, 4, 6 or 8 vCPUs. Random permutation 
is used to generate varying ( )  values, even with the same 
; this emulates the performance variations of a code on 
different execution environments. For the sake of simplicity, 
but without loss of generality, we suppose that the 20 DMs 
have the same maximum load , and their instantaneous 
loads (DMi ) , = 1,… ,20 , are uniformly distributed in 0, . 
A. Team-optimal Load Balancing 
In both homogeneous and heterogeneous HW cases, the 
resulting p.b.p.o. load distribution policies of the DMs highly 
depend on  and the number of VNF-FGs sharing a VM. 
Some DMs have relatively “static” strategies, allocating a 
constant fraction of their load to the (or a subset of) available 
VNF-FGs, while others result in more interesting strategies, 
adapting their distributions with the load. Fig. 3 shows 
examples of p.b.p.o. load distribution policies of DM4 and 
DM14, where paths indicated with the same color correspond 
to the same VNF-FGs (e.g., Path3(DM4) and Path2(DM14)). 
It can be observed that the general form of the team-optimal 
solutions is piecewise-linear. 
B. Dynamic Power Consumption 
Here, we evaluate the normalized dynamic power 
consumption induced by the 20  DMs when the team 
solutions are applied in the homogeneous and heterogeneous 
HW cases. As comparison, two baseline policies are 
considered in this work: (a) least-cost path, in which the DMs 
route all the load to the VNF-FG with the minimum execution 
cost (i.e., as a sum of the link weights) among the available 
paths, and; (b) uniform flow distribution, in which all 
available paths are allocated equal fractions of the load. To 
add statistical significance in the results, 95%  confidence 
intervals are obtained from 10 runs of varying seeds. 
As shown in Fig. 4, the p.b.p.o. team solutions gave better 
performance in terms of energy saving with respect to the two 
baselines, achieving improvements of up to over 45%  to 
around 4 orders of magnitude when the normalized total load 
is less than 80%. While similar behaviors can be observed 
with both homogeneous and heterogeneous HW, with the 
latter there are some cases in which uniform load distribution 
result in the highest consumption, rather than the one using 
only the least-cost paths (which is always the case for the 
former). This can be expected especially when the costs of a 
DM’s available VNF-FGs vary greatly.   
Though in a relatively simple topology of VNF-FGs, the 
results highlight some of characteristics that can be expected 
by the application of p.b.p.o. team strategies in the NFV 
environment we have considered. In particular, in the 
presence of different types of heterogeneous HW and 
multiple interactions among DMs’ paths, we expect higher 
energy saving gains. 
VI. CONCLUSIONS 
We have formulated a quadratic constrained team 
optimization problem in a network virtualization environment 
characterized by the presence of multiple VNF-FGs, offered 
 
  
(a) homogeneous HW         (b) heterogeneous HW  
Fig. 3. P.b.p. optimal load distribution policy of DM4 and 
DM14. 
to their users (substantially, slice instances serving specific 
traffic aggregation points, like PoP datacenters) on VMs 
realized above a general-purpose HW infrastructure. The 
quadratic form of the team cost stems from taking into account 
the effect of energy-saving policies applied by the 
Infrastructure Providers which are the owners of the HW, 
where energy is effectively consumed. In this respect, it is 
worth noting that, in the absence of the interaction effected by 
the cost function, IPr’s tenants (the Network Service 
Providers), which operate in a completely virtualized 
environment, would have neither a direct perception (e.g., 
based on measurements) of the energy aspect, nor any 
incentive to be aware of it.  
The solution to the team optimization problem has been 
provided analytically in the form of parametrized p.b.p.o. 
strategies that turn out to be piecewise linear in the workload 
of each specific DM. As such aggregated workloads can vary 
dynamically over relatively short time scales (e.g., in the order 
of a few seconds, depending on end users’ density and 
mobility), informationally decentralized strategies lend 
themselves to fast reaction without the need of additional 
signaling. The form of the p.b.p.o. team strategies has been 
found numerically in a simple example, and their effect on the 
energy consumption has been investigated and compared with 
least-cost and uniform distributions of the load. 
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Fig. 4. Normalized dynamic power consumption induced by
the VNF-FGs when the least-cost, uniform and p.b.p. 
optimal load distribution policies are applied. 
 
