In this paper, we consider a class of constrained optimization problems where the feasible set is a general closed convex set and the objective function has a nonsmooth, nonconvex regularizer. Such regularizer includes widely used SCAD, MCP, logistic, fraction, hard thresholding and non-Lipschitz Lp penalties as special cases. Using the theory of the generalized directional derivative and the Clarke tangent cone, we derive a first order necessary optimality condition for local minimizers of the problem, and define the generalized stationary point of it. The generalized stationary point is the Clarke stationary point when the objective function is Lipschitz continuous at this point, and the scaled stationary point when the objective function is not Lipschitz continuous at this point. We prove the consistency between the generalized directional derivative and the limit of the classic directional derivatives associated with the smoothing function. Moreover we show that finding a global minimizer of such optimization problems is strongly NP-hard and establish positive lower bounds for the absolute value of nonzero entries in every local minimizer of the problem if the regularizer is concave in an open set.
Introduction
In this paper, we consider the following constrained optimization problem 
where Θ : R n → R and c : R m → R are continuously differentiable, h : R n → R m is continuous, and X ⊂ R n is a nonempty closed convex set. Of particular interest of this paper is when h is not convex, not differentiable, or even not Lipschitz continuous. Problem (1) includes many problems in practice. For instance, the following minimization problem min l≤x≤u,Ax≤b
is a special case of (1), where l ∈ {R ∪ −∞} n , u ∈ {R ∪ ∞} n , A ∈ R t×n , b ∈ R t , D i ∈ R n×r , p ∈ (0, 1] and φ : R + → R + is continuous. Such problem arises from image restoration (Chan and Liang [12] , Chen et al. [17] , Nikolova et al. [36] ), signal processing (Bruckstein et al. [9] ), variable selection (Fan and Li [22] , Huang et al. [27] , Huang et al. [29] , Zhang [44] ), etc. Another special case of (1) is the following problem
where α i ∈ R and m i ∈ R n , which has attracted much interest in machine learning, wireless communication (Liu et al. [33] ), information theory, data analysis (Fan and Peng [23] , Huber [28] ), etc. Moreover, a number of constrained optimization problems can be reformulated as problem (1) by using the exact penalty method with nonsmooth or non-Lipschitz continuous penalty functions (Auslender [3] ).
The generic nature of the first and second order optimality conditions in nonlinear programming are treated in Spingarn and Rockafellar [39] . When X = R n and c(h(x)) = ∥x∥ p p (0 < p < 1), the affine scaled first and second order necessary conditions for local minimizers of (1) are established in Chen et al. [18] . By using subspace techniques, Chen et al. [16] extended the first and second order necessary conditions to c(h(x)) = ∥Dx∥ p p with D ∈ R m×n . However, the optimality conditions in Chen et al. [16, 18] are weaker than the Clarke optimality conditions in Clarke [19] for p = 1. In this paper, we will derive a necessary optimality condition for the non-Lipschitz constrained optimization problem (1) , which reduces to the Clarke optimality condition when the objective function in (1) is locally Lipschitz continuous.
A point x * is called a Clarke stationary point of f if f is locally Lipschitz at x * and there is V ∈ ∂f (x * ) such that
where ∂f (x) = con{v | ∇f (y) → v, f is differentiable at y, y → x} is the Clarke subdifferential of f and "con" denotes the convex hull. From Theorem 9.61 and (b) of Corollary 8.47 in Rockafellar and Wets [38] , the subdifferential associated with a smoothing function
is nonempty and bounded, and ∂f (x) ⊆ Gf (x). In Burke and Hoheisel [10] , Burke et al. [11] , Chen [14] , Rockafellar and Wets [38] , it is shown that many smoothing functions satisfy the gradient consistency ∂f (x) = Gf (x).
The gradient consistency is an important property of the smoothing methods, which guarantees the convergence of smoothing methods with adaptive updating schemes of smoothing parameters to a stationary point of the original problem. Due to the non-Lipschitz continuity of the objective function f , Clarke optimality condition (4) cannot be applied to (1) . In Jahn [30] , Jahn introduced a directional derivative for Lipschitz constrained optimization problems f
• (x; v) = lim sup y →x, y ∈ X t ↓ 0, y + tv ∈ X f (y + tv) − f (y) t , which is equal to the Clarke generalized directional derivative at the interior points of X . In this paper, we extend the directional derivative in Jahn [30] to the non-Lipschitz constrained optimization problem (1) . Using the extended directional derivative and the Clarke tangent cone, we derive necessary optimality conditions. The new optimality conditions are equivalent to the optimality conditions in Bian et al. [8] , Chen et al. [16, 18] , when the objective function is not Lipschitz continuous, and to the Clarke optimality condition (4) when the objective function is Lipschitz continuous. Moreover, we establish the consistency between the generalized directional derivative and the limit of the classic directional derivatives associated with the smoothing function. The directional derivative consistency guarantees the convergence of smoothing methods to a generalized stationary point of (1). Problem (1) includes the regularized minimization problem as a special case when Θ(x) is a data fitting term and c(h(x)) is a regularization term (also called a penalty term in some articles).
In sparse optimization, nonconvex non-Lipschitz regularization provides more efficient models to extract the essential features of solutions than the convex regularization (Bian and Chen [6] , Chartrand and Staneva [13] , Chen [14] , Chen et al. [17] , Fan and Li [22] , Huang et al. [27] , Huang et al. [29] , Loh and Wainwright [34] , Lu [35] , Nikolova et al. [36] , Wang et al. [42] , Zhang [44] ). The SCAD penalty function in Fan and Li [22] and the MCP function in Zhang [44] have various desirable properties in variable selection. Logistic and fraction penalty functions yield edge preservation in image restoration (Nikolova et al. [36] ). The l p norm penalty function with 0 < p < 1 owns the oracle property in statistics (Fan and Li [22] , Knight and Fu [31] ). Nonconvex regularized M -estimator is proved to have the statistical accuracy and prediction error estimation in Loh and Wainwright [34] . Moreover, the lower bound theory of the l 2 -l p regularized minimization problem in Chen et al. [17, 18] , a special case of (1), states that the absolute value of each component of any local minimizer of the problem is either zero or greater than a positive constant. The lower bound theory not only helps us to distinguish zero and nonzero entries of coefficients in sparse high-dimensional approximation (Chartrand and Staneva [13] , Huang et al. [27] ), but also brings the restored image closed contours and neat edges (Chen et al. [17] ). In this paper, we extend the lower bound theory of the l 2 -l p regularization minimization problem to problems (2) and (3) with 0 < p ≤ 1 which include the most widely used models in statistics and sparse reconstruction. Moreover, we extend the complexity results of the l 2 -l p regularization minimization problem in Chen et al. [15] to problem (2) with a concave function φ and 0 < p ≤ 1. We show that the concavity of penalty functions is a key property for both the lower bound theory and the strong NP hardness. Such extension of the lower bound theory and complexity is not trivial because of the general constraints and weak conditions on φ.
The rest of the paper is organized as follows. In section 2, we first define a generalized directional derivative and present its properties. Next, we derive necessary optimality conditions for a local minimizer of problem (1), and prove the directional derivative consistency associated with smoothing functions. In section 3, we present the computational complexity and the lower bound theory of problem (2) .
In our notation, R + = [0, ∞) and R ++ = (0, ∞). For x ∈ R n , 0 < p < ∞ and δ > 0, ∥x∥
means the open ball centered at x with radius δ. For a closed convex subset Ω ⊆ R n , int(Ω) means the interior of Ω, cl(Ω) means the closure of Ω and m(Ω) denotes the element in Ω with the smallest Euclidean norm. P X [x] = arg min{∥z − x∥ 2 : z ∈ X } denotes the orthogonal projection from R n to X . N ++ = {1, 2, . . .}.
Optimality conditions
Inspired by the generalized directional derivative and the tangent cone, we present a first order necessary optimality condition for local minimizers of the constrained optimization problem (1), which is equivalent to the Clarke necessary condition for locally Lipschitz optimization problems and stronger than the necessary optimality conditions for the non-Lipschitz optimization problems in the existing literature. At the end of this section, we prove the directional directive consistency associated with smoothing functions
We suppose the function h in (1) has the following version
where 
Otherwise, ϕ is said to be not Lipschitz continuous at(near) x ∈ R n .
For a fixedx ∈ R n , denote
and define
which is Lipschitz continuous at D T ix , i = 1, 2, . . . , m. Specially, we let Vx = R n when Ix = ∅. And then we let
with hx(
is Lipschitz continuous atx and fx(x) = f (x). The generalized directional derivative in Clarke [19] of fx atx in the direction v ∈ R n is defined as
Specially, when f is regular,
The generalized directional derivative in (10) is generalized in Jahn [30] and used in Audet and Dennis [2] , Jahn [30] for locally Lipschitz constrained optimization. The generalization motives us to use the following generalized directional derivative of fx atx ∈ X in the direction
The definitions in (10) and (11) coincide whenx ∈ int(X ).
and equals to f (11) . Proof. Fixx ∈ X and v ∈ Vx. For y ∈ R n and t > 0, there exists z between h(y) and h(y
By the Lipschitz continuity of Θ and hx i atx, there exist δ > 0 and L > 0 such that ) . Thus, the generalized directional derivative of f atx ∈ X in the direction v ∈ Vx defined in (12) exists.
Let {y n } and {t n } be the sequences such that y n ∈ X , t n ↓ 0, y n →x, y n + t n v ∈ X and the upper limit in (12) holds. Using the Lipschitz continuity of hx i atx again, we can get the subsequences
By the above analysis, then
By virtue of (11), we have
Using h(x) = hx(x), (14) and (15), we obtain f
. On the other hand, by extracting the sequences {y n k } and {t n k } such that the upper limit in (11) holds and the limit in (13) exists with them, similar to the above analysis, we find that
. Notice that the generalized directional derivative of f atx ∈ X in the direction v ∈ Vx defined in (12) involves only the behavior of f atx in the hyperplane Vx.
Clarke tangent cone
Since X is a nonempty closed convex subset of R n , the distance function related to X is a nonsmooth, Lipschitz continuous function, defined by
The Clarke tangent cone to X at x ∈ X , denoted as T X (x), is defined by
Under Assumption 1, we can obtain the following properties of the Clarke tangent cones to X 1 , X 2 and X .
By the convexity of
is a convex function and for v ∈x − x + B ϵ (0), we notice that
(2) Since X 2 is defined by a class of affine equalities, we have
, there exists a scalar ϵ > 0 such that
We often call int(T X 1 (x)) the hypertangent cone to X 1 at x. And by Lemma 1 (2), we have
Necessary optimality condition
Denote
Since f is not assumed to be locally Lipschitz continuous, the calculus theory developed in Audet and Dennis [2] cannot be directly applied to f . The next lemma extends calculus results for the unconstrained case in Clarke [19] and the constrained case in Audet and Dennis [2] .
For
Proof. By the locally Lipschitz continuity of hx, there are ϵ > 0 and Lx > 0 such that
Let δ > 0 be such that x + tw k ∈ B ϵ (x) for any x ∈ B δ (x), 0 ≤ t < δ and k ∈ N ++ . By the Lipschitz condition in (16), we have
From the mean value theorem, there exists z between h(x + tv) and h(x + tw k ) such that
Then, for any x ∈ B δ (x),0 ≤ t < δ, we have
where
As k goes to infinity, the above inequality follows f
Since {w k } is an arbitrary sequence in r-int(T X (x)) ∩ Vx converging to v, we obtain the result in this lemma.
Note that the above lemma is not necessarily true when r-int(T X (x)) is empty. A similar example can be given following the idea in Audet and Dennis [2, Example 3.10] . That is why we put the assumption int(X 1 ) ∩ X 2 ̸ = ∅ at the beginning of this section. Based on Lemmas 1-2, the following theorem gives the main theoretical result of this section.
and
Since w ∈ int(T X 1 (x * )), there existsε ∈ (0, ϵ] such that
Thus,
From the mean value theorem, there exist z 1 between h(x * ) and h(x + tw), and z 2 between h(x * ) and h(x * + tw) such that
By (19) , (20) and the continuous differentiability of Θ, we have
Thus, lim sup
By
By Lemma 2, we can give that f
Based on Theorem 1, we give a new definition of a generalized stationary point of problem (1). Definition 2. x * ∈ X is said to be a generalized stationary point of (1) Forx ∈ X , the regularity assumption allows us to define Vx by Vx ={v : for any i ∈ Ix, there exists δ > 0 such that
which is a bigger set than Vx given in (8) . Hence a generalized stationary point defined in Definition 2 can be more robust with this Vx. For example, if f is defined as in (3) We notice that a generalized stationary point defined in Definition 2 is a scaled stationary point defined in Bian and Chen [6] , Bian et al. [8] , Chen et al. [16] , Ge et al. [25] for the special cases of (2) with 0 < p < 1. Moreover it is stronger than a scaled stationary point for the Lipschitz case, since it is a Clarke stationary point but a scaled stationary point is not necessarily a Clarke stationary point for the Lipschitz optimization problem.
Directional derivative consistency
In this subsection, we show that the generalized directional derivative of f defined in (12) can be represented by the limit of a sequence of directional derivatives of a smoothing function of f . This property is important for development of numerical algorithms for nonconvex non-Lipschitz constrained optimization problems.
Definition 3. (Chen [14] ) Let g : R n → R be a continuous function. We callg : R n × [0, ∞) → R a smoothing function of g, ifg(·, µ) is continuously differentiable for any fixed µ > 0 and lim z→x,µ↓0g (z, µ) = g(x) holds for any x ∈ R n . c(h(x, µ) ) is a smoothing function of f .
Sincef (x, µ) is continuously differentiable about x for any fixed µ > 0, the generalized directional derivative of it with respect to x can be given bỹ 
Proof. Let x k be a sequence in X converging tox and {µ k } be a positive sequence converging to 0. For w ∈ Vx, by the closed form of ∇ xf (x k , µ k ), we have
For i ∈ Ix, by w ∈ Vx, we obtain D
Thus, coming back to (24), we obtain
Since
where fx is defined in (9) . Thus,
where the first equation uses Proposition 1, the third uses (26) and the fourth uses (25) . Now we give another consistency result on subspace V x .
Lemma 3. Let x k be a sequence in X with a limit pointx. For w ∈ Vx, there exists a sequence
Proof. If this lemma is not true, then there is K ∈ N ++ such that
By the definition of V x k , there exists i k ∈ I x k such that
By I x k ⊆ {1, 2, . . . , m}, there exist j ∈ {1, 2, . . . , m} and a subsequence of {x k }, denoted as {x
Since the non-Lipschitz points of h j is a closed subset of R n , h j is also not Lipschitz continuous at D T jx , which means j ∈ Ix. By w ∈ Vx, we obtain D T j w = 0, which leads a contradiction. Therefore, the statement in this lemma holds.
Based on the consistency results given in Theorem 2 and Lemma 3, the next corollary shows the generalized stationary point consistency of the smoothing functions.
Corollary 1. Let {ϵ k } and {µ k } be positive sequences converging to 0. With the conditions on h in Theorem 2, if
x k satisfies ⟨∇ xf (x k , µ k ), v⟩ ≥ −ϵ k for every v ∈ T X (x k ) ∩ V x k ∩ B 1 (0),
then any accumulation point of {x k } ⊆ X is a generalized stationary point of (1).
Proof. Letx be an accumulation point of {x k }. Without loss of generality, we suppose lim
For w ∈ r-int(T X (x)) ∩ Vx ∩ B 1 (0), from Lemma 3, we can suppose
By w ∈ r-int(T X (x)), there exists ϵ > 0 such that
Since x k is converging tox, there exists K ∈ N ++ such that
From the convexity of X , we obtain w ∈ T X (x k ).
From Theorem 2, we have f • (x, w) ≥ 0. Then, for any ρ > 0, we have
Thus, f
By Lemma 2, it is easy to verify that f
• (x, v) ≥ 0 holds for any v ∈ T X (x) ∩ Vx, which means thatx is a generalized stationary point of (1).
Remark 2. Suppose the gradient consistency associated with the smoothing functionh i holds at its Lipschitz continuous points, that is
Since fx is Lipschitz continuous atx, it gives
Similar to the calculation in (27) , by (31) and (32), we obtain
Thus, the conclusion in Corollary 1 can be true with (30) , which is weaker than the strict differentiability of h i in X \N i , i ∈ {1, 2, . . . , m}. Some conditions can be found in Clarke [19] to ensure (30) . Specially, when the function h in f is with the form Corollary 1 shows that one can find a generalized stationary point of (1) by using the approximate first order optimality condition of min x∈Xf (x, µ). Sincef (x, µ) is continuously differentiable for any fixed µ > 0, many numerical algorithms can find a stationary point of min x∈Xf (x, µ) (Beck and Teboulle [4] , Curtis and Overton [20] , Levitin and Polyak [32] , Nocedal and Wright [37] , Ye [43] ). We use one example to show the validity of the first order necessary optimality condition and the consistency result given in this section. Example 1. Consider the following minimization problem
This problem is an example of (1) with Θ(x) = (
Here, we use the classical projected algorithm with Armijo line search to find an approximate generalized stationary point of min x∈Xf (x, µ). There exists α > 0 such thatx − P X [x − α∇ xf (x, µ)] = 0 if and only ifx is a generalized stationary point of min x∈Xf (x, µ), which is also a Clarke stationary point of min x∈Xf (x, µ) for any fixed µ > 0. We call x k an approximate stationary point of
, which can be found in a finite number of iterations by the analysis in Bertsekas [5] .
Choose the initial iterate x 0 = (0, 0) T . For different values of λ 1 and λ 2 in (33), the simulation results are listed in Table 1 , where f * indicates the optimal function value of (33) , where the iteration is terminated when µ k ≤ 10 −6 . When
where v 1 = −v 2 by v ∈ V x * , and v 1 ∈ R + by x * 1 = −1.000 and the condition
• (x * ; v) ≥ 0, ∀v ∈ V x * , which means that (−1.000, 0.000) T is a generalized stationary point of (33) . Similarly,
• when λ 1 = 0.1, λ 2 = 0.2:
where v 2 = 0 by v ∈ V x * ;
• when λ 1 = 0.5, λ 2 = 0.1:
Thus, the accumulation points in Table 1 are generalized stationary points of (33) with different values of λ 1 and λ 2 . Furthermore, the trajectory of x k of the smoothing algorithm for (33) with λ 1 = 8, λ 2 = 2 are pictured in Figure 1 with the isolines of f in X .
Nonconvex regularization
In this section, we focus on problem (2) with the function φ satisfying the following assumption. The function φ(t) = t satisfies Assumption 2. It is known that problem (2) with X = R n , φ(t) = t and p ∈ (0, 1) is strongly NP hard but enjoys lower bound theory. However, the complexity and lower bound theory of problem (2) with a general convex set X and the class of functions φ satisfying Assumption 2 have not been studied. In this section, we show that the key condition for the complexity and lower bound theory is that the function φ(z p ) is strictly concave in an open interval.
Computational complexity
In this subsection, we will show the strong NP-hardness of the following problem
where H ∈ R s×n , c ∈ R s and 0 < p ≤ 1.
. First, we give two preliminary results for proving the strong NP-hardness of (34) with 0 < p ≤ 1. The first is for p = 1 and the second is for 0 < p < 1. 
has a unique solution z * ∈ (τ 1 , τ 2 ).
Proof. Since φ is twice continuously differentiable in [
} and suppose γ >γ.
To minimize g(z) on [0, τ 2 ], we check its first derivative
Consider solving g
Therefore, there exists a uniquē z ∈ (τ 1 , τ 2 ) such that g ′ (z) = 0, which is the unique global minimum point of g(z) in R. For the case that 0 < p < 1, we need a weaker condition on φ to obtain a similar result as in Lemma 5.
Lemma 6. Suppose φ is twice continuously differentiable on
There existsγ > 0 such that when γ >γ and 0 < p < 1, the minimization problem (35) has a unique solution z * ∈ (τ 1 , τ 2 ).
Proof. First, there exists α > 0 such that 0 ≤ φ
Similar to the analysis in Lemma 5, the minimum point of g(z) must lie within [0, τ 2 ]. When
Thus, the minimum point of g(z) must lie with in (τ 1 , τ 2 ].
To minimize g(z) on (τ 1 , τ 2 ], we check its first derivative. By γ >
, we have g
> 0. Now we consider the solution of the constrained equation
We calculate that g
. Combining it with g ′ (τ 1 ) < 0 and g ′ (τ 2 ) > 0, there exists a uniquez ∈ (τ 1 , τ 2 ) such that g ′ (z) = 0, which is the unique global minimizer of g(z) in R.
Since with τ 2 > τ 1 > 0 such that φ is strictly concave and twice continuously differentiable on it. And there is no other condition needed to guarantee the supposition of φ in Lemma 6. Theorem 3.
1. Minimization problem (34) is strongly NP-hard for any given 0 < p < 1.
If φ is strongly concave in an open interval of R + , then minimization problem (34) is strongly NP-hard for
Proof. Now we present a polynomial time reduction from the well-known strongly NP-hard partition problem (Garey and Johnson [24] ) to problem (34) . The 3-partition problem can be described as follows: given a multiset S of n = 3m integers {a 1 , a 2 , . . . , a n } with sum mb, is there a way to partition S into m disjoint subsets S 1 , S 2 , . . . , S m , such that the sum of the numbers in each subset is equal?
Given an instance of the partition problem with a = (a 1 , a 2 , . . . , a n ) T ∈ R n . We consider the following minimization problem in form (34) :
where the parameters τ 1 , τ 2 and γ satisfy the suppositions in Lemma 5 for p = 1 and them in Lemma 6 for 0 < p < 1. From Lemma 4, we have By Lemmas 5-6 and the strict concavity of φ(z p ) on [τ 1 , τ 2 ], we can always choose one of x ij to be z * (̸ = 0) and the others are 0 for any i = 1, 2, . . . , n such that the last inequality in (37) becomes to be an equality and
Now we claim that there exists an equitable partition to the partition problem if and only if the optimal value of (36) equals to ng(z * ). First, if S can be evenly partitioned into m sets, then we define x ik = z * , x ij = 0 for j ̸ = k if a i belongs to S k . These x ij provide an optimal solution to P (x) with optimal value ng(z * ). On the other hand, if the optimal value of P (x) is ng(z * ), then in the optimal solution, for each i, there is only one element in {x ij : 1 ≤ j ≤ m} is nonzero. And we must also have ∑ n i=1 α i x ij − β = 0 holds for any 1 ≤ j ≤ m, which implies that there exists a partition to set S into m disjoint subsets such that the sum of the numbers in each subset is equal. Thus this theorem is proved.
Remark 3. Many penalty functions satisfy the conditions in Lemma 5 and Lemma 6, such as the logistic penalty function in Nikolova et al. [36] , fraction penalty function in Nikolova et al. [36] , hard thresholding penalty function in Fan [21] , SCAD function in Fan and Li [22] and MCP function in Zhang [44] . The soft thresholding penalty function in Huang et al. [27] , Tibshirani [40] only satisfies the conditions in Lemma 6. Here, we list the formulations of these penalty functions below. For φ 2 and φ 3 , all choices of τ 1 and τ 2 in R ++ with τ 1 < τ 2 satisfy the conditions in Lemma 5 and Lemma 6. For the other four penalty functions, the optional parameters of τ 1 and τ 2 are given in Table 2 .
• soft thresholding penalty function: φ 1 (s) = λs, 
• minimax concave penalty (MCP) function:
with λ > 0 and a > 0.
Lower bound theory
In this subsection, we will establish the lower bound theory for local minimizers of (2) with a special constraint, that is
T ∈ R q . Denote M the set of all local minimizers of (38) . In this subsection, we suppose that there exists 
which implies thatx is a local minimizer of the following constrained minimization problem
Since φ ′ is locally Lipschitz continuous in R ++ , by the second order optimality necessary condition, there exists 
where Vx = {v : D 
When V x,c ̸ = ∅, unique existence of the optimal solution of (44) Since there is another element in M 1 , denoted asx, such that ∥D
Thus, the unique solution of (44) 
by the upper semicontinuity of ∂(φ ′ (t))) on R ++ , we obtain that If there exists constant ν 1 > 0 such that |φ ′′ (0+)| ≥ ν 1 , by the concavity of φ and φ ′ ≥ 0, there must exist ν p > 0 such that φ ′ (0+) ≥ ν p . However, the converse does not hold. The following theorem presents the lower bound theory for the case that 0 < p < 1 using the existence of ν p > 0 such that φ ′ (0+) ≥ ν p .
Theorem 5. Let 0 < p < 1 in (38 
Conclusions
In Theorem 1, we derive a first order necessary optimality condition for local minimizers of problem (1) based on the new generalized directional derivative (12) and the Clarke tangent cone. The generalized stationary point that satisfies the first order necessary optimality condition is a Clarke stationary point when the objective function f is locally Lipschitz continuous near this point, and a scaled stationary point if f is non-Lipschitz at the point. Moreover, in Theorem 2 we establish the directional derivative consistency associated with smoothing functions and in Corollary 1 we show that the consistency guarantees the convergence of smoothing algorithms to a stationary point of problem (1) . Computational complexity and lower bound theory of problem (1) are also studied to illustrate the negative and positive news of the concave penalty function in applications.
