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We study a model of repeated interaction between quantum systems which can be thought
of as a non-commutative Markov chain. It is shown that there exists an outgoing Cuntz
scattering system associated to this model which induces an input–output formalism with
a transfer function corresponding to a multi-analytic operator, in the sense of multivariate
operator theory. Finally we show that observability for this system is closely related to the
scattering theory of non-commutative Markov chains.
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1. Introduction
The purpose of this paper is to point to an interesting connection between non-commutative Markov chains, which are
a well-known mathematical model for open quantum systems embedded into an environment (see for example [18] for a
recent survey), and multi-analytic operators, which are a central idea in the development of multivariate operator theory
(as described for example in [23]). Though some hints about such connections between non-commutative probability theory
and multivariate operator theory can be found in the literature, see for example [3,4,15,7], this is not widely appreciated
and a more systematic investigation is missing. We want to present an argument that both fields can benefit from each
other and make a start by studying a rather elementary mathematical toy model from this point of view. Let us describe
some more background in order to clarify the developments and applications we have in mind.
The theory of open quantum systems embedded into an environment has been driven more and more to the language of
linear systems theory, input–output formalisms and control. We only mention the theoretical physics survey in [12] and the
recent investigations on quantum networks [14]. The use of Laplace transforms and analytic functions is routine in classical
linear systems and control theory but it is not at all obvious how to generalize this part of the theory to the quantum
world. Though a notion of transfer function for bosonic fields has been recently developed [27,28], see also [14,13], we do
not follow this approach here but instead we suggest to introduce analyticity into the theory of quantum systems by the
use of multi-analytic operators.
E-mail address: rog@aber.ac.uk.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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the development of a multi-variable version for row contractions of the Sz.Nagy-Foias theory-theory [26] and it has been
shown that many aspects of the classical theory of analytic functions generalize to this setting, see for example [25]. Among
them are techniques which are relevant to linear systems and control.
It is therefore clear that the study of quantum systems would benefit if it is possible to construct such operators as a
generalized type of transfer function for these systems. We show in this paper that if we can model the quantum system
and the interaction in a certain way by a non-commutative Markov chain then this is indeed possible.
As this seems to be a new idea and as our aims in this paper are partly expository, to convince theoretical physicists
working on interactions of quantum systems and pure mathematicians working on multivariate operator theory that there
exists a promising intersection of their interests, we have made no attempt to study the most general model but instead we
investigate a very elementary discrete time toy model of repeated interactions between an open system and its environment.
Though stripped to its bare basics it nevertheless already exhibits some interesting features which we expect to be typical.
The model is defined in a purely mathematical way and then interpreted physically in Section 2. In Section 3 we shift our
attention to multivariate operator theory and prove that we can find an outgoing Cuntz scattering system in the sense of [2]
inside our model of repeated interaction. It is well known that this leads to a transfer function which in fact corresponds
to a multi-analytic operator. We work out in Section 4 how this transfer function and related concepts can be developed
in a convenient way for our setting and we give a physical interpretation in terms of certain experimental records. Another
concept motivated from a control point of view is observability. We show in Section 5 that in our setting observability is
closely related to a scattering theory for non-commutative Markov chains introduced in [19] whose further development
[15,16] in fact led the author into the direction followed in this paper. We refer to the end of Section 5 for a more detailed
discussion of this scattering interpretation which gives further evidence that our transfer function via multivariate operator
theory is also a natural tool for the study of the physical system. We further comment there about some closely related
investigations about characteristic functions of ergodic tuples and of liftings in [7,8].
2. A model for repeated interactions
We want to study a very elementary mathematical model for an interaction between quantum systems. The model is
specified by a few operator theoretic data.
Definition 2.1. Given
three Hilbert spaces H,K,P ,
a unitary operator U : H ⊗ K → H ⊗ P (i.e. U∗U = UU∗ = 1),
unit vectors ΩH ∈ H, ΩK ∈ K, ΩP ∈ P such that
U
(
ΩH ⊗ΩK)= ΩH ⊗ΩP ,
we say that U is an interaction with vacuum vectors ΩH,ΩK,ΩP .
We can form the infinite tensor products K∞ := ⊗∞1 K and P∞ := ⊗∞1 P with distinguished unit vectors ΩK∞ =⊗∞
1 Ω
K and ΩP∞ =
⊗∞
1 Ω
P , see [17, 11.5.29]. We denote the -th copies by K and ΩK and use a natural nota-
tion built upon it. For example, for ΩK1 ⊗ ΩK2 we write ΩK[1,2] , for K3 ⊗ K4 ⊗ K5 we write K[3,5] and identify it with
ΩK[1,2] ⊗ K[3,5] ⊗ ΩK[6,∞) ⊂ K∞ . Similarly for P where we have spaces P[m,n] and vectors ΩP[m,n] . Embeddings without fur-
ther explanations are always understood in such a way, using the vacuum vectors, for example
H  H ⊗ΩK∞ ⊂ H ⊗ K∞ ⊃ ΩH ⊗ K∞  K∞.
We can now define repeated interactions. For  ∈ N let
U : H ⊗ K∞ → H ⊗ K[1,−1] ⊗ P ⊗ K[+1,∞)
be the unitary operator which is equal to U on H⊗K and which acts identically on the other factors of the tensor product.
Then the repeated interaction up to time n ∈ N is defined by
U (n) := Un . . .U1 : H ⊗ K∞ → H ⊗ P[1,n] ⊗ K[n+1,∞).
A physical interpretation of a very similar scheme is developed in detail in [5]. Let us quickly sketch the basic ideas. To
do that assume for the moment that K = P and ΩK = ΩP and that U is a unitary operator on H⊗K. We may think of H
as the (quantum-mechanical) Hilbert space of an atom, K as the Hilbert space of a (portion of a) light beam and U as a
(toy model of their) quantum mechanical interaction. After the interaction the (pure) state η ∈ H⊗K of the coupled system
is changed into Uη ∈ H⊗K (Schrödinger picture). The only thing we require from our vacuum vectors ΩH and ΩK is that
their tensor product represents a state which is not affected by the interaction U .
R. Gohm / J. Math. Anal. Appl. 364 (2010) 275–288 277If we further assume that at time 1 an interaction happens for H⊗K1, after the interaction this portion of the light beam
goes away from the atom forever but another portion of the light beam described by K2 reaches the atom and interacts at
time 2, etc., then we obtain a repeated interaction and U (n) = Un . . .U1 is the Schrödinger dynamics up to time n. In fact,
in [5] there is a detailed derivation of the Heisenberg dynamics X 
→ U (n)∗ X U (n) for observables X which confirms our
sketchy interpretation above. It is shown in [5] that this toy model of a quantum mechanical atom–field interaction allows
a discussion of many of the basic equations and constructions of quantum filtering and quantum control which is parallel
to the usual continuous time treatment. Moreover the continuous time results can be obtained from that as a scaling limit.
Repeated interactions of a similar type are also investigated in [6].



. . .
1 2 3
atom beam H ⊗ K1 ⊗ K2 ⊗ K3 . . .
U1
U2
U3
Remark 2.2. The reader who wants to see the propagator (unitary time evolution operator) for this repeated interaction
in a more explicit way should consult the literature about non-commutative Markov chains and their coupling structure,
see for example [18] for a survey. For our interactions this gives a description which is essentially equivalent to the model
presented here but it includes additionally the dynamics of the beam outside the range of the interaction as a tensor shift.
More precisely, consider the enlarged space H ⊗⊗∞−∞ K and let S be the tensor shift to the left (on the copies of K
while acting identically on H). Then (U (n))n∈N0 (with U (0) := 1) can be thought of as a right unitary cocycle for S , i.e.
U (n + m) = S−nU (m)SnU (n), and we obtain an evolution by a unitary group (U˜n)n∈Z such that U˜n = SnU (n) for n ∈ N0.
The unitary operator U˜ is the propagator of the coupled atom–field system which includes both the interactions and the
movement of the beam to the left before and after the interactions.
Hence from this enlarged point of view our model of repeated interaction is actually what physicists would call an in-
teraction picture of the dynamics (but we shall nevertheless, with a slight abuse of language, continue to call it Schrödinger
resp. Heisenberg picture if we change states resp. observables using U (n) in the original model).
While the enlarged model is useful for the study of the complete propagator and for other structural questions we will
not use it in this paper because we are more interested in the input–output map of the system and for this purpose the
original model of repeated interaction presented before is simpler and more direct. So from now on we work with the
model of interaction specified in Definition 2.1 and the one-sided model of repeated interaction built from it.
We can think of our model as a non-commutative Markov chain or, from a physicist’s point of view, as a Markovian
approximation of a repeated atom–field interaction. Let us elaborate a bit on the Markovianity. In the Heisenberg picture
the change of an observable X ∈ B(H) until time n compressed to H is given by
Zn(X) = PH U (n)∗X ⊗ 1U (n)|H,
where PH denotes the orthogonal projection from H⊗K∞ onto H. Let ( j) be an orthonormal basis of the Hilbert space P .
For ξ ∈ H we get
U
(
ξ ⊗ΩK)=∑
j
A jξ ⊗  j
with operators A j ∈ B(H). Then a short computation yields
Zn(X) =
∑
j1, j2,..., jn
A∗j1 . . . A
∗
jn
X A jn . . . A j1 = Zn(X),
where Z = ∑ j A∗j · A j : B(H) → B(H) is a unital completely positive map called the transition operator of the non-
commutative Markov chain. The semigroup property of the compressed dynamics established above is one of the basic
features of Markovianity which for classical Markov chains is expressed by the Chapman–Kolmogorov equations, see for
example [9].
Our condition about vacuum vectors yields〈
ΩH, XΩH
〉= 〈ΩH, Z(X)ΩH〉,
i.e., the vector state induced by ΩH is invariant for Z .
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To develop a different approach to the model in the previous section we review some notions from multi-variable
operator theory. See for example [21,22,1].
Suppose T1, . . . , Td ∈ B(L) for a Hilbert space L. We allow d = ∞ but simplify our notation by pretending that d is finite
and leave in the following the suitable modifications and limits to the reader. Then
T = (T1, . . . , Td) is called a row contraction if it is contractive as an operator from ⊕d1 L to L or, equivalently, if∑d
1 T j T
∗
j  1.
T = (T1, . . . , Td) is called a row isometry if it is isometric as an operator from ⊕d1 L to L or, equivalently, if the T j are
isometries with orthogonal ranges.
T = (T1, . . . , Td) is called a row unitary if it is unitary (isometric and surjective) as an operator from ⊕d1 L to L or,
equivalently, if the orthogonal ranges of the isometries T j together span L.
A row isometry T = (T1, . . . , Td) is called a row shift if there exists a subspace E of L (the wandering subspace) such that
L =⊕α∈F+d TαE . Here (as always in this paper) ⊕ denotes an orthogonal sum, F+d is the free semigroup with generators
1, . . . ,d. If α ∈ F+d is the word α . . . α1 of length |α| =  (where α j ∈ {1, . . . ,d}) then Tα = Tα . . . Tα1 . For the empty word ∅
we define |∅| = 0 and T∅ = 1.
Recall the following definition from [2, Chapter 5]. An outgoing Cuntz scattering system is a collection(L, V = (V1, . . . , Vd),G+∗ ,G)
where V is a row isometry on the Hilbert space L and G+∗ and G are subspaces of L such that
1. G+∗ is the smallest V -invariant subspace containing
E∗ := L  span j=1,...,dV jL,
thus V |G+∗ is a row shift and G+∗ =
⊕
α∈F+d VαE∗ .
2. V |G is a row shift, thus G =⊕α∈F+d VαE with
E := G  span j=1,...,dV jG.
Remark 3.1. Note that G+∗ and E∗ are determined by L and V and hence in principle could be omitted from the defining
data. But the idea behind this concept (the ‘scattering’) is to study the relative position of the two row shifts. The decom-
position L = (L  G+∗ ) ⊕ G+∗ gives the Wold decomposition of V as a row unitary plus a row shift, see [21, Theorem 1.3],
which is a multi-variable version of the classical Wold decomposition of an isometry.
Now we associate an outgoing Cuntz scattering system to an interaction U with vacuum vectors ΩH,ΩK,ΩP , as
specified in Definition 2.1. We define the data of the scattering system in terms of those data as follows:
L := (H ⊗ K∞)o := (H ⊗ K∞) C
(
ΩH ⊗ΩK∞
)
.
For ξ ⊗ η ∈ H ⊗ K∞ and an orthonormal basis ( j) j=1,...,d of P
V j(ξ ⊗ η) := U∗(ξ ⊗  j)⊗ η ∈ (H ⊗ K1)⊗ K[2,∞)
which by linear extension defines V = (V1, . . . , Vd) on (H ⊗ K∞)o (details in Theorem 3.3). As discussed above, E∗ and
G+∗ =
⊕
α∈F+d VαE∗ are implicitly defined as the shift part of V . Finally
E := H ⊗ (ΩK1 )⊥ ⊗ΩK[2,∞), G = ⊕
α∈F+d
VαE .
Note that V = (V1, . . . , Vd) depends on the choice of the orthonormal basis ( j) j=1,...,d of P but a change of basis by a
unitary d × d-matrix has the same effect on the V j and leads to a closely related system which for many purposes can be
identified with the original one.
For technical reasons we also define V̂ as the extension of V to H ⊗ K∞ given by the same formula, in other words we
have
V̂ j
(
ΩH ⊗ΩK∞
)= U∗(ΩH ⊗  j)⊗ΩK[2,∞).
We need some auxiliary operators. By Q [1,n] we denote the orthogonal projection from P∞ to P[1,n] ⊂ P∞ . Further we
define Qn : H ⊗ P[1,n] ⊗ K[n+1,∞) → P[1,n] ⊂ P∞ by
Qn(ξ ⊗ ζ ⊗ ρ) =
〈
ΩH, ξ
〉
ζ
〈
ΩK[n+1,∞), ρ
〉
which also maps onto P[1,n] .
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Ŵ = sot − lim
n→∞ Qn U (n),
Ŵ ∗ = sot − lim
n→∞U (n)
∗|P∞ ,
where sot stands for ‘strong operator topology’.
By restriction we obtain a coisometry W : (H ⊗ K∞)o → (P∞)o := P∞  CΩP∞ .
Proof. We start by constructing the adjoint Ŵ ∗ . We have U∗ |P : P  ΩH ⊗ P → H ⊗ K and limn→∞ U∗1 . . .U∗nζ clearly
exists for ζ ∈⋃N0 P[0,N] . In fact, because of the invariance property of the vacuum vectors only finitely many of the U ∗
act non-trivially on ζ . Because the U∗ are isometries we obtain an isometric extension Ŵ ∗ to the closure P∞ . Its adjoint is
a coisometry Ŵ : H ⊗ K∞ → P∞ . More explicitly, for η ∈ H ⊗ K[1,m] and ζ ∈ P[1,n] and m n we obtain
〈Ŵη, ζ 〉 = 〈η, Ŵ ∗ζ 〉= 〈QnU (n)η, ζ 〉.
We conclude that
Q [1,n]Ŵη = QnU (n)η.
For n → ∞ the left hand side converges to Ŵη and we have
Ŵη = lim
n→∞ QnU (n)η.
Finally we can extend this formula from
⋃
m1 H ⊗ K[1,m] to the whole of H ⊗ K∞ by continuity. The restriction W acts
as shown because Ŵ (ΩH ⊗ΩK∞) = ΩP∞ . 
Theorem 3.3. Let U be an interaction with vacuum vectors ΩH,ΩK,ΩP , as specified in Definition 2.1. Then with the definitions
above (
(H ⊗ K∞)o, V = (V1, . . . , Vd),G+∗ ,G
)
is an outgoing Cuntz scattering system. We obtain an explicit formula for E∗ as follows:
E∗ = W ∗Y ⊂ H ⊗ K1
with
Y := ΩH ⊗ (ΩP1 )⊥ ⊗Ω[2,∞) ⊂ ΩH ⊗ P∞  P∞.
Finally we have
(H ⊗ K∞)o = Ho ⊕ G,
where Ho := H  CΩH .
Proof. The V̂ j are isometries with orthogonal ranges because the  j form an orthonormal set and U∗ is isometric. Note that
because the  j form a basis, V̂ is even a row unitary, i.e., span j=1,...,d V̂ j(H ⊗ K∞) = H ⊗ K∞ .
Now suppose that
∑
i ξi ⊗ ηi ∈ (H ⊗ K∞)o with ξi ∈ H and ηi ∈ K∞ . Further suppose that ζ = ΩH ⊗ ζP1 ⊗ ΩP[2,∞) ∈
ΩH ⊗ P∞  P∞ . Then for all j〈
V j
∑
i
ξi ⊗ ηi, Ŵ ∗ζ
〉
=
〈∑
i
U∗(ξi ⊗  j)⊗ ηi, lim
n→∞U
∗
1 . . .U
∗
nΩ
H ⊗ ζP1 ⊗ΩP[2,∞)
〉
=
〈∑
i
ξi ⊗  j ⊗ ηi,ΩH ⊗ ζP1 ⊗ΩK[2,∞)
〉
= 0
because
∑
i ξi ⊗ ηi ⊥ ΩH ⊗ΩK∞ .
By choosing ζP1 = ΩP1 we conclude that (H⊗K∞)o is invariant for all V j and hence V is a row isometry on (H⊗K∞)o .
Clearly W ∗Y ⊂ H ⊗ K1 and W ∗Y ⊥ ΩH ⊗ΩK∞ , hence also W ∗Y ⊂ (H ⊗ K∞)o .
By choosing ζP1 ⊥ ΩP1 , i.e. ΩH ⊗ ζP1 ⊗ Ω[2,∞) ∈ Y , we conclude that W ∗Y is orthogonal to span j=1,...,dV j(H ⊗ K∞)o .
To prove that W ∗Y is equal to the wandering subspace E∗ of V it remains to be shown that no other vectors are orthog-
onal to span j=1,...,dV j(H ⊗ K∞)o . In fact, suppose η ∈ (H ⊗ K∞)o is orthogonal not only to span j=1,...,dV j(H ⊗ K∞)o =
span j=1,...,d V̂ j(H ⊗ K∞)o but also to W ∗Y . The latter (together with η ∈ (H ⊗ K∞)o) means that for all ζP ∈ P11
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which gives η ⊥ span j=1,...,d V̂ j(ΩH ⊗ΩK∞). Combined with η ⊥ span j=1,...,d V̂ j(H ⊗ K∞)o this implies
η ⊥ span j=1,...,d V̂ j(H ⊗ K∞) = H ⊗ K∞.
The last equality follows from the fact that V̂ is a row unitary. We conclude that η = 0.
Further it is clear that E = H ⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞) is contained in (H ⊗ K∞)o . Now we prove that VαE and VβE are
orthogonal to each other if α = β in F+d . If |α| = |β| but α = β then even the ranges of Vα and Vβ are orthogonal (because
V is a row isometry). But if, say, |α| > |β| then VαE ⊥ VβE follows by considering the form of E (consider the inner product
at the tensor factor K|α|+1). Finally, to see that G =⊕α∈F+d VαE = (H ⊗ K∞)o  Ho check by induction that for all n ∈ N
H ⊗ K[1,n] =
(H ⊗ΩK∞)⊕ (H ⊗ (ΩK1 )⊥ ⊗ΩK[2,∞))⊕ (H ⊗ K1 ⊗ (ΩK2 )⊥ ⊗ΩK[3,∞))⊕ · · ·
⊕ (H ⊗ K[1,n−1] ⊗ (ΩKn )⊥ ⊗ΩK[n+1,∞))
= (CΩH ⊕ Ho)⊕ E ⊕ d⊕
j=1
V jE ⊕ · · · ⊕
⊕
|α|=n−1
VαE .
Restricting to (H ⊗ K∞)o and with n → ∞ we obtain the result. 
Note that if d = dimP  2 then dimE∗ = dimY = d − 1  1 and the scattering system ((H ⊗ K∞)o, V = (V1, . . . , Vd),
G+∗ ,G) is never trivial.
In any outgoing Cuntz scattering system it is interesting to examine the relative position of the two embedded row shifts.
In our case, having identified the wandering subspace E∗ as W ∗Y , it is more convenient to work instead with an equivalent
row shift with wandering subspace Y . The following considerations help to keep track of the relative position and will be
used in the analysis of this problem in the following sections.
Proposition 3.4. Let Ŝ = (̂S1, . . . , Ŝd) with
Ŝ j : P∞ → P∞
ζ 
→  j ⊗ ζ (∈ P1 ⊗ P[2,∞)).
Then for j = 1, . . . ,d
Ŝ j Ŵ = Ŵ V̂ j .
If S = (S1, . . . , Sd) is the restriction to (P∞)o then
S jW = WV j .
Proof. Note that for ζ ∈ P
(̂S j)
∗ζ1 ⊗ ζ2 ⊗ · · · = 〈 j, ζ1〉ζ2 ⊗ · · ·
and hence we obtain for ξ ∈ H, η ∈ K∞, ζi ∈ Pi〈
(Ŵ V̂ j)ξ ⊗ η, ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn ⊗ΩP[n+1,∞)
〉
= 〈V̂ jξ ⊗ η, Ŵ ∗ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn ⊗ΩP[n+1,∞)〉
= 〈U∗(ξ ⊗  j)⊗ η,U∗1 . . .U∗nΩH ⊗ ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn ⊗ΩK[n+1,∞)〉
= 〈ξ ⊗  j ⊗ η,U∗2 . . .U∗nΩH ⊗ ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn ⊗ΩK[n+1,∞)〉
= 〈 j, ζ1〉
〈
ξ ⊗ η, Ŵ ∗ζ2 ⊗ · · · ⊗ ζn ⊗ΩP[n,∞)
〉
= 〈(̂S j Ŵ )ξ ⊗ η, ζ1 ⊗ ζ2 . . . ζn ⊗ΩP[n+1,∞)〉.
The intertwining relation for the restrictions is a direct consequence. 
Corollary 3.5. Ŝ is a row unitary but S is a row shift with wandering subspace (ΩP1 )
⊥ ⊗ΩP[2,∞)  Y . It is equivalent to the row shift
on G+∗ in Theorem 3.3 via the intertwiner W . In particular
E∗ = W ∗Y, W E∗ = Y, G+∗ = W ∗(P∞)o, WG+∗ = (P∞)o.
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For our model of an interaction U with vacuum vectors ΩH,ΩK,ΩP we now want to study certain generalizations of
linear systems theory which turn out to be closely connected to the outgoing Cuntz scattering system ((H ⊗ K∞)o, V =
(V1, . . . , Vd),G+∗ ,G) which we have constructed in the last section. We define
the input space U := E = H ⊗ (ΩK1 )⊥ ⊗ΩK[2,∞) ⊂ (H ⊗ K∞)o,
the output space Y := (ΩP1 )⊥ ⊗ΩP[2,∞) ⊂ (P∞)o.
With H ⊗ K = H ⊕ U the interaction U maps H ⊕ U onto H ⊗ P which contains Y (identifying P and P1). Hence for
j = 1, . . . ,d we can define
A j : H → H, B j : U → H, C : H → Y, D : U → Y
by
U (ξ ⊕ η) =:
d∑
j=1
(A jξ + B jη)⊗  j,
PYU (ξ ⊕ η) =: Cξ + Dη,
where ξ ∈ H, η ∈ U and ( j)dj=1 is an orthonormal basis of P and PY is the orthogonal projection onto Y (such a notation
will also be used for other subspaces in the following).
Remark 4.1. Note that we found A1, . . . , Ad ∈ B(H) earlier when we considered the transition operator Z(·) =∑ j A∗j · A j :
B(H) → B(H) of the non-commutative Markov chain. The setting is not so special as it may seem on first glance. In fact,
if (A∗1, . . . , A∗d) :
⊕d
j=1 H → H is an arbitrary row contraction then we can use dilation theory to construct an isometric
dilation (V1, . . . , Vd) (see [21] for this kind of dilation theory) and to construct Hilbert spaces K and P and a unitary
U : H ⊗ K → H ⊗ P which is related to A1, . . . , Ad as above. See [15] or [7, Section 1], where such a coisometry U is
explicitly constructed which can be extended to a unitary on enlarged spaces. It is a consequence of the existence of
vacuum vectors in Definition 2.1 that ΩH is a common eigenvector for the tuple A1, . . . , Ad (see [15, A.5.1]) and hence,
conversely, if one starts with the tuple one has to assume this property in order to arrive at the setting of Definition 2.1.
Further we define
CU :=
⎛
⎜⎜⎝
A1 B1
...
...
Ad Bd
C D
⎞
⎟⎟⎠ : H ⊕ U →
d⊕
j=1
H ⊕ Y
which is called a colligation (of operators).
As usual, the colligation CU gives rise to an F+d -linear system ΣU (also called a non-commutative Fornasini–Marchesini
system in [1], referring to [11]), given by
x( jα) = A jx(α) + B ju(α),
y(α) = Cx(α) + Du(α),
where j = 1, . . . ,d, further α, jα (concatenation) are words in F+d and
x : F+d → H, u : F+d → U, y : F+d → Y.
Given x(∅) and u we can use ΣU to compute x and y recursively.
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A very elegant way to encode all the information about the evolution of an F+d -linear system into a single mathematical
object is the use of a transfer function. For this we define the ‘Fourier transform’ of x as
xˆ(z) =
∑
α∈F+d
x(α)zα,
where zα = zαn . . . zα1 if α = αn . . . α1 ∈ F+d and z = (z1, . . . , zd) is a d-tuple of formal non-commuting indeterminates.
Similarly uˆ(z) =∑α∈F+d u(α)zα and yˆ(z) =∑α∈F+d y(α)zα .
Then it is easy to check that, if x(∅) = 0, we have the input–output relation
yˆ(z) = ΘU (z)uˆ(z)
where
ΘU (z) :=
∑
α∈F+d
Θ
(α)
U z
α := D + C
∑
β∈F+d
j=1,...,d
Aβ B jz
β j .
The Θ(α)U are operators from U to Y . Multiplication of the z-variables is done by concatenation of exponents and the
coefficients are always assumed to commute with the z-variables. We call the formal non-commutative power series ΘU
the transfer function associated to the interaction U .
Now we want to proceed from formal power series to operators between Hilbert spaces.
Theorem 4.2. The input–output relation
yˆ(z) = ΘU (z)uˆ(z)
corresponds to a contraction
MΘU : 2
(
F+d ,U
)→ 2(F+d ,Y)
which (with x(∅) = 0)maps an input sequence u to the corresponding output sequence y.
Proof. We give a proof with colligations which illustrates the connections with the outgoing Cuntz scattering system con-
structed in the previous section. One would like to use the colligation CU but one quickly observes that CU is in general
not contractive. In fact, the colligation obtained by removing the last row (C, D) is already unitary. We note however that
the state variables x(α) ∈ H can be changed arbitrarily by scalar multiples of ΩH without changing the input–output map
(because y(α) = PYU (x(α)+ u(α)) and PYU (ΩH ⊗ΩK) = 0). Hence we can replace the colligation CU by the colligation
CoU :=
⎛
⎜⎜⎝
Ao1 B
o
1
...
...
Aod B
o
d
o
⎞
⎟⎟⎠ : Ho ⊕ U →
d⊕
j=1
Ho ⊕ Y
C D
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Aoj : Ho → Ho, Boj : U → Ho, Co : Ho → Y, D : U → Y
are restrictions resp. compressions of A j, B j,C, D .
Now recall from [2, Chapter 5.2], that given an outgoing Cuntz scattering system ((H ⊗ K∞)o, V = (V1, . . . , Vd),G+∗ ,G)
such that (H ⊗ K∞)o = Ho ⊕ G (as constructed by us in Theorem 3.3) we can associate a unitary colligation⎛
⎜⎜⎝
A˜1 B˜1
...
...
A˜d B˜d
C˜ D˜
⎞
⎟⎟⎠ : Ho ⊕ E →
d⊕
j=1
Ho ⊕ E∗
by ( A˜ j, B˜ j) = PHo V ∗j |Ho⊕E , (C˜, D˜) = PE∗ |Ho⊕E . Unitarity follows directly from the geometry of the outgoing Cuntz scatter-
ing system, see [2].
Now observe that (Aoj , B
o
j ) = PHo⊗ j U |Ho⊕E (identifying Ho and Ho ⊗  j) and (Co, D) = PYU |Ho⊕E and hence
U∗
(
Aoj , B
o
j
)= U∗PHo⊗ j U |Ho⊕E = PU∗Ho⊗ j |Ho⊕E
= PV jHo |Ho⊕E = V j PHo V ∗j |Ho⊕E = V j( A˜ j, B˜ j),
U∗
(
Co, D
)= U∗PYU |Ho⊕E = PU∗Y |Ho⊕E = (˜C , D˜)
because E∗ = W ∗Y , by Theorem 3.3, which with the identifications used here is the same as U ∗Y . It follows that the
colligation CoU is also unitary. This implies that MΘU is contractive, by summing over all α the equations
d∑
j=1
∣∣xo( jα)∣∣2 − ∣∣xo(α)∣∣2 = ∣∣u(α)∣∣2 − ∣∣y(α)∣∣2
(with xo(∅) = 0), which can be obtained from the unitary colligation CoU replacing CU . 
The operator MΘU has the property that it intertwines with right translation, i.e., for all j = 1, . . . ,d
MΘU
( ∑
α∈F+d
u(α)zαz j
)
= MΘU
( ∑
α∈F+d
u(α)zα
)
z j .
Such operators have been called analytic intertwining operators in [2] and multi-analytic operators in [23] which refers to the
fact that in the theory of these operators there are many analogues to the theory of multiplication operators by analytic
functions on Hardy spaces. The non-commutative power series ΘU is called the symbol of MΘU . As discussed in the in-
troduction it was one of the motivations for this paper to make this theory available for the study of interaction models
and non-commutative Markov chains. Note further that because MΘU is a contraction the transfer function ΘU belongs to
what in [2, 2.4], is called the non-commutative Schur class Snc,d(U ,Y). To compare with other work in the literature (for
example [23,7,8]) we mention that 2(F+d ,U) is naturally identified with a free Fock space tensored with U in which case
‘multi-analytic’ refers to intertwining with creation operators. While this is a very useful way to think about it we won’t
use it in this paper but write our formulas with the indeterminates z.
To understand what the transfer function ΘU can tell us about our physical model of interaction we construct a more
explicit dictionary between the multiplicative tensor product description and the additive language of F+d -linear systems.
We can interpret (zα)α∈F+d as an orthonormal basis of 
2(F+d ,C) and
∑
α∈F+d y(α)z
α for square integrable coefficients
y(α) ∈ Y as a series converging to an element of 2(F+d ,Y). It is natural to map ζ ∈ Y to ζ z∅ ∈ 2(F+d ,Y) and, based on
Corollary 3.5, to extend this to a unitary operator
ΓP : (P∞)o → 2
(
F+d ,Y
)
Sαζ 
→ ζ zα,
where ζ ∈ Y and α = α1 . . . αn is the reverse of α = αn . . . α1 ∈ F+d . We have an intertwining relation
ΓP (Sαζ ) = (ΓPζ )zα.
Similarly, based on Theorem 3.3, we can define a unitary operator
ΓK : (H ⊗ K∞)o = Ho ⊕ G → Ho ⊕ 2
(
F+d ,U
)
ξ ⊕ Vαη 
→ ξ ⊕ ηzα,
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ΓK(Vαη) = (ΓKη)zα.
By including the coisometry W from Proposition 3.2 we can form the following useful commutative diagram.
Theorem 4.3. Let ΓW be defined by the following commutative diagram:
(H ⊗ K∞)o W
ΓK
(P∞)o
ΓP
Ho ⊕ 2(F+d ,U)
ΓW
2(F+d ,Y),
i.e., ΓW = ΓPWΓ −1K . Then we have
ΓW |2(F+d ,U) = MΘU .
Proof. Combining the intertwining relations of ΓK and ΓP with the intertwining relation S jW = WV j from Proposition 3.4
we obtain for η ∈ U , β ∈ F+d , j = 1, . . . ,d
ΓW
(
ηzβ z j
)= ΓPWΓ −1K (ηzβ z j)= ΓPWV jVβη
= ΓP S j SβWη = (ΓPWη)zβ z j = ΓW
(
ηzβ
)
z j
and we conclude that ΓW |2(F+d ,U) is a multi-analytic operator. To find its symbol it is enough to compute ΓW η for η ∈ U
identified with ηz∅ ∈ 2(F+d ,U). For α = αn−1 . . . α1 ∈ F+d , so that n = |α| + 1 1 (which for n = 1 means α = ∅), let Pα be
the orthogonal projection onto
Γ −1P
{
f ∈ 2(F+d ,Y): f = ζ zα for some ζ ∈ Y}
= SαY = α1 ⊗ · · · ⊗ αn−1 ⊗
(
ΩPn
)⊥ ⊗Ω[n+1,∞)
(which for n = 1 is Y). From Proposition 3.2 we obtain
PαWη = PαU (n)η = PαUn . . .U1η
and now we can explicitly compute with the associated F+d -linear system ΣU from Section 4
PαUn . . .U1η =
{
Dη if n = 1, α = ∅,
C Aαn−1 . . . Aα2 Bα1η if n = |α| + 1 2.
But this is exactly Θ(α)U η for the coefficient Θ
(α)
U of the transfer function ΘU , hence ΓW |2(F+d ,U) = MΘU . 
Clearly this commutative diagram provides another proof for Theorem 4.2. In the rest of this section we want to use our
insights to give a very direct interpretation of what the transfer function means in a physical model of repeated interaction
based on the axioms in Definition 2.1. As in Section 2 we think of H as the (quantum mechanical) Hilbert space of an
atom, K as the Hilbert space of a part of a light beam or field which interacts with the atom at time . We take K = P
(though it makes sense to distinguish mentally between K as the Hilbert space at time  immediately before and P
as the Hilbert space at time  immediately after the interaction). We think of ΩH as a vacuum state of the atom and
of ΩK = ΩP in K = P as a state indicating that no photon is present. Then η ∈ U = H ⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞) ⊂ H ⊗ K∞
represents a vector state with photons arriving at time 1 and stimulating an interaction between the atom and the field,
but no further photons arriving at later times. Nevertheless it may happen that some activity (emission) is induced which
goes on for a longer period. To describe it quantitatively consider again for α = αn−1 . . . α1 ∈ F+d the projection Pα which is
the orthogonal projection onto
α1 ⊗ · · · ⊗ αn−1 ⊗
(
ΩPn
)⊥ ⊗Ω[n+1,∞),
already introduced in the proof of Theorem 4.3. In our physical interpretation it corresponds to the following event: We
measure data α1, . . . ,αn−1 at times 1, . . . ,n − 1 in the field, finally there is a last detection of photons corresponding to
(ΩPn )⊥ at time n, nothing happens after time n. This experimental record is obtained by measuring (at times indexed by
the positive integers) an observable Y ∈ B(P) with eigenvectors 1, . . . , d . Such lists of data have been used for indirect
measurements of an atom, for quantum filtering and for updating protocols such as quantum trajectories, see for example
[5,20] for such work with discrete time models. In our case the formula
R. Gohm / J. Math. Anal. Appl. 364 (2010) 275–288 285PαU (n)η = Θ(α)U η
obtained in Theorem 4.3 shows, according to the usual probabilistic interpretation of quantum mechanics, that
πα :=
∥∥Θ(α)U η∥∥2
is the probability for the event described by Pα if we start in the state η at time 0. Actually the transfer function also keeps
track of the complex amplitudes and contains additional coherent information. This means that we can think of the transfer
function ΘU as a convenient way to assemble such data into a single mathematical object.
5. Observability and scattering
The identification of an outgoing Cuntz scattering system in Theorem 3.3 allows to introduce many familiar concepts
from linear systems theory. We single out a natural notion of observability and discuss its relations with ideas about a
scattering theory of non-commutative Markov chains.
Definition 5.1. The operator
W0 := ΓW |Ho : Ho → 2
(
F+d ,Y
)
ξ 
→ (C Aαξ)α∈F+d
is called the observability operator. The F+d -linear system is called (uniformly) observable if there exist m,M > 0 such that
for all ξ ∈ Ho
m‖ξ‖2 
∑
α∈F+d
‖C Aαξ‖2 = ‖W0ξ‖2  M‖ξ‖2.
Similar operators are also called Poisson kernels and interpreted accordingly by Popescu in [24]. Note that for dimH < ∞
observability means that the observability operator W0 is injective. This has a direct interpretation in our model which mo-
tivates the terminology quite well in this setting: Observability means that in an experiment with no U -inputs we can, by
determining all Y-outputs at all times, reconstruct the original state ξ of the atom. We took the idea of uniform observabil-
ity from [10] where it is argued that this is a mathematically convenient generalization of observability for dimH = ∞. We
will see in the next theorem that this is also the case in our model. Note that we can always choose M = 1 (by Theorem 4.3),
so the crucial point for uniform observability is the existence of the uniform lower bound m > 0.
It is sometimes useful to extend W0 to
Ŵ0 : H → C ⊕ 2
(
F+d ,Y
)
by setting Ŵ0ΩH := 1 ∈ C. If W0 is uniformly observable then the defining inequalities extend to Ŵ0 on H.
Theorem 5.2. The following assertions are equivalent:
(a) The system is (uniformly) observable.
(b) The observability operator W0 is isometric.
(c) The transition operator Z : B(H) → B(H) is ergodic, i.e., its fixed point space is C1.
(d) W : (H ⊗ K∞)o → (P∞)o is unitary.
If these assertions are valid then we further have
(e) The transfer function ΘU is inner, i.e., the multi-analytic operator MΘU : 2(F+d ,U) → 2(F+d ,Y) is isometric.
If dimH < ∞ and dimP  2 then we also have the converse direction (e) ⇒ (a, b, c, d).
Proof. (d)⇒ (b)⇒ (a) is obvious. We now prove (a)⇒ (d), hence establishing the equivalence of (a), (b) and (d).
Given 0 = η ∈ H ⊗ K∞ , approximate it by η′ ∈ H ⊗ K[1,n] (for some n ∈ N) such that
∥∥η − η′∥∥< √m√
m+ 1‖η‖,
here m is the constant appearing in Definition 5.1 of (uniform) observability.
Suppose for a moment that Un . . .U1η′ = ξ ′ ⊗ ζ ′ ⊗ ΩK[n+1,∞) with ξ ′ ∈ H and ζ ′ ∈ P[1,n] . Using Proposition 3.2 we find
that ‖QNUN . . .Un . . .U1η′‖ tends for N → ∞ to ‖Ŵη′‖. But it also tends to ‖Ŵ0ξ ′‖‖ζ ′‖ which by (uniform) observability
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√
m‖ξ ′‖‖ζ ′‖. We conclude that in this case we have ‖Ŵη′‖2 m‖η′‖2. In the general case we can
always write Un . . .U1η′ =∑ j ξ ′j ⊗ ζ ′j ⊗ΩK[n+1,∞) with ξ ′j ∈ H and orthogonal vectors ζ ′j ∈ P[1,n] . By handling the summands
as above and summing up, we can verify the inequality above also in the general case, i.e., for all η′ ∈ H ⊗ K[1,n]∥∥Ŵη′∥∥2 m∥∥η′∥∥2.
Now we conclude that
‖Ŵη‖ ∥∥Ŵη′∥∥− ∥∥Ŵ (η − η′)∥∥

√
m
∥∥η′∥∥− ∥∥η − η′∥∥

√
m‖η‖ − (√m + 1)∥∥η − η′∥∥> 0.
Hence Ŵη = 0 for all 0 = η ∈ H⊗K∞ , i.e., Ŵ is injective. But by Proposition 3.2 we also know that Ŵ is a coisometry and
an injective coisometry is unitary. Because Ŵ (ΩH ⊗ ΩK∞) = ΩP∞ it is clear that W is unitary if and only if Ŵ is unitary.
This proves (d).
To include condition (c) we make use of the following well-known facts about positive maps, see for example A.5.2
in [15] for proofs. Because Z : B(H) → B(H) is positive with invariant vector state given by ΩH ∈ H it follows that Zn(p),
with p being the one-dimensional projection onto CΩH , forms an increasing sequence which sot-converges to a fixed point
0< x 1 of Z . The map Z is ergodic if and only if x = 1.
With the operators Qn introduced for Proposition 3.2 we find for ξ ∈ H∥∥QnU (n)ξ∥∥2 = 〈p ⊗ 1U (n)ξ, p ⊗ 1U (n)ξ 〉= 〈ξ,U (n)∗p ⊗ 1U (n)ξ 〉= 〈ξ, Zn(p)ξ 〉
and hence
lim
n→∞
∥∥QnU (n)ξ∥∥2 = 〈ξ, xξ〉,
where x is the fixed point of Z mentioned above. But from Proposition 3.2 we also know that limn→∞ ‖QnU (n)ξ‖ =
‖Ŵ ξ‖ = ‖Ŵ0ξ‖ and we obtain
‖Ŵ0ξ‖2 = 〈ξ, xξ〉.
Using this it is easy to see that (c) is equivalent to (b). In fact, if we assume (c), i.e. Z is ergodic, then x = 1 and hence we
have ‖Ŵ0ξ‖ = ‖ξ‖ for all ξ ∈ H, which implies (b). If Z is not ergodic then x = 1 and hence there exists a vector ξ ∈ H so
that
‖Ŵ0ξ‖2 = 〈ξ, xξ〉 < ‖ξ‖2,
which contradicts (b).
(d) ⇒ (e) is clear because by Theorem 4.3 the operator MΘU is a restriction of ΓW which is unitarily equivalent to W .
To consider the converse direction we define
Hscat := H ∩ Ŵ ∗P∞ = CΩH ⊕
{
ξ ∈ Ho: ‖W0ξ‖ = ‖ξ‖
}
.
From ‖Ŵ0ξ‖ = ‖ limn→∞ Q U (n)ξ‖ (Proposition 3.2) we infer that
U
(Hscat ⊗ΩK)⊂ Hscat ⊗ P.
If we have (e), i.e. MΘU = ΓW |2(F+d ,U) is isometric, then we must also have
U
(H ⊗ (ΩK)⊥)⊂ Hscat ⊗ P.
Together this implies that
U∗
(
(H  Hscat)⊗ P
)⊂ (H  Hscat)⊗ΩK.
If dimH < ∞ and dimP  2 then a comparison of the dimensions of the left and right hand side of this inclusion forces
HHscat = {0}, i.e. Hscat = H, which is clearly equivalent to (b). Hence under the stated assumptions about dimensions we
also have the implication (e)⇒ (b). 
Some of the techniques used in the proof of Theorem 5.2 resemble those used in the scattering theory of non-
commutative Markov chains, see [19,15,16]. This is not an accident. In fact, a discrete time version of this theory can
be based on the following data: a unital C∗-algebra A with a state φ, another unital C∗-algebra C with a state ψ and an
automorphism α of A ⊗ C which has φ ⊗ ψ as an invariant state. This automorphism is interpreted as an interaction and
R. Gohm / J. Math. Anal. Appl. 364 (2010) 275–288 287gives rise to a one-step dynamics of a non-commutative Markov chain. We may consider this setting as a generalization of
our model where we only considered the algebras of all operators on a Hilbert space together with pure states. But in a
way we can also reduce the general setting to our model by using the GNS-construction: Let H be the GNS-space of A with
cyclic vector ΩH and K the GNS-space of C with cyclic vector ΩK . Define a unitary operator U : H ⊗ΩK → H ⊗ΩK by
U∗ : yΩH ⊗ΩK 
→ α(y)ΩH ⊗ΩK.
(We take this to be U∗ instead of U because the automorphism α acting on algebras of observables represents the Heisen-
berg picture while U in this paper is designed to represent the Schrödinger picture.) Then with K = P and ΩK = ΩP we
have constructed the setting of our Definition 2.1 and the results of this paper apply. In particular we may call the corre-
sponding transfer function ΘU the transfer function of the stationary state non-commutative Markov chain. It is shown in [15]
that a substantial part of the scattering theory of these Markov chains can be studied and simplified on the level of the GNS-
construction. In particular, as can be seen from comparing condition (c) of Theorem 5.2 with [15, 2.6], or [16, Theorem 4.3],
observability in the sense of Definition 5.1 is equivalent to asymptotic completeness in the scattering theory of the Markov
chain. The notation Hscat introduced in the proof of Theorem 5.2 is motivated by the idea of scattering states: In our model
this means that in the long run they asymptotically end up in what we called ΩH ⊗ P∞ which is completely disentangled
from the atom described by H. From this point of view we can look at the approach in this paper as a way to generalize
the scattering theory of non-commutative Markov chains to situations which are not asymptotically complete. The transfer
function is then closely related to (and generalizes) the Moeller operator in the terminology of [19,15,16].
Finally we want to comment about the relationship between this paper and the operator theoretic investigations about
characteristic functions in [7,8]. Recall that we can write Z(·) =∑ j A∗j · A j : B(H) → B(H) for the transition operator and
(A∗1, . . . , A∗d) is a row contraction with Ω
H a common eigenvector for A1, . . . , Ad , say A jΩH = ω jΩH and ω j ∈ C, j =
1, . . . ,d (compare Remark 4.1). With H = CΩH ⊕ Ho and Aoj the compression of A j to Ho we have (Aoj )∗ = A∗j |Ho and we
obtain block matrices of the form
A∗j =
(
ω j 0
∗ (Aoj)∗
)
, j = 1, . . . ,d,
i.e., (A∗1, . . . , A∗d) is a lifting in the terminology of [8]. The characteristic function introduced in [8] is a multi-analytic
operator associated to a lifting and the ergodic case is studied in detail in [7]. As shown in [7, Proposition 2.1], another
condition equivalent to (a), (b), (c), (d) of our Theorem 5.2 is
(c′) (Ao1, . . . , Aod) is stable, i.e., for all ξ ∈ Ho
lim
n→∞
∑
|α|=n
∥∥Aoαξ∥∥2 = 0,
which is a variant of the close connection between observability and stability well known in linear systems theory, see for
example the discussion in Chapter III of [10].
The main difference between [7,8] and the investigations presented here is as follows. In [7,8] we start from the tuple A
or the map Z and use the theory of minimal isometric dilations. The multi-analytic operator obtained is thus a characteristic
function associated to A or Z . In this paper we do not consider minimality but we start with the interaction U and obtain
a multi-analytic operator which represents the transfer function of an input–output system associated to the interaction.
This additional flexibility is very useful in the physical modeling because, unlike for classical Markov chains, there are
quite different environments and interactions which give rise to the same transition operator Z , compare [18]. Hence we
expect that the scheme developed here is more directly applicable to physical models. Of course the study of non-minimal
dilations is also of interest for operator theory. On the other hand we note that in the setting of [8] the assumption of a
one-dimensional eigenspace is dropped and the theory is much more general in another direction. A further integration of
these schemes in the future may help to remove unnecessarily restrictive assumptions of the toy model considered in this
paper and lead to the study of other and of more realistic models.
References
[1] J. Ball, G. Groenewald, T. Malakorn, Conservative structured noncommutative multidimensional linear systems, in: D. Alpay, I. Gohberg (Eds.), The State
Space Method, Generalizations and Applications, in: Oper. Theory Adv. Appl., vol. 161, Birkhäuser, 2006.
[2] J. Ball, V. Vinnikov, Lax–Phillips scattering and conservative linear systems: A Cuntz-algebra multidimensional setting, Mem. Amer. Math. Soc. 178
(837) (2005).
[3] B.V.R. Bhat, An index theory for quantum dynamical semigroups, Trans. Amer. Math. Soc. 348 (1996) 561–583.
[4] B.V.R. Bhat, Cocycles of CCR flows, Mem. Amer. Math. Soc. 709 (2001).
[5] L. Bouten, R. van Handel, M. James, A discrete invitation to quantum filtering and feedback control, SIAM Rev. 51 (2) (2009) 239–316.
[6] D. Burgarth, V. Giovannetti, A protocol for cooling and controlling composite systems by local interactions, in: M. Ericsson, S. Montangero (Eds.), Proc.
Quantum Information and Many Body Quantum Systems, Edizioni della Normale, Pisa, 2008.
[7] S. Dey, R. Gohm, Characteristic functions for ergodic tuples, Integral Equations Operator Theory 58 (2007) 43–63.
[8] S. Dey, R. Gohm, Characteristic functions of liftings, arXiv:0707.1417, J. Operator Theory, in press.
288 R. Gohm / J. Math. Anal. Appl. 364 (2010) 275–288[9] W. Feller, An Introduction to Probability Theory and Its Applications, vol. I, Wiley, 1968.
[10] C. Foias, A.E. Frazho, I. Gohberg, M.A. Kaashoek, Metric Constrained Interpolation, Commutant Lifting and Systems, Oper. Theory Adv. Appl., vol. 100,
Birkhäuser, 1997.
[11] E. Fornasini, G. Marchesini, Doubly-indexed dynamical systems: State space models and structural properties, Math. Syst. Theory 12 (1978) 59–72.
[12] C. Gardiner, P. Zoller, Quantum Noise: A Handbook of Markovian and Non-Markovian Quantum Stochastic Methods with Applications to Quantum
Optics, 2nd ed., Springer Ser. Synergetics, Springer, 2000.
[13] J. Gough, R. Gohm, M. Yanagisawa, Linear quantum feedback networks, Phys. Rev. A 78 (2008) 062104.
[14] J. Gough, M. James, Quantum feedback networks: Hamiltonian formulation, Comm. Math. Phys. 287 (3) (2009) 1109–1132.
[15] R. Gohm, Noncommutative Stationary Processes, Lecture Notes in Math., vol. 1839, Springer, 2004.
[16] R. Gohm, B. Kümmerer, T. Lang, Noncommutative symbolic coding, Ergodic Theory Dynam. Systems 26 (2006) 1521–1548.
[17] R.V. Kadison, J.R. Ringrose, Fundamentals of the Theory of Operator Algebras II, Academic Press, 1983.
[18] B. Kümmerer, Quantum Markov processes and applications in physics, in: O.E. Barndorff-Nielsen, et al. (Eds.), Quantum Independent Increment Pro-
cesses II, in: Lecture Notes in Math., vol. 1866, Springer, 2006, pp. 259–330.
[19] B. Kümmerer, H. Maassen, A scattering theory for Markov chains, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 3 (2000) 161–176.
[20] B. Kümmerer, H. Maassen, Purification of quantum trajectories, in: Dynamics & Stochastics, Festschrift in Honor of M.S. Keane, in: IMS Lecture Notes
Monogr. Ser., vol. 48, 2006, pp. 252–261.
[21] G. Popescu, Isometric dilations for infinite sequences of noncommuting operators, Trans. Amer. Math. Soc. 316 (1989) 523–536.
[22] G. Popescu, Characteristic functions for infinite sequences of noncommuting operators, J. Operator Theory 22 (1989) 51–71.
[23] G. Popescu, Multi-analytic operators on Fock spaces, Math. Ann. 303 (1) (1995) 31–46.
[24] G. Popescu, Poisson transforms on some C∗-algebras generated by isometries, J. Funct. Anal. 161 (1999) 27–61.
[25] G. Popescu, Free holomorphic functions on the unit ball of B(H)n , J. Funct. Anal. 241 (2006) 268–333.
[26] B. Sz.-Nagy, C. Foias, Harmonic Analysis of Operators, North-Holland, 1970.
[27] M. Yanagisawa, H. Kimura, Transfer function approach to quantum control, part I: Dynamics of quantum feedback systems, IEEE Trans. Automat.
Control 48 (12) (2003) 2107–2120.
[28] M. Yanagisawa, H. Kimura, Transfer function approach to quantum control, part II: Control concepts and applications, IEEE Trans. Automat. Con-
trol 48 (12) (2003) 2121–2132.
