In 1977, Vogtmann [lo] proved that the groups O,.(k) are homology stable for any field k, k# [F,. That is, the natural homomorphisms H;(O,.(k); Z)-+ H;(O n + I,n+ i(k); Z) are isomorphisms for n sufficiently large. Recently, Betley [4] has extended this theorem to include local rings k. It is generally expected (and occasionally assumed) that the same is true if k=Z and, most likely, for a much larger class of rings as well, but no proof of this exists in the literature. As this fact, for k= Z', is an essential ingredient in a forthcoming joint paper with R. Lee, I have undertaken to present a proof. The main result contained here is the homology stability of O,. (A) and SpZn(A), with twisted as well as untwisted coefficients, in the case where A is a Dedekind domain. Much of the discussion, however, is carried out in a broader context in the hopes that it can be used for still further generalizations. In particular, it is conjectured that stability holds for any finite algebra A over a commutative ring k with noetherian maximal spectrum, and so as much of the theory as possible is developed in this setting.
The bulk of the work, as always in proving homology stability, is the construction of highly connected simplicial complexes on which the groups act with 'nice' stabilizer subgroups.
In this case, we use the simplicial complex arising from the partially ordered set of 'hyperbolic unimodular' sequences (see Section 3) which has the nicest possible stabilizer subgroups, namely lower-dimensional orthogonal or symplectic groups. The proof of the connectedness of this complex occupies Sections l-3. The methods used owe much to the work Maazen [8] and Van der Kallen [7] . The last section, Section 4, contains the stability theorems.
Posets
In this section we collect some general facts about posets (i.e., partially ordered sets). To a poset Y, we associate a simplicial complex whose k-simplicies are the ordered (k + 1)-tuples y. <_Y, < .a. <yk in Y. We denote by 1 YJ the geometric realization of this simplicial complex and by dim Y its dimension.
For y E Y, we define We denote F={y~Y1h(y)~i} and Y'={y~Y(h(y)?i}.
For n? -1, we say Y is n-connected if Y is non-empty and 7ri( Y) = 0 for iln.
For n< -1, the condition n-connected is vacuous.
A poset Y is n-spherical if dim Y = n and Y is (n -1)-connected. A poset Y is Cohen-Macauly of dimension n (CM,,) if it satisfies (a) Y is n-spherical.
(b) Y,u is (n -h(y) -1)-spherical vy E Y. (c) Y+ is (h(y) -1)-spherical bj, E Y. (d) Y>vfl Y+ is (h(y) -h(y') -2)-spherical E'y< y'.
It is well known that if Y is CM,, then Y is CM, and Y' is CM,_;. From this, one easily derives the following lemma. ( The following proposition is a generalization of a theorem by Quillen. (In [9] Quillen proves the case m = 1.) Our proof is similar to his. The main ingredient in the proof is the following lemma. Let F: Y+ Ab be a functor from Y to the category of abelian groups; i.e., for each y E Y, F(y) is an abelian group and for each relation y < y', F(y < y') is a homomorphism from F(y) to F(y'). If u=(u,,..., uk) E B(X), let lul= length of u = k.
ii) If XC Y is such that Y'cX and for all XEX, Y,,CX, then X is (n-i-
The following are some useful technical lemmas whose proofs can be found in Section 1 of [5] . We assume FC B(X) satisfies the chain condition. 
c X. If d is an integer such that FII 8(Y) is d-connected and F, fI 8(Y) is (d -1 o/)-connected for all v E F, then F is d-connected.

Isotropic unimodular sequences
For the remainder of the paper A will denote a finite algebra over a commutative ring k such that the space of maximal ideals, max(k), is noetherian of dimension m. All modules over A will be right modules. Many of the results which follow can be stated in terms of rings satisfying one of Bass' stable range conditions [3, Ch. V, $31. However, as will become clear, parts of our discussion depend on having a good notion of the 'rank' of an A-module.
For this reason we prefer to work with the rings A described above. In any case, most known examples of rings with stable range are of this form.
Definition. Let M be a finitely generated A-module.
We define the f-rank of M to be the largest integer n such that for each m E max(k), the A,,,-module A4, contains a free direct summand of rank n.
One of the most important
properties of the rings A we are considering is the cancellation theorem of Bass [3, Ch. IV, Corollary 3.51.
Theorem 2.1. Let M,M' and Q be A-modules such that Q is finitely generated projective and M contains a projective summand of f-rank > m. Then MO Q G M'@ Q implies MG M'.
Applying this to the algebra A over the local ring k (for which dim(max(k)) = 0) we obtain
Definition.
Let M be an A-module. A sequence (ul, . . . , ok) of elements of M is called unimodular in M if it forms a basis for a free direct summand of M. 
. , ok).
In 1979, Van der Kallen [7] proved that the general linear groups of A are homology stable. To prove this, he considered the poset of unimodular sequences
is unimodular in A"}.
The natural inclusion A" CA"+ ' induces an inclusion U(A") C .(A"+ ') and we set U= U(A")= U,"=i U(A").
Theorem 2.4. (Van der Kallen [7]). The poset U(A") is (n -m -2)-connected, and for any v E U, U(A") fl U, is (n -m -2 -1 vi)-connected.
We will need a slight generalization of this theorem. Let P be a finitely generated projective A-module and define
Choosing an embedding of P as a direct summand of A" gives an embedding of U(P) into U. It follows from the Cancellation Theorem 2.1, that for any two such embeddings a, p : P+ A m, there exists an automorphism y of A" such that y o a = /3. Thus the induced embeddings of U(P) into U are equivalent up to automorphism of U. It is therefore only a slight abuse of notation to view U(P) as subposet of U without specifying a particular embedding.
Theorem 2.5. Suppose P is a finitely generated projective A-module which contains a free summand of rank n. Then U(P) is (n -m -2)-connected, and for all v E U, U(P) fl U, is (n -m -2 -1 vi)-connected. In particular, this is the case whenever f-rankPrm+n.
Proof. Since PzA"@ Q, we can embed P in A" as a direct summand in such a way that A"cP. Set F= U(P) = B(P)fl U, Y=A", d=n-m-2. By Theorem 2.4, these satisfy the hypotheses of Lemma 1.6. Hence F is d-connected. The same holds if we set F= U(P) n U,, Y= A", and d= n -m -2 -1~1. As for the last assertion, if f-rank Pr m + n, then by Theorem 2.3, P contains a free summand of rank n. 0
Example. If A is a Dedekind domain, then it is commutative and dim(max(A)) = 1, so we can take k = A, m = 1. In this case, the f-rank of a projective module P is just the rank in the ordinary sense, i.e., f-rank P= rank P= dim, PO* F where F is the field of fractions of A.
Corollary 2.6. Let A be a Dedekind domain and let P be a projective (resp. free) module of rank n. Then U(P) is (n -+-connected (resp. (n -3)-connected) and U(P) n Uu is (n -4 -lo])-connected (resp. (n -3 -I v/)-connected) for all v E U.
We now introduce modules with forms. These have been studied extensively by Bak. We recall here some definitions and essential properties and refer the reader to [I] and [2] for more details. Assume A is equipped with an involution, z= 50, Z = a, Fix an element J. in k such that AX= 1. For a right A-module P, a sesquilinear form on P is a biadditive map /3 : P x P+A such that /3(xa, yb) = @(x, y)b for all x, y E P, a, b E A. For a sesquilinear form /3, let p be the form defined by p(m, n) = P(m, n). We say fl is I-hermitian if /3=,@ and even A-hermitian if /3=cw+ Aa for some sesquilinear form a. A hyperbolic module is an object (P, p) of Q" (A, A) which is isomorphic to H(Q) for some Q. If f-rank Q = n, we say that (P, p) is hyperbolic of rank ?n.
Theorem 2.7 (Bak[l]). Suppose (P, /I) and (P', j3') are A-quadratic modules such that (P, p) contains a submodule which is hyperbolic of rank >m. Then (P, /3) 0 H(Q) 2 (P', p') @ H(Q) implies (P, p) E (P', /I').
Let (P,/?) be a hyperbolic module.
A direct summand LCP is isotropic if qfl(x) = 0 and (x, yjD = 0 for all x, y E L. For such an L, the submodule
Ll ={xEPI(x,y)fl=O VYEL}
is also a direct summand of P.
. Such duals exist for every isotropic summand L (but are by no means unique), and they give rise to splittings of (P,p) into orthogonal submodules (h(W) -3 -a) 
Hyperbolic unimodular sequences
Unfortunately, the posets ZU(P, /I) alone are not enough to prove homology stability. For this we need either 'affine' sequences (as in [7] ) or 'split' sequences (as in [5] ). The proof of Theorem 2.9 does not generalize to affine sequences because the correspondence between affine subspaces of P and affine subspaces of POA F is not surjective. In any case, the proof of stability is considerably easier if we use a version of 'split' unimodular sequences. In this case, the appropriate notion is that of hyperbolic unimodular sequences, that is, sequences belonging to the poset H~(P,P)=(((ul,w,),...,(Ok,Wk))E~(PXP)I(U,,...,uk)EzU(P,P), (w ~,...,w~)EIII(P,P), and (ui,Wj)p=6u} where 6, is the Kronecker delta. 
The connectedness properties
of HU(P,P) can be derived from those of ZU(P, fi). In light of Conjecture 2.10, we will prove this in full generality. We continue to assume that A is a finite algebra over a commutative ring k with dim(max(k)) = m < 00.
Theorem 3.2. Suppose a L m + 2 is an integer such that for every n and every hyperbolic module (P, /I) of rank n, ZU(P,p) is (n -a)-connected. Then HU(P,P) is +(n -a -I)-connected.
Corollary 3.3. Let A be a Dedekind domain (resp. PID). If (P, j3) is hyperbolic of rank n, then HU(P, /3) is +(n -6)-connected (resp. +(n -5)-connected).
Lemma 3.4. Under the hypotheses of Theorem 3.2, ZU(P,fi), is (n-alvi)-connected for all v E ZU(P, p).
Proof. Induction on n. If n 5 1, there is nothing to prove. Assume n 12. Recall from Lemma 1.5 the construction F(S)= {((x,,s*), ***, (xk,Sk))EB(XXS)I(x,,...,xk)EF).
Let v=(vi,...,
Q)EZU(P,&.
Set V=(u,, . . . . uk) and choose a hyperbolic dual W for V. Setting X= 1/l tl IV' and p'=p Ix, we claim that ZU(P, /3), is isomorphic to is an isomorphism. Toprovethelemma,wesetF=ZU(X,~'),d=n-a-~vj.Ifd~-l,thenn-~v~>m so by Corollary 2.8, (X, p') is hyperbolic of rank n -101 and by hypothesis, F is dconnected. We now prove by induction on n that HU(P, j?) is +(n -a -I)-connected. First observe that if -1 I +(n -a -l), then ZU(P, p) is non-empty by hypothesis, so by Remark 3.2(2), HU(P, /3) is also non-empty.
ZU(X,p')(V). To see this note that ZU(P,@),C@(V1).
For any w E F, F, = ZU(X, /3'), is (d-
In particular, this proves the case n = 1. Suppose n > 1. 
. 1 (ukg? w,g)h
It is an immediate consequence of the cancellation theorem (Theorem 2.7 and Corollary 2.8) that G, acts transitively on length k sequences in HU,, providing k< n -m. It follows that the stabilizer subgroups of such sequences are all conjugate. In particular, the stabilizer of ek= ((e,, f,), . . . , (ek, fk) ) e HU,, is the image of G n_k under the lower right inclusion map J: G, _k+ G,. Now suppose a~ m + 2 is an integer such that HU, is +(n -a -I)-connected. Set d= [+(n -a -l)] = the greatest integer less than or equal to +(n -a -1). Then the simplicial chain complex for HU,, with C;= the free abelian group on {u E HU,, 1 /01= i+ l}, is exact. Denote this exact sequence by K* = K,(A"), with K, = Z, K, = Co, etc. Let M be any left G,-module and let F*+M be a resolution of A4 by free G,-modules.
Then the double complex K, @zo, F* gives rise to two spectral sequences. One of these is identically zero since K* @ free is exact, hence both spectral sequences converge to 0. The other has E&=Hg(Kp@F*).
Assuming n-a20, it is easy to check that d+2<n-m, so by the discussion above, for 1 spud+ 2, KP is generated as a G,-module by eP. Thus Homology stability for {G,} with trivial coefficients can be derived easily from this spectral sequence. We will not bother doing so, however, since the same result will follow as a corollary of the more general case of twisted coefficients. For this we need a relative spectral sequence which relates H, (G,,M) to H,(G,+ ,,M') where M' is a left G, + ,-module. Our construction of this spectral sequence closely follows that of Van der Kallen [7, $31 to whom to refer the reader for more details. g,"g,"' ') and thus define a map of coefficient systems r : Q +ZQ. We say that Q splits if r injective and is a sum of and a system AQ z coker r. Finally, we define a central coefficient system of degree k inductively as follows. When k<O we mean Q=O. When kz0 we mean that ,Q is central, that Q splits, and that AQ is central of degree k-1. It is easily verified that if Q is central of degree k, then so is ZQ.
Remark. Under the hyperbolic map H: GL, (A) --t G, via g H g@ (g*))', a coefficient system Q for {G, } can be viewed as a coefficient system for { GL, (A)} in the sense of Dwyer and Van der Kallen. It is obvious that Q is central for {G,} if and only if it is central for { GL, (A)}, but it is possible for Q to split as a collection of GL,-modules but not as a collection of G,-modules.
Examples. The following are examples of finite degree coefficient systems for {G,1.
(1) A central coefficient system Q is of degree 0 if and only if T is an isomorphism. In particular, any trivial coefficient system, Q, =M, F,, = id with trivial G,-action for all n, is central of degree 0.
(2) Let Q, =A"@ (A")* with the obvious (left) action of G, =Aut(H(A")) and let F,, be the map induced by the inclusion of A" into A"+ ' as the first n factors. Then e={e,,F,) s 1 i c early central and splits, and AQ is a trivial coefficient system. So Q is central of degree 1.
(3) Let Q, =End(A"@ (A")*) = the additive group of (2n x 2n)-matrices over A, with G,-action, g+ M=gMg*. Let F,, be the 'upper left' inclusion map induced by viewing A" as the first n factors in A"+ '. Then Q = {Q,, F,} is central and ZQ splits as a direct sum _ZQ = Q @ (Q')~ @ (Q~)~ where (Q')~ is the sum of 4 copies of the coefficient system of example (2) and (Q~)~ is 4 copies of the trivial system @A = {A, id}. It follows that Q is central of degree 2.
(4) If A is a commutative ring and Q is as in example (2), then is central of degree k. This follows by a simple induction on k. (If the involution on A is trivial, then Q* is naturally isomorphic to the coefficient system of example (3))
We now prove our main stability theorem. For a coefficient system Q = {Q,, F,,}, we denote by rell(@) the relative homology group Hi(G,+ i, G,; Q,, i, Q,) defined with respect to the upper left inclusion 1: G,+ G,, 1 and the I-linear homomorphism F,,:Q,+Q,,+,. In the case where A4 is an abelian group and Q = {M, id} is the trivial coefficient system, Q is central of degree 0, so Theorem 4.3 specializes to is surjective for n z2i+ 5 (resp. n ?2i+ 4) and bijective for n L 2i+ 6 (resp. n22i+5).
We end with the remark that most of the discussion in this section can be carried out in the more general setting of (P, q)=any hyperbolic module of rank zm, Gi = Aut((P, q) 0 H(Anem)). In particular, for M an untwisted coefficient group, one can show that under the hypotheses of Theorem 3.2, H;(G,P; M) + Hi(G,P+ 1 ; M) is surjective for n 2 2i + a and bijective for n 2 2i + a + 1. (This is most easily derived from the nonrelative spectral sequence of Proposition 4.1.) We leave the details to the reader.
