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We present a peculiar dynamical transition triggered by infinitesimal dissipation in the interpo-
lating Dicke-Tavis-Cummings model. The model describes a ubiquitous light-matter setting using
a collection of two-level systems interacting with quantum light trapped in an optical cavity. Har-
nessing Keldysh’s action formalism to compute the response function of the light, we show that
the dissipation-induced transition occurs solely in the dynamical fluctuations atop an empty cav-
ity, through stabilization of an excited state of the closed system. Consequently, we reveal that
fluctuations flip from being particle-like to hole-like across this transition. This inversion is also
accompanied by the behaviour of the Liouvillian eigenvalues akin to exceptional points. Our work
forges the way to discovering dynamical transitions in a wide variety of driven dissipative systems
and is highly pertinent for current experiments.
Driven-dissipative many-body systems provide a rich
arena to explore many-body out-of-equilibrium phases
of matter [3]. Within this realm, light-matter systems
are prototypical representatives, as they are unavoidably
coupled to a bath and in general also subject to exter-
nal drives [2–10]. Light-matter systems additionally of-
fer a high-degree of experimental control, thus, enabling
tunable realizations of complex configurations, and the
concomitant observation of exotic phenomena, e.g., po-
lariton condensates [11], superradiant lasing [12–14], su-
persolid formation [15, 16], and light-induced supercon-
ductivity [17].
Dissipation channels play a crucial role in dictating
the behavior of light-matter systems. Most commonly,
they act as a sink to the energy provided by the vari-
ous drives, and stabilize the system’s dynamics. Inter-
estingly, dissipation can also give rise to new dissipative
phase-transitions [1, 19–23], complex dynamics [24, 25],
the emergence of new universality classes [26–28], topo-
logical effects [29], and non-Hermitian phases governed
by exceptional points (EPs) [30, 31]. Crucial to this Let-
ter, is the exploration of dissipation as a tool to generate
new dynamical phases inaccessible in closed systems.
The open interpolating Dicke-Tavis-Cummings
(IDTC) model is a paradigmatic driven-dissipative
model that provides an ideal example of the dramatic
impact of dissipation on many-body phenomena [1, 32].
It effectively simulates the physics of a variety of light-
matter models [33, 34], and encapsulates in its phase
diagram normal phases (NPs), Z2 and U(1) symmetry-
breaking superradiant phases (SPs), and transitions
between them with multicritical points. In a recent
work [1], we have shown that dissipation profoundly
alters the phase diagram of this model. Specifically, it
stabilizes and extends the NP into a new parameter
regime, as well as leads to coexistence of phases. Despite
the completely different setting in the new region, no
static phase transition links the original NP and the
dissipation-generated NP.
In this work, we show that a new kind of dynam-
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FIG. 1. Dissipative interpolating Dicke-Tavis-Cummings
model [1], cf. Eq. (1). (a) Steady-state phase diagram: nor-
mal phases (white) are stable in the bottom-left (NP) and
upper-right (e-NP) quadrants, i.e., along the diagonal U(1)
symmetry line (dashed-dotted line) that separates the two
superradiant regions (red and blue filling). Regions of coex-
isting solutions appear (light red and light blue). (b) Cav-
ity dynamical response function over the NP (dashed dark-
green) and e-NP (light-green), evaluated at λ1,2 in (a), re-
spectively. The response always presents four peaks appear-
ing at paired frequencies (arrows indicate unresolved small
peaks). In the NP, positive (negative) frequencies correspond
to positive (negative) peaks. In the e-NP, the low frequency
mode has a positive (negative) peak for negative (positive)
frequency. The non-Lorentzian shape of the peaks and the
zero-response point (marked with ?) are attributed to a Fano
resonance [35]. In all plots, ωc = ωa, κ/ωc = 0.1, λ1 =
(0.35, 0.29), λ2 = (0.65, 0.59).
ical transition, where dynamical correlation functions
act as order parameters, distinguishes between the two
phases. We analyze this open system physics using a
combination of analytical methods, including Keldysh
action formalism [36–38], normal mode symplectic struc-
tures [2, 39, 40] as well as third quantization [42, 43]. We
identify the new dissipation-stabilized NP as an excited
state (dubbed e-NP) in the corresponding closed system.
The e-NP exhibits a negative frequency instability [44]
that manifests as an inversion in the soft-mode fluctua-
tions, i.e., the original NP exhibits standard fluctuations
while the e-NP has anomalous ones. We reveal that the
former corresponds to particle-dominated fluctuations,
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2whereas the inversion makes the e-NP exhibit what ap-
pears to be hole-like fluctuations in a bosonic system.
In the open system, the dissipation incoherently drives a
population inversion in the system, thus stabilizing the
e-NP. As the e-NP corresponds to an empty cavity, this
scenario resembles dark lasing, i.e., the system absorbs
photons in order to decay to the superradiant ground
state. Furthermore, using third quantization [43], we
show that this many-body dynamical behavior is reminis-
cent of the physics of exceptional points. Our results can
explain the dynamics of a variety of driven-dissipative
systems [6, 7, 10, 19].
Model — We consider a leaky bosonic cavity mode
coupled to N two-level systems [1, 33], described by the
master equation
dρsys
dt = − i~ [H(t), ρsys] + L[ρsys], where
H = ~ωca†a+ ~ωaSz+
+
2~λx√
N
Sx(a+ a
†) +
2~λy√
N
iSy(a− a†) , (1)
is the Hamiltonian of the interpolating Dicke-Tavis-
Cummings (IDTC) model with ωc and a
† the cavity’s
frequency and creation operator; ωa and Sα =
∑N
j=1 σ
j
α
the two-level spacing and collective spin operators de-
scribing N identical two-level systems, where α = x, y, z
and σjα are Pauli-spin operators. The collective spin cou-
ples to both quadratures of the cavity field with couplings
λx and λy, allowing for the interpolation between the
Dicke (λx 6= λy) [45] and Tavis-Cummings (λx = λy) [46]
models. In both models, above the critical coupling
λc =
√
ωcωa/2, the system transitions from a normal
phase (NP), where the cavity is empty and all two-level
spins are oriented along the z-axis, to a superradiant
phase (SP), where the cavity features a finite mean popu-
lation and the two-level spins acquire a finite mean mag-
netization along the x and/or y axes. The transition
involves both a Z2 and a U(1) symmetry breaking in the
Dicke and Tavis-Cummings cases, respectively.
The Lindblad dissipator L[ρ] = κ[2aρsysa† −
{a†a, ρsys}] describes photon loss with rate κ. The closed
system (1) phase diagram is profoundly altered by dissi-
pation, cf., the steady-state mean-field phase diagram of
the open system in Fig. 1(a) with that of the closed sys-
tem in Refs. [1, 33]. While the Dicke-like Z2 symmetry-
breaking transitions survive, the U(1) symmetry break-
ing along the diagonal Tavis-Cummings line vanishes; in-
stead a NP appears as the steady-state above critical-
ity including regions of co-stability with SP states and
tricriticality [1]. We denote the latter normal phase,
excited-NP or e-NP, as it is an excited state of the closed
system.
The stability of these phases to quantum fluctuations
can be studied by employing Holstein-Primakoff’s rep-
resentation for the spins, S+ = b
†√N − b†b and Sz =
−N2 + b†b, and expanding around the respective mean-
field solutions, a = α
√
N + c and b = β
√
N + d, where
α and β are complex numbers describing the bosonic co-
herent states [47, 48]. This leads to a typical fluctuation
Hamiltonian describing two coupled bosonic fluctuation
modes of the form:
Hfl =~ωcc†c+ ~ (ωa + δω¯1) d†d+ (2)
+
(
λ¯1cd
† + λ¯2c†d† +
δω¯2
2
d2 + h.c.
)
,
where the coefficients δω¯1, δω¯2, λ¯1, λ¯2 depend on the
mean-field solution, α and β [1, 49]. For the mean field
solutions α = β = 0, equal-time fluctuations indicate
that the NP and e-NP are equivalent, leading to the
ostensible conclusion that one can continuously deform
from one to the other without a phase transition [1].
Dynamical response — To challenge this premise,
we consider here dynamical observables. In particu-
lar, we focus on the cavity response function A(ω) =
−2Im[GR(ω)], where the retarded Green’s function is
defined as GR(t − t′) = −iθ(t − t′)〈[a(t), a†(t′)]〉. The
Keldysh action formalism [37, 38] can be used to calcu-
late the dynamical response of the dissipative IDTC. The
response manifests a fundamental difference between the
two NPs thus unveiling a new kind of dynamical phase
transition in this system.
The frequency-domain Keldysh action for the fluctua-
tions of the open IDTC model is described by two bosonic
modes [cf., Eq. (2)], and takes the generic form
S =
1
2
∫
ω
Φ†(ω)
(
0
[
GA4×4
]−1[
GR4×4
]−1
DK4×4
)
Φ(ω) , (3)
where Φ(ω) = [Φcl(ω), Φqu(ω)] is the cavity-spin
Nambu 8-spinor composed of the concatenated clas-
sical and quantum 4-spinors embodying the classical
and quantum Keldysh contour superpositions: Φi(ω) =(
ci(ω), c
∗
i (−ω), di(ω), d∗i (−ω)
)T
with i = cl, qu, re-
spectively. The corresponding cavity and spin fluctua-
tion operators are denoted by ci and di. The matrices
GA4×4, G
R
4×4, and D
K
4×4 are the advanced, retarded, and
inverse Keldysh Green’s functions, respectively. Note
that we treat dissipation in the Lindblad form detailed
earlier. Correspondingly, the Green’s function matrices
are determined by the underlying steady state mean-field
solutions of the open system. Since our focus is on the
two NP phases, in the following, we consider the mean-
field solutions, α = 0 and β = 0 [1, 49].
To obtain the cavity response, we first integrate out
the spin fluctuation operators to obtain a pure cavity
Keldysh action described by a 4−component field. The
resulting retarded Green’s function determines the cavity
response function A (ω) in the open system setting, see
Fig. 1(b) [49]. In the NP, the response is conventional:
two positive amplitude peaks at positive frequencies de-
scribing the two polariton excitations appear, balanced
by as many negative peaks at negative frequencies. The
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FIG. 2. Closed IDTC, cf. Eq. (1). (a) Mean-field energy
landscape as a function of the real and imaginary parts of the
cavity field α = 〈a〉 at representative points of the parame-
ter space, cf. Fig. 1(a). The fluctuation eigenfrequencies ω1
and ω2 are schematically identified as the azimuthal and ra-
dial frequencies of fluctuations around the NP, respectively.
Across the NP → e-NP transition, ω2 changes sign and is ill-
defined at the transition, i.e., at λc. (b) Real (solid) and
imaginary (dashed) parts of the fluctuations eigenfrequen-
cies [cf. Eqs. (2) and (4)] along the orange dotted cut line
in Fig. 1(a). The eigenfrequencies ±ω1 (cyan, orange lines)
do not show qualitative changes. The eigenfrequencies ±ω2
(blue, red lines) instead become imaginary at λc signaling
the transition NP→SP (shaded region) followed by a return
to real values when λx, λy > λc, marking SP→e-NP. Blue
and cyan lines are associated with particle-like fluctuations
(ds2 > 0) [cf. Eq. (5)]. Red and orange lines are associated
with hole-like ones (ds2 < 0).
latter is an outcome of the bosonic statistics of the cavity
via the normalization condition
∫
ω
A(ω) = 〈[a, a†]〉 = 1.
On the other hand, the response displays a striking qual-
itative change as one crosses over into the e-NP: a peak
inversion of the softer polaritonic mode occurs. This sig-
nature hints at a fundamental difference between the two
normal phases. Note that the response features a Fano
resonance [35, 50], resulting from the interplay between
the two discrete bosonic modes (scattering channels), and
the continuous cavity dissipation (decay channel).
Closed system interlude — To understand the origin
and significance of the peak inversion, it is useful to inves-
tigate the mean-field energy landscape of the closed sys-
tem (1), see Fig. 2(a). It varies from a paraboloid shape
with a single minimum (NP) to a distorted “sombrero-
hat” potential with two distinct minima, indicating the
broken Z2 symmetry (SP). Along the U(1) symmetry
breaking line, the potential is a minimum along a con-
tinuous equipotential circle [1, 33]. We remark that the
NP is not the ground state in all the symmetry-broken
regimes, as it corresponds to a local maximum at the
top of the hat-like potentials. Interestingly, only in the
symmetry broken regimes, where both λx, λy ≥ λc, the
NP manifests as a valid physical mean-field excited state
of the system [1, 51]. Despite its validity, it is unsta-
ble in the closed system due to a “negative-frequency
instability” [44] induced by fluctuations, i.e., it decays to
the ground state, which is the SP. As we will show be-
low, the negative frequency entails an inversion between
particle-dominated fluctuations in the standard NP to
hole-dominated fluctuations in the e-NP.
To obtain the cavity response of the closed system, we
rewrite Eq. (2) in terms of its normal modes using the
Bogolyubov matrix T
φ = Tψ , (4)
where φ =
(
c d c† d†
)T
and ψ =
(
A1 A2 A
†
1 A
†
2
)T
is
the normal-mode operator vector [42, 43]. Two key in-
gredients define this diagonalization procedure: (i) the
normal mode eigenfrequencies, ±ωi with i = 1, 2, that
determine the phase boundaries when they become com-
plex [cf. Fig. 2(b)] [51]; and (ii) the norm associated with
the corresponding orthonormal eigenvectors
ds2iσ ≡
∑
j={c,d},σ′=±
σ′|tσ′j (ωiσ)|2 , (5)
where ωiσ ≡ σωi with σ = ± and i = 1, 2. The sum runs
over column elements of the matrix T , i.e., tσ
′
j (ωiσ), that
are indexed according to j and σ′ [49]. We dub Eq. (5)
symplectic norm, reminiscent of an AdS(2, 1) norm in
symplectic space with particle (hole) entries mapped to
space (time). In Fig. 2(b), we plot the evolution of the
eigenfrequencies and their symplectic norms along a tra-
jectory in parameter space that traverses both the NP
and e-NP [cf., Fig. 2(a)]. The eigenmodes ±ω1 show no
significant feature, while ±ω2, becomes imaginary when
λx,y → λc, i.e., upon a crossover to the SP. Crucial to our
work, both normal mode frequencies are real in the e-NP.
The eigenmodes ±ω2, however, flip their norms along the
transition from the NP to the e-NP, implying that the NP
and e-NP are dynamically distinct phases. Schematically,
the normal modes 1 and 2 can be visualized as azimuthal
and radial fluctuations in the NP mean-field landscape,
see Fig. 2(a). The negative radial frequency in the e-NP
is consistent with the interpretation of the e-NP as an
excited state.
The closed system cavity response can be straightfor-
wardly evaluated in the normal mode basis:
A(ω) =
∑
i,σ
|t+c (ωiσ)|2
ds2iσ
δ
(
ω − ωiσ
)
. (6)
As in the open system [cf. Fig. 1(b)], the NP response is
characterized by positive (negative) weights at frequen-
cies ω1, ω2 (−ω1,−ω2). Importantly, due to the afore-
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FIG. 3. Dark laser and its response. (a) Schematic energy potentials of particle- and hole- fluctuations of the normal modes in
the NP (left) and e-NP (right)[cf. Eqs. (2), (4), and (5)]. Blue (red) wiggly lines refer to blue (red) detuned response processes.
Solid (dashed) parabolic potentials with companying ladders of levels indicate normal mode fluctuations around NP with a
positive (negative) norm [cf. Eq. (5)]. Solid arrows mark the associated process, i.e., upward blue (downward red) correspond to
creation of positive (negative) excitations while downward blue (upward red) to annihilation of such excitations. Orange arrows
mark the effect of dissipation in reducing the populations of the modes. (b) Real (dashed lines) and imaginary (solid lines) parts
of the soft mode Liouvillian eigenvalues for parameters along the dashed (white) line in (e). (c) Calculated dynamical response
along the NP→e-NP transition. The positive and negative soft mode peaks invert alongside a region where they overlap. (d)
The extracted FWHM of the positive peak. (e) Dynamical phase diagram of the dissipative IDTC for κ/ω = 0.1. Region I,III
correspond to the NP and e-NP, respectively. Region II is the region where the imaginary parts of the soft mode coalesce to
zero. The normal phase separates the two superradiant phases, gray regions.
mentioned soft mode inversion, the e-NP response is char-
acterized by positive weights at frequencies (ω1,−ω2) and
negative weights at (−ω1, ω2). This is a key observa-
tion of our work, namely, the symplectic norm associated
with a normal mode frequency determines whether the
response at that frequency is positive or negative. Modes
with a positive weight ds2iσ > 0, describe the creation
of excitations at the resonance frequency, while a nega-
tive weight ds2iσ < 0, signifies annihilation of excitations.
Note that, in the response, negative dips at positive fre-
quencies were recently connected with excited states of
the system [52].
We would like to emphasize: the sign of the norm
ds2iσ encapsulates an important physical meaning, i.e.,
it determines whether the dominant processes at the res-
onance frequency are particle or anti-particle-like. These
two types of processes can be regarded as the light-matter
analogies of particles and holes in condensed matter sys-
tems. Stressing this analogy further, the peak swap be-
tween the two NPs above threshold signals a transition
from particle-like to bosonic-hole-like physics at posi-
tive frequencies and vice-versa for negative frequencies.
The e-NP can now be understood as a population in-
verted state [52], whose response in the closed system
favors the creation of cavity excitations to lower its en-
ergy and eventually decay to the SP [53]. Consequently,
the NP→e-NP dynamical transition does not survive in
the closed system.
Open system dynamics — Infinitesimal dissipation sta-
bilizes the e-NP, thereby enabling the aforementioned dy-
namical transition. In the e-NP, the system absorbs pho-
tons in order to decay to the superradiant ground state
[see Fig. 3(a), red arrows] and dissipation acts as an inco-
herent drive realizing a population inverted state into an
empty cavity [see Fig. 3(a), orange arrows]. To further
understand the nature of this dynamical transition, we
use third-quantization to obtain the open-system counter-
parts of ω1, ω2, namely, the Liouvillian eigenvalues, 1,2 -
complex numbers whose imaginary (real) parts describes
the frequencies (lifetimes) of the excitations [43]. Con-
vergence to the steady state necessitates Re(1,2) < 0,
as the the Liouvillian eigensolutions evolve according to
e1,2t.
Similar to Fig. 2(b), the high-energy mode 1 (corre-
sponding to ±ω1 in the closed system), is represented
by two complex conjugated eigenvalues pair that does
not show any significant feature (not plotted). In stark
contrast, the soft mode pair, 2 (corresponding to ±ω2
in the closed system), is much richer, see Fig. 3(b). In
the NP, 2 exhibits a complex pair of conjugated eigen-
values with degenerate negative real parts. An increase
in the couplings leads to the emergence of a dissipation
stabilized exceptional point at λc3, where the imaginary
parts coalesce to zero while the real parts split. This
exceptional point is responsible for the soft peak merger
in the dynamical response, see Fig. 3(c). The situation
evolves specularly until λc4 where the system reaches the
stable e-NP phase. λc3 and λ
c
4 coincide with the locations
where instabilities to the SP occur in the closed system,
cf. Fig. 2(b). Dissipation lifts this instability by pre-
venting the real part of the eigenvalues from becoming
positive.
We cannot associate a norm [cf. Eq. (5)] to the open
system modes. Luckily, the norm dictates the signs in
the dynamical response [cf. Eq. (6)]. Hence, we can
fully characterize the particle/hole-like nature of the ex-
citations, by studying the signs and full-widths at half-
maxima (FWHM) of the peaks (positive peaks corre-
spond to particle-like frequencies). The real part of the
Liouvillian eigenvalues dictates the width of the peaks
5in A(ω), showing that one peak is overdamped with re-
spect to the other, see Fig. 3(b-c). Focusing on the posi-
tive peak (particle-like) associated with the radial mode
[Fig. 3(d)], we see that its FWHM first decreases towards
the exceptional point λc3, signaling that the peak becomes
sharper, in accord with a reduced life-time of the state.
Above λc4, the FWHM increases due to the longer life-
time of the stable e-NP. This allows us to unambiguously
assign the particle/hole-like labels to the open system
eigenfrequencies even beyond the EP, λc3 of Fig. 3(b-e).
Our results are summarized in the new dynamical
phase diagram shown in Fig. 3(d). Region I is charac-
terized by the standard NP where the soft mode’s (2)
particle-like excitations appears at positive frequencies,
while region III is associated with the steady state e-NP
hosting particle-like excitations at negative frequencies.
The transition between these two regions encompasses
through a new region II, via a scenario reminiscent of
exceptional points.
We find that dissipation can introduce dynamical
phase transitions unveiling a particle to hole inversion in
a bosonic system. Dissipation acts as an incoherent drive
that induces a population inversion into a dark cavity.
This scenario is akin to lasing of antiparticles, which we
believe can have important implications. Importantly,
the physics discussed in our work provides a putative
explanation of the dissipation-generated slow Markovian
cascade between SP phases seen in recently reported ex-
periments of a BEC in cavities [6, 19].
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I. HOLSTEIN-PRIMAKOFF’S REPRESENTATION
The Holstein-Primakoff’s representation for the spins is S+ = b
†√N − b†b and Sz = −N2 + b†b. We start from the
Hamiltonian [identical to Eq. (1) main text]
H = ~ωca†a+ ~ωaSz +
2~λx√
N
Sx(a+ a
†) +
2~λy√
N
iSy(a− a†) , (I.1)
and expand around the respective mean-field solutions, a = α
√
2N+c and b = β
√
2N+d, where α and β are complex
numbers defining coherent states. This leads to a fluctuation Hamiltonian describing two coupled bosonic modes of
the form [identical to Eq. (2) main text]:
Hfl =ωcc
†c+ (ωa + δω¯1) d†d+ λ¯∗1c
†d+ λ¯1cd† + λ¯∗2cd+ λ¯2c
†d† +
δω¯∗2
2
d†d† +
δω¯2
2
dd , (I.2)
with the coefficients defined as [1]
δω¯1 = − 4√
1− |β|2
(
1 +
|β|2
4
(
1− |β|2)
)[
βReαReλx + βImαImλy
]
, (I.3)
δω¯2 = − 2β
∗√
1− |β|2
[
αRe
(
1 +
βRe
2(1− |β|2)β
∗
)
λx − iαIm
(
1 + i
βIm
2(1− |β|2)β
∗
)
λy
]
, (I.4)
λ¯1 = (λx + λy)
√
1− |β|2 − β√
1− |β|2
(
λxβRe − iλyβIm
)
, (I.5)
λ¯2 = (λx − λy)
√
1− |β|2 − β√
1− |β|2
(
λxβRe + iλyβIm
)
. (I.6)
II. MEAN-FIELD SOLUTION
The master equation governing the evolution of the density matrix of the system is
dρsys
dt
= − i
~
[H(t), ρsys] + κ[2aρsysa
† − {a†a, ρsys}] , (II.1)
with H the Hamiltonian, Eq. (I.1), and κ the cavity decay rate. The equation of motion governing the mean-field
order parameters are
ωcαIm − καRe − 2λyY = 0 , (II.2)
ωcαRe + καIm + 2λxX = 0 , (II.3)
ωaY + 4λyαImZ = 0 , (II.4)
ωaX − 4λxαReZ = 0 , (II.5)
where we defined 〈a〉 = √Nα, 〈Sx〉 = NX, 〈Sy〉 = NY and 〈Sz〉 = NZ and have taken the steady-state limit.
We are interested in the description of the normal phase that coincide with the trivial solution of this system, i.e.,
αRe = αIm = 0, X = Y = 0 and Z = −1/2. The superradiant phase can be also analytical obtained [1]. The closed
system evolution can be recovered by taking κ = 0.
2III. NORMAL MODE TRANSFORMATION
We start from the Holstein-Primakoff fluctuation Hamiltonian Eq. (I.2) and recast it in the following matrix form
in the operator basis
(
c d c† d†
)T
Hfl =

ωc λ¯
∗
1 0 λ¯2
λ¯1 Ω λ¯2 δω¯
∗
2
0 λ¯∗1 ωc λ¯1
λ¯∗2 δω¯2 λ¯
∗
1 Ω
 , (III.1)
where for brevity we define Ω = ωa + δω¯1. The associated dynamical matrix to be diagonalized [2]
D =

ωc λ¯
∗
1 0 λ¯2
λ¯1 Ω λ¯2 δω¯
∗
2
0 −λ¯∗1 −ωc −λ¯1
−λ¯∗2 −δω¯2 −λ¯∗1 −Ω
 . (III.2)
We need to ensure that after diagonalization the newly found operators, i.e., the normal modes, are true bosonic
operators, namely that they satisfy bosonic commutation relations. To achieve that, we need to impose some con-
straints on the actual form of the eigenvectors. This is done by imposing constraints on their normalization and on
the structure of the transformation matrix, T , that diagonalizes D. Solving the eigenvalue problem
DT = ωT , (III.3)
for the eigenvector T we find that the eigenvalues of D are
ω2± =
−m±√m2 − 4n
2
, (III.4)
with
m = −ω2c − Ω2 − 2
∣∣λ¯1∣∣2 + 2 ∣∣λ¯2∣∣2 + |δω¯2|2 , (III.5)
n =
(∣∣λ¯1∣∣2 − ∣∣λ¯2∣∣2)2 + ω2c (Ω2 − |δω¯2|2)+ 4ωcRe[λ¯1λ¯2δω¯∗2]− 2ωcΩ)(∣∣λ¯1∣∣2 + ∣∣λ¯2∣∣2) . (III.6)
We define the bare eigenfrequencies as the positive ones
ω1 = + |ω+| , (III.7)
ω2 = + |ω−| . (III.8)
Before writing the Bogoliubov transformation matrix that maps to the normal modes, we introduce some useful
functions
t+c (ω) =
λ¯∗1
ω − ωc t
+
d (ω) +
λ¯2
ω − ωc , (III.9)
t+d (ω) = −
2ωcλ¯1λ¯2 + δω¯
∗
2
(
ω2 − ω2c
)∣∣λ¯1∣∣2 (ω + ωc)− ∣∣λ¯2∣∣2 (ω − ωc) + (Ω− ω) (ω2 − ω2c ) , (III.10)
t−c (ω) = −
λ¯∗2
ω + ωc
t+d (ω)−
λ¯1
ω + ωc
, (III.11)
t−d (ω) = 1 . (III.12)
Additionally we define a key ingredient of the transformation, the symplectic norm, according to [cf. Eq. (5) main
text]
ds2iσ =
∣∣t+c (σωi)∣∣2 + ∣∣t+d (σωi)∣∣2 − ∣∣t−c (σωi)∣∣2 − ∣∣t−d (σωi)∣∣2 ≡ ∑
j={c,d},σ′
σ′|tσ′j (σωi)|2 , (III.13)
with σ, σ′ = ±; i = 1, 2.
3The transformation matrix T is then found according to the following construction
T =
[T1 T2 T3 T4] =
=
[T (s1+ω1) T (s2+ω2) T (s1−ω1) T (s2−ω2)] =
=

t+c (s1+ω1)√
|ds21+|
t+c (s2+ω2)√
|ds22+|
t+c (s1−ω1)√
|ds21−|
t+c (s2−ω2)√
|ds22−|
t+d (s1+ω1)√
|ds21+|
t+d (s2+ω2)√
|ds22+|
t+d (s1−ω1)√
|ds21−|
t+d (s2−ω2)√
|ds22−|
t−c (s1+ω1)√
|ds21+|
t−c (s2+ω2)√
|ds22+|
t−c (s1−ω1)√
|ds21−|
t−c (s2−ω2)√
|ds22−|
t−d (s1+ω1)√
|ds21+|
t−d (s2+ω2)√
|ds22+|
t−d (s1−ω1)√
|ds21−|
t−d (s2−ω2)√
|ds22−|

, (III.14)
where the T are vectors constructed as follows
T (siσωi) = 1√|ds2iσ|
(
t+c (siσωi) t
+
d (siσωi) t
−
c (siσωi) t
−
d (siσωi)
)ᵀ
, (III.15)
with siσ = sign(ds
2
iσ) and i = 1, 2, σ = ±. The argument (siσωi) ensures that the T components are evaluated at
the eigenfrequencies with positive symplectic norm. For completeness, we highlight that the T vectors are pairwise
related via
T (−ω) = ΣxT (ω)∗ , (III.16)
Σx =
(
0 I
I 0
)
, (III.17)
with I the 2× 2 identity matrix. This allows us to simplify the notation in Eq. (6) in the main text. The T vectors
are normalized according to
T ᵀ1,2I−T1,2 = T (si+ωi)ᵀI−T (si+ωi) + 1 , (III.18)
T ᵀ3,4I−T3,4 = T (si−ωi)ᵀI−T (si−ωi) = −1 , (III.19)
I− =
(I 0
0 −I
)
, (III.20)
with i = 1, 2. These normalization conditions imply that the ordering of the vectors in T is: such that the first
two vector columns, T1,2, are always normalized to 1 while the last two, T3,4, are normalized to −1, thus ensuring
canonical commutation relations for the new eigenmodes. The frequencies at which the vectors element are evaluated
change throughout the parameter region, (λx, λy). In particular, as highlighted in the main text, carrying out the
normal mode transformation throughout the parameter space, we obtain that in the NP and SP phases T1, T3 are
associated with the frequencies ω1,−ω1, respectively, and T2, T4 are associated with the frequencies ω2,−ω2. In the
e-NP nothing changes for T1, T3 but we have a frequency inversion for T2, T4, namely T2 is now associated with −ω2
and T4 to ω2.
With the normal mode transformation T
φ = Tψ , (III.21)
where φ =
(
c d c† d†
)ᵀ
and ψ =
(
A1 A2 A
†
1 A
†
2
)ᵀ
, we can express cavity and spin operators in terms of the normal
modes, A1,2, or vice-versa
c =
t+c (s1+ω1)√
|ds21+|
A1 +
t+c (s2+ω2)√
|ds22+|
A2 +
t+c (s1−ω1)√
|ds21−|
A
†
1 +
t+c (s2−ω2)√
|ds22−|
A
†
2 =
t+c (s1+ω1)√
|ds21+|
A1 +
t+c (s2+ω2)√
|ds22+|
A2 +
t−c (s1+ω1)
∗√
|ds21+|
A
†
1 +
t−c (s2+ω2)
∗√
|ds22+|
A
†
2 ,
c
†
=
t−c (s1+ω1)√
|ds21+|
A1 +
t−c (s2+ω2)√
|ds22+|
A2 +
t+c (s1+ω1)
∗√
|ds21+|
A
†
1 +
t+c (s2+ω2)
∗√
|ds22+|
A
†
2 , (III.22)
where in the first line we used the relation T (−ω) = ΣxT (ω)∗.
4IV. RESPONSE FUNCTION
To ease the notation we define ω˜i = si+ωi and with the above normal mode transformation T we have[
c (t) , c†
(
t′
)]
=
|t+c (ω˜1)|2
|ds21+|
[
A1 (t) , A
†
1
(
t′
)]− |t−c (ω˜1)|2|ds21+|
[
A1
(
t′
)
, A†1 (t)
]
+
|t+c (ω˜2)|2
|ds22+|
[
A2 (t) , A
†
2
(
t′
)]− |t−c (ω˜2)|2|ds22+|
[
A2 (t) , A
†
2
(
t′
)]
=
1
|ds21+|
(
|t+c (ω˜1)|2e−iω˜1(t−t
′) − |t−c (ω˜1)|2eiω˜1(t−t
′)
)
+
1
|ds22+|
(
|t+c (ω˜2)|2e−iω˜2(t−t
′) − |t−c (ω˜2)|2eiω˜2(t−t
′)
)
. (IV.1)
From the definition of the retarded Green’s function GR(t− t′) = −iθ(t− t′)〈[c(t), c†(t′)]〉, the integral representation
of the Heaviside function θ (τ) = limε→0+ 12pii
∫∞
−∞
1
x−iεe
iτxdx, and by plugging in the above transformation we obtain
GR(t, t′) =− i lim
ε→0+
1
2pii
∫ ∞
−∞
1
x− iεe
iτxdx×
×
[
1
|ds21+|
(|t+c (ω˜1)|2e−iω˜1τ − |t−c (ω˜1)|2eiω˜1τ)+ 1|ds22+| (|t+c (ω˜2)|2e−iω˜2τ − |t−c (ω˜2)|2eiω˜2τ)
]
(IV.2)
Fourier transforming with respect to τ = t− t′ we obtain
GR (ω) = lim
ε→0+
1
|ds21+|
( |t+c (ω˜1)|2
ω − ω˜1 + iε −
|t−c (ω˜1)|2
ω + ω˜1 + iε
)
+
1
|ds22+|
( |t+c (ω˜2)|2
ω − ω˜2 + iε −
|t−c (ω˜2)|2
ω + ω˜2 + iε
)
(IV.3)
here we used that the Fourier transform, F , of a complex exponential is a delta function, i.e., F [eiτxe∓iω˜iτ ] =
2piδ (x+ ω ∓ ω˜i). Using Sokhotski–Plemelj theorem [3] for the representation of the delta function we can write
GR (ω) =− ipi 1|ds21+|
(|t+c (ω˜1)|2δ (ω − ω˜1)− |t−c (ω˜1)|2δ (ω + ω˜1))+
− ipi 1|ds22+|
(|t+c (ω˜2)|2δ (ω − ω˜2)− |t−c (ω˜2)|2δ (ω + ω˜2)) (IV.4)
We note here that due to the relation T (−ω) = ΣxT (ω)∗, we have |t−c (ω˜2)|2 = |t+c (−ω˜2)|2, which was used to
compactify the notation in Eq. (6) of the main text. From this derivation, we see how terms proportional to |t+c (ω˜i)|2
arise from the commutator
[
Ai (t) , A
†
i (t
′)
]
, i.e., from a scenario where a quasi-particle is first created and then
annihilated at a later time t > t′. Therefore this process is associated with particle-like physics while terms proportional
to |t−c (ω˜i)|2 arising from the commutator
[
Ai (t
′) , A†i (t)
]
can be associated to hole-like physics. Moreover by direct
inspection we see that the |t+c (ω˜1)|2 terms are responsible for the positive peaks in the response and the |t−c (ω˜i)|2 are
responsible for the negative ones.
V. KELDYSH ACTION
We introduce the combined Nambu–Keldysh spinor in the rotated classical and quantum basis
δΦ(ω) =
(
δac(ω) δa
∗
c(−ω) δbc(ω) δb∗c(−ω) δaq(ω) δa∗q(−ω) δbq(ω) δb∗q(−ω)
)ᵀ
,
δΦ†(ω) =
(
δa∗c(ω) δac(−ω) δb∗c(ω) δbc(−ω) δa∗q(ω) δaq(−ω) δb∗q(ω) δbq(−ω)
)
,
(V.1)
and we can write the quadratic action expressed in the Keldysh contour in frequency domain as
S =
1
2
∫
ω
δΦ†(ω)
(
0
[
GA4×4
]−1[
GR4×4
]−1
DK4×4
)
δΦ(ω), (V.2)
with the inverse Green’s functions
[
GR4×4
]−1
=

ω − ωc + iκ 0 −λ¯∗1 −λ¯2
0 −ω − ωc − iκ −λ¯∗2 −λ¯1
−λ¯1 −λ¯2 ω − ωa − δω¯1 −δω¯∗2
−λ¯∗2 −λ¯∗1 −δω¯2 −ω − ωa − δω¯∗1
 , (V.3)
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four peaks appearing at paired frequencies (arrow indicates unresolved small peak). Positive (negative) frequencies correspond
to positive (negative) peaks, as in the NP [cf. Fig. 1(b) main text]. ωc = ωa, κ/ωc = 0.1
[
GA4×4
]−1
=

ω − ωc − iκ 0 −λ¯∗1 −λ¯2
0 −ω − ωc + iκ −λ¯∗2 −λ¯1
−λ¯1 −λ¯2 ω − ωa − δω¯∗1 −δω¯∗2
−λ¯∗2 −λ¯∗1 −δω¯2 −ω − ωa − δω¯1
 , (V.4)
and the Keldysh self-energy
DK4×4 = 2i diag(κ, κ, 0, 0). (V.5)
The action S is quadratic in both the cavity and the bosonized spin fields. This allows us to integrate out the
spin degrees of freedom, d operators, and obtain a photon only action. We do this according to standard Gaussian
integration ∫
D [ψ,ψ†] ei ∫q ψ†(q)D(q)ψ(q)+i ∫q(φ†(q)ψ(q)+ψ†(q)χ(q)) = (detD)−1 ei ∫q φ†(q)D−1(q)χ(q) (V.6)
to obtain
Sphoton[δa
∗, δa] =
∫
ω
δA†4(ω)
(
0
[
GA,p2×2
]−1
(ω)[
GR,p2×2
]−1
(ω) DK,p2×2(ω)
)
δA4(ω). (V.7)
The various terms correspond to the photon four-vector that collects the classical and quantum field components
δA4(ω) =

δac(ω)
δa∗c(−ω)
δaq(ω)
δa∗q(−ω)
 , (V.8)
and the block entries are 2× 2 inverse photon Green’s functions.
[
GR,p2×2
]−1
=
(
ω − ωc + iκ+ ΣR,p1 (ω) ΣR,p2 (ω)
ΣR,p2
∗
(−ω) −ω − ωc − iκ+ ΣR,p1
∗
(−ω)
)
(V.9)
where the Σi are self-energies originating from the integration. As always
[
GA,p2×2
]−1
=
([
GR,p2×2
]−1)†
. The Keldysh
component of the photon action is
DK = 2iκI. (V.10)
VI. SUPERRADIANT PHASE
The cavity response of the superradiant phase can be readily calculated from Eq. (V.9), using the coefficients
Eqs. (I.3)-(I.6) with the superradiant mean-field solution in [1]. As can be seen from Fig. 1 the SP does not present
any peak inversion or extraordinary features.
6[1] M. Soriente, T. Donner, R. Chitra, and O. Zilberberg, Phys. Rev. Lett. 120, 183603 (2018).
[2] M.-w. Xiao, arXiv:0908.0787 (2009).
[3] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum Systems (Oxford University Press, 2002).
