Abstract. We prove a general fluctuation limit theorem for Galton-Watson branching processes with immigration. The limit is a time-inhomogeneous OU type process driven by a spectrally positive Lévy process. As applications of this result, we obtain some asymptotic estimates for the conditional least squares estimators of the means and variances of the offspring and immigration distributions.
Introduction
Consider the Galton-Watson branching process with immigration, {y(k) : k = 1, 2, · · · }, defined by and h(·) be the generating functions of ξ(k, j) and η(k), respectively. It is easy to see that {y(k)} is a discrete-time Markov chain with values in N and one-step transition matrix P (i, j) given by
For simplicity, we also call {y(k)} a GWI-process with parameters (g, h). Assume that the offspring mean m := g ′ (1) is finite. The cases m > 1, m = 1 and m < 1 are referred to respectively as supercritical, critical, and subcritical. A sequence of GWI-processes {y n (·)} with (g n , h n ) is said to be nearly critical if m n := g ′ n (1) converges to 1 as n tends to ∞. The estimation problem for the offspring and immigration parameters in the GWI-process has been extensively studied; see Heyde and Seneta [8, 9] , Wei and Winnicki [25] and the references therein. It is well known that the conditional least squares estimators (CLSE), first obtained by Klimko and Nelson [14] , can be used to estimate the offspring mean on the basis of the observing information on {y(k)}; see also [8] and [25] for other closely related estimators. In the non-critical case, the CLSE of the offspring mean is consistent and asymptotically normal (see [14] , [24, 25] ). However, it was shown by [22] and [24] that in the critical or nearly critical case the CLSE is not asymptotically normal. In fact, when the process is nearly critical and the offspring variance tends to a positive real number, Sriram [22] gave the weak convergence of GWI-processes to the branching diffusion with immigration. As a result, the above CLSE of the offspring mean has the asymptotic distribution which is expressed in terms of the limit process and the normalizing factor is n. Motivated by the similar statistical application, Ispány et al. [11] have recently obtained a fluctuation limit theorem for the nearly critical processes where the offspring variances tend to 0. Such limit is a time-inhomogeneous Ornstein-Uhlenbeck (OU) processes driven by a Wiener process. As a consequence, they proved the asymptotic normality of CLSE of the offspring mean with normalizing factor n 3/2 . Obviously, the asymptotic behavior of the CLSE in the critical or nearly critical case is closely related to the limit theorems of the GWI-processes.
The main objective of this paper is to give a general fluctuation limit theorem and its applications for processes that allow the offspring and immigration distributions to have infinite variances. Fluctuation limits for branching models with immigration have been investigated by Dawson and Li [4] , Ispány et al. [11] , Li [18] and Li and Ma [20] ; see also Dawson et al. [3] for the type of limits in the measure-valued setting. In the present paper, we shall consider a sequence of nearly critical GWI-processes {y n (·)} with (g n , h n ) satisfying a set of conditions similar to that of [18] . Let us define the sequence Y n (t) = y n ([nt]) and consider the rescaled centralized process Z n (·) = c −1 n (Y n (·) − E[Y n (·)]) with certain sequence of positive constants c n . It turns out that Z n (·) converges to a time-inhomogeneous OU type process driven by a spectrally positive Lévy process (Theorems 2.2). Based on this fluctuation limit, we show that non-degenerate limit laws still exist for the above CLSE estimates of means (Theorem 3.2). Of special interest is the case when the offspring and immigration distributions belong to the domain of attraction of a stable law with exponent α (1 < α ≤ 2). For simplicity, suppose that g n (s) = s + γ n (1 − s) α and h n (s) = s + ̟(1 − s) α , where 0 < γ, ̟ ≤ 1/α. Note that for 1 < α < 2, g n has infinite variance but its heavy-tailed effect weakens as n → ∞; for α = 2, the offspring variance is 2γ/n and tends to 0. Then Z n (·) with c n = n 1/α converges to a OU type process driven by a α-stable process (Corollary 2.3). As a consequence, the CLSE of the offspring mean is asymptotic to a α-stable distribution and the normalizing factor is n 2α−1 α (Corollary 3.1). As mentioned above, the estimation for the offspring mean in GWI-process have been systematically studied by [24, 25] , [22] and [11] , provided that the offspring variances are finite. Our results can be regarded as an attempt in the case when the above assumption fail to hold.
Another interesting case, related to our limit theorem, is that the offspring variances are finite and tend to 0, but the offspring distributions do not satisfy the Lindeberg conditions required in [11] . Then the resulting fluctuation limit Z(·) is a OU type process with positive jumps instead of OU diffusion (Corollary 2.2). In this case, it is also possible to consider the CLSE estimates for the offspring and immigration variances. We show that the CLSE of the offspring variance is consistent and its asymptotic distribution (with normalizing factor n) is expressed in terms of the jumps of Z(·), while the CLSE of the immigration variance is not consistent (Theorme 3.3). However, if we return to the case of [11] (see also Example 2.1), the above asymptotic distribution is degenerate to 0 and the above immigration variance estimator becomes consistent (Remark 3.1). Hence, in this case, by adding certain conditions on fourth moments we further prove that these estimators of the offspring and immigration variances are asymptotically normal with the normalizing factors n 3/2 and n 1/2 , respectively (Theorem 3.4). This result also contrasts with the critical-mean and positive-variance case of Winnicki [26] , in which the CLSE of the offspring variance is not asymptotically normal, although it has another limit law with the normalizing factor n 1/2 .
The remainder of this paper is organized as follows. The main limit theorems and some examples will be given in section 2. In Section 3 we obtain some asymptotic estimates for the statistics of the GWI-process, as applications of our limit theorems. Section 4 is devoted to the proofs of Theorem 2.1-2.2 and Theorem 3.1-3.4.
−→ " denote the convergence of random variables in probability and convergence in distribution, respectively. We also make the convention that 
Limit theorems and examples
Let us consider a sequence of GWI-processes y n (·) with parameters (g n , h n ). A realization of y n (·) is defined by
where {ξ n (k, j)} and {η n (k)} are given as in (1.1), but depend on the index n. Also, g n and h n are the generating functions of ξ n (k, j) and η n (k). Now introduce the sequence
where [nt] denotes the integer-part of nt, and Y ′ n (t) :=
[nt] k=1 η n (k). We first prove a limit theorem for the sequence (Y n (·), Y ′ n (·)). Such theorem is the modification of Theorem 2.1 in [19] . Let {b n } be a sequence of positive numbers such that b n → ∞ as n → ∞. For 0 ≤ λ ≤ b n , set
and
Consider the following set of conditions:
(A) The sequence {R n } is uniformly Lipschitz on each bounded interval and converges to a continuous function as n → ∞;
(B) The sequence {F n } converges to a continuous function as n → ∞.
Lemma 2.1 Under condition (A), the limit function R of {R n } has representation
4)
where c ∈ R, θ ≥ 0, and Λ 1 (du) is a σ-finite measure on (0, ∞) with
Lemma 2.2 Under condition (B), the limit function F of {F n } has representation
where d ≥ 0, and Λ 2 (dz) is a σ-finite measure on (0, ∞) with 
with initial value (0, 0) and transition semigroup (P t ) t≥0 given by 6) where x = (x 1 , x 2 ) ∈ R 2 + , z = (z 1 , z 2 ) ∈ R 2 + and ψ t (z 1 ) is the unique solution of [7] for a similar consideration.
Consider a sequence of GWI-processes with (g n , h n ) given by
where X(t) is a spectrally positive α-stable Lévy process with Laplace exponent R(λ) = −γλ α , and Y ′ (t) is a (α − 1)-stable subordinator with Laplace exponent F (λ) = ̟λ α−1 , independent of X.
Remark 2.2 Sometimes the above process can be regarded as the branching process conditioned on not being extinct in the distant future, or Q-process; see Lambert [16] . The pathwise uniqueness for the type of SDE (2.9) has recently been proved by Fu and Li [6] .
Proof of Corollary 2.1 Without loss of generality, consider
There exists x 0 > 0 such that q − ε < q(x) < q + ε and |ǫ(x)| < ε, if x > x 0 . Note that b n /λ ≥ b n for 0 < λ < 1 and choose sufficiently large n, we have
Then, by the above inequality and (2.8), sup n |R ′ n (λ)| is bounded in λ ∈ (0, 1]. Note that R ′ n (0) = 0 and thus (A) holds. Also, it is not hard to see that lim n→∞ F n (λ) = ̟λ α−1 . By Theorem 2.1, the limit process (Y (·), Y ′ (·)) is defined by (2.6) and (2.7) with R(λ) = −γλ α and F (λ) = ̟λ α−1 . By [6] , (Y (·), Y ′ (·)) is the unique solution of the above stochastic equation system. Now we turn to study the fluctuation limit for the sequence Y n (·). Assume that m n = g ′ n (1) and ω n = h ′ n (1) are finite. Let {c n } be a sequence of positive numbers. Set
for 0 ≤ λ ≤ c n . We will need the following conditions:
(C) n/c n → ∞ and n/c 2 n → γ 0 as n → ∞, for some γ 0 ≥ 0; (D1) n(m n − 1) → a as n → ∞, for some a ∈ R;
(D2) The sequence {G n } is uniformly Lipschitz on each bounded interval and converges to a continuous function as n → ∞;
(E1) ω n → ω as n → ∞, for some ω ≥ 0;
(E2) The sequence {H n } is uniformly Lipschitz on each bounded interval and converges to a continuous function as n → ∞.
Lemma 2.3
Under conditions (C) and (D1,2), the limit function G of {G n } has representation 12) where β 1 ∈ R, σ 1 ≥ 0 and 2σ 1 ≥ aγ 0 , and µ(du) is a σ-finite measure on (0, ∞) with
Lemma 2.4 Under conditions (C) and (E1,2), the limit function H of {H n } has representation
where β 2 ∈ R, σ 2 ≥ 0 and 2σ 2 + ωγ 0 ≥ ω 2 γ 0 , and ν(du) is a σ-finite measure on (0, ∞) with
By the above representations, ̺(s) ≥ 0 for s ≥ 0. We actually obtain a set of parameters (β 1 , β 2 , ̺(·), φ(·), µ, ν) which will be used to characterizes our limit processes. Let Z n (·) be defined by
Our main result of this paper is the following fluctuation limit theorem.
Theorem 2.2 Suppose that conditions (C), (D1,2) and (E1,2) are satisfied. Let B(t) be a onedimensional Brownian motion, N 0 (ds, du) be a Poisson random measure on (0, ∞) × R + with intensity dsν(du) and N 1 (ds, du, dζ) be a Poisson random measure on (0, ∞) × R + × (0, ∞) with intensity dsµ(du)dζ. Suppose that B, N 0 and N 1 are independent of each other. Then Z n (·) converges in distribution on D([0, ∞), R) to a time-inhomogeneous OU type process Z(·), which can be constructed as the unique solution of the following stochastic equation
Remark 2.3 The conditions of Theorem 2.2 imply that Y n (t)/n converges weakly to the deterministic function φ(t) = ω t 0 e as ds. In fact, consider R n in (2.2) and F n in (2.3) with b n = n. Note that R n (λ) = G n (c n λ/n) + n(m n − 1)λ. Then by conditions (C), (D1,2) and Lemma 2.1, R ′ n (λ) is uniformly bounded in each bounced interval and lim n→∞ R n (λ) = aλ. In a similar way, we also have lim n→∞ F n (λ) = ωλ. The above weak convergence result follows from Theorem 2.1. Corollary 2.2 Let {y n (k)} be defined as in the beginning of this section. In addition to conditions (D1) and (E1), we assume that π n = var ξ n (1, 1) < ∞, r n = var η n (1) < ∞, and the following conditions hold:
√ n ∈ · } converges weakly to a finite measure denoted byμ(·), as n → ∞;
Let Z n (·) be defined by (2.14) with
to a OU type process Z(·) whose Lévy measure has finite second moment, i.e.
where ̺(s) =ν({0}) +μ({0})φ(s) and similarly φ(s) = ω s 0 e au du. B, N 0 and N 1 are defined as in (2.15), but the corresponding intensities of N 0 and N 1 are given by dsν(du) and dsµ(du)dζ with
Proof. By Theorem 2.2, it suffices to check (D2) and (E2) are satisfied. First it follows from (a.1,2) thatμ(·) andν(·) are supported by [0, ∞). Consider G n (λ) in (2.10) with c n = √ n. Without loss of generality, we restrict ourselves to λ ∈ [0, 1]. Making a Taylor expansion of g n about 1, we have
Fix s, λ ∈ (0, 1] and choose sufficiently large n such that 0 < sλ/ √ n ≤ 1/2. We have that
By conditions (D1), (E1) and (a.1), it is easy to see that ng
It follows in a similar way that (E2) also holds and
Example 2.1 ([11, Theorem 2.2]) Assume that (D1), (E1) and the following conditions hold:
(b.1) nπ n → π and r n → r as n → ∞ for some π ≥ 0 and r ≥ 0,
In this case, we see that conditions (a.1,2) are satisfied withμ(du) = πδ 0 (du) andν(du) = rδ 0 (du) (δ x (du) denote the dirac measure at u = x). Then we still have the above limit theorem, and the fluctuation limit process Z(·) is given by
where ̺(t) = r + πφ(t), and B(t) is a one-dimensional Brownian motion.
Example 2.2 Suppose that P(ξ n (1, 1) = [ √ n ]) = 1/n 2 and P(ξ n (1, 1) = 1) = 1 − 1/n 2 , while P(η n (1) = [ √ n ]) = 1/n and P(η n (1) = 1) = 1 − 1/n. We see that n(m n − 1) → 0, ω n → 1 and (a.1,2) are satisfied withμ(du) =ν(du) = δ 1 (du). Another example is as follows. Suppose that µ(du) is any non-degenerate finite measure on (0, ∞). For large enough n, let
, and
Let ξ n (1, 1) have the distribution corresponding to g n (·). Note that {u>1/n 1/4 } uµ(du)/ √ n → 0 and µ((1/n 1/4 , ∞))/n → 0. Then it is not hard to see that n(m n − 1) → 0 and condition (a.1) is fulfilled withμ(du). η n (1) can be constructed in a similar way.
where 1 < α ≤ 2, γ > 0, ̟ > 0. m n and ω n satisfy conditions (D1) and (E1). Let Z n (·) be defined by (2.14) with c n satisfying
where ̺ 1 (t) = ̟ + γφ(t), φ(t) = ω t 0 e au du, and X(t) is a spectrally positive α-stable Lévy process with Laplace exponent −λ α .
, and thus lim n→∞ G n (λ) = −γλ α . For λ = 0, the limit is trivial. Furthermore we have sup n |G ′ n (λ)| is bounded in λ ∈ (0, 1] as in the proof of Corollary 2.1. Note that G ′ n (0) = 0 and thus (D2) holds. It follows in a similar way that (E2) also holds and lim n→∞ H n (λ) = −̟λ α . By Theorem 2.2, the limit process Z(·) is described by (2.15) with
Then X(·) is a martingale. By Itô's formula, it is not hard to show that X(·) is a one-sided α-stable process with Laplace exponent −λ α . Thus we have (2.19) by (2.20) and (2.15).
Asymptotic results for estimators
In this section, we consider the statistical applications of our limit theorems as in [22, 11] . For n ∈ N, suppose that a sequence of samples {(y n (k), η n (k)), k = 1, 2, · · · , n} is available. Then a natural estimator of the offspring mean m n is given by
Using Theorem 2.1, we can derive the following asymptotic result form n .
Theorem 3.1 If the conditions of Theorem 2.1 are fulfilled with F (λ) being a unbounded function, and
where Y (t) and Y ′ (t) are defined in Theorem 2.1.
Obviously, the above theorem applies to the case of Corollary 2.1. Compared with the result of [22, Corollary 3.1] , this implies that the heavy-tailed stable distributions of offspring and immigration variables do not affect the rate of convergence ofm n in the critical GWI-process.
We are also interested in the case when the conditions of Theorem 2.2 are satisfied. Then Y n (·)/n converges weakly to the deterministic function φ(t) = ω t 0 e as ds, which implies only that n(m n − m n ) p −→ 0 by Theorem 3.1. Thus we further consider the applications of our fluctuation limit theorem, related to the CLSE of the offspring mean m n based on only the information on {y n (k)} as follows. For n, k ≥ 1 let F n k denote the σ-algebra generated by {y n (j),
If we assume that the immigration mean ω n is known, then the CLSEm n of m n , based on (3.2), is given bym
If ω n is unknown, it is not hard to see that the joint CLSE (m n ,ω n ) of (m n , ω n ) is given bỹ
where
Using Theorem 2.2, we can derive the following asymptotic result form n ,m n , andω n , which generalizes the result of [11, Theorem 3.1].
Theorem 3.2 If the conditions of Theorem 2.2 are fulfilled with ω > 0, then
where φ(t) = ω t 0 e as ds, Z(t) is defined by (2.15), M (t) = Z(t)− t 0 aZ(s)ds and it can be regarded as a deterministically-time-changed Lévy process. Furthermore,
where 1 < α ≤ 2, c n is given by (2.18), φ(t), ̺ 1 (t) and X(t) are given in (2.19) . It is easy to see that U has a α-stable distribution and its Laplace transform equals
Finally we turn to the case when the conditions of Corollary 2.2 are satisfied. In this case, it is possible to consider the CLSE estimates for the offspring and immigration variances π n and r n .
As in [26] , if we suppose that m n and ω n are known, then the joint CLSE (π n ,r n ) of (π n , r n ), based on (3.7), is given bŷ
where y * n is defined by (3.3) . If m n and ω n are unknown, we can useû n (k) = y n (k)−m n y n (k −1)− ω n instead of u n (k) in (3.8) and we get another joint CLSE denoted by (π n ,r n ). Using Theorem 2.2 again, we have the following asymptotic result for the above estimators, where the jumps of the fluctuation limit obviously play an important role. 
where φ(t) = ω t 0 e as ds, and J(t) is a martingale defined by
HereÑ 0 andÑ 1 are the compensated Poisson random measures given in (2.16). Moreover, (3.9) still holds ifπ n andr n are replaced byπ n andr n .
Remark 3.1 N 0 and N 1 are the Poisson random measures given in (2.16) with intensities dsν(du) and dsµ(du)dζ, and
Let the limiting random vector in (3.9) be denoted by (U 1 , U 2 ) T . It is not hard to see that if .3) ), then the resulting fluctuation limit Z(·) is a OU type process with positive jumps (see (2.16)). Thus, in this case,π n has the limit law U 1 with normalizing factor n, andr n is not a consistent estimator. However, if we return to the case of [11] (see Example 2.1), which implies that Lindeberg conditions are satisfied and the resulting fluctuation limit Z(·) is a OU diffusion process without jumps (see (2.17)), then n(π n − π n ) p → 0 andr n − r n p → 0. In this case, to get the appropriate rates of convergence forπ n andr n , we give the following theorem. 
, where
Then we have
Furthermore, (3.11) still holds ifπ n andr n are replaced byπ n andr n , respectively. 
Proof of main results
Proof of Theorem 2.1 For the proofs of Lemma 2.1 and 2.2, we can follow the proof of Lemma 2.3 or apply directly [17, Corollary 1,2]. So we skip them. Now the limit functions R and F have representations (2.4) and (2.5). Fix 0 ≤ λ ≤ M for any constant M > 0. Let λ n = b n (1 − e −λ/bn ) and we have λ n → λ. It follows from condition (A) that |R n (λ n ) − R n (λ)| ≤ k(M )|λ n − λ|, where k(M ) > 0 is a constant, and that lim n→∞ R n (λ n ) = R(λ). By condition (B) and the fact that F n is a nondecreasing function on λ ∈ [0, M ] for sufficiently large n, we have F n → F locally uniformly.
, l ∈ N} is a Markov chain with state spaceÊ n := {(i/b n , j/b n ) : (i, j) ∈ N 2 } and the (discrete) generator A n of {(Y n (t), Y ′ n (t)), t ≥ 0} is given by
where x ∈Ê n , z = (z 1 , z 2 ) ≫ 0, α n (z) = e z 1 /bn g n (e −z 1 /bn ) − 1 −1 ln e z 1 /bn g n (e −z 1 /bn ) , and
On the other hand, let A be the infinitesimal generator of (Y (·), Y ′ (·)). For z ≫ 0 and x ∈ R 2 + ,
We need to prove that lim n→∞ sup x∈Ên |A n e − z,x −Ae − z,x | = 0. Let us write f ∈ C * (R) if f is a bounded continuous function from R to R satisfying f (x) = o(x 2 ) when x → 0. Let Γ = [−1, ∞) and Γ n = {(i−1)/c n : i ∈ N}. Let µ n be the distribution of ξn(1,1)−1 cn . Then for sufficiently large n, µ n is a probability measure on Γ supported by Γ n .
Proof of Lemma 2.3 (sketch) Set S n (λ) = n 2 e −λ/cn 1 − (m n − 1)λ/c n − g n e −λ/cn and it follows from mean-value theorem that
where 1 − λ/c n ≤ ϑ n ≤ e −λ/cn . Under condition (D2), the sequence |G ′ n (λ)| = n 2 |g ′ n (1 − λ/c n ) − m n | c n is uniformly bounded on each bounded interval [0, c] for c ≥ 0 and thus the sequence n 2 |g ′ n (ϑ n ) − m n | c n is also uniformly bounded. By (C), (D1) and (D2), we have S n (λ) → G(λ) + 1 2 aγ 0 , as n → ∞. To get (2.12), it is enough to consider the limit representation of S n . Note that
We can use Venttsel's classical method (see [23] ) to prove it. More precisely, by modifying slightly the proofs of Proposition 2.1 and 3.1 in [20] , we can show that there exist some constantsβ 1 ∈ R, σ 1 ≥ 0, and a σ-finite measure µ defined as in (2.12) such that
Note that e −λx − 1 + λχ(x) − 1 2 λ 2 χ 2 (x) ∈ C * (Γ) as a function of x ∈ Γ for fixed λ ≥ 0. The above results imply that the limit function of S n has a Lévy-Khintchine type representation. Let σ 1 =σ 1 + 1 2 aγ 0 and let β 1 =β 1 + ∞ 0 (u − χ(u))µ(du). Then we have (2.12). But we still need to verify σ 1 ≥ 0. It follows from (a.1), (C) and (D1) that
which tends to aγ 0 as n → ∞. Let E be the set of ε > 0 for which µ(|u| = ε) = 0. By (4.2), (ii) and (iii), we obtain
The support of µ n is Γ n and for large enough n, χ 2 (u) + χ(u) c n ≥ 0 if u ∈ Γ n . Thus σ 1 ≥ 0.
LetΓ n = {i/c n : i ∈ N} and let ν n be the distribution of ηn (1) cn . Then ν n is a probability measure on [0, ∞) supported byΓ n . (E2), (2.13) holds. As n → ∞, we also have
Lemma 4.1 Under conditions (C), (E1) and
Proof. This lemma is proved with the same method as Lemma 2.3. But we need to prove that 2σ 2 + ωγ 0 ≥ ω 2 γ 0 . Letâ n = ∞ 0 χ(u)ν n (du) and letÊ be the set of ε > 0 for which ν(u = ε) = 0. By (C), (E1), (i) and (ii), it is not hard to show that
For large enough n, χ 2 (u) − χ(u) c n ≥ 0 if u ∈Γ n . Then we are finished. 
, and K is a positive constant defined as in (4.9).
Proof. Note that (2.1) can be rewritten into the following form:
, and W n (l) = l k=1 w n (k). letF n k denote the σ-algebra generated by {(w n (j), y n (j)),
) is a square integrable martingale, and the quadratic variation is
k=1 w 2 n (k). On the other hand, it follows from conditions (D1) and (E1) that
n duds, (4.6) which tends to ω t 0 s 0 e au duds, as n → ∞. Then applying Doob's inequality to martingale terms in (4.5), we have for sufficiently large n,
By (i), (ii), (C), (D1) and (E1), we obtain nc n Γ χ(u)µ n (du) → a and then (4.3) holds. By (4.5), the sequence Z n (·) are given by
Letη n (k) = η n (k)/c n . By Doob's inequality, it is not hard to see that for sufficiently large n,
By Gronwall's inequality and standard stopping argument, (i), (ii), (C), (D1) and Lemma 4.1 implies
where K = sup n n 2
Proof. By Lemma 4.2, C(t) := 1 + lim sup n→∞ 1 n E sup 0≤s≤t Y n (s) + E sup 0≤s≤t |Z n (s)| is a locally bounded function of t ≥ 0. Then Z n (t) is a tight sequence of random variables for every t ≥ 0. Now let {τ n } be a sequence of stopping times bounded by T and let {δ n } be a sequence of positive constants such that δ n → 0 as n → 0. By Doob's Optional Sampling Theorem, we obtain as in the calculations in (4.8) that for sufficiently large n,
by the criterion of Aldous [1] . It is easy to see that φ n (t) converges to φ(t) := ω 
Let Z(·) be any limit point of Z n (·). Without loss of generality, by Skorokhod's theorem, we can assume that on some Skorokhod's space (Ω, F,
is a complex-valued local F t -martingale. Here i 2 = −1 and
where G and H are defined by (2.12) and (2.13), respectively.
Proof. Define the stopping times
, and analogously φ b (t), φ b n (t). It follows from [12, Proposition 2.11, P.305] that for all but countably many b,
In fact, since 0 ≤ τ b n (t + ε) − τ b n (t) ≤ ε for any t ≥ 0, the criterion of Aldous yields tightness for {τ a n (·), n ≥ 1}. On the other hand, {Z n (
is also a complex-valued martingale. It follows from the proof of Lemma 2.3 and Lemma 4.1 that
as n → ∞. Then we have for sufficiently large n,
Note that n 2 |I 1,n (λ)| ≤ n(e iλ/cn g n (e iλ/cn ) − 1) 2 → 0 and n|I 2,n (λ)| → 0. By (i)-(iii), Lemma 4.1, (4.13) and (4.14), it is not hard to show that n(A n (x 1 , x 2 , λ) − 1) → A(x 1 , x 2 , λ) locally uniformly on (x 1 , x 2 ) ∈ R × R + for fixed λ. As in Ethier and Kurtz [5, Problem 26 , P153], we obtain that 
where the bound holds uniformly in n. Then for almost t ≤ T ,
It follows from (4.10) and [12, Theorem 2.42 ] that Z(·) is a semimartingale and it admits the canonical representation Proof. Define the measure ρ(du, dζ) = µ(du)ι(dζ) + ν(du)δ 0 (dζ), where ι(dζ) is the Lebesgue measure on (0, ∞) and δ 0 (dζ) is the Dirac measure at ζ = 0. By Ikeda and Watanabe [10, P.84 and P.93], there exists a standard extension of (Ω, F, F t , P ) supporting a one-dimensional Brownian motion and a Poisson random measure N (dt, du, dζ) on (0, ∞)×R 2 + with intensity dsρ(du, dζ) such that dZ c (t) = ̺(t)dB(t), and 17) for any
Then we see that Z(·) is a solution of (2.15). 
Then we have (3.1) by the continuous mapping theorem. Since F is not bounded, the immigration process Y ′ (·) is neither a compound Poisson process or a zero process. This implies that P (Y (t) = 0 for all t ∈ [0, 1]) = 0.
Proof. It follows from (2.1) and (3.2) that
We obtain that E[
as in the calculations in (4.8) . Condition (C) implies that I i,n p −→ 0 as n → ∞ for i = 1, 2. From (C), Remark 2.3, and (a.1) in the proof of Lemma 2.3, the third term in (4.19) converges in probability to 0 as n → ∞. As in the above proof, we also have that the last three terms converge in probability to 0. Thus (4.19) implies (4.18).
Proof of Theorem 3.2 First consider the equation (2.15) . We obtain as in the calculation in (4.8) and (4.10) that for 0 ≤ s ≤ t, 
Then D 1 (n) can be rewritten as
Note that M n (t) = Z n (t) − 
as n → ∞. Then it follows from (C) and Lemma 4.6 that
Hence we obtain (3.5). In a similar way, we also have (3.6).
Proof of Theorem 3.3 Under the conditions of Corollary 2.2, Z n (·) is defined by (2.14) with c n = √ n, and then M n (t) =
[nt] k=1 u n (k)/ √ n. By Corollary 2.2 and the proof of Theorem 3.2, we 
On the other hand, letV n (t) := V n (t)/n.
Still note that Y n (·)/n converges weakly to φ(·) on D([0, ∞), R + ), and φ(·) is a deterministic continuous function. By (4.24) and the continuous mapping theorem, (Z n (·),V n (·)) converges weakly to (Z(·),
By Itô's formula, J(t) has also the form (3.10).V n (t) is also a finite variation process. Denote its finite variation by t 0 |dV n (s)|. Then for t ≥ 0 and sufficiently large n, E t 0 |dV n (s)| ≤ 2μ(R + ) t 0 φ(s)ds + 2ν(R + )t + 1. By [15] again, t 0 Y n (s−)/n dV n (s) converges weakly to 25) andr n − r n =V n (1) − (π n − π n ) 1 0 Y n (s)ds. Note that J(t) and t 0 φ(s)dJ(s) are stochastically continuous. By the continuous mapping theorem, we have (3.9). We write
+2(ω n − ω n )u n (k) − 2(m n − m n )(ω n − ω n )y n (k − 1).
As in the proof of (4.25), also by Theorem 3.2, we have (3.9) holds forπ n andr n .
By the proof of Theorem 3.3, we see thatV n (t) := V n (t)/n converges weakly to J(·) on D([0, ∞), R), where J(t) is defined by (3.10) . However when we turn to the case of Example 2.1, J(t) is degenerate to 0. Then in this case, we need the following lemma. We have that v n (k) = A n,k + B n,k + C n,k + D n,k , where
Note that for any pair of random variablesX andȲ , E (X+Ȳ ) 2 1 {|X+Ȳ |>ε} ≤ 4 E X 2 1 {|X|>ε/2} + E Ȳ 2 1 {|Ȳ |>ε/2} . Thus it suffices to show that (4.26) with v n (k) replaced by A n,k , B n,k , C n,k , and D n,k . Let ξ ′ n (k, i) = (ξ n (k, i) − m n ) 2 − π n . As in the proof of [11, Theorem 2.2], we obtain 1 n For large enough n, π n ≤ √ nε/2, and
+2(π n a 4,n + 2π Thus, for any t ≥ 0,
n (k)|F n k−1 ], which converges in probability to 0 by (4.27). In a similar way, we can also prove that (4.26) holds with v n (k) replaced by B n,k . 
