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Lu¨hikokkuvo˜te. Bakalaureuseto¨o¨ eesma¨rkideks on kirjeldada statistiliselt koon-
duvate ja I-koonduvate jadade omadusi ning vo˜rrelda jadade statistilist koondu-
vust nende C-summeeruvusega. Leitakse tarvilik ja piisav tingimus jadade statis-
tiliseks koondumiseks ja na¨idatakse, et ko˜igi to˜kestatud statistiliselt koonduvate
jadade ruum on kinnine alamruum ko˜igi to˜kestatud jadade Banachi ruumis. Sa-
muti uuritakse funktsioonide pidevust C -summeeruvuse ja statistilise koonduvuse
suhtes. Esitatakse I-koonduvuse ja I∗-koonduvuse mo˜isted ja leitakse tingimus,
mille korral need langevad kokku.
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duvus.
Statistical convergence of number sequences
Bachelor’s thesis
Diana-Katry Kornis
Abstract. The purpose of this bachelor’s thesis is to describe convergent and
I-convergent sequences’ properties and to compare statistical convergence with C -
summability. We find necessary and sufficient condition for statistical convergence
and show that the space of all bounded statistically convergent sequences is a closed
subspace of all bounded sequences’ Banach space. Also we explore the continuity
of functions through C -summability and statistical convergence. We formulate the
concepts of I-convergence and I∗-convergence and find a condition, in which case
they coincide.
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Sissejuhatus
Jadade statistilise koonduvuse defineerimisel on aluseks hulga asu¨mptootilise
tiheduse mo˜iste. Kui hulga A ⊂ N puhul eksisteerib lo˜plik piirva¨a¨rtus
δ(A) := lim
n→∞
1
n
n∑
k=1
χA(k),
kus
χA(x) :=
{
1, kui x ∈ A,
0, kui x ∈ N \ A,
on hulga A karakteristlik funktsioon, siis arvu δ(A) nimetatakse hulga A asu¨mptoo-
tiliseks tiheduseks. O¨eldakse, et arvjada (xk) koondub statistiliselt arvuks a (kir-
jutatakse st- lim
k→∞
xk = a), kui iga ε > 0 korral δ(A(ε)) = 0, kus
A(ε) := { k ∈ N | |xk − a| ≥ ε }.
Statistilise koonduvuse mo˜iste defineeris H. Fast [3] 1951. aastal, 1959. aastal
kirjeldas I. J. Schoenberg [8] statistiliselt koonduvate jadade mo˜ningaid omadusi.
Selle valdkonna to˜sisemad uurimused saavad alguse T. Sˇala´ti artiklist [9] ja J.
A. Fridy to¨o¨st [4], mis ilmusid vastavalt aastatel 1980 ja 1985. T. Sˇala´t to˜estas,
et st- lim
k→∞
xk = a parajasti siis, kui jada (xk) sisaldab sellise arvuks a koonduva
osajada (xki), mille korral δ({ ki | i ∈ N }) = 1. J. A. Fridy to˜estas statistiliselt
koonduvate jadade Cauchy kriteeriumi.
Osutub, et ko˜igi selliste hulkade A ⊂ N hulk R0, mille korral δ(A) = 0, on
ideaal. Seejuures st- lim
k→∞
xk = a parajasti siis, kui A(ε) ∈ R0 iga ε > 0 kor-
ral. See asjaolu oli la¨htekohaks I-koonduvuse mo˜iste defineerimisele P. Kostyr-
ko, T. Sˇala´ti ja M. Mac˘aji ka¨sikirjalises to¨o¨s [6] ning P. Kostyrko, T. Sˇala´ti ja
W. Wilczyn´ski to¨o¨s [7] (2000/2001). O¨eldakse, et mittetriviaalse ideaali I puhul
reaalarvude jada (xk) on I-koonduv arvuks a (kirjutame I- lim
k→∞
xk = a), kui iga
ε > 0 korral A(ε) ∈ I. La¨htuvalt eelpool mainitud T. Sˇala´ti teoreemist defineeri-
takse I∗-koonduvuse mo˜iste ja¨rgmiselt: I∗- lim
k→∞
xk = a, kui leidub selline M ∈ I,
et lim
k→∞
k∈N\M
xk = a. Autorid leidsid piisava ja tarviliku tingimuse selleks, et I∗- ja
I-koonduvus langeksid kokku.
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Ka¨esoleva bakalaureuseto¨o¨ u¨heks eesma¨rgiks on (vo˜rdluses tavaliste koonduvate
jadadega) kirjeldada u¨ksikasjalikult statistiliselt koonduvate jadade omadusi. Tei-
seks eesma¨rgiks on vo˜rrelda jadade statistilist koonduvust nende C-summeeruvu-
sega. Teatavasti defineeritakse jada (xk) C-piirva¨a¨rtus (ehk Cesa`ro-piirva¨a¨rtus)
seosega
C- lim
n→∞
xn := lim
n→∞
1
n
n∑
k=1
xk.
Pidades silmas matemaatilise analu¨u¨si po˜hikursusest tuntud pidevuse Heine kri-
teeriumit, mille kohaselt funktsioon f : R → R on punktis a pidev parajasti siis,
kui
lim
k→∞
xk = a ⇒ lim
k→∞
f(xk) = f(a),
pu¨stitatakse ku¨simus funktsioonidest, mille puhul see implikatsioon kehtib vasta-
valt statistilise koonduvuse ja C-summeeruvuse korral.
Kolmas eesma¨rk on kirjeldada I-koonduvate jadade omadusi vo˜rdluses statis-
tiliselt koonduvate jadadega.
Ka¨esolev bakalaureuseto¨o¨ koosneb kahest peatu¨kist. Esimese peatu¨ki kaks esi-
mest alapeatu¨kki on sissejuhatavat laadi. Neist esimeses tuletatakse meelde edaspi-
dises to¨o¨s vajalikud mo˜isted ja tulemused, mis on tuttavad matemaatilise analu¨u¨si
ja funktsionaalanalu¨u¨si po˜hikursustest, ning teises tutvustatakse naturaalarvude
hulga asu¨mptootilise tiheduse mo˜istet ja selle omadusi.
Kolmandas alapeatu¨kis defineeritakse jadade statistiline koonduvus ja veendu-
takse, et koonduv jada on statistiliselt koonduv. Antakse u¨ksikasjalik to˜estus T.
Sˇala´ti eelpool mainitud teoreemile tarvilikust ja piisavast tingimusest jadade sta-
tistiliseks koondumiseks ning esitatakse sellest tulenevad ja¨reldused. Alapeatu¨ki
kirjutamisel olid aluseks J. A. Fridy ja T. Sˇala´ti to¨o¨d [4] ja [9].
Neljanda alapeatu¨ki kirjutamisel on kasutatud E. Kaya, M. Kucukaslani ja R.
Wagneri artiklit [5] ning I. J. Schoenbergi uurimust [8]. Esitatakse statistiliselt
koonduvate jadade omadused, nende hulgas statistilise piirva¨a¨rtuse u¨hesus, te-
hetega seotud omadused, Bolzano-Weierstrassi teoreem, monotoonsuseprintsiip ja
teised. Alapeatu¨ki lo˜pus to˜estatakse, et ko˜igi to˜kestatud statistiliselt koonduvate
jadade ruum on Banachi ruum. See tulemus on pa¨rit T. Sˇala´ti artiklist [9].
Teine peatu¨kk tegeleb statistilisest koonduvusest la¨htuvate probleemiasetuste
ja u¨ldistustega. Esimeses alapeatu¨kis na¨idatakse, et to˜kestatud statistiliselt koon-
duv jada on C-summeeruv ning tuuakse na¨ited selle va¨ite mittepo¨o¨ratavusest ja
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tema mittekehtivusest to˜kestatuse eelduse puudumise korral. La¨htutud on I. J.
Schoenbergi artiklist [8].
Teise alapeatu¨ki kirjutamisel on vo˜etud aluseks R. C. Bucki lahendusidee [1],
J. Connori ja K.-G. Grosse-Erdmanni to¨o¨ [2] ning I. J. Schoenbergi artikkel [8].
Uuritakse funktsioonide pidevust C-summeeruvuse ja statistilise koonduvuse suh-
tes. Veendutakse, et funktsioon on C-pidev parajasti siis, kui ta on lineaarne, ja
funktsioon on st-lim-pidev parajasti siis, kui ta on pidev.
Kolmas alapeatu¨kk po˜hineb P. Kostyrko, T. Sˇala´ti ja W. Wilczyn´ski artiklil
[7] ning P. Kostyrko, T. Sˇala´ti ja M. Mac˘aji ka¨sikirjalisel to¨o¨l [6]. Uuritakse I-
koonduvuse omadusi ja esitatakse mo˜ningad na¨ited I-koonduvuse erijuhtudest.
La¨htudes eelpool mainitud Sˇala´ti teoreemist jadade statistilisest koonduvusest,
defineeritakse I∗-koonduvus ja to˜estatakse, et I∗-koonduv jada on I-koonduv.
Leitakse tarvilik ja piisav tingimus selleks, et I∗-koonduvus ja I-koonduvus lan-
geksid kokku.
Ka¨esolev bakalaureuseto¨o¨ on referatiivne.
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1 Statistiliselt koonduvad jadad ja nende oma-
dused
1.1 Kasutatavad mo˜isted ja tulemused
Selles alapeatu¨kis loetleme edaspidi kasutatavaid mo˜isteid ja tulemusi, mis on
tuntud matemaatilise analu¨u¨si ja funktsionaalanalu¨u¨si po˜hikursustest. Me ta¨hista-
me ka¨esolevas to¨o¨s ta¨hega N ko˜igi naturaalarvude, s.t N := {1, 2, 3, . . .}, ta¨hega
R ko˜igi reaalarvude, ta¨hega Z ko˜igi ta¨isarvude ja ta¨hega Q ko˜igi ratsionaalarvude
hulka, s.t Q := { m
n
| m ∈ Z, n ∈ N }.
Definitsioon 1.1. O¨eldakse, et arvjada (xk) koondub arvuks a, kui iga ε > 0 jaoks
leidub selline N ∈ N, et |xk − a| < ε ko˜ikide k ≥ N korral, ehk
∀ε > 0 ∃N ∈ N : k ≥ N ⇒ |xk − a| < ε.
Sel juhul kirjutame xk → a vo˜i lim
k→∞
xk = a. Arvu a nimetatakse jada (xk)
piirva¨a¨rtuseks.
Lause 1.2 (piirva¨a¨rtuse u¨hesus). Koonduva jada piirva¨a¨rtus on u¨heselt ma¨a¨ratud:
kui lim
k→∞
xk = a ja lim
k→∞
xk = b, siis a = b.
Lause 1.3 (keskmise muutuja omadus). Kui lim
k→∞
xk = lim
k→∞
yk = a ning leidub
N ∈ N nii, et xk ≤ zk ≤ yk ko˜ikide k ≥ N korral, siis lim
k→∞
zk = a.
Lause 1.4. Kui lim
k→∞
xk = a ja lim
k→∞
yk = b ning leidub N ∈ N nii, et xk ≤ yk
ko˜ikide k ≥ N korral, siis a ≤ b.
Lause 1.5 (piirva¨a¨rtuse tehetega seotud omadused). Kui lim
k→∞
xk = a ja
lim
k→∞
yk = b, siis
1) lim
k→∞
(xk + yk) = a+ b,
2) lim
k→∞
xkyk = ab,
3) lim
k→∞
λxk = λa iga λ ∈ R korral,
4) lim
k→∞
xk
yk
=
a
b
, kui b 6= 0.
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Definitsioon 1.6. O¨eldakse, et jada (xk) on to˜kestatud, kui leidub selline M > 0,
et
|xk| ≤M iga k ∈ N korral.
Lause 1.7. Kui lim
k→∞
xk = 0 ja jada (yk) on to˜kestatud, siis lim
k→∞
xkyk = 0.
Lause 1.8 (Bolzano-Weierstrassi teoreem). Iga to˜kestatud jada sisaldab koon-
duva osajada.
Definitsioon 1.9. O¨eldakse, et jada (xk) on
1) kasvav, kui xk ≥ xk−1 iga k ∈ N korral,
2) kahanev, kui xk ≤ xk−1 iga k ∈ N korral.
Jada (xk) nimetatakse monotoonseks, kui ta on kas kasvav vo˜i kahanev.
Lause 1.10 (monotoonsusprintsiip). Monotoonne jada on koonduv parajasti
siis, kui ta on to˜kestatud.
Definitsioon 1.11. O¨eldakse, et jada (xk) on Cauchy jada, kui iga ε > 0 korral
leidub selline N ∈ N, et
|xk − xl| < ε ko˜ikide k, l ≥ N korral.
Lause 1.12 (Cauchy kriteerium). Jada (xk) koondub parajasti siis, kui ta on
Cauchy jada.
Definitsioon 1.13. Vektorruumi X nimetatakse normeeritud ruumiks, kui igale
tema elemendile x ∈ X on vastavusse seatud kindel reaalarv ‖x‖, mida nimetatakse
elemendi x normiks, nii, et on ta¨idetud tingimused
1) ‖x‖ = 0 ⇔ x = 0,
2) ‖λx‖ = |λ|‖x‖ iga λ ∈ R korral,
3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Definitsioon 1.14. O¨eldakse, et normeeritud ruumi X elementide jada (xk) koon-
dub elemendiks x ∈ X, kui lim
k→∞
‖xk − x‖ = 0.
Definitsioon 1.15. O¨eldakse, et normeeritud ruumi X elementide jada (xk) on
Cauchy jada, kui lim
k,l→∞
‖xk − xl‖ = 0.
Definitsioon 1.16. Normeeritud ruumi nimetatakse ta¨ielikuks, kui temas iga
Cauchy jada koondub.
Definitsioon 1.17. Ta¨ielikku normeeritud ruumi nimetatakse Banachi ruumiks.
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1.2 Naturaalarvude hulga asu¨mptootiline tihedus
Olgu X mittetu¨hi hulk, ta¨histame su¨mboliga P(X) hulga X ko˜igi alamhulkade
hulka ja su¨mboliga F(X) ko˜igi lo˜plike alamhulkade hulka, s.t
F(X) := {A ⊂ X | |A| <∞},
kus |A| ta¨histab lo˜pliku hulga A korral tema elementide arvu. Funktsiooni
χA : X → R, χA(x) :=
{
1, kui x ∈ A,
0, kui x ∈ X \ A,
nimetatakse hulga A ∈ P(X) karakteristlikuks funktsiooniks.
Definitsioon 1.18. Olgu X mittetu¨hi hulk. Alamhulkade su¨steemi S ⊂ P(X)
nimetatakse ideaaliks (hulgas X), kui on ta¨idetud tingimused
(a) ∅ ∈ S,
(b) A,B ∈ S ⇒ A ∪B ∈ S,
(c) [B ∈ S, A ⊂ B] ⇒ A ∈ S.
Ideaali S nimetatakse mittetriviaalseks, kui X /∈ S. Mittetriviaalset ideaali S
hulgas X nimetatakse lubatavaks, kui {x} ∈ S iga x ∈ X korral.
Definitsioon 1.19. Olgu X mittetu¨hi hulk. Alamhulkade su¨steemi Φ ⊂ P(X)
nimetatakse filtriks (hulgas X), kui on ta¨idetud tingimused
(a) ∅ /∈ Φ,
(b) A,B ∈ Φ ⇒ A ∩B ∈ Φ,
(c) [B ∈ Φ, A ⊃ B] ⇒ A ∈ Φ.
Ja¨rgnev lause kirjeldab eelnevalt defineeritud mo˜istete omavahelist seost.
Lause 1.20. Olgu S mittetriviaalne ideaal hulgas X, kus X 6= ∅. Siis hulk
Φ(S) := {M ⊂ X | ∃A ∈ S : M = X \ A }
on filter hulgas X.
To˜estus. Kontrollime definitsiooni 1.19 tingimuste ta¨idetust.
(a) Kuna X /∈ S, siis ∅ = X \X /∈ Φ(S).
(b) Olgu A,B ∈ Φ(S), leiduvad sellised A0, B0 ∈ S, et A = X\A0 ja B = X\B0,
kusjuures A0 ∪B0 ∈ S. Seega
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A ∩B = (X \ A0) ∩ (X \B0) = X \ (A0 ∪B0) ∈ Φ(S).
(c) Olgu B ∈ Φ(S) ja B ⊂ A, leidub selline B0 ∈ S, et B = X \ B0. Kuna
X \B0 ⊂ A, siis X \ A ⊂ B0 ∈ S ja seega
A = X \ (X \ A) ∈ Φ(S).

Ka¨esolevas to¨o¨s on hulgaks X ko˜igi naturaalarvude hulk N = {1, 2, 3, . . .}. Selle
alamhulkade ma¨rkimiseks kasutame ta¨histust
[k, n]N := [k, n] ∩ N = { i ∈ N | k ≤ i ≤ n },
analoogiliselt ma¨rgime ka [k, n)N, [k,∞)N jne.
Definitsioon 1.21. Kui hulga A ∈ P(N) korral eksisteerib lo˜plik piirva¨a¨rtus
δ(A) := lim
n→∞
|A ∩ [1, n]N|
n
,
siis arvu δ(A) nimetatakse hulga A asu¨mptootiliseks tiheduseks.
Paneme ta¨hele, et
|A ∩ [1, n]N|
n
=
1
n
n∑
k=1
χA(k),
seega
δ(A) = lim
n→∞
1
n
n∑
k=1
χA(k),
kui see piirva¨a¨rtus eksisteerib.
Ta¨histame ta¨hega R ko˜igi selliste hulkade A ∈ P(N) su¨steemi, millel on asu¨mp-
tootiline tihedus, ning
R0 := {A ∈ R | δ(A) = 0 }.
Ja¨rgmine na¨ide demonstreerib meile seda, et leidub hulki A ⊂ N, millel puudub
asu¨mptootiline tihedus, s.t R $ P(N).
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Na¨ide 1. Olgu
A := {1} ∪
∞⋃
i=1
[22i, 22i+1)N,
seega
A = {1, 4, 5, 6, 7, 16, 17, . . . , 31, 64, 65, . . . , 127, . . . } .
Veendume, et hulgal A ei ole asu¨mptootilist tihedust.
Paneme ta¨hele, et |[22k, 22k+1)N| = 22k iga k ∈ N korral, seega
|A ∩ [1, 22i−1)N| = |A ∩ [1, 22i−1]N| = |A ∩ [1, 22i − 1]N| =
i−1∑
k=0
|[22k, 22k+1)N|
=
i−1∑
k=0
22k =
22i − 1
3
.
(1)
Vaatleme nu¨u¨d jada
( |A ∩ [1, n]N|
n
)
n∈N
ja na¨itame, et ta hajub. Uurime kaht
osajada
( |A ∩ [1, 22i−1]N|
22i−1
)
i∈N
ja
( |A ∩ [1, 22i − 1]N|
22i − 1
)
i∈N
. Seose (1) po˜hjal
lim
i→∞
|A ∩ [1, 22i−1]N|
22i−1
= lim
i→∞
22i − 1
3 · 22i−1 =
1
3
lim
i→∞
(
2− 1
22i−1
)
=
2
3
ja
lim
i→∞
|A ∩ [1, 22i − 1]N|
22i − 1 = limi→∞
22i − 1
3 · (22i − 1) =
1
3
.
Et jada
( |A ∩ [1, n]N|
n
)
n∈N
kaks osajada koonduvad erinevateks piirva¨a¨rtusteks,
siis antud jada ei koondu. Ja¨relikult hulgal A ei ole asu¨mptootilist tihedust.
Kirjeldame hulkade su¨steemi R ja asu¨mptootilise tiheduse ta¨htsamaid omadusi.
Ko˜igepealt ma¨rgime, et
δ(N) = lim
n→∞
|N ∩ [1, n]N|
n
= lim
n→∞
n
n
= 1,
seega N ∈ R ja δ(N) = 1.
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Omadus 1.22. Iga A ∈ F(N) korral A ∈ R0.
To˜estus. Kui |A| = m, kus m ∈ N, siis leidub N ∈ N nii, et iga n ≥ N korral
|A ∩ [1, n]N| = m.
Ja¨relikult
δ(A) = lim
n→∞
|A ∩ [1, n]N|
n
= lim
n→∞
m
n
= 0.

Omadus 1.23. Iga A ∈ R korral 0 ≤ δ(A) ≤ 1.
To˜estus. Et hulga |A ∩ [1, n]N| elementide arv saab olla maksimaalselt n, siis
0 ≤ |A ∩ [1, n]N|
n
≤ 1 iga n ∈ N korral,
seega lause 1.4 po˜hjal
0 ≤ δ(A) = lim
n→∞
|A ∩ [1, n]N|
n
≤ 1.

Omadus 1.24. Olgu A ∈ R0 ja B ⊂ A, siis B ∈ R0.
To˜estus. Kuna B ⊂ A, siis B∩ [1, n]N ⊂ A∩ [1, n]N. Ta¨nu seosele δ(A) = 0 saame,
et
0 ≤ |B ∩ [1, n]N|
n
≤ |A ∩ [1, n]N|
n
n→∞−→ 0.
Keskmise muutuja omaduse (lause 1.3) to˜ttu ka
δ(B) = lim
n→∞
|B ∩ [1, n]N|
n
= 0.

Omadus 1.25. Olgu A ∈ R, siis ka N \ A ∈ R ja δ(N \ A) = 1− δ(A).
To˜estus. Paneme ta¨hele, et
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(N \ A) ∩ [1, n]N = (N ∩ [1, n]N) \ A = [1, n]N \ A,
seega
δ(N \ A) = lim
n→∞
|[1, n]N \ A|
n
= lim
n→∞
|[1, n]N| − |A ∩ [1, n]N|
n
= lim
n→∞
n
n
− lim
n→∞
|A ∩ [1, n]N|
n
= 1− δ(A).

Omadus 1.26. Funktsioon δ : R → [0, 1] on lo˜plik-aditiivne: olgu A,B ∈ R ning
A ∩B = ∅, siis δ(A ∪B) = δ(A) + δ(B).
To˜estus. Kuna A ∩B = ∅, siis
(A ∩ [1, n]N) ∩ (B ∩ [1, n]N) = ∅,
seosest
(A ∪B) ∩ [1, n]N = (A ∩ [1, n]N) ∪ (B ∩ [1, n]N)
saame, et
δ(A ∪B) = lim
n→∞
|(A ∩ [1, n]N) ∪ (B ∩ [1, n]N)|
n
= lim
n→∞
|A ∩ [1, n]N|+ |B ∩ [1, n]N|
n
= lim
n→∞
|A ∩ [1, n]N|
n
+ lim
n→∞
|B ∩ [1, n]N|
n
= δ(A) + δ(B).

Omadus 1.27. Olgu A ∈ R, B ∈ F(N) ja B ⊂ A, siis A \ B ∈ R ja kehtib seos
δ(A \B) = δ(A).
To˜estus. Paneme ta¨hele, et A = (A \ B) ∪ B ja (A \ B) ∩ B = ∅, seega omaduse
1.26 kohaselt
δ(A) = δ(A \B) + δ(B).
Et B ∈ F(N), siis omaduse 1.22 po˜hjal δ(B) = 0 ja seega δ(A \B) = δ(A). 
Omadus 1.28. Alamhulkade su¨steem R0 on lubatav ideaal.
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To˜estus. Ko˜igepealt veendume, et R0 on ideaal, selleks kontrollime definitsiooni
1.18 tingimusi (a) – (c).
(a) Selge, et
δ(∅) = lim
n→∞
|∅ ∩ [1, n]N|
n
= lim
n→∞
0
n
= 0,
s.t ∅ ∈ R0.
(b) Olgu A,B ∈ R0, siis δ(A) = δ(B) = 0 ja omaduse 1.24 kohaselt δ(A∩B) =
0. Kuna
(A ∪B) ∩ [1, n]N = (A ∩ [1, n]N) ∪ (B ∩ [1, n]N),
siis
δ(A ∪B) = lim
n→∞
|(A ∩ [1, n]N) ∪ (B ∩ [1, n]N)|
n
= lim
n→∞
|A ∩ [1, n]N|+ |B ∩ [1, n]N| − |(A ∩B) ∩ [1, n]N|
n
= lim
n→∞
|A ∩ [1, n]N|
n
+ lim
n→∞
|B ∩ [1, n]N|
n
− lim
n→∞
|(A ∩B) ∩ [1, n]N|
n
= δ(A) + δ(B)− δ(A ∩B) = 0,
seega A ∪B ∈ R0.
(c) Olgu B ∈ R0, A ⊂ B, siis δ(B) = 0 ja ta¨nu omadusele 1.24 saame, et
δ(A) = 0 ehk A ∈ R0.
Me veendusime, et R0 on ideaal. Kuna δ(N) = 1, siis N /∈ R0, ja¨relikult ideaal
R0 on mittetriviaalne. Lo˜puks, {n} ∈ F(N) ⊂ R0 iga n ∈ N korral, seega R0 on
lubatav ideaal. 
Omadus 1.29. Olgu A ∈ R ja B ∈ R ning δ(A) = δ(B) = 1, siis δ(A ∩B) = 1.
To˜estus. Kuna N \ A ∈ R0 ja N \B ∈ R0 ning R0 on ideaal, siis ta¨nu seosele
N \ (A ∩B) = (N \ A) ∪ (N \B)
saame, et N \ (A ∩B) ∈ R0, s.t δ(A ∩B) = 1. 
Omadus 1.30. Olgu A := { k ∈ N | k = i2 (i ∈ N) }, siis δ(A) = 0.
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To˜estus. Paneme ta¨hele, et |A ∩ [1, n]N| ≤
√
n iga n ∈ N korral, seega
0 ≤ |A ∩ [1, n]N|
n
≤ 1√
n
n→∞−→ 0.
Ta¨nu keskmise muutuja omadusele (lause 1.3) saame, et
δ(A) = lim
n→∞
|A ∩ [1, n]N|
n
= 0.

1.3 Jadade statistiline koonduvus
Statistilise koonduvuse mo˜iste defineeris H. Fast artiklis [3], statistiliselt koon-
duvate jadade po˜hjalik uurimine algab J. A. Fridy ja T. Sˇala´ti artiklitest [4] ja [9].
Nendest artiklitest on pa¨rit ka selle alapeatu¨ki po˜hitulemus teoreem 1.33.
Definitsioon 1.31. O¨eldakse, et arvjada (xk) koondub statistiliselt arvuks a, kui
iga ε > 0 korral δ(A(ε)) = 0, kus
A(ε) := { k ∈ N | |xk − a| ≥ ε }.
Sel juhul kirjutame st- lim
k→∞
xk = a. Arvu a nimetame jada (xk) statistiliseks
piirva¨a¨rtuseks.
Definitsiooni kohaselt st- lim
k→∞
xk = a parajasti siis, kui
lim
n→∞
|{ k ∈ N | |xk − a| ≥ ε } ∩ [1, n]N|
n
= 0.
Lause 1.32. Kui lim
k→∞
xk = a, siis st- lim
k→∞
xk = a.
To˜estus. Eeldame, et lim
k→∞
xk = a, olgu ε > 0. Leidub N ∈ N nii, et |xk − a| < ε
ko˜ikide k ≥ N korral. Kuna omaduse 1.22 po˜hjal
δ([1, N − 1]N) = 0
ja
A(ε) = { k ∈ N | |xk − a| ≥ ε } ⊂ [1, N − 1]N,
siis omaduse 1.24 po˜hjal δ(A(ε)) = 0 ehk st- lim
k→∞
xk = a. 
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Ja¨rgmine na¨ide u¨tleb, et eelneva lause korral vastupidine va¨ide ei kehti: leidub
statistiliselt koonduvaid jadasid, mis ei ole to˜kestatud, seega nad ei ole koonduvad.
Na¨ide 2. Olgu A := { i2 | i ∈ N }. Jada (xk), kus
xk :=
{
k, kui k ∈ A,
0, kui k ∈ N \ A,
ei ole to˜kestatud, seega ei ole ta koonduv. Na¨itame, et st- lim
k→∞
xk = 0.
Omaduse 1.30 kohaselt δ(A) = 0, paneme ta¨hele, et
A(ε) = { k ∈ N | |xk| ≥ ε } ⊂ { k ∈ N | xk 6= 0 } = A.
Omaduse 1.24 po˜hjal δ(A(ε)) = 0, ja¨relikult st- lim
k→∞
xk = 0.
To˜estame teoreemi jadade statistiliseks koondumiseks tarvilikust ja piisavast
tingimusest.
Teoreem 1.33. st- lim
k→∞
xk = a parajasti siis, kui leidub selline hulk
A := {k1 < k2 < . . . < ki < . . .},
et δ(A) = 1 ja lim
i→∞
xki = a.
Me kasutame edaspidi tihtipeale jada (xk) osajada (xki) koonduvuse xki → a
ma¨rkimiseks ka kirjutusviisi
lim
k→∞
k∈A
xk = a,
kui A = {k1 < k2 < . . . < ki < . . .}.
To˜estus. Tarvilikkus. Eeldame, et st- lim
k→∞
xk = a, defineerime iga j ∈ N korral
hulga
Ej :=
{
k ∈ N
∣∣∣∣ |xk − a| < 1j
}
,
seega N \Ej = A
(
1
j
)
. Eelduse kohaselt δ(N \Ej) = 0 iga j ∈ N korral. Omaduse
1.25 po˜hjal δ(Ej) = 1, seega sisaldab Ej lo˜pmata palju elemente. On ilmne, et
E1 ⊃ E2 ⊃ . . . ⊃ Ej ⊃ . . .
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Fikseerime suvaliselt r1 ∈ E1. Kuna δ(E2) = 1 ehk
lim
n→∞
|E2 ∩ [1, n]N|
n
= 1,
siis leidub r2 ∈ E2 nii, et r2 > r1 ja
|E2 ∩ [1, n]N|
n
>
1
2
ko˜ikide n ≥ r2 korral.
Leiame r3 ∈ E3 nii, et r3 > r2 ja
|E3 ∩ [1, n]N|
n
>
2
3
ko˜ikide n ≥ r3 korral.
Samamoodi ja¨tkates saame kasvava jada r1 < r2 < r3 < . . . < rj < . . ., kus rj ∈ Ej
iga j ∈ N korral ja
|Ej ∩ [1, n]N|
n
>
j − 1
j
ko˜ikide n ≥ rj korral.
Moodustame hulga
A := [1, r1) ∪
∞⋃
j=1
(Ej ∩ [rj, rj+1)).
Iga n ∈ N korral leidub selline j ∈ N, et rj ≤ n < rj+1, sel juhul
|A ∩ [1, n]N| ≥ |Ej ∩ [1, n]N|
misto˜ttu
1 ≥ |A ∩ [1, n]N|
n
≥ |Ej ∩ [1, n]N|
n
>
j − 1
j
.
Kui n→∞, siis rj →∞, seejuures
1 ≥ δ(A) = lim
n→∞
|A ∩ [1, n]N|
n
≥ lim
n→∞
|Ej ∩ [1, n]N|
n
≥ lim
j→∞
j − 1
j
= 1,
s.t δ(A) = 1.
Nu¨u¨d na¨itame, et lim
n→∞
n∈A
xn = a. Olgu ε > 0, leiame sellise j ∈ N, et j > 1
ε
. Kui
n ∈ A ja n ≥ rj, siis leidub l ∈ N nii, et l ≥ j ja rl ≤ n < rl+1, seega n ∈ El. See
ta¨hendab, et |xn − a| < 1
l
, ja¨relikult
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|xn − a| < ε kui n ≥ rj ja n ∈ A
ehk lim
n→∞
n∈A
xn = a.
Piisavus. Eeldame, et jada (xk) osajada (xki) puhul on ta¨idetud tingimused
δ(A) = 1 ja lim
i→∞
xki = a, kus A = {k1 < k2 < . . .}. Olgu ε > 0. Leidub N ∈ N
nii, et |xki − a| < ε ko˜ikide i ≥ N korral. Kuna {k1, . . . , kN−1} ⊂ A ∩ F(N), siis
omaduse 1.27 po˜hjal
δ({kN , kN+1, . . .}) = δ(A \ {k1, . . . , kN−1}) = δ(A) = 1,
misto˜ttu
δ(N \ {kN , kN+1, . . .}) = 1− δ({kN , kN+1, . . .}) = 0.
Ma¨rkame, et
A(ε) := { k ∈ N | |xk − a| ≥ ε } ⊂ N \ {kN , kN+1, . . . } ,
seega omaduse 1.24 po˜hjal δ(A(ε)) = 0 ehk st- lim
k→∞
xk = a. 
Definitsioon 1.34. Arvjada (xk) osajada (xki)i∈N nimetatakse tihedaks, kui
δ({ ki | i ∈ N }) = 1.
Ja¨reldus 1.35. st- lim
k→∞
xk = a parajasti siis, kui jadal (xk) on selline tihe osajada,
mis koondub arvuks a.
Ja¨reldus 1.36. Kui lim
k→∞
|xk| =∞, siis (xk) ei ole statistiliselt koonduv.
Ja¨reldus 1.37. st- lim
k→∞
xk = a parajasti siis, kui iga ε > 0 puhul leidub selline
hulk A ⊂ N, et δ(A) = 1 ja
|xk − a| < ε ko˜ikide k ∈ A korral.
Selle alapunkti lo˜pus esitame ilma to˜estuseta J. A. Fridy poolt to˜estatud Cauchy
kriteeriumi statistilise koonduvuse jaoks (vt. [4], Theorem 1).
Definitsioon 1.38. Arvjada (xk) nimetatakse statistiliselt Cauchy jadaks, kui iga
ε > 0 korral leidub selline N = N(ε) ∈ N, et
δ({ k ∈ N | |xk − xN | ≥ ε }) = 0,
s.t
lim
n→∞
|{ k ∈ N | |xk − xN | ≥ ε } ∩ [1, n]N|
n
= 0.
Teoreem 1.39 (Cauchy kriteerium). Arvjada (xk) on statistiliselt koonduv pa-
rajasti siis, kui ta on statistiliselt Cauchy jada.
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1.4 Statistiliselt koonduvate jadade omadused
Ja¨rgnevatest statistiliselt koonduvate jadade omadustest on esimesed kaks esi-
tatud I. J. Schoenbergi ja T. Sˇala´ti to¨o¨des [8] ja [9], u¨leja¨a¨nud E. Kaya, M. Kucu-
kaslani ja R. Wagneri artiklis [5]. Alapeatu¨ki lo˜pus esitatud lause 1.51 on to˜estatud
T. Sˇala´ti artiklis [9].
Omadus 1.40. Statistiliselt koonduva jada statistiline piirva¨a¨rtus on u¨heselt ma¨a¨-
ratud: kui st- lim
k→∞
xk = a ning st- lim
k→∞
xk = b, siis a = b.
To˜estus. Eeldame, et st- lim
k→∞
xk = a ja st- lim
k→∞
xk = b, siis teoreemi 1.33 kohaselt
leiduvad hulgad A := {k1 < k2 < . . .} nii, et
δ(A) = 1 ja lim
i→∞
xki = a, (2)
ning B := {l1 < l2 < . . .} nii, et
δ(B) = 1 ja lim
j→∞
xlj = b. (3)
Vaatleme hulka
A ∩B = {m1 < m2 < . . .},
kus (xmn) on nii jada (xki) kui ka jada (xlj) osajada. Omaduse 1.29 po˜hjal ja ta¨nu
seostele ((2) ja (3) kehtivad vo˜rdused δ(A∩B) = 1, lim
n→∞
xmn = a ja lim
n→∞
xmn = b,
ja¨relikult piirva¨a¨rtuse u¨hesuse (lause 1.2) to˜ttu a = b. 
Lause 1.41. Kui st- lim
k→∞
xk = a ja st- lim
k→∞
yk = b, siis
1) st- lim
k→∞
(xk + yk) = a+ b,
2) st- lim
k→∞
xkyk = ab,
3) st- lim
k→∞
λxk = λa iga λ ∈ R korral,
4) st- lim
k→∞
xk
yk
=
a
b
, kui b 6= 0.
To˜estus. Eeldame, et st- lim
k→∞
xk = a ja st- lim
k→∞
yk = b. Teoreemi 1.33 kohaselt
leiduvad hulgad A := {k1 < k2 < . . . < ki < . . .} nii, et
δ(A) = 1 ja lim
i→∞
xki = a, (4)
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ning B := {k1 < k2 < . . . < kj < . . .} nii, et
δ(B) = 1 ja lim
j→∞
ykj = b. (5)
Vaatleme hulka
A ∩B = {m1 < m2 < . . .},
omaduse 1.29 po˜hjal ja ta¨nu seostele (4) ja (5) kehtivad vo˜rdused δ(A ∩ B) = 1,
lim
n→∞
xmn = a ja lim
n→∞
ymn = b. Kasutame piirva¨a¨rtuse tehetega seotud omadusi
(lause 1.5) ja teoreemi 1.33.
1) Jada (xmn + ymn) on jada (xk + yk) tihe osajada, kusjuures
lim
n→∞
(xmn + ymn) = lim
n→∞
xmn + lim
n→∞
ymn = a+ b,
siis st- lim
k→∞
(xk + yk) = a+ b.
2) Jada (xmnymn) on jada (xkyk) tihe osajada, kusjuures
lim
n→∞
(xmnymn) = lim
n→∞
xmn · lim
n→∞
ymn = ab,
siis st- lim
k→∞
(xkyk) = ab.
3) Olgu λ ∈ R, siis
lim
i→∞
λxki = λa
ja ja¨relikult st- lim
k→∞
λxk = λa.
4) Kuna b 6= 0, siis leidub selline N ∈ N, et ymn 6= 0 iga n ≥ N korral. Jada(
xmn
ymn
)
on jada
(
xk
yk
)
tihe osajada, kusjuures
lim
n→∞
xmn
ymn
=
lim
n→∞
xmn
lim
n→∞
ymn
=
a
b
,
siis st- lim
k→∞
xk
yk
=
a
b
.

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Ta¨histame c, cst, `
∞ vastavalt ko˜igi koonduvate, ko˜igi statistiliselt koonduvate
ja ko˜igi to˜kestatud arvjadade hulga, s.t
c := {x = (xk) | ∃a ∈ R : lim
k→∞
xk = a },
cst := {x = (xk) | ∃a ∈ R : st- lim
k→∞
xk = a },
`∞ := {x = (xk) | ‖x‖∞ := sup
k∈N
|xk| <∞}.
Teatavasti c ⊂ `∞, lause 1.32 ja na¨ite 2 po˜hjal
c ⊂ cst ja cst 6⊂ `∞.
Seejuures lause 1.41 po˜hjal on cst jadaruum, s.t ko˜igi jadade vektorruumi
ω := {x = (xk) | xk ∈ R (k ∈ N) }
vektoralamruum, milles funktsionaal
st- lim : cst → R, st- lim(x) := st- lim
k→∞
xk
on lineaarne.
Definitsioon 1.42. U¨tleme, et jada (xk) on statistiliselt to˜kestatud, kui leidub
selline M > 0, et
δ({ k ∈ N | |xk| > M }) = 0.
Lause 1.43. Jada on statistiliselt to˜kestatud parajasti siis, kui tal on to˜kestatud
tihe osajada.
To˜estus. Tarvilikkus. Olgu jada (xk) statistiliselt to˜kestatud, s.t
∃M > 0 : δ({ k ∈ N | |xk| > M }) = 0.
Ta¨histame
N \ { k ∈ N | |xk| > M } =: A = {k1 < k2 < . . .},
siis omaduse 1.25 kohaselt δ(A) = 1. Saame tiheda osajada (xki), kusjuures kehtib
vo˜rratus |xki | ≤M (i ∈ N), s.t (xki) on to˜kestatud.
Piisavus. Olgu jadal (xk) tihe to˜kestatud osajada (xki), siis leidub M > 0, et
|xki| ≤M (i ∈ N), ja δ(A) = 1, kus A = {k1 < k2 < . . .}. Kuna
{ k ∈ N | |xk| > M } ⊂ N \ A,
siis omaduse 1.24 kohaselt δ({ k ∈ N | |xk| > M }) = 0 ja ja¨relikult (xk) on
statistiliselt to˜kestatud jada. 
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Lausest 1.43 tuleneb, et
(a) iga to˜kestatud jada on statistiliselt to˜kestatud ja
(b) iga statistiliselt koonduv jada on statistiliselt to˜kestatud.
Lause 1.44. Kui st- lim
k→∞
xk = 0 ja (yk) on statistiliselt to˜kestatud jada, siis
st- lim
k→∞
xkyk = 0.
To˜estus. Olgu (xk) selline jada, et st- lim
k→∞
xk = 0, ja olgu (yk) statistiliselt to˜kesta-
tud jada. Teoreemi 1.33 kohaselt leidub hulk A = {k1 < k2 < . . .} nii, et
δ(A) = 1 ja lim
i→∞
xki = 0,
ja lause 1.43 po˜hjal leidub hulk B = {l1 < l2 < . . .} nii, et
δ(B) = 1 ja (ylj) on to˜kestatud.
Omaduse 1.29 to˜ttu δ(A∩B) = 1 ja kuiA∩B = {m1 < m2 < . . .}, siis lim
n→∞
xmn = 0
ning (ymn) on to˜kestatud. Seega lause 1.7 kohaselt lim
n→∞
xmnymn = 0 ja ja¨relikult
teoreemi 1.33 po˜hjal st- lim
k→∞
xkyk = 0. 
Teoreem 1.45 (Bolzano-Weierstrassi teoreem). Iga statistiliselt to˜kestatud
jada sisaldab (statistiliselt) koonduva osajada.
To˜estus. Olgu (xk) statistiliselt to˜kestatud jada, siis lause 1.43 po˜hjal on tal tihe
to˜kestatud osajada (xki). Bolzano-Weierstrassi teoreemi 1.8 po˜hjal leidub koonduv
osajada (xkir ), mis lause 1.32 kohaselt on ka statistiliselt koonduv. Et jada (xkir )
on u¨htlasi jada (xk) osajada, siis oleme to˜estanud, et jada (xk) sisaldab statistiliselt
koonduva osajada. 
Definitsioon 1.46. O¨eldakse, et jada (xk) on statistiliselt monotoonne, kui tal
leidub tihe monotoonne osajada.
Teoreem 1.47 (monotoonsuseprintsiip). Statistiliselt monotoonne jada on sta-
tistiliselt koonduv parajasti siis, kui ta on statistiliselt to˜kestatud.
To˜estus. Tarvilikkus on ilmne.
Piisavus. Olgu jada (xk) statistiliselt monotoonne ja statistiliselt to˜kestatud,
siis leidub hulk A = {k1 < k2 < . . .} nii, et
δ(A) = 1 ja (xki) on monotoonne,
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ja lause 1.43 po˜hjal leidub hulk B = {l1 < l2 < . . .} nii, et
δ(B) = 1 ja (xlj) on to˜kestatud.
Omaduse 1.29 kohaselt δ(A∩B) = 1 ja kui A∩B = {m1 < m2 < . . .}, siis osajada
(xmn) on monotoonne ja to˜kestatud. Seega monotoonsuseprintsiibi 1.10 kohaselt on
jada (xmn) koonduv, ja¨relikult lause 1.32 po˜hjal jada (xk) on statistiliselt koonduv.

Definitsioon 1.48. U¨tleme, et indeks m on jada (xk) tippkoht, kui xm ≥ xk iga
k ≥ m korral.
Lause 1.49. Kui jada (xk) ko˜igi tippkohtade hulk on asu¨mptootilise tihedusega 1,
siis (xk) on statistiliselt kahanev.
To˜estus. Ta¨histame jada (xk) tippkohtade hulka ja¨rgmiselt:
T := { ki | ∀k ≥ ki : xki ≥ xk },
eelduse kohaselt δ(T ) = 1. Et jada (xk) on kahanev ja (xki) on jada (xk) osajada,
siis definitsiooni kohaselt on (xk) statistiliselt kahanev. 
Vastupidine va¨ide, nagu na¨itab ja¨rgnev na¨ide, u¨ldjuhul ei kehti.
Na¨ide 3. Kui
xk :=

m
m+ 1
, kui k = m2,
1
k
, kui k 6= m2,
(m ∈ N),
siis to˜kestatud jada (xk) = (
1
2
, 1
2
, 1
3
, 2
3
, 1
5
, 1
6
, 1
7
, 1
8
, 3
4
, 1
10
, . . . ) on statistiliselt kahanev,
kuid ei oma tippkohti.
Kuna omaduse 1.30 po˜hjal δ({ k ∈ N | k = m2 (m ∈ N) }) = 0, siis osajada
(xki), kus xki =
1
ki
(ki 6= m2), on tihe ja kahanev. Seega (xk) on statistiliselt
kahanev jada, seejuures ei ole u¨kski indeks k jada tippkohaks. To˜epoolest, kui
k = m2 mingi m ∈ N korral, siis
xk =
m
m+ 1
<
m+ 1
m+ 2
= x(m+1)2 ,
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ja kui k 6= m2 mingi m ∈ N, siis leidub selline m0 ∈ N, et m02 < k < (m0 + 1)2
ning
xk =
1
k
<
m0 + 1
m0 + 2
= x(m0+1)2 .
Ja¨reldus 1.50. Kui (statistiliselt) to˜kestatud jada tippkohad ma¨a¨ravad tiheda osa-
jada (xki), siis (xk) on statistiliselt koonduv.
Me lo˜petame ka¨esoleva alapeatu¨ki lausega, mille kohaselt ko˜igi to˜kestatud sta-
tistiliselt koonduvate jadade ruum cst ∩ `∞ on Banachi ruum normiga ‖ ‖∞.
Lause 1.51. Ko˜igi to˜kestatud statistiliselt koonduvate jadade ruum cst ∩ `∞ on
kinnine alamruum Banachi ruumis (`∞, ‖ ‖∞).
To˜estus. Olgu (x(n)) ruumi cst∩ `∞ punktide selline jada, mis ruumis `∞ koondub
mingiks punktiks x ∈ `∞, teisiso˜nu
x(n) =
(
x
(n)
k
)
k∈N
∈ cst ∩ `∞ (n ∈ N), x = (xk) ∈ `∞ ja lim
n→∞
‖x(n) − x‖∞ = 0.
Meie eesma¨rgiks on na¨idata, et x ∈ cst.
Ta¨histame
an := st- lim
k→∞
x
(n)
k (n ∈ N),
saame arvjada (an). Na¨itame, et
1) (an) ∈ c, s.t eksisteerib lim
n→∞
an =: a ∈ R ja
2) st- lim
k→∞
xk = a.
To˜estame va¨ite 1). Fikseerime suvaliselt ε > 0, kuna eelduse kohaselt jada (x(n))
on koonduv Banachi ruumis `∞, siis see on Cauchy jada, s.t
∃N ∈ N : m,n ≥ N ⇒ ‖x(m) − x(n)‖∞ < ε
3
.
Fikseerime indeksid m ja n nii, et m,n ≥ N , jadade
(
x
(m)
k
)
k∈N
ja
(
x
(n)
k
)
k∈N
statistilise koonduvuse to˜ttu tuleneb teoreemist 1.33, et leiduvad hulgad Am ⊂ N
nii, et
δ(Am) = 1 ja lim
k→∞
k∈Am
x
(m)
k = am,
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ja An ⊂ N nii, et
δ(An) = 1 ja lim
k→∞
k∈An
x
(n)
k = an,
omaduse 1.29 kohaselt δ(Am ∩ An) = 1. Valime j ∈ Am ∩ An nii, et
|x(m)j − am| <
ε
3
ja |x(n)j − an| <
ε
3
,
siis
|an − am| = |an − x(n)j + x(n)j − x(m)j + x(m)j − am|
≤ |an − x(n)j |+ |x(n)j − x(m)j |+ |x(m)j − am|
<
ε
3
+ ‖x(m)j − x(n)j ‖∞ +
ε
3
<
ε
3
+
ε
3
+
ε
3
= ε
kehtib ko˜ikide m,n ≥ N korral, s.t (an) on Cauchy arvjada ja ja¨relikult on ta
mingiks arvuks a koonduv jada.
To˜estame va¨ite 2). Fikseerime ε > 0, eelduse kohaselt lim
n→∞
‖x(n)− x‖∞ = 0, s.t
∃N1 ∈ N : n ≥ N1 ⇒ ‖x(n) − x‖∞ < ε
3
.
Kuna lim
n→∞
an = a, siis
∃N2 ∈ N : n ≥ N2 ⇒ |an − a| < ε
3
.
Olgu p ∈ N nii, et p := max {N1, N2}, siis ‖x(p) − x‖∞ < ε
3
ja |ap − a| < ε
3
. Et
st- lim
k→∞
x
(p)
k = ap, siis leidub tihe osajada
(
x
(p)
ki
)
i∈N
, mis koondub arvuks ap, ja kui
A = {k1 < k2 < . . .}, siis δ(A) = 1. Seega
∃N0 ∈ N : i ≥ N0 ⇒ |x(p)ki − ap| <
ε
3
.
Vaatleme jada x = (xk) osajada (xki): ko˜ikide i ≥ N0 korral
|xki − a| = |xki − x(p)ki + x
(p)
ki
− ap + ap − a|
≤ |xki − x(p)ki |+ |x
(p)
ki
− ap|+ |ap − a|
≤ ε
3
+
ε
3
+
ε
3
= ε,
s.t lim
i→∞
xki = a. Samal ajal osajada (xki) on tihe, ja¨relikult st- lim
k→∞
xk = a. 
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2 Statistilise koonduvusega seotud probleemiase-
tusi ja u¨ldistusi
2.1 Statistiline koonduvus ja C-summeeruvus
Analu¨u¨si po˜hikursusest on meile tuntud ja¨rgmine Cauchy piirva¨a¨rtusteoreem.
Teoreem 2.1. Kui lim
k→∞
xk = a, kus a ∈ R, siis lim
n→∞
1
n
n∑
k=1
xk = a.
Samas na¨idatakse ka, et Cauchy piirva¨a¨rtusteoreem ei ole po¨o¨ratav: leidub ja-
dasid, mille liikmete aritmeetilised keskmised koonduvad, kuid jada ise hajub.
Definitsioon 2.2. O¨eldakse, et jada x = (xk) on C-summeeruv (ehk Cesa`ro-
summeeruv) arvuks a, kui C- limx := lim
n→∞
1
n
n∑
k=1
xk = a. Ta¨histame ko˜igi C-
summeeruvate jadade hulka cC , s.t
cC :=
{
x = (xk)
∣∣∣∣ eksisteerib lo˜plik limn→∞ 1n
n∑
k=1
xk
}
.
Teoreem 2.1 va¨idab, et c ⊂ cC ning seejuures C- limx = lim
k→∞
xk iga x ∈ c
korral. See asjaolu on la¨htekohaks u¨ldiste koonduvuseeskirjade defineerimisele ja
nende uurimisele.
Olgu G mingi lineaarne jadade koonduvuseeskiri: teatavatele jadadele x = (xk)
seatakse vastavusse arv G(x) = G- lim
k→∞
xk, kusjuures G(λx+µy) = λG(x)+µG(y)
suvaliste λ, µ ∈ R ja x, y ∈ cG puhul, kus
cG := {x = (xk) | eksisteerib G(x) }.
Sellise koonduvuseeskirja na¨ideteks on
1) tavaline koonduvus, kus G(x) = lim
k→∞
xk iga x = (xk) ∈ c korral,
2) C -summeeruvus, kus G(x) = C- limx iga x = (xk) ∈ cC korral,
3) statistiline koonduvus, kus G(x) = st- lim
k→∞
xk iga x = (xk) ∈ cst korral.
Erinevate koonduvuseeskirjade uurimisel on po˜hiprobleemiks nende omavaheline
vo˜rdlemine, aga eriti vo˜rdlus tavalise koonduvusega.
Definitsioon 2.3. Koonduvuseeskirja G nimetatakse regulaarseks, kui c ⊂ cG ja
G(x) = lim
k→∞
xk iga x = (xk) ∈ c korral.
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Paneme ta¨hele, et ko˜ik eelpool nimetatud kolm koonduvuseeskirja on regulaar-
sed: tavalise koonduvuse puhul on see selge, C -summeeruvuse regulaarsus tuleneb
Cauchy piirva¨a¨rtusteoreemist 2.1 ning statistilise koonduvuse regulaarsus lausest
1.32.
Meie eesma¨rgiks selles alapeatu¨kis on uurida C -summeeruvuse ja statistilise
koonduvuse vahekorda. Allpool na¨eme, et need kaks koonduvuseeskirja ei ole ta¨ies
ulatuses vo˜rreldavad, kuid on vo˜rreldavad to˜kestatud jadade osas. To˜estus pa¨rineb
I. J. Schoenbergi artiklist [8].
Lause 2.4. Kui x = (xk) ∈ `∞ ning st- lim
k→∞
xk = a, siis lim
n→∞
1
n
n∑
k=1
xk = a.
To˜estus. Kuna x ∈ `∞ ∩ cst ja st- lim
k→∞
xk = a, siis (xk − a)k∈N on to˜kestatud jada,
seega leidub selline M > 0, et
|xk − a| ≤M iga k ∈ N korral.
Fikseerime ε > 0 nii, et ε < 2M , ja ta¨histame
Vn :=
∣∣∣∣{ k ∈ N ∣∣∣∣ |xk − a| ≥ ε2
}
∩ [1, n]N
∣∣∣∣,
siis eelduse x ∈ cst kohaselt lim
n→∞
Vn
n
= 0. Saame∣∣∣∣ 1n
n∑
k=1
xk − a
∣∣∣∣ = 1n
∣∣∣∣ n∑
k=1
(xk − a)
∣∣∣∣ ≤ 1n
n∑
k=1
|xk − a| ≤ 1
n
(
MVn + (n− Vn)ε
2
)
=
(
M − ε
2
)
Vn
n
+
ε
2
,
seejuures (
M − ε
2
)
Vn
n
n→∞−→ 0,
seega leidub N ∈ N nii, et 0 ≤
(
M − ε
2
)
Vn
n
<
ε
2
iga n ≥ N korral. Ja¨relikult
∣∣∣∣ 1n
n∑
k=1
xk − a
∣∣∣∣ < ε2 + ε2 = ε,
kui n ≥ N , ehk lim
n→∞
1
n
n∑
k=1
xk = a. 
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Ja¨rgmine na¨ide kinnitab, et lause 2.4 va¨ide ei ole po¨o¨ratav, s.t `∞∩cst $ `∞∩cC .
Na¨ide 4. Olgu x =
(
(−1)k)
k∈N, siis
lim
n→∞
1
n
n∑
k=1
(−1)k = lim
n→∞
 0, kui n = 2i,− 1
n
, kui n = 2i− 1, = 0,
seega x ∈ `∞ ∩ cC . Na¨itame, et jada x ei ole statistiliselt koonduv.
Olgu (xki) jada x suvaline koonduv osajada. Siis leidub N ∈ N nii, et kui i ≥ N ,
siis xki = const, s.t kas xki = 1 vo˜i xki = −1. Kumbki maksimaalne konstantne
osajada (x2i) = (1, 1, . . . ) ja (x2i−1) = (−1,−1, . . . ) ei ole tihe:
δ({ 2i | i ∈ N }) = lim
n→∞
|{ k ∈ N | k = 2i (i ∈ N) } ∩ [1, n]N|
n
= lim
n→∞
n
2
n
=
1
2
ja
δ({ 2i− 1 | i ∈ N }) = δ(N \ { 2i | i ∈ N }) = 1− 1
2
=
1
2
.
Ja¨relikult iga koonduva osajada (xki) korral saame leida N ∈ N nii, et
δ({ ki | i ≥ N }) ≤ 1
2
ja
δ({ ki | i < N }) = 0.
Seega δ({ ki | i ∈ N }) ≤ 1
2
, misto˜ttu jada x ei ole statistiliselt koonduv.
Ja¨rgmise na¨ite kohaselt ei kehti lause 2.4 va¨ide u¨ldjuhul va¨ljaspool to˜kestatud
jadade ruumi `∞: u¨ldiselt cst 6⊂ cC .
Na¨ide 5. Olgu
xk :=
{
n3, kui k = n2,
1, kui k 6= n2,
na¨itame, et jada (xk) on statistiliselt koonduv, kuid ei ole C -summeeruv.
Paneme ta¨hele, et st- lim
k→∞
xk = 1, sest δ({ k ∈ N | xk = n3 (n ∈ N) }) = 0 (vt.
omadust 1.30) ja seega δ({ k ∈ N | xk = 1 }) = 1.
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Nu¨u¨d vaatleme jada
(
1
n
n∑
k=1
xk
)
n∈N
osajada
(
1
n2
n2∑
k=1
xk
)
n∈N
, tegemist on to˜kesta-
mata jadaga, sest iga n ∈ N korral
1
n2
n2∑
k=1
xk =
1
n2
(1 + 1 + 1 + 23 + 1 + 1 + 1 + 1 + 33 + · · ·+ n3) > n
3
n2
= n.
Et jada
(
1
n
n∑
k=1
xk
)
n∈N
sisaldab to˜kestamata osajada, siis on see jada to˜kestamata
ja ja¨relikult pole jada (xk) C -summeeruv.
2.2 Funktsioonide pidevus C -summeeruvuse ja statistilise
koonduvuse suhtes
Teatavasti on funktsioon f : R→ R pidev kohal a ∈ R parajasti siis, kui kehtib
implikatsioon
lim
k→∞
xk = a ⇒ lim
k→∞
f(xk) = f(a).
Ta¨histame ta¨hega C ko˜igi pidevate funktsioonide f : R → R hulga ja ta¨hega L
ko˜igi lineaarsete funktsioonide hulka, s.t
L = { f : R→ R | ∃A,B ∈ R : f(x) = Ax+B }.
Selge, et C ⊂ L: iga lineaarne funktsioon on pidev.
Mingi fikseeritud lineaarse koonduvuseeskirja G korral pu¨stitame ja¨rgmise prob-
leemi. Milliste funktsioonide f : R→ R korral kehtib implikatsioon
G- lim
k→∞
xk = a ⇒ G- lim
k→∞
f(xk) = f(a)?
Sellise omadusega funktsiooni nimetame edaspidi G-pidevaks.
Me lahendame ja¨rgnevalt selle probleemi kahe eelpool nimetatud erijuhu korral,
kui G = C- lim ja G = st-lim, s.t juhtudel
G(x) = lim
n→∞
1
n
n∑
k=1
xk ja G(x) = st- lim
k→∞
xk.
Na¨eme, et nad esindavad selles kontekstis vo˜imalikke a¨a¨rmusi.
Ja¨rgmise lause to˜estusidee pa¨rineb R. C. Bucki artiklist [1].
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Lause 2.5. Funktsioon f : R → R on C-pidev parajasti siis, kui ta on lineaarne,
s.t implikatsioon
lim
n→∞
1
n
n∑
k=1
xk = a ⇒ lim
n→∞
1
n
n∑
k=1
f(xk) = f(a) (6)
kehtib parajasti siis, kui f ∈ L.
To˜estus. Tarvilikkus. Eeldame, et funktsioon f : R → R on C-pidev, s.t kehtib
implikatsioon (6).
1. Vaatleme juhtu a = f(a) = 0, siis kehtib implikatsioon
lim
n→∞
1
n
n∑
k=1
xk = 0 ⇒ lim
n→∞
1
n
n∑
k=1
f(xk) = 0. (7)
Olgu meil jada x = (xk) = (u, v, w, u, v, w, u, v, w, . . . ) ehk
xk :=

u, kui k = 3i− 2,
v, kui k = 3i− 1,
w, kui k = 3i,
(i ∈ N)
ja olgu u, v, w ∈ R valitud nii, et u+ v + w = 0, siis
1
n
n∑
k=1
xk =

i
n
(u+ v + w), kui n = 3i,
i
n
(u+ v + w) +
u
n
, kui n = 3i+ 1,
i
n
(u+ v + w) +
u
n
+
v
n
, kui n = 3i+ 2,
=

0, kui n = 3i,
u
n
, kui n = 3i+ 1,
u
n
+
v
n
, kui n = 3i+ 2,
ja ja¨relikult lim
n→∞
1
n
n∑
k=1
xk = 0. Implikatsioonist (7) saame
0 = lim
n→∞
1
n
n∑
k=1
f(xk) = lim
n→∞

i
n
(f(u) + f(v) + f(w)), kui n = 3i,
i
n
(f(u) + f(v) + f(w)) +
f(u)
n
, kui n = 3i+ 1,
i
n
(f(u) + f(v) + f(w)) +
f(u)
n
+
f(v)
n
, kui n = 3i+ 2,
=
1
3
(f(u) + f(v) + f(w)) + lim
n→∞

0, kui n = 3i,
f(u)
n
, kui n = 3i+ 1,
f(u)
n
+
f(v)
n
, kui n = 3i+ 2,
=
1
3
(f(u) + f(v) + f(w)),
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seega f(u) + f(v) + f(w) = 0 ehk f(u) + f(v) = −f(w) = −f(−u − v) suvaliste
u, v ∈ R korral. Paneme ta¨hele, et
1) kui v = 0, siis f(u) = −f(−u) iga u ∈ R korral ehk f on paaritu funktsioon,
2) kui suvaliste x, y ∈ R korral u = x+ y, siis
f(x+ y) = −f(−x− y) = f(x) + f(y)
ehk f on aditiivne funktsioon.
Vastavalt ta¨helepanekule 2) f(nx) = nf(x) iga n ∈ N korral, samuti
f((−n)x) = f(−(nx)) = −f(nx) = −(nf(x)) = (−n)f(x),
ja¨relikult
f(nx) = nf(x) iga n ∈ Z korral.
Na¨itame, et funktsioon f on pidev punktis 0. Olgu sk → 0, peame veenduma, et
f(sk)→ 0 = f(0). Selleks vo˜tame jada (xk), kus xk := ksk − (k − 1)sk−1 (k ∈ N),
paneme ta¨hele, et
1
n
n∑
k=1
xk =
1
n
(s1 + 2s2 − s1 + 3s3 − 2s2 + · · ·+ nsn − (n− 1)sn−1)
=
1
n
nsn = sn
n→∞−→ 0,
implikatsiooni (7) po˜hjal lim
n→∞
1
n
n∑
k=1
f(xk) = 0. Seejuures, kuna
n∑
k=1
xk = nsn ja f on
aditiivne, siis
nf(sn) = f(nsn) = f(
n∑
k=1
xk) =
n∑
k=1
f(xk),
misto˜ttu f(sn) =
1
n
n∑
k=1
f(xk)
n→∞−→ 0, saame et f on pidev punktis 0.
Nu¨u¨d na¨itame, et f on pidev igas punktis a ∈ R. Kui xk → a, siis xk − a → 0
ja seega f(xk − a)→ f(0) = 0, s.t f(xk)− f(a)→ 0. Ja¨relikult f(xk)→ f(a) ehk
f on pidev igas punktis a ∈ R.
Veendume, et f(x) = Ax iga x ∈ R korral. Olgu m,n ∈ Z suvalised, siis
mf(x) = f(mx) = f(n
m
n
x) = nf(
m
n
x) ehk
m
n
f(x) = f(
m
n
x)
ja seega rf(x) = f(rx) iga r ∈ Q korral. Kui x = 1, siis
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f(r) = f(r · 1) = rf(1) = Ar, kus A := f(1).
Olgu x ∈ R, siis leidub jada (rn) nii, et rn ∈ Q ja rn → x. Kuna f on pidev kohal
x ∈ R, siis
f(x) = lim
n→∞
f(rn) = lim
n→∞
Arn = Ax.
Me veendusime, et eeldusel (7) on funktsioon f kujul f(x) = Ax, kus A = f(1).
2. Vaatleme u¨ldist juhtu, kus funktsioon f rahuldab implikatsiooni (6). Ol-
gu g(x) := f(x) − f(0) (x ∈ R), siis funktsioon g rahuldab implikatsiooni (7).
To˜epoolest, kui
lim
n→∞
1
n
n∑
k=1
zk = 0,
siis eelduse (6) po˜hjal
lim
n→∞
1
n
n∑
k=1
f(zk) = f(0),
misto˜ttu
lim
n→∞
1
n
n∑
k=1
g(zk) = lim
n→∞
1
n
n∑
k=1
(f(zk)− f(0)) = lim
n→∞
1
n
n∑
k=1
f(zk)− f(0) = 0.
To˜estuse 1. osa po˜hjal g(x) = Ax (x ∈ R), ja¨relikult
f(x) = g(x) + f(0) = Ax+B (x ∈ R),
kus B := f(0), millega oleme a¨ra na¨idanud funktsiooni f lineaarsuse.
Piisavus. Olgu f lineaarne, s.t leiduvad A,B ∈ R nii, et f(x) = Ax + B iga
x ∈ R korral, ja kehtigu vo˜rdus lim
n→∞
1
n
n∑
k=1
xk = a. Siis
lim
n→∞
1
n
n∑
k=1
f(xk) = lim
n→∞
1
n
n∑
k=1
(Axk +B) = lim
n→∞
1
n
( n∑
k=1
Axk +
n∑
k=1
B
)
= lim
n→∞
1
n
( n∑
k=1
Axk + nB
)
= A lim
n→∞
1
n
n∑
k=1
xk +B
= Aa+B = f(a)
ja ja¨relikult f on C-pidev. 
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Lause 2.6 piisavuse to˜estusidee pa¨rineb I. J. Schoenbergi to¨o¨st [8] ning tarvilik-
kuse to˜estus la¨htub J. Connori ja K.-G. Grosse-Erdmanni to¨o¨st [2].
Lause 2.6. Funktsioon f : R→ R on st-lim-pidev parajasti siis, kui ta on pidev,
s.t implikatsioon
st- lim
k→∞
xk = a ⇒ st- lim
k→∞
f(xk) = f(a) (8)
kehtib parajasti siis, kui f ∈ C.
To˜estus. Tarvilikkus. Eeldame, et tingimus (8) on ta¨idetud. Oletame vastuva¨iteli-
selt, et f ei ole pidev, siis leidub jada (xk), et xk → a, aga f(xk) 6→ f(a) ehk
leiduvad δ > 0 ja jada (xk) osajada (xki) nii, et
|f(xki)− f(a)| ≥ δ (i ∈ N),
s.t
f(xki) ≥ f(a) + δ (9)
vo˜i
f(a)− δ ≤ f(xki). (10)
Eeldame, et (9) kehtib ko˜ikide i ∈ N korral, vo˜rratuse (10) puhul on to˜estus
analoogiline. Vaatleme kaht erinevat juhtu.
1) Kui jada (f(xki)) on to˜kestatud, siis Bolzano-Weierstrassi teoreemi (lause 1.8)
kohaselt on sellel koonduv osajada (f(xkij ))j∈N, seega lause 1.4 ja¨rgi
u := lim
j→∞
f(xkij ) ≥ f(a) + δ.
Lause 1.32 kohaselt st- lim
j→∞
f(xkij ) = u. Samal ajal, et (xkij ) on jada (xk) osajada,
siis xkij → a ja lause 1.32 po˜hjal st- limj→∞xkij = a, seega st- limj→∞ f(xkij ) = f(a) ehk
omaduse 1.40 po˜hjal f(a) = u ≥ f(a) + δ. Saime vastuolu f(a) > f(a).
2) Kui jada (f(xki)) ei ole to˜kestatud, siis saame leida osajada (f(xkij ))j∈N nii, et
|f(xkij )|
j→∞−→ ∞. (11)
Kuna xkij → a, siis st- limj→∞xkij = a ja eelduse (8) ja¨rgi st- limj→∞ f(xkij ) = f(a).
Ja¨relikult leidub osajada (f(xkijr )), mis on koonduv ehk saame vastuolu tingimu-
sega (11).
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Piisavus. Eeldame, et f on pidev. Olgu (xk) selline jada, et st- lim
k→∞
xk = a, meie
eesma¨rk on na¨idata, et st- lim
k→∞
f(xk) = f(a). Olgu ε > 0 suvaline, veendume, et
δ({ k ∈ N | |f(xk)− f(a)| ≥ ε }) = 0.
Pidevuse to˜ttu leidub ρ > 0, et kui |xk − a| < ρ, siis |f(xk)− f(a)| < ε. Saame
|f(xk)− f(a)| ≥ ε ⇒ |xk − a| ≥ ρ,
misto˜ttu
{ k ∈ N | |f(xk)− f(a)| ≥ ε } ⊂ { k ∈ N | |xk − a| ≥ ρ }.
Ja¨relikult eelduse st- lim
k→∞
xk = a po˜hjal
0 ≤ δ({ k ∈ N | |f(xk)− f(a)| ≥ ε }) ≤ δ({ k ∈ N | |xk − a| ≥ ρ }) = 0
ehk st- lim
k→∞
f(xk) = f(a). 
2.3 I-koonduvus
Statistilise koonduvuse mitmed u¨ldistused saavad u¨ldisema ka¨sitluse I-koondu-
vuse kontekstis. Alapeatu¨kk po˜hineb P. Kostyrko, T. Sˇala´ti ja W. Wilczyn´ski ar-
tiklil [7] ning P. Kostyrko, T. Sˇala´ti ja M. Mac˘aji ka¨sikirjalisel artiklil [6].
Definitsioon 2.7. Olgu I mittetriviaalne ideaal. O¨eldakse, et reaalarvude jada
(xk) on I-koonduv arvuks a (kirjutame I- lim
k→∞
xk = a), kui iga ε > 0 korral
A(ε) := { k ∈ N | |xk − a| ≥ ε } ∈ I.
Ja¨rgnevalt uurime mo˜ningaid I-koonduvuse omadusi.
Lause 2.8. I-koonduva jada piirva¨a¨rtus on u¨heselt ma¨a¨ratud: kui I- lim
k→∞
xk = a
ja I- lim
k→∞
xk = b, siis a = b.
To˜estus. Oletame vastuva¨iteliselt, et a 6= b, olgu ε ∈
(
0,
|a− b|
2
)
. Eelduse kohaselt
A(ε) = { k ∈ N | |xk − a| ≥ ε } ∈ I
ja
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B(ε) = { k ∈ N | |xk − b| ≥ ε } ∈ I
ehk lause 1.20 kohaselt N \ A(ε) ∈ Φ(I) ja N \B(ε) ∈ Φ(I). Kuna Φ(I) on filter,
siis
(N \ A(ε)) ∩ (N \B(ε)) ∈ Φ(I),
ja¨relikult
(N \ A(ε)) ∩ (N \B(ε)) 6= ∅.
Olgu m ∈ (N \ A(ε)) ∩ (N \B(ε)), siis
|xm − a| < ε ja |xm − b| < ε,
seega
|a− b| = |a− xm + xm − b| ≤ |a− xm|+ |xm − b| < 2ε < |a− b|.
Saime vastuolu, ja¨relikult a = b. 
Lause 2.9. Kui I on lubatav ideaal, siis iga koonduv jada on I-koonduv: ta¨psemalt
kehtib implikatsioon
lim
k→∞
xk = a ⇒ I- lim
k→∞
xk = a.
To˜estus. Eeldame, et lim
k→∞
xk = a. Siis iga ε > 0 jaoks leidub selline N ∈ N, et
|xk − a| < ε ko˜ikide k ≥ N korral ja seega
A(ε) = { k ∈ N | |xk − a| ≥ ε } ⊂ [1, N − 1]N.
Kuna [1, N − 1]N ∈ F(N) ⊂ I, siis A(ε) ∈ I ja ja¨relikult I- lim
k→∞
xk = a. 
Lause 2.10. Kui I- lim
k→∞
xk = a ja I- lim
k→∞
yk = b, siis
(a) I- lim
k→∞
(xk + yk) = a+ b,
(b) I- lim
k→∞
xkyk = ab.
To˜estus. (a) Olgu ε > 0, siis leiduvad hulgad
A(ε) =
{
k ∈ N
∣∣∣∣ |xk − a| ≥ ε2
}
∈ I
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ja
B(ε) =
{
k ∈ N
∣∣∣∣ |yk − b| ≥ ε2
}
∈ I.
Na¨itame, et
C(ε) := { k ∈ N | |(xk + yk)− (a+ b)| ≥ ε } ⊂ A(ε) ∪B(ε) ∈ I.
Fikseerime k0 ∈ (N \ A(ε)) ∩ (N \ B(ε)), siis kehtivad vo˜rratused |xk0 − a| <
ε
2
ja
|yk0 − b| <
ε
2
. Saame, et
|(xk0 + yk0)− (a+ b)| = |(xk0 − a) + (yk0 − b)| ≤ |xk0 − a|+ |yk0 − b| <
ε
2
+
ε
2
= ε,
seepa¨rast k0 ∈ N\C(ε) ja seega N\(A(ε)∪B(ε)) = (N\A(ε))∩(N\B(ε)) ⊂ N\C(ε).
Ja¨relikult C(ε) ⊂ A(ε) ∪B(ε), misto˜ttu C(ε) ∈ I ja I- lim
k→∞
(xk + yk) = a+ b.
(b) 1. Vaatleme juhtu a 6= 0 ja b 6= 0. Olgu ε > 0, eeldame, et ε ≤ 2b. Ta¨histame
A(ε) := { k ∈ N | |xkyk − ab| ≥ ε },
B1(ε) :=
{
k ∈ N
∣∣∣∣ |xk − a| < ε2|b|
}
,
B2(ε) :=
{
k ∈ N
∣∣∣∣ |yk − b| < ε2(|a|+ 1)
}
ja paneme ta¨hele, et
B1(ε) ∩B2(ε) ⊂ N \ A(ε). (12)
To˜epoolest, kui k0 ∈ B1(ε) ∩B2(ε), siis
|xk0 − a| <
ε
2|b| ≤ 1 ja |yk0 − b| <
ε
2(|a|+ 1),
seega
|xk0| = |xk0 − a+ a| ≤ |xk0 − a|+ |a| < 1 + |a|
ning
|xk0yk0 − ab| = |xk0(yk0 − b) + b(xk0 − a)| ≤ |xk0||yk0 − b|+ |b||xk0 − a|
< (|a|+ 1) ε
2(|a|+ 1) + |b|
ε
2|b| =
ε
2
+
ε
2
= ε.
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Niisiis k0 ∈ N \ A(ε).
Eelduse kohaselt B1(ε) ∈ Φ(I) ja B2(ε) ∈ Φ(I). Kuna Φ(I) on filter (vt. lause
1.20), siis B1(ε)∩B2(ε) ⊂ Φ(I). Ta¨nu sisalduvusele (12) saame, et N\A(ε) ∈ Φ(I)
ehk A(ε) ∈ I, s.t I- lim
k→∞
xkyk = ab.
2. Vaatleme juhtu ab = 0, olgu b = 0 ja olgu ε > 0. Eeldame, et ε ≤ 1.
Ta¨histame
C(ε) := { k ∈ N | |xkyk| ≥ ε },
D1(ε) :=
{
k ∈ N
∣∣∣∣ |xk − a| < ε},
D2(ε) :=
{
k ∈ N
∣∣∣∣ |yk| < ε|a|+ 1
}
ja paneme ta¨hele, et D1(ε)∩D2(ε) ⊂ N\C(ε). To˜epoolest, kui k0 ∈ D1(ε)∩D2(ε),
siis
|xk0 − a| < ε ≤ 1 ja |yk0| <
ε
|a|+ 1 ,
seega
|xk0yk0| = |xk0yk0 − ayk0 + ayk0| ≤ |yk0||xk0 − a|+ |a||yk0| < (|a|+ 1)|yk0 | < ε.
Analoogiliselt to˜estuse 1. osaga saame, et I- lim
k→∞
xkyk = 0. 
Na¨ide 6. Kui I0 = {∅} ⊂ P(N), siis I0 on mittetu¨hi mittetriviaalne ideaal hulgas
N ning I0- lim
k→∞
xk = a parajasti siis, kui xk = a iga k ∈ N korral.
Na¨ide 7. Olgu ∅ 6= M $ N, siis IM := P(M) on mittetriviaalne ideaal hulgas N,
kusjuures IM - lim
k→∞
xk = a parajasti siis, kui xk = a iga k ∈ N \M korral.
Na¨ide 8. Olgu I = F = F(N), see on lubatav ideaal hulgas N. Seejuures
F - lim
k→∞
xk = a ⇐⇒ lim
k→∞
xk = a.
Na¨ide 9. Olgu I = R0, teatavasti on see lubatav ideaal hulgas N. Siis
R0- lim
k→∞
xk = a ⇐⇒ st- lim
k→∞
xk = a.
Viimase na¨ite kohaselt on statistiline koonduvus I-koonduvuse erijuht. Teata-
vasti (vt. teoreem 1.33) st- lim
k→∞
xk = a parajasti siis, kui leidub selline M ∈ R0,
et lim
i→∞
xki = a, kus
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N \M = {k1 < k2 < . . .}.
See fakt on la¨htekohaks ja¨rgmisele definitsioonile.
Definitsioon 2.11. Olgu I ⊂ P(N) lubatav ideaal. O¨eldakse, et I∗- lim
k→∞
xk = a,
kui leidub selline M ∈ I, et lim
i→∞
xki = a, kus
N \M = {k1 < k2 < . . .}.
Nagu selgub ja¨rgmisest lausest, siis I∗-koonduv jada on I-koonduv.
Lause 2.12. Olgu I ⊂ P(N) lubatav ideaal. Kui I∗- lim
k→∞
xk = a, siis kehtib
I- lim
k→∞
xk = a.
To˜estus. Eeldame, et I∗- lim
k→∞
xk = a, s.t
∃ A ∈ I : lim
i→∞
xki = a, kus N \ A = {k1 < k2 < . . .},
seega iga fikseeritud ε > 0 korral
∃N ∈ N : i ≥ N ⇒ |xki − a| < ε.
Et
A(ε) = { k ∈ N | |xk − a| ≥ ε } ⊂ {k1, . . . , kN−1} ∪ A
ning A ∈ I ja {k1, . . . , kN−1} ∈ I, siis A(ε) ∈ I ehk I- lim
k→∞
xk = a. 
Ja¨rgmine na¨ide kinnitab, et u¨ldjuhul ei ole lause 2.12 po¨o¨ratav.
Na¨ide 10. Olgu {Dj | j ∈ N } ko˜igi naturaalarvude hulga N lahutus, s.t
N =
⋃
j∈N
Dj, Di ∩Dj = ∅, kui i 6= j, ja |Dj| =∞ iga j ∈ N korral.
Selliseid lahutusi eksisteerib, tuntuimaks na¨iteks on juht, kus
Dj := { 2j−1 (2r − 1) | r ∈ N } (j ∈ N).
Olgu
J := {A ⊂ N | ∃jA ∈ N : A ∩Dj = ∅ iga j ≥ jA korral },
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na¨itame, et J on lubatav ideaal. Ko˜igepealt kontrollime ideaali definitsiooni tin-
gimusi (a), (b) ja (c).
(a) Ilmne, et ∅ ∈ J .
(b) Olgu A,B ∈ J , siis leiduvad sellised jA, jB ∈ N, et A ∩ Dj = ∅ ko˜ikide
j ≥ jA korral ja B ∩Dj = ∅ ko˜ikide j ≥ jB korral. Vo˜tame j0 = max {jA, jB}, siis
(A ∪B) ∩Dj = (A ∩Dj) ∪ (B ∩Dj) = ∅ ∪∅ = ∅
ko˜ikide j ≥ j0 korral, seega A ∪B ∈ J .
(c) Olgu A ∈ J ja B ⊂ A, siis leidub jA ∈ N nii, et A∩Dj = ∅ ko˜ikide j ≥ jA
korral. Kuna B ∩ Dj ⊂ A ∩ Dj, siis B ∩ Dj = ∅ ko˜ikide j ≥ jA korral ja seega
B ∈ J .
Me veendusime, et J on ideaal. Kuna N /∈ J , siis J on mittetriviaalne.
Iga n ∈ N korral leidub selline jn ∈ N, et Dj ∩ [1, n]N = ∅ ko˜ikide j ≥ jn korral,
siis n /∈ Dj ja {n} ∩Dj = ∅, seega {n} ∈ J ehk J on lubatav.
Leiame sellise jada (xk), et J - lim
k→∞
xk = 0, kuid vo˜rdus J ∗- lim
k→∞
xk = 0 ei kehti.
Olgu (xk) jada, kus xk :=
1
j
, kui k ∈ Dj, na¨itame, et J - lim
k→∞
xk = 0. Olgu ε > 0,
fikseerime j0 ∈ N nii, et 1
j0
< ε. Kui j ≥ j0 ja k ∈ Dj, siis
|xk| = 1
j
≤ 1
j0
< ε.
Seega A(ε) ∩ Dj = ∅, kus A(ε) = { k ∈ N | |xk| ≥ ε }, s.t A(ε) ∈ J ehk
J - lim
k→∞
xk = 0.
Lo˜puks na¨itame, et tingimus J ∗- lim
k→∞
xk = 0 ei kehti. Olgu A ∈ J suvaline,
leiame sellise p ∈ N, et A ⊂
p⋃
j=1
Dj, siis A ∩ Dp+1 = ∅, s.t Dp+1 ⊂ N \ A. Kui
Dp+1 = {k1, k2, . . . }, siis xki =
1
p+ 1
(i ∈ N) ehk xk = 1
p+ 1
lo˜pmata paljude
indeksite k ∈ Dp+1 korral. Ja¨relikult lim
k→∞
k∈N\A
xk 6= 0, s.t J ∗- lim
k→∞
xk 6= 0.
Ja¨rgnevalt otsime vastust ku¨simusele, millise ideaali I korral langevad I- ja
I∗-koonduvus kokku.
Definitsioon 2.13. Olgu I ⊂ P(N) lubatav ideaal. O¨eldakse, et ideaalil I on
omadus (AP), kui iga sellise loenduva alamhulga {A1, A2, . . .} ⊂ I puhul, mis
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rahuldab tingimust Ai ∩ Aj = ∅ (i 6= j), leiduvad Bj ⊂ N (j ∈ N), et
1) su¨mmeetriline vahe Aj∆Bj := (Aj ∪ Bj) \ (Aj ∩ Bj) on lo˜plik hulk iga j ∈ N
korral,
2) B :=
⋃
j∈N
Bj ∈ I.
Teoreem 2.14. Lubatava ideaali I ⊂ P(N) korral on ja¨rgmised va¨ited samava¨a¨r-
sed:
(a) kui I- lim
k→∞
xk = a, siis I∗- lim
k→∞
xk = a,
(b) ideaal I on omadusega (AP).
To˜estus. (a)⇒ (b). Olgu {A1, A2, . . . } ⊂ P(N), kus Aj ∈ I ja Ai∩Aj = ∅ (i 6= j).
Vaatleme jada (xk), kus
xk :=

1
j
, kui k ∈ Aj,
0, kui k /∈ ⋃
j∈N
Aj,
osutub, et I- lim
k→∞
xk = 0. To˜epoolest, kui iga ε > 0 puhul fikseerida m ∈ N nii, et
m >
1
ε
, siis
A(ε) = { k ∈ N | |xk| ≥ ε } ⊂
m⋃
j=1
Aj ∈ I
ja seega A(ε) ∈ I. Eelduse (a) kohaselt I∗- lim
k→∞
xk = 0. Definitsiooni ja¨rgi eksis-
teerib C ∈ I niimoodi, et lim
i→∞
xki = 0, kus N \ C = {k1 < k2 < . . . }. Ta¨histame
Bj := Aj ∩C (j ∈ N), na¨itame, et omaduse (AP) tingimused 1) ja 2) on ta¨idetud.
Olgu j ∈ N suvaliselt fikseeritud, leiame sellise N ∈ N, et |xki | <
1
j
iga i ≥ N
korral. Ma¨rkame, et |Aj ∩ (N \C)| <∞ iga j ∈ N korral, seejuures kehtib sisaldu-
vus Aj ∩ { ki | i ∈ N } ⊂ [1, N − 1]N: to˜epoolest, kui ki ∈ Aj ja i ≥ N , siis saame
vastuolu
1
j
= xki <
1
j
. Niisiis
Aj∆Bj = (Aj ∪Bj) \ (Aj ∩Bj) = (Aj ∪ (Aj ∩ C)) \ (Aj ∩ (Aj ∩ C))
= Aj \ (Aj ∩ C) = Aj \ C = Aj ∩ (N \ C),
seega |Aj∆Bj| <∞, s.t tingimus 1) on ta¨idetud. Samuti on tingimus 2) ta¨idetud:
39
⋃
j∈N
Bj =
⋃
j∈N
(Aj ∩ C) = C ∩
⋃
j∈N
Aj ⊂ C ∈ I,
seeto˜ttu B =
⋃
j∈N
Bj ∈ I. Me veendusime, et I on omadusega (AP).
(b) ⇒ (a). Olgu I- lim
k→∞
xk = a, fikseerime ε > 0, siis
A(ε) = { k ∈ N | |xk − a| ≥ ε } ∈ I.
Moodustame hulga {Aj | j ∈ N } ja¨rgmiselt:
A1 := A(1) = { k ∈ N | |xk − a| ≥ 1 }
ja
Aj := A
(1
j
)
\ A
( 1
j − 1
)
=
{
k ∈ N
∣∣∣∣ 1j ≤ |xk − a| < 1j − 1 (j ∈ N \ {1})
}
,
siis Aj ∈ I ja Ai∩Aj = ∅ (i 6= j). Eelduse kohaselt leidub hulk {Bj ⊂ N | j ∈ N }
nii, et omaduse (AP) definitsiooni tingimused 1) ja 2) on ta¨idetud, na¨itame, et
lim
k→∞
k∈N\B
xk = a, kus B =
⋃
j∈N
Bj.
Fikseerime ε > 0 ja n ∈ N nii, et 1
n+ 1
< ε, siis
A(ε) = { k ∈ N | |xk − a| ≥ ε } ⊂
n+1⋃
j=1
Aj.
Nu¨u¨d, et |Aj∆Bj| <∞ ja(n+1⋃
j=1
Aj
)
∆
(n+1⋃
j=1
Bj
)
⊂
n+1⋃
j=1
(Aj∆Bj),
siis
∣∣∣∣(n+1⋃
j=1
Aj
)
∆
(
n+1⋃
j=1
Bj
)∣∣∣∣ <∞. Saame vo˜tta indeksi N ∈ N, et
(n+1⋃
j=1
Aj
)
∩ [N + 1,∞)N =
(n+1⋃
j=1
Bj
)
∩ [N + 1,∞)N.
40
Fikseerime suvalise k ∈ N\B, olgu k > N , siis k /∈
(
n+1⋃
j=1
Bj
)
∩ [N+1,∞)N ja seega
k /∈
(
n+1⋃
j=1
Aj
)
∩ [N + 1,∞)N. Siis k /∈ A(ε) ehk |xk − a| < ε iga k > N (k ∈ N \B)
korral, ja¨relikult lim
k→∞
k∈N\B
xki = a ehk I∗- lim
k→∞
xk = a. 
Ja¨reldus 2.15. Ideaal R0 on omadusega (AP).
To˜estus. Kuna R0- lim
k→∞
xk = a parajasti siis, kui st- lim
k→∞
xk = a, siis ja¨reldub
va¨ide vahetult teoreemidest 1.33 ja 2.14. 
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