Abstract. Consider the expansion of a theory T by a predicate for a reduct T0 of T . We prove that under some conditions, this expansion admits a model companion T S. We show that nice features of the theory T transfer to T S. In particular, under a mild assumption, if T is NSOP1 then so is T S. We give concrete examples of new NSOP1 not simple theories obtained by this process.
Introduction
The study of NSOP 1 theories has a recent history. It was defined by Džamonja and Shelah in [7] (together with NSOP 2 ) as an extension of the (NSOP n ) n≥3 hierarchy. In [12] , Shelah and Usvyatsov proved that T * f eq (the model completion of the theory of infinitely many independent parameterized equivalence relations, see [12, Definition 1.7] ) is NSOP 1 and not simple. For the past three years, NSOP 1 theories has been intensively studied through two different approaches (not mutually exclusive): the "geometric" one, in which combinatorics and the purest model theory are involved; and the "applied" one, which consists in the reckless study of particular examples. The first breakthrough concerning the geometric study of NSOP 1 theories was made by Chernikov and Ramsey in [5] . They proved a Kim-Pillay style result (see [5, Proposition 5.8] ) which states that a theory is NSOP 1 provided there exists an independence relation satisfying some specific properties. This result turned out to be a very useful tool to prove that a theory is NSOP 1 . The omega-free PAC fields case is a good example. Chatzidakis proved that a PAC field is simple if and only if it is bounded [2] . Nonetheless, in her work [3] on omega-free PAC fields (which are unbounded), she defined a weak notion of independence and showed that it satisfied almost all the properties of the criterion [5, Proposition 5.8 ].
Chernikov and Ramsey used this weak independence to show that the theory of omega-free PAC fields is NSOP 1 . By the same method, they also showed that Granger's example of generic bilinear form over an infinite dimensional vector space over an algebraically closed field is NSOP 1 (see [8] or [5, Example 6 .1]), as well as the combinatorial example of a generalised parametrized structure (see [5, Example 6.3] ). The second breakthrough in the geometric study of NSOP 1 theories was the developing of Kim-independence by Kaplan and Ramsey in [10] . They introduced analogues of forking and dividing -Kim-forking and Kim-dividing-which behave nicely in NSOP 1 theories. Kim-dividing is defined as dividing with respect to some particular indiscernible sequences, namely sequences in a global invariant type (see [10, Definition 3.12] ). Numerous analogues of the links between forking and simple theories appear in the links between Kim-forking and NSOP 1 theories. For instance a theory is NSOP 1 if and only if Kim-independence is symmetric (see [10, Theorem 5.16]). Kaplan and Ramsey also completed the Kim-Pillay style criterion in [5] to get a characterisation of Kim-independence 1 in terms of properties of a ternary relation, similarly to the Kim-Pillay result. Using this tool, they identified Kim-independence in various NSOP 1 theories. Chatzidakis' weak independence in omega-free PAC fields turned out to be Kim-independence. In Granger's example, the independence relation that he studied which satisfied the criterion [5, Proposition 5.8 ] is strictly stronger than Kim-independence.
Concerning the applied approach, Conant and Kruckman's generic incidence structures [6] , Barbina and Casanovas' Steiner triple system [1] , Kruckman and Ramsey's Generic expansion and Skolemization [11] are all new examples of NSOP 1 theories. Most of these examples are generic constructions, and they share many common features. Genericity is associated to the randomness one obtain when dealing with existentially closed models. Simple theories have commonly been considered as stable ones with some "random noise". A strongly supporting fact for this thought is the construction of the generic predicate (see [4] ). Adding a generic predicate preserves simplicity. But if a more complex genericity is involved the simplicity may not be preserved, even starting with a strongly minimal theory -adding a generic additive subgroup to an algebraically closed field of positive characteristic is NSOP 1 but not simple (see Example 5.12 below). Consider Winkler's generic expansion ( [15] , [11] ): let T be an L -theory and L ⊆ L ′ , then T seen as an (incomplete) L ′ -theory admits a model-companion if and only if T eliminates ∃ ∞ . Under no other assumptions, Kruckman and Ramsey proved [11, Corollary 4.6 ] that if T is NSOP 1 then the model companion is also NSOP 1 (if it exists).
The plan of this paper is as follows. In Section 1 we present the construction of the generic expansion by a reduct (and the conditions for its existence, see Theorem 1.4). In Section 2 we prove that if there is an independence relation in the theory we start with that have some nice features, then these features are transferred to an expansion of this independence relation in the expanded theory. In Section 3 we use the results of Section 2 to prove that the generic expansion by a reduct is an NSOP 1 -preserving construction. In Section 4 we discuss the iteration of the construction. In Section 5 we apply the results of the previous parts to construct new examples of NSOP 1 theories.
Generic expansions by a reduct
Let T be a complete L -theory. We work in a monster model M of T κ-homogeneous and κ-saturated 2 , for some big cardinal κ. By a small model of T (or a small set), we mean models T (or a subset of some model of T ) of cardinal less that κ. All small models of T , small sets, embeds inside the monster M by κ-universality, hence we will consider that all small models M of T are elementary substructure of M and small subsets are subsets of M. We will sometimes forget about the "small" adjective. For example for any two models of T we can find another model of T that extends both. The strong κ-homogeneity assumption will ensure that if a ≡ T C b then there is an automorphism σ of M over C such that σ(a) = b. Throughout we will generally denote by x, y, x i , y i tuples of variables, the subscript x i , y i will be used to denote coordinate inside a tuple. Also t will denote a single variable.
Let L 0 ⊆ L . We denote T 0 = T ↾ L 0 , this is a complete theory and we denote by acl 0 the algebraic closure in the sense of T 0 .
Assume that acl 0 defines a pregeometry. There is an associated independence relation | 0 ⌣ , (see for instance | cl ⌣ in [13, C1] ). It is defined over every subset of any model of T 0 (so in particular over every subset of any model of T ) and satisfies the following properties (see [13, Exercice C.1.1]).
•
The property Symmetry of | 0 ⌣ will be tacitely used througout this paper.
2 In [9, Chapter 10] is discussed the existence and properties of κ-big models, which are strongly κ-homogeneous, and κ-saturated (hence κ-universal).
If φ(t, a) is an L 0 -algebraic formula, say that there are n realisations, then we can consider the formulaφ(t, x) = φ(t, x) ∧ ∃ ≤n tφ(t, x). For any a ′ , the set of realisations of φ(t, a ′ ) is included in acl 0 (a ′ ). Definition 1.1. We say that φ(t, x) is n-algebraic in t (or just algebraic in t) if for all a the number of realisations of φ(t, a) is at most n. In that context we say that a formula φ(t, x, y) (n-)algebraic in t is strict in y if whenever b is an | 0 ⌣ -independent tuple over a (i.e. b | 0 ⌣ a and b i | 0 ⌣ a b j for all i = j), the set of realisations of φ(t, a, b) is in acl 0 (a, b) \ acl 0 (a).
Example 1.2.
A motivating example is in the language of vector spaces: the formula t = λx + µy is strict in y if and only if µ = 0. Lemma 1.3. Assume that T 0 is a theory in which acl 0 defines a pregeometry. Then for u a singleton and tuples a and b, if u ∈ acl 0 (a, b) \ acl 0 (a), there exists an L 0 -formula τ (t, x, y) algebraic in t and strict in y such that u |= τ (t, a, b).
Proof. Assume that b = b 1 , . . . , b n . By hypothesis and using Exchange, we may assume
. . , y n ) is strict in y. Indeed assume that for some independent tuple b ′ over a ′ , and singleton
Let S be a new unary predicate symbol and put
Theorem 1.4. Assume that the following holds:
(1) T is model complete; (2) T 0 is model complete and for all infinite A, acl 0 (A) |= T 0 ; (3) acl 0 defines a pregeometry; (4) for all L -formula φ(x, y) there exists an L -formula θ φ (y) such that for b ∈ M |= T , M |= θ φ (b) ⇐⇒ there exists N ≻ M and a ∈ N such that φ(a, b) and a is an | 0 ⌣ -independent tuple over M . Then there exists a unique theory T S containing T S such that
• every model of T S has a strong extension which is a model of T S;
An axiomatization of T S is given by adding to T S the following axiom schema: for each tuples of variable x = x 0 x 1 , for L -formula φ(x, y), and L 0 -formulae (τ i (t, x, y)) i<k algebraic in t and strict in x 1 ,
Proof. The proof of the uniqueness of T S is the same as the proof of the uniqueness of the model companion of a theory. We prove the first assertion. Take any (M , M 0 ) model of T S , and an L -formula φ(x, y), a partition x = x 0 x 1 . Assume that for some b ∈ M we have θ φ (b). We show that the conclusion of the axiom can be satisfied in a strong extension. Then the result will follow by union of chain, using the inductivity of T 0 . The fact that the union of a chain of strong extensions is again strong follows from Finite Character and Transitivity of | 0 ⌣ , and the model-completeness of T and T 0 . By definition there exists an extension N ≻ M , such that there exists a tuple a ∈ N satisfying φ(x, b) and such that a is | 0 ⌣ -independent over M . Set N 0 = acl 0 (M 0 a 0 ). Then using Monotonicity, Base Monotonicity and Normality of | 0 ⌣ we have that
is strong. Now clearly a 0 ⊆ S. Using Base Monotonicity and Normality, we have that ab | 0 ⌣ a 0 b M 0 a 0 . Take any L 0 -formula τ (t, x, y) n-algebraic in t and strict in x 1 , and assume that u ∈ N satisfies τ (t, a, b). As τ is strict in x 1 and a 1 is | 0 ⌣ -independent over ba 0 , we have u
∈ S. We now prove the second assertion. Let (M , M 0 ) |= T S and (N , N 0 ) |= T S , a strong extension of (M , M 0 ). Take a ∈ N and b ∈ M finite tuples. To understand the quantifier-free L S -type of a over b, it is sufficient to deal with formulae of the form
with ψ(x, y) an L -formula. The reduction to formulae of this form is done by increasing the length of x (replacing L -terms by variables), which may be greater than |a|. We assume that a satisfies the formula above.
Proof of the claim. Take a 0′ a basis of a complement of M 0 in N 0 ∩ acl 0 (M , a). We have a 0′ | 0 ⌣ M 0 , and as the extension is strong we also have a 0′ | 0 ⌣ M by Transitivity. Now take a basis of a complement a 1′ of acl 0 (M a 0′ ) inside acl 0 (M a). We have a 1′ | 0 ⌣ M a 0′ and so a 0′ a 1′ | 0 ⌣ M . Set a ′ = a 0′ a 1′ and the claim holds.
Let J 1 be the set of indexes j ∈ J such that a j ∈ acl 0 (a 0′ , m 0 , m 1 ). As a j / ∈ S, by Lemma 1.3 there is an L 0 -formula τ j (t, x 0 , y, z) algebraic in t and strict in z such that a j |= τ j (t, a 0′ , m 0 , m 1 ).
Let
We now set b ′ = bm 0 m 1 and set φ(a ′ , b ′ ) to be the following formula
By model-completeness we have that
Remark 1.5. Notice that if we consider L 0 = {=}, the previous Theorem gives nothing more than the generic predicate (see [4] ). The condition (4) becomes equivalent to elimination of ∃ ∞ in that case. Note also that if T 0 is strongly minimal and has quantifier elimination in L 0 , the conditions (2) and (3) are satisfied.
We can forget about the model-completeness hypothesis on T to get this adapted version of Theorem 1.4. Corollary 1.6. Assume that the following holds.
(1) T 0 is model complete and for all A infinite, acl 0 (A) |= T 0 (2) acl 0 defines a pregeometry (N , N 0 ). An axiomatization of T S is given by adding to T S the following axioms, for each tuples of variable x = x 0 x 1 , for L -formula φ(x, y), and L 0 -formulae (τ i (t, x, y)) i<k n-algebraic in t and strict in x 1
Even though we will not use the following lemma in its full strength (we will only use it in the case when acl 0 is modular), we state it in a greater generality. 
is a strong extension of (M , M 0 ). Similarly, it is a strong extension of (N , N 0 ). Remark 1.8 (Modularity of acl 0 ). Recall that the pregeometry given by acl 0 is modular, if for all A, B, C we have
From [13, Exercice C.1.4], this is equivalent to a ∈ acl 0 (B, C) if and only if there exists singletons b ∈ acl 0 (B) and c ∈ acl 0 (C) such that a ∈ acl 0 (b, c).
Assume that A, B, C are acl 0 -closed and B ⊆ C, then
Indeed, if c ∈ acl 0 (A, B) and c ∈ C then there exists singletons a ∈ A, b ∈ B such that c ∈ acl 0 (a, b). If c ∈ acl 0 (b) the result is clear, otherwise by Exchange we have a ∈ acl 0 (b, c) ⊆ C so c ∈ acl 0 (A ∩ C, B). This proves the result. It is actually a property equivalent to the modularity of acl 0 . 
A suitable triple satisfies in particular the hypothesis of Theorem 1.4, so the theory T S exists. Note that for a suitable triple (T, L 0 , T 0 ), as the pregeometry is modular, the notion of strong extension of models of T S coincides with the notion of extension of models, so by Theorem 1.4 the theory T S is the model companion of T S . Remark 1.11. We have the following "extension" property:
For all A, B, C there exists
This is clear as for A, B, C we can always find
(1) Let (M , M 0 ) and (N , N 0 ) be two models of T S and A be a common subset of M and N , then we have
Proof. 1. The left to right implication is standard. From right to left. Note that, under hypothesis, we may assume that A = acl T (A) is a subset of both M and N and that M 0 ∩ A = N 0 ∩ A. Using the "extension" property, there exists
There is an L -isomorphism g between M ′ and M that fixes A, so we may define
This is an obvious application of 1. 3. This is similar to 1. 4. We only need to show that
we may do as in 1. and find a model of T S extending both M and N in which the condition 3. is satisfied. Similarly we can produce as many conjugates of b over A as we want inside some bigger model so b / ∈ acl T S (A).
Independence relations in T and T S
We set up the context for this section. Let (T, T 0 , L 0 ) be a suitable triple. We work in a monster model (M, M 0 ) of T S such that M is a monster model 3 for T . In particular we fix some completion of T S. Every set A, B, C, . . . or models M , N of T , or models
In this section we deal with independence relations, which are ternary relations defined over small sets, i.e. subsets of M of cardinality less than κ. Any ternary relation defined over every subset of M is also defined over every subset of (M, M 0 ), this is simply because the structures M and (M, M 0 ) shares the same domain, so they have the same subsets. We will start with a ternary relation ( | T ⌣ ) defined over subsets of every model of T (so defined over subsets of M) and construct from it a ternary relation ( | w ⌣ ) defined over subsets of M but taking into account the predicate
We denote by | a ⌣ the algebraic independence relation defined by
Note that Remark 1.11 mentions that | a ⌣ satisfies Extension. Let C be a class of subsets of M, contained in the class of all algebraically closed sets, and containing the class of all small models of T . Recall the following properties for a ternary relation | ⌣ defined over subsets of M, relatively to the theory T (in some cases relatively to another ternary relation | ⌣ ′ , also defined over subsets M).
For all E ∈ C if there exists tuples c 1 , c 2 and sets A, B such that
• Witnessing. Let a, b and M and assume the following:
is inconsistent. Now we assume that there exists a ternary relation | T ⌣ defined over subsets of M. We define another ternary relation
We will show that if | T ⌣ satisfies most of the properties listed above, then so does | w ⌣ . Note that for | T ⌣ these properties are relative to the theory T , hence as stated above. For proving these properties for | w ⌣ we will do it relatively to the theory T S, meaning that every ≡ T and tp T must be replaced by ≡ T S and tp T S . Remember that acl T = acl T S , so the algebraic closure properties are the same. The property Symmetry of | 0 ⌣ , | T ⌣ and | w ⌣ will be tacitely used througout this paper.
Remark 2.1. Most of the properties above are familiar to anyone who knows forking in stable or simple theories. The property Strong Finite Character over elements of C is always satisfied by forking independence relation, take the formula φ to be a forking formula. This property is needed to use [5, Proposition 5.8] and prove that under the right assumptions on T , T S is NSOP 1 .
When | ⌣ ′ = | ⌣ and C is the class of small models, our formulation of | ⌣ ′ -amalgamation over elements of C is what is called The algebraically reasonable independence theorem in [11] , which holds for Kim-forking in any NSOP 1 theory (see [11, Theorem 2.21] ). In simple theories, the forking independence relation also satisfies this property. The conclusion A | a ⌣ Ec B, c | a ⌣ EA B and c | a ⌣ EB A is always true in the simple case by Base Monotonicity and Transitivity of the forking independence relation. In many examples, one can prove the independence theorem under weaker assumptions, for instance assuming | ⌣ ′ to be | a ⌣ , or the base set to be aclclosed. Actually there is no known example of an NSOP 1 theory in which | ⌣ ′ -amalgamation over elements of In Strong Finite Character over elements of C and | ⌣ ′ -amalgamation over elements of C, we allow C to be wider than the class of all models, in order to be able to witness whenever the property in question can or cannot go through from | T ⌣ to | w ⌣ . Concerning Strong Finite Character over elements of C (see Lemma 2.3), even if | T ⌣ satisfies this property over any set, we need the base set to be algebraically closed in order to pass from | T ⌣ to | w ⌣ . On the other hand, | w ⌣ satisfies | ⌣ ′ -amalgamation over elements of C, for the same class C as | T ⌣ (see Theorem 2.4).
be a κ-saturated model of T S and B, X ⊆ M with |B| < κ. Let S XB ⊆ XB is some acl 0 -closed set containing S(B) such that:
Then the type (over B) associated to the partial T -elementary L S -isomorphism type of
In order to prove this, consider M and define
and is an extension of (M , M 0 ) (by (1) and Remark 1.8). By Theorem 1.4 there exists a model (N , N 0 ) of T S extending (M, M ′ 0 ) which is an elementary extension of (M , M 0 ). By (2) and Remark 1.8, as S XB is acl 0 -closed we have that
⌣ satisfies Invariance, Algebraic Closure, Symmetry, Existence, Monotonicity and Strong Finite Character over elements of C then so does
Proof. Invariance is clear because S(acl 0 (AC, BC)) = acl 0 (S(AC), S(BC)) is an L S -invariant condition. Algebraic Closure, Symmetry and Existence are trivial.
For
We show Strong Finite Character over elements of C. Assume that a | w ⌣ C b and C ∈ C. If a | T ⌣ C b, in that case, we have a formula witnessing Strong Finite Character over elem by hypothesis. Otherwise, assume that a | T ⌣ C b, set A = Ca, B = Cb and assume that there
There is also an L 0 -formula φ(t, y, z) m-algebraic in t, strict in y and strict in z, such that s |= φ(t, u, v).
Claim : v /
∈ acl 0 (S(B), C). Assuming otherwise, by modularity there exists singletons s b ∈ S(B) and c ∈ C such that v ∈ acl 0 (s b , c) and so s ∈ acl 0 (s b , c, u). As cu ⊆ A, by modularity there exists a singleton u ′ ∈ A such that s ∈ acl 0 (s b , u ′ ) and by Exchange u ′ ∈ acl 0 (s b , s) ∩ A ⊆ S(A), this contradicts the hypothesis on s.
In particular for any other realisation v ′ of ψ v (z, b, c) we have v ′ / ∈ acl 0 (S(B), C). Now let Λ(x, b, c) be the following formula
We show that | w ⌣ satisfies Extension. Let A, B, C in a sufficiently saturated model
It is easy to see that 
Theorem 2.4. Assume that | T ⌣ satisfies the hypothesis of Lemma 2.3 and the following two properties:
(
AB.
Proof. Let E ∈ C and c 1 , c 2 , A, B be in a saturated model
we may assume that A, B are algebraically closed and contain E. By hypothesis there is a partial T -elementary L S -isomorphism h : Ec 1 → Ec 2 over E sending c 1 to c 2 . Let C 1 be an enumeration of Ec 1 and let C 2 be the enumeration h(C 1 ). We have
We may assume that ABC ∩ M = AB using Extension of | a ⌣ . There exists two partial T -elementary bijections f : AC → AC 1 over A and g :
We define S AC = f −1 (S(AC 1 )) ⊆ AC and S BC = g −1 (S(BC 2 )) ⊆ BC, and set S ABC = acl 0 (S AB , S AC , S BC ), with S AB = S(AB). The following is easy to check, it uses that
Claim : We have the following
By hypothesis (2) and Transitivity of | 0 ⌣ we have the following tree point:
For the first assertion of the claim, using Remark 1.8 and S AB ⊆ AB, it suffices to show that acl 0 (S AC , S BC ) ∩ AB ⊆ S AB . We will in fact show that
we can use Base Monotonicity of | 0 ⌣ and the fact that S C ⊆ S BC to get
On the other hand, BC ∩ AB = B so S BC | 0 ⌣ S B AB. Using Base Monotonicity
For the second point, it is sufficient to prove that acl 0 (S AB , S BC ) ∩ AC ⊆ S AC . We do similarly as before paying attention to the fact that S AB and S AC do not play a symmetric role. We get first that
AC, S AB and by Base Monotonicity of | 0 ⌣ and the fact that S B , S A ⊆ S AB we deduce
Now by Base Monotonicity of | 0 ⌣ , we have S AB | 0 ⌣ S A ,S C AC. We conclude using
The proof of the last assertion is similar.
This finishes the proof of the claim.
We know that ABC ∩ M = AB. Moreover, it follows from the first point of the claim that S ABC ∩ M = S ABC ∩ AB = S AB . Consequently, using Remark 2.2, the type in the sense of the theory T S defined by the pair (ABC, S ABC ) is consistent, so we may consider that it is realised in (M,
We already have that C | T ⌣ E A, B so we will prove that S(acl 0 (C, AB)) = acl 0 (S(C), S(AB)).
By Remark 1.8, it suffices to show that acl 0 (S AC , S BC ) ∩ acl 0 (C, AB) ⊆ acl 0 (S C , S AB ). We in fact prove that S AC , S BC | 0 ⌣ S A ,S B ,S C AB, C. As before, using (AB,
Using Base Monotonicity of | 0 ⌣ , we have
On the other hand, from (AC, AB) | 0 ⌣ B,C BC and Monotonicity of | 0 ⌣ , we have that
Using Base Monotonicity of | 0 ⌣ we have
Now using Transitivity of
| 0 ⌣ , we get S AC , S BC | 0 ⌣ S A ,S B ,S C AB, C. Lemma 2.5. Assume that a | w ⌣ C b with C ∈ C and (b i ) i<ω is such that (1) b i ≡ T S C b j ≡ T S C b for all i, j < ω (2) b i | a ⌣ C b j and S(acl 0 (Cb i , Cb j )) = acl 0 (S(Cb i ), S(Cb j )) for all i, j < ω Let σ i be an automorphism over C of (M, M 0 ) sending b to b i , p(x) = tp T S (a/Cb) and p i = σ i p. If i<ω p i (x) is consistent then a | T ⌣ C b.
Proof.
We may assume by contradiction that a | T ⌣ C b. Let A = Ca, B = Cb. As a | w ⌣ C b there exists s ∈ S(acl 0 (A, B)) \ acl 0 (S(A), S(B)). As we saw in the proof of Lemma 2.3, there exists u ∈ A \ S(A), b ∈ B \ S(B) and L S (C)-formulae ψ u (t, a) and ψ v (t, b) both k-algebraic in t for some k, satisfied respectively by u and v. There is also an L 0 -formula φ(t, y, z) m-algebraic in t, strict in y and strict in z, such that s |= φ(t, u, v). Again, as v / ∈ acl 0 (S(B), C) and ψ v (t, b) isolate the type tp T S (v/Cb), every v ′ satisfying ψ v (t, b) will satisfy v ′ / ∈ acl 0 (S(B), C). Let Λ(x, b, c) ∈ tp T S (a/Cb) be the following formula
As we saw before, it witnesses Strong Finite Character over elements of C. Note that if b ′ ≡ T S C b, then all realisations of ψ v (t, b ′ ) doesn't fall in acl 0 (S(Cb ′ ), C). Now let (b i ) i<ω be as the hypothesis. Assume that the type i<ω p i (x) is consistent, and realised by some a ′ . Recall that k is the maximal number of distinct realisations of ψ u (t, b).
is consistent, there is u ′ ∈ Ca ′ and i < j < k + 1 such that v i , v j are two realisations of ψ v (t, b i ) and ψ v (t, b j ) respectively -we assume i = 1, j = 2 for conveniance-and such that there exists
. By modularity, it means that there is some w ∈ acl 0 (v 1 , v 2 ) such that s 1 ∈ acl 0 (s 2 , w). Now either w ∈ acl 0 (s 1 ) or w ∈ acl 0 (s 1 , s 2 ) so in any case,
, C) and this is a contradiction.
Remark 2.6. According to [10, Definition 7.8] the previous Lemma states that whenever (b i ) i<ω is a witness for Kim-dividing in
Remark 2.7. Let | ⌣ be a relation satisfying Symmetry, Monotonicity, Existence and Strong Finite Character over elements of C. Let C ∈ C.
If tp(a/Cb) is finitely satisfiable in C then a | ⌣C b. Indeed, assume a | ⌣C b then by Strong Finite Character over elements of C there is a formula φ(x, b) ∈ tp(a/Cb) such that if a ′ |= φ(x, b) then a ′ | ⌣C b. As tp(a/Cb) is finitely satisfiable in C there is c ∈ C such that c |= φ(x, b), so c | ⌣C b, so by Symmetry and Monotonicity b | ⌣C C which contradicts Existence.
Lemma 2.8. Assume that | T ⌣ satisfies the hypothesis of Lemma 2.3 (except maybe Extension).
Observe that for j < i we have tp T S (b i /M b j ) is finitely satisfiable in M . Using Remark 2.7, and the conclusions of Lemma 2.3, it follows that In particular if acl 0 is trivial or if acl 0 = acl T then | w ⌣ satisfies Base Monotonicity.
Proof. Assume that there exist A, B, C, D that doesn't satisfies the hypothesis of 2. Take w ∈ acl 0 (AD, BD)\(acl 0 (A, BD)∪AD). Let S 0 = S(acl T (∅) Set S ABD = acl 0 (S 0 , w). The type (over ∅) defined by the pair (ABD, S ABD ) is consistent. As Let w be in S(acl 0 (AD, BD)) \ acl 0 (S(AD), S(BD)). As w ∈ S we have that w / ∈ AD and w / ∈ BD. It remains to show that w / ∈ acl 0 (A, BD). Assume that w ∈ acl 0 (A, BD). As w ∈ S we have that w ∈ S(acl 0 (A, BD)). From A | w ⌣ C BD we have that S(acl 0 (A, BD)) = acl 0 (S(A), S(BD)) so w ∈ acl 0 (S(A), S(BD)) which contradicts that w / ∈ acl 0 (S(AD), S(BD)). So it follows that w ∈ acl 0 (AD, BD) \ (acl 0 (A, BD) ∪ AD).
Preservation of NSOP 1
In this section we use the result of the previous section to prove that if T is NSOP 1 and T satisfies a supplementary hypothesis then T S is also NSOP 1 . This supplementary hypothesis (namely (1) below) translate how | 0 ⌣ in the reduct T 0 is controled by | T ⌣ in T . The results of the previous section give more than the previous Theorem. Indeed, most of the nice features that may happen in T for | T ⌣ are preserved when expanding T to T S. For instance if | T ⌣ is defined over every base set, so is | w ⌣ . If the independence theorem in T is satisfied by | T ⌣ not only over models, but over a wider class C then the same holds in T S for | w ⌣ . We summarize these features in the next result.
is a suitable triple. Assume that there is a ternary relation | T ⌣ over small sets of a monster model of T that satisfies
• Witnessing 
Iterating the construction.
Start with a suitable triple (T, T 0 , L 0 ) and call T S 1 a completion of T S. Note that T 0 is also equal to T S 1 ↾ L 0 , and assume that (T S 1 , T 0 , L 0 ) is a suitable triple. Observe that concerning the four conditions of Theorem 1.4, one only needs to check condition 4. We may then construct T S 1 S and complete it as T S 1 S 2 . We may iterate this construction (assuming that (T S 1 . . . S n−1 , T 0 , L 0 ) is a suitable triple) to obtain T S 1 . . . S n , a theory such that each S i is a predicate for a generic L 0 -substructure. We may also do this starting with reducts in different languages
is a suitable triple. Construct T S 1 a completion of the theory obtain by Theorem 1.4 from (T, T 1 , L 1 ), and then -assuming that (T S 1 , T 2 , L 2 ) is a suitable triple-T S 1 S 2 obtained from the suitable triple (T S 1 , T 2 , L 2 ) and iterate it to get T S 1 . . . S n where each S i will be a predicate for a generic L i -substructure.
is a suitable triple. Now assume inductively that
We obtain a theory T S 1 . . . S n such that each S i+1 is a predicate for a generic L i+1 -substructure of T S 1 . . . S i .
AB. Then the theory T S 1 . . . S n est NSOP 1 and Kim-independence in T S is given by
(for acl i , | i ⌣ the algebraic closure and independence in the sense of T i ). (2) If there exists | T ⌣ that satisfies the hypothesis of Theorem 3.2 (relatively to each theory T i ), then T S 1 . . . S n is NSOP 1 and the relation
agrees with Kim-independence over models. Furthermore this relation satisfies all the properties listed in Theorem 3.2.
Proof. It is clear how T S 1 . . . S n is constructed by using successively Theorem 1.4. Denote | k ⌣ the modular independence relation in T k . We only do the proof of the secund "if". The proof of the first one is similar. Now assume that there is some independence relation | T ⌣ (and | ⌣ ′ ) satisfying the hypothesis of Theorem 3.2. From the previous section, the theory T S 1 admits a ternary relation | w 1 ⌣ satisfying the following properties (by Lemma 2.3, Theorem 2.4 and Lemma 2.8): Invariance, Symmetry, Existence, Monotonicity, Strong Finite Character over elements of C, Extension, | ⌣ ′ -amalgamation over elements Witnessing and
• For all E ∈ C and A, B, C algebraically closed containing E, if C | T ⌣ E A, B and
• For all E ∈ C and A, B, C algebraically closed containing E, if C | w 1 ⌣ E A, B and
We conclude that (T S 1 , T 2 , L 2 ) is a suitable triple in which | w 1 ⌣ satisfies the conditions of Theorem 3.2, so T S 1 S 2 is NSOP 1 , and Kim-independence is given by
so it is given by
and S 2 (acl 2 (AC, BC)) = acl 2 (S 2 (AC), S 2 (BC)). The result follows by an easy induction.
As expected, the theory T S 1 . . . S n obtained above is the model companion of the (incomplete) theory T S 1 ...Sn whose model (M , S 1 , . . . , S n ) are composed of M |= T and S i |= T i an L i -substructure of M . This is shown by easy inductions:
(1) every (M , S 1 , . . . S n ) |= T S 1 ...Sn can be extended to a model of T S 1 . . . S n : start by
..Sn extending it: this induction starts from S n and goes backward until S 1 . The relations between the S i are very generic. Indeed, we cannot have S i ⊆ S j as the theory T S 1 ...Sn is very much incomplete, which makes our generic predicate invisible from one another. Now if we want to impose things between the S i , we may for instance consider -analogously to the generic predicate in [4] -a slightly stronger version of the generic substructure. Consider a suitable triple (T, T 0 , L 0 ) and P a 0-definable predicate in T such that in any model M of T , P is a model of T 0 which is a substructure of M . Then we may consider the construction of the generic substructure S inside P . In that case, assume that T i = T j for all i ≤ n. We may construct T S 1 then add a generic substructure S 2 inside S 1 and iterate. This would be the model companion of the theory T S 1 ...Sn ∪ {S 1 ⊇ S 2 ⊇ · · · ⊇ S n }. We may also consider the case in which T i is not the theory of a substructure but of a structure 0-definable in T .
Remark 4.2 (Multi-sorted language)
. Consider now that L is a multi-sorted language, and one of the sort is A. Let L A be the restriction of L to the variables of the sort A,
to be an adapted triple? The problem is that at first sight an implicit condition in the definition of an adapted triple is that acl 0 and | 0 ⌣ must be defined over every subset of a model. We can consider that L 0 -formulae can be plugged in with variables of other sorts by forgetting about the variables which are not in the sort A, considering them as dummy variables. For instance if ab is a tuple in an L structure M where a is in the sort A and B in another sort. Then acl 0 (ab) = acl 0 (a) as the formula x B = b is not an L 0 -formula. So we may consider that acl 0 is defined over the whole structure M even if it doesn't satisfy M ⊆ acl 0 (M ), since acl 0 (M ) = M ∩ A. Similarly we can consider | 0 ⌣ defined over every subsets of the model M , and the notion of adapted triple makes sens.
Examples of generic substructure
5.1. Example 1: Generic subvector space over a finite field. In this section, T is a complete theory of an infinite F q -vector space in the language L = (λ α ) α∈Fq , +, 0, . . . . Let L 0 = (λ α ) α∈Fq , +, 0 , and T 0 = T ↾ L 0 . By completeness of the theory of infinite dimensional F q -vector space, T 0 is the theory of an infinite F q -vector space. For A a subset of a model of T , the set acl 0 (A) is the vector space spanned by A, we denote it by A . Let L V = L ∪ {V } with V a unary predicate and T V the theory T in L V in which V is an infinite subvector space.
The following fact is from [4, Lemma 2.3]:
Fact 1. Assume that M is a saturated model of some theory that eliminate the quantifier ∃ ∞ . Then for any formula φ(x, y) the set
Theorem 5.1. If T is model complete and eliminates the quantifier
is a suitable triple. It follows that the theory T V admits a model companion, we denote it by T V .
Proof. We have to show that the triple (T, T 0 , L 0 ) is suitable, the existence of the model companion follows from Theorem 1.4 and Remark 1.10. We check the four conditions of Definition 1.9.
(1) T is model complete (2) T 0 model complete and for all A infinite, A |= T 0 (3) · defines a modular pregeometry (4) for all L -formula φ(x, y) there exists an L -formula θ φ (y) such that for b ∈ M |= T M |= θ φ (b) ⇐⇒ there exists a saturated N ≻ M and a ∈ N such that φ(a, b) and a is | 0 ⌣ -independent over M The condition 1. holds by hypothesis. The condition 2 and 3 are also clear, these are basic properties of the theory of infinite dimensional vector space, here as A is infinite, A is an infinite dimensionnal F q -vector space.
We prove condition 4.. Let φ(x, y) be a formula as above. For α = α 1 , . . . , α k and x any k-tuple of variables we let λ α (x) be the term:
Let x be tuple of variables of length n and z a tuple of variable of length s = q n − 1. Let α 1 , . . . , α s be an enumeration of (F q ) n \ (0, . . . , 0). We denote by z = x 0 the formula i=1,...,s 
It is clear that conditions of the form x ∩ V = y are definable in L V , for finite tuples x and y. Proof. Assume that |x| = 1. From the description of types (see Corollary 1.12) and compactness, every L V -formula φ(x, b) is equivalent to a disjunction of formula of the form
where ψ(x, z, y) is an L -formula (not necessarily quantifier-free) and z V a subtuple of variable of z. In order to prove elimination of ∃ ∞ , by the pigeonhole principle , we may assume that φ(x, b) is equivalent to such a formula. Now let u, v be two tuple of variable such that |u| + |v| ≤ |z| + 1, and let
Let Λ(y) be the formula From left to right. If Γ uv u V v V (b) holds for some b, there exists a tuple e from M and a subtuple e V of e such that V ∩ e = e V and M |= θ Γ (be). Using one instance of the axioms (see Remark 5.2 and Remark 5.3), this implies that there exists a realisation d of Γ(u, be) such that de ∩ V = d V e V , for d V the subtuple associated to the variables u V and such that d is linearly independent over acl T (be). As (M , V ) |= Γ(d, be), there exists a and a tuple c from M such that φ(a, b) . Now as d is linearly independent over acl T (be) and a ∈ de \ e we have a / ∈ acl T (be) so a / ∈ acl T (b). Proof. Define T V 1 . . . V n inductively as follows.
• T V 1 is a completion of the generic subvector space obtained from the suitable triple
is a completion of the generic subvector space obtained from the suitable
The existence of T V 1 . . . V n follows from Lemma 5.4. 
It is easy to see that T V 1 is the theory of belle paires of vector spaces over F q . One can easily show that T V 1 has U-rank 2, and one should check that T V 1 . . . V n has U-rank n + 1.
Example 2:
NSOP 1 fields in positive characteristic. We recall some definitions from classical field theory. For a field K we will denote K alg and K s respectively the algebraic closure and the separable closure. Let K, L be two field extension of a field E. We say that K is linearly disjoint from L over E (denoted by K | ld ⌣ E L) if every finite tuple from K which is linearly independent over E is also linearly independent over L in the compositum KL. This definition turns out to be symmetric, and we will sometimes say that K and L are linearly disjoint over E. | ld ⌣ also satisfies the following important
Remark 5.7. This is a notion of independence only defined over fields. An easy way of extending its definition is by setting for every A, B, E subsets of some big field, A | ld ⌣ E B if and only if F(A, E) | ld ⌣ F(E) F(B, E) (for F the prime field of the ambiant model). With this extended definition, in any field F with prime field F, the ternary relation | ld ⌣ is defined over every subsets of F and satisfies Symmetry, Monotonicity, Transitivity and Base Monotonicity.
Lemma 5.8. Let A, B be two extensions of some field E, such that AB/E is regular and 
Let x be in the right hand side, α ∈ AE s , β ∈ BE s such that x = α + β. Let L be a finite extension of E inside E s such that α ∈ AL and β ∈ BL. We can complete {1} to a basis {1, u 2 , . . . , u n } of the E-vector space L. As AB | ld ⌣ E L, it is also a basis of the AB-vector space LAB. As AB | ld ⌣ A LA and AB | ld ⌣ B LB, it is also a basis of the A-vector space LA and of the B-vector space LB. Now the coordinate of x ∈ AB in the AB-vector space LAB is (x, 0, . . . , 0) as x = x + 0u 2 + · · · + 0u n . Let (a 1 , . . . , a n ) (respectively (b 1 , . . . , b n )) be the coordinate of α in the basis 1, u 2 , . . . , u n of the A-vector space LA (respectively of β in this basis of the B-vector space LB). As x = α + β, we have, looking at the first coordinate that x = a 1 + b 1 , so x ∈ A + B.
From the reminder of this section, every field has positive characteristic p > 0. Let L = {+, −, ·, 0, 1, . . .} and T an L -theory of an infinite field of characteristic p. Let T 0 = T ↾ {+, 0}. It is the theory of infinite F p -vector space. Assume that T is NSOP 1 , model complete and eliminate ∃ ∞ . Let T G 1 ...Gn be the theory whose models are models of T in which each G i is a predicate for an additive subgroup. Using Corollary 5.5 the theory T G 1 ...Gn admits a model companion, we denote it T G 1 . . . G n . Let | T ⌣ be the Kimindependence relation in T .
Theorem 5.9. Assume that T satisfies the following assumption for all A, B acl T -closed E |= T contained in A and B:
if
(for A, B, C acl T -closed, A, B containing E, E |= T ).
Proof. We want to apply Corollary 4.1. In order to do this, we have to prove that T satisfies the hypothesis of Theorem 3.2, with the class C being the class of all small models. 
Let F |= T , let E ≺ F and A, B, C in F containing E, with C | T ⌣ E A, B and A | T ⌣ E B. We prove the following. 
Proof of the claim. First, observe that as fields, E s is an elementary substructure of F s . Indeed, by model completeness of SCF p,e we have to check that they have the same imperfection degree (which is clear as F ≻ E) and that F s /E s is separable (the later follows from the fact that F/E is a regular extension). Now by [10, Proposition 9.28 (1)] (or [2, Theorem 3.5 (A)]) we have C | ld ⌣ E AB. As E is a model, C/E and AB/E are regular extensions 4 , by [2, Lemma 3.1 (1)] we have that C s | ld ⌣ E s (AB) s (*). Moreover F s /ABC is separable, (as so are F s /F and F/ABC, the latter using [2, Theorem 3.5 (B)]) and so is C s (AB) s /ABC. It follows that F s /C s (AB) s is separable (**). From (*) and (**), using the remark after [3, (1. 2)] we have that tp SCF (C s /(AB) s ) does not fork over E s . By stability, as E s is an elementary submodel of the ambiant model F s of SCF p,e , tp SCF (C s /(AB) s ) is a coheir of tp SCF (C s /E s ). Now take u ∈ (AB) s and assume that for some α ∈ (AC) s and β ∈ (BC) s we have u = α + β. Let φ(x, a, b, c) be the formula (satisfied by u) asserting that x is the sum a root of some nontrivial separable polynomial with coefficient in a and c and a root of some nontrivial separable polynomial with coefficient in b and c. We have c |= φ(u, a, b, z) . By coheir there exists e ∈ E s such that u |= φ(x, a, b, e) and hence u ∈ A s + B s . This shows that ((AC) s + (BC) s ) ∩ (AB) s = A s + B s .
By the claim (acl T (AC) + acl T (BC)) ∩ acl T (AB) ⊆ (A s + B s ) ∩ acl T (AB This is Theorem 3.2, knowing that | ACF ⌣ is stationary over algebraically closed sets hence satisfies the independence theorem over algebraically closed sets without any assumption on the parameters.
Example 3:
Algebraically closed field with generic multiplicative subgroup. We are now interested in using Theorem 1.4 to prove that the theory of an algebraically closed field of any characteristic with a predicate for a multiplicative subgroup admits a model companion. Consider L f ields = +, −, ·, −1 , 0, 1 and L 0 = {·, 0, 1} ⊆ L f ields For p a prime or 0, we consider the theory ACF p , remark that ACF p ↾ L 0 is a complete theory, we call it T p . Note that T p |= ∃ =1 x∀y x · y = x, that explains why we kept the constant 0 in L 0 . The theory T p is axiomatised by adding to the theory of abelian groups (with an absorbing element 0) the following sets of axiom:
• If p > 0: {∀x∃ =n y y n = x | n ∈ N \ {0} , p does not divies n} ∪ ∀x∃ =1 y y p = x • If p = 0: {∀x∃ =n y y n = x | n ∈ N \ {0}} . The following is an easy exercice.
Proposition 5.13. The theory T p has quantifier elimination in the language L 0 . It is complete. It is strongly minimal and ℵ 1 -categorical. Furthermore for any subset A of a model M of T p , the algebraic closure is given by acl p (A) := {0} ∪ {u ∈ M, u n ∈ A for some n ∈ N} where A is the group spanned by A. Every algebraically closed set is a model of T p . Furthermore acl p defines a pregeometry which is modular and the associated independence relation in T p is given by
⇐⇒ acl p (AC) ∩ acl p (BC) = acl p (C).
We are in the same context as the beginning of section 1. For G × a symbol for a unary predicate, we denote by ACF G × the theory in the language L ring ∪ {G × } whose models are algebraically closed fields of characteristic p in which the predicate G × consists of a multiplicative subgroup.
Fact 2 (Corollary 3.12 in [14] ). Let p be a prime number or 0. For φ(x, y) any L f ieldformula there exists an L f ield -formula θ φ (y) such that for any model K of ACF p and tuple b from K, K |= θ φ (b) if and only if φ(x, b) defines a quasi-affine variety 5 and there exists a such that |= φ(a, b) and a is | p ⌣ -independent over K. Now every definable set in ACF p can be written as a finite union of quasi-affine varieties, hence we have the following.
Lemma 5.14. Let p be a prime number or 0. For φ(x, y) any L f ield -formula there exists an L f ield -formula θ φ (y) such that for any model K of ACF p and tuple b from K, K |= θ φ (b) if and only if there exists a such that |= φ(a, b) and a is | p ⌣ -independent over K.
5 [14, Corollary 3.12] is stated with variety instead of quasi-affine variety, but it is easy to see from the proof that the result also holds for quasi-affine varieties. The proof is actually simpler.
