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Resumen
Las barras de arena son caracter´ısticas naturales generadas en las zonas costeras por la
interaccio´n entre el mar y la costa. Los procesos de corto plazo que determinan el comporta-
miento de las barras son las olas y el transporte de sedimentos. La interaccio´n entre el oleaje
y la costa es altamente no lineal y, tradicionalmente, los modelos basados en procesos (es
decir, modelos de evolucio´n) han sido utilizados para modelar y analizar el comportamiento
de las barras en el corto plazo. Sin embargo, las predicciones a mediano y largo plazo no
siempre son posibles con estos modelos por las siguientes razones: i) imprecisiones en los
datos usados para calibrar o validar los modelos y l´ımites en la capacidad computacional
ocasionando acumulacio´n exponencial de errores, ii) poco entendimiento del sistema estu-
diado, y iii) esfuerzo computacional al simular en el mediano a largo plazo. Los modelos
basados en datos surgen como una alternativa a los modelos basados en procesos, pues no se
requiere el conocimiento f´ısico para el modelo, sino que extraen el conocimiento u´nicamente
a partir de los patrones encontrados en los datos.
Las te´cnicas basadas en datos: descomposicio´n emp´ırica en modos (EMD, por su sigla en
ingle´s) y redes neuronales autorregresivas (ARNN, por su sigla en ingle´s) se aplicaron a
las series de tiempo de las barras y oleaje de la costa de Cartagena de Indias, Colombia
para encontrar la dependencia no lineal entre ellas. El primer me´todo se usa para analizar
la relacio´n entre las barras y las condiciones de oleaje de forma gra´fica; mientras que el
segundo me´todo se usa para derivar los coeficientes de autocorrelacio´n/correlacio´n cruzada
simple/parcial entre ellas. Se detecta evidencia de dependencias no lineales entre el estado
presente de la posicio´n de las barras y el oleaje, y el estado pasado de las barras.
El principal objetivo de esta tesis es desarrollar una metodolog´ıa para modelar las series
de tiempo no lineales de la posicio´n de las barras con la altura significante de ola y el
per´ıodo pico como variables exo´genas. La metodolog´ıa se basa en la cla´sica metodolog´ıa
Box–Jenkins para identificacio´n de sistemas dina´micos lineales, pero extendie´ndola al caso
no lineal. Los modelos utilizados en este enfoque esta´n basados en redes neuronales artificiales
y unos h´ıbridos entre modelos lineales y no lineales, los cuales demuestran tener una buena
capacidad de prediccio´n.
Palabras clave: series de tiempo no lineales; modelado no lineal; identificacio´n de modelos;
barras de arena; descomposicio´n emp´ırica en modos; zonas costeras; modelos basados en
datos.
xAbstract
Sandbars are natural features generated in the nearshore zones by the interaction between
the sea and the coast. The short-term processes that drive sandbar behavior are waves and
sediment transport. The interaction between waves and the coast is highly nonlinear and,
traditionally, process-based models (e.g., evolution models) have been used for modelling and
analyzing sandbar behavior in the short term. However, medium- to long-term predictions
are not always possible with these models due to some reasons: i) inaccuracies in data used
to calibrate or validate the model, limit on computational capacity causing exponential error
accumulation, ii) little understanding of the system to be studied, and iii) computational
effort when looking to mid-term and long-term simulations. Data-driven models emerge as
an alternative to process-based models as they do not need insight on the physical knowledge
of the model, but they extract knowledge from patterns found in the data.
The data-driven techniques: EMD (empirical mode decomposition) method and ARNN (au-
toregressive neural networks) are applied on sandbar and wave time series from the coast of
Cartagena de Indias, Colombia for finding the nonlinear dependency. The former is used for
analyzing the relationship between sandbar and wave conditions in a graphical way; and the
latter is used for deriving nonlinear simple/partial cross/auto-correlation coefficients. Evi-
dence of nonlinear dependencies is detected between the present state of sandbar location
and past states of wave conditions.
The main goal of this thesis is to develop a methodology for modelling a nonlinear time series
of sandbar position with significant wave height and peak period as exogenous variables. The
methodology is based on the classical methodology by Box–Jenkins for model identification
in linear dynamical systems, but extending it to the nonlinear case. The models used in
this approach are based on artificial neural networks and some hybrid between linear and
nonlinear show good skills for prediction.
Keywords: nonlinear time series; nonlinear modelling; model identification; sandbars; em-
pirical mode decomposition; nearshore zones; data-driven models.
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1 Introduccio´n
En este cap´ıtulo se presenta el problema del modelado y prediccio´n del comportamiento de
las barras de arena, como instrumento para la toma de decisiones en la gestio´n de zonas
costeras, y al mismo tiempo, se introduce el estudio del modelado de variables f´ısicas no
lineales con variables exo´genas por medio de modelos no lineales como las redes neuronales.
En la seccio´n 1.1 se define el problema de investigacio´n desarrollado en esta tesis. En la
seccio´n 1.2 se presentan los trabajos realizados en el modelado y prediccio´n de las barras de
arena y otras variables similares. Por u´ltimo, en la seccio´n 1.3 se listan los objetivos general
y espec´ıficos a alcanzar con esta tesis.
1.1. Definicio´n del problema
Actualmente, muchos investigadores dedican sus esfuerzos en intentar modelar y predecir el
comportamiento de la costa para ayudar a los gestores costeros a implementar medidas que
permitan mitigar la erosio´n para minimizar los efectos negativos en el turismo y el comercio,
o para salvaguardar la fauna que depende de las costas.
Es un tema actual de intere´s el poder predecir de manera precisa la variabilidad de las
barras en el corto plazo (horas a semanas), mediano plazo (semanas a meses) y largo plazo
(meses hasta an˜os), y profundizar en el entendimiento de su dina´mica. Se sabe que esta
variabilidad, adema´s de estar sujeta al oleaje, tambie´n depende de los estados pasadosl (Pape
and Ruessink, 2011).
En la subseccio´n 1.1.1 se describe la dina´mica de las barras y su complejidad no lineal,
luego en la subseccio´n 3.2 se presentan los principales me´todos utilizados para representar
la dina´mica, haciendo e´nfasis en los me´todos basados en datos, en la subseccio´n 1.1.3 se
revisan los modelos lineales y no lineales, y por u´ltimo, en la subseccio´n 1.1.4 se introducen
los sistemas de monitorizacio´n con ca´maras de video y su importancia en el desarrollo de
esta tesis.
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1.1.1. Barras de arena
Las barras son formas naturales que se generan en zonas costeras, principalmente, debido
a la interaccio´n entre el oleaje y la costa. En general, son acumulaciones longitudinales de
arena, paralelas a la costa, que se forman de manera natural, generalmente, en profundidades
menores a 10m. Se generan a partir del transporte de sedimentos producido por la energ´ıa de
las olas y tambie´n constituyen una barrera natural contra la energ´ıa potencialmente erosiva
de las olas (Plant et al., 2001). Son defensas naturales de la costa, pues al llegar las olas a las
zonas donde las barras esta´n sumergidas, la disminucio´n repentina en la profundidad hace
que la energ´ıa de las olas se acumule en la cresta hasta romper, disipando as´ı su energ´ıa y
evitando en cierta medida el efecto erosivo en la playa. Las olas afectan el comportamiento y
las caracter´ısticas morfolo´gicas de las barras (tales como la posicio´n transversal respecto a la
costa, la geometr´ıa (ancho y alto), y la forma longitudinal (en forma de luna, rip channels,
entre otros)) en una escala temporal que va desde los d´ıas hasta las semanas.
Los procesos hidrodina´micos y de transporte de sedimentos que generan las barras en la costa
son altamente no lineales —a diferencia de los feno´menos en grandes profundidades, como
el oleaje, que se pueden describir con la teor´ıa lineal de ondas—; la escala de variabilidad
temporal de estos procesos esta´ en el orden de los minutos a las horas (pequen˜a escala),
mientras que dependiendo de los tiempos de respuesta de las barras, e´stas pueden variar en
el orden de los d´ıas. Actualmente, un creciente nu´mero de investigadores dedican sus esfuerzos
a intentar modelar y predecir la variabilidad de las barras, ya que es uno de los aspectos ma´s
relevantes para ayudar a los gestores costeros a implementar medidas que permitan mitigar
la erosio´n, pues a menudo, las medidas que se toman involucran la modificacio´n de las barras
mediante alimentacio´n con arena (Hamm et al., 2002).
El aspecto ma´s significativo del comportamiento de las barras es su posicio´n transversal
respecto a la costa y la migracio´n. Se ha observado que las olas de alta energ´ıa dirigen las
barras en la direccio´n de la costa al oce´ano, tomando arena de la playa y erosiona´ndola,
mientras que las olas de baja energ´ıa dirigen las barras hacia la costa (Hoefel and Elgar,
2003). Este comportamiento se desarrolla en cuestio´n de d´ıas y cuando hay un aumento
repentino en la altura de ola (tormentas), esta migracio´n se puede dar incluso en la escala
de las horas. Adicionalmente, las barras tienen comportamientos estacionales en el an˜o, y
a menudo tienen tendencias de largo plazo (meses a an˜os) que no son explicadas por la
variabilidad de las olas en el corto plazo.
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1.1.2. Modelos basados en datos vs. modelos basados en procesos
Tradicionalmente, en a´reas como la oceanograf´ıa, meteorolog´ıa e ingenier´ıa costera se ha
utilizado el conocimiento de la dina´mica de los procesos que intervienen en un feno´meno
con el fin de modelar y predecir de manera cuantitativa el comportamiento y las interac-
ciones entre las variables involucradas (ver (Brø ker and Roelvink, 1993)). Estos modelos
son llamados modelos basados en procesos y, en general, son idealizaciones de los sistemas
f´ısicos plasmadas en ecuaciones diferenciales o integrales que describen la dina´mica. Compu-
tacionalmente, estas ecuaciones se resuelven mediante me´todos nume´ricos que aproximan
una solucio´n anal´ıtica, ya que en la mayor´ıa de los casos, la complejidad de estas ecuaciones
impiden obtener una solucio´n exacta.
Los modelos basados en procesos tienen limitaciones al hacer predicciones en el medio al largo
plazo (meses a an˜os) por varias razones: i) la medicio´n de los datos puede ser inexacta, esto
aplica para las observaciones del sistema, de las variables exo´genas involucradas y de los datos
usados para calibrar el modelo; ii) en general, no es completamente claro co´mo representar
los procesos f´ısicos en el modelo porque no se entienden por completo, lo cual implica que el
comportamiento real a menudo no se representa correctamente, esto es especialmente cierto
para las zonas costeras, pues los procesos como el transporte de sedimentos son complejos
(ver por ejemplo, (Pape, 2010) y (De Vriend, 1991b)). Por u´ltimo, iii) con horizontes ma´s
amplios, sufren acumulacio´n de errores debido a las imprecisiones en los modelos nume´ricos,
que puede ser exponencial cuando las ecuaciones son no lineales (De Vriend, 1991a; Southgate
et al., 2003).
A pesar de las limitaciones de los modelos basados en procesos, au´n son muy utilizados,
principalmente porque los cient´ıficos esta´n interesados en observar las dina´micas e interac-
ciones entre las variables. Sin embargo, otro tipo de modelos que han ganado popularidad
son los modelos basados en datos, los cuales a diferencia de los modelos basados en procesos,
no representan la dina´mica del sistema con ecuaciones f´ısicas, sino a partir de los patrones
encontrados en los datos estad´ısticos encontrados en las observaciones obtenidas a trave´s
del tiempo. Usualmente, este enfoque se ha utilizado cuando los procesos f´ısicos no son muy
bien entendidos y permite superar algunas de las limitaciones de los modelos basados en
procesos. Con estos modelos, la dina´mica del sistema es aprendida u´nicamente de los datos,
y por lo tanto, estos modelos son considerados cajas negras, lo cual si bien puede verse como
una fortaleza, desde otro punto de vista es una debilidad, pues las ecuaciones que describen
el modelo no son f´ısicamente interpretables y el comportamiento espec´ıfico aprendido de un
conjunto de datos no siempre se puede aplicar a otro en diferentes condiciones, es decir, no
son modelos generalizados (Larson et al., 2003; Southgate et al., 2003).
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Estos modelos solamente capturan los comportamientos y patrones presentes en los datos
usados para la calibracio´n de los para´metros, haciendo necesario utilizar una gran cantidad
de datos de alta resolucio´n que capturen la mayor parte de la dina´mica del sistema (Horrillo-
Caraballo and Reeve, 2010; Smit et al., 2007). No obstante, debido a que no se utilizan
me´todos nume´ricos iterativos para estimar soluciones nume´ricas, el problema de la acumu-
lacio´n de errores debido a imprecisiones nume´ricas no esta´ presente. Por estas razones, los
modelos basados en datos presentan ventajas para hacer predicciones en el mediano al largo
plazo. Estos modelos pueden ser lineales o no lineales, siendo las redes neuronales artificiales
uno de los modelos ma´s adecuados.
1.1.3. Modelos lineales vs. no lineales
Diversas te´cnicas provenientes de distintos campos del conocimiento se han utilizado para
el modelado y prediccio´n basada en datos, tales como la estad´ıstica, teor´ıa de sistemas
dina´micos, teor´ıa de caos e inteligencia computacional. Estas te´cnicas se pueden dividir en
dos grandes ramas, lineales y no lineales. La eleccio´n de uno u otro tipo de te´cnica depende de
las necesidades y caracter´ısticas del sistema observado. Las principales te´cnicas lineales para
el ana´lisis de las observaciones costeras como las Funciones Ortogonales Emp´ıricas (EOF,
por su sigla en ingle´s), Ana´lisis de Correlacio´n Cano´nica (CCA, por su sigla en ingle´s) y
Patrones de Oscilaciones Principales (POP), tienen su origen en el Ana´lisis de Componentes
Principales. Algunos autores han utilizado estas te´cnicas principalmente para analizar o
predecir la variabilidad de algu´n aspecto de la costa, por ejemplo, en (Fairley et al., 2009)
y (Reeve et al., 2008) se utiliza EOF para analizar la variabilidad de la l´ınea de costa y la
evolucio´n de los bancos de arena respectivamente; en (Horrillo-Caraballo and Reeve, 2010)
se emplea CCA para analizar el cambio en el largo plazo de los perfiles de playa y analizar el
desempen˜o de la prediccio´n con respecto a una ventana de prediccio´n; en (Rozynski, 2003) se
utiliza EOF para determinar patrones en las barras longitudinales y CCA para establecer las
relaciones entre ellas; en (Kroon et al., 2008) se analizan estad´ısticamente series de tiempo
de variables morfodina´micas en diferentes escalas temporales utilizando distintos me´todos
lineales y no lineales. En (Larson et al., 2003) se hace una revisio´n detallada de todas estas
te´cnicas aplicadas a la prediccio´n en el largo plazo del comportamiento de los sistemas
costeros morfodina´micos.
Otros trabajos han hecho uso de modelos estad´ısticos lineales directamente sobre las series de
tiempo como regresio´n lineal, modelos autorregresivos o Box–Jenkins (AR, ARMA, ARIMA),
como es el caso de (LaValle et al., 2001) donde se modelan las variaciones espacio–temporales
de series de playa y l´ınea de costa mediante modelos tipo Box–Jenkins; en (Southgate, 2008)
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se utilizan modelos de regresio´n lineal y Holt–Winters para predecir el volumen de playa
en el medio plazo con datos mensuales en un per´ıodo de 20 an˜os. Algunas de estas te´cnicas
estad´ısticas se revisan en (Smit et al., 2007).
Los modelos lineales basados en datos han podido aproximar tendencias en diferentes es-
calas para hacer predicciones; sin embargo se sabe que los procesos f´ısicos en la costa son
altamente no lineales (Pape et al., 2010a), por lo tanto, es natural pensar en utilizar te´cni-
cas no lineales para capturar los patrones complejos e interacciones entre variables que no
se pueden detectar con los me´todos lineales, as´ı como para incorporar en los modelos las
dependencias temporales de estados pasados del sistema. Entre las te´cnicas no lineales ma´s
utilizadas en costas para la caracterizacio´n del sistema, reduccio´n de datos y prediccio´n, se
encuentran las basadas en Dimensio´n de Tiempo Embebido (TDE, por su sigla en ingle´s),
que permite encontrar el cara´cter cao´tico o perio´dico de un conjunto de datos, Ana´lisis Es-
pectral Singular (SSA, por su sigla en ingle´s) el cual se basa en EOF pero incorpora rezagos
en el tiempo, Ana´lisis Fractal principalmente en sistemas altamente complejos y dimensio-
nales como el costero, y redes neuronales artificiales empleadas para prediccio´n de series de
tiempo (ver (Southgate et al., 2003) para una revisio´n de estas te´cnicas). La poca utilizacio´n
de estos me´todos se debe principalmente a la poca disponibilidad de datos—aunque ahora
se comienza a tener la cantidad necesaria—y al desconocimiento de las te´cnicas pues por
lo general pertenecen a a´reas del conocimiento distintas a la ingenier´ıa costera, y requie-
ren adaptacio´n en las metodolog´ıas para su aplicacio´n (Pape, 2010), especialmente las redes
neuronales artificiales.
Considerando las ventajas que ofrecen los modelos basados en datos sobre los modelos ba-
sados en procesos y la disponibilidad de datos histo´ricos de la posicio´n de las barras, en este
trabajo se explora la utilizacio´n de modelos basados en datos no lineales para el problema
del modelado y prediccio´n de la posicio´n de las barras. La informacio´n usada corresponde a
las observaciones diarias a trave´s de ca´maras desde donde se extrae la posicio´n de las barras
en Cartagena de Indias, Colombia y a datos de oleaje generados con el modelo de generacio´n
de oleaje SWAN.
1.1.4. Sistemas de monitorizacio´n costera
El uso de los modelos basados en datos se ha incrementado debido a la creciente disponi-
bilidad de datos de alta resolucio´n espacial y temporal medidos remotamente (Pape, 2010;
Southgate et al., 2003; Rozynski, 2003), y por el avance en la capacidad computacional.
Espec´ıficamente, las te´cnicas de medicio´n costera a trave´s de sistemas de monitorizacio´n
basados en video tales como ARGUS (Holman and Stanley, 2007; Ruiz de Alegr´ıa-Arzaburu
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et al., 2010) y HORUS (Osorio et al., 2007), han permitido obtener datos de alta resolucio´n
a partir de ima´genes capturadas en intervalos regulares de tiempo. La principal ventaja de
estos sistemas es su bajo costo comparado con me´todos tradicionales de medicio´n in situ,
pues consisten simplemente de ca´maras ubicadas en partes altas de edificios, conectadas a
un computador local que almacena, procesa y transfiere las ima´genes a un servidor central.
1.2. Trabajos relacionados
1.2.1. Modelos no lineales basados en datos en sistemas costeros
A diferencia de las a´reas de hidrolog´ıa, oceanograf´ıa y meteorolog´ıa, las aplicaciones de
te´cnicas de inteligencia computacional como las redes neuronales en costas au´n son esca-
sas, principalmente debido a la carencia de datos. Varios trabajos se han reportado en la
literatura:
En (Kingston et al., 2000) se emplean las redes neuronales para eliminar el efecto del
oleaje y las mareas en la desviacio´n entre la posicio´n transversal de las barras y la
posicio´n de las zonas de rompientes obtenidas a partir de las ima´genes time exposure.
En (Hashemi et al., 2010) se predice la evolucio´n del perfil de playa con una red
neuronal y utilizan Ana´lisis de Componentes Principales y correlacio´n cruzada para
excluir para´metros altamente correlacionados.
En (Yan et al., 2008) utilizan redes neuronales para predecir la geometr´ıa (ancho y
alto) de los ripples de arena.
En (Pape et al., 2007) utilizan redes neuronales recurrentes NARX para investigar el
rol de la no linealidad y la memoria en el comportamiento de las barras, con datos
de posicio´n de barras extra´ıdas de las ima´genes time exposure del sistema ARGUS
en distintos lugares teniendo en cuenta las series de tiempo del oleaje como variables
exo´genas para el modelo. Se corrobora el hecho de que la no linealidad es significativa
para el desempen˜o del modelo para predicciones en el mediano plazo (varios d´ıas).
En (Pape and Ruessink, 2011) se extiende el trabajo de (Pape et al., 2007) aplicando
el mismo tipo de red neuronal (NARX) para hacer predicciones de d´ıas hasta meses
(largo plazo) en series de datos de Hasaki, Japo´n y Gold Coast, Australia. Encuentran
que la red es capaz de capturar aspectos del comportamiento de las barras como la
migracio´n ra´pida hacia el mar durante tormentas, migraciones lentas hacia la costa
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en e´pocas de olas de baja energ´ıa, comportamientos estacionales y tendencias hacia el
mar de largo plazo.
En (Singh et al., 2007) combinan redes neuronales con programacio´n gene´tica para
modelar la tasa de transporte de sedimentos teniendo en cuenta las caracter´ısticas del
oleaje.
En (Lin et al., 2005) proponen un modelo nume´rico para predecir el transporte de
sedimentos acoplado a una red neuronal que simula la concentracio´n de referencia, la
cual es dif´ıcil de estimar con modelos tradicionales.
En (Van Maanen et al., 2010) utilizan una red neuronal para predecir el transporte
de sedimentos, pero le adicionan al modelo un me´todo para determinar que´ variables
influyen ma´s en el sistema llamado Derivadas Parciales (PaD, por su sigla en ingle´s),
y argumentan que dado que la red neuronal es una caja negra, el me´todo PaD sirve
para aclarar el modelo, resultando en un modelo generalizado.
La mayor´ıa de los art´ıculos analizados, concuerdan en que a pesar de que el modelo de red
neuronal siempre mejora las predicciones comparado con los modelos basados en procesos, es
importante mantener la interpretabilidad del modelo para que se pueda observar de alguna
manera la dina´mica, sin embargo, no siempre es posible. En algunos casos se mantiene la
interpretabilidad del modelo involucrando me´todos que reflejan la dina´mica y las influencias
externas: incorporando las dependencias temporales en el modelo NARX de (Pape et al.,
2007; Pape and Ruessink, 2011) y determinando la influencia de las variables exo´genas con
PaD en el modelo de (Van Maanen et al., 2010).
1.2.2. Modelos no lineales basados en datos en otros sistemas
A manera de comparacio´n se presenta a continuacio´n un ana´lisis de trabajos que han aplicado
modelos basados en datos no lineales en sistemas provenientes de hidrolog´ıa, oceanograf´ıa
y climatolog´ıa, que si bien no son equivalentes, tienen caracter´ısticas muy similares a los
sistemas costeros, tales como la no linealidad y la memoria. Las aplicaciones de redes neu-
ronales para modelar y predecir el comportamiento de sistemas f´ısicos en oceanograf´ıa e
hidrolog´ıa son numerosas y han tenido e´xito pues han mejorado de alguna manera a los
modelos tradicionales (basados en procesos). Algunos trabajos reportados en la literatura:
En (Birkinshaw et al., 2008) se propone un modelo h´ıbrido de red neuronal y modelo
nume´rico para predecir el impacto de abstraccio´n de aguas.
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En (Menezes Jr and Barreto, 2008) se utiliza una red neuronal NARX para predecir a
varios pasos precipitaciones de lluvias.
En (Bhattacharya et al., 2007) se modela el transporte de sedimentos en r´ıos mediante
redes neuronales y a´rboles modelo.
En (Van Den Boogaard et al., 2000) se emplean redes neuronales autorregresivas
(ARNN, por su sigla en ingle´s) para predecir en el corto y medio plazo el balance
de agua, adema´s incorporan asimilacio´n de datos por medio del filtrado de Kalman
para mejorar la prediccio´n en condiciones operacionales.
En (Cherkassky et al., 2006) se hace una revisio´n del rol de la inteligencia computacional
en las ciencias de la tierra y medio ambiente.
En (Siek and Solomatine, 2009) se emplea una red neuronal NARX como me´todo de
asimilacio´n de datos para reanalizar y mejorar las predicciones de un modelo cao´tico
de oleadas (surge) en el oce´ano.
En (Krasnopolsky et al., 2002) se emplean las redes neuronales como medio para me-
jorar la precisio´n de los modelos nume´ricos.
En (Krasnopolsky, 2007) se hace una revisio´n de la aplicacio´n de redes neuronales en
la geof´ısica, oceanograf´ıa y meteorolog´ıa, espec´ıficamente utilizado como mecanismo
de hibridacio´n con otros modelos y como medio para asimilacio´n de datos.
Una conclusio´n comu´n de todos estos trabajos es que la aplicacio´n del modelo no lineal
supera el desempen˜o de los modelos tradicionales a la hora de hacer predicciones. En la
mayor´ıa de los casos la arquitectura de red neuronal ha sido feed forward esta´ndar con
el algoritmo backpropagation como me´todo de entrenamiento del modelo, lo cual implica
que no se ha explotado completamente el potencial de otras arquitecturas para capturar de
manera precisa las dependencias temporales y el efecto de las variables exo´genas al sistema,
exceptuando las aplicaciones con NARX. Adicionalmente, pocos esfuerzos se han hecho en
intentar utilizar el potencial de estos modelos para profundizar en el entendimiento que se
tiene actualmente de la dina´mica de los sistemas ya que estos modelos son cajas negras. No
existe una metodolog´ıa clara para determinar el modelo ma´s adecuado.
1.2.3. Conclusiones de la revisio´n de literatura
Se ha evidenciado en la literatura un creciente intere´s en los modelos basados en datos para
la prediccio´n en escalas de tiempo cada vez mayores a medida que surgen nuevos datos para
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alimentar estos modelos. En cuanto a las te´cnicas basadas en datos para predecir series de
tiempo de algu´n aspecto de la costa se han encontrado te´cnicas estad´ısticas lineales como
Box–Jenkins, Holt–Winters, regresio´n lineal, entre otros, que han sido u´tiles para estimar
tendencias y analizar variabilidad, pero no son aptos para capturar patrones ma´s complejos
en los datos. Entre las te´cnicas no lineales se han obtenido muy buenos resultados con las
redes neuronales artificiales, aunque no se han aprovechado al ma´ximo.
En los trabajos analizados que intentan modelar y predecir las barras se hace mucho e´nfasis en
que no solo es importante obtener predicciones ma´s precisas en diferentes escalas de tiempo,
sino que es fundamental que los modelos no lineales ayuden a aportar en el entendimiento que
se tiene de los procesos f´ısicos que afectan el comportamiento de la costa y las predicciones
tengan significado f´ısico.
Se plantea en varios trabajos la utilizacio´n de arquitecturas de red neuronal ma´s sofisticadas
que permitan capturar mejor las no linealidades y dependencias temporales teniendo en
cuenta los forzadores externos.
De los trabajos que han utilizado redes neuronales no se ha establecido ninguna metodolog´ıa
para construir el modelo basado en el efecto de las variables explicativas, el grado de no
linealidad y la influencia de otros factores para predecir el comportamiento de las barras en
el mediano al largo plazo.
1.3. Objetivos
Como objetivo general para esta tesis, se plantea desarrollar una metodolog´ıa basada en
redes neuronales que permita modelar el comportamiento de las barras de arena a partir de
datos extra´ıdos de ima´genes time exposure teniendo en cuenta las caracter´ısticas del oleaje
como variables exo´genas.
Para lograr el objetivo general, se plantea alcanzar los siguientes objetivos espec´ıficos:
Establecer los pasos de la metodolog´ıa teniendo en cuenta los vac´ıos encontrados en la
literatura.
Implementar un prototipo de la metodolog´ıa propuesta para aplicarla al caso colom-
biano en Cartagena de Indias.
Modelar y pronosticar la posicio´n de las barras en el mediano plazo (semanas hasta
meses) con la metodolog´ıa propuesta.
2 Datos
Existen varias te´cnicas para medir el movimiento del agua y la evolucio´n de la topograf´ıa
bajo el mar. Entre los me´todos ma´s utilizados para medir la hidrodina´mica de un lugar se
encuentran las mediciones por boyas y los instrumentos especializados que miden la varia-
cio´n de superficie libre, los cuales pueden medir durante largos per´ıodos de tiempo diferentes
estad´ısticas del oleaje, como altura de ola, per´ıodo de ola y direccio´n. Sin embargo, estos
instrumentos pueden ser muy costosos, y la disponibilidad puede ser limitada para ciertos
sitios. Una alternativa son los modelos nume´ricos que simulan la generacio´n del oleaje to-
mando como entrada la velocidad de los vientos y la batimetr´ıa del lugar, o condiciones de
oleaje de otras locaciones que se propagan hasta el punto deseado.
Para medir los cambios en la morfolog´ıa bajo el mar (batimetr´ıa), se requieren de campan˜as
de campo las cuales son costosas en esfuerzo y dinero, y so´lo proveen informacio´n durante
un corto per´ıodo de tiempo. En algunos lugares, utilizan muelles para medir la batimetr´ıa,
tomando un perfil de la costa y midiendo la profundidad en intervalos regulares durante
mucho tiempo. Sin embargo, este me´todo es costoso y so´lo permite obtener informacio´n en
a´reas limitadas (perfiles lineales), y pueden afectar los procesos hidrodina´micos que se dan
en las cercan´ıas del muelle. Todas estas dificultades impiden tener series de datos extensas
y de calidad para procesos como la generacio´n y decaimiento de las barras. Los sistemas
de monitorizacio´n remota con ca´maras de video, como Argus (Holman and Stanley, 2007)
y HORUS (Osorio et al., 2007), surgen como una alternativa de bajo costo, que permiten
tener datos de alta resolucio´n espacial y temporal.
En este cap´ıtulo, se describen los datos utilizados para alimentar los modelos presentados
en esta tesis. En la seccio´n 2.1 se describe el a´rea de estudio de Cartagena de Indias en
Colombia. En la seccio´n 2.2 se describe el proceso de generacio´n de oleaje y validacio´n de los
datos generados. Finalmente, en la seccio´n 2.3 se describe el proceso para extraer la posicio´n
de las barras de las ima´genes de HORUS.
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2.1. Cartagena de Indias, Colombia
El clima en Cartagena de Indias esta´ influenciado por varios factores, a saber, la regio´n es
afectada por los movimientos de la Zona de Convergencia Intertropical (ZCIT), debido a
feno´menos subtropicales; y por los vientos alisios (del N y NE). Hay dos principales per´ıodos
clima´ticos, el per´ıodo seco y el per´ıodo hu´medo. Tambie´n hay un per´ıodo intermedio. El
per´ıodo seco va desde diciembre hasta abril y esta´ caracterizado por fuertes vientos del N
y NE y una leve lluvia, y swell proveniente del hemisferio norte. El per´ıodo hu´medo va
desde agosto hasta noviembre y esta´ caracterizado por lluvia abundante y vientos de´biles.
Finalmente, el per´ıodo intermedio va desde mayo hasta julio (tambie´n llamado “Veranillo de
San Juan”) y esta´ caracterizado por vientos fuertes y constantes.
Las mareas en la zona de estudio son mixtas diurnas y esta´n categorizadas como micromarea-
les debido a su bajo rango. La amplitud de marea es a menudo de menos de 50 cm. La marea
metereolo´gica tiene un fuerte efecto en nivel medio del mar, y es debido principalmente a
huracanes cariben˜os y frentes fr´ıos, a menudo aumentando el nivel en 15− 20 cm.
Las olas que golpean Cartagena de Indias se producen a partir del viento proveniente del
noreste, con una altura promedio de 0,25 m. Tambie´n hay olas provenientes del oeste con
una altura promedio de 0,5 m. En la figura 2-1 se presenta una rosa de vientos de la zona
en el tiempo del estudio.
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Figura 2-1: Rosa de vientos en Bocagrande que relaciona la altura de ola significante con
la direccio´n.
La playa de Bocagrande esta´ localizada en el distrito de Cartagena de Indias, Colombia, en
la zona central de la costa caribe colombiana, en 10◦ 25’ 22”N, 75◦ 31’ 56”W (ver figura 2-2),
y es uno de los sitios ma´s visitados por los turistas en Cartagena. La estacio´n de HORUS
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esta´ instalada en lo alto de un edificio de aproximadamente 80 m de altura (el Edificio
Bavaria) con tres ca´maras cubriendo toda la playa de Bocagrande.
Figura 2-2: Zona de estudio: (izq.) Cartagena de Indias, (der.) Posicio´n de Bocagrande y
el Edificio Bavaria donde la estacio´n HORUS esta´ instalada.
La zona de estudio es la porcio´n de playa entre dos espolones localizados ortogonalmente a
la l´ınea de costa: el espolo´n oeste (Iribarren) tiene 187 m de longitud y el espolo´n este tiene
91 m de longitud. La porcio´n de playa tiene 260 m de largo y 25 m de ancho (en promedio).
2.2. Oleaje
La variabilidad temporal del comportamiento de las barras esta´ directamente relacionado
con el oleaje, espec´ıficamente, la altura de ola y el per´ıodo. Los datos de oleaje se pueden
obtener con mediciones de boyas en lugares cercanos a la zona de estudio; sin embargo,
no hay boyas disponibles cerca de Cartagena para el tiempo del estudio, por lo tanto, fue
necesario usar un modelo nume´rico de propagacio´n de oleaje llamado SWAN (Booij et al.,
1999) para estimar los estad´ısticos de oleaje, como la altura de ola significante, el per´ıodo
pico y la direccio´n en la zona de Bocagrande, usando batimetr´ıas y vientos de reana´lisis del
Mar Caribe tomados de la base de datos del NCEP North American Regional Reanalysis
(NARR).
Las series generadas proveen informacio´n precisa del oleaje en un largo per´ıodo de tiempo.
La metodolog´ıa para generas las series consiste en ejecutar el modelo en una escala ocea´nica
y luego en ejecuciones anidadas, reduciendo la escala y aumentando la resolucio´n, hasta
obtener la escala de la playa de Bocagrande.
Para evaluar la precisio´n de las series, una comparacio´n con mediciones hechas in situ cerca
del sitio fue realizado en dos dominios: el tiempo y la probabilidad.
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En la figura 2-3 se muestra una gra´fica de correlacio´n entre los datos medidos y los datos
modelados por el SWAN para la altura de ola significante en la costa de Bocagrande, con
un coeficiente de correlacio´n R2 = 79,8 % en el dominio del tiempo y de R2 = 94,9 % en
el dominio de la probabilidad, lo cual es un buen ajuste. En la figura 2-4 se muestra una
gra´fica de correlacio´n para el per´ıodo pico con un coeficiente de correlacio´n en el dominio
del tiempo de R2 = 1,13 % y de R2 = 89,8 % en el dominio de la probabilidad.
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Figura 2-3: Gra´fica de correlacio´n entre la altura de ola medida y modelada
Para mayor detalle en la metodolog´ıa de generacio´n de oleaje ver (Ortega et al., 2013).
2.2 Oleaje 15
3 4.5 6 7.5 9
3
4.5
6
7.5
9
Tp modeled
Tp
 m
ea
su
re
d
 
 
fitted curve
3 4.5 6 7.5 9
3
4.5
6
7.5
9
Tp modeled
Tp
 m
ea
su
re
d
 
 
fitted curve
Figura 2-4: Gra´fica de correlacio´n entre el per´ıodo pico medido y modelado
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2.3. Posicio´n de las barras a partir de las ima´genes
HORUS
La estacio´n HORUS consiste en tres ca´maras ubicadas en lo alto del edificio Bavaria de la
zona tur´ıstica de Cartagena (ver Figura 2-5) desde donde se cubren varios cientos de metros
de costa (ver Figura 2-6). Las ca´maras esta´n conectadas a un computador local que procesa y
env´ıa las ima´genes capturadas a un servidor central donde se postprocesan. Se capturan tres
tipos de ima´genes: snapshot o ima´genes instanta´neas que muestran en un instante de tiempo
el estado de la zona; time exposure que son ima´genes capturadas a una alta frecuencia (entre
2 y 15 Hz) promediadas en un tiempo predeterminado (2 minutos para el caso de Cartagena);
y variance o varianza de ima´genes, que a diferencia de las ima´genes time exposure son la
varianza del conjunto de ima´genes capturadas en el tiempo de exposicio´n y a la frecuencia
dada. Para esta tesis se utilizan las ima´genes time exposure porque son las que permiten
determinar la posicio´n estimada de las barras de arena.
Figura 2-5: Ca´maras de la estacio´n HORUS en Cartagena
Dado que las ima´genes oblicuas capturadas no permiten hacer mediciones o localizar ele-
mentos en un sistema de coordenadas real, es necesario realizar un proceso de rectificacio´n
en el que se proyectan las ima´genes, en un plano horizontal con coordenadas reales, y esto
permite realizar mediciones directamente desde las ima´genes (ver Figura 2-8).
Los datos de la posicio´n de las barras se obtuvieron de ima´genes capturadas en Cartagena,
Colombia, por la estacio´n de monitorizacio´n HORUS1 (Osorio et al., 2007), desde mayo de
2009 hasta diciembre de 2011. Los datos corresponden a observaciones extra´ıdas de ima´genes
1http://www.horusvideo.com
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Figura 2-6: A´rea de monitorizacio´n en la costa de Cartagena
time exposure, donde los patrones de rotura de oleaje son corregidos y aproximados a las
posiciones reales, tal como se describe en (Pape et al., 2010b).
Las ima´genes fueron tomadas a una frecuencia de dos ima´genes por segundo, promediadas
durante dos minutos, cada 30 minutos durante las horas del d´ıa. Estas ima´genes muestran
bandas longitudinales de alta intensidad que indican la posicio´n de los patrones de rotura
de oleaje sobre la cresta de las barras sumergidas (Lippmann and Holman, 1989) como se
muestra en la figura 2-7. La posicio´n de estas bandas es una aproximacio´n precisa de la
posicio´n real de la barra.
2.3.1. Extraccio´n de la posicio´n de las barras
Se utilizo´ el software BLIMTOOL (Pape, 2008) para la extraccio´n de las l´ıneas de rotura
de oleaje, el cual esta´ basado en un algoritmo propuesto por (Van Enckevort and Ruessink,
2001), y la metodolog´ıa descrita en (Pape et al., 2010b) para seleccionar las ima´genes diarias.
Este algoritmo localiza los pixeles de alta intensidad en la imagen en una regio´n de intere´s,
considerando la extraccio´n en la imagen previa y la siguiente (ver figura 2-7). Este enfoque
permite estimar las posiciones de las barras donde hay un regimen de olas de baja energ´ıa y
los patrones de rotura no se ven muy claros en las ima´genes.
Entre todas las ima´genes en un d´ıa, la correspondiente a la marea ma´s baja fue seleccionada
ya que e´se es el tiempo cuando en teor´ıa la rotura de oleaje es ma´s visible en la imagen, y
so´lo una imagen por d´ıa fue escogida, pues la variabilidad en el d´ıa es relativamente pequen˜a.
Las posiciones de las barras fueron obtenidas de ima´genes oblicuas como la que se muestra
en la figura 2-7, para luego ser rectificadas y proyectadas en plano real y medible. Para esto,
una l´ınea paralela a la l´ınea de costa fue fijada en la playa, y las mediciones de las barras
corresponden a las distancias desde la posicio´n rectificada a la l´ınea, como se muestra en la
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Figura 2-7: Imagen time exposure en Bocagrande, Cartagena (la l´ınea negra es la aproxi-
macio´n)
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figura 2-8.
Figura 2-8: Imagen rectificada que muestra la posicio´n de la barra y la l´ınea paralela a la
l´ınea de costa
Para cada d´ıa, las posiciones de las barras fueron promediadas longitudinalmente, aunque
hubo d´ıas en los que no fue posible obtener informacio´n debido a ima´genes faltantes o baja
calidad. Estos saltos en la informacio´n, cuando corresponden a unos pocos d´ıas, fueron
rellenados usando un me´todo basado en el me´todo de descomposicio´n emp´ırica en modos
(EMD, por su sigla en ingle´s) (Moghtaderi et al., 2012), el cual consiste en descomponer las
series en modos intr´ınsecos, cada uno de los cuales tiene un comportamiento regular que se
puede interpolar para luego combinarlos todos de nuevo. Este enfoque ha probado ser preciso
comparado con otros me´todos de rellenado de informacio´n (Moghtaderi et al., 2012). En la
figura 2-9 se muestra la informacio´n observada y la rellenada sobre un stack de columnas
de pixeles, tomados de la imagen.
En la figura 2-10, se muestran las series de tiempo de la posicio´n de la barra (figura 2-10a),
altura significante de ola (figura 2-10b), per´ıodo de ola (figura 2-10c) y direccio´n de ola
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Figura 2-9: Pila de columnas de pixeles de ima´genes mostrando las posiciones extra´ıdas
(figura 2-10d) utilizados para el ana´lisis presentado en este trabajo.
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Figura 2-10: Serie de tiempo de (a) posicio´n de las barras, (b) altura de ola, (c) per´ıodo de
ola y (d) para´metro adimensional de ca´ıda del grano
3 Metodolog´ıa para la construccio´n de la
red neuronal
La metodolog´ıa propuesta en este art´ıculo esta´ basada en el proceso de seleccio´n de modelos
de Box y Jenkins (Box et al., 1994), el cual esta´ disen˜ado para procesos lineales. Sin embargo,
debido a que el comportamiento morfodina´mico e hidrodina´mico en las proximidades de la
costa es altamente no lineal, se propone modificar esta metodolog´ıa para la identificacio´n y
seleccio´n de modelos no lineales, utilizando principalmente, redes neuronales. Los pasos de
la metodolog´ıa propuesta son:
A) Deteccio´n de la relacio´n entre la variable de intere´s y las variables exo´genas.
B) Especificacio´n de modelos.
C) Estimacio´n de para´metros.
D) Diagno´stico de los modelos.
E) Uso de los modelos.
3.1. Deteccio´n de la relacio´n entre la variable de intere´s y
las variables exo´genas
Las barras son parte de un complejo sistema donde el agua interactu´a con la arena, y se
ha observado que muchos de estos procesos son no lineales en las zonas costeras. Algunos
trabajos han estudiado co´mo estas no-linealidades son reflejadas en la posicio´n y migracio´n
de las barras (Pape and Ruessink, 2008). Sin embargo, no hay consenso en cua´les son los
factores que mitigan o aumentan el efecto de las no-linealidades subyacentes en el nivel de
abstraccio´n de las barras. En esta seccio´n se utilizara´n dos me´todos para analizar la relacio´n
entre la variable de intere´s y las variables exo´genas, la primera es empleando una red neuronal
autorregresiva (ARNN, por su sigla en ingle´s) para determinar de forma cuantitativa la
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dependencia; la segunda es empleando descomposicio´n emp´ırica en modos (EMD, por su
sigla en ingle´s) para determinar de manera gra´fica la relacio´n.
3.1.1. Dependencia no lineal
El primer paso en la metodolog´ıa es escoger que´ variables explicativas participan en el modelo.
Estas variables pueden ser rezagos de la variable de intere´s o los estados presentes o rezagados
de las variables exo´genas. En la metodolog´ıa de Box–Jenkins (Box et al., 1994), se seleccionan
las variables explicativas utilizando las funciones de autocorrelacio´n simple y parcial, y las
funciones de correlacio´n cruzada simple y parcial. Sin embargo, estas medidas de la relacio´n
entre las variables son lineales, por lo tanto, no necesariamente capturan las relaciones no
lineales presentes.
Se emplea el me´todo propuesto en (Mart´ınez and Vela´squez, 2011), el cual es una modifi-
cacio´n de la propuesta de Nielsen & Madsen (Nielsen and Madsen, 2001) donde plantean
funciones de correlacio´n no lineales basadas en funciones de base radial cuyo comportamiento
es similar a las funciones de correlacio´n propuestas por Box–Jenkins (Box et al., 1994). La
modificacio´n consiste en reemplazar las funciones de aproximacio´n en (Nielsen and Madsen,
2001), por redes neuronales autorregresivas (ARNN, por su sigla en ingle´s) con el fin de
detectar dependencias no lineales entre las variables.
El modelo ARNN usado en esta seccio´n tiene la forma mostrada en la ecuacio´n 3-1. Este
modelo tiene dos partes, una lineal autorregresiva (AR) y una parte no lineal (perceptro´n
multicapa, MLP). La parte AR es una combinacio´n lineal de los regresores (variables exo´ge-
nas y valores rezagados) y la parte MLP es una red neuronal artificial organizada en capas,
tres en este caso: capa de entrada, capa oculta y capa de salida.
y[t] = η +
I∑
i=1
φixi +
H∑
h=1
ωhG
(
τh +
I∑
i=1
ωi,hxi
)
+ ε[t], (3-1)
donde η y τ son los bias; φ y ω son los para´metros a ser calibrados; I es el nu´mero de variables
de entrada; H es el nu´mero de neuronas ocultas; x y y son las variables de entrada y salida,
respectivamente; ε son los residuales del modelo; y G(·) es una funcio´n no lineal (sigmoidea)
que transforma la suma ponderada de las entradas y pasa los valores transformados a la
siguiente capa (funcio´n de activacio´n).
Las funciones de dependencia no lineal propuestas son:
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Funcio´n de autocorrelacio´n simple entre yt y yt−k:
ρk = 1− V ar[yt|yt−k]
V ar[yt]
(3-2)
Funcio´n de autocorrelacio´n parcial entre yt y yt−k:
ρkk = 1− V ar[yt|yt−1, . . . , yt−k]
V ar[yt|yt−1, . . . , yt−k+1] (3-3)
Funcio´n de correlacio´n cruzada simple entre yt y xt−k:
ck = 1− V ar[yt|xt−k]
V ar[yt]
(3-4)
Funcio´n de correlacio´n cruzada parcial entre yt y xt−k:
ckk = 1− V ar[yt|xt−1, . . . , xt−k]
V ar[yt|xt−1, . . . , xt−k+1] (3-5)
En estas funciones, las varianzas condicionales de la forma V ar[y|x1, . . . , xn] son estimadas
como la varianza de los residuales obtenidos al aproximar y mediante el modelo ARNN
usando como regresores x1, . . . , xn.
Para el caso en el que el modelo ARNN no tiene neuronas ocultas, la aproximacio´n se vuelve
lineal, resultando as´ı una estimacio´n de las funciones autocorrelacio´n y correlacio´n cruzada
cla´sicas de la metodolog´ıa de Box–Jenkins.
El proceso de seleccio´n de variables explicativas consiste en los siguientes pasos:
Se comienza con la determinacio´n de las posibles variables exo´genas. Se determinan
a partir del conocimiento f´ısico que se tiene sobre los procesos. Para este art´ıculo, se
sabe que las barras son influidas directamente por las condiciones del oleaje (altura
significante de ola y per´ıodo pico).
Se determina el nu´mero de rezagos a considerar para cada variable exo´gena y la variable
de intere´s. Tambie´n es determinado por el conocimiento f´ısico que se tiene de los
procesos y de la zona de estudio.
Se selecciona el nivel de significancia de cada rezago utilizando pruebas de permutacio´n,
con el fin establecer con un nivel de confianza dado, el valor a partir del cual se considera
significativa la relacio´n.
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Se estiman las funciones de dependencia no lineales (ver Ecuaciones 3-2, 3-3, 3-4 y 3-
5) para cada variable exo´gena por separado. Las funciones de correlacio´n parciales
eliminan el efecto de los rezagos intermedios entre la variable de intere´s y el rezago
considerado.
Se estiman las funciones de dependencia no lineales de la misma manera que en el
paso anterior, dejando fijos los rezagos de la variable ma´s significativa, con el fin de
seleccionar los rezagos de la otra variable en el modelo conjunto (dependencia no lineal
condicional).
Finalmente, dejando fijos en el modelo ARNN los rezagos de las variables exo´genas, se
escogen los rezagos ma´s significativos de la variable de intere´s.
3.1.2. Ana´lisis gra´fico con descomposicio´n emp´ırica en modos
En esta seccio´n se utiliza el me´todo de descomposicio´n emp´ırica en modos (EMD, por su
sigla en ingle´s) para filtrar las series de la posicio´n de las barras y estad´ısticos de oleaje.
EMD es una novedosa te´cnica para procesamiento de sen˜ales capaz de extraer los modos
oscilatorios de una serie de tiempo en diferentes escalas temporales (Huang et al., 1998).
El me´todo EMD descompone una serie en un conjunto de componentes llamados Funciones de
Modo Intr´ınsecas (IMF, por su sigla en ingle´s) los cuales satisfacen las siguientes condiciones:
Para cada IMF el nu´mero de ma´ximos, mı´nimos y cruces por cero debe ser igual o
diferir en una unidad.
En cualquier punto, la media de la envoltura superior e inferior debe ser cero.
El algoritmo para extraer los IMFs de una series de tiempo y(t) es el siguiente (Huang et al.,
1998):
1. Identificar todos los ma´ximos y los mı´nimos de y(t).
2. Generar una envoltura superior e inferior acotados por los ma´ximos y los mı´nimos,
usando interpolacio´n spline.
3. En cada punto, calcular la media m entre la envoltura superior e inferior.
4. Calcular c = y(t)−m, candidato para ser un IMF.
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5. Si c no satisface las condiciones IMF, reemplazar y(t) con c y repetir el proceso desde
el paso 1 hasta que c sea considerado un IMF. Si c es un IMF, calcular r = y(t)− c, el
residual.
6. Repetir el proceso desde el paso 1 hasta obtener la tendencia de la serie en r.
Cuando el proceso termina, r es la tendencia de la serie y la suma de todos los modos da la
serie original como resultado.
Para aplicar este me´todo a una serie de tiempo, es necesario que se cumplan dos condiciones:
i) la serie de ser no estacionaria y ii) no lineal, a diferencia de otros me´todos como las
funciones emp´ıricas ortogonales o ana´lisis de Fourier, los cuales imponen linealidad. En
te´rminos generales, una serie de tiempo es no estacionaria si la media y la varianza no son
constantes en diferentes porciones de los datos. En la figura 2-10a los cambios en la media y
la varianza son evidentes para ambas series, donde hay secciones donde la variacio´n es mayor
y hay tendencias de alza y baja.
Se encontro´ que el me´todo EMD es u´til para este ana´lisis, puesto que, si bien es un me´todo
emp´ırico, es capaz de separar los comportamientos en diferentes escalas temporales, permi-
tiendo ignorar las ma´s altas frecuencias correspondientes a los procesos de ma´s baja escala,
y as´ı se puede estudiar el comportamiento medio en el mediano plazo para la posicio´n de las
barras y el oleaje.
Para simplificar el ana´lisis gra´fico de la relacio´n entre las barras y el oleaje, se utilizo´ el
para´metro adimensional de velocidad de ca´ıda del grano (Ω) (Dean, 1973), el cual relaciona
la altura significante de ola y el per´ıodo pico en una ecuacio´n as´ı:
Ω =
Hs
ωsTp
, (3-6)
donde Hs es la altura significante de ola, ωs es la velocidad de ca´ıda del grano (relacionada
con el dia´metro medio del grano) y Tp es el per´ıodo pico.
El para´metro adimensional de velocidad de ca´ıda del grano (Dean, 1973) fue propuesto como
un modelo para determinar el estado de la playa dadas unas condiciones de oleaje (Hs y Tp)
y caracter´ısticas morfolo´gicas (ωs). Sin embargo, en esta tesis se utiliza este para´metro como
una forma simplificada de representar el efecto de la energ´ıa del oleaje y las caracter´ısticas
del sedimento en la zona costera.
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3.2. Planteamiento de modelos
3.2.1. Funciones de transferencia
Para el caso de las barras, los tradicionales modelos de evolucio´n consideran estados pasados
del suelo ocea´nico en la zona costera, y el estado actual y pasados de los forzadores (variables
exo´genas), generalmente, el oleaje. Este tipo de sistemas se pueden modelar con funciones
de transferencia (Box et al., 1994), que buscan explicar una variable de salida y mediante
variables de entrada x, de la siguiente forma:
y[t] =M
(
P∑
p=1
αpy[t− p] +
Q∑
q=0
βqx[t− q]
)
+ ε[t] (3-7)
donde M es una familia de funciones que representa el modelo; P es el orden de la variable
de salida; Q es el orden de la variable de entrada; y αp y βq son los para´metros ajustables.
El te´rmino ε[t] representa los residuales del modelo, la cual es una variable aleatoria inde-
pendiente e ide´nticamente distribuida, con media cero y varianza constante: ε[t] ∼ N(0, σ2).
Dependiendo de la funcio´n N ∈ M se puede tener modelos lineales, como el ARX, o no
lineales como las redes neuronales.
3.2.2. Modelo ARX
Cuando la funcio´n N ∈M de la Ec. (3-7) es lineal, es decir, se tiene una combinacio´n lineal
de las variables de entrada para determinar la variable de salida, el modelo se llama modelo
autorregresivo con entradas externas (ARX, por su sigla en ingle´s):
y[t] =
P∑
p=1
αpy[t− p] +
Q∑
q=0
βqx[t− q] + ε[t] (3-8)
Para estimar los para´metros αp y βq es suficiente utilizar el me´todo de mı´nimos cuadrados
ordinarios.
3.2.3. Perceptro´n multicapa (MLP)
Los perceptrones multicapa son aproximadores universales de funciones (Hornik et al., 1989)
porque son capaces de mapear una entrada con una salida sin importar la complejidad de la
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relacio´n. Tambie´n pueden ser vistos como modelos no lineales de regresio´n. La arquitectura de
un perceptro´n multicapa consiste en tres capas: entrada, oculta y salida. Para este trabajo, la
capa de entrada contiene las variables explicativas seleccionadas x1, x2, . . . , xI , que pueden ser
valores rezagados de la variable de intere´s y, o valores presentes y rezagados de otras variables
exo´genas. La capa oculta contiene H neuronas (metapara´metro que debe ser estimado, como
se vera´ ma´s adelante), y el valor de cada neurona h corresponde a la suma ponderada de los
valores de la capa de entrada xi, 1 ≤ i ≤ I, con los pesos ωi,h, trasladado por una constante
τh o bias. La capa de salida contiene una neurona y[t], que corresponde al valor estimado con
el modelo de la variable de intere´s; el valor de esta neurona es la suma ponderada con pesos
ωh de los valores calculados en cada neurona de la capa oculta h, transformados mediante la
funcio´n de activacio´n G(·) (la cual es una funcio´n no lineal, generalmente, la funcio´n log´ıstica
o tangente hiperbo´lica), y trasladado por una constante η. La representacio´n matema´tica de
esta arquitectura se muestra en la Ec. (3-9).
y[t] = η +
H∑
h=1
ωhG
(
τh +
I∑
i=1
ωi,hxi
)
+ ε[t] (3-9)
Para estimar el valor de los para´metros η, ωh, τh y ωi,h, para 1 ≤ h ≤ H, 1 ≤ i ≤ I, se
emplean me´todos de optimizacio´n basados en gradientes como backpropagation, gradiente
conjugado, BFGS, entre otros.
3.2.4. Red neuronal autorregresiva (ARNN)
Un perceptro´n multicapa extendido con un componente lineal autorregresivo produce una
red neuronal ARNN. En la Ec. (3-10) se muestra el MLP extendido con un te´rmino que por
s´ı solo es un modelo ARX, donde los para´metros φi, 1 ≤ i ≤ I, se ajustan al mismo tiempo
que los para´metros del MLP. Cuando los para´metros φi son iguales a cero, es modelo se
reduce a un MLP esta´ndar, y cuando se fija el nu´mero de neuronas H a cero, el modelo se
reduce a un ARX.
y[t] = η +
I∑
i=1
φixi +
H∑
h=1
ωhG
(
τh +
I∑
i=1
ωi,hxi
)
+ ε[t] (3-10)
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3.2.5. Ma´quina de aprendizaje extremo (ELM)
El algoritmo ELM es un eficiente me´todo para entrenar un MLP con una sola capa oculta.
Se basa en las siguientes ideas: i) un MLP, con pesos iniciales calculados aleatoriamente,
con una sola capa oculta y N muestras de entrenamiento, puede aprender exactamente los
valores de entrada teniendo un nu´mero de neuronas en la capa oculta H ≤ N ; ii) no es
necesario ajustar los pesos de la capa de entrada y de los bias de la capa oculta, siempre y
cuando la funcio´n de activacio´n sea infinitamente diferenciable (Huang et al., 2006). Cabe
notar que el MLP del ELM no tiene el para´metro η mostrado en la Ec. (3-9).
Los me´todos tradicionales para entrenar las redes neuronales son los basados en gradiente
descendente, pero estos me´todos pueden ser muy lentos para alcanzar un error aceptable, o
se pueden quedar atascados en mı´nimos locales. El algoritmo ELM ha probado ser mucho
ma´s ra´pido en la convergencia y al mismo tiempo generaliza mejor (Huang et al., 2006) en
muchos casos.
Dado un conjunto de entrenamiento {(x(j),y(j))|x(j) ∈ RI ,y(j) ∈ RO, j = 1, . . . , N}, una
funcio´n de activacio´n G(·) y un nu´mero H de neuronas en la capa oculta, la matriz W se
calcula como:
W =
 G(τ1 +
∑I
i=1 ωi,1x
(1)
i ) · · · G(τH +
∑I
i=1 ωi,Hx
(1)
i )
... · · · ...
G(τ1 +
∑I
i=1 ωi,1x
(N)
i ) · · · G(τH +
∑I
i=1 ωi,Hx
(N)
i )

N×H
(3-11)
El algoritmo realiza los siguientes pasos:
1. Inicializar los pesos ωi,h, y τh aleatoriamente, para 1 ≤ i ≤ I, 1 ≤ h ≤ H.
2. Calcular la matriz W de pesos entre la capa oculta y la capa de salida, como se muestra
en la Ecuacio´n 3-11.
3. Calcular los pesos de salida ω = W†Y, donde Y = [y(1), . . . ,y(N)]T y W†H×N es la
inversa generalizada Moore–Penrose de W.
Con los nuevos pesos calibrados se construye la red neuronal.
3.2.6. Modelos h´ıbridos
Algunos autores han planteado utilizar modelos h´ıbridos que combinen modelos lineales
como los ARIMA y no lineales como las redes neuronales (ver por ejemplo (Zhang, 2003)).
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Estos modelos permiten capturar tanto patrones lineales como no lineales en los datos, que
no siempre son apropiadamente capturados utilizando modelos completamente lineales o
completamente no lineales. Adicionalmente, no siempre se sabe si los procesos que se quieren
modelar son lineales o no lineales, por lo tanto, es aconsejable utilizar modelos que puedan
detectar ambos tipos de patrones.
Los modelos h´ıbridos estiman la variable de salida a partir de las variables explicativas
aplicando un tipo de modelo y luego, a los residuales, aplicando otro tipo de modelo para
capturar los patrones no capturados inicialmente. La forma general de estos modelos es la
siguiente:
y[t] = z1[t] + z2[t] (3-12)
donde z1[t] y z2[t] son las componentes de uno y otro tipo de modelo, y se estiman de la
siguiente manera:
zˆ1[t] = f(x1, . . . , xI ;φ) (3-13)
se calculan los residuales del modelo como:
e[t] = y[t]− zˆ1[t] (3-14)
luego, se calcula la otra componente as´ı:
zˆ2[t] = g(e[t− 1], . . . , e[t− P ];ψ) + ε[t] (3-15)
donde el orden de la parte autorregresiva de los residuales, P , se estima haciendo un auto-
correlograma de los residuales o utilizando algu´n criterio como el AIC para determinar el
nu´mero de rezagos significativos.
Para obtener la estimacio´n de la variable de salida:
yˆ[t] = zˆ1[t] + zˆ2[t] + ε[t] (3-16)
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Se propone utilizar los siguientes modelos h´ıbridos:
L-NL: f(·) lineal y g(·) no lineal, ver Ec. (3-17).
zˆ1[t] = φ0 +
I∑
i=1
φixi
zˆ2[t] = ψ0 +
J∑
j=1
ψjG
(
ψ0,j +
P∑
p=1
ψp,je[t− p]
) (3-17)
NL-L: f(·) no lineal y g(·) lineal, ver Ec. 3-18.
zˆ1[t] = φ0 +
H∑
h=1
φhF
(
φ0,h +
I∑
i=1
φi,hxi
)
zˆ2[t] = ψ0 +
P∑
p=1
ψpe[t− p]
(3-18)
NL-NL: f(·) no lineal y g(·) no lineal, ver Ec. 3-19.
zˆ1[t] = φ0 +
H∑
h=1
φhF
(
φ0,h +
I∑
i=1
φi,hxi
)
zˆ2[t] = ψ0 +
J∑
j=1
ψjG
(
ψ0,j +
P∑
p=1
ψp,je[t− p]
) (3-19)
En las Ecs. (3-17), (3-18) y (3-19), F (·) y G(·) son las funciones de activacio´n de las redes
neuronales artificiales, usualmente la funcio´n log´ıstica; H y J representan el nu´mero de
neuronas en la capa oculta para z1 y z2, respectivamente.
3.3. Estimacio´n de para´metros
Cada uno de los modelos presentados en la seccio´n anterior requiere la estimacio´n de los
para´metros libres. La estimacio´n siempre se realiza minimizando una medida de error, en
32 3 Metodolog´ıa para la construccio´n de la red neuronal
este caso, el error cuadra´tico medio (MSE, por su sigla en ingle´s) como se muestra en la
Ecuacio´n 3-20.
MSE =
1
N
N∑
i=1
(y[t]− yˆ[t])2 (3-20)
Para los modelos, se utiliza un conjunto de datos de entrenamiento para estimar los para´me-
tros libres y un conjunto de datos de validacio´n, que no pertenecen al conjunto de entre-
namiento, para evaluar la calidad de las predicciones. Para el caso de los modelos lineales,
el entrenamiento se realiza con mı´nimos cuadrados, pues el modelo es una regresio´n lineal,
mientras que para los modelos no lineales se utilizan algoritmos ma´s sofisticados ya que la
superficie de la funcio´n de error es ma´s compleja y puede tener mı´nimos locales que hacen
dif´ıcil la estimacio´n o´ptima.
Un aspecto importante en la seleccio´n de los modelos es la estimacio´n de los metapara´metros,
que en este caso es el nu´mero de neuronas en la capa oculta. Para este fin se plantea utilizar
el siguiente procedimiento:
Escoger un nu´mero ma´ximo de neuronas H.
Iterar sobre h desde 1 hasta H. Para h = 1, escoger valores aleatorios para la primera
neurona.
Para h > 1, dejar fijos los para´metros de las h− 1 neuronas anteriores, e inicializar en
valores cercanos a cero los para´metros de la neurona actual. Todos los para´metros se
var´ıan durante el entrenamiento.
Seleccionar el modelo que reporte el menor error de validacio´n con un error de entre-
namiento bajo.
3.4. Diagno´stico de los modelos
Los modelos se construyen con el supuesto que todos los patrones o dina´micas son captura-
das. Sin embargo, para determinar si el modelo es adecuado para representar el proceso, es
necesario evaluar los residuales. Una condicio´n para que el modelo se considere adecuado es
que los residuales sean independientes e ide´nticamente distribuidos con media cero y varianza
constante.
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En la metodolog´ıa propuesta, se analizan los residuales de cada modelo con la funcio´n de au-
tocorrelacio´n, para determinar si existen dependencias con rezagos que no fueron capturadas
durante el proceso de construccio´n del modelo. En caso de existir patrones no capturados,
se agregan los componentes no capturados y se itera nuevamente sobre todo el proceso de
seleccio´n.
3.5. Uso de los modelos
Finalmente, se selecciona el modelo que haya proporcionado una mejor estimacio´n de la
variable de intere´s, teniendo en cuenta que debe ser un modelo que no solamente se ajuste
bien en el entrenamiento, sino que tenga buena generalizacio´n, de tal manera que tenga buen
desempen˜o con datos que no pertenecen al conjunto de entrenamiento.
4 Resultados y Discusio´n
La metodolog´ıa descrita en el cap´ıtulo 3 fue aplicada a los datos presentados en el cap´ıtulo 2.
La variable de intere´s es la posicio´n de la barra externa en Cartagena, y las variables exo´genas
son la altura de ola significante y el per´ıodo pico. Como paso previo al ana´lisis, las series de
tiempo se normalizaron en el intervalo [−1, 1] para evitar problemas de precisio´n nume´rica
al comparar o al realizar operaciones aritme´ticas entre variables con o´rdenes de magnitud
diferentes.
En las siguientes subsecciones se describira´n los resultados obtenidos en cada paso de la
metodolog´ıa.
4.1. Deteccio´n de la relacio´n entre la variable de intere´s y
las variables exo´genas
4.1.1. Dependencia no lineal
La determinacio´n de las relaciones no lineales entre las variables se realizo´ aplicando las
Ecs. (3-2), (3-3), (3-4) y (3-5). Para calcular los coeficientes de correlacio´n se entreno´ un
modelo ARNN con tres neuronas en la capa oculta, utilizando el me´todo de optimizacio´n
BFGS (Broyden-Fletcher-Goddart-Shanno) (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970;
Shanno, 1970). El criterio de convergencia para el entrenamiento de la red neuronal se
tomo´ como el momento en el que el error cambie muy poco entre interaciones consecuti-
vas, o hasta un ma´ximo de 500 iteraciones. Para garantizar la convergencia se realizaron
un ma´ximo de 150 reinicios aleatorios, teniendo en cuenta los para´metros que produjeron el
error ma´s bajo.
Se consideraron 20 rezagos, suponiendo que el estado actual de la playa en Cartagena puede
ser afectado por estados pasados hasta dos o tres semanas.
Los resultados de aplicar los coeficientes de correlacio´n a la posicio´n de la barra como variable
dependiente y altura de ola como variable independiente se muestra en las Figs. 4-1 (simple)
y 4-2 (parcial).
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Figura 4-1: Funcio´n de correlacio´n cruzada simple no lineal entre la posicio´n de la barra y
la altura de ola significante
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Figura 4-2: Funcio´n de correlacio´n cruzada parcial no lineal entre la posicio´n de la barra y
la altura de ola significante
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Los resultados de aplicar los coeficientes de correlacio´n a la posicio´n de la barra como variable
dependiente y per´ıodo pico como variable independiente se muestra en las Figs. 4-3 (simple)
y 4-4 (parcial).
0 5 10 15 20
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Lag
Figura 4-3: Funcio´n de correlacio´n cruzada simple no lineal entre la posicio´n de la barra y
per´ıodo pico
La posicio´n de la barra tiene una clara dependencia con el primer rezago tanto de la altura de
ola como del per´ıodo pico, siendo ma´s fuerte la relacio´n con la altura de ola. Este resultado
es esperado, pues es bien conocido que el estado de la playa depende en gran medida de las
condiciones mar´ıtimas, siendo el oleaje el principal forzador.
Para ver el efecto combinado de la altura de ola significante y el per´ıodo pico, se investiga
la correlacio´n entre la posicio´n de la barra y el per´ıodo pico, dado que el rezago cero de la
altura de ola esta´ incluido en el modelo ARNN. Esta dependencia condicional indica si el
modelo u´nicamente con la informacio´n de la altura de ola es suficiente para modelar la barra.
En la Fig. 4-5 se muestran los coeficientes de correlacio´n no lineal para diferentes rezagos.
Este resultado indica que es necesario incluir tambie´n el primer rezago del per´ıodo pico para
completar el modelo.
Finalmente, se repite el procedimiento dejando fijas la altura de ola y el per´ıodo pico, y
evaluando uno a uno los rezagos de la variable de intere´s (posicio´n de la barra). En la Fig. 4-
6 se muestra la funcio´n de autocorrelacio´n no lineal dados la altura de ola y per´ıodo pico.
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Figura 4-4: Funcio´n de correlacio´n cruzada parcial no lineal entre la posicio´n de la barra y
per´ıodo pico
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Figura 4-5: Funcio´n de correlacio´n cruzada parcial no lineal entre la posicio´n de la barra y
la combinacio´n entre altura de ola significante y per´ıodo pico
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Es claro que el rezago 1 de la posicio´n de la barra debe ir incluido en el modelo.
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Figura 4-6: Funcio´n de autocorrelacio´n parcial no lineal de la posicio´n de la barra dados la
altura de ola significante y per´ıodo pico
4.1.2. Ana´lisis gra´fico con descomposicio´n emp´ırica en modos
Para visualizar el comportamiento de la posicio´n de las barras con respecto a las condiciones
de oleaje, se propone aplicar un me´todo de filtrado adecuado para series de tiempo no lineales
y no estacionarias llamado EMD. La idea es filtrar las series de tiempo extrayendo los modos
de altas frecuencias, los cuales pueden estar all´ı debido a ruido o impresiciones diarias tales
como diferencias leves en los niveles de mareas o condiciones at´ıpicas de oleaje de corta
duracio´n.
El me´todo EMD descompone las series de tiempo en IMFs, lo cual es aproximadamente
equivalente a aislar la variabilidad en diferentes escalas de tiempo. As´ı, se suman de las
u´ltimas IMFs y se ignoran las primeras (que corresponden a las altas frecuencias, o los
comportamientos de ma´s pequen˜a escala temporal).
Las series de tiempo de altura significante de ola y per´ıodo pico se combinan en una serie
de tiempo (Ω) llamada el para´metro adimensional de velocidad de ca´ıda del grano (Dean,
1973) (ver ecuacio´n 3-6)
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The wave time series, e.g. significant wave height and peak period, are combined into one
time series (Ω) which is called the dimensionless grain fall velocity parameter (Dean, 1973)
(see equation 3-6). The grain fall velocity is represented as:
ωs = 273D
1,3
50 , (4-1)
donde D50 es el dia´metro medio del grano, el cual en el caso de la playa de Bocagrande
en Cartagena es igual a 0,140 mm (ωs = 2192,097) de acuerdo a la granulometr´ıa llevada a
cabo por el Instituto de Hidra´ulica y Saneamiento Ambiental de la Universidad de Cartagena,
Colombia en marzo de 2011.
El me´todo EMD fue aplicado a las series de tiempo de la posicio´n de las barras y Ω en la
porcio´n continua ma´s larga (del 1 de octubre de 2010 al 4 de mayo de 2011). En la figura 4-7
se muestran los IMFs resultantes de la series de tiempo de las barras y en la figura 4-8 se
muestran los IMFs de la serie de tiempo Ω.
La idea de aplicar EMD a las series de tiempo es con el fin de poder suavizarlas para
determinar ma´s claramente la relacio´n de forma gra´fica. Para las series de tiempo estudiadas,
se seleccionaron las u´ltimas tres IMFs que representan aproximadamente la tendencia (ver
figura 4-9 para la posicio´n de las barras y figura 4-10 para Ω).
La descomposicio´n con EMD extrae los modos en distintas escalas de tiempo. El residual
corresponde a la tendencia de la serie (el cual no es necesariamente la tendencia f´ısica) y los
IMFs son los modos oscilatorios alrededor de la media en diferentes escalas. Las variaciones
c´ıclicas son evidentes en el orden de los d´ıas y las semanas en la posicio´n de las barras.
La figura 4-11 muestra la gra´fica de correlacio´n entre las tendencias de las series de la
posicio´n de la barra y Ω.
La relacio´n entre la posicio´n de la barra y las condiciones de oleaje parece ser compleja
pero existen algunos patrones que puede ser analizados. En algunos d´ıas cuando las olas
incrementan su energ´ıa en poco tiempo, las barras comienzan a avanzar en direccio´n al mar,
pero este comportamiento tiene lugar despue´s de un tiempo (retardo), e´ste es un efecto
ela´stico que se puede ver en la figura 4-11. Son cambios lentos en la energ´ıa del oleaje, las
barras tambie´n experimentan cambios lentos tambie´n. Por otro lado, son ra´pidos cambios
en la energ´ıa del oleaje, las barras siguen su movimiento experimentando inercia, pero el
continuo efecto de la energ´ıa del oleaje en las barras, las obliga a cambiar su comportamiento
mostrando ese efecto ela´stico.
En la figura 4-11 se observan fluctuaciones en la posicio´n de las barras para diferentes
intensidades de energ´ıa. Olas de poca energ´ıa causan un movimiento lento y alargado de
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Figura 4-7: Descomposicio´n de la serie de tiempo de la posicio´n de las barras
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Figura 4-8: Decomposicio´n de la serie de tiempo Ω
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Figura 4-9: Suma de los IMFs seleccionados para la serie de tiempo de las barras
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Figura 4-10: Suma de los IMFs seleccionados para la serie de tiempo Ω
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Figura 4-11: Correlacio´n entre la posicio´n de la barra y el para´metro adimensional de ve-
locidad de ca´ıda del grano (Ω)
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un lado al otro como se puede ver en la parte inferior de la figura; por otro lado, olas
de alta energ´ıa causan cambios ra´pidos en la posicio´n de la barra como se muestra en la
parte superior de la figura. Este comportamiento es esperado y va en concordancia con
observaciones anteriores del comportamiento de las barras, las cuales demuestran que las
olas de alta energ´ıa dirigen a las barras en direccio´n al mar y las olas de baja energ´ıa las
dirigen hacia la costa (Hoefel and Elgar, 2003).
El comportamiendo oscilatorio de la posicio´n de las barras debido a altas energ´ıas puede ser
causado por la presencia de algu´n atractor hacia un punto de equilibrio. Algunos trabajos
recientes han demostrado la presencia de estados de equilibrio en el comportamiento de las
barras (Pape et al., 2010b). Este tipo de comportamiento so´lo puede ser observado en el
nivel de abstraccio´n de las barras y es dif´ıcil de reproducir a partir de modelos que simulan
los procesos subyacentes de pequen˜a escala, es decir, los procesos basados en procesos.
El para´metro Ω fue un intento inicial para determinar el estado de la playa categorizando
su valor en seis configuraciones morfolo´gicas (desde disipativa hasta reflejante). Este modelo
supone que el estado de la playa depende linealmente solamente de las condiciones de oleaje y
las caracter´ısticas del sedimento. Sin embargo, de la figura 4-11 es claro que esta influencia
no es necesariamente lineal, y tiene un componente de memoria que se presenta cuando
las barras se aproximan a un estado de equilibrio. Estudios recientes como el de (Turki
et al., 2012) y (Turki et al., 2013) mencionan el comportamiento de la playa y su memoria
influenciada por la energ´ıa del oleaje. Los estudios concluyen que las diferentes dina´micas
(rotacio´n y traslacio´n) tienen una dependencia en las condiciones de energ´ıa de oleaje que
cubre de unos pocos d´ıas a varias semanas, y que otros aspectos como el taman˜o del grano y
la longitud de la playa determinan que´ tan ra´pido responde la playa a la energ´ıa del oleaje.
4.2. Estimacio´n de para´metros
Los modelos presentados en la seccio´n 3.2 fueron entrenados con los datos ya descritos. En
total se tienen 596 muestras las cuales se dividieron en 574 datos para entrenamiento y 22
datos para validacio´n. Esta divisio´n se determino´ utilizando el conocimiento de la dina´mica
de las barras en la zona de estudio.
El nu´mero de neuronas en la capa oculta de cada modelo se determino´ empleando un enfoque
incremental, en el cual se comienza con el modelo con una neurona (h = 1), inicializando
aleatoriamente los para´metros. Para cada modelo a partir de dos neuronas en la capa oculta
(h > 1), se toman los para´metros encontrados en el modelo inmediatamente anterior como
estimados iniciales para los para´metros de las primeras h−1 neuronas, y los nuevos para´me-
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tros se inicializan en valores cercanos a cero, durante el entrenamiento se var´ıan todos los
para´metros del modelo hasta encontrar un nuevo mı´nimo o hasta alcanzar un nu´mero ma´xi-
mo de iteraciones, en este caso, 500 iteraciones. El nu´mero ma´ximo de neuronas seleccionado
es diez y para el modelo h´ıbrido con z1 no lineal y z2 no lineal, este nu´mero es cinco.
Todos los modelos tienen como base el modelo MLP y el modelo ARX, y las combinaciones
entre estos. Por lo tanto, el me´todo de entrenamiento utilizado es el mismo para todos,
en este caso, BFGS (excepto el modelo ELM). Este me´todo ha demostrado ser eficiente y
efectivo para encontrar el valor o´ptimo en la funcio´n de error.
En las Figs. 4-12 a la 4-16, se presentan los errores de entrenamiento y validacio´n para cada
uno de los modelos presentados en funcio´n del nu´mero de neuronas en la capa oculta y se
muestra la comparacio´n con el error encontrado al aplicar el modelo ARX.
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Figura 4-12: Errores de entrenamiento y validacio´n del modelo MLP
Para el modelo h´ıbrido NL-NL se var´ıan el nu´mero de neuronas en la capa oculta de ambas
redes neuronales, por lo que el error se presenta como una superficie. En la Fig. 4-17 se
presenta la superficie del MSE de entrenamiento y en la Fig. 4-18 se presenta la superficie
del MSE de validacio´n. Es claro que a medida que se incrementa el nu´mero de neuronas, el
MSE de entrenamiento disminuye. Por otro lado, el menor MSE de validacio´n se obtiene en
la esquina superior derecha, es decir, con una neurona para z1 y cinco neuronas para z2.
El error de entrenamiento se reduce a medida que se aumenta el nu´mero de neuronas como es
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Figura 4-13: Errores de entrenamiento y validacio´n del modelo ARNN
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Figura 4-14: Errores de entrenamiento y validacio´n del modelo h´ıbrido L-NL
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Figura 4-15: Errores de entrenamiento y validacio´n del modelo h´ıbrido NL-L
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Figura 4-16: Errores de entrenamiento y validacio´n del modelo ELM
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Figura 4-17: Error de entrenamiento del modelo h´ıbrido NL-NL
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Figura 4-18: Error de validacio´n del modelo h´ıbrido NL-NL
50 4 Resultados y Discusio´n
de esperarse. Sin embargo, la capacidad de generalizacio´n tambie´n se reduce, por lo tanto, el
error de validacio´n aumenta a partir de cierta cantidad de neuronas. El modelo seleccionado
es el que presenta el menor error de validacio´n.
En la Tabla 4.2 se presenta el error cuadra´tico medio (MSE) y el error absoluto medio
(MAE) para cada modelo, habiendo seleccionado, entre los modelos con distintos nu´meros
de neuronasH, el que presenta el menor error de validacio´n. Los modelos se listan como ARX,
MLP, ARNN, L-NL, NL-L, NL-NL, MLE. Para el modelo NL-NL, el nu´mero de neuronas
ocultas se presenta como un par (h, j) donde h es el nu´mero o´ptimo para z1 y j es el nu´mero
o´ptimo para z2.
Para establecer una base de comparacio´n, se incluye el resultado de entrenar un modelo ARX
con la misma cantidad de datos de entrenamiento y validacio´n.
Tabla 4-1: MSE y MAE para cada uno de los modelos seleccionados
Modelo Neuronas MSE MSE MAE MAE
ocultas entrenamiento validacio´n entrenamiento validacio´n
ARX – 0.005828 0.007177 0.052903 0.063198
MLP 4 0.005343 0.006572 0.050812 0.061680
ARNN 3 0.005260* 0.006879 0.050286* 0.063113
L-NL 10 0.005716 0.007076 0.052842 0.063208
NL-L 5 0.005343 0.006516 0.050709 0.061811
NL-NL (1, 5) 0.005592 0.006373* 0.053069 0.057626*
MLE 7 0.005666 0.006438 0.052455 0.059492
Entre los modelos presentados el que reporta tanto el menor MSE como el menor MAE de
validacio´n es el modelo NL-NL. En comparacio´n con los resultados del modelo ARX, el error
de entrenamiento y de validacio´n, medido tanto con el MSE como con el MAE, siempre
es mayor que el de los modelos no lineales. Esto apoya la idea de que la dina´mica costera
tiene comportamientos no lineales que no son capturados por modelos basados en datos
meramente lineales como el ARX.
El modelo ARNN tiene el menor MSE y MAE de entrenamiento, pero no de validacio´n.
Esto indicar que el modelo NL-NL pudo generalizar mejor para los datos no conocidos que
el ARNN.
Entre los modelos presentados el que utiliza un algoritmo de entrenamiento de naturaleza
diferente es el ELM. Este modelo emplea un enfoque de entrenamiento ra´pido, que se basa en
la aleatorizacio´n de los para´metros con el fin de encontrar ra´pidamente los valores mı´nimos
en la funcio´n de error con alta precisio´n. El error de validacio´n (MSE y MAE) reportado para
este me´todo es el segundo mejor despue´s del modelo NL-NL. En comparacio´n, este me´todo
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es mucho ma´s eficiente en cuanto al entrenamiento, por lo que resalta como una alternativa
en aplicaciones reales de sistemas con variables exo´genas.
El modelo que presenta un mayor error de validacio´n es el modelo L-NL. Esto indica que para
esta aplicacio´n, la aplicacio´n de un modelo lineal primero, impide que el segundo modelo
no lineal capture correctamente los patrones no lineales. Sin embargo, esto depende de las
caracter´ısticas de los sistemas analizados en cada caso.
5 Conclusiones
En los u´ltimos an˜os, ha habido un creciente intere´s en las te´cnicas basadas en datos para
el modelado, prediccio´n y entendimiento de las costas. Los modelos tradicionales como los
modelos basados en procesos tienen algunas desventajas que impiden ser usados en sistemas
f´ısicos como las barras: i) imprecisiones en los datos usados para calibrar o validar los modelos
y el l´ımite en la capacidad computacional causando acumulacio´n exponencial de los errores,
ii) poco entendimiento del sistema estudiado, y iii) esfuerzo computacional para simulaciones
a mediano y largo plazo.
La creciente disponibilidad de datos de alta resolucio´n espacial y temporal de diversas fuentes,
como los sistemas de monitorizacio´n basados en video, han abierto la posibilidad de utilizar
te´cnicas modernas basadas en datos, a pesar del hecho de que son mayormente modelos caja
negra, han superado algunas de las desventajas de los modelos basados en procesos.
En este trabajo se utilizo´ un tipo de modelos alternativos, categorizados como modelos
basados en datos, que se basan en la informacio´n histo´rica de observaciones realizadas durante
largos per´ıodos de tiempo. Los datos utilizados corresponden a las observaciones compiladas
por la estacio´n de monitorizacio´n costera HORUS en Cartagena de Indias, Colombia. Los
datos de la posicio´n de las barras fueron extra´ıdos de las ima´genes, y los datos de oleaje
fueron generados por el modelo de generacio´n de oleaje SWAN, de los cuales se selecciona
la altura de ola significante y el per´ıodo pico como variables exo´genas. Estos datos sirvieron
para alimentar los modelos lineales y no lineales descritos.
Debido a la complejidad en la seleccio´n de modelos no lineales basados en datos para sis-
temas dina´micos con variables exo´genas, se propuso una metodolog´ıa con la que se pueden
seleccionar diferentes aspectos de los modelos, tales como el nu´mero de rezagos de las varia-
bles que influencian de forma no lineal el estado presente de las barras, la significancia en
la interaccio´n entre las variables exo´genas, y para´metros y metapara´metros propios de los
modelos.
Para el caso estudiado en este art´ıculo, se encontro´ que la posicio´n de las barras depende del
estado actual de la altura de ola y el per´ıodo pico, y del estado anterior de la misma posicio´n
de las barras. Varios modelos con diferentes propiedades fueron comparados con la finalidad
de escoger uno que represente apropiadamente la dina´mica de las barras. Entre los modelos
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propuestos, h´ıbridos con componente lineal y no lineal fueron entrenados, aunque el modelo
con mejores resultados fue el NL-NL.
Dos te´cnicas basadas en datos se utilizaron para estudiar el efecto de las condiciones del
oleaje en la posicio´n de la barra, y las dependencias no lineales en los estados pasados. Pri-
mero, se empleo´ un modelo ARNN para determinar los coeficientes de correlacio´n no lineales
semejantes a las funciones lineales de autocorrelacio´n/correlacio´n cruzada simple/parcial,
que permiten detectar las dependencias del estado presente de la posicio´n de las barras con
el estado presente o pasado (rezagos) de las condiciones de oleaje o la misma posicio´n. Los
resultados revelaron dependencias no lineales entre el estado presente de las barras y las
condiciones de oleaje, y el estado previo de la posicio´n de la barra, lo cual sugiere que las
barras tienen memoria.
Un me´todo gra´fico que consiste en filtrar las series de tiempo de las barras y el oleaje con
EMD, con el fin de remover las variaciones de pequen˜a escala, permitio´ visualizar el efecto
de las condiciones del oleaje en la posicio´n de las barras. Se mostro´ que las variaciones en la
energ´ıa del oleaje causa un efecto ela´stico en la posicio´n de las barras, tal que para olas de
alta energ´ıa, las barras tienden a ir en direccio´n al mar, y para olas de baja energ´ıa las olas
hacen que las barras se dirijan hacia la costa pero a una tasa menor.
El comportamiento de las barras con la influencia de las olas muestra oscilaciones alrededor
de regiones en el plano, los cuales se pueden pensar como atractores o estados de equilibrio.
El efecto ela´stico del comportamiento de las barras puede ser explicado por la memoria
presente en el sistema, la cual causa que el movimiento de las barras tenga un retardo.
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