Abstract. This paper presents a duality theory for solving concave minimization problem and nonconvex quadratic programming problem subjected to nonlinear inequality constraints. By use of the canonical dual transformation developed recently, two canonical dual problems are formulated, respectively. These two dual problems are perfectly dual to the primal problems with zero duality gap. It is proved that the sufficient conditions for global minimizers and local extrema (both minima and maxima) are controlled by the triality theory discovered recently [5] . This triality theory can be used to develop certain useful primal-dual methods for solving difficult nonconvex minimization problems. Results shown that the difficult quadratic minimization problem with quadratic constraint can be converted into a one-dimensional dual problem, which can be solved completely to obtain all KKT points and global minimizer.
1. Concave Minimization Problem and Parametrization. The concave minimization problem to be discussed in this paper is denoted as the primal problem ((P) in short) (P) : min P (x) ∀x ∈ X f , (1.1) where P (x) is a real-valued concave function defined on a suitable convex set X a ⊂ R n , and X f ⊂ R n is the feasible space, defined by 2) in which, B ∈ R m×n is given matrix such that rankB = m, and b ∈ R m is a given vector. The goal in this problem is to find both global and local minimum values that P can achieve in the feasible space and, if this value is not −∞, to find, if it exists, at least one vectorx ∈ X f that achieves this value. The concave minimization problem (P) appears in many applications. Methods and solutions to this very difficult problem are fundamentally important in both mathematics and engineering science.
Mathematically speaking, if the function P is continuous on its domain X a and the feasible set X f is compact, then by the well-known Weierstrass Theorem, the global minimum value is finite, and at least one point in X f exists which attains this value. From point view of convex analysis, if the convex subset X f ⊂ R is compact, it must be bounded and closed, i.e. the radius r 0 of X f , defined by |x| ≤ r 0 ∀x ∈ X f , is finite. Thus, the problem (P) has at least one solution. However, due to the concavity of the total cost P (x), the problem (P) generally will possess many solutions that are local, but not global, minimizers. The application of standard algorithms designed for solving convex programming problems will generally fail to solve this nonconvex global minimization problem [11] . A detailed discussion and comprehensive review on this topic are given by Benson (1995) .
Physically speaking, the primal problem (P) is called realizable if there exists a vectorx ∈ X f such that P (x) = min{P (x)| ∀x ∈ X f } > −∞. Thus, if (P) is realizable, the total cost P must be bounded below on X f , i.e. there exists a parameter µ > −∞ such that P (x) ≥ µ ∀x ∈ X f . From point view of applications, if a problem is not realizable, then the mathematical modelling of this problem might be not well proposed. By this philosophy, we consider only the realizable primal problem (P) so that the primal problem can be written in the parametrization form
For an given parameter µ ∈ R, the parametrized problem (P µ ) has at least one global minimizerx in the parametric feasible set X µ ⊂ R n defined by
Moreover, if the problem (P) is realizable, then there exists a constant µ > −∞ such that the solution of the parametrized problem (P µ ) solves also the primal problem (P).
Proof. Since for any given µ ∈ R the feasible space X µ is a convex subset of R n and the cost P is bounded below on X µ , the parametric optimization problem (P µ ) has at least one global minimizerx µ such that
On the other hand, if (P) is realizable, then the global minimizerx ∈ X f exists such that P (x) = min{P (x)| x ∈ X f } > −∞. By choosing µ = P (x) < ∞, then the global minimizerx µ of the parametrized problem (P µ ) solves also the primal problem (P).
In this paper, we will find the canonical dual formulation of the parametric problem (P µ ).
2. Canonical Dual Problem. By the definition introduced in [5] , a Gâteaux differentiable function P : X a → R is called a canonical function on X a ⊂ R n if and only if its Gâteaux derivative δP : X a → X * a ⊂ R n is a one-to-one mapping from X a onto its range X * a (in particular, if P (x) is differentiable, then δP (x) = ∂P/∂x). Thus, if P is a canonical function on X a , then the duality relation x * = δP (x) is invertible for all x * ∈ X * a , and the Legendre conjugate P * : X * a → R of P can be uniquely defined by
Clearly, P (x) is a canonical function on X a , if and only if the equivalent relations 
where 
is a KKT point of (P µ ), and
Moreover, if the primal problem (P) is realizable, then there exists a finite parameter µ > −∞ such that the vectorx is also a KKT point of the problem (P).

Proof. Suppose thatȳ
hold. Since (x,x * ) is a canonical dual pair on X a × X * a , we havē
Thus in terms ofx
, the complementarity conditions (2.12) and (2.13) can be written as
This shows thatx = δP * (x * ) is, indeed, a KKT point of the parametric problem (P µ ).
By the complementarity conditions (2.14) and (2.15), we have b
due to the fact thatx Tx * − P * (x * ) = P (x). This proves the theorem.
Remark. In Theorem 2.1, it is required that ρ * = 1. Actually, if ρ * = 1, the complementarity condition (2.15) leads to P (x) = µ, and from the condition B T * /(ρ * − 1) ∈ X * a in the dual feasible space Y * µ , we have * = 0. This means that the inequality constraint Bx ≤ b is inactive. In this case, the primal problem is a concave minimization with equality constraint P (x) = µ. If P (x) is a quadratic function, a complete set of solutions has been obtained recently in [8] .
Theorem 2.1 shows that there is no duality gap between the problems (P µ ) and (P d µ ). As we know that the KKT stationary conditions are only necessary for the nonconvex optimization problem (P µ ). The sufficient condition will be given by a triality theorem in the next section.
3. Triality Theory: Sufficient Conditions for Local and Global Extrema.
Theorem 3.1 (Triality Theorem). Suppose that for a given finite parameter µ > −∞, the vectorȳ
Proof. By the concavity of the canonical function P on X a , the Legendre conjugate
. Thus, we have
23) is the so-called total complementary function, or the extended Lagrangian, which can be obtained by the standard canonical dual transformation (see [5] 
since the linear programming 
by the fact that the domain [0, 1) is closed on the lower bound and open on the upper bound, the problem
has a solution if and only if P (x) ≥ µ, and for this solution, θ 2 = 0.
On the other hand, ifȳ
since the linear minimization
has a solution on the open domain (0, 1) if and only P (x) − µ = 0. By the fact that
for all KKT points of (P µ ), the theorem is proved.
Theorem 3.1 shows that if the KKT pointρ * = 0, thenx is a minimizer of P only ifx is located on the boundary of the feasible set X µ , i.e. P (x) = µ, which can not be located, generally speaking, by standard algorithms designed for convex minimization problems. This is the main reason that why the primal problem (P) is NP-hard. However, the dual problem in this case may provide an alternative approach. The triality theorem provides sufficient conditions for both global and local minima, which can be used to develop certain potentially useful primal-dual algorithms for solving this concave minimization problem with inequality constraints.
4. Quadratic Minimization with Quadratic Constraint. The canonical dual problem (P d µ ) of the nonconvex problem (P) can be formulated in different ways, depending on the inequality constraint P (x) ≥ µ in the parametrical feasible set X µ . In the case that P (x) is a quadratic function, the canonical dual problem and optimality conditions have been studied recently by the use of a normality parametrization |x| 2 ≤ µ [8] . In this section, we will consider the following quadratic minimization problem with quadratic constraint ((P q ) in short):
where A and C are two given symmetrical matrices. As it was pointed by Floudas and Visweswaran [4] , due to the nonlinear (quadratic) constraint, even finding a feasible solution for this problem can be a formidable task. It is also known that the quadratic minimization problem with only linear equality constraint is NP-hard [4, 14] . In this section, we will present a canonical dual approach for solving this problem.
Following the standard procedure of the canonical dual transformation presented in [5, 8] , we introduce a so-called canonical geometrical operator Λ : R n → R m × R: 
Its indicatorW : Y → R ∪ {+∞}, defined bȳ
is convex, lower semi-continuous on Y. Thus, the inequality constraints in the problem (P q ) can be relaxed by the indicator of Y µ and the primal problem (P q ) takes the unconstrained canonical form
By the general result presented in [6] , the canonical dual function for this unconstrained problem is
whereW is canonical conjugate ofW defined by the sup-Fenchel transformation:
On the dual feasible space defined by
Thus, the canonical dual problem associated with the quadratic minimization problem (P q ) can be formulated as the following:
is a KKT point of (P q ), and
Moreover, if C and (A+ρ * C) are positive definite, thenx = (A+ρ
This theorem can be proved by a similar procedure given in [8] . In the case that there is no linear inequality constraint Bx ≤ b in the problem (P q ), the canonical dual problem (P d q ) can be simply given as max
This is a one-dimensional maximization problem, which can be solved completely to obtain all KKT points ρ * i ≥ 0. If (A + ρ * i C) is positive definite, then the vector
−1 f is a global minimizer of the quadratic function
Particularly, if C = I, the primal problem (P q ) is the so-called quadratic programming over a sphere x T x = µ (see [8] ).
5.
Applications. In this section we shall give a special application of the theory and method presented in this paper to the quadratic minimization problem (P q ) with only the quadratic constraint, and both A and C are diagonal matrices. Thus, the problem (P q ) can be written as:
The coefficients a i , c i and f i are arbitrarily given real numbers. The canonical dual problem is to find ρ * such that
This dual problem has a unique solution over the domain ρ *
. . , n, and i d be the total number of distinct positive λ i . By a simple analysis (see [8] ) we know that the dual problem has at most 2i d KKT points:
, and x 1 is a global minimizer of P q . 6. Concluding Remarks. Duality theory plays an important role in both analysis and mathematical programming. In convex systems, the saddle-Lagrangian type duality theory has been well studied (cf. [3, 10, 13] ). However, these well-developed duality theories usually lead to certain duality gap when the primal problems are nonconvex. In nonconvex analysis, how to use the traditional Legendre transformation to formulate perfect dual problem was listed as one of two open problems in the recent paper by I. Ekeland [2] . The canonical dual transformation method and triality theory were originally developed from nonsmooth and nonconvex mechanics (see Gao, 2000) . The key idea of this method is to choose certain geometrically admissible measure Λ : X a → Y a such that the Legendre-Fenchel-Moreau transformation holds on the canonical dual spaces Y a × Y * a (see Gao, 2000 Gao, , 2003 Gao, , 2004 ). In the present paper, since the concave function P is a canonical function, this geometrical measure is simply chosen to be Λ(x) = P (x). If P is a quadratic function, the constraint P (x) ≤ µ can be replaced by T Cx ≤ µ. In this case, the parametrized primal problem is a quadratic minimization with quadratic constraint. By the canonical dual transformation, this problem can be easily solved. Particularly, if C = I, then problem (P q ) is the well-known quadratic minimization over a sphere, which has been solved completely by the author in a very recent paper (see Gao, 2004 ). The results presented in this paper show again that the canonical dual transformation and associated triality theory may possess important computational impacts on global optimization.
