Abstract. We consider the system of stochastic differential equation dXt = A(Xt−) dZt, X0 = x, driven by cylindrical α-stable process Zt in R d . We assume that A(x) = (aij(x)) is diagonal and aii(x) are bounded away from zero, from infinity and Hölder continuous. We construct transition density p A (t, x, y) of the process Xt and show sharp two-sided estimates of this density. We also prove Hölder and gradient estimates of x → p A (t, x, y). Our approach is based on the method developed by Chen and Zhang in [11] .
Introduction
t , . . . , Z
t ), be cylindrical α-stable process, that is Z (i) t , i = 1, . . . , d are independent one-dimensional symmetric standard α-stable processes of index α ∈ (0, 2), d ∈ N, d ≥ 2. We consider the system of stochastic differential equation
where A(x) = (a ij (x)) is diagonal and there are constants b 1 , b 2 , b 3 > 0, β ∈ (0, 1] such that for any x, y ∈ R d , i ∈ {1, . . . , d}
|a ii (x) − a ii (y)| ≤ b 3 |x − y| β .
In the sequel, without loss of generality, we assume that β ∈ (0, α/4].
It is well known that system of SDEs (1) has a unique weak solution [1] . The generator of X is given by (see ( [1, (2. 3)]))
where {e j } d j=1 is the standard basis in R d and A α = 2 α Γ((1 + α)/2)/(π 1/2 |Γ(−α/2)|). Let us denote the transition density of one-dimensional symmetric standard α-stable process of index α ∈ (0, 2) by g t (x − y), t > 0, x, y ∈ R. Clearly, the transition density of Z(t) is given by d j=1 g t (x j − y j ). The main result of this paper is the following theorem. (ii) The transition density solves ∂ ∂t p A (t, x, y) = Lp A (t, ·, y)(x),
T. Kulczycki 
(iv) For any T > 0 and γ ∈ (0, α ∧ 1) there exists c 2 = c 2 (T, γ, d, α, b 1 , b 2 , b 3 , β) > 0 such that for any x, x ′ , y ∈ R d , t ∈ (0, T ]
(v) For any T > 0 and α ∈ (1, 2) there exist c 3 = c 3 (T, d, α, b 1 , b 2 , b 3 , β) > 0 such that for any x, y ∈ R d , t ∈ (0, T ] ∇ x p A (t, x, y) ≤ c 3 t −1/α p A (t, x, y).
Systems of stochastic differential equations driven by cylindrical α-stable processes have attracted a lot of attention in recent years see e.g. [1, 33, 40, 32, 41, 35] . In [1] Bass and Chen proved existence and uniqueness of weak solutions of systems of SDEs (1) under very mild assumptions on matrices A(x) (i.e. they assumed that A(x) are continuous and bounded in x and nondegenerate for each x). Our paper may be treated as the first step in studying fine properties of transition densities of systems of SDEs driven by Lévy processes with singular Lévy measures. Fine properties of such transition densities are of great interest but in the case of singular Lévy measures relatively little is known. We decided to study the particular case of diagonal matrices A(x) in (1) because in that case one can obtain sharp two-sided estimates of these densities. It seems that in the case of general non-diagonal matrices in (1) such sharp two-sided estimates are impossible to obtain. Nevertheless, we believe that our results will help to obtain qualitative estimates of transition densities also in the case of general matrices in (1) .
The direct inspiration to study transition densities of solutions to (1) was a question of Zabczyk concerning gradient estimates of these densities. Another source of inspiration was a recent paper [5] of Bogdan, Knopova and Sztonyk, where they constructed heat kernels and obtained upper bounds and Hölder estimates of them for quite general anisotropic space-inhomogeneous non-local operators. However, the considered jump kernels cannot be "too singular". In particular, the results from [5] can be applied for systems (1) only when d = 2 and α ∈ (1, 2) (see the condition α + γ > d in the assumption A1 on page 5 in [5] ). Moreover, even for d = 2 and α ∈ (1, 2), the obtained estimates are far from being optimal.
In our paper we use a very elegant and efficient method developed by Chen and Zhang in [11] . Their approach is based on Levi's freezing coefficient argument (cf. [27, 12, 26] ). In [11] the non-local and non-symmetric Lévy type operators on R d are studied with jump kernels of the type κ(x, z)/|z| d+α , α ∈ (0, 2). It turned out that similar ideas can be applied also in our situation where jump kernels are much more singular. We follow the road-map from [11] however, due to a specific structure of the operator L, there are many differences between our paper and [11] . The main new elements, in comparison to [11] , are the proof of crucial Theorem 3.2, the proof of Lemma 4.4, the estimates (55-57) and the proof of lower bound estimates of p A (t, x, y). It is worth pointing out that in our paper we have shown that the transition density p A (t, x, y) satisfies the equation (4) for all x, y ∈ R d while in [11] it is shown that the heat kernel p κ α (t, x, y) satisfies the analogous equation only when x = y. A similar remark concerns gradient estimates of p A (t, x, y), which we managed to show for all x, y ∈ R d . On the other hand, we were able to prove gradient estimates of p A (t, x, y) only for α ∈ (1, 2) (in [11] gradient estimates were obtained for α ∈ [1, 2)). It is worth mentioning that quite recently a very interesting generalization of the results from [11] appeared in [19] .
The problem of estimates of transition densities for jump Lévy and Lévy-type processes has been intensively studied in recent years see e.g. [11, 19, 2, 10, 7, 22, 16, 20, 28, 21] . However, relatively few results concern processes with jump kernels which are not comparable to isotropic ones. We have already mentioned here the paper [5] . One should also mention the papers by Sztonyk et al. [4, 17, 16, 37] but they only concern heat kernels of translation invariant generators and convolution semigroups for which the existence and many properties follow by Fourier methods. There are also known estimates of anisotropic non-convolution heat kernels given in [36, 18] however these are obtained under the assumption that the jump kernel is dominated by that of the rotation invariant stable process. For estimates of derivatives of Lévy densities we refer the reader to [38, 3, 34, 16, 25, 20, 11] .
Some estimates of transition densities for processes which are solutions of systems of SDEs driven by Lévy processes with singular Lévy measures were obtained in [29, 30, 31, 13] . However, the results from [29] , when applied to system (1), do not imply such sharp estimates which are obtained in Theorem 1.1. In particular, they can be applied to system (1) only when x → a ii (x) are C ∞ (R d ) functions. What is more, even in this case, the upper bound estimates are of the form sup x,y∈R d p A (t, x, y) ≤ ct −d/α , while the lower bound estimates of p A (t, x, y) are also much less precise than ours. They are precise only for x = y, in which case it follows from [29] that p A (t, x, x) ≈ t −d/α . The results from [30, 31, 13 ] cannot be applied to system (1) .
The paper is organized as follows. In Section 2 we introduce the notation and collect known facts needed in the sequel. In Section 3 we construct the function p A (t, x, y) in terms of the perturbation series q(t, x, y) = ∞ n=0 q n (t, x, y) using Picard's iteration. In Theorem 3.2 we obtain the estimates of q(t, x, y) which are absolutely crucial for the rest of the paper. In Section 4 we show that the semigroup defined by P A t f (x) = R d p A (t, x, y)f (y) dy is a Feller semigroup. Next, applying [1] , we argue that p A (t, x, y) is, in fact, the transition density of the solution of system (1) and we prove most parts of the main theorem. In Section 5 we show lower bound estimates of p A (t, x, y) by using probabilistic arguments.
Preliminaries
All constants appearing in this paper are positive and finite. In the whole paper we fix (2) and (3) . We adopt the convention that constants denoted by c (or c 1 , c 2 , . . .) may change their value from one use to the next. In the whole paper, unless is explicitly stated otherwise, we understand that constants denoted by c (or
We also understand that they may depend on the choice of the constant γ ∈ (0, β) (or γ ∈ (0, α ∧ 1)). We write f (x) ≈ g(x) for x ∈ A if f, g ≥ 0 on A and there is a constant
Denote
ii (x). Note that there exists c such that for any x, y ∈ R d we have
By simple change of variable we get
Let us introduce some notation which was used in [11] . For a function f :
Similarly, for a function f :
We also denote
It is well known that
One of the most important tools used in our paper are convolution estimates [11, (2.3-2.4)]. They are similar to [24, Lemma 1.4] and [39, Lemma 2.3] . In [11] they are stated for t ∈ (0, 1]. It is easy to check that they hold also for t ∈ (0, T ]. For reader's convenience we collected them in Lemma 2.1.
Lemma 2.1.
(i) There is C = C(α) such that for any t > 0 and any
(ii) For T > 0 there is C = C(α, T ) such that for any 0 < s < t ≤ T , x ∈ R and any
(iii) For T > 0 there is C = C(α, T ) such that for any 0 < t ≤ T , x ∈ R and any
where B(u, w) is the Beta function.
Similarly as in [11] we introduce, for y ∈ R d , the freezing operator L y by
.
It is clear that p y (t, x) is the heat kernel of the operator L y . In particular, we have
In the sequel we will use the following standard estimate. For any γ ∈ (0, 1] there exists c = c(γ) such that for any θ ≥ 1 we have
We use the notation N 0 = N ∪ {0}.
Upper bound estimates
The main aim of this section is to construct the function p A (t, x, y). This is done by using Levi's method. Is is worth mentioning that this method was used in the framework of pseudodifferential operators by Kochubei [23] . In recent years it was used in several papers to study gradient and Schrödinger perturbations of fractional Laplacians and relativistic stable operators see e.g. [3, 14, 15, 6, 8, 9, 39] . As we have already mentioned we use the approach by Chen and Zhang [11] . It is worth adding that in [11] , in contrast to previous papers, a new way of "freezing" coefficient was used. Now, we briefly present the main steps used in this section. We define p A (t, x, y) by (16) . Heuristically, p A (t, x, y) is equal to the transition density p y (t, x − y) (of the process with the "frozen" jump measure corresponding to the generator L y ) plus some correction t 0 R d p z (t − s, x, z)q(s, z, y) dz ds, which is given in terms of the perturbation series q(t, x, y) = ∞ n=0 q n (t, x, y). The most difficult result in this section is Theorem 3.2 which gives upper bound estimates of q(t, x, y). Due to a different structure of the generator L in comparison to the Lévy-type operator L κ α from [11] there are essential differences between our proof and analogous proof in [11] , see in particular the definition of the auxiliary function H L k (t, x, y) and the induction proof of (20) . The next important step in this section is Theorem 3.9 where we derive Hölder type estimates of q(t, x, y). We also show crucial Lemma 3.14 which is the main step in obtaining gradient estimates of p A (t, x, y).
and for n ∈ N let
For x, y ∈ R d , t > 0 we define
By [11, (2.28) ] and (9) one easily obtains
An immediate consequence of the above lemma and (13) is the following estimate 
Moreover, q(t, x, y) is jointly continuous in (t, x, y)
Proof. By (8) and then Lemma 3.1 we get
where
We will show that there is
where M is the constant from (19) . Let
where L m ∈ I is such that l m = β and |L m | = 1. Observe that (19) can be rewritten as
We will prove (20) by induction. The main step consists of proving that for any n ∈ N,
For n = 0 the estimate (20) holds by (21) .
Assume that (20) holds for some n ∈ N 0 . By (15) , (21) and our induction hypothesis we obtain
Then, if (22) is true, then (20) holds for n + 1. Hence in order to complete the proof it is enough to show (22) .
To this end we consider 3 cases.
We have
By (11), we obtain
By (14) this implies that
By (11) this is bounded from above by
Note that #Z(L) = |L|. We have
where for r = 0 we understand that
Using this and (14) we get
Note that k + |L| = n + 1. It follows that
By (11), this is bounded from above by
Using similar reasoning as in (25) this is bounded from above by
By (14) it follows that
Recall that (23), (24), (26), (27) gives that (22) holds, which finishes the induction proof.
From (20) we immediately obtain that for any n ∈ N 0
It follows that (18) holds.
By the properties of p y (t, x) it is easy to justify that q 0 (t, x, y) is jointly continuous (15) and induction method the same property holds for q n (t, x, y) for each n ∈ N . Since ∞ n=0 q n (t, x, y) is absolutely and locally uniformly convergent we finally obtain that q(t, x, y) is jointly continuous in (t, x, y)
By elementary calculations, for any t > 0, u, w ∈ R satisfying |u − w| ≤ t 1/α , we have
Proof. Let g
t (·) be the radial profile of the transition density of the standard 3-dimensional α-stable isotropic process. Then it is well known (see e.g. [3, (11) 
By the standard estimates of transition density of the α-stable isotropic process we have
Next, for any u, w ∈ R, from the above gradient estimate of g t and the fact that g t (u) is decreasing in |u|,
Hence, by monotonicity of g t (u) and (32),
we finish the proof of (30) .
To get the second inequality we apply (29) .
As a direct conclusion of Lemma 3.3 we get
Corollary 3.5. For any t > 0 and x, y, w ∈ R d we have
Proof. We have
Next, by (3) and (2),
and by Lemma 3.3 together with (3) and (2)
The proof is completed.
Corollary 3.6. For any x ∈ R d , t > 0 we have
Proof. By the same arguments as in the proof Corollary 3.5 we have
Observing that |y −ỹ| = |x 1 − y 1 | we obtain the conclusion by integration.
Applying the above inequalities and Corollary 3.4 we obtain the desired bound (34) .
By Lemma 3.7 we get
. . , d} be such that |x m − y m | = max i∈{1,...,d} |x i − y i |. It follows that (35) is bounded from above by
. Using this and Lemma 3.1 we get
Theorem 3.9. For any x, x ′ , y ∈ R d , t ∈ (0, T ] and γ ∈ (0, β) we have
Proof. By the definition of q n , (28) and Lemma 3.8 we get for n ∈ N |q n (t, x, y) − q n (t, x ′ , y)|
where C is the constant from (28) and
We have (38) where
By (12) we get
Using (11) we obtain
By (38-43) we obtain
Using this and (37) we obtain that for any n ∈ N, x, x ′ , y ∈ R d , t ∈ (0, T ] and γ ∈ (0, β)
This, Lemma 3.8 and the definition of q imply the assertion of the theorem.
Proof. By Lemma 3.3 we get
Since |x − x ′ |t −1/α ∧ 1 ≤ |x − x ′ | γ t −γ/α we obtain the assertion of the lemma.
By Lemma 3.3 and the formula for p y (t, x) we obtain Lemma 3.11. For any x, y ∈ R d and t > 0 we have
Lemma 3.12. For any x ∈ R d and t ∈ (0, T ] we have
Proof. Let D 1 p y (t, ·)(x−y) = lim h→0 (p y (t, x−y+he 1 )−p y (t, x−y))/h. It is enough to prove the estimate for I = R d D 1 p y (t, ·)(x − y) dy. Let γ ∈ (0, β) and putỹ = (x 1 , y 2 , . . . , y d ).
By [11, (2.31)] we get 1 a 2 11 (y)
Using this and (10) we obtain II ≤ ct β−1 α . Note also that 1 a 2 11 (y)
Using this, Corollary 3.6 and (10) we get III ≤ ct
Similarly as in [11] we denote
Clearly we have p A (t, x, y) = p y (t, x − y) + ϕ y (t, x).
By well known estimates of ∇p z (t − s, ·)(x − z) and Theorem 3.2 we easily obtain the following result. Lemma 3.13. For any x, y ∈ R d , t > 0 and s ∈ (0, t) we have
The next result is the most important step in proving gradient estimates of p A (t, x, y). Lemma 3.14. For any α ∈ (1, 2), x, y ∈ R d and t ∈ (0, T ] we have
and
Proof. Let x, y ∈ R d , t ∈ (0, T ] and s ∈ (0, t). The main tool used in this case is Theorem 3.2. Using this theorem, Lemmas 3.11, 3.13 and (11) we obtain
which implies (45). We also obtain 
Proof. The assertion follows from formula (44) and Lemmas 3.11, 3.14.
Feller semigroup
For any bounded Borel f : R d → R, t ∈ (0, ∞) and x ∈ R d we define
The main aim of this section is to show that {P A t } is a Feller semigroup. For any ε ≥ 0 and x ∈ R d we put
Using [11, (3.13) ] and the same arguments as in the proof of Lemma 3.12 we obtain Lemma 4.1. For any ε > 0, x, y ∈ R d and t ∈ (0, T ] we have
Lemma 4.2.
For any x, y ∈ R d and t > 0 L x ϕ y (t, x) is well defined and we have
Fix γ ∈ (0, β). There exists c such that for any ε > 0, t ∈ (0, T ] and x, y ∈ R d we have
Proof. Let ε > 0. We have
By Lemma 3.1 and Theorem 3.2 one easily gets
The most difficult part of the proof is to justify
For s ∈ (0, t/2) by Theorem 3.2, Lemma 3.1 and (11) we obtain
It follows that
For s ∈ (t/2, t) by Theorem 3.2 and Lemma 4.1 we obtain
Now, we need to obtain some estimates which will be crucial in studying the most difficult term F (t, x, y). By Lemma 3.1 and Theorem 3.9 there exists c (not depending on ε) such that for any t ∈ (0, T ] and x, y ∈ R d we have
We also have
By (11), we have
By (11), we also have
By (55-57) and (10), we get
By (51), (53), (58) we get (50). We also get continuity t → L x ϕ y (t, x). By (49) and (50) we obtain (47). Using (52), (54), (59), Lemma 3.1 and formula (44) we get (48).
The next result is an analogue of [11, Theorem 4.1] . Its proof is almost the same as the proof of [11, Theorem 4 .1] and is omitted.
Assume that
and for any ε ∈ (0, 1) and some γ ∈ ((α − 1) ∨ 0, 1)
then sup
Proof. Let h > 0 be such that t + h < T . We have
After change of variables t + h − s = u we have
Hence, lim sup
Next, by Theorem 3.2, the function q(s, z, y) is continuous and bounded on [t, T ] × R d , as a function of s and z. Since the measures µ u (dz) = p x (u, x − z)dz converge weakly to δ x as u → 0 + , we obtain lim
By estimates of ∂ ∂t p z (t − s, x − z) following from (17) and Theorem 3.2 we get lim
Note that for h > 0, s ∈ (t/2, t), γ ∈ (0, β), x, y, z ∈ R d , by Theorem 3.9 and the estimates of
Note that for h > 0, s ∈ (t/2, t), x, z ∈ R d we have
Using this, (13) and the definition of q 0 (t, x, y) we get
By (19) and (10), we have
By Lemma 4.1 we get
By (66-70) we obtain
The proof of the analogous result for lim h→0 − is very similar and it is omitted.
Proof. By the definition of q(t, x, y) we obtain q(t, x, y) = q 0 (t, x, y)
Using (44), (13), Lemma 4.4 and the definition of q 0 (t, x, y) we obtain
By (71) this is equal to
By (47) and (44) this is equal to L x p A (t, ·, y)(x), which completes the proof.
Lemma 4.6. For any bounded Borel f : R d → R, t ∈ (0, ∞) and x ∈ R d we have
By Lemma 4.2 this is equal to
By Proposition 4.5 this is equal to
Proposition 4.7. For t ∈ (0, T ] and x, y ∈ R d we have
Proof. By Theorem 3.2, estimates of p z and (12) we obtain
Now the conlusion follows from (16) and estimates of p y .
The following result shows that {P A t } is a Feller semigroup. Theorem 4.8. We have:
Proof. (i) follows by the fact that x → p A (t, x, y) is continuous and by Proposition 4.7.
It is shown in the proof of Proposition 4.7 that
Hence we obtain (ii).
. Note that u(t, x) satisfies the assumptions of Proposition 4.3. Indeed, (ii) gives (60). By Lemma 4.2 we get (61). By Theorem 1.1 (iv) and Proposition 3.15 we obtain (62). Lemma 4.6 gives (63). Applying Proposition 4.3 to f ∈ C ∞ c , f ≤ 0 we obtain (iii). Note thatũ(t, x) = −1 + P A t 1(x), u(0, x) = 0 also satisfies the assumptions of Proposition 4.3. Using this proposition we get that
. By Proposition 4.3 applied to u(t, x) we get u 1 ≡ u 2 which implies (v).
Using similar ideas as in the proof of (47) one can easily obtain the following result.
Lemma 4.9. For any t ∈ (0, ∞), x ∈ R d and any bounded, Hölder continuous function f we have
Proof. Put u(t, x) = f (x) + t 0 P A s Lf (x) ds. By (74) we get
By Lemma 4.6 this is equal to
It is easy to check that u(t, x) satisfies (60-62). Putũ(t, x) = P A t f (x),ũ(0, x) = f (x) and v(t, x) = u(t, x) −ũ(t, x). By the arguments from the proof of Theorem 4.8 we obtain that u(t, x) satisfies (60-63). Using Proposition 4.3 for v(t, x) we get v ≡ 0 which implies the assertion of the lemma.
The next theorem gives that L is a generator of the semigroup {P A t }.
and the convergence is uniform.
Proof. By Proposition 4.10 we have
By Theorem 4.8 (ii) this is equal to Lf (x) and the convergence is uniform.
We are now in a position to provide the proofs of most of the parts of Theorem 1.1.
proof of Theorem 1.1 (i), (ii) and the upper bound estimate in (iii)
. From Theorem 4.8 and Theorem 4.11 we conclude that there is a Feller processX t with the transition kernel p A (t, x, y) and the generator L. Let P x , E x be the distribution and expectation for the process starting from x ∈ R d . First, note that for any function f ∈ C 2 b (R d ), the process
is a (P x , F t ) martingale, where F t is a natural filtration. That is P x solves the martingale problem for (L, C 2 b (R d )). On the other hand, according to [1, Theorem 6.3] , the unique weak solution X to the stochastic equation (1) has the law which is the unique solution to the martingale problem for (L, C 2 b (R d )). It follows that thatX and X have the same law and p A (t, x, y) is the transition kernel of X.
The continuity of p A (t, x, y) with respect to all variables follows from Theorem 3.2. Positivity is a consequence of the lower bound in (5) which will be proved in the next section. Finally, (ii) follows from Proposition 4.5. The upper bound estimate in (iii) follows from Proposition 4.7.
proof of Theorem 1.1 (iv). The main tool used in this proof is Theorem 3.2. By Lemma 3.10 and Theorem 3.2 we get
By (12) we have
Using this, (76), Lemma 3.10 and (44) we get the assertion of Theorem 1.1 (iv).
Lower bound estimates
5.1. Lévy system. Let P x , E x be the distribution and expectation for the process X t starting from x ∈ R d . By F t we denote a natural filtration. For x ∈ R d and Borel A ⊂ R d we define the jumping measure
where δ x k is a Dirac measure on R concentrated at x k .
The purpose of this subsection is to provide arguments for the Lévy system formula. Namely, we will show that for any x ∈ R d and any non-negative measurable function f on R + × R d × R d vanishing on {(s, x, y) ∈ R + × R d × R d ; x = y} and F t stopping time T , we have 
Since we exactly follow the approach of [11] we only briefly sketch the arguments. It is well known that for f ∈ C 2 b (R d ),
For y ∈ R d we denote |y| ∞ = max i {|y i |} the sup-norm in R d . For x ∈ R d and r > 0 we denote B(x, r) = {y ∈ R d , |y − x| ∞ < r}. Then for f ∈ C 2 b (R d ), we can rewrite the formula of the generator as Lf (x) = lim rց0 B c (x,r) (f (y) − f (x))J(x, dy).
As it has been already observed in the last section, for any function f ∈ C 2 b (R d ), the process
is a (P x , F t ) martingale. Suppose that A and B are two bounded closed subsets of R d having a positive distance from each other. Let f ∈ C 2 b (R d ) be such that f (x) = 0, x ∈ A and f (x) = 1, x ∈ B. We consider a martingale transform of M 
5.2.
Lower bound of p A . We essentially follow the approach from [11] , where an argument relied on certain exit and hitting times estimates was applied, but the singularity of the jumping measure forces us to use an induction argument. We start with the near diagonal estimate of the transition kernel. 
Proof. By (73), if |y − x| ∞ ≤ at 1/α , we have
Hence, we can find t 0 ≤ 1 such that for t ≤ t 0 and |y − x| ∞ ≤ at 1/α we have p A (t, x, y) = p y (t, x − y) + ϕ y (t, x) ≥ p y (t, x − y) − |ϕ y (t, x)| ≥ c 2 t
Let for a Borel D ⊂ R d , τ D = inf{t > 0; X t / ∈ D} and T D = inf{t > 0; X t ∈ D} be the first exit and hitting time of D, respectively.
Lemma 5.2.
There is c such that, for t ≤ 1, R > 0, x ∈ R d ,
Proof. Applying the strong Markow property, we obtain P x (τ B(x,R) ≤ t) ≤ P x (τ B(x,R) ≤ t; |X(t) − x| ∞ ≤ R/8) + P x (|X(t) − x| ∞ ≥ R/8)
≤ P x (τ B(x,R) ≤ t; |X(t) − X(τ B(x,R) )| ∞ ≥ R/8)
+ P x (|X(t) − x| ∞ ≥ R/8)
= E x (τ B(x,R) ≤ t; P X(τ B(x,R) ) (|X(t − τ B(x,R) ) − X(τ B(x,R) )| ∞ ≥ R/8))
The last step follows from the upper estimate (5) of the heat kernel p A (t, x, y). ≥ inf z P z (τ B(z,2r) > t)P x (X(t ∧ τ B(x,r) ) ∈ B(y, 2r)).
By the Lévy system formula (77), we have P x ((X(t ∧ τ B(x,r) ) ∈ B(y, 2r)) = E 
