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L’émergence d’équations d’état basées sur la thermodynamique statistique telles que les équations 
SAFT (Statistical Associating fluid Theory) est prometteur pour la modélisation et la simulation de 
procédés mettant en jeu des fluides polaires complexes mal décrits à haute pression par les modèles 
de coefficients d’activité ou par les équations d’état cubiques applicables aux constituants non 
polaires.  
Le premier volet de ce travail détaille l’intégration de telles équations dans l’environnement du serveur 
de propriétés thermodynamiques Simulis thermodynamics de Prosim SA, qui fournit un ensemble de 
fonctions de calculs d’équilibre entre phase à tout modèle capable de décrire la fugacité de chaque 
phase pour une composition, pression et température donnée. Les paramètres SAFT sont directement 
liés à la structure moléculaire des constituants et leur stockage dans les objets bases de données du 
serveur demande des adaptations. Une validation de la procédure sur des systèmes binaires avec les 
alcanes est présentée.  
Le deuxième volet présente l’utilisation de l’équation soft-SAFT pour modéliser différents systèmes 
polaires. Premièrement la famille des nitriles saturés (acétonitrile, propionitrile, n-butyronitrile, 
isobutyronitrile, valéronitrile, hexanonitrile), avec une approche générique conduisant à des 
corrélations linéaires des paramètres SAFT en fonction de la masse moléculaire. Deuxièmement, le 
système réactif NO2/N2O4 et le système CO2, ainsi que leur mélange dans des conditions de CO2 
supercritique, avec un traitement crossover pour la région critique. L’approche SAFT permet 
d’accéder à la fraction de monomère NO2 libre dans le mélange, qui est le réactif de l’oxydation de la 
cellulose dans un mélange CO2 – NO2/N2O4 en conditions supercritiques. 
 
Mots clés : Equation d’état SAFT, système réactif NO2 / N2O4, CO2 supercritique, nitriles, région 




Recent equations of state based on statistical thermodynamic like SAFT equations of states 
(Statistical Associating fluid Theory) are promising for the modelling and the simulation of processes 
involving complex polar fluids. Those are poorly described by classical cubic equations of states or at 
high pressure by activity coefficient models. 
First is presented the integration of such equations into the framework of Prosim’s Simulis 
Thermodynamic property server, that offers many flash calculations routines to any model describing 
the fugacity of a phase at a given composition pressure and temperature. SAFT parameters are linked 
to the molecule structure and their implementation within the server databases requires some 
adjustments. The integration is validated through the computation of phase equilibria with mixtures 
including alcanes. 
Second, the use of the soft-SAFT equation to model the various polar systems is presented. Saturated 
nitriles (acetonitrile, propionitrile, n-butyronitrile, isobutyronitrile, valeronitrile, hexanonitrile) are 
modelled with a generic approach involving linear correlations of the SAFT parameters with the 
molecular weight. NO2/N2O4 with CO2 mixtures are modelled from the pure compound parameters in 
CO2 supercritical conditions. A specific crossover treatment of the critical region is used. The SAFT 
modelling enables to evaluate the amount in the mixture of free NO2 monomer that is the oxydizing 
reactant of cellulose in a mixture CO2 – NO2/N2O4 in supercritical conditions. 
 
Key words: SAFT EoS, reacting system NO2 / N2O4, supercritical CO2, nitriles, critical region, 
Simulis Thermodynamics.  
 
Titre de la these en anglais 
 
SAFT modelling for the prediction of complex fluids thermodynamic properties within SIMULIS 
THERMODYNAMIC property server 
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Chapitre I.  Introduction générale  
 Les propriétés thermodynamiques des corps purs et de leurs mélanges, en particulier les équilibres 
de phases, sont nécessaires dans des intervalles de température et de pression les plus larges possibles pour 
la synthèse et l’optimisation des procédés et des matériaux dans l’industrie chimique. Même si les données 
expérimentales sont toujours préférables, il n’est pas concevable d’acquérir l’ensemble des données 
nécessaires à la recherche des conditions opératoires optimales des procédés. Bien souvent, les données 
expérimentales sont manquantes ou bien imprécises dans des conditions particulières, telles que les 
mélanges avec des traces d’impuretés. Dans tous les cas, l’information reste cruciale et cela conduit 
naturellement à l’utilisation des modèles thermodynamiques les plus précis possibles.  
Modéliser est un vieux rêve, celui de se passer de l’expérience. Mais pour rester plus réaliste, la 
modélisation est un outil précieux d’acquisition de connaissances pouvant être utilisé pour orienter des 
vérifications expérimentales avant la construction effective d’une unité de production. Depuis la 
modélisation des propriétés des hydrocarbures nécessaires pour l’industrie pétrochimique, et du fait de 
l’avancement dans le domaine du développement des solvants industriels, la modélisation a 
progressivement concernée de nouveaux domaines, par exemple les fluides ioniques, les biomolécules et 
les macromolécules, mais aussi les mélanges en conditions supercritiques ou en présence d’impuretés. 
C’est cette progression que décrivent Prausnitz et Tavares (2004) dans leur revue qui parcourt 50 ans de 
développement des modèles thermodynamiques. 
Les hydrocarbures et les fluides non polaires peuvent être modélisés par l’approche symétrique où les 
fugacités des deux phases liquide et vapeur sont modélisées par l’utilisation d’une même équation d’état. 
Les équations cubiques, de type van der Waals (1873), telles que les équations de Soave – Redlich – 
Kwong (1972) ou de Peng – Robinson (1976) et les règles de mélanges complexes sont devenues les plus 
connues dans le domaine de la thermodynamique appliquée à l’industrie. Hélas, malgré les tentatives 
d’améliorations de ces équations, elles montrent vite leurs limites quand on assiste à des phénomènes de 
polarité au sein des fluides. Dans ce cas, les modèles de coefficient d’activité tels que NRTL (1968) ou 
UNIQUAC (1975) sont plus appropriés pour la modélisation de la phase liquide. Malheureusement ils 
montrent des limitations pour les fluides complexes et leurs capacités de prédiction est très faible quand la 
pression augmente, a fortiori dans la région critique.  
Pour les fluides associatifs qui incluent de très nombreux fluides industriels tels que les acides 
carboxyliques, les alcools primaires ou secondaires ou les amines, une modélisation thermodynamique 
spécifique est nécessaire pour décrire l’équilibre de formation de systèmes associés. Le plus souvent, ces 
molécules s’auto-associent en formant des dimères mais les structures peuvent parfois être plus complexes 
et, en présence d’autres constituants, les phénomènes d’association croisée deviennent significatifs. De 




plus l’association n’a pas seulement lieu en phase vapeur mais aussi en phase liquide dès l’instant où 
l’équilibre liquide – vapeur est aussi satisfait. Une preuve expérimentale d’association en phase liquide est 
celle du NO2 pour former N2O4 (James et Marshall, 1968) ; un fluide sur lequel nous allons porter toute 
notre attention au chapitre IV.  
Dans les deux dernières décennies, les progrès dans le domaine de l’informatique ont participé à résoudre 
des problèmes réels, comme la prédiction de l’équilibre liquide – vapeur des systèmes fortement non 
idéaux, par les techniques de simulation moléculaire en respectant les principes de la mécanique statistique 
qui permettent de décrire des propriétés macroscopiques à partir de celles de systèmes microscopiques 
(Allen et Tildesley, 1987 ; De Pablo et Escobedo, 2002). Ils ont ainsi permis de valider un certain nombre 
d’équations d’état en réalisant des simulations sur les mêmes systèmes modèles que ceux sur lesquels se 
basent ces équations d’état qui ont été développées elles aussi à partir des principes de la mécanique 
statistique. Il n’en reste pas moins que le temps de calcul des outils de simulation moléculaire reste un 
frein à leur utilisation quotidienne et que les équations d’état gardent donc tout leur intérêt en génie des 
procédés puisqu’elles sont applicables dans des intervalles très larges de conditions opératoires.  
 
Le chapitre II « Equations d’état pour les systèmes industriels » fournit un aperçu du développement d’équations 
d’état pour le calcul des propriétés thermodynamiques des fluides et des mélanges industriels. Depuis les 
premières modélisations datant du 19ème siècle, le lecteur est invité à suivre les grandes lignes du 
développement de ces équations en insistant sur les hypothèses sous-jacentes d’organisation des systèmes 
matériels qu’elles représentent, leur utilité et leur usage dans les simulateurs de procédés. Les approches 
classiques (équations d’état cubiques, équation du Viriel) sont présentées ainsi que les équations utilisant 
des approches moléculaires, en particulier celles qui, comme les équations d’état SAFT ont été 
développées à partir de la théorie de Wertheim (1984) ; une théorie de perturbation appliquée à des 
potentiels d’interaction de paire.  
Développée en 1990 l’équation d’état SAFT (Statistical Associating Fluid Theory) est potentiellement 
attractive pour le génie des procédés car elle présente des résultats encourageants, aussi bien dans la 
restitution des propriétés thermodynamiques employées pour régresser les paramètres que dans la 
prédiction de nouvelles propriétés, et ce pour des fluides non polaires, polaires, des macromolécules, 
fluides ioniques, … dans toutes les conditions opératoires. Les paramètres ne sont plus les coordonnées 
critiques comme pour les équations d’état cubique mais restent peu nombreux et sont assez liés à la 
structure de la molécule. Nous rappelons dans le chapitre II les différentes versions de l’équation SAFT à 
savoir, SAFT-O (Original SAFT) proposée par Chapman et al. (1989), SAFT VR (Variable-Range) 
proposée par Gil-Villegas et al. (1997), PC-SAFT (Perturbed Chain) proposée par Gross et Sadowski 
(2000) et soft-SAFT (Blas et Vega, 1997), cette dernière étant utilisée dans les chapitres IV et V.  
 




Mais l’utilisation effective d’une équation d’état en génie des procédés passe par sa mise à disposition au 
sein de simulateurs de procédés, ce qui n’est pas encore le cas pour les équations SAFT qui ne sont 
vraiment employées que par les équipes universitaires de thermodynamiciens réputés qui les ont 
développées. Sans préjuger de la compétence requise pour utiliser avec efficacité ces équations, le chapitre 
III « Intégration d’une équation SAFT dans un serveur de propriétés thermodynamiques pour la simulation des procédés » 
identifie une démarche pour l’intégration de l’équation SAFT-O dans un serveur de propriétés 
thermodynamiques pour la simulation des procédés, en l’occurrence SIMULIS® THERMODYNAMICS 
développé par ProSim SA. Nous explicitons ainsi la structure de ce serveur de propriétés 
thermodynamiques où on distingue une base de données de corps purs et de mélanges, une bibliothèque 
de modèles thermodynamiques, et des méthodes numériques pour la résolution des séparateurs 
diphasiques aussi qualifiés de « flash ». Nous exploitons ensuite l’architecture découpée du simulateur de 
façon à intervenir là où c’est nécessaire, plus précisément au niveau de la bibliothèque de modèles 
thermodynamiques. Nous détaillons aussi la façon de stocker les paramètres moléculaires de l’équation 
qui, rappelons le, sont différents des coordonnées critiques utilisées par les équations d’états cubiques 
usuelles. La description mathématique de l’équation SAFT ainsi que le code de calcul interfacé avec 
SIMULIS® Thermodynamics sont rappelés en annexe via des diagrammes UML (Unified Modeling 
Languange) des modules développés. Des exemples de calculs flash binaires alcanes-alcanes et des corps 
purs sont aussi présentés dans ce chapitre.  
 
Le chapitre IV « Modélisation de l’équilibre liquide – vapeur et d’association du système NO2 / N2O4 et son mélange 
avec le CO2 » est consacré à l’utilisation de l’équation soft-SAFT (Blas et Vega, 1997) pour la prédiction de 
l’équilibre liquide – vapeur et d’association du système CO2 + NO2 / N2O4. Prédire l’équilibre liquide – 
vapeur de ce mélange est d’une importance majeure pour accéder à l’estimation des quantités de 
monomères de NO2 dans le milieu solvant CO2 supercritique + NO2 / N2O4. Un tel mélange constitue le 
milieu réactionnel dans un procédé novateur où des polymères biodégradables utilisables dans le domaine 
pharmaceutique sont obtenus à travers l’oxydation de macromolécules végétales (Vignon et al. 2004). 
L’agent oxydant supposé est le monomère NO2 mais sa mesure expérimentale dans le milieu réactionnel 
mélangé au CO2 n’existe pas actuellement et constitue un frein à une optimisation des conditions 
opératoires du procédé. La prédiction via le modèle soft-SAFT constitue donc l’objectif du chapitre. Les 
résultats concernant la modélisation de l’équilibre liquide – vapeur du corps pur CO2, du système réactif 
NO2 / N2O4 et leurs isothermes de mélange à différentes températures sont alors présentés. Le chapitre 
IV est divisé en trois volets. Le premier volet concerne des généralités sur les fluides supercritiques et leurs 
applications industrielles majeures puisque le procédé d’oxydation devra travailler à des conditions pour 
lesquelles le CO2 pur sera dans un état supercritique. Le second détaille quelques approches utilisées pour 
modéliser la région critique, et en particulier la méthode de renormalisation de groupe (Wilson, 1971) sur 
laquelle se base l’équation soft-SAFT avec crossover qui est employée finalement (Llovell et Vega, 2004). 




Enfin le troisième volet présente les résultats de la modélisation avec l’équation soft-SAFT avec le 
traitement crossover pour la région critique, d’abord pour les corps purs puis pour le mélange. 
 
Le chapitre V « Modélisation des nitriles linéaires » se concentre sur la modélisation de l’équilibre liquide – 
vapeur pour la famille des nitriles linéaires (R–C≡N) avec l’équation soft-SAFT. Nous proposons un 
modèle d’association pour modéliser les interactions polaires présentes dans les nitriles. Les paramètres 
moléculaires sont d’abord régressés pour les trois premiers nitriles de la famille (acétonitrile, propionitrile, 
n-butyronitrile) puis corrélés linéairement en fonction de la masse moléculaire afin de proposer un modèle 
générique pour la prédiction des propriétés thermodynamiques des nitriles linéaires. La corrélation est 
ensuite validée pour le valéronitrile et l’hexanonitrile. Nous explorons ensuite la possibilité de distinguer 
entre les isomères iso–butyronitrile et n–butyronitrile par une simple modification des paramètres obtenus 
pour le n-butyronitrile. Nous finissons ce chapitre par une comparaison entre les paramètres d’association 
des fluides associatifs modérés (alcools) et des fluides associatifs étudiés dans ce travail (nitriles et système 
réactif NO2 / N2O4 et l’acide acétique).  
 
Le chapitre VI conclut ce travail en identifiant les limitations observées dans les chapitres III, IV et V et 
en proposant des perspectives pour la suite du travail.        
 
Les annexes proposent différents compléments aux chapitres, notamment le détail de l’implémentation de 
l’équation SAFT-original dans SIMULIS®, la procédure de calcul des termes d’association croisée 
génériques selon Pitakan et al. (2004) et la liste des données expérimentales utilisées pour la régression des 
paramètres du chapitre IV.  
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Chapitre II. Equations d’état pour les systèmes industriels  
A. Introduction  
 Les propriétés thermodynamiques sont primordiales pour la conception et l’optimisation des 
procédés industriels. Ces étapes s’appuient notamment sur les simulateurs de procédés pour lesquels des 
modèles thermodynamiques capables de reproduire des équilibres de phases avec précision sont requis. 
Les systèmes se sont complexifiés au fil de l’évolution des industries concernées, depuis les systèmes peu 
polaires rencontrés en pétrochimie, puis les systèmes organiques issus de la pétrochimie, de la chimie 
lourde puis de la chimie de spécialité. Actuellement le défi réside dans la modélisation des procédés 
complexes des propriétés de fluides eux-mêmes complexes, tels que les systèmes polaires, les systèmes de 
macromolécules biologiques, les liquides ioniques, parfois en conditions supercritiques. Dans le cadre de 
cette thèse nous n’avons considéré que des composés polaires usuels. Un tel défi de modélisation 
constitue une motivation forte pour le développement de modèles thermodynamiques « moléculaires », 
comme ceux issus de la théorie d’association (Statistical Associating Fluid Theory : SAFT), capables dans 
une certaine mesure de décrire à l’échelle moléculaire les systèmes précités dans leur complexité 
structurelle.  
Ce chapitre fournit donc un aperçu du développement des équations d’état pour le calcul des propriétés 
thermodynamiques des fluides et des mélanges industriels. Depuis les premières modélisations datant du 
19ème siècle, le lecteur est invité à suivre les grandes lignes du développement de ces équations en insistant 
sur les hypothèses sous-jacentes d’organisation des systèmes matériels qu’elles représentent, leur utilité et 
leur usage dans les simulateurs de procédés. Les approches classiques (équations d’état cubiques, équation 
du Viriel) sont présentées ainsi que les équations utilisant des approches moléculaires, en particulier celles 
telles que les équations d’état SAFT développées à partir de la théorie de Wertheim (1984), elle-même 
n’étant qu’une théorie de perturbation appliquée à des potentiels d’interaction de paire. Ce sont des 
équations de type SAFT qui sont employées pour modéliser les systèmes complexes (système réactif NO2 
/ N2O4, constituant polaire CO2, nitriles linéaires) présentés dans les chapitres suivants. 
B. Chronologie succincte des équations d’état 
 Une équation d’état est une équation qui décrit l’état de la matière sous des conditions physiques. 
Elle nous fournit la relation mathématique entre des fonctions d’état associées à la matière, comme par 
exemple la température T, la pression P, et le volume V. Le terme état désigne l’état physique : solide, 
liquide ou gaz. Les équations d’état sont primordiales pour la description des propriétés 
thermodynamiques des fluides. 




Les paragraphes suivants ont pour objectif de donner dans un premier temps un aperçu général sur les 
équations d’état qui ont le plus marqué l’histoire de la thermodynamique. 
1. Loi des gaz parfaits et théorie cinétique des gaz 
 1787 
Se basant sur des observations expérimentales, Robert Boyle en 1662 et Edme Mariotte en 1676 ont 
développé une équation qui relie la pression P et le volume V d’un gaz quand la température T et la 
composition de ce gaz sont gardées constantes : 
 T = cte : P1V1 = P2V2  [ II-1] 
Les travaux de Jacques Charles en 1787 et Joseph-Louis Gay-Lussac en 1808 démontrent que le volume 
d’une quantité de gaz est directement proportionnel à la température quand la pression reste constante : 









=   [ II-2] 









=   [ II-3] 
Ces observations combinées sont à l’origine de la première équation d’état connue sous le nom de 
l’équation des gaz parfaits : 
 RTPv =   [ II-4] 
Où P est la pression, v est le volume molaire, T est la température et R la constante universelle des gaz 
parfaits, R=8,314 J. mol-1 K-1 
Cette équation est satisfaisante pour des gaz à basse pression (en pratique jusqu’à quelques atmosphères), 
mais reste en général inadéquate pour la représentation des systèmes à moyennes et hautes pressions. Le 
développement de cette équation est étroitement associé à celui de la théorie cinétique des gaz. On peut 
représenter le gaz dilué (à basse pression) comme un gaz parfait, c'est-à-dire un ensemble de N atomes, ou 
molécules homogènes et ponctuelles, soumis à une agitation perpétuelle et aléatoire (dite agitation 
moléculaire ou thermique) et sans interaction entre eux du fait de la faible pression qui y règne : 
  
Figure  II-1. Modèle du gaz parfait 




La pression résultante au sein du gaz est la force surfacique exercée sur la paroi de l’enceinte de volume V, 
à cause des nombreux chocs élastiques des molécules sur les parois de l'enceinte. En se rappelant que la 
distribution des vitesses des molécules est aléatoire et donc isotrope, on démontre que la pression est 






= <v>2  [ II-5] 
Par ailleurs, les molécules étant sans interaction entre elles, leur énergie potentielle est nulle. Ainsi, 





=   [ II-6] 
où kB est la constante de Boltzmann (R/Navog = 1,38.10-23 J/K avec NAvog le nombre d'Avogadro 

















B ===  [ II-7] 
où, n est le nombre de moles (N/Navog). La pression varie donc de façon hyperbolique avec le volume 
molaire dans le diagramme de Clapeyron (P,v). 
Parmi les autres propriétés des gaz parfaits, citons : 
• l'énergie interne (et aussi l'enthalpie) ne dépend que de T, 
o Gaz monoatomique (Ar, He, Ne,…) avec 3 degrés de liberté de translation des atomes : 
 U = 3/2 nRT et H = U + pV = 5/2 nRT soit, Cv = dU/dT = 3/2 nR et Cp = 
dH/dT = 5/2 nR 
o Gaz diatomique (H2, N2, O2 ,…) avec un degré de liberté supplémentaire (rotation de la 
molécule autour de son axe considéré comme rigide) : 
 U = 5/2nRT et H=7/2nRT soit, Cv = 5/2nR et Cp = 7/2nR 
• les variations ∆U et ∆H pour une transformation isotherme (T = cte) sont nulles. 
2. Les gaz réels 
 La distinction entre un gaz réel et un gaz parfait est l’aptitude du gaz réel à être comprimé jusqu’à 
subir un changement de phase par liquéfaction. Naturellement, cela suppose de reconsidérer la 
représentation du système matériel en levant plusieurs des hypothèses énoncées pour le gaz parfait : un 
gaz réel occupe un volume déterminé et interagit avec son environnement.  







Figure  II-2. Modèle du gaz réel 
Lors de la compression du gaz, le volume molaire diminue mais le comportement dépend fortement de la 
température : 
• si T > Tc, au-dessus d'une certaine température Tc, dite critique, le fluide se comprime régulièrement 
en restant à l'état gazeux, tandis que la loi P = f(v,T) s'écarte sensiblement de celle du gaz parfait. 
• si T < Tc, au-dessous de la température critique on observe un début de liquéfaction du gaz pour 
v = vG. En se réduisant, le volume molaire provoque une augmentation des interactions et des chocs 
entre les molécules et cette énergie supplémentaire provoque, au-delà d’un seuil critique pour la 
nucléation, la formation de nuclei puis d’agrégats stables (gouttes) et organisés qui finalement 
coalescent pour former la phase liquide. La partie de gaz liquéfié augmente progressivement alors que 
le volume molaire diminue. Pour v = vL, il n'y a plus que du liquide et la liquéfaction est totale. Une 
augmentation du volume molaire à partir de la phase liquide provoque la déstructuration de 
l’organisation de la phase liquide et l’apparition de la phase vapeur. Néanmoins, certaines conditions 
expérimentales permettent d’obtenir des états métastables du liquide (liquide sous tension) et de la 
vapeur (vapeur sursaturée). 
• si T = Tc, le palier de liquéfaction horizontale se réduit à un point d'inflexion à tangente horizontale 
caractérisé par les valeurs (Pc , vc , Tc) 
L’écart du comportement d’un gaz réel par rapport à la loi des gaz parfaits permet de définir un facteur de 
compressibilité, Z : 
 RTZPv ⋅=  avec Z ≠ 1   [ II-8] 
Le diagramme de Clapeyron pour le CO2 (Figure  II-3) illustre bien les changements occasionnés par la 
réduction du volume molaire. 
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Figure  II-3. Diagramme de Clapeyron du CO2 
Ce diagramme a plusieurs particularités : 
• La courbe de coexistence liquide – vapeur correspond à la courbe de saturation entre les deux 
phases qui peut être modélisée sur une plage restreinte de température par la loi d’Antoine 
(log10Psat = A - B/(T + C)) ou par d’autres corrélations valables sur un domaine de validité plus 
important (ex. celle de la DIPPR). 
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• Les états métastables du liquide (liquide sous tension) et de la vapeur (vapeur sursaturée) sont situés à 
l’intérieur de la zone de coexistence des deux phases (branches en traits discontinus sur l’isotherme). 
On peut les observer expérimentalement (ex. dans une chambre à bulle).  
• Les états stables et métastables des phases sont caractérisés par un coefficient de compressibilité 















χ ). Naturellement la compressibilité isotherme est très faible 
pour la phase liquide, située dans des domaines de volume molaire également faible ; et élevée pour la 
phase vapeur, située dans des domaines de volume molaire élevé. 




• L’état instable est situé à l’intérieur de la zone de coexistence des deux phases (branche en pointillés 
sur l’isotherme), dans des domaines de volume molaire intermédiaire et n’est pas observable 
expérimentalement. Il correspond à un coefficient de compressibilité isotherme négatif 0<Tχ . 
• Il y a égalité des aires comprises entre l’isotherme et la droite d’ordonnée Psat (Aire1=Aire2). C’est la 
condition de Maxwell qui exprime la relation existant entre une équation d’état et l’équilibre liquide – 
vapeur. 
3. Equation d’Etat pour les gaz réels 
 1867 
 Pour tenir compte de la transition liquide – vapeur des gaz réels, Hirn a modifié l’équation des gaz 
parfaits en proposant en 1867 la relation suivante : 
 ( ) ( ) RTbvP =−⋅+ pi   [ II-9] 
où le covolume b représente la part du volume molaire qui n’est pas réellement disponible à cause de la 
présence d’autres molécules, rendant compte ainsi de l’impossibilité de réduire à zéro le volume réellement 
occupé par la matière. La pression interne pi est un terme correctif de pression dû à l’attraction mutuelle 
des molécules à courte distance. 
a. Gaz réels à molécules sphériques (gaz rares, méthane) : 
 1870 











P =   [ II-10] 
Cela est à l’origine de la loi des états correspondants : 
Toutes les substances ayant les mêmes coordonnées réduites (Tr, Pr) ont le même facteur de compressibilité Z. Ou autrement 
dit : les écarts aux lois du gaz parfait (ou grandeurs résiduelles) ne dépendent que des coordonnées réduites.  
La Figure  II-4 montre les données expérimentales de la coexistence de la masse volumique réduite en 
phases liquide et vapeur de quelques constituants tels que l’argon, l’hélium, méthane, ….etc. Il est clair que 
tous les fluides présentés dans cette figure suivent le même comportement décrit par la courbe présentée 
par une ligne (Guggenheim, 1945).  
 
 





Figure  II-4. Représentation universelle de la coexistence de la phase liquide et vapeur de certains fluides 
(Guggenheim, 1945).  
Si l’on admet ce principe pour le calcul de la masse volumique, alors il s’applique également à la 
détermination du coefficient de compressibilité, du coefficient de fugacité, et des termes résiduels 
adimensionnels d’enthalpie (H – Hidéal)/RT, d’entropie (S – Sidéal)/R, de capacité calorifique (Cp – Cpidéal)/R 
(idéal : état de gaz parfait) 
Par exemple pour le calcul de l’enthalpie résiduelle nous appliquerons la relation :  






















  [ II-11] 


























  [ II-12] 
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11ϕ   [ II-14] 
Il apparaît ainsi que, le facteur de compressibilité obéissant à la loi des états correspondants, c'est-à-dire 
n’étant fonction que de Tr et de Pr, il en est de même de l’enthalpie résiduelle et du coefficient de 




compressibilité. Cette loi des états correspondants ne fournit cependant qu’une première approximation, 
parfois assez grossière, des termes résiduels. Les écarts sont notamment importants quand on l’applique au 
voisinage du point critique. 
b. Gaz réels à molécules non sphériques : 
 Pour des molécules non sphériques, on a constaté qu’il y a une déviation par rapport à la loi des 
états correspondants, d’où la nécessité d’introduire un troisième paramètre qui tient compte de la non 
sphéricité de la molécule. Plusieurs types de paramètres ont été proposés dont le facteur de compressibilité 
critique Zc par Meissner et Seferian et le paramètre αc proposé par Riedel, mais celui qui a connu le plus 
grand succès est le facteur acentrique de Pitzer ω, défini par : 








P =  
Le facteur de compressibilité s’exprime alors par la relation suivante : 
 ( )( ) ( )( )rrrr P,TZP,TZZ 10 ⋅+= ω   [ II-16] 
Le premier terme de cette égalité (Z(0)) représente le facteur de compressibilité pour une molécule 
sphérique, alors que Z(1) exprime la déviation par rapport à la sphéricité idéale de la molécule. Pitzer et ses 
collaborateurs ont réparti dans un tableau les valeurs de Z(0) et Z(1) en fonction des coordonnées réduites 
Tr et Pr, alors qu’Edmister propose les mêmes valeurs sous forme de diagrammes. Le diagramme donné 




















Figure  II-5. Description du facteur acentrique de Pitzer (Vidal, 1997) 




4. Le développement du viriel  
 L’équation d’état de viriel est un développement polynomial infini en pression ou en densité 
(inverse de volume) (Poling et al. 2001).  
Cette équation a été proposée en premier par Thiesen en 1885 sur des bases empiriques, et représente le 
comportement volumétrique d’un fluide réel peu dense, à partir de la référence gaz parfait (Sandler et 
Orbey, 1992).  
La forme de cette équation, tronquée à l’ordre de 2 est :  
 ....1 2 +++= v
C
v
BZ   [ II-17] 
où les coefficients B, C, … sont appelés respectivement second, troisième, … coefficient du viriel et sont 
associés respectivement aux interactions entre particules élémentaires deux à deux, trois à trois, …. Pour 
un fluide pur, les coefficients du viriel ne dépendent que de la température. On peut aussi exprimer le 
développement en facteur de compressibilité en fonction de la pression sous la forme :  
 .......PDPCPBZ +′+′+′+= 321   [ II-18] 











=′   [ II-19] 
Ces développements en série ne sauraient être considérés comme une équation d’état, puisqu’ils 
comportent un nombre infini de termes dont la valeur est inconnue et la sommation impossible. Par 
contre, leur troncature a donné naissance aux « équations d’état du viriel » que l’on caractérise par l’ordre 
de la troncature et par la nature du développement dont elles sont dérivées, selon qu’il soit en volume ou 


















+= 321   [ II-20] 
Soit, la contribution du gaz parfait (le 1) complétée par des termes proportionnelles à b, la correction du 
volume liée à la taille finie des molécules.  
Il existe différentes méthodes pour déterminer les coefficients des équations d’état du viriel, notamment 
les coefficients B et B’, soit à partir de données expérimentales, soit à partir de corrélations (Vidal, 1997). 
L’équation du viriel est souvent issue du développement du viriel tronqué au second ou au troisième 
terme. Elle est appliquée uniquement aux systèmes monophasiques gazeux, puisqu’elle est limitée 
théoriquement et en pratique aux basses pressions. 




5. Les équations d’état cubiques  
a. L’équation d’état de van der Waals 
 1873 
 En 1873 Johannes van der Waals (1873) démontre que la pression interne pi est inversement 
proportionnelle au carré du volume molaire : 















= 2  [ II-21] 
Dans cette équation a et b sont des constantes caractéristiques du corps pur. a, le paramètre d’attraction 
est une mesure de l’intensité d’attraction entre les molécules. On l'appelle également pression de liaison ; 
et le paramètre b est le covolume définit auparavant. Le terme (v-b) est appelé volume moléculaire effectif 




Figure  II-6. Le volume soustrait autour de chaque sphère dure. a) basses densités, b) hautes densités 
Cette équation est aussi une équation d’état cubique dans le sens où dans la zone de coexistence des 
phases liquides et gaz en équilibre, sa résolution en volume pour une température donnée permet de 
trouver 3 solutions / racines réelles, les deux extrêmes correspondant au volume molaire du liquide et du 
gaz, comme le montre sa représentation dans le diagramme de Clapeyron pour un corps pur (Figure  II-3). 
Au delà du point critique, l’équation a une seule racine réelle positive comme le montre la Figure  II-3 ; la 
solution est généralement supérieure au covolume b. Pour l’isotherme critique (T=Tc) c’est aussi une 
solution qui correspond au volume molaire critique vc. (Smith et al. 2005).  
Hormis son caractère historique, l’équation de van der Waals n’est pas quantitativement précise. Par 








Z =   [ II-22] 




La valeur expérimentale de Zc pour différents hydrocarbures varie de 0,24 à 0,29, et cet intervalle est plus 
grand si d’autres fluides non hydrocarbures sont considérés. De même, les pressions de saturation prédites 
sont incorrectes. 
A cause de ces insuffisances, de nombreux chercheurs ont tenté de modifier la forme de l’équation de van 
der Waals afin d’améliorer sa précision dans trois directions : modification de la dépendance en 
température du paramètre a, modification du paramètre b, translation en volume. Nous ne présenterons 
pas la translation en volume et invitons le lecteur à consulter la litérature bien résumée dans le livre de 
Vidal (1997). 
b. Détermination des paramètres des équations d’état cubique 
La détermination des paramètres de l’équation, et ceux des autres équations d’état cubiques, s’effectue 
selon deux alternatives : 
1. La première consiste à choisir des paramètres qui permettent de reproduire des données 
expérimentales, généralement la pression de vapeur saturante et la densité liquide ou vapeur. Avec 
l’équation de Van der Waals dont les coefficients ne dépendent pas de la température, une seule 
température suffit. Pour les autres équations, par contre, où ces paramètres seront fonction de la 
température, il faudra régresser ces paramètres sur un intervalle de température.  
2. La deuxième procédure qui reste la plus recommandée utilise la condition d’inflexion des 












































=   [ II-23] 
c. Principales équations d’état cubique utilisées dans l’industrie 
 L’équation d’état de van der Waals a subi plusieurs modifications pour l’amélioration de calculs 
d’équilibre liquide-vapeur. Les principales modifications ont porté essentiellement sur les expressions de 
calculs de a et b. Les équations d’état cubiques que cette section présente s’écrivent toutes sous la forme : 








=   [ II-24] 















b Ω=   [ II-26] 




Modèle Ωa Ωb c1 c2 α=f(Tr) * M0 M1 M2 ZC 
vdW 27/64 1/8 0 0 1 - - - 0.375 
RK 0,42748 0,08664 0 1 rT  - - - 1/3 
SRK 0,42748 0,08664 0 1 ( )( )211 rTm −+  0,47979 1,574 -0,176 1/3 
PR 0,45724 0,07780 21−  21+  ( )( )211 rTm −+  0,37464 1,54226 -0,26992 0,307 
* 2210 ω+ω+= MMMm  
Table  II-1. Valeurs de paramètres utilisés dans quelques équations cubiques 
 1949 :  
Redlich et Kwong (RK) ont proposé une modification empirique du terme d’attraction de Van der Waals 
en introduisant une variation du paramètre a avec la température. L’équation (RK) est plus précise que 
vdW, notamment pour la phase vapeur mais n’apporte pas d’amélioration significative dans le calcul des 
équilibres liquide – vapeur, étant imprécise pour le volume molaire liquide. Elle est adéquate pour le calcul 
des propriétés des gaz dans un intervalle de température et de pression réduites hors de la région critique. 
 1964 :  
Wilson a apporté des modifications sur l’équation en introduisant le facteur acentrique de Pitzer ω dans le 
terme attractif par l’étude de la variation du comportement des fluides à différentes températures réduites.  
 1972 :  
Soave a suivi l’idée de Wilson en remplaçant le terme T-1/2 dans le terme attractif de l’équation de RK par 
une fonction α=f(T,ω) qui dépend de facteur acentrique.  
L’équation de Soave-Redlich-Kwong (1972) est encore une des plus utilisées pour des problèmes 
industriels, avec celle de Peng et Robinson. Mais elle conserve la même valeur du facteur de 
compressibilité critique (Zc = 0,333) qui reste donc trop élevée par rapport aux valeurs expérimentales 
constatées. Cela se traduit naturellement par un écart important dans le calcul des volumes molaires, de la 
phase liquide en particulier. L’amélioration principale concerne la représentation des lois de tension de 
vapeur sauf aux faibles températures réduites. 
 1976 : 
Peng et Robinson (1976) ont proposé une nouvelle équation en modifiant le terme attractif dans le but de 
répondre aux besoins suivants :  
- Exprimer les paramètres en fonction des propriétés critiques et du facteur acentrique.  
- Reproduire des résultats raisonnables au voisinage du point critique, plus particulièrement pour le 
calcul du facteur de compressibilité et de la densité liquide.  




- Les règles de mélanges (voir plus loin) ne devraient pas utiliser plus d’un paramètre binaire, qui 
doit être indépendant de la température, de la pression et de la composition.  
- L’équation doit être applicable pour tous les calculs des propriétés des fluides dans les procédés 
du gaz naturel.  
De très nombreuses autres modifications ont été proposées et sont décrites dans la littérature (Vidal, 
1997 ; Valderrama, 2003), notamment la variation du paramètre d’attraction a avec la température, la 
modification du terme d’attraction ou la translation du volume pour corriger la surestimation du volume 
molaire liquide. 
d. Domaines d’application :  
 Les équations de Peng-Robinson (1976) et de Soave-Redlich-Kwong (1972) sont largement utilisées 
dans l’industrie, particulièrement pour le raffinage et la simulation des réservoirs. Leurs avantages résident 
dans le fait qu’elles nécessitent peu de données expérimentales (les coordonnées critiques et le facteur 
acentrique), un temps de simulation relativement court et surtout qu’elles conduisent à une bonne 
estimation des équilibres entre phase liquide – vapeur pour les hydrocarbures qui sont particulièrement 
importants pour la conception des procédés.  
Cependant, ces équations présentent d’importantes limitations. Par exemple, les densités liquides ne sont 
pas correctement évaluées, les paramètres ne sont pas adéquats pour les fluides non hydrocarbures, 
notamment les fluides polaires. De plus, quelles que soient les modifications apportées, il apparaît 
impossible de représenter de manière satisfaisante le voisinage du point critique à moins d’appliquer une 
correction dûe aux fluctuations de densité dans cette région. Ce dernier point est abordée dans le chapitre 
IV relatif à la modélisation du système CO2 + NO2/N2O4 en conditions supercritiques. 
e. Application des équations d’états cubiques aux mélanges 
 Les équations d’état ont été développées initialement pour des fluides purs puis étendues pour les 
mélanges. Cette extension nécessite l’introduction de règles de mélange permettant le calcul des 
paramètres de mélange en fonction de ceux des corps purs. En général on utilise les règles de mélange de 
van der Waals pour la prédiction des propriétés thermodynamiques des mélanges, cependant l’utilisation 
de ces règles ne fournit pas de bons résultats pour les systèmes complexes. Pendant ces dernières 20 
années un effort a été fait dans le domaine pour des règles de mélanges pour la représentation des 
équilibres entre phases pour les mélanges contenant des constituants polaires. On cite d’abord les règles de 
mélanges classiques et puis on présente quelques règles de mélange complexes.  
i. Règles de mélange classiques 
 La règle de mélange la plus répandue est sans doute la règle de mélange de Van der Waals, qui 
permet de calculer les coefficients de mélange am et bm par les deux relations : 
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Où kij et lij sont les paramètres d’interaction binaire qui expriment les forces d’interaction exercées entre 
les différents types de particules i et j qui constituent le mélange. Même s’il existe des tentatives de 
prédiction de ces paramètres à partir des pseudo potentiels d’ionisation des corps purs (revue dans la thèse 
de Nguyen Huynh, 2008), ils doivent être régressés à partir de données expérimentales du binaire 
considéré. lij est pris égal à zéro, ce qui permet d’écrire le second coefficient sous la forme ii
i
im bxb ∑= .  
Les règles de mélange classiques ne s’appliquent qu’aux systèmes non polaires (même domaine 
d’application que les équations d’état dont elles dérivent) ou dans le cas des solutions présentant une 
légère déviation par rapport à l’idéalité et qui peuvent être décrits par la théorie de la solution régulière 
(Hildebrand et Scott, 1962). Cependant, la plupart des systèmes d’intérêt industriel sont des systèmes 
polaires ou présentent une importante déviation par rapport à l’idéalité. Dans ce cas, l’alternative 
principale à l’utilisation des équations d’état est l’utilisation de modèles de coefficient d’activité, hélas 
inapplicables à haute pression. Pourtant, les règles de mélanges complexes proposent une autre alternative 
que nous présentons maintenant. 
ii. Règles de mélange complexes 
 Vidal en 1978 et plus tard Huron et Vidal en 1979 ont introduit une nouvelle génération de règles 
de mélange combinant une équation d’état avec un modèle de coefficient d’activité. Une des motivations 
est de conserver les bénéfices des deux types de modèles : application aux systèmes polaires pour les 
modèles de coefficient d’activité ; utilisation à toute pression, notamment au voisinage du point critique 
pour les équations d’état. Cette combinaison est réalisée par le biais de l’expression de l’enthalpie libre 
d’excès calculée à partir d’une équation d’état pour développer une règle de mélange qui reproduit le 
même résultat : 
 ( )iiex LnxLnRTG Φ−Φ= ∑   [ II-29] 
Où Φ et Φi représentent respectivement les coefficients de fugacité de la solution et du constituant i pur. 
Applicables avec des modèles comme Wilson, NRTL, UNIQUAC ou UNIFAC, ces règles de mélanges 
ont permis de décrire avec succès des solutions fortement non idéales. Ces règles sont associées à un état 
de référence pour lequel le modèle avec règle de mélange complexe tend vers le modèle de coefficient 
d’activité. 
Huron et Vidal (1979) ont d’abord développé une règle dont l’état de référence est l’état à pression 
infinie : 
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bxb ∑=  [ II-31] 
Bien que l’approche de Huron-Vidal permette d’accéder aux modèles de l’enthalpie libre d’excès Gex par 
l’intermédiaire des équations d’état, les paramètres obtenus ne sont pas les mêmes que ceux obtenus par 
régression directe des données expérimentales à l’aide des seuls modèles de coefficient d’activité. Par 
conséquent, il n’est plus possible de travailler avec les tables de paramètres développées pour l’enthalpie 
libre d’excès Gex à basse pression (publiées par exemple dans la DECHEMA). 
Quelques auteurs ont alors tenté de palier à ces insuffisances et ce sont les travaux de Michelsen (1990) 
aboutissant au modèle MHV1 puis MHV2 (Modified Huron-Vidal second-order) qui ont connu le plus de 
succès car ils permettaient l’utilisation des tables de coefficient d’activité déjà existant mais aussi de faire 
des prédictions en l’absence de données expérimentales par combinaison avec la méthode de contribution 
de groupe UNIFAC. D’autres règles de mélange telles que celles de Wong et Sandler (1983, 1992a, 1992b) 
et de PSRK (Chen et al. 2002) ont été aussi proposées.  
L’état de référence de la règle MHV2 est l’état à pression nulle 
 0→P  eex GmodG γ→0  [ II-32] 
 Extrapolation pour le calcul d’une solution liquide 
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En résumé, les avantages de ces règles de mélange complexes sont l’absence de limitation en pression, ou 
quant à la nature des constituants (polaire, non polaire) ; une grande qualité d’extrapolation ; une faible 
sensibilité des paramètres d’interaction binaire par rapport à la température ; la possibilité de réutiliser tels 
quels les coefficients d’interaction binaire déjà publiés dans la littérature et régressés à basse pression avec 
des modèles de coefficients d’activité. 
Les inconvénients sont une procédure d’extrapolation pour calculer une solution liquide (P→0) et le non 
respect de la dépendance quadratique du second coefficient du viriel. Ce dernier inconvénient est levé avec 
la règle de mélange de Wong et Sandler (Sandler, 1994, Valderrama, 2003). 




6. Conclusion sur les équations d’état classiques 
 Les propriétés physico-chimiques sont à la base de la synthèse des procédés industriels. De nos 
jours les simulateurs de procédés sont devenus l’outil principal dans le domaine de développement et de 
l’optimisation des procédés chimiques. Il est évident par conséquent que la représentation des équilibres 
entre phases reste une clé du développement des modèles qui régissent les procédés.  
Les propriétés physico-chimiques des fluides purs ou de leurs mélanges sont obtenues en général par 
l’expérience, mais aussi par des modèles puisqu’il est illusoire de vouloir acquérir les données 
expérimentales pour tous les mélanges à toutes les conditions de pression et de température.  
Les équations d’état permettent de calculer les propriétés à toutes les pressions. La forme mathématique 
cubique des équations d’état classiques est générique et a démontré à la fois sa capacité à représenter les 
propriétés d’équilibre entre phases des mélanges et son aptitude à être facilement résolue par des 
méthodes numériques appropriées. Cependant, elles sont obtenues après de nombreuses approximations 
théoriques et présentent un faible pouvoir prédictif. De plus, elles nécessitent de connaître les 
coordonnées critiques des corps purs ainsi que d’estimer des paramètres d’interaction binaire dans les 
mélanges. C’est particulièrement inadapté pour un large ensemble de problèmes industriels mettant en jeu 
des macromolécules biologiques ou polymères, des fluides lourds, des systèmes ioniques, notamment les 
liquides ioniques puisque la plupart de ces composées n’ont pas de coordonnées critiques connues.  
Nous présentons maintenant des équations moléculaires basées sur la mécanique statistique et plus 
particulièrement une équation d’état SAFT. 
C. Les équations d’état basées sur la thermodynamique statistique 
 Les équations traditionnelles de type van der Waals considèrent que les molécules sont sphériques, 
ou faiblement asphériques par l’intermédiaire du facteur acentrique. Cela n’est pas approprié pour des 
molécules de type chaîne, en particulier les polymères.  
Le développement dans le domaine de la mécanique statistique a permis l’émergence d’une série de 
nouvelles équations basées sur le comportement moléculaire des fluides. Dans une certaine mesure les 
équations de type van der Waals sont aussi des équations moléculaires mais simplifiées, qui prennent en 
compte l’attraction et le volume des molécules, respectivement via les paramètres a et b.  
Les développements actuels d’équations d’état sont de plus en plus basés sur le comportement moléculaire 
des fluides parce que les principes de la mécanique statistique permettent d’établir le lien entre les 
propriétés microscopiques et macroscopiques, notamment à travers le calcul de l’énergie libre molaire 
d’Helmholtz. Il existe de nombreux ouvrages de mécanique statistique et d’application de la simulation 
moléculaire auxquels le lecteur pourra se référer (McQuarrie, 1976 ; Allen et Tildesley, 1987 ; Prausnitz, 
1999 ; Hadj-Kali, 2004, Ungerer et al., 2005).  




1. Interpréter une grandeur macroscopique à partir d’une information 
microscopique 
a. Mesure expérimentale : la moyenne temporelle. 
 La mesure d’une propriété macroscopique M est toujours conditionnée à plusieurs facteurs : le 
capteur par l’intermédiaire duquel on fait la mesure doit avoir un temps de réponse instantané par rapport 
à la durée même de la mesure. L’environnement ne doit pas être perturbé pour réduire les incertitudes, 
sachant que la grandeur macroscopique mesurée ne sera rien de plus qu’une évaluation moyenne sur la 
durée de l’observation. Par exemple pour la température, la valeur mesurée est toujours le résultat des 
mouvements chaotiques et des collisions d’un très grand nombre de molécules (l’exemple du mouvement 
brownien). Ainsi, si cette propriété était observée sur une très petite échelle de temps (par exemple 10-10 s), 
on remarquerait que c’est une quantité fluctuante. En pratique, cependant, le temps de mesure 
macroscopique est si grand (de l’ordre de 1 ms à 10 s) par rapport à l’échelle de temps des fluctuations que 
celles-ci ne sont pas observées et que la valeur de la propriété paraît constante.  
En d’autres termes, les valeurs des propriétés macroscopiques que l’on mesure sont des moyennes 
temporelles d’un très grand nombre d’états dégénérés du système (Prausnitz, 1999). 
Supposons qu’on puisse écrire la valeur instantanée de la propriété M comme une fonction M(Γ) ou  Γ est 
une configuration particulière du système étudié à un instant donné. Etant donné que le système évolue au 
cours de la mesure, Γ est une fonction du temps t, la valeur instantanée de M change et la valeur 
macroscopique de la propriété Mobs observée expérimentalement est égale à la moyenne temporelle de 
M(Γ(t)) prise sur un long intervalle de temps : 




  1 dt))t((Mlim))t((MMM tempstempsobs  [ II-35]  
Où les crochets < > indiquent qu’il s’agit d’une moyenne et τ le temps d’observation. 
b. Prédiction numérique : la moyenne d’ensemble.  
 Dans les années 1880, Boltzmann et Gibbs ont proposé une approche conceptuelle nouvelle du 
problème du calcul de la valeur moyenne d’une grandeur physique. A cause de la complexité de l’évolution 
en fonction du temps de la propriété thermodynamique M(Γ(t)), Gibbs a suggéré de remplacer la 
moyenne temporelle par une moyenne sur un ensemble statistique de configurations. Les configurations 
qui sont des ensembles de positions et de moments des constituants du système sont distribuées selon une 
densité de probabilité ρ(Γ) qui représente le système à un instant donné.  
De son coté, Boltzmann a quantifié cette densité en stipulant que la probabilité p de trouver un système, 
microscopique ou macroscopique, en équilibre à une température T dans une configuration s d’énergie Es, 
est donnée par la relation : 




 ( )ss EexpCtep β−×=   [ II-36] 
Où la grandeur β = 1/(kBT), appelée facteur de Boltzmann, est probablement la façon la plus naturelle 
d’exprimer le concept de température puisqu’elle souligne l’inaccessibilité d’une température absolue 
nulle : lorsque T tend vers 0, β devient infini, ce qui implique une probabilité nulle ; kB étant la constante 
universelle de Boltzmann égale à 1,38066 × 10-23 J/K. Notons que c’est cette distribution de probabilité 
qui est à l’origine de la théorie cinétique des gaz.  
c. Fonction de partition canonique 
 Lorsqu’on fixe la température T, le volume du système V et le nombre de particules N comme 
variables caractéristiques indépendantes (c'est-à-dire lorsqu’on travaille dans l’ensemble canonique NVT), 
l’expression de la probabilité p qui se trouve dans un état j s’écrit sous la forme :  
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  [ II-37] 
Connaissant la probabilité de trouver un système aux variables N, V et T fixées dans le j ième état dégénéré, 
on peut calculer la moyenne de l’ensemble canonique de n’importe quelle propriété par : 
 ∑=
j
jj pMM   [ II-38] 
Où Mj est la valeur de la propriété M au j ième état dégénéré du système. 
Le dénominateur de l’expression de la probabilité apparaît alors à travers toutes les moyennes dans 
l’ensemble canonique. Cette quantité est appelée la fonction de partition de l’ensemble canonique qu’on 
distinguera par la notation : 





ββ  [ II-39] 
La connaissance de la fonction de partition d'un système permet d'accéder à l'ensemble de ses grandeurs 
thermodynamiques par l’intermédiaire de calculs de dérivées de QNVT par rapport à ses variables. 
d. Potentiel thermodynamique de l’ensemble canonique et grandeurs 
thermodynamiques 
 Le potentiel thermodynamique caractéristique de l’ensemble canonique est l’énergie libre molaire 
d’Helmholtz (McQuarrie, 1976), dont on rappelle l’expression : 
 ( ) NVTB QlnTkT,V,NA −=   [ II-40] 
Ainsi, une fois la fonction de partition QNVT ou, similairement, l’énergie libre molaire de Helmholtz du 
système A connue en fonction des variables caractéristiques N, V et T, toutes les autres propriétés 




thermodynamiques seront accessibles (Sandler, 1994) ; en particulier, l’équation d’état, fonction de P, V et 

























=  [ II-41] 
D’autre part, l’expression de la fonction de partition peut être précisée en séparant les contributions 
cinétique et potentielle à l’énergie du système et en remplaçant la sommation de l’équation (II-39) par des 

















1   [ II-42] 
Où qi(T) représente la fonction de partition moléculaire qui traduit les contributions vibratoire, 
rotationnelle, électronique et nucléaire (McQuarrie, 1976). Pour de petites molécules, qi(T) n’est fonction 
que de la température et donc n’affecte pas l’équation d’état volumétrique. L’intégrale de configuration ZN, 
est intégrée sur toutes les positions ri des particules. 
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β  [ II-43] 
Où kB est le facteur de Boltzmann et U l’énergie d’interaction.  
Si nous considérons un système idéal où les particules n’interagissent pas entre elles, U prendra la valeur 0 
et on obtiendra immédiatement Z =VN, ce qui, introduit dans l’équation (II-41), donne l’équation d’état 
d’un gaz parfait : 











































=     [ II-44] 
En multipliant cette équation par le nombre d’Avogadro NAvog, on obtient l’expression classique de 
l’équation d’état d’un gaz parfait : 




  [ II-45] 
Où ρ est la densité moléculaire. La constante des gaz parfaits R est égale au produit de la constante de 
Boltzmann kB=1,38066.10-23 J.K-1 et du nombre d’Avogadro NAvog=6,023.10+23. La dérivation de 
l’équation des gaz parfaits est une illustration remarquable de la façon dont une hypothèse microscopique 
très simple (pas d’énergie d’interaction) permet de dériver une équation macroscopique importante.  
Ce comportement est approché par tous les gaz réels aux faibles densités. A de plus fortes densités, les 
particules se rapprochent et interagissent de façon non négligeable. Dans ce cas, l’intégrale de 




configuration ZN n’est plus égale à VN. Pour établir l’expression d’une équation d’état il faut donc établir 
une expression pour ZN, chose possible par la théorie de la perturbation.  
Nous présentons dans le paragraphe qui suit un exemple de calcul de perturbation pour mettre en 
évidence les caractéristiques d’une équation d’état. Les résultats sont obtenus à partir de la fonction de 
partition canonique du système.  
2. La théorie de la perturbation  
 La théorie de perturbation est une approche de la thermodynamique statistique dans laquelle la 
structure d’un système n’est pas a priori définie, à l’inverse d’autres approches comme la théorie quasi-
réseau où une structure de réseau est choisie. Ici, c’est une fonction de distribution radiale qui décrit le 
système, dépendante d’un champ de forces intermoléculaire. La fonction de distribution radiale nous 
donne une information sur le nombre moyen de paires, de triplets, … en fonction des distances 
intermoléculaires.  
a. Les modèles de potentiel d’interaction intermoléculaire 
Considérons d’abord le cas d’un système contenant N atomes. L’énergie potentielle peut être divisée en 
termes dépendant des coordonnées individuelles des atomes, paires, triplets, etc. :  
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321  [ II-46] 
La notation ∑∑
>i ij
signifie la sommation de toutes les paires distinctes i et j sans compter une paire deux 
fois (ij égale à ji) ; la même considération étant applicable pour les triplets et plus. Le terme u1(ri) caractérise 
les effets externes sur le système. Le second terme est le potentiel de paire et dépend seulement de la 
magnitude de la distance entre les deux atomes rij=|ri - rj |. Il peut donc s’écrire u2(rij).  
Les calculs impliquant des triplets et plus, consomment beaucoup de temps de calcul et n’apportent pas 
des améliorations significatives sur les résultats (Allen et Tildesley, 1987). Les interactions de paires seules 
pouvant représenter d’une manière correcte les propriétés des fluides, on définit alors un potentiel effectif 
pour compenser les autres interactions, on écrit donc :  






+= 21   [ II-47] 
Les potentiels de paire qui apparaissent en général dans les simulations moléculaires sont généralement 
considérés comme des potentiels effectifs censés représenter toutes les interactions inter et 
intramoléculaires et sont usuellement notés u(r).  
Plusieurs modèles d’interactions ont été proposés dans la littérature pour étudier les propriétés des fluides 
notamment ceux qui sont schématisés dans la Figure  II-7:  





Figure  II-7. Les différents modèles de potentiels d’interaction. a) Modèle de fluide sphères dures. b) 
Modèle de fluide à puits carré. c) Modèle de fluide de Lennard-Jones (Boublik, 2000). 
i. Modèle sphères dures 
 Le plus simple des modèles est le modèle de sphères dures (figure II-7a) très utilisé pour la 
simulation des liquides, et défini par la relation suivante : 











  [ II-48] 
Il caractérise les interactions répulsives en traduisant l’impossibilité pour des atomes de s’approcher 
infiniment du fait de la répulsion des nuages électroniques périphériques de l’atome. Grâce à sa simplicité, 
il a permis dès les années 50 de réaliser des simulations moléculaires permettant de comprendre la 
structure des phases solide (compacité, structures cristallines, …), liquide (fonctions de distributions 
radiales, …) et vapeur et leurs équilibres de phases pour des systèmes modèles de sphère dure.  
ii. Modèle à puits carré 
 Le potentiel du puits carré en anglais « Square well » utilise une variable supplémentaire, λ, 




















  [ II-49] 
Ce potentiel fait apparaître une région stable (énergie d’interaction négative) qui rend compte de la 
stabilisation observée lors de l’interaction de deux corps, du fait de leurs interactions faibles de type van 
der Waals. 




iii. Modèle de Lennard-Jones  
 La plus connue des fonctions de potentiel de type van der Waals est la fonction de Lennard-Jones 
12-6 (figure II-7c), dans laquelle les énergies de dispersion et de répulsion sont définies par une seule et 
même expression qui s’écrit pour les deux molécules, neutres et non polaires, i et j sous la forme : 








































ε  [ II-50] 
Où l’indice i représente les atomes de la première molécule et l’indice j ceux de la deuxième molécule. 
Cette équation contient deux paramètres ajustables : le diamètre de collision (σij), qui est la distance 
minimale d’approche entre les deux atomes i et j pour laquelle l’énergie entre deux atomes est nulle, et la 
profondeur du puits (εij) qui représente le minimum de l’énergie potentielle, qui correspond à l’interaction 
la plus stable (figure II-7c). Remarquons que sa forme caractéristique est très analogue à la forme d’une 
courbe de potentiel électrostatique calculée en mécanique quantique lors de l’interaction de deux atomes 
susceptibles de former une liaison. 
• Le premier terme en 1/r12 prend compte des interactions répulsives à très courtes distances mises en 
jeu dans les chocs quasi-élastiques entre les molécules, comme dans une phase vapeur et exprimant la 
non pénétration et la répulsion électrostatique des nuages électroniques à très courtes distances. 
• Le deuxième terme prend compte des interactions attractives entre deux corps qui sont à l’origine de 
la cohésion mécanique de la phase condensée liquide. Sa forme en 1/r6 a pour origine les travaux de 
van der Waals et est la somme des contributions en 1/r6 des forces de dispersion de London ou 
interactions dipôle instantané – dipôle induit, des forces d’orientation de Keesom ou interactions 
dipôle – dipôle, des forces d’induction de Debye ou interactions dipôle – dipôle induit (Israelachvili, 
1991) 
L’application du potentiel de Lennard Jones pour un mélange de deux constituants distincts se fait 
facilement : le diamètre équivalent (σij) et le paramètre énergétique (εij) s’obtiennent à partir de ceux des 
corps purs par des règles de mélange classiques, dont celles de Lorentz-Berthelot, qui propose une loi de 
mélange quadratique pour le paramètre énergétique (règle de Berthelot) et une loi de mélange arithmétique 








=   [ II-51] 
 jjiiiij εεε =   [ II-52] 




b. La fonction de distribution radiale  
   La structure d’un simple fluide monoatomique est caractérisée par un jeu de fonctions de 
distribution des positions atomiques, la plus simple étant la fonction de distribution paire notée g2(ri,rj), ou 
g2(rij) ou simplement g(r). Elle nous renseigne principalement sur la probabilité de trouver une paire 















Figure  II-8. Fonction de distribution radiale pour un fluide 
Elle se calcule par l’équation suivante (Allen et Tildesley, 1987) :  











=   [ II-53] 
La fonction de distribution radiale joue un rôle important dans la théorie des fluides. Sa connaissance rend 
possible la détermination de toutes les fonctions thermodynamiques des fluides purs et leurs mélanges. Par 
exemple on en déduit les propriétés suivantes :  












ρ  [ II-54] 












21 piρ  [ II-55] 










2141 piρρ  [ II-56] 
La détermination des fonctions de distribution radiale n’est pourtant pas évidente même lorsqu’il s’agit de 
fluides simples. Seules les fonctions pour les systèmes de sphères dures et quelques fluides de Lennard-
Jones sont disponibles (exemple l’Argon (Boublik, 2000)).  




Le grand avantage de la théorie de Perturbation est alors de nous permettre d’exploiter notre connaissance 
des fonctions de distribution radiale pour des systèmes simples pour décrire le comportement des 
systèmes réels avec des interactions intermoléculaires sophistiquées.  
c. Les concepts de base de la théorie de perturbation 
 L’application de la théorie de perturbation est connue dans plusieurs domaines de la physique 
(exemple : mécanique quantique, astronomie, mathématiques, etc.) où une ou plusieurs propriétés du 
système sont exprimées sur la base de la connaissance de la fonction de partition canonique de système. 
Dans son travail Zwanzig (1954) suppose que l’énergie potentielle UN est donnée par la somme de 
l’énergie potentielle d’une référence U0, et une énergie potentielle de perturbation Up (de valeur absolue 
faible).  
 pNNN UUU +=
0   [ II-57] 
La fonction de partition configurationnelle ZN peut être réécrite en multipliant et divisant son expression 
par N

































β  [ II-58] 
Cette relation fait apparaître comme 1er facteur dans le membre de droite 0NZ , l’intégrale de configuration 
du système de référence et comme second facteur, la moyenne de 
p
NUe β− sur le système de référence notée 






=   [ II-59] 
On peut écrire l’expression suivante pour la différence des énergies d’Helmholtz, A et A0 pour le 
système :  














− β  [ II-60] 
Si pNU est petit, la moyenne <…>0 de l’équation II-59 peut être développée en série de puissances de 
p
NU  
et introduite dans l’équation II-60 :  























ββ  [ II-61] 
Puis par le développement en série de Taylor de la fonction logarithmique on obtient la fonction suivante :  







































 [ II-62] 
Où Aid désigne l’énergie d’Helmholtz pour un gaz parfait dont la fonction de partition configurationnelle 
est égale à NidN VZ = . A0 est l’énergie d’Helmholtz du fluide de référence. On introduit ainsi les fonctions 
résiduelles Ares = A – Aid pour le système étudié et pour la référence qui sont souvent liées par une 
équation d’état dans le domaine de la thermodynamique des liquides.  
L’expression II-62 s’écrit aussi de la forme :  
























NUA =   [ II-64] 







N UUA −=   [ II-65] 
Le calcul du premier terme du développement A1 est considérablement simplifié lorsque pNU  peut être 
écrit sous la forme d’une somme de potentiels de paires (hypothèse qu’on avait faite auparavant), c'est-à-







N ruU   [ II-66] 
Tomas Boublik (2000) a donné une autre formulation pour le terme de développement de premier ordre 
sous une forme ne tenant compte que des potentiels de paires.  




=   [ II-67] 
Dans ce cas :  















 [ II-68] 







U ppN == ∫ pi
ρ   [ II-69] 
Ici ρ désigne la densité moléculaire, N/V.  
Cette dernière expression suppose que le fluide est homogène et les interactions isotropes. Elle fait 
intervenir la fonction de distribution radiale g0 du système de référence. Cette dernière fonction renseigne 
sur la structure du fluide autour d’une molécule centrale.  




Dans le cas où il y a plusieurs interactions de différentes natures (dispersives, associatives, polaires,…) et 





ijij +++=    [ II-70] 
Alors :  
 ...AAAAAA ddassocchainedisp +++++= 0   [ II-71] 
Les termes d’ordre 2 sont plus complexes à évaluer ; le lecteur est renvoyé aux articles d’inspiration de 
cette partie (Hansen et Mc Donald, 1996) pour des détails.  
d. Exemple d’application de la théorie de perturbation (construction de 
l’équation d’état de van der Waals) 
 L’équation de van der Waals est la base de toutes les équations cubiques utilisées dans le domaine 
de la thermodynamique et du Génie Chimique. Ici on la démontre en utilisant la théorie de perturbation à 
basses densités. La discussion des approximations utilisées pour développer l’équation de van der Waals 
permet de mettre en lumière les limites et les applications de la théorie.  
Pour notre exemple on utilise le développement de la théorie au premier ordre A1 de l’équation II-67 en 
l’introduisant dans l’équation II-62 pour l’énergie d’Helmholtz :  






























  [ II-72] 
Le système de référence est un fluide de sphères dures dont l’équation d’état et la fonction de distribution 
radiale sont connues. Le potentiel d’interaction de sphères dures s’écrit sous la forme de l’équation II-48 :  












  [ II-73]  
Tandis que la fonction de distribution radiale des sphères dures à basses densités, égale à 
0
NUe β− , prend 














  [ II-74] 
Comme le prévoit le modèle de van der Waals, le volume du système est réduit du volume occupé par 
chacune des N sphères du système (figure II-6 plus haut). Si on considère deux sphères de diamètre σ en 
contact, elles ne peuvent s’approcher d’une distance inférieure à σ, soit deux fois leur rayonσ/2. Traçant 
une sphère imaginaire qui contient les deux particules, on constate que son rayon est également σ et son 




volume est par conséquent égal à 3
3
4
piσ . Le volume d’exclusion par sphère, le covolume b, est la moitié 
de ce volume 3
3
2





σpi   [ II-75] 
Avec cette expression, la fonction de partition configurationnelle ZN0 du système de référence de sphères 
dures devient : 
 ( )NN NbVZ −=0   [ II-76] 
L’énergie résiduelle d’Helmholtz pour le système de référence de l’équation II-60 s’écrit alors sous la 

















10  [ II-77] 















  [ II-78] 
Le terme de premier ordre utilise le fluide de référence de sphères dures dont l’expression de la fonction 
















  [ II-79] 
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1   [ II-81] 
et ce, quelle que soit la forme du potentiel attractif de paire. 
Finalement l’énergie d’Helmoltz résiduelle s’écrit d’après l’équation II-72 comme la somme des 








id ρρ −−−=− 1   [ II-82] 













ρ    [ II-83] 
où TNk/PVZ B= est le facteur de compressibilité microscopique.  













1   [ II-84] 
A partir de la dérivation de l’équation de van der Waals on remarque qu’elle ne dépend pas de la forme ni 
du détail du potentiel de paires que l’on avait choisi arbitrairement (équation II-78).  
D. Statistical Associating Fluid Theory SAFT  
1. Introduction 
 Les équations d’état cubiques développées à partir des idées de van der Waals reproduisent avec 
une bonne précision le comportement des fluides simples, caractérisés par des interactions modérées 
attractives et répulsives. Mais comme le montre la Table II-2, les forces d’interaction de nombreux fluides 
peuvent être très supérieures à celles des fluides simples tout en restant inférieures aux énergies de liaisons 
covalentes.  
On peut qualifier de fluides associatifs les fluides ayant une capacité à former des liaisons hydrogène (par 
exemple pour les alcools où la longueur de liaison varie entre 2,1 et 2,9Ǻ) voire d’autres interactions plus 
fortes (O2N : NO2 : 1,78 Ǻ). Cette aptitude à interagir fortement provient de la présence dans les 
molécules d’atomes électronégatifs (O, N, S, Halogène) avec ou sans doublets électroniques et d’atomes 
d’hydrogène à proximité (H2S, NH3, HCl…CH3CHO, etc). Le cas des polymères qui sont généralement 
des macromolécules constitue aussi un cas de fluide complexe : leur taille, leur aptitude à se plier et à se 
déplier provoque des interactions (Lambert, 2000 ; Müller et Gubbins, 2000). Enfin les liquides ioniques, 
les électrolytes, les systèmes chargés constituent une classe de fluides où les énergies d’interaction 
s’approchent de celles des liaisons chimiques.  




Type de liaison Energie d’interaction (kJ.mol-1) 




















 Table  II-2. Type d’énergies intermoléculaires (Müller et Gubbins 2000) 
Un certain nombre de méthodes théoriques ont été utilisées pour comprendre le comportement des 
fluides associatifs ; basées sur la théorie chimique et la mécanique statistique. La plus ancienne pour la 
description d’équilibre de phases pour les systèmes associatifs est la théorie chimique développée par 
Dolezalek (1908) et est présentée dans la section qui suit. 
2. Théorie chimique de l’association 
 La théorie chimique postule la formation de nouvelles espèces, modélisées par une réaction 
chimique équilibrée avec donc une constante d’équilibre chimique. Le cas le plus simple est celui d’une 
substance A qui s’associe avec le même type de molécule A pour former des dimères A2 (on parle d’auto-
association). Citons par exemple les acides carboxyliques, les oxydes d’azote NO et NO2. En résolvant les 
lois d’action de masse on peut définir la distribution des nouvelles espèces. Elle est fonction de la densité, 
de la température, de la composition de système et de la force d’association. Plusieurs expressions 




analytiques de cette distribution peuvent être obtenues dans des cas simples, mais dans les cas plus 
complexes les seules solutions possibles sont numériques (Economu et Donohue, 1991). 
Les principaux inconvénients de cette démarche sont la difficulté d’évaluer les constantes d’équilibre de 
formation des nouvelles espèces chimiques et la nécessité de travailler avec des fractions molaires vraies, 
différentes des fractions molaires apparentes correspondantes aux espèces introduites au départ. Les 
constantes d’équilibres peuvent être déterminées à partir des données thermochimiques expérimentales 
(∆G°, ∆H°, ∆S°) ou théoriques (calculs ab-initio) ou finalement régressées. Pour plus de détail, se référer 
aux travaux de Heidemann et Prausnitz (1976) et à l’article de synthèse de Müller et Gubbins (2001). Voir 
aussi le chapitre IV sur la modélisation du dioxyde d’azote. 
3. Théorie de l’association de Wertheim  
 Wertheim (1984) a traité le problème d’association par une méthode de perturbation en utilisant un 
potentiel d’interaction. C’est cette méthode qui est utilisée pour modéliser les interactions associatives 
dans le modèle SAFT décrite après.  
La théorie de Wertheim est basée sur l’expansion de clusters en fonction du nombre total d’espèces dans 
le fluide (monomères, dimères, … oligomères) et de leur densité et de la densité de monomère. Le 
développement de Wertheim suit la théorie de perturbation de premier ordre (TPT1) et relie le 
changement de l’énergie résiduelle d’Helmholtz ‘a’ due au phénomène d’association des monomères. 
Wertheim a d’abord présenté son développement pour des sphères dures avec un seul site attractif 
(1984a). Il a ensuite utilisé sa théorie pour des systèmes à plusieurs sites d’association par molécule (1984b, 
1986a, 1986b). Chapman et al. (1986,1987) ont généralisé la théorie de Wertheim pour les mélanges 
binaires. 
Jackson et al. (1988) ont utilisé la théorie de Wertheim pour étudier l’effet de l’association sur les 
propriétés d’équilibre liquide – vapeur pour des sphères dures avec un ou plusieurs sites d’association, 
montrant d’excellents résultats comparés avec ceux de la simulation moléculaire de Monte Carlo de 
sphères dures dans l’ensemble de Gibbs. Ils ont ainsi validés « théoriquement » leur modèle d’association, 
puisque les simulations moléculaires sont, aux incertitudes d’échantillonnage près, exactes pour le modèle 
de référence choisi. Le choix des sphères dures comme modèle de référence est le plus simple parce que 
son équation d’état et sa fonction de distribution radiale sont connues de façon exacte.  
La théorie de Wertheim repose sur l’hypothèse principale qu’une liaison unique est permise pour chaque 
site associatif. Cela implique que :  
-  Deux sites associés A et B (chacun de molécule différente i et j, Figure II-9a) empêchent un 
troisième site C d’une autre molécule k de s’associer dans l’un des deux sites occupés.  
-  Deux sites de la même molécule j ne peuvent pas se lier en même temps à un site d’une autre 
molécule i (Figure II-9b).  




-  La double association entre deux molécules i et j n’est pas permise pour des raisons 
d’encombrement. (Figure II-9c). 
-  La fraction des molécules associées en un site est indépendante des autres sites se trouvant sur la 
même molécule.  
-  Les angles de liaison n’étant pas spécifiés, les propriétés du fluide sont indépendantes de l’angle 
formé par les liaisons d’association entre site.  
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Figure  II-9. Approximations dans la théorie de Wertheim ; a) deux sites ne peuvent pas s’associer sur un 
troisième site ; b) un site d’une molécule i ne peut pas s’associer simultanément sur deux sites d’une 
molécule ; c) la double association n’est pas permis. D’après Chapman et al. (1989). 
4. L’équation d’état SAFT 
 Chapman et al. (1989-1990) ont présenté une équation d’état pour modéliser les fluides associatifs 
appelée SAFT (Statistical Association Fluid Theory), basée sur la théorie de Wertheim. La description 
mathématique de l’équation SAFT est présentée dans les publications de Chapman et al (1989-1990), et 
aussi Huang et Radosz (1990-1991) qui a appliqué l’équation pour les fluides réels purs et leurs mélanges.  
Economou (2002) et Müller et Gubbins (2001) ont publié des synthèses des principales versions de 
l’équation SAFT qui portaient sur des modifications précises pour l’amélioration et l’extension de 
l’équation pour des fluides plus complexes en comparant avec des résultats de la simulation moléculaire. 
La réussite de l’équation SAFT réside dans son fondement théorique basé sur la thermodynamique 
statistique tout en permettant une interprétation physique du système. Elle nous renseigne sur la façon 
dont les interactions se produisent dans le fluide et comment elles contrôlent les propriétés 
macroscopiques à partir des paramètres moléculaires décrivant la structure de la molécule.  
L’expression générale de l’équation SAFT décrit l’énergie résiduelle molaire d’Helmholtz comme une 
somme des contributions dues aux interactions entre segments ‘aseg’, la formation de chaines entre les 
segments identiques ‘achaine’, et la formation des forces d’association entre deux segments ou de chaines 
‘aassoc’.  
 




 assocchainesegidres aaaaaa ++=−=    [ II-85] 
Où ares et aid représentent l’énergie libre molaire résiduelle et idéale d’Helmholtz. La contribution de 
l’énergie libre molaire d’Helmholtz pour un fluide parfait pur s’écrit sous la forme :  
 1−= ρln
RT
a id   [ II-86] 
Pour modéliser les molécules avec une équation SAFT on a besoin de définir des paramètres moléculaires 
qui soient capables de décrire les molécules au sein du fluide. On définit le paramètre m qui est le nombre 
de segments sphériques formant la molécule chaine, σ est le diamètre des segments et ε leur énergie 
dispersive. L’ajout de l’association nécessite aussi l’introduction de deux paramètres pour tenir compte des 
phénomènes d’association qui sont le volume et l’énergie d’interaction κassoc et εassoc. Tous ces types 
d’interactions sont représentés dans la Figure  II-10. Dans certains cas on peut rajouter des interactions 
multipolaires (Nguyen Huynh, 2008).  
 
Formation de chaîne 





(κ assoc,ε assoc) 
 
Figure  II-10. Modélisation des interactions par le modèle SAFT  
L’une des limitations des modèles SAFT réside dans le fait que les paramètres moléculaires sont difficiles à 
identifier dans le cas où on n’a pas assez de données expérimentales pour les régresser. Mais des travaux 
récents ont proposé une méthode de contribution de groupe qui permet d’estimer les paramètres 
moléculaires par le biais de règles de contributions de groupes (Tamouza et al., 2004 ; Nguyen Huynh, 
2008).  
 




a. Terme de segment  
 aseg est définie comme l’énergie libre molaire d’Helmholtz des segments sphériques non associés. Le 
segment peut correspondre à un groupement d’atomes, une fonction chimique, une unité de répétition, 
etc. Un seul de ces segments ne peut pas décrire la plupart des molécules qui ont en général des formes 
non sphériques ou présentent d’autres anisotropies à cause des interactions intramoléculaires. Chaque 
molécule i est composée de mi segments. Par conséquent, la contribution totale aseg est la somme des 
contributions individuelles des monomères de toutes les molécules de fraction molaire xi. Pour un corps 
pur on a : 
 monomereseg ama ⋅=   [ II-87] 
Où amonomere est l’énergie libre molaire d’Helmholtz du fluide si aucune liaison de chaine (voire après) 
n’existe.  
 pertrefmonomere aaa +=   [ II-88] 
Le premier terme décrit les interactions répulsives au sein du fluide. Le second décrit les interactions 
attractives pour tenir compte des forces dispersives de London. 
Chaque version de SAFT utilise des expressions différentes de amonomère. Elle s’écrit dans la version originale 
de SAFT sous la somme d’un terme de référence défini par des sphères dures, et d’un terme de 
perturbation tenant compte des interactions dispersives résultant dans la partie attractive du potentiel. 
Dans la version de soft-SAFT, c’est une seule contribution de type Lennard Jones qui inclut déjà des 
parties répulsive et attractive. 
Le choix du terme de référence est crucial. D’une part il doit être proche du fluide réel et d’autre part il 
doit être connu avec précision. La structure moléculaire des fluides de sphères dures étant la plus proche 
de celle des fluides denses liquides, ils constituent à priori l’un des systèmes de référence les plus adaptés 
(Weeks et al. 1971). C’est le fluide de référence utilisé dans la version originale de SAFT proposée par 
Chapman et al (1989-1990) en utilisant l’équation des sphères dures de Carnahan et Starling (1969-1970), 
son expression est donnée dans le chapitre III dans la section forme mathématique de l’équation SAFT:  
Quelques autres potentiels intermoléculaires ont été proposés afin de développer les performances de 
l’équation SAFT. Parmi les propositions les plus importantes on cite :  
 Le potentiel à puits carrés (Square Well :SW) employé par plusieurs auteurs (Bensazak et al. 1993 ; 
Tavares et al. 1997). Utilisant le potentiel (SW), Gil-Villegas et al. (1997) ont développé une fonction de 
potentiel généralisée avec une partie attractive de portée variable. L’équation SAFT avec le potentiel 
intermoléculaire (SW) est appelée « SAFT-VR ».  
 Le potentiel de Lennard-Jones (LJ) qui compte les interactions répulsives et attractives des 
monomères dans le même terme. Ce potentiel a été utilisé pour développer les versions « LJ-SAFT » 
(Müller et Gubbins, 1995), et « soft-SAFT » (Blas et Vega, 1997).  




 Le potentiel de chaines de sphères dures, qui considère les attractions chaines (Sadowski, 1998), le 
modèle est connu sous le nom de Perturbed-Chain SAFT « PC-SAFT » (Gross et Sadowski, 2001).  
Il est important de noter que le terme de segment est écrit pour un corps pur et que, pour le cas des 
mélanges avec différents nombres de segments, on crée un pseudo-composant avec les mêmes propriétés 
thermodynamiques que le mélange. Les règles de mélange de Van der Waals sont généralement employées 
en bonne concordance avec les données de simulations moléculaires de sphères de même taille 










































εσ   [ II-90] 
 ∑=
i
iimxm   [ II-91] 
Ces expressions nécessitent de connaître la fraction molaire xi, la longueur de la chaîne mi pour chaque 








=   [ II-92] 
 jjiiijij εεξε =   [ II-93] 
Où ηij et ζij corrigent les moyennes arithmétique et géométrique, respectivement entre les constituants i et j. 
Plusieurs informations sur l’avantage et les désavantages de diverses règles de mélange peuvent être 
consultés dans les travaux de Diaz Pena et al. (1982).  
b. Terme de chaîne  
 Le développement de l’expression analytique du terme de chaîne est basé sur une extension de la 
théorie d’association de Wertheim (1984a ; 1984b ; 1984c ; 1986b) pour décrire l’association de particules 
sphériques (les monomères). Il y réussit en prenant pour le terme d’association une intensité d’association 
à l’infini censée représenter la liaison covalente entre deux segments (Chapman et al. 1988 ; 1990).  
Pour des molécules contenant m segments, le nombre de liaisons rigides est de (m-1) (Figure  II-11). Cela se 
traduit correctement par l’introduction d’un facteur (m-1) dans le terme de chaîne. L’équation résultante 
est de la forme suivante :  











a 1   [ II-94] 
Où yseg(l) est la fonction de corrélation de cavité évaluée à la distance de liaison l, donnée par la relation : 













segseg φ   [ II-95] 
Où φseg(l) est le potentiel d’interaction de paire utilisé et gseg(l) est la fonction de distribution radiale des 
segments évaluée au contact des sphères. Pour un certain nombre de potentiel d’interaction, cette 
expression est simplifiée. Ainsi, pour un fluide de sphères de Lennard Jones tangentes de rayon σ , ou 
bien de sphères dures tangentes de diamètre d : 
 
( ) ( )






  [ II-96] 






Site de liaison 
  
Figure  II-11. Modèles de sphères dures (monomères) et de molécules chaines (n-mères) avec des sites de 
liaison. Le modèle de chaîne peut dont représenter des molécules non sphériques (Chapman et al. 1989) 
c. Terme d’association 
 L’établissement d’une liaison hydrogène entre deux molécules est l’un des exemples les plus 
frappants d’interactions associatives. Ce type de phénomène peut changer considérablement le 
comportement d’un fluide ; l’eau en est un exemple ; et est à la base de la théorie de Wertheim. Une 
molécule peut avoir un ou plusieurs sites associatifs. Un site associatif est caractérisé par un potentiel placé 
proche du périmètre de la molécule. Les interactions associatives dépendent de la distance et de 
l’orientation des molécules (Figure I-12).  
i. Modèle d’association de sphères dures 
 La Figure II-12 décrit un exemple simple de segments sphériques munis de sites d’association A et 
B. Les deux sphères ne peuvent former de liaisons dimères AB, que si la distance et l’orientation des sites 
sont favorables. Le degré de dimérisation dépend de l’intensité de l’interaction et de sa portée. Chapman a 
quantifié l’association via un potentiel à puits carré caractérisé par deux paramètres : l’énergie d’association 
εAB, (profondeur du puits), ainsi que κAB caractérisant le volume d’association (lié à la largeur du puits rAB) 
(Chapman et al. 1990). Les mêmes approximations que Wertheim dans le paragraphe ci-dessus sont faites.  
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Trop loin, pas d’association Mauvaise orientation Association entre les deux sites 





 Figure  II-12. Modèle de sphères dures avec un site d’association (Chapman et al. 1990) 
La contribution associative pour l’énergie libre molaire d’Helmholtz est exprimée en somme de 




























  [ II-97] 
Où Mi est le nombre d’association de constituant i, αiX est la fraction molaire de constituant i non associé 













1   [ II-98] 
Le terme ∆αiβj est relié à l’intensité d’association entre deux sites α et β des molécules respectives i et j. 





























αββα εκ   [ II-99] 
La fonction de distribution radiale gseg(d) est celle du fluide de référence et dépend de la densité. Une 
expression plus complète est explicitée dans l’article de synthèse de Müller et Gubbins (2001). Ainsi, une 
liaison est caractérisée par deux paramètres :  
o 
αβκ ij qui représente l’énergie d’association entre le site α et le site β.  
o 
αβε ij qui est lié à la portée et l’orientation des forces d’association entre les deux sites.  




ii. Corps purs 
 L’expression générale de l’énergie libre molaire d’Helmholtz pour le terme associatif donnée par la 
















α   [ II-100] 
Où M est le nombre de sites d’association sur chaque molécule, αX est la fraction molaire des molécules 
non liées au site α. La sommation est faite sur tous les sites d’association se trouvant sur la molécule.  
Le facteur de compressibilité est obtenu en dérivant l’énergie libre molaire de Helmholtz par rapport à la 

















11   [ II-101] 
Où ρ représente la densité molaire. 










1   [ II-102] 
La sommation se fait sur tous les sites β d’une molécule telle que la force d’association ∆αβ de la liaison ne 


















































  [ II-103] 
Dans certains cas particuliers, le système d’équations ci-dessus peut être résolu de manière analytique, et 
on obtient les équations telles que présentées dans la Table II-3 : 





sites Approximation sur ∆ Fractions molaires des molécules non associées Exemple 





























































3B 0=∆=∆=∆=∆ CCBBABAA  et 0≠∆=∆ BCAC  
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Table  II-3. Expressions analytiques des fractions non associées pour les corps purs 




La relative complexité de la table II-3 est caractéristique de la démarche habituelle employée pour calculer 
les fractions non liées dans des mélanges de fluides associatifs présentant des types de sites différents : 
chaque cas spécifique de la table II-3 (et les autres !) est codé indépendamment. Pourtant il existe une 
méthode générale qui est explicitée dans le paragraphe suivant. 
iii. Les mélanges associatifs  
 L’objectif de ce paragraphe est de présenter une méthode numérique robuste proposée par Pikatan 
et al. (2004) pour calculer les fractions molaires non liées iX α  des molécules associatives et leurs dérivées, 
quelle que soit la nature et le nombre de sites d’association dans chaque constituant.  

































  [ II-104] 
où xi est la fraction molaire de constituant i, iX α  est la fraction de constituant i non associée dans les sites 















1   [ II-105] 
Qui est une autre façon d’écrire l’équation II-98 avec la densité molaire de l’expèce j dépendant de la 
densité du mélange et de la fraction molaire : ρρ ⋅= jj x .  
Pikatan et al. (2004) tiennent compte explicitement du nombre de sites associatifs Mi de chaque constituant 
en identifiant chaque type de site dans chaque constituant par le paramètre αiS qui représente le nombre 
de site de type α dans le constituant i.  
Par exemple pour la molécule d’eau (Figure  II-13) on a deux sites de type 1 (∆) et deux sites de type 2 (◊), 












Figure  II-13. Représentation des types de sites d’association dans une molécule d’eau.  
Pikatan et al. (2004) réécrivent l’expression générale de l’énergie libre molaire d’Helmholtz pour tenir 
compte des αiS  sous la forme suivante :  





























  [ II-106] 
où xi est la fraction molaire de constituant i. 
α
iX est calculée par un bilan de matière généralisé sous la forme suivante :  







jiiii XxSXxXx ∆⋅=− ∑ ∑
= ≠=1 1
1  [ II-107] 
Signification des termes de l’équation :  
( )αρ ii Xx −1  :  Nombre de molécules de type i associées aux sites de type α 








j XxS ∆∑ ∑
= ≠=1 1
 : Probabilité d’association entre les sites de type α de molécules i et les sites β de 
la molécule j. 
où ρ est la densité molaire, βαji∆ est l’intensité d’association entre les sites de type α de molécules i et les 




























αβαβ εκ   [ II-108] 
Le terme αβε ij dans cette équation mesure la force d’association entre les sites de type α de molécules i et 
les sites β de la molécule j. Il est clair que dans le cas ou i est égal à j nous serons dans le cas de l’auto-
association, si non ça sera le cas de l’association croisée. Aussi assiste-t-on à des paires symétriques c.-à-d. :  
 αββα εε ijji =   [ II-109] 
D’après le bilan de matière établi ci-dessus, l’expression des fractions non associées s’écrit sous la forme 






















α  [ II-110] 
Cette expression est similaire à celle qui existe dans la littérature (Chapman et al. 1989) sauf que dans ce cas 
le nombre de type de sites par molécule est explicitement introduit.  
Ces expressions permettent de mettre en place une résolution numérique générique incluant toutes les 
possibilités d’auto-association, d’association croisée et aussi d’absence de l’association.  




Si on a s type de sites d’association et n constituants dans le mélange, il y aura donc (s x n) cas d’association 
et qui devront être résolus itérativement pour avoir (s x n) valeurs de αiX . Notons par exemple que s’il 
n’existe pas un site d’association α dans une molécule i, on écrit alors : 00 =∆= αβα iji ,S , et l’équation ci-
dessus donnera donc la valeur : 1=αiX  et qui, d’après l’équation II-105 n’a pas d’incidence sur l’énergie 
libre molaire d’Helmholtz d’association. Pour la résolution des fractions non associées αiX on peut utiliser 
une méthode itérative de substitution successive de point fixe qui commence par une initialisation 
comprise entre 0 et 1, en générale égale à 0.5.  
Pour le calcul de toute propriété thermodynamique on doit utiliser les relations fondamentales de 
dérivation de l’énergie libre molaire d’Helmholtz par rapport à des variables thermodynamiques telles que 
la température, la densité, la pression, …etc. Cela implique la dérivation des fractions molaires des 
molécules non associées puisqu’elles aussi dépendent des variables thermodynamiques. On peut dériver la 



































  [ II-111] 
Ce qui donne :  



























 [ II-112] 
La variable ξ peut être la densité, la température, le nombre de moles. L’expression de la dérivation de 
α
iX nous ramène à une expression générale de résolution d’un système d’équations écrit sous la forme 
suivante :  







⋅Λ   [ II-113]  
Où les coordonnées de la matrice Λpq sont les suivants :  
 p = n (j - 1) + i  i = 1, ..., n  j = 1, ..., s [ II-114] 
 q = n (l - 1) + k  k = 1, ..., n l = 1, ..., s [ II-115] 



















  [ II-116] 




Les éléments de la matrice ξψ p  pour les dérivées de X par rapport à la densité, à la température ainsi que 








































ψ ρ  [ II-117] 




















2 ρψ   [ II-118] 


































2 ρψ  [ II-119] 
Les expressions des dérivées secondes selon T, ρ et x, ainsi que la méthode numérique utilisée pour la 
résolution du système d’équation II-112 sont détaillées dans l’article de Pitakan et al . (2004). Cependant 
les étapes principales de la résolution numérique de la méthode sont :  
Etape1 : Résoudre l’équation [II-109] qui nous donne les fractions αiX par la méthode de point fixe 
Etape2 : Calculer les éléments de la matrice Λpq et de son inverse 
Etape3 : Calculer les éléments de la matrice ξψ p  
Etape4 : Calculer le produit ( ) 1−Λ pqp .ξψ  pour avoir les valeurs de ξ
α
∂
∂ iX  
Le détail de la méthode est donné en annexe AII.  
Pour illustrer brièvement la description de molécules associatives par cette méthode, prenons le mélange 











Figure  II-14. Modèle des sites d’association pour le système eau – acide fluhoridrique 
On note l’eau par 1 en indice et l’acide fluorhydrique par 2 en indice. Chaque hydrogène a un site 
d’association (type 1 en exposant, triangle). L’oxygène a deux sites d’association ; les paires d’électrons ; 
(type 2 en exposant, losange). Le fluor a un site d’association (type 3 en exposant, hexagone).  




Comme on peut le constater sur la molécule d’eau (1), il y a deux sites de type 1 et deux de type 2 : 
221
1




2 == SS . Du fait de l’absence de 
l’oxygène dans le HF et de F dans l’eau, on a également : 022
3
1 == SS .  
L’interaction dans le cas des sites absents est égale à zéro ( 01222
13
11 == εε ). Les autres sont non nulles. La 
matrice Λpq est une matrice d’ordre [s = 2 x n = 3 soit 6] x 6 tandis que ξψ p  est d’ordre 6 x 1. La procédure 
de résolution implique 122
3
1 == XX  et une valeur nulle pour leurs dérivées. Toutes les autres interactions 
(auto et cross-association) sont résolues par la procédure de résolution de système d’équations présentée 
ci-dessus.  
5. Les versions de l’équation SAFT 
 D’une manière générale, les modèles SAFT considèrent la molécule comme constituée d’un ou de 
plusieurs segments sphériques (formation de la chaîne). Chaque segment est caractérisé par son diamètre 
σ et une énergie d’interaction ε ; et chaque molécule est caractérisée par son nombre de segments m (pour 
les molécules non sphériques). Rappelons que les équations SAFT s’écrivent de la manière notée ci-
dessous 
 assocchainesegidres aaaaaa ++=−=   [ II-120] 
La différence entre les versions SAFT réside dans le choix du fluide de référence et de la fonction de 
distribution radiale correspondante. Nous allons donner un aperçu de 4 des versions les plus populaires de 
l’équation SAFT. 
a. SAFT original 
 Dans l’équation SAFT original, le terme de segment référence est modélisé par des interactions 
entre sphères dures, dont le potentiel a été schématisé dans la figure II-7a. La contribution des segments 
est alors caractérisée par :  
 ( ) disphsonperturbatirefmonomère adaaaa +=+=   [ II-121] 
On suppose ainsi que les segments sont modélisés par des sphères interagissant selon une contribution 
répulsive décrite par un potentiel de sphères dures + une contribution attractive (dispersive) attribuée à un 
terme de perturbation. C’est ce qu’on avait supposé pour dériver l’équation de van der Waals avec la 
théorie de la perturbation.  
Pour le calcul du diamètre de sphère dure d, Chapman et al. (1989) utilisent une fonction similaire à celle 











  [ II-122] 




Avec : (TR=kBT/ε) appelée la température réduite, m est le nombre de segments dans l’équation SAFT. A 
l’origine, le coefficient numérique de TR2 dans cette expression était une fonction de m qui a été simplifiée 
en prenant m = 1. 
L’énergie libre molaire d’Helmholtz des sphères dures peut être calculée pour les corps purs par la relation 











a hs   [ II-123] 










η   [ II-124] 
xi est la fraction molaire de la molécule i. 
mi est le paramètre de chaîne de la molécule i. 
ρ est la densité moléculaire. 
Navog est le nombre d’Avogadro. 
Le terme de dispersion est déterminé par des corrélations utilisant des données de simulation moléculaire 
de fluide de Lennard-Jones (équation II-123, II-124). L’expression utilisée est celle de Cotterman et al. 


















a   [ II-125] 
 ( ) ( ) ( )[ ]321 285104212682354244259598 RRRRdisp ,,,,a ρρρρ +−−−=  [ II-126] 
 ( ) ( ) ( )[ ]322 90415421622397249290751 RRRRdisp ,,,,a ρρρρ +−−−=  [ II-127] 




ρ =R  
Pour le calcul du terme de chaîne (équation II-94), on suppose que la fonction de distribution radiale des 
segments, évaluée au contact des sphères dures, équivaut à la valeur de la fonction de distribution radiale 
de sphères dures, évaluée à leur contact (Chapman et al. 1990). L’expression utilisée pour la fonction de 
distribution radiale des sphères dures (fluide de référence), est celle proposée par Carnahan et Starling 
(1969).  






== dgdg hsseg   [ II-128] 




Pour les mélanges de sphères dures, il existe plusieurs expressions se substituant à l’équation II-128 dont 
celle de Boublik (1970) : 

























,g  [ II-129] 















ρpiζ   [ II-131] 
b. PC-SAFT 
 L’originalité de cette équation d’état réside dans le choix du fluide de référence qui est une chaîne 
de sphères dures.  
 dispersionhconperturbatirefmonomère aaaaa +=+=    [ II-132] 
avec chainehshc aaa +=   [ II-133] 
Cela ne change pas la forme globale de l’équation SAFT mais juste le terme de référence. Le potentiel 






































u(r) : potentiel de paire  
r : distance radiale entre deux segments 
σ : diamètre du segments 
ε : profondeur du puits 
λ : facteur de portée 
 
Figure  II-15. Potentiel proposé par Chen et Kreglewski (1977), ils suggèrent un ratio s1/σ = 0,12 (Gross 
et Sadowski, 2000) 




Gross et Sadowski (2000) ont proposé dans un premier temps, un terme de dispersion pour un fluide de 
référence constitué de chaînes de segments interagissant selon un potentiel à puits carré. Pour ce faire, ils 
ont introduit une dépendance en m (le nombre de segments par molécule) dans la fonction de distribution 
radiale du fluide de référence utilisée pour le calcul des deux premiers termes de perturbation, en utilisant 
une approximation proposée par Chiew. Nous détaillons donc ici le terme de référence ahc ‘hard chains’ :  








1   [ II-134] 
Le terme des sphères dures est celui utilisé par Huang et Radosz (1991), dérivé par Boublik (1970) et de 
Mansoori et al. (1971) pour les mélanges :  






































hs  [ II-135] 
Les ξi sont déterminés par l’équation (II-130), et ghs est l’équation de distribution radiale des sphères dures 
donnée par la relation (II-128) 
L’expression permettant de calculer le diamètre de sphères dures correspondant à l’équation PC-SAFT est 
empruntée à Chen et Kreglewski (1977) qui se sont eux-mêmes inspirés des travaux de Barker et 


















31201   [ II-136] 
Le terme de dispersion dans l’équation PC-SAFT est écrit sous la forme d’une somme de deux termes :  
 21 aaa
disp +=   [ II-137] 
Où a1 et a2 sont les deux premiers termes de perturbation et ils sont exprimés de la façon suivante :  
 ( ) 3211 2 εσηpiρ mm,Ima ⋅⋅−=   [ II-138] 






















ρ est la compressibilité isotherme définie par l’équation : 













































εσ ∑∑=   [ II-141] 






















=∑∑   [ II-142] 
Les intégrales I1 et I2 sont déterminées par :  
 ( ) ( ) i
i





1   [ II-143] 
 ( ) ( ) i
i





1   [ II-144] 
Les valeurs de ai et bi dépendent de la longueur de la chaîne :  




















+=  [ II-145] 




















+=  [ II-146] 
Les constantes a0,i, a1,i, a2,i, b0,i, b1,i et b2,i sont données dans les travaux de Gross et al. (2000). 
c. SAFT-VR 
 Dans le modèle SAFT-VR (Variable Range), les interactions entre segments sont modélisées via un 
potentiel à puits-carré (figure II-7b), dont la largeur est variable. Cette équation comprend donc un 
paramètre supplémentaire λ, caractérisant la portée des interactions attractives entre segments (Gil-Villegas 
et al. 1997).  
Le terme de dispersion a été développé spécifiquement pour l’équation SAFT-VR. L’expression globale du 
terme de segment est développée au second ordre, suivant la théorie de perturbation de Barker et 




disp ββ +=   [ II-147] 
Où a1 et a2 sont les deux termes de perturbation, associés au puits attractif et β = 1/kBT.  
a1 est le terme d’attraction moyenne (premier terme de perturbation), que l’on rencontre dans les autres 
équations. Il correspond à la moyenne de l’énergie du potentiel monomère – monomère, calculée pour 
une structure de type de sphères dures (Gil-Villegas et al. 1997). 
a2 est un terme de fluctuation issu du développement au second ordre de perturbation. Il décrit les 
fluctuations de l’énergie attractive, due à l’action du puits attractif, sous l’effet de la compression du fluide. 
Gil Villegas et al. (1997) ont proposé des expressions analytiques pour a1 et a2, pour des fluides à puits 
carré ; dont le facteur de portée λ est compris entre 1,1 et 1,8.  


























  [ II-148] 
Où ε et λ sont respectivement, l’énergie et le paramètre de portée du puits attractif. Les auteurs ont 
introduit une densité réduite efficace ηeff permettant de calculer a1 en fonction de la valeur de contact ghs, 
soit ghs(1 ; ηeff).  
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  [ II-149] 















































 [ II-150] 
Le terme Khs dans l’expression de a2 représente la compressibilité du fluide de sphères dures. Son 
expression est ici empruntée à Percus et Yevick (1957). 









hsK   [ II-151] 
d. soft-SAFT 
 L’équation d’état soft-SAFT est une variante de l’équation originale de SAFT qui est basée sur le 
potentiel intermoléculaire de Lennard-Jones comme référence. La première version d’une équation basée 
sur une référence de Lennard Jones, SAFT-LJ a été établie par Müller et Gubbins (1995) et Kraska et 
Gubbins (1996). Une autre dérivation, nommée, Soft-SAFT a été ensuite proposée par Blas et Vega (1997) 
puis appliquée avec succès pour plusieurs types de mélanges. Le potentiel intermoléculaire de Lennard-
Jones (LJ) ne fait pas que remplacer le terme de référence trouvé dans les autres équations (ahs ou ahc) ; il 
intervient pour décrire les interactions entre les molécules dans plusieurs des termes de l’équation SAFT.  
L’équation de Lennard Jones dépendante de la température et de la densité a été proposée par Johnson et 
al. (1993), s’inspirant de l’équation de Benedict-Webb-Rubin. Son expression en termes de pression et de 
potentiel chimique est donnée en annexe AI.2 
La contribution du segment à l’énergie libre de Helmoltz molaire inclut à la fois la partie répulsive et 
attractive. 



























a ρε   [ II-152] 
Où 3ρσρρ mm rfrfc ==  définit la densité des sphères de Lennard-Jones. Les paramètres (ap, bp et Gp) 
dépendent de la température et ont été régressés en utilisant les données de la simulation moléculaire 
(Johnson et al., 1993). 
Le terme de chaîne achain prend en compte l’énergie de formation de la chaîne à partir des segments de 
Lennard-Jones. Ce terme est semblable à celui de l’équation originale et s’écrit sous la forme  








σ1   [ II-153] 
Mais comme on peut le constater, la version soft-SAFT utilise la fonction de distribution radiale gLJ d’un 
fluide de Lennard-Jones de sphères non associées. Régressée à partir des travaux de Johnson et al. (1993) 
elle dépend de la température et de la densité comme l’indique son expression :  










1 ρσ   [ II-154] 
Où apq sont les constantes régressées à partir de données de simulation, ρc est la densité des sphères de 
Lennard-Jones, T est la température.  
Le terme associatif est aussi semblable aux expressions précédentes mais de nouveau, on utilise la fonction 
de distribution radiale gLJ de Lennard-Jones. Cela signifie que les sites d’association sont incorporés dans le 
segment de référence, permettant ainsi un chevauchement des segments concernés par la formation d’une 
liaison entre deux sites associatifs. La figure présente le placement des sites associatifs au sein de molécules 






Figure  II-16. Placement des sites associatifs dans l’équation soft-SAFT (Müller et Gubbins, 1995) 






























=∆ 14   [ II-155] 
Où I est une intégrale adimensionnelle définie par la relation suivante :  






















  [ II-156] 
Cette intégrale peut être évaluée numériquement en utilisant des valeurs précises de gref obtenues par 
simulation moléculaire. Les résultats peuvent être convertis en une expression analytique fonction de la 
température et de la densité (Müller et Gubbins, 1995). Les positions des sites sont définies par les 
relations suivantes pour définir les positions géométriques : b = 0,4σ, σa = 0,4σ. Cette géométrie est 
précédemment testée dans les travaux de (Johnson et Gubbins, 1992 ; Walsh et Gubbins, 1993 ; Müller et 
Gubbins, 1995) et donne de très bons résultats. 
6. Extension de l’équation SAFT aux systèmes polaires 
 La description de systèmes polaires avec des modèles classiques nécessite l’utilisation de paramètres 
supplémentaires souvent dépendant des conditions du système. Plusieurs travaux ont été effectués sur 
l’utilisation de termes supplémentaires permettant de tenir compte d’interactions polaires. On peut 
envisager plusieurs cas dans ce type d’interactions, on cite par exemple :  
 Les interactions de type dipôle – dipôle, observées sur des composés tels que les cis- oléfines, les 
alcools, etc.  
 Les interactions de type quadrupôle – quadrupôle observées sur les molécules telles que les 
aromatiques et le dioxyde de carbone.  
L’expression générale utilisée pour quantifier les interactions polaires est proposée par Gubbins et Twu 























aaa pol   [ II-157] 
Les second et troisième termes de perturbation a2 et a3 sont calculés explicitement par des expressions 
détaillés dans l’étude de Gubbins et Twu, [1978], pour plus de précisions nous invitons le lecteur à 
consulter cette référence.  
Les valeurs de a0, a1, a2 et a3 sont différentes selon qu’il s’agit d’un dipôle ou d’un quadrupôle. 
Dans le cas de ce travail nous avons utilisé le terme quadrupôlaire pour modéliser le dioxyde de carbone. 
D’autres expressions des interactions polaires ont été revues dans la thèse de Nguyen Huynh (2008). 
E. Conclusion 
 Ce chapitre a permis de donner une vue d’ensemble sur les équations d’état utilisées dans l’industrie 
chimique, notamment les équations d’état cubiques en insistant sur les représentations structurelles des 




fluides concernés et des interactions au sein de ces fluides. Des exemples de dérivation de certaines 
équations à partir des principes de la mécanique statistique puis de la théorie de la perturbation ont montré 
que toutes les équations partagent les mêmes bases mécanistiques mais diffèrent dans leur modèle du 
fluide. Au fil du temps, les améliorations ont portées sur ces modèles de fluide avec l’ambition de mieux 
représenter les propriétés expérimentales des phases denses, notamment liquide. Les équations d’état 
classiques reposent sur des paramètres de corps purs (coordonnées critiques et facteur acentrique) 
disponibles pour un grand nombre de constituants. Pour autant, elles ne s’appliquent qu’aux fluides avec 
des molécules sphériques ou modérément asphériques et dont les interactions intramoléculaires sont 
principalement celles décrites par van der Waals. Ainsi, elles ne sont pas applicables aux fluides composés 
de molécules fortement anisotropiques, dans leur configuration, comme les polymères, et / ou dans leurs 
interactions intramoléculaires. Ces dernières peuvent provenir de charges ponctuelles, de différences 
d’électronégativité. Par ailleurs, une autre classe de fluides ne peuvent être décrit par les équations d’état 
classique, celle de fluides pour lesquels les coordonnées critiques ne sont pas connues ou mesurables, c’est 
notamment le cas des liquides ioniques qui prennent une importance grandissante dans les procédés. 
Les équations d’états dites moléculaires sont une alternative séduisante pour étendre les avantages des 
équations d’état dans la résolution des équilibres entre phases à toute pression à des constituants polaires. 
Nous nous sommes particulièrement intéressés aux équations SAFT (Statistical Associating Fluid Theory). 
De nouveau, la théorie de la perturbation est à l’origine du développement de ces équations à partir de 
potentiels de paires. Elles permettent de décrire élégamment la structure des fluides avec quelques 
paramètres, m, σ, ε pour les principaux. Leur conception est basée sur la sommation de contributions, 
monomère + formation des liaisons entre les monomères + association + multipôles + … Nous allons 
employer par la suite l’équation soft-SAFT. Un désavantage certain reste la nécessité de régresser les 
paramètres cités, malgré la possibilité grandissante d’établir des corrélations au sein d’une même famille 
chimique ou d’employer des méthodes de contribution de groupe (Nguyen Huynh, 2008). 
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Chapitre III. Intégration d’une équation SAFT dans un serveur de 
propriétés thermodynamiques pour la simulation des 
procédés 
A. Thermodynamique appliquée pour la simulation des procédés 
 Selon Chen et Mathias (2002), l’industrie chimique investit une valeur estimée de 500 milliards de 
dollars dans le monde entier dans le domaine des études de synthèse et de conception des procédés 
chimiques, de construction, des conditions opératoires et la maintenance des installations industrielles. 
Aujourd’hui, les outils de simulation et de modélisation sont incontournables pour réaliser ces tâches. 
La modélisation en Génie des Procédés concerne d’une part la détermination des conditions opératoires 
d’un procédé plus ou moins complexe, d’autre part la définition de la structure d’une unité, et enfin dans le 
cas présentant le plus haut degré de sophistication, la détermination simultanée de la structure et des 
conditions opératoires d’un ensemble d’unités interconnectées. Le succès de la simulation des procédés 
dépend principalement de la capacité des modèles à représenter avec précision les propriétés 
thermodynamiques et le comportement d’équilibre entre phases du système matériel mis en jeu. Au-delà 
de la représentation des grandes caractéristiques thermodynamiques des fluides impliqués dans les 
procédés, il est souvent important pour un modèle de prouver sa capacité à représenter les éléments clefs 
(azéotropes, points eutectiques) ou marginaux (propriétés à dilution infinie des impuretés) qui sont les 
indicateurs de performance des procédés. Cela devient difficile à cause de l’absence de données 
expérimentales dans les conditions opératoires concernées. Mais l’espoir des modélisateurs réside dans 
l’utilisation de modèles décrivant de mieux en mieux les phénomènes intrinsèques des procédés.  
L’avènement de nouveaux modèles thermodynamiques basés sur une approche moléculaire, tels que les 
équations SAFT, et leur validation sur un grand nombre de systèmes matériels invite à considérer leur 
utilisation au sein de simulateurs de procédés à travers leur intégration dans les serveurs de propriétés 
thermodynamiques utilisés par ces simulateurs. Nous avons eu l’opportunité de collaborer avec la société 
ProSim SA et d’intégrer une équation SAFT (SAFT-Original) au sein de Simulis® Thermodynamics, leur 
serveur de propriétés thermodynamiques développé par cette société. 
1. Utilisation de modèles thermodynamique dans l’industrie 
 La différence entre la simulation et l’expérimental est commenté par Laesecke et van der Gulik 
(2002) : les simulations moléculaires nous fournissent une vision de ce qui se passe à un état 
thermodynamique à l’intérieur d’un modèle du système réel qui est décrit par diverses interactions : 
dispersion, répulsion, forces colombiennes, etc.. De leur coté, les mesures expérimentales nous donnent 




une information sur les propriétés macroscopiques du système réel dans un état thermodynamique sans 
avoir recours à la nature des interactions qui existent au sein du système. En clair la simulation nous aide à 
comprendre ce que nous connaissons, tandis que l'expérience peut révéler ce que nous ne connaissons pas 
encore. Pourtant la conception de nouveaux procédés, la réingénierie de procédés existants exige d’utiliser 
des outils de simulation et de modélisation pour évaluer la faisabilité thermodynamique, économique, … 
et pour orienter les vérifications expérimentales finales. 
Pour cela, l’industrie utilise une large gamme de modèles thermodynamiques, essentiellement des 
corrélations et des modèles phénoménologiques et plus rarement des méthodes de contributions de 
groupe (UNIFAC et PPR78). Actuellement, la simulation nous fournit des estimations quantitatives de 
propriétés importantes dans le domaine des procédés telles que l’enthalpie de vaporisation, les enthalpies 
de formation de produits, l’entropie, la chaleur spécifique, les propriétés de transports comme la viscosité, 
la conductivité thermique, … qui sont primordiales pour la construction d’un modèle de procédé 
chimique. De façon générique, le besoin essentiel réside dans la modélisation des équilibres, réactionnel et 
entre phase et des phénomènes de transfert parce qu’au cours de tous les processus de transformation de 
la matière, les molécules fournies par les matières premières réagissent et changent d’état physique à 
l’occasion de transferts de matière, de chaleur et de quantité de mouvement, avant de terminer en produit 
fini. 
2. Quelques types de modèles et leurs limitations 
 Les corrélations sont des équations mathématiques reliant les variables entre elles par l’intermédiaire 
de paramètres. Elles permettent de décrire des lois fondamentales, comme la loi d’Antoine pour la 
pression de vapeur saturante, issue de la loi fondamentale de Clapeyron sur les courbes de saturation entre 
changement de phases. La difficulté réside dans la régression des paramètres de ces corrélations. La 
validité de ces corrélations reste ainsi cantonnée aux conditions opératoires balayées par les données 
utilisées pour la régression et bien sûr à la forme mathématique de ces équations : la loi dépendance 
linéaire de la loi d’Antoine de log10 P° = f ( 1/T ) n’est valable que sur une plage restreinte de température 
et de pression. Afin de renforcer la robustesse des corrélations, il est recommandé de prendre en compte 
les incertitudes des données expérimentales lors de l’identification des paramètres, par exemple en 
minimisant une fonction objectif basée sur un critère des moindres carrés pondérés. 
Les modèles thermodynamiques phénoménologiques sont surtout employés pour décrire les équilibres 
entre phases. Les équations d’état cubiques avec leurs règles de mélanges standards présentées dans le 
chapitre précédent sont conseillées pour les systèmes peu polaires. D’autres modèles pour les systèmes 
polaires (modèles de coefficients d’activité NRTL (Renon et prausnitz, 1968) ou UNIQUAC (Abrahm et 
Prausnitz, 1975)), ou électrolytiques (modèle de Pitzer, (Pitzer, 1980 ; Chen et al., 1999)), existent mais ils 
restent limités aux faibles pressions. Les équations moléculaires de type SAFT sont un compromis pour 
modéliser tous les systèmes matériels, polaires ou non, dans toutes les conditions de pression et de 
température. 




Comme nous l’avons décrit au chapitre précédent, tous ces modèles phénoménologiques reposent sur une 
représentation particulière du système matériel réel (sphères, molécules anisotropes, interactions simples 
ou complexes, …) et sur l’application de concepts de thermodynamique statistique afin d’obtenir des 
équations mathématiques plus ou moins complexes. In fine de nombreuses hypothèses sont réalisées et les 
équations finales contiennent de nombreux paramètres qu’il faut aussi régresser à partir de données 
expérimentales. De la capacité du modèle et des paramètres à décrire les phénomènes au sein du système 
matériel réel dépend la capacité de prédiction des modèles, qui reste en général limitée : les paramètres des 
corps purs s’emploient dans toutes les conditions opératoires mais les paramètres d’interactions binaire 
sont souvent dépendant de conditions de température, pression voire de composition particulières. 
Les méthodes de contribution de groupe sont basées sur un modèle phénoménologique pour lequel les 
paramètres sont déterminés à partir de contributions associées à des éléments constitutifs du système 
matériel, le plus souvent des groupements chimiques, qui forment les molécules une fois assemblés. Parmi, 
les plus connues, la méthode UNIFAC et ses évolutions (Fredenslund et al. 1977), et le modèle PPR78 
(Vitu et al. 2006) et récemment une version contribution de groupe de l’équation SAFT (Tamouza, 2004, 
Nguyen Huynh, 2008). Leur capacité d’interpolation est bonne au sein de l’ensemble des données et 
molécules utilisées pour la régression des contributions des groupements chimiques. Leur capacité 
prédictive est aussi réelle en permettant de décrire les propriétés de molécules qui n’ont pas été employées 
pour régresser les contributions des groupements chimiques, mais elle reste évidemment peu précise. Il est 
ainsi évident de toujours devoir étendre la base de données utilisée pour la régression. 
3. Mise en œuvre pratique des modèles thermodynamiques dans un simulateur 
de procédés 
 Les modèles thermodynamique représentent le comportement de systèmes matériels qu’il faut donc 
décrire en choisissant les molécules dans des bases de données. Une des principales finalités de ces 
modèles est d’être employés dans la simulation de procédés au sein de modèles d’opérations unitaires qui 
font appels aux modèles d’équilibre entre phases. Toutes ces équations forment des systèmes d’équations 
non linéaires algébriques qui sont résolus par des méthodes numériques. C’est ce découpage qui est 
présenté dans la figure III-1 ci-dessous, mettant en évidence la séparation des différentes fonctions.  










Modèles de procédés Serveur de propriétés thermodynamiques 
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Base de données de corps 
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Figure  III-1. Architecture simplifiée d’un simulateur de procédés. 
Habituellement, dans la plupart des équipes de recherche qui développent des modèles 
thermodynamiques, tout doit être codé : les fichiers de données des molécules, les équations proprement 
dites, les méthodes de résolution des modèles de flash exploitant les modèles thermodynamiques, … 
Nous allons exploiter l’architecture découpée du simulateur de façon à intervenir là où c’est nécessaire. 
Ainsi, la Figure III-1 indique que l’insertion d’un nouveau modèle thermodynamique doit se faire 
logiquement au sein de la bibliothèque de modèles thermodynamiques. Après cela, nous pourrons 
exploiter la totalité des modèles de flash déjà existant sans les redévelopper. Nous devons également 
formaliser le stockage et la pérennité des paramètres de corps purs grâce aux interfaces avec les bases de 
données. Par la suite, le modèle deviendra accessible comme tout autre modèle dans le simulateur de 
procédé à travers le serveur de propriétés thermodynamiques. 
B. Le serveur de propriétés thermodynamiques Simulis® 
Thermodynamics 
1. Présentation du progiciel Simulis Thermodynamics® 
 Simulis® Thermodynamics est un composant logiciel jouant le rôle de serveur de calculs de 
propriétés physico-chimiques et d'équilibres entre phases, développé par la société Prosim SA. A travers la 
technologie COM, propriété de MS Microsoft, on peut accéder à Simulis® dans différents 
environnements sous Windows supportant ce middleware : ce sera une macro complémentaire dans MS-
Excel, une toolbox dans MATLAB ou un module "pluggable" dans tout autre programme nécessitant des 
propriétés physico chimiques. Simulis® Thermodynamics met à la disposition des ingénieurs et des 
développeurs de logiciels des modèles de propriétés physico-chimiques et les routines de calculs associées. 




Ces calculs peuvent être intégrés dans tout type d'application de portée plus large (calcul d'équipement, 
modélisation de système, etc.) assurant ainsi la cohérence et la qualité des calculs effectués. Il permet 
spécialement :  
- D'accéder au calcul de tout type de propriétés de transfert (chaleur spécifique, viscosité,...), 
thermodynamiques (enthalpie, facteur de compressibilité, ...) ou d'équilibre entre phases (LV, LL, 
LLV, formation de sels) sur les systèmes multi constituants.  
- D'accéder à une bibliothèque de modèles thermodynamiques (équations d'état, coefficients 
d'activité...). 
- D'accéder à la base de données DIPPR riche de plus de 1700 constituants. 
- De satisfaire au standard CAPE-OPEN (1.0 et 1.1), standard d’interopérabilité logicielle en simulation 
des procédés permettant ainsi d’utiliser les modèles thermodynamiques développés dans Simulis® au 
sein de tout simulateur compatible CAPE-OPEN (ProSimPlus®, AspenPlus®, Pro-II®, 
AspenHysis®, BelsimVali®, INDISS®, gPROMS®…) 
- De proposer des services de visualisation graphique des propriétés, d’exportation sous format excel, 
de tracé de diagrammes ternaires… 
2. Bref aperçu de l’objet COM Simulis® Thermodynamics 
 Simulis® Thermodynamics est un composant logiciel jouant le rôle de serveur de calculs de 
propriétés physico-chimiques et d'équilibres thermodynamiques entre phases. Ce composant fait partie de 
la gamme Simulis® composée aujourd’hui de : 
 Simulis® Conversion, un environnement de gestion des grandeurs et de conversion d’unités.  
 Simulis® Properties, un serveur de propriétés des corps purs incluant lui-même Simulis® 
Conversion.  
 Simulis Thermodynamics®, un composant constitué lui-même de : 
o Simulis® Properties, et tout ce qui lui est associé 
o Thermodynamics,  
 un ensemble de près de 40 modèles thermodynamiques (équations d’état, 
modèles de coefficients d’activité)  
 plus de 15 modèles de calculs de flash / d’équilibre entre phase 
o Binaries, une base de données de paramètres d’interaction binaires 
o Parameters, une interface avec les paramètres des méthodes numériques de résolution des 
équations (principalement basées sur un algorithme de Newton Raphson) 




Chaque méthode de chaque composant est accessible dès l’instant où l’objet Simulis® est créé. Créer un 
objet Simulis® Thermodynamics signifie choisir des constituants, des modèles thermodynamiques, définir 
les paramètres d’interaction binaire éventuels et les paramètres numériques de résolution des équilibres 
entre phases. 
Chaque composant dispose d’une interface permettant d’accéder à ses éléments. C’est un grand avantage 
puisqu’ainsi, il est possible de lire, voire de modifier, à tout instant ces éléments : les données des corps 
purs, les coefficients des corrélations, les paramètres d’interaction binaire, ou la forme même des 
équations mathématiques des corrélations. Par exemple, on peut substituer la loi d’Antoine par la 
corrélation DIPPR de vapeur saturante, en régressant in situ les nouveaux paramètres puis en les 
modifiant un par un, ou bien en prédisant des paramètres d’interaction binaire manquant à partir de 
données générées par une méthode de contribution de groupes de type UNIFAC. 
3. La base component plus et le vecteur PUR 
 La base de données Component Plus contient les propriétés de nombreux composés chimiques 
dont toutes les substances d'importance industrielle. Pour chacun de ces composés chimiques, elle 
propose plusieurs propriétés intrinsèques constantes (masse molaire, température critique, pression 
critique...) et les coefficients des corrélations qui permettent d'atteindre 15 propriétés dépendantes de la 
température (chaleur spécifique, tension de vapeur, viscosité liquide...). Ces propriétés sont stockées dans 
un espace mémoire qui n’est qu’un vecteur appelé explicitement ‘PUR’. Ce dernier contient toutes les 









de la température 
Propriétés utilisateurs  
Nom, Formule chimique, … 
MM, µ, Volume de vdW, … 
Tc, ω, Température triple,..  
Parachor, volume à 25°C, .. 
S, H, Cp, … 
Psat, densité liquide, … 
A définir par l’utilisateur 
 
Figure  III-2. Représentation graphique du vecteur PUR dans Simulis® 




La dernière case ‘propriétés utilisateurs’ est l’espace mémoire que nous utilisons pour stocker les 
paramètres moléculaires de l’équation SAFT, nous détaillerons cette partie dans la section de 
l’introduction des paramètres moléculaires à l’intérieur de Simulis® Thermodynamics. Grâce aux 
particularités des objets COM, il sera possible ensuite d’utiliser ces paramètres au sein du modèle SAFT 
codé dans la bibliothèque de modèles thermodynamiques.  
4. La résolution des équilibres entre phases dans Simulis® Thermodynamics 
 La modélisation d’un système physique repose sur la connaissance d'un certain nombre de 
propriétés de corps purs et de binaires. Ces propriétés servent de base à la détermination des propriétés 
thermodynamiques, de transfert et des équilibres entre phases. Ainsi la qualité des résultats est directement 
liée aux données corps purs et binaires et aux modèles choisis pour représenter le comportement 
thermodynamique du système considéré. Le choix du modèle thermodynamique est principalement dicté 
par le souci de rigueur, de fiabilité et de validité dans le domaine opératoire considéré. 
Deux types de méthodes existent pour calculer les équilibres entre phases. La première façon d'aborder le 
problème est dite « hétérogène » et consiste à appliquer aux deux phases en présence des modèles 
différents : les fugacités en phase liquide sont calculées à partir d'un état de référence, qui est caractérisé 
par le corps pur dans les mêmes conditions d'état physique, de température et de pression. La loi des 
solutions idéales est corrigée en utilisant un modèle d'enthalpie libre d'excès ou de coefficient d'activité 
(NRTL, UNIQUAC, UNIFAC,…). Les fugacités en phases vapeur sont quant à elles calculées par une 
équation d'état (gaz parfait, SRK, PR,…). Ces méthodes sont utilisées pour représenter l'hétérogénéité du 
système traité et sont classiquement appelées méthodes "hétérogènes". Leur application couvre plutôt le 
domaine des basses pressions et nous rappelons qu'elles ne satisfont pas la continuité existant dans la zone 
critique entre l'état vapeur et l'état liquide.  
 ( ) ( ) LiiiiLiiiVi fxP,T,y,xPyP,T,y 0⋅⋅=⋅⋅ γφ   [ III-1] 
Où φi est le coefficient de fugacité du corps i dans la phase vapeur qui tend vers 1 lorsque P tend vers 0 ; 
et γi est le coefficient d’activité du corps pur i dans la phase liquide ; égal à 1 pour un mélange idéal. Et 
L
if
0 est la fugacité liquide du corps pur i dans l’état standard, qui en première approximation est égale à la 
pression de vapeur saturante Pi°(T). 
La seconde façon dite "homogène" applique le même modèle aux deux phases en présence, généralement 
une équation d'état, permettant ainsi d'assurer une continuité au point critique. Les équations d'état 
cubiques avec leurs règles de mélange classiques (SRK, PR, LKP,…) font partie de cette deuxième 
catégorie. Cependant, le domaine d'application de ces modèles se limite aux systèmes apolaires. 
 ( ) ( ) PxP,T,xPyP,T,y iLiiVi ⋅⋅=⋅⋅ φφ   [ III-2] 




En intégrant dans les règles de mélange des équations d'état les modèles d'enthalpie d'excès, certains 
auteurs ont réussi à réunir ces deux approches. L'appellation attribuée à ce type de modèle est l'approche 
combinée avec règle de mélange complexe.  
Il est à noter que des modèles spécifiques ont également été développés pour certains domaines 
d'application : solutions électrolytiques, acides forts, etc. … mais que leurs conditions d’application (états 
de référence, fluides particuliers) les limitent à des domaines très spécifiques. 
La procédure générale de la résolution numérique des calculs de l’opération unitaire « flash » utilise une 
méthode itérative de type Newton Raphson pour chercher les racines d’un système d’équation (Smith et 
al., 2001). Dans certains cas de flash, le système d’équation se simplifie : par exemple le flash à T et P 
consiste à résoudre l’équation de Rachford-Rice donnée par la relation suivante (Smith et van Ness, 











ii   [ III-3] 
Où w est le taux de vaporisation, zi est la composition totale du constituant i dans le mélange, et Ki est la 













==   [ III-4] 
Ensuite, les fractions molaires liquides xi, et vapeur yi sont calculées à partir de w et de Ki. Cet exemple 
simple montre qu’une des phases essentielles de l’intégration d’un nouveau modèle n’est pas de se 
concentrer sur la résolution particulière d’un modèle de flash mais simplement de fournir une expression 
du coefficient de fugacité ( )P,T,zphaseiφ  où z  est le vecteur des fractions molaires de la phase concernée. 
C. Intégration de SAFT dans Simulis® Thermodynamics 
1. Introduction des paramètres moléculaires dans l’environnement Simulis® 
 La première étape consiste à introduire les données des paramètres moléculaires SAFT des 
constituants (m, σ, ε, εassoc, κassoc) via le serveur Simulis®. Logiquement ces paramètres sont stockés dans la 
base des données intrinsèques des constituants au sein du vecteur PUR, dans les 10 éléments vides 
labellisés « propriétés utilisateurs » (voir Figure III-2). Dans le futur, on peut imaginer que sera définie une 
zone de paramètres spécifique pour chaque équation SAFT. 
L’accès à ces paramètres se fait naturellement en faisant référence à leur position dans le vecteur PUR : 
PUR(i,161) à PUR(i,170). Comme cela est décrit plus tard, nous stockons ces informations dans un 
module « molécule » intermédiaire qui a le mérite d’être plus explicite qu’un vecteur de réel dans le code 
informatique et peut se voir attribuer d’autres propriétés dans le futur. 




Le diagramme de séquence UML simplifié permettant d’accéder aux paramètres moléculaires est de la 
forme présentée dans la figure III-3. En abscisse on trouve des noms de modules, c'est-à-dire des objets 
comportant des attributs (descripteur de l’objet) et des méthodes permettant de manipuler ces attributs 
pour calculer diverses choses. Les modules sont décrits plus loin. Un diagramme de séquence dessous 
décrit les relations entre les différents acteurs. C’est une transcription du cheminement dynamique de 
l’information, ici pour rendre disponible les paramètres SAFT à destination des méthodes de calcul, de la 
fugacité par exemple. Noter que le nom de la molécule est lu mais pas stocké dans le module « molécule » 
puisqu’il n’a pas d’usage dans le code informatique de l’équation SAFT. 
 UTILISATEUR 




3: Lire _m 
4: Lire _σ 
5: Lire _ε 
6: Lire _ εassoc 
7: Lire _ κassoc 
Editeur de constituant 
MOLECULE 
8: Stocker_m 
9: Stocker _σ 
10: Stocker _ε 
11: Stocker _ εassoc 
12: Stocker _ κassoc 
 
Figure  III-3. Diagramme UML de lecture dans Simulis® Thermodynamics des paramètres moléculaires 
SAFT  
2. Forme mathématique de SAFT – Original 
 Dans le chapitre II nous avons donné un aperçu général des équations de type SAFT, en exprimant 
la propriété thermodynamique de base qui est l’énergie libre d’Helmholtz en fonction du volume molaire 
et de la température. Le but de ce paragraphe est de donner la relation entre les propriétés 
thermodynamiques nécessaires pour le calcul d’équilibre liquide – vapeur à savoir le coefficient de fugacité, 
la compressibilité et le potentiel chimique, et aussi on donnera leurs relations analytiques avec l’énergie 
d’Helmholtz.  




Rappelons que l’équation générale de SAFT s’écrit sous la forme d’une expression de l’énergie libre de 
Helmoltz sommant différentes contributions attribuées d’une part aux segments formant les molécules, 
d’autre part à la constitution des liaisons entre ces segments pour former la molécule, enfin à l’association 
éventuelle s’il existe des sites d’association sur les molécules (ex. formation de liaison hydrogène) :  
 assocchainesegidres aaaaaa ++=−=   [ III-5] 
a. Coefficient de fugacité  
 Le coefficient de fugacité requis dans l’expression de la constante d’équilibre entre phases est 
obtenu par l’application de la relation suivante :  
 ( ) ( ) ZlnRTP,TP,TlnRT resii −= µφ   [ III-6] 
Où Z le facteur de compressibilité et µres le potentiel chimique résiduel sont calculés par les relations ci-
dessous.  
b. Facteur de compressibilité  
 La pression est calculée par la relation pour un gaz réel :  
 ZRTPv =    [ III-7] 


























−=    [ III-8] 
Nous allons développer chaque terme (segments, chaîne et association) de l’équation SAFT pour déduire 
celle de Z. Cette démarche sera appliquée pour toutes les autres propriétés.  
Les propriétés thermodynamiques selon le modèle SAFT s’écrivent en général à partir de l’expression des 
termes résiduels, sous la forme de la somme des contributions de segments, chaîne et association :  
 assocchainesegidres ZZZZZZ ++=−=    [ III-9] 
avec Zid = 1, pour le gaz parfait.  
i. Contribution des segments 
 La contribution des segments est celle-ci : 
 ( ) ∑⋅−+=
i
ii
segseg mxZZ 11 0    [ III-10] 
Avec  dishsseg ZZZ 000 +=   [ III-11] 



















η =  [ III-12] 
η est la compacité qui est équivalente à une grandeur densité sans dimension (v*/v, v* étant le volume dans 
les conditions d’empilement compact). η est proche de l’unité à pression infinie et vaut 0 à pression nulle. 
m étant le nombre de segments qui forment la chaîne 
d est le diamètre dépendant de la température déduit par la théorie de Barker-Henderson (1967) pour un 















T BR =  la température réduite. 




















Z   [ III-14] 
 ( ) ( ) ( )[ ]3201 285104212682354244259598 RRRRdisp ,,,,Z ρρρρ +−−−=  [ III-15] 





ηρ =R  qui est la densité réduite. 
ii. Contribution chaîne :  
 La contribution du terme de chaîne au facteur de compressibilité est proportionnelle au nombre des 
m – 1 liaisons entre les m segments et est donnée par la relation : 















−=∑ ρρ1   [ III-17] 
Où ρ est la densité molaire des molécules (mol/m3), inverse du volume molaire. Selon l’expression de 
Boublik (1970), pour i et j distincts 








































dgdg    [ III-18] 



































dgdg    [ III-19] 
Avec  





































































 [ III-20] 
La grandeur ζl , l = 1, 2 ou 3 est estimée de la manière suivante :  













ρpiζ   [ III-21] 
iii. Contribution associative :  
 La contribution associative au facteur de compressibilité est donnée par la relation dérivée de la 


































































































































































 [ III-24] 
L’expression de la force d’association entre un site A sur une molécule i et un site B sur une molécule j est  































κ  [ III-25] 

































































13  [ III-26] 
Où  






( ) ( ) ( )








































































































il  [ III-27] 
Les deux paramètres décrivant l’association sont donc l’énergie d’association kjBAε  et le volume 
d’association kjBAκ . 
c. Potentiel chimique  
 Le potentiel chimique résiduel s’écrit lui aussi sous la forme d’une somme de diverses 
contributions. 
 ( ) associchainisegiidiiresi P,T µµµµµµ ++=−=   [ III-28] 
i. Contribution des segments :  













































































 [ III-29] 
Avec 
( )












































  [ III-31] 
avec [ ]321 285102126825424459598 RRRRdisp ,,,,a ρρρρ +−−−=  [ III-32] 









































⋅+=  avec m = 1, soit f(m) = 0,0010477. 




ii. Contribution chaîne :  
 La contribution due à la formation des m - 1 liaisons (chaîne) entre les m segments est exprimée par 
l’équation suivante :  





























ρµ 11  [ III-35] 
Où la dérivée de la fonction de distribution des sphères dures est donnée par :  
( )
( ) ( ) ( ) ( )












































































ik  [ III-36] 
iii. Contribution associative :  





























































ρµ   [ III-37] 
Pour plus détail nous invitons le lecteur à consulter la publication de W. Chapman et al. (1990). 
3. Diagrammes UML et algorithmique de code SAFT  
a. Diagramme de classe 
 La Figure III-4 présente le diagramme de classe général du code SAFT. On distingue 4 parties 
principales : 
• La partie SIMULIS® qui représente l’interface avec Simulis® Thermodynamics, la bibliothèque de 
modèles thermodynamiques, les méthodes de résolution de flash, la base de données de corps purs. 
• La partie MOLECULE qui est la transcription explicite d’informations contenues dans le vecteur 
PUR de Simulis®, notamment les paramètres SAFT des corps purs 
• La partie SAFT contenant les équations mathématiques de SAFT avec leurs différentes contributions 
(segment, chaine, association, …) 
• La partie MATHS concernant la résolution numérique pour déterminer le volume molaire 
correspondant à la phase désirée suivant l’initialisation indiquée. Le volume molaire permet ensuite de 
calculer le facteur de compressibilité Z, le coefficient de fugacité et le potentiel chimique. 
 
































































Calculer ϕ selon choix 
modèle thermo ϕSAFT 
Calcul Flash 
 
Calculer T ou P de  










 Figure  III-4. Diagramme de classe de l’intégration de l’équation SAFT dans Simulis® 




b. La partie SIMULIS® 
 La partie SIMULIS® n’en est pas une dans la mesure où l’utilisation du modèle SAFT se fait au 
sein du serveur SIMULIS®. Il décrit simplement les éléments et méthodes de SIMULIS® requises pour 
l’équation SAFT.  
Les arguments d’entrée – sortie du modèle SAFT se trouvent dans les arguments de la routine SAFT 
(subroutine BSAFTORIGFM), dans la bibliothèque de modèles thermodynamiques et, historiquement 
dans une zone mémoire commune (zcommune.h) : 
Paramètres d’entrée : 
• Les paramètres moléculaires via le module MOLEC_PARAMS de la partie MOLECULE qu’on va 
détailler ci-dessous,  
• Le choix du modèle thermodynamiques qui se fait via la variable ICODE ;  
Paramètres de sortie :  
• Coefficients de fugacité ϕ (modèle thermodynamique) 
Le diagramme de séquence utilisé pour l’appel de l’équation SAFT à l’intérieur de Simulis® 
Thermodynamics est donné par la figure III-5. 
 UTILISATEUR 
1: Choix_constituants 
SIMULIS THERMODYNAMICS MODELE SAFT  
2: Choix du modèle thermo 
3: Calcul flash LV 
4: Appel BSAFTORIGFM 
5: Renvoi des coefficients de fugacité 
 
Figure  III-5. Diagramme de séquence d’appel de l’équation SAFT dans Simulis® 




c. La partie MOLECULE 
  C’est la partie du code qui contient le module MOLEC_PARAMS où les informations qui 
concernent les valeurs des paramètres moléculaires de SAFT des constituants purs sont stockées. Il 
contient principalement un type dérivé appelé CONSTITUANT qui est défini par des attributs qui sont 
les paramètres moléculaires de l’équation SAFT à savoir : m, σ, ε, εassoc, κassoc.  
La première raison pour définir un tel type dérivé est d’avoir une description explicite des constituants au 
sein de serveur thermodynamique Simulis® Thermodynamics en permettant par exemple de faire 
référence à la valeur de sigma par « Molecule(i)%sigma » au lieu de « PUR(i,162) ». 
Comme l’on a vu auparavant, les paramètres moléculaires sont lus via l’intermédiaire de ‘user properties’ de 
Simulis® Thermodynamics et puis stockés dans un vecteur type dérivé appelé explicitement 
CONSTITUANT  
Le diagramme de classe du module MOLEC_PARAMS.F90 est donné dans la figure suivante :  
 
MOLEC_PARAMS 
Nom : Nom de la molécule 
m : Longueur de chaîne 
σ : Diamètre des segments 
ε : Energie des segments  
εassoc : Energie d’association 





Lire_κassoc ()  
 
Figure  III-6. Diagramme du classe de module qui décrit les constituants 
La déclaration d’un type CONSTITUANT permet de manipuler de façon claire dans le reste du code les 
informations qui concernent les corps purs. Dans notre cas présent, il s’agit des paramètres SAFT, m, σ, ε, 
εassoc, κassoc. Mais aussi c’est un type qui est expansible et pourrait contenir de nombreuses informations, 
comme par exemple l’attribut « nom » ; une chaine de caractère ; que nous avons déclaré mais pas utilisé. 
Korichi et al., (2008) ont récemment décrit une structure de l’information conformationnelle des molécules 
sous forme de graphes moléculaires : formule brute, formule développée, agrégation de groupes 
élémentaires, agrégation de groupes basiques, agrégation de groupes composés, coordonnées 
tridimensionnelles sont ainsi décrites par des graphes expansibles. pouvant être exploitée pour la 
décomposition automatique des corps purs en groupes. Cette expansivité possible du type constituant 
constitue la deuxième raison pour laquelle nous l’avons défini. 




 La structure de code de calcul est conçu d’une manière modulaire et générique dans l’objectif 
d’intégrer facilement les autres équations de type SAFT. Le détail de la structure de code de calcul SAFT-
O est donné en annexe II. 
d. La partie SAFT 
La partie SAFT contenant les équations mathématiques des différentes contributions de SAFT . 
e. La partie MATHS 
La partie MATHS concernant la résolution numérique pour déterminer le volume molaire correspondant 
à la phase désirée suivant l’initialisation indiquée. Le volume molaire permet ensuite de calculer le facteur 
de compressibilité Z, le coefficient de fugacité et le potentiel chimique. 
Plusieurs tests préliminaires nous ont fait choisir d’initialiser avec un état physique phase vapeur, pour 
garantir la convergence systématique vers le bon état physique. 
 
D. Validation du code SAFT_O 
 Plusieurs travaux (Müller et al. 2001) ont montré l’aptitude des équations d’état SAFT à prédire les 
mélanges d’alcanes linéaires avec des écarts relativement faibles en dehors de la zone critique du mélange.  
1. Exemples de calcul de binaires alcane -alcane 
 Les mélanges d’alcanes sont souvent rencontrés dans l’industrie plus précisément l’industrie 
pétrochimique. Si les deux composés sont dans des conditions sous-critiques, les mélanges sont quasi-
idéaux. Sur la figure ci-dessous on représente un exemple de calcul isobare pour le mélange n-butane / n-
octane et isotherme pour le mélange n-hexane / n-octane.  
   
  
a) b) 
(○) données expérimentales Equation -SAFT Equation SRK  
Figure  III-7. Calcul d’équilibre liquide –vapeur. a) mélange n-butane/n-octane à 2,07 MPa (données de 
Kay, W. B.; Genco, J.; Fichtner, D. A. J. Chem. Eng. Data 1974, 19, 275). b) mélange Hexane/Octane à 
328,15K. (données de Kirss H., Kudryavtseva L. S., Eizen O. G., Eesti NSV Tead. Akad. Toim Keem. 
Geol., 24 (1) (1975) 15). 




Les résultats obtenus entre les deux équations d’état concordent bien et sont en accord avec les données 
expérimentales. Des écarts apparaissent cependant entre SRK et SAFT-O, dus à la différence des valeurs 
prédites pour les corps purs. Mais globalement, pour de tels mélanges peu polaires, les équations de type 
SAFT et les équations cubiques sont globalement équivalentes. 
Le cas d’un mélange binaire de type ’alcane léger/ alcane lourd’ est plus délicat, en particulier au voisinage 
du point critique du mélange. Il a été constaté dans la littérature que c’est généralement l’équation SAFT 
qui s’approche le mieux des données expérimentales (Tamouza et al. 2004). Nous représentons dans la 
figure ci-dessous un exemple de calcul d’un mélange n-butane / n-décane à 510,93K. On voit que la 
représentation de la pression de bulle par les deux équations diffère à partir d’une certaine pression.  
 
 





Figure  III-8. Calcul d’équilibre liquide –vapeur du mélange butane/décane à 510,93.15K. (données de 
Reamer H. H., Sage B. H., J. Chem.Eng. Data., 9 (1964) 24).. 
E. Validation avec l’équation d’état SAFT pour les corps purs 
 Nous présentons dans cette section les résultats de calcul d’équilibre liquide – vapeur des corps 
purs obtenus par l’équation SAFT originale (Chapman et al. 1989). 
1. Les n-alcanes 
 La famille des n-alcanes a été choisie à cause de sa relative simplicité moléculaire, ainsi que de 
l’importance industrielle que présente cette famille chimique dans le domaine de la pétrochimie. Ils sont 
constitués principalement de groupements CH2 avec deux groupements CH3 aux deux extrêmes de 
chaque molécule (Figure III-9).  











Figure  III-9. Représentation d’une molécule d’alcane linéaire, le n-pentane. 
Du point de vue de la modélisation avec l’équation SAFT cette famille est décrite comme une chaîne de 
sphères homo-nucléaire, modélisée par un nombre de m segments d’un diamètreσ, et d’une énergie 
d’interaction ε (figure III-10). Les valeurs des paramètres moléculaires sont présentées dans le tableau III-
1, on note que ces paramètres sont tirés de la littérature plus spécialement des travaux de thèse de S. 
Tamouza (2004). Leur détermination a été définie par l’approche de la minimisation de la fonction 
objective en fonction des données thermodynamiques de densité liquide vliq et pression de vapeur 






























































Figure  III-10. Schéma de modèle des n-alcanes par le SAFT 
Comme on peut le constater, les données expérimentales sont cruciales en modélisation, non seulement 
pour ajuster les paramètres, mais aussi pour valider les résultats obtenus par le modèle.. Les données 
expérimentales qu’on a utilisées lors de la présentation des résultats de calculs proviennent de la base de 
données DIPPR (Design Institute for Physical Property Data).  
Le domaine de température dans lequel on a sélectionné les données DIPPR sont comprises dans un 
ensemble de l’intervalle [0,4Tc, 0,9Tc]. Cet intervalle correspond quasiment à l’ensemble de la courbe de 
saturation à l’exception du point critique ou l’équation SAFT, comme toutes les équations d’état n’arrive 
pas à représenter l’applatissement des courbes liées aux fluctuations de densités à l’approche de point 
critique (voir le chapitre IV sur la modélisation du système CO2 +NO2 / N2O4 en conditions 
supercritiques). Le point triple est inclus dans la courbe de saturation des corps purs.  















n-Méthane 90-130 1,00 3,76 146,6 1,57 1,34 
n-Ethane 130-300 1,81 3,39 165,0 1,60 1,73 
n-Propane 151-336 2,24 3,46 179,5 1,46 1,59 
n-Butane 175-420 2,63 3,51 190,9 2,24 1,38 
n-Pentane 188-463 3,16 3,49 193,4 2,32 1,85 
n-Hexane 208-503 3,78 3,44 192,8 3,1 2,26 
n-Heptane 218-538 4,21 3,46 196,6 2,68 2,57 
n-Octane 231-561 4,71 3,45 198,1 3,01 2,67 
 
Table III-1 : Les paramètres moléculaires de la famille des n-alcanes (C1 au C8) (Tamouza et al. 2004) 
Les données de calcul SAFT fournis par le code SAFT de la famille des n-alcanes sont représentées dans 
la figure III-31. Elle montre la coexistence de la phase liquide et vapeur (densité, et pression de vapeur 
saturante respectivement figure III-11a et figure III-11b) des huit premiers constituants de la famille des 
n-alcanes. Comme le montre la figure III-11 les résultats de prédiction de l’équation SAFT sont excellents 
à l’exception de la région proche du point critique.  
 
a) b) 
(○) Données NIST 2007 Equation -SAFT 
  
Figure  III-11. Equilibre liquide vapeur de la famille des n-alcanes. a) diagramme température-densité, b) 
diagramme pression-température. 




Comme cela a été fait dans des travaux précédents concernant la modélisation des n-alcanes, 1-alcools, les 
perfluoralkanes avec le soft-SAFT (Llovell et al. 2004, et Pedrosa et al. 2004), les paramètres moléculaires 
des n-alcanes avec l’approche SAFT peuvent être corrélés en fonction de la masse moléculaire, une 
visualisation de ces corrélations est donnée dans la figure III-12. Le coefficient de corrélation pour les 
trois courbes (m, mσ3, mε/kB) est supérieur à 0,98, laissant présager un excellent pouvoir d’extrapolation 
des équations SAFT pour des familles homologues (voir aussi le chapitre V sur la modélisation de la 
famille des nitriles avec soft-SAFT).  
 
Figure  III-12. Présentation graphiques linéaires des paramètres moléculaires pour la famille des n-alcanes 
Les corrélations sont exprimées selon les équations suivantes : 
 5592003670 ,M,m W +=   [ III-39] 
 03352944913 ,M,m w +=σ   [ III-40] 
 5704585677 ,M,k/m WB +=ε   [ III-41] 
2. Les 1-alcools  
 La famille des alcools a un grand intérêt du point de vue d’applications industrielles et académiques. 
Les alcools sont utilisés en industrie comme solvants, carburants. Comme exemple méthanol et l’éthanol 
brûlent sans autant de rejets de gaz à effet de serre que le diesel ou l’essence. De plus l’éthanol est 
caractérisé par sa faible toxicité et son pouvoir de dissolution des substances non polaires. Il est aussi 
utilisé comme solvant dans les applications médicales, parfumeries.  
Du point de vue théorique, les alcools sont considérés comme des fluides associatifs du fait de la présence 
de groupe hydroxyle (figure III-13). Pour cette raison ils sont caractérisés par un point d’ébullition plus 
élevé que celui des n-alcanes.  











Figure  III-13. Représentation réelle d’une molécule d’alcool. 
 
Suivant les travaux de plusieurs auteurs, la famille des alcools est modélisée avec l’équation SAFT avec un 
terme associatif où l’on voit apparaître les deux paramètres (εassoc, κassoc) caractérisant le phénomène 
d’association. Pour ce type de molécules, le modèle à trois sites d’association 3B est estimé le plus 
rigoureux [Huang et al. 1990]. C’est celui que nous choisirons aussi dans ce travail. Le schéma du modèle 






Figure  III-14. Modèle SAFT d’une molécule d’alcool. 
Ce modèle 3B représente trois sites associatifs notés par les lettres A, B et situés sur l’atome d’Oxygène 










Figure  III-15. Type d’association 3B d’une molécule d’alcool. 
Huang et al. 1990et al. ont fait la supposition suivante :  
  Les forces d’interactions d’association entre les sites identiques sont nulles c.-à-d. interactions entre 
les sites localisés entre Oxygène-Oxygène et Hydrogène-Hydrogène sont nulles (AA, AB, BB et 
CC sont nulles). La seule interaction autorisée est celle entre un site situé sur l’Oxygène et un site 








        [ III-42] 
La fraction molaire de la molécule d’alcool non associée se calcule par la formule analytique suivante :  






















     [ III-43] 
Les valeurs des paramètres moléculaires sont représentées dans le tableau III-2. Elles montrent un sens 
physique (taille de la chaîne m qui augmente en fonction du nombre de carbones ainsi que la taille σ qui 
manifeste le même comportement). A partir d’un certain nombre de carbone, plusieurs auteurs ont 
rapporté que la taille des segments σ atteint un palier horizontal, en raison du très grand nombre de 
groupement CH2 qui est très élevé par rapport au groupement CH3 (égale à 1, dans le cas des alcools 
linéaires).  
De nouveau, il est possible de corréler linéairement les paramètres de longueur de chaîne m et l’énergie ε, à 
l’exception du premier constituant (méthanol) et de l’octanol. Le comportement des premiers constituants 
d’une série homologue est souvent particulier, comme cela a été noté pour la régression des paramètres 
UNIFAC (Fredenslung et al., 1977). Pour l’octanol, les paramètres de Tamouza ne sont pas optimisés 

















Méthanol 220-500 3,51 2,44 154,4 1805,4 0,173 1,32 2,54 
Ethanol 243-514 2,82 2,90 186,9 2127,1 0,031 1,31 1,54 
1-Propanol 273-537 3,44 3,03 194,0 2059,0 0,022 1,36 1,65 
1-Butanol 296-563 3,72 3,16 205,1 2165,7 0,012 1,34 2,38 
1-Pentanol 287-573 4,28 3,17 204,1 2069,4 0,015 1,62 1,54 
1-Hexanol 310-603 4,54 3,30 200,9 2072,3 0,030 2,10 1,26 
1-Heptanol 316-603 5,72 3,17 196,0 2097,4 0,016 1,68 1,53 
1-Octanol 293-549 3,92 3,81 244,4 2718,3 0,003 2,21 1,67 
 
Table III-2 : Les paramètres moléculaires de la famille des 1-alcools (C1 au C8) (Tamouza et al. 2004) 
La figure III-16 présente l’enveloppe de phase (densité et pression de vapeur) pour les huit premiers 
constituants des n-alcools, l’accord entre les résultats de prédiction de l’équation SAFT avec les données 
DIPPR est très bon. 







(○) Données NIST 2007 Equation -SAFT 
  
Figure  III-16. Equilibre liquide vapeur de la famille des 1-alcools. a) diagramme température-densité, b) 
diagramme pression-température.  
 
Figure  III-17. Présentation graphiques linéaires des paramètres moléculaires pour les 1-alcools 
Les corrélations sont exprimées selon les équations suivantes : 
 0516103750 ,M,m W +=    [ III-44] 
 47443541813 ,M,m w +=σ    [ III-45] 
 401807857 ,M,k/m WB +=ε    [ III-46] 
3. L’eau 
 Plusieurs modèles hypothétiques pour modéliser l’eau ont été développés dans l’objectif de 
découvrir sa structure (Wallqvist et al. 1993). On reprend les paramètres moléculaires donnés dans les 




travaux de thèse de Tamouza et al. (2004). Le modèle contient quatre sites d’association (figure III-18). Les 



















Figure  III-19. Localisation des sites d’association dans les atomes d’Hydrogène et d’Oxygène 
 
 
molécule m σ  (Ǻ) ε/kB (K) εHB/kB (K) κHB (Å3) 
Eau 2,65 2,07 151,3 1515,0 0,432 
 
Table III-3: Les paramètres moléculaires de l’eau 
La fraction des sites d’association est donnée par l’équation suivante :  
 
0=∆=∆=∆=∆=∆=∆ DDCDCCBBABAA        [ III-47] 
















(○) Données NIST 2007 Equation -SAFT 
  





Figure III-20: Equilibre liquide vapeur de l’eau. a) diagramme température-densité, b) diagramme 
pression-température. 
Une grande famille de constituants chimiques ainsi que leurs mélanges sont modélisés avec l’équation 
SAFT (Huang et al. 1990). L’objectif de la partie qui suit est de donner une méthodologie pour 
l’intégration de l’équation SAFT au sein de serveur de propriétés thermodynamiques Simulis 
Thermodynamics®. 
 
F. Conclusion  
 Aujourd’hui, les environnements de simulation à base de composants ouvrent de nouveaux 
horizons dans l’étude des procédés. Nous avons validé à travers ce chapitre le code de calcul SAFT conçu 
au Laboratoire de Génie Chimique en calculant l’équilibre liquide- vapeur des constituants. Nous avons 
présenté au cours de ce chapitre les fonctionnalités de base du serveur de propriétés thermodynamiques 
Simulis® Thermodynamics. Nous avons ensuite donné une description mathématique détaillée de 
l’équation SAFT et une méthodologie d’intégration de cette équation dans l’environnement de Simulis® 
Thermodynamics. Nous présentons aussi la base de donnée DIPPR et la méthodologie de stockage des 
données de l’équation SAFT plus spécialement les paramètres moléculaires des constituants.  
 
















Chapitre IV.  Modélisation de l’équilibre liquide – vapeur et 
d’association du système NO2 / N2O4 et son mélange avec le CO2 
 
Les travaux de ce chapitre ont été présentés à deux congrès internationaux  
• A. BELKADI, V. GERBAUD, M. HADJKALI, X. JOULIA, L.F. VEGA, F. LLOVELL Application 
of the Statistical Associating Fluid Theory (SAFT) for the calculation of the vapour-liquid equilibrium: 
Modeling of the N2O4-NO2 reacting system. Actes du congrès “Thermodynamics 2007” (Rueil 
Malmaison, France, 25-27/09/07), 2007 
• A. BELKADI, V. GERBAUD, L.F. VEGA. Crossover soft-SAFT modelling of the 
CO2+NO2/N2O4 mixture. Actes du congrès “EMSCF 11” (Barcelona, Espagne, 04-07/05/08), 
2008  
et publiés sous la forme d’un article :  
• A. BELKADI, F. LLOVELL, M. K. HADJ-KALI, V. GERBAUD, L.F. VEGA. Modeling the vapor 
– liquid equilibrium and association of nitrogen dioxide / dinitrogen tetroxide and its mixtures with 
carbon dioxide. http://dx.doi.org/10.1016/j.fluid.2008.01.026 . Fluid Phase Equilibria, 266(1-2), 154-
163, 2008 
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Chapitre IV. Modélisation de l’équilibre liquide – vapeur et 
d’association du système NO2 / N2O4 et son mélange avec le CO2 
 L’objectif de ce chapitre est d’utiliser une équation SAFT pour décrire l’équilibre liquide – vapeur et 
d’association du système CO2 + NO2 / N2O4. La prédiction de l’équilibre liquide – vapeur de ce mélange 
est d’une importance majeure pour accéder à l’estimation des quantités de monomères de NO2 dans le 
milieu solvant CO2 supercritique + NO2 / N2O4. Un tel mélange constitue le milieu réactif dans un 
procédé novateur où des polymères biodégradables utilisables dans le domaine pharmaceutique sont 
obtenus à travers l’oxydation de macromolécules végétales (Vignon et al. 2004). L’agent oxydant supposé 
est le monomère NO2 mais sa mesure expérimentale dans le milieu réactif mélangé au CO2 n’existe pas 
actuellement ce qui constitue un frein à une optimisation des conditions opératoires du procédé. 
L’objectif du travail présenté dans ce chapitre est d’acquérir une connaissance précise des propriétés 
thermodynamiques et de solvatation du mélange réactionnel CO2+NO2/N2O4. Cela afin de définir des 
conditions opératoires optimales du procédé pour contrôler les propriétés des biomatériaux selon chaque 
application médicale spécifique. Pour pallier au manque de données, nous utiliserons l’équation SAFT, 
plus précisément l’équation Soft-SAFT est développée par Vega et al. (1997) depuis 15 ans, décrit les 
interactions moléculaires et permet l’étude des molécules complexes. Sa base théorique a permis 
l’application à de nombreux systèmes d’intérêt industriel. 
Dans ce chapitre, les résultats concernant la modélisation de l’équilibre liquide – vapeur du corps purs 
CO2 et le système réactif NO2 / N2O4 et leurs isothermes à différentes températures sont présentés. Le 
chapitre est divisé en trois volets. Le premier volet concerne des généralités sur les fluides supercritiques et 
leurs applications industrielles majeures. Le second volet détaille quelques approches utilisées pour 
modéliser la région critique, et en particulier la méthode de renormalisation de groupe (Wilson, 1971) sur 
laquelle se base l’équation soft-SAFT avec crossover qui est employé finalement. Enfin le troisième volet 
présente les résultats de simulation avec l’équation soft-SAFT avec le traitement crossover pour la région 
critique. 
A. Les fluides supercritiques et applications 
1. Quelques applications 
  L’existence d’un état supercritique fut découverte par le Baron Cagniard de la Tour en 1822 qui 
constata la disparition de la frontière entre les phases gaz et liquide de certaines substances chauffées en 
milieu fermé. La figure V-1 présente quatre photographies de l’équilibre entre la phase liquide et vapeur du 
dioxyde de carbone. Sur la première image (figure V-1a) les deux phases liquide et vapeur du CO2 sont 
facilement observables et bien séparées. Avec l’augmentation de la température, la ligne ou l’interface qui 
sépare les deux phases commence à disparaitre (figure V-1b). En continuant à augmenter la température, 
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les deux phases liquide et vapeur deviennent similaires tandis que l’interface est à peine localisable (figure 
V-1c). A une température encore supérieure, la distinction entre les deux phases n’est plus visible. Cet état 





Figure  IV-1. Images de transitions de l’équilibre liquide- vapeur jusqu'à l’état supercritique pour dioxyde 
de carbone (image extraite de site http://chem.leeds.ac.uk/People/CMR/criticalpics.html.) 
En 1879, le pouvoir solvant des fluides supercritiques fut décrit par Hannay et Hogarth (1879) qui 
observèrent la solubilité élevée de l’iodure de potassium dans l’éthanol supercritique (Tc=243°C et Pc=63 
atm) et montrèrent que la réduction de la pression provoquait la précipitation du sel à partir du fluide 
homogène. Une des applications les plus connues au niveau industriel est l’extraction par fluide 
supercritique (EFSC) comme la décaféinisation de grains de café proposée en 1971. En 1989, l’agence 
américaine de protection de l’environnement lança un programme de développement des méthodes EFSC 
en vue de diminuer de 95% la consommation de solvants organiques chlorés.  
La technologie utilisant les fluides supercritiques suscite actuellement beaucoup d’intérêt dans différents 
domaines : industriel, pharmaceutique et agroalimentaire, notamment avec l’avènement de technologies 
fiables pour étudier ces fluides (Cansell et al. 1998). L’intérêt majeur de ces milieux réside dans la 
possibilité de moduler et d’ajuster continuement leurs propriétés physico-chimiques, de l’état gazeux à 
l’état liquide (masse volumique, propriétés de transports, …). Le récent symposium 11th EMSCF 2008 à 
Barcelone (onzième European Meeting on Super Critical Fluids) montre bien que les applications sont très 
diverses, dans les applications pharmaceutiques, dans les procédés de la cristallisation, solubilité des 
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liquides ioniques dans les fluide super critiques, …etc. Les résultats de ce chapitre ont d’ailleurs été 
présentés dans ce symposium.  
Les procédés mettant en œuvre les fluides supercritiques sont divers et d’un intérêt grandissant dans de 
nombreux secteurs tels que la pharmacie, la parfumerie, l’agroalimentaire (extraction d’aromes, caféine, ..), 
la chimie (synthèse de polyéthylène basse densité, élaboration de matériaux), la pétrochimie et 
l’environnement (destruction de déchets organiques, valorisation) (Akgerman et Madras, 1994 ; Lentz et 
Mormann. 1992). 
Ainsi, de nombreuses études concernant l’application des fluides supercritiques à la technologie des 
polymères ont été menées depuis les années 80 (Mc Hugh et Krukonis, 1989). Ceux-ci sont utilisés soit 
comme milieu réactionnel de polymérisation, soit pour imprégner ou recristalliser des polymères. Ils sont 
aussi employés pour extraire des impuretés, présentes dans le milieu réactionnel (solvant, catalyseur, ..) ou 
fractionner des matériaux macromoléculaires. Les premiers fractionnements de polymères par un fluide 
supercritique datent de 1945 lorsque Krase (1945) a mis au point un procédé pour séparer un échantillon 
de polyéthylène en plusieurs fractions monodisperses.  
Parmi les solvants supercritiques le dioxyde de carbone CO2 est considérée comme un fluide supercritique 
à fort potentiel applicatif car ses propriétés critiques (température TC, pression PC et masse volumique 
critiques ρC) sont faibles et peuvent être atteinte par un faible effort énergétique (Tc = 31,2 °C, 
Pc = 7.38 MPa) comparé à d’autres fluides présentés dans la table IV-1. 
Fluide Tc (°C) Pc (MPa) ρc (kg.m-3) 
Dioxyde de Carbone 31,2 7,38 468 
Dioxyde de Nitrogène 36,4 7,24 457 
Ammoniaque 132,4 11,29 235 
Eau 374,1 22,1 317 
Ethylène 9,5 5,06 220 
Ethane 32,5 4,91 212 
Propane 96,8 4,26 225 
n-Pentane 196,6 3,37 232 
Cyclohexane 279,9 4,03 270 
Benzène 289,5 4,92 304 
Toluène 320,8 4,05 290 
Méthanol 240,0 7,95 275 
Ethanol 243,1 6,39 280 
Acétone 235,0 4,76 273 
 
 Table  IV-1. Les propriétés critiques de quelques solvants industriels (Cansell et al. 1998) 
Nous nous intéressons dans ce travail à une application industrielle qui consiste à modéliser le système 
CO2 supercritique en présence de milieu réactionnel NO2/N2O4 dans un procédé d’oxydation de 
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macromolécules végétales. Le Laboratoire de Génie Chimique (LGC, Toulouse) a breveté un nouveau 
procédé d'oxydation de polysaccharides par voie chimique. Pour produire de nouveaux matériaux bio-
compatibles à des fins médicales (Vignon et al. 2004). Ce procédé en réacteur discontinu sous haute 
pression consiste à oxyder les groupements hydroxyles des unités glucosiques de la cellulose et plus 
généralement des polysaccharides par le dioxyde d’azote (NO2), en utilisant le dioxyde de carbone (CO2) 
sous haute pression comme solvant de réaction. L’usage du CO2 est une alternative remarquable aux 
solvants actuels peu biocompatibles (perfluorés en particulier) et plus onéreux. Les études préliminaires du 
procédé montrent que les propriétés de la cellulose oxydée dépendent des conditions opératoires et du 
mélange solvant CO2 / réactif NO2N2O4. Le produit fini, la cellulose oxydée, est un matériau bio-
résorbable qui a beaucoup d’applications dans la chirurgie. Malgré ses applications potentielles, il manque 
une connaissance précise des propriétés thermodynamiques du milieu réactionnel, vitale pour envisager 
une optimisation plus poussée du procédé. Ce manque est dû, d’une part, aux risques associés aux mesures 
expérimentales (à cause de la toxicité et corrosivité du NO2), et d’autre part à la pauvre précision des 
méthodes théoriques disponibles pour faire des calculs sur des mélanges réactionnels aussi complexes. 













Figure  IV-2. Représentation bidimensionnelle (pression, température) du diagramme de phase du CO2 
(adapté de http://www.chemguide.co.uk/physical/phaseeqia/phasediags.html) 
 L’état d’un composé peut être décrit par trois variables d’état, la pression (P), la température (T), et 
le volume (V), reliées entre elles par une équation d’état f ( P, T, V ) = 0. La représentation du diagramme 
pression température dans la figure IV-2 illustre les différents états physiques de CO2 (solide, liquide et 
gazeux) en fonction de la pression et de la température. A chaque point de cette figure, correspond un état 
du système. Les trois états gaz (G), Liquide (L), solide (S) sont séparés par des domaines de coexistences 
solide – gaz, liquide – gaz et solide – liquide identifiés sur le diagramme par les courbes de saturation. 
L’intersection des trois courbes de saturation se produit au point triple (5,11 MPa et -56,6 °C pour le 
CO2). La courbe de saturation liquide – gaz se termine au point critique (7,38 MPa et +31,2 °C pour le 
Chapitre IV. Modélisation du système NO2 / N2O4 et son mélange avec le CO2 
 
 87 
CO2). Par définition, l’état supercritique est caractérisé par la disparition de l’interface séparant l’état 
liquide et l’état gazeux au-dessus d’une certaine température et d’une certaine pression. 
B. Modélisation de la région critique  
 La modélisation de la région critique revêt une importance particulière au vu des nombreuses 
applications des fluides supercritiques concernés. Les observations expérimentales (Baron Cagniard de la 
Tour en 1822 et la figure IV-1) et les résultats de simulations moléculaires (Frenkel et Smith 1996 ; Hadj-
Kali, 2004) confirment que pour tout corps pur il existe des fluctuations de densité dans la région critique, 
bien visible au dessus de la température réduite TR = T/Tc = 0,95. Leur origine est attribuée à des 
fluctuations causées par des corrélations à longues distances entre les molécules qui provoquent des 
singularités des propriétés thermodynamiques des fluides difficilement modélisables par les équations 
d’état classiques analytiques.  
Parmi les approches pour la modélisation des équilibres liquide – vapeur, l’approche dissymétrique  une 
équation d’état pour la phase vapeur, un modèle de coefficient d’activité pour la phase liquide ne peut 
converger au point critique et est à rejeter pour modéliser ce phénomène (Vidal, 1997). L’approche 
symétrique ; avec une même équation d’état employée pour les phases liquide et vapeur converge au point 
critique mais hélas surestime très largement celui-ci notamment pour la température (de l’ordre de 20 °C). 
Comme toute équation d’état, les équations de type SAFT sont incapables de décrire seule correctement 
les propriétés thermodynamiques quand on est proche de la région critique.  
Dans cette section, nous présentons différentes approches utilisées pour modéliser la région critique.  
1. Régression des paramètres moléculaire de l’équation soft-SAFT  
 Dans le cas de l’équation soft-SAFT des tentatives pour résoudre le problème ont été menées en 
définissant un jeu de paramètres moléculaires pour que le point critique des corps purs soit bien calculé 
(Blas et Vega., 1998b ; Jackson et McCabe, 1999 ; Pàmies et Vega, 2002). 
La procédure suivie par Pàmies et Vega (2002) consiste d’abord à trouver des paramètres de l’équation 
soft-SAFT capables de prédire deux propriétés critiques de l’hexane, parmi les trois propriétés (Tc, Pc et ρc), 
et ensuite à tester les paramètres pour la prédiction de la troisième propriété critique et pour prédire 
l’ensemble de la courbe de coexistence de la phase liquide et vapeur. Les jeux de paramètres utilisés dans 
cette procédure sont présentés dans la table IV-2 tandis que les diagrammes température – densité et 
pression – température sont présentés sur la figure IV-3.  




Modèle m σ (Ǻ) ε/kB (K) 
Propriétés 
critiques à prédire 
Jeu Original (Pamiès et al., 2002) 2,832 3,929 254,4 - 
Jeu 1 (Pamiès et al., 2002) 2,821 3,780 239,2 Tc, ρc 
Jeu 2 (Pamiès et al., 2002) 2,821 4,093 239,2 Tc, Pc 
 
Table  IV-2. Jeux de paramètres pour optimiser la prédiction des propriétés critiques 
 Jeu original régressé sans tenir compte de la région critique : la comparaison avec les données 
expérimentales est satisfaisante, sauf dans la région critique : la température et la pression critiques 
sont surestimées (Figure IV-3b) tandis que la densité critique est sous-estimée (Figure IV-3a). 
 Jeu 1 régressé pour satisfaire la température et la densité critique Tc et ρc : la régression est 
satisfaisante mais la pression critique est surestimée (Figure IV-3b). De plus, la densité vapeur est 
fortement surestimée à toute température tandis que la densité liquide est sous-estimée (au dessus 
de 450 K et surestimée en dessous (Figure IV-3a). 
 Jeu 2 régressé pour satisfaire la température et la pression critique Tc et Pc : de nouveau, les 
données Tc et Pc sont bien régressées (Figure IV-3b) mais au dépend cette fois de la prédiction de 
la densité critique qui est sous-estimée. L’écart par rapport à la densité de la phase liquide est 
gigantesque (figure IV-3a).  
      
a) b) 
Données DIPPR 2007. 
Jeu original 
Jeu1 (optimisation de Tc et ρc) 
 
Jeu2 (optimisation de Tc et Pc) 
 
 
Figure  IV-3. Equilibre liquide – vapeur pour l’hexane. a) Diagramme Température – densité, b) 
diagramme Pression – température. (D’après Pamiès et al. 2004).  
Le nouveau jeu de paramètres améliore effectivement le comportement critique pour plusieurs mélanges, 
mais un autre jeu de paramètres est nécessaire dans la région loin de la région critique. La conclusion 
qu’on peut tirer de cette étude est qu’on ne peut pas utiliser un seul jeu de paramètres moléculaires capable 
de décrire la région proche et loin de point critique. Il est donc utile d’avoir une théorie qui soit valide 
pour la région proche et loin de point critique avec un seul jeu de paramètres.  
Chapitre IV. Modélisation du système NO2 / N2O4 et son mélange avec le CO2 
 
 89 
2. Correction des effets de taille 
a. Méthode d’Ising 
 On peut aussi accéder aux propriétés critiques par extrapolation des densités à l’équilibre liquide – 
vapeur. C’est notamment le cas pour la densité critique calculée à partir des simulations dans l’ensemble de 
Gibbs pour des températures inférieures à TR=0.8. La température critique Tc est obtenue en ajustant les 
paramètres de la loi d’échelle suivante : 
 ( )λρρ cvapliq TTA −⋅=−   [ IV-1] 
Où A est une constante à déterminer et λ est le facteur d’Ising. La valeur de λ = 0,32 déterminée pour les 
alcanes est fréquemment prise pour évaluer les coordonnées critiques pour tous les composés chimiques 
(Frenkel et Smit, 1996). En effet, même si une procédure a été décrite, aucune étude détaillée n’a été 
réalisée pour identifier le facteur d’Ising pour d’autres familles chimiques, notamment pour les nitriles ou 
le NO2.  
Puis la densité critique (ρc) est déterminée à partir de la loi des diamètres rectilignes : 
 ( )ccvapliq TTB −⋅+=+ ρρρ 2  [ IV-2] 
Où B est une constante à déterminer. 
b. Méthode de compensation d’échelle dans l’ensemble de Gibbs 
 Les simulations moléculaires sont réalisées sur des systèmes de taille finie (Allen et Tildesley, 1987 ; 
Frenkel et Smit, 1996 ; Hadj Kali, 2004). Bien que des conditions périodiques soient appliquées pour 
assimiler le système fini à une phase homogène, les effets de la taille sont significatifs au voisinage du point 
critique et provoquent les fluctuations des grandeurs thermodynamiques associées comme observé par 
Hadj-Kali lors des simulations des équilibres liquide – vapeur d’un fluide de Lennard Jones dans 
l’ensemble de Gibbs (figure IV-4).  








nombre de simulation 
Figure  IV-4. Évolution de la densité de deux phases en équilibre au voisinage du point critique pour un 
fluide de Lennard Jones 
Pour éviter cela des techniques d’échantillonnages multiples de simulations de Monte Carlo dans 
l’ensemble grand canonique ont été récemment utilisées pour calculer la coexistence des phases à 
proximité du point critique pour le thiophène (Pellitero et al. 2008). Ces auteurs ont en effet analysé les 
résultats obtenus par la technique de repondération d’histogrammes (Reweighting Histogram) et de 
compensation d’échelle (Finite Size Scaling) via le paramètre de Binder pour obtenir la coexistence des 
phases dans la région critique.  
3. Renormalisation de groupe (RG) de Wilson  
 Les méthodes de renormalisation de groupe (RG) ont été appliquées avec succès pour décrire les 
propriétés des systèmes près du point critique par Wilson (Wilson, 1971; Wilson et Fischer, 1972) ce qui, 
avec d’autres contributions, lui valut le prix nobel de physique en 1982. Ces méthodes sont intimement 
liées à l’invariance d’échelle, c’est à dire que le système apparaît identique quelque soit l’échelle à laquelle 
on le regarde. Cependant la théorie proposée par Wilson n’a été développée que pour la région critique et 
il a été nécessaire donc de l’étendre pour le reste de l’enveloppe de phase. Il existe différentes approches 
dans lesquelles les fluctuations de densités à longue distance sont prises en compte dans la région critique 
dans le but de trouver une équation globale des fluides réels (Anisimov et Senger, 2000). Pour 
information, on citera l’approche basée sur l’expansion de Landau (Chen et al., 1990a,b) et l’approche 
basée sur la ‘first-principle hierarchical reference theory’ (HRT) proposée par Parola at Reatto (1985, 1991, 
1995) mais c’est l’approche de ‘phase-space cell’ qui est mise en œuvre avec l’équation soft-SAFT et que 
nous détaillons ici.  
a. Approche de phase-space cell 
 White et ses collaborateurs ont étendu le domaine d’applicabilité des méthodes de renormalisation 
de groupe de Wilson basées sur l’approximation de phase space-cell en proposant un jeu d’équations 
récursives pour l’analyse du comportement des corps purs proches du point critique (White, 1992 ; 
Salvino et White, 1993 ; White et Zhang, 1993, 1995). Ces équations permettent d’inclure les contributions 
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des fluctuations longues distances dans l’énergie libre. Cela conduit à la renormalisation de toutes les 
variables en donnant le comportement correct asymptotique des fluides réels à l’intérieur de la région 
critique, grâce à l’introduction d’un ‘crossover’ au voisinage de la région critique entre les comportements 
classiques et critiques ; et aussi en se réduisant à la loi des gaz parfaits aux faibles densités.  
L’explication intuitive de la théorie de phase-space cell suit le principe d’invariance d’échelle et peut être 
exprimée de la façon suivante : On suppose que le fluide est divisé en petites cellules, chaque cellule 
contenant un nombre de molécules (Figure IV-5a). Les molécules qui sont dans une cellule (Figure IV-5b) 
interagissent entre elles par un potentiel suivant la théorie du champ moyen (mean field theory). Cette 
théorie de mécanique statistique considère que les interactions d’une particule avec chacune des particules 
qui l’entoure peuvent être représentées comme l’interaction de cette particule avec un champ moyen 
effectif. Cela peut être par une équation d’état quelconque ; dans notre cas c’est l’équation soft-SAFT. La 
procédure d’interaction est répétée pour chaque cellule qui sera considérée ensuite comme une molécule 
effective capable de représenter les molécules d’une cellule (Figure IV-5c). Puis chaque molécule effective 
va interagir avec une autre molécule effective par la théorie du champ moyen. La procédure est suivie 















Figure  IV-5. Schéma de modèle ‘Phase Cell Approximation’. a) le fluide est modélisé par plusieurs molécules 
réparties en cellule. b) les propriétés d’une cellule sont calculée à partir d’une équation d’état. c) chaque 
cellule est considérée comme une seule molécule qui interagit avec son voisinage de nouveau par une 
équation d’état. d) la procédure est suivie jusqu’à ce que toutes les molécules de fluides sont traitées.  
b. Le modèle mathématique  
 Lourdes Vega et ses étudiants (Llovell et al. 2004 ; Dias et al, 2005) ont intégré la théorie globale RG 
de White dans l’équation soft-SAFT en suivant la procédure de Lue et Prausnitz (1998a, 1998b) et Jiang et 
Prausnitz (1999, 2000). Quelque soit le potentiel d’interaction décrivant les interactions au sein du fluide, il 
est divisé en deux termes : la contribution de référence due principalement aux interactions répulsives, et 
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la contribution perturbatrice qui est due aux interactions attractives. La théorie de RG est appliquée 
seulement à la partie attractive du potentiel qui est à son tour partagé en contributions courte et longue 
distance.  
• La contribution des fluctuations des courtes distances peut être évaluée en utilisant l’équation soft-
SAFT ou n’importe quel potentiel obéissant à la théorie du champ moyen. 
• La contribution des fluctuations longues distances est prise en compte, au delà d’une distance de 
longueur L à travers l’approximation ‘Phase Space Cell’. D’une manière récursive, l’énergie libre 
d’Helmholtz par volume d’un système à une densité ρ peut être calculée selon les expressions 
suivantes (White, 1990 ; 2000) : 
 ( ) ( ) ( )ρρρ nnn daaa += −1  [ IV-3] 
Avec l’initialisation suivante ( ) SAFTsoftaa −=ρ0  
Où a est l’énergie libre d’Helmholtz et dan est le terme qui tient compte les fluctuation longues distances 
est calculé de la manière suivante :  












−=  [ IV-4] 
 ( ) maxmaxn ,da ρρρρ ≤≤= 20  [ IV-5] 








=  [ IV-6] 
Dans le cas ou la densité est supérieure à la moitié de la densité maximale, l’effet des fluctuations longues 
distances n’est plus significatif devant la valeur calculée par l’équation soft-SAFT. Kn est un coefficient qui 






n =  [ IV-7] 
T est la température et L la longueur de cut-off (qui est un paramètre ajustable). 
L’utilisation de tels « cut-off » est un moyen simple de ne pas considérer la contribution d’une interaction 
longue portée au-delà d’un certain rayon autour du centre de force considéré. 




















 [ IV-8] 
Chapitre IV. Modélisation du système NO2 / N2O4 et son mélange avec le CO2 
 
 93 








=  [ IV-9] 
L’exposant β fait référence aux contributions à longue distance (l) et courte distance (s) suivant le cas.  
 ( ) ( ) ( )21 ραρρ maa nln += −  [ IV-10] 










φραρρ  [ IV-11] 
Où m est le nombre de segments dans l’équation soft-SAFT, Φ est un paramètre ajustable, α, est un 
paramètre d’interaction de volume, et w indique la portée de la contribution attractive du potentiel 
d’interaction. Pour un fluide de Lennard-Jones α et w sont écrits de la manière suivante (Llovell et Vega, 




α =  Et 
7
9 22 σ
=w  [ IV-12] 
Il a été observé par les auteurs (Salvino et White, 1993) qu’après cinq itérations (n=5), il n’y a plus de 
modifications sur l’énergie libre d’Helmholtz. Dans le cas de notre travail nous avons utilisé la valeur n=5.  
4. Calcul de la ligne critique 
 Le calcul des propriétés critiques des corps purs et de leur mélange est fait par une résolution 
numérique des conditions critiques qui concernent les dérivées de second et de troisième ordre par 

























G  [ IV-13] 













G  [ IV-14] 
Mais puisque l’équation d’état soft-SAFT est explicite en termes d’enthalpie libre de Helmoltz A, ses 
grandeurs thermodynamiques sont la température, le volume et la composition. Ainsi, il est préférable 
d’exprimer les conditions critiques en termes de dérivées de A par rapport à ses variables naturelles (Blas 
















































 [ IV-15] 


































































































































































A   [ IV-16] 
C. Résultats de la modélisation 
1. Le CO2  
 Le CO2 supercritique est bien connu comme solvant dans les procédés d’extraction. La 
modélisation du CO2 est déjà faite avec une bonne précision par une équation d’état cubique, que ce soit 
Soave-Redlich-Kwong ou Peng Robinson. Cependant la molécule de CO2 montre un moment 
quadrupolaire dont l’impact sur la modélisation des mélanges avec le CO2 a été récemment démontré 
(Dias et al. 2006). Comme nous l’avons indiqué dans le chapitre bibliographique, le moment quadrupolaire 
peut être explicitement pris en compte par l’ajout d’un terme additionnel à l’équation SAFT (Twu et 
Gubbins, 1978). 
Une modélisation récente du système CO2 – perfluoralkanes pour la prédiction de l’équilibre liquide – 
vapeur par l’utilisation de l’équation soft-SAFT montre que l’introduction de moment quadrupolaire Q 
lors de la modélisation du CO2, permet de ne pas utiliser de paramètres binaires correctifs pour les 
mélanges (Dias et al. 2006). Llovell et Vega (2006) ont fait la même constatation pour le mélange CO2 – 
alcool modélisé par l’équation soft-SAFT.  
Le moment quadrupolaire Q est un paramètre explicite de l’équation soft-SAFT au côté des autres 
paramètres de Lennard – Jones, à savoir la longueur de la chaîne m, le diamètre σ et le paramètre d’énergie 
d’interaction ε. Ces trois paramètres ainsi que les paramètres de crossover ; à savoir ϕ et L; sont régressés 
par rapport aux valeurs expérimentales de la densité liquide saturée et la pression de vapeur (NIST 2007). 
Les paramètres moléculaires présentés dans la table IV-3 sont ceux de Dias et al. (2006) et ceux qui ont été 
ré-optimisées dans ce travail pour affiner la représentation du diagramme de phase. On note que la valeur 
de moment quadrupolaire Q est prise à partir d’une étude de régression faite par Dias al. (2006) et elle est 
proche de moment quadrupolaire expérimentale Vrabec et al. (2001). 
La table IV-3 compare les résultats obtenu avec et sans crossover pour une température réduite inférieure 
à 0.8, pour une température réduite comprise entre 0,8 et 1 (que nous considérons comme la région 
critique), et une dernière comparaison pour toute l’enveloppe de phase.  
Les erreurs moyennes par rapport à la densité liquide et la pression de vapeur saturante sont calculées 
























YAAD  [ IV-17] 
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Où Y est la propriété à optimiser, à savoir la densité liquide saturée (ρliq) et la pression de vapeur (Pvap). Les 
valeurs expérimentales sont détaillées en annexe. 
L’équation soft-SAFT décrite auparavant a été utilisée avec les paramètres reportés dans la table IV-3.  
(*) : paramètres obtenus dans ce travail.  
(+) : données expérimentales du NIST chemistry webbook (2007) 
Table  IV-3. Les paramètres moléculaire de CO2 avec l’équation soft-SAFT sans et avec crossover  
La Figure IV-6a est le diagramme température-densité du CO2 tandis que la figure IV-6b est celle du 
diagramme pression-température. Il est distingué le jeu de paramètre de Dias et al. (2006) (ligne pointillée), 













Données NIST 2007. 
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
 
Equation Soft-SAFT (Dias et al. 2006) 
 
 
Figure  IV-6. Equilibre liquide vapeur du dioxyde de carbone. a) Diagramme température-densité, b) 
diagramme pression-température.  
On remarque que la nouvelle régression des paramètres avec l’ajout de Crossover améliore la qualité des 
résultats pour tous les intervalles TR<0,8 ; 0,8<TR<1 et dans tout l’intervalle de température utilisé pour 
 m σ (Ǻ) ε/kB (K) Φ L/σ Q (C.m






       TR <0,8 0,50 0,90 10 
Dias et al. (2006) 1,571 3,184 160,2 - - 4,4 10-40 0,8<TR<1 5,50 4,88 5 
       tout TR 3,36 3,90 10 
      TR <0,8 0,61 0,94 10 
1,606 3,174 158,5 - - 4,4 10-40 0,8<TR<1 5,62 4,56 5 
Jeu sans 
crossover(*) 
      tout TR 3,45 3,86 15 
      TR <0,8 0,54 0,87 10 
1,606 3,174 158,5 5,70 1,130 4,4 10-40 0,8< TR <1 0,70 0,98 5 
Jeu avec 
crossover(*) 
      tout TR 0,55 0,82 15 
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les données NIST 2007). Pour le domaine sub-critique (TR<0,8) la différence de prédiction pour la 
densité liquide n’est pas très grand (0,87% pour l’équation Crossover soft-SAFT utilisant les paramètres 
obtenus dans ce travail, et 0,90% pour l’équation soft-SAFT utilisant les paramètres de Dias et al, 2006). 
Le nouveau jeu avec le Crossover obtenu dans ce travail améliore la description de l’équilibre liquide – 
vapeur (Table IV-3).  
Nous remarquons que l’ajout du traitement crossover de point de vue de qualité de prédiction n’a pas 
d’effet pour TR < 0,8 et son effet n’est palpable qu’au voisinage de la région critique (TR > 0,8). Observant 
la figure IV-6 on remarque que l’équation soft-SAFT avec crossover améliore nettement la représentation 
de la région critique sans dégrader celle du reste de la courbe d’équilibre liquide – vapeur qui est bien 
représentée. Le calcul du point critique correspond avec une grande précision avec la valeur expérimentale 
(Table IV- 4) 
Table  IV-4. Coordonnées critiques de dioxyde de carbone (valeurs expérimentales, valeurs calculées par 
l’équation soft-SAFT avec et sans crossover) 
2. N2O4 = 2NO2 
a. Equilibre de dimérisation du NO2  
Les oxydes d’azote présentent un grand intérêt dans le domaine industriel, notamment leurs implications 
biologiques. Le NO2 est connu comme un fluide associatif dans la phase liquide pour produire le N2O4 
(James et Marshall, 1968). Dans la phase vapeur la dimérisation existe aussi selon Powell et Adams (1978), 
mais l’hypothèse de la formation de trimères, tétramères ou d’autres oligomères n’est pas confirmée. La 
réaction de dissociation à considérer dans le cas de la dimérisation du NO2 est la suivante :  
242 2NOON ⇔  [ IV-18] 
L’équilibre chimique est atteint rapidement (De Souza et Deiters. 2002) et décrit par l’égalité des potentiels 
chimiques des réactifs et des produits de la réaction décrite par l’équation  IV-18 
242
2 NOON µµ =  [ IV-19] 
Suivant l’interprétation des spectres des rayons X de Raman (Giauque et Kemp, 1938) et l’étude très 
récente de calcul quantique ab initio de la structure chimique de N2O4 (Chesnut et Crumbliss, 2005), il a été 
confirmé que dans le NO2 l’association prend place à travers la liaison NN de 1.78 Ǻ, et il est raisonnable 
de considérer que le NO2 et N2O4 sont des molécules rigides.  
Dans la phase liquide, le potentiel chimique de chaque constituant i est fonction de l’activité ai 
Tc (K) Pc (MPa) ρc (mol/L) 











304,1 304 324 7,38 7,46 9,76 10,62 10,42 11,25 











a =   [ IV-21] 
Avec µi0 le potentiel chimique à l’état standard du constituant i, et fi0 la fugacité au même état standard. La 








K =  [ IV-22] 
D’après les équations IV-20 et IV-22, la constante d’équilibre est reliée à l’énergie standard de Gibbs de la 
réaction ∆G0=Σνiµi0 (µi0 est le potentiel chimique de constituant i à l’état de référence, νi est le coefficient 










=  [ IV-23] 
Dans l’équation IV-21 décrivant l’écart entre l’état réel et l’état standard des constituants, pour laquelle les 
données sont disponibles, l’état standard est toujours à la température d’équilibre. Pour une réaction en 
phase gazeuse, l’état standard des gaz est l’état d’un gaz parfait à la pression standard, pour laquelle fi0= 
P0=1atm. L’expression de la fugacité vapeur fi dépend de la composition yi et du coefficient de fugacité ϕi :  
Pyf iii ϕ=  [ IV-24] 



































===  [ IV-25] 
L’introduction de KP est très fréquente dans la mesure où, si on considère qu’à faible pression la phase gaz 
se comporte comme un gaz parfait, les coefficients de fugacité ϕi sont égaux à l’unité, les valeurs de K et 
de KP sont identiques, aux unités près. 
Les quantités thermodynamiques expérimentales de la réaction en phase gazeuse sont reportées par 
Verhoek et Daniels (1931). Les pressions d’équilibre mesurées ont permis de déduire les valeurs suivantes : 
Kgaz=0,1426 atm à T=298,15K, ∆Hgaz = 60,79 kJ.mol-1, ∆Ggaz = 4,82 kJ.mol-1 à 298,15 K avec 
∆Sgaz = 188 J.mol-1.K-1. 
Powell et al. (1978) donnent des valeurs expérimentales concordantes : Kgaz=0,137 ± 0,001 atm à 
T=298,15K, avec ∆Hgaz = 60,83 kJ.mol-1. Calculant les données à partir du gaz parfait, Chao et al. (1974) 
trouvent Kgaz=0,146 atm à T=298,15K, ∆Hgaz = 57,19 kJ.mol-1, ∆Ggaz = 4,76 kJ.mol-1 at 298,15 K avec 
∆Sgaz = 175,86 J.mol-1.K-1 et donnent des constantes d’équilibre Kpgaz dans un intervalle de température 
entre 273,15 K et 403,93K.  
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Pour la réaction en phase liquide, le coefficient d’activité est introduit avec la fraction molaire à l’intérieur 









=   [ IV-26] 
Loin de la région critique fi/fi0=1, et en considérant le liquide pur comme état de référence, la constante 
d’équilibre de dissociation dépend seulement du coefficient d’activité et des fractions molaires. Même si la 
solution s’écarte de l’idéalité, la difficulté d’évaluer la valeur du coefficient d’activité amène la plupart des 
auteurs de prendre l’hypothèse d’idéalité (coefficient d’activité égale à l’unité) et d’exprimer la constante 
d’équilibre due à l’association en termes de fractions molaires, concentrations (mol/dm3) ou en fonction 
de la molalité (mol/kg de solvant). L’expression IV-26 s’écrit sous la forme :  
[ ] im,iic,iiii mCxa γγγ ===  [ IV-27] 
Les indices c et m indiquent respectivement les échelles de la concentration et la molalité. Dans notre cas 
de dimérisation de NO2 (équation IV-22) la constante s’écrit sous plusieurs formes selon l’échelle de 



































































K =  [ IV-29] 
K est calculée à partir de l’équation IV-23 avec les données de la phase liquide ∆Gliq = 24,7 kJ.mol-1 à 
296 K obtenues à partir des mesures ESR qui est sensible à seulement des radicaux de NO2 (Redmond et 
al. 1968). Mais, en considérant l’isomérization de N2O4, ce qui est possible à partir de mesures de 
l’absorption dans le visible, Pinnik et al. (1992) trouvent ∆Hliq = 78,7 ± 15 kJ.mol-1 et 
∆Gliq = 25,8 ± 3,7 kJ.mol-1 à 298 K avec ∆Sliq = 177,3 ± 21 J.mol-1.K-1. Ces auteurs ont noté qu’à 1 atm et 
à 21°C 0.3% de N2O4 est dissociée. 
b. Modélisation de système NO2 / N2O4 
i. Résultats 
 Le système réactif NO2/N2O4 a déjà été étudié par De Souza et Dieters (2000) qui a modélisé son 
équilibre liquide – vapeur par deux équations d’état basées sur des approches moléculaires : l’équation 
attractive des sphères dures (Hard Sphere Attractive ; HSA) et une équation qualifiée de semi empirique 
(Semi Empirical Equation ; SES). Dans l’équation HSA, chaque molécule est modélisée comme une 
sphère dure. Deux paramètres sont nécessaires dans ce cas : le diamètre de la sphère dure ainsi que son 
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énergie d’interaction attractive. Dans la deuxième équation SES il y a un paramètre empirique 
supplémentaire en plus du diamètre et de l’énergie qui est le paramètre anisotropique. 
Sans surprise, l’équation SES avec son paramètre ajustable anisotropique, donne des meilleures résultats. 
Comme ces équations n’incluent pas un traitement spécifique de la région critique, les prédictions sont 
moins précises lorsque la région critique est approchée où les données expérimentales de dissociation 
diffèrent de -25% (HSA) et +5% (SES). La modélisation des binaires NO2 + CCl4 et NO2 + Cyclohexane 
par ces mêmes auteurs donne des résultats raisonnables de même que la prédiction de la constante de 
dissociation de NO2 pure. Par la suite, nous comparons notre modélisation à celles de De Souza et Dieters 
(2000) 
Dans notre cas la molécule de NO2 est modélisée comme un fluide associatif avec un seul site 
d’association localisé sur l’atome de N. On note que la molécule de NO2 présente un moment dipolaire 









Figure  IV-7. Représentation de la fonction de localisation des électrons et de la liaison N-N dans la 
molécule N2O4 (d’après les calculs théoriques ab-initio de Chesnut et al., 2005) 
Les paramètres de NO2 sont optimisés par l’utilisation de l’approche soft-SAFT avec et sans crossover, ce 
qui nous amène à deux jeux de paramètres dans la table IV-5. L’erreur est calculée de la même façon que 
pour le CO2. Les données expérimentales des densités de coexistence de la région liquide - vapeur sont 
prises des données de Reamer et Sage (1952). On a rajouté des données supplémentaires à basse 
température du Gray et Ratassocone (1958) et les pressions de vapeur saturantes à faible température du 









* données expérimentales de Reamer et Sage, 1952, Gray et Ratassocone, 1985 , Giauque et Kemp, 1938 
Table  IV-5. Paramètres moléculaire de NO2 avec l’équation soft-SAFT sans et avec crossover et calcul de 
l’erreur moyenne à différentes plages de température.  
La figure IV-8 présente l’équilibre liquide – vapeur de NO2. La figure IV-8a montre le diagramme 
température – densité tant que la figure IV-8b montre le diagramme pression de vapeur saturante en 



















Données exp. Reamer et Sage. (1952). Et 
Gray et Rathbone. (1985) 
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
Données exp. Giauque et Kemp (1938).  
 
Figure  IV-8. Equilibre liquide vapeur de NO2 / N2O4. a) Diagramme température-densité, b) diagramme 
pression-température.  
La table IV-6 présente les valeurs expérimentales du point critique (NIST, 2007) et celles obtenues avec les 
deux jeux de paramètres, avec et sans crossover. 
 
 
 m σ (Ǻ) ε/kB (K) Φ L 
εassoc/kB 
(K) κ
assoc (Ǻ3) Plage de TR % AAD Pvap % AAD ρ Npt (*) 
TR <0,8 0,35 0,22 25 
0,8<TR<1 4,80 5,22 5 
Jeu sans 
crossover 1,295 3,200 247,8 - - 6681 1,0 
tout TR 3,80 4,24 30 
TR <0,8 0,35 0,22 25 
0,8<TR<1 0,45 0,32 5 
Jeu avec 
crossover 1,295 3,200 247,8 6,50 1,172 6681 1,0 
tout TR 0,45 0,32 30 
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Table  IV-6. Coordonnées critiques du dioxyde de azote/tetroxyde de diazote (valeurs expérimentales, 
valeurs calculées par l’équation soft-SAFT avec et sans crossover) 
ii. Discussion 
Au sujet de la valeur des paramètres soft-SAFT, d’après les observations de Huang et Radosz (1990) à 
propos de la magnitude de l’énergie d’association εassoc et du volume d’association κassoc , NO2 peut être 
classifié comme un fluide associatif fort d’association avec une valeur de εassoc très grande et une valeur de 
κassoc trop petite. En effet, le volume d’association κassoc est beaucoup plus petit par rapport aux volumes des 
fluides associatifs modérés (alcools de l’ordre de 2300 Ǻ3) modélisés par l’approche soft-SAFT (Llovell et 
Vega, 2006). Contrairement à l’association des alcools, ou même des acides carboxyliques qui 
correspondent à des liaisons d’hydrogène de 2,1 à 2,8 Ǻ, l’association chimique dans le N2O4 correspond 
effectivement à une liaison plus courte (1,78 Ǻ d’après Chesnut et Crumbliss. 2005). L’énergie 
d’association du NO2 est aussi 2 à 3 fois celle des alcools (de l’ordre de 3000K) d’après l’étude de Llovell 
et Vega (2006). 
Concernant la représentation de l’équilibre liquide – vapeur du NO2, comme l’indique l’erreur moyenne, 
les deux jeux de paramètres donnent de bons résultats dans la région subcritique (ici TR <0,8). Par contre le 
jeu de paramètre avec crossover est indéniablement meilleur dans la région critique, et sur l’ensemble des 
données expérimentales. 
Les graphes de la figure IV-8 illustrent ces conclusions sans ambigüité : l’équation soft-SAFT sans 
crossover (ligne discontinue) surestime largement la température critique par rapport à l’équation incluant 
le crossover (ligne continue).  
Le calcul des coordonnées du point critique confirme cela (table IV-6) pour la température et la pression 
critique. L’écart sur la température critique (19K) est analogue à celui calculé pour le CO2 (Table IV-4). En 
revanche, contrairement au cas du CO2 où l’utilisation l’équation soft-SAFT sans crossover montre un 
écart important de la densité critique calculée par rapport à la valeur expérimentale, la densité critique est 
correctement évaluée avec ou sans l’utilisation de crossover. Ceci pourrait s’expliquer par le fait de la très 
grande force d’association présente dans la molécule de NO2 qui joue un rôle important sur l’influence des 
interactions dans la région critique.  
 Les paramètres moléculaires obtenues en utilisant les données d’équilibre liquide – vapeur sont 
ensuite utilisés pour prédire d’autres propriétés exclues de la procédure d’identification.  
Tc (K) Pc (MPa) ρc (mol/L) 











431,0 431,1 450 10,13 9,90 12,82 11,96 11,79 11,21 
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iii. Prédiction de la densité liquide 
La figure IV-9 présente ainsi la variation de la densité liquide prédite en fonction de la pression totale à 
deux températures (294,3K et 360,9K), comparée aux données expérimentales (Reamer et Sage, 1952). 
Comme observé, les modèles soft-SAFT avec ou sans crossover sont légèrement différents mais 
fournissent tous les deux de très bons résultats. Sur les deux températures, ils sont également meilleurs que 
les prédictions des équations HSA et SES (De Souza et Dieters, 2000) qui dévient un peu plus à hautes 


















Données exp. Reamer et Sage (1952).  
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
Equation SES (De Souza et Dieters, 2000) 
 
Equation HSA (De Souza et Dieters, 2000) 
a) b) 
 
Figure  IV-9. Diagramme pression-densité du système NO2 / N2O4. a) (294.3K), b) (360.9K).  
iv. Prédiction de la fraction de monomère 
Un des avantages des équations SAFT est d’évaluer la fraction de molécules de NO2 non associées. C’est 
précisément cette grandeur qui est recherchée pour optimiser le procédé d’oxydation des macromolécules 
végétales. Les fractions de monomère NO2 expérimentales dans la phase liquide sont rares et obtenues à 
basse température 246,65 – 295,95 K (James et Marshall. 1968). Comme le montre la figure IV-10a 
l’équation soft-SAFT avec crossover prédit 40% de monomères de NO2 (50% sans le crossover) à la 
température critique calculée, et atteint un maximum de 50% et 55% de monomères. Comme cela avait été 
observé par De Souza et Dieters (2000), la fraction molaire maximale de monomère NO2 dans le mélange 
n’est pas atteinte à la température critique (Figure IV-10a). Le zoom des données expérimentales en phase 
liquide (Figure IV-10b) montre cependant un écart avec les prédictions aux basses températures. Les 
résultats de calcul et les points expérimentaux du James et Marshall diffèrent d’ordre de magnitude, la 
valeur absolue des fractions de NO2 non associées reste trop petite.  




















Expérimences (James et Marshall, 1968). 
équation crossover soft-SAFT 
équation soft-SAFT sans crossover 
Equation HSA (De Souza et Dieters, 2000) 
 Equation SES (De Souza et Dieters, 2000) 
 fluide parfait (De Souza et Dieters, 2000) 




Figure  IV-10. Température – fraction de monomères de NO2. a) région de coexistence liquide – vapeur. 
b) phase liquide à basses températures.  
Dans la figure IV-10b les résultats de prédictions avec ou sans crossover ne peuvent être distingués du fait 
qu’on est à des températures loin de la région critique. Sur l’ensemble du diagramme (Figure IV-10a), le 
traitement crossover se démarque dans la région critique. Les résultats de calcul par l’équation soft-SAFT 
sont qualitativement similaires à ceux obtenus par De Souza et Dieters (2000) avec leurs modèles HSA et 
SES mais moins bon quantitativement, sur les rares données expérimentales disponibles (Figure IV-10b). 
Il faut noter que les modèles HSA et SES ont été régressés sur un très large ensemble de données 
expérimentales, notamment ces mêmes données expérimentales de fraction de monomère.  
Comme nous l’avons indiqué, seul l’équation soft-SAFT avec crossover prédit quantitativement le point 
critique et l’allure des courbes indique que cela conduit à prédire une fraction de monomère moindre, 
jusqu’à 17% de moins que le maximum prédit par le modèle HSA. Autrement dit, la surestimation de la 
température critique par les autres modèles prédit des fractions maximales de monomère supérieures de 5 
à 17% en fraction molaire. Un tel écart a des conséquences importantes pour évaluer la quantité de réactif 
effectivement disponible pour oxyder les macromolécules végétales. On ne peut que recommander 
d’utiliser l’équation soft-SAFT avec crossover. 
De Souza et Dieters (2000) ont aussi calculé la fraction des monomères en supposant l’idéalité de la phase 
liquide et vapeur. Les résultats obtenus avec l’équation soft-SAFT ou bien avec les modèles HSA et SES 
indiquent que l’hypothèse d’idéalité n’est pas valable dans la phase liquide, où elle contribue à des fractions 
molaires de NO2 très nettement plus élevée que les fractions observées dans le cas réel : de l’ordre de 11% 
de monomère pour le cas idéal à 350 K contre moins de 4,5% pour les 4 modèles. Dans la phase vapeur, 
l’écart à l’idéalité devient significatif pour l’équation soft-SAFT à partir de 280 K ; correspondant d’après 
la figure IV-8b à environ 0,7 bar ; une pression faible comme attendue pour un gaz susceptible de 
s’associer. Curieusement, ce n’est pas aussi évident pour les modèles HSA et SES dans la vapeur saturée 
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jusqu’à 330 K ; correspondant à une pression de vapeur saturante d’environ 7 bar ; une pression élevée 
pour supposer « parfait » un gaz susceptible de s’associer. 
La figure IV-11 indique justement la fraction molaire de NO2 non associée dans la phase vapeur en 
fonction de la pression à 293,15 K avec les incertitudes expérimentales (Yoshino et al., 1997). La ligne 
continue représente la prédiction de l’équation soft-SAFT, sans pouvoir distinguer avec ou sans crossover. 
La ligne pointillée indique le modèle gaz parfait ; les modèles HSA et SES étant similaires selon De Souza 
et Dieters (2000). Tous les modèles concordent avec les données expérimentales aux incertitudes près. 
Comme on l’avait indiqué auparavant, ces données précisent qu’à 293,15 K sous faible pression de 0,005 
bar, il y a près de 3% molaire de N2O4. La figure IV-10a indique qu’à saturation, l’association dans la 


















Expériences (Yoshino et al, 1968). 
Équation soft-SAFT 
Équation gaz parfait (De Souza et Deiters, 
2000) crossover  
Figure  IV-11. Fraction molaire de NO2 dans la phase vapeur à 293,15K 
v. Prédiction de la constante de dissociation 
 Un grand nombre des valeurs de la constante de dissociation sont disponibles en littérature 
spécialement en phase liquide. La figure IV-12 compare les valeurs expérimentales de Dunn et al. (1962) 
qui donne les valeurs de la constante d’équilibre fonction avec des unités de pression Kp ( IV-30) dans un 
intervalle de température entre 300 K et 370 K avec la prédiction de l’équation soft-SAFT avec est sans 
crossover. La comparaison est satisfaisante mais sous estime la constante d’équilibre entre 320 et 370 K et 
la surestime entre 300 et 320 K. Les équations HSA et SES prédisaient également des valeurs 
concordantes avec les mesures expérimentales. La constante d’équilibre Kp calculée par soft-SAFT se fait à 
travers la relation : 


















==  XNO2 est la fraction de NO2 non associés. 









Données exp. Dunn et al. (1962).  
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
 
Figure  IV-12. Constante d’équilibre de système NO2 / N2O4 à P=1atm. 
c. Le mélange CO2 + NO2 / N2O4  
 Les paramètres obtenus précédemment dans l’évaluation des propriétés des corps purs sont utilisés 
pour la prédiction du comportement thermodynamique du mélange CO2 + NO2 / N2O4 en équilibre 
liquide – vapeur. Les seules données expérimentales disponibles ont été acquises au cours de cette thèse 
par nos collègues Jean Stéphane Condoret et Séverine Camy du Laboratoire de Génie Chimique et Jean 
Jacques Letourneau de l’ENSTIMAC (Camy et al., 2007). Ils ont mesuré la pression en fonction de la 
fraction massique de CO2 à cinq températures, 298,15 K (1 point), 313,15 K (14 points), 328,45 K (3 
points), 362,85 K (1 point) et 378,15 K (1 point). Hélas, seuls les 14 points obtenus à 313,15 K sont en 
quantité suffisante pour être exploités et nous écartons de la modélisation les points à 362,85 K et 378,15 
K. Camy et al. (2007) ont estimé les erreurs absolues suivante : ∆xCO2=0.036 l’erreur sur la mesure de la 
fraction massique de CO2 et ∆P=0.075MPa l’erreur sur la pression d’équilibre mesurée.  
i. Procédure de calcul des fractions massiques 
 On note que tous les calculs des isothermes sont obtenus en fonction de la fraction massique de 
CO2 contrairement à ce qui se fait habituellement avec les fractions molaires. Cependant, la régression des 
paramètres de l’équation soft-SAFT nécessite de calculer les fractions molaires correspondantes. Cela pose 
la question de la référence : doit-on calculer les fractions molaires de NO2 par rapport à la masse molaire 
du monomère NO2 ou bien du dimère N2O4 ? Pour de tels systèmes contenant des fluides réactifs nous 
choisissons d’utiliser le monomère comme molécule apparente et sa fraction non associée dans le mélange 
X fournie par l’équation soft-SAFT.  
Le bilan de matière est le suivant :  





=+ azote'dOxydesCO xx   [ IV-31] 
Où xCO2 et xOxydes de Azotes sont les fractions molaires de dioxyde de carbone et des oxydes d’azote dans le 
mélange.  




2 ONNOazotedOxydes xxx +=   [ IV-32] 
xOxydes d’azote est une donnée à partir de laquelle on peut déduire la fraction de NO2 et de N2O4 par le biais de 
la fraction molaire des NO2 non associées calculée par l’équation soft-SAFT :  
 NitrogènesdeOxydesNO xXx ⋅=2  [ IV-33] 
 ( ) NitrogènesdeOxydesNO xXx ⋅−= 12  [ IV-34] 
Donc à partir des équations IV-30, IV-32 et IV-33 qui nous fournissent les fractions molaires de CO2, 




































=  [ IV-37] 
ii. Résultats 
 La modélisation de mélanges nécessite bien souvent d’introduire des paramètres correctifs, 
paramètres d’interaction binaire, pour modéliser des phénomènes spécifiques au mélange mais aussi 
parfois pour compenser une mauvaise modélisation des corps purs (se souvenir que l’introduction du 
moment quadrupolaire du modèle soft-SAFT du CO2 a permis de ne pas utiliser de paramètre 
d’interaction binaire pour les mélanges CO2 – perfluoroalcanes (Dias et al., 2005).  
Pour ce binaire nous n’utiliserons que la version crossover de l’équation soft-SAFT étant intéressés au 
comportement de ce mélange dans la région critique et au-delà.  
Les prédictions de l’équation crossover soft-SAFT sont faites sans paramètre d’interaction binaire (ξij = 
1,0) et avec l’utilisation d’un seul paramètre binaire ξij. Seuls les 14 points de l’isotherme à 313,15 K sont 
utilisés pour la régression, 13 points de rosée et 1 point de bulle. L’erreur absolue moyenne par rapport à 
la pression est calculée de la même façon qu’auparavant (équation IV-17). Les résultats sont présentés 
dans la table IV-7 et dans la figure IV-13 :  
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 T (K) ξ j Npt AADP % 
298,15 1,000 1 2,00 
313,15 1,000 14 6,56 
Sans paramètre 
d’interaction binaire 
328,45 1,000 3 9,20 
298,15 1,045 1 0,003 
313,15 1,045 14 0,825 Avec paramètre d’interaction binaire 
328,45 1,045 3 2,200 
  
Table  IV-7. Les erreurs moyennes de la pression, les points expérimentaux sont ceux de Camy et al. (2006) 
La Table IV-7 montre que l’erreur absolue moyenne sur la pression est importante lorsqu’aucun 
paramètres d’interaction binaire est introduit (ξij = 1,0). En revanche, avec ξij = 1,045 l’amélioration est très 
significative. Utilisant une valeur unique pour les trois températures, l’erreur absolue moyenne sur la 
pression semble augmenter mais on manque de point pour conclure sur la nécessité d’introduire ou pas 
une dépendance du paramètre d’interaction binaire vis-à-vis de la température.  
La figure IV-13 présente le diagramme d’équilibre pression – composition du mélange à trois différentes 
températures, 298,15K, 313,15K et 328,45K. Les symboles représentent les données expérimentales qui 
proviennent du Camy et al. (2007) ; les barres d’erreurs (∆xCO2=0,036 et ∆P=0,075 MPa) ayant été reportée 
mais celle sur la pression ne pouvant être distinguées des symboles. Les lignes continues sont les 
prédictions du crossover soft-SAFT, la ligne discontinue est la ligne critique calculée aussi par l’équation 
soft-SAFT avec crossover en résolvant les conditions critiques rappelées auparavant.  
 












Equation Crossover soft-SAFT (avec paramètre  
binaire ξj)  
Equation Crossover Soft-SAFT (sans paramètre   
binaire ξj) 
 
Symboles : Données exp. Camy et al. 2006 
(□) 298.15K, (○) 313.15K and (∆) 328.45K. 
Ligne critique calculée par l’équation  Crossover 
soft-SAFT. 
            xCO2 
 
Figure  IV-13 . Isothermes du mélange CO2 + (NO2 / N2O4).  
L’observation de la figure IV-13 complète l’analyse faite avec les résultats de la Table IV-7 : l’absence de 
paramètre d’interaction binaire ξij = 1,0 ne permet pas de représenter les données expérimentales. La 
valeur du paramètre ξij = 1,045 permet de bien représenter l’isotherme à 313,45 K. Le manque des 
données expérimentales aux autres températures nous empêche cependant de conclure définitivement sur 
la qualité du modèle.  
D. Conclusion  
 L’équation crossover soft-SAFT a été utilisée avec succès pour décrire les propriétés de l’équilibre 
liquide – vapeur du mélange CO2 + NO2 / N2O4 après avoir prédit celles des corps purs. La prédiction 
d’un tel mélange est d’une importance primordiale pour une bonne évaluation de la quantité des 
monomères de NO2 qui joue le rôle de l’agent oxydant de la cellulose dans le mélange CO2 + NO2 / 
N2O4, permettant la production de polymère biodégradable utilisables dans le domaine de la chirurgie.  
Les paramètres de CO2 sont régressés de nouveau avec la même procédure que Llovell et al. (2004) pour 
l’équation soft-SAFT existent dans la littérature Dias et al. (2006) dans l’objectif d’améliorer la 
Chapitre IV. Modélisation du système NO2 / N2O4 et son mélange avec le CO2 
 
 109 
représentation de la densité en phase liquide. Notons que le moment quadrupolaire a été pris en compte 
de façon explicite au moment de la modélisation.  
Le NO2 a été traité comme un composé auto-associatif avec un seul site d’association. En comparant avec 
d’autres molécules auto associatives, la très grande valeur de l’énergie d’association εassoc et la petite valeur 
de volume d’association κassoc optimisés du NO2 indiquent un fluide fortement associatif, en bonne 
concordance avec les observations expérimentales et les simulations qui indiquent une liaison associative 
N-N relativement courte (1,78 Ǻ, d’après Chesnut et Crumbliss, 2006). La valeur de κassoc est 
significativement petite par rapport aux valeurs optimisées de celles des fluides associatifs modérés 
(alcools) modélisés par l’approche crossover soft-SAFT (Llovell et Vega, 2006). Comparant avec la même 
étude menée par Llovell et Vega, (2006) la valeur de l’énergie d’association εassoc est trois fois plus grande 
que celle des alcools. 
L’équation soft-SAFT avec crossover prédit avec satisfaction le comportement du NO2 en phase liquide, 
vapeur ou en équilibre liquide – vapeur. Il se compare très favorablement avec les modélisations 
précédentes, notamment par sa capacité à prédire quantitativement le point critique. Celle-ci prédit des 
fractions molaires maximales de NO2 dans la vapeur saturée de l’ordre de 50%, très inférieure aux 63 – 
65% prédit par les modèles HSA ou SES de De Souza et Dieters (2000).  
Finalement, l’équation soft-SAFT avec crossover a été testée pour évaluer l’équilibre liquide – vapeur du 
mélange CO2 + NO2 / N2O4 et sa ligne critique en utilisant les paramètres des corps purs. Les valeurs 
expérimentales de fraction massique de CO2 récemment mesurées [Camy et al ; 2007] sont utilisées pour 
la comparaison. L’utilisation d’un seul paramètre binaire ξij = 1,045 a été suffisante pour atteindre une 
bonne concordance qualitative et quantitative avec l’isotherme à 313,45 K. Mais l’acquisition 
complémentaire de données expérimentales est nécessaire pour évaluer la performance du modèle pour le 
mélange CO2 + NO2 / N2O4 pour les autres isothermes. 
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Chapitre V. Modélisation des nitriles linéaires 
 La compréhension des systèmes chimiques complexes dépend de la description précise des 
interactions énergétiques du système moléculaire. Le travail présenté dans ce chapitre se concentre sur la 
modélisation de l’équilibre liquide – vapeur pour la famille des nitriles (R-C≡N) avec l’équation soft-SAFT.  
Les résultats de ce chapitre se limitent à la modélisation des corps purs. La simulation des mélanges avec 
les nitriles n’a pas été réalisée faute de temps. Pourtant les motivations sont fortes et un plan de travail et 
des perspectives sont proposés à la fin. En effet, le qualificatif de solvant est fréquemment donné aux 
nitriles et il indique qu’ils sont systématiquement rencontrés en mélange dans les procédés, citons 
l’exemple de la séparation par distillation du système eau-acétonitrile, effluents de chromatographie 
séparative en présence d’acrylonitrile (Rodriguez-Donis et al. 2002).  
A. Les fluides à fortes forces interactions associatives 
 Les nitriles sont connus comme des molécules polaires et associatives d’un intérêt industriel 
certain :  
• Solvants industriels sélectifs dans des procédés divers comme l’extraction des cires et des graisses, 
• Intermédiaires de synthèse pour des produits pharmaceutiques et des pesticides, 
• Intermédiaires pour la fabrication de fibres textiles. 
Ils se présentent comme un défi du point de vue de leur modélisation à cause des fortes interactions. Ce 
travail concerne le calcul de l’équilibre liquide – vapeur des nitriles en utilisant l’équation soft-SAFT : 
l’équation a été choisie du fait de sa précision dans le domaine de la modélisation des fluides associatifs. 
Dans ce travail les interactions associatives et dipolaires présentes dans la famille des nitriles sont prises en 
compte par le terme d’association dans l’équation soft-SAFT 
B. Travaux antérieurs sur les nitriles  
1. Les données expérimentales  
 Disposer de données expérimentales nombreuses et fiables sont le prérequis indispensable à toute 
régression de paramètres, ceux de l’équation soft-SAFT ne faisant pas exception. La recherche 
bibliographique a montré que la banque de données expérimentales fiables sur les équilibres liquide - 
vapeur des nitriles est pauvre. Seul l'acétonitrile a été le sujet de beaucoup d'expériences qui permettent 
une bonne détermination de sa courbe d'équilibre liquide – vapeur et des propriétés en phase liquide pour 
un large éventail de valeurs de température et de pression. L'acétonitrile est aussi typique d'un liquide 




aprotique dipolaire dont les propriétés thermodynamiques, structurales et de dynamiques des fluides ont 
été étudiées. Son moment dipolaire élevé (4,3µ, NIST2007) lui permettent de dissoudre les substances 
polaires et même ioniques et font de lui un solvant majeur en chimie et en génie chimique. 
Pour les molécules propionitrile et n-butyronitrile un unique article, écrit en russe de surcroît 
(Chakhmuradov et Guseinov, 1984), fournit des données expérimentales de pression de vapeur saturante 
sur une plage de température et de pression significative. C’est pourquoi nous avons utilisé exclusivement 
la base de DIPPR accessible à travers le serveur Simulis® Thermodynamics (http://www.prosim.net/).  
Les grandeurs utilisées pour la régression sont la pression de vapeur saturante Psat et la densité liquide ρliq. 
La liste des données est présentée dans la table V-1 et fournie en annexe AIV-4 :  
Molécules T (K) Npts Types de données référence 
acetonintrile 283,15 - 538,15 50 Psat, vliq, vvap DIPPR 
propionitrile 283,15 - 558,15 55 Psat, vliq, vvap DIPPR 
n-butyronitrile 283,15 - 573,15 58 Psat, vliq, vvap DIPPR 
n-valeronitrile 283,15 - 583,15 52 Psat, vliq DIPPR 
n-hexanonitrile 283,15 - 600,15 56 Psat, vliq DIPPR 
i-butyronitrile 283,15 - 565,15 54 Psat, vliq, vvap DIPPR 
  
Table  V-1. Les données DIPPR utilisées dans ce travail 
De par leur importance industrielle la modélisation des nitriles été réalisée à différentes échelles, nous 
présentons maintenant un aperçu des approches qui ont traités la modélisation des nitriles. 
2. Modélisation et simulation moléculaire des nitriles 
 L’obtention des connaissances à l’échelle moléculaire avec des outils de simulation moléculaire 
associe toujours des techniques d’exploration d’un ensemble de configuration avec un modèle 
d’interaction entre les éléments du système. Les techniques d’exploration les plus connues sont des 
méthodes de minimisation (de l’énergie) de dynamique moléculaire (résolution aléatoire des configurations 
selon un critère d’acceptation/rejet énergétique).  
Les modèles appartiennent soit à la chimie quantique (résolution de l’équation de Schrödinger avec des 
interactions décrites dans l’hamiltonien) qui s’intéresse aux électrons orbitant autour de noyaux atomiques 
le plus souvent figés ; soit à la mécanique moléculaire où les interactions de type van der Waals et 
Coulombiennes sont associées à des centres de masse, fréquemment les noyaux atomiques. Le 
regroupement ou non de plusieurs atomes dans un seul centre de masse distingue les modèles UA 
(Unified Atoms) ; on trouvera plus de détails sur ces modèles dans des ouvrages spécialisée (Allen et 
Tildesley, 1987 ; Frenkel et Smith, 1996 ; Leach, 1996 ; Hadj-Kali, 2004).  




Les calculs sont réalisés dans un ensemble statistique aux propriétés fixées (ex : NVT, NPT) et 
l’application des principes de la thermodynamique statistique permet d’évaluer des grandeurs 
macroscopiques. Leur précision est sujette à une description précise des interactions au sein du système 
considéré et à un échantillonnage statistiquement représentatif de l’ensemble de configurations.  
- Bohm et al. ont utilisé un modèle à six sites de type All Atoms (les 3 H, C de CH3, C et N de –
C≡N) pour l'acétonitrile dans des simulations de dynamique moléculaire (Bohm et al. 1983 ; 
1984). Ces auteurs ont prouvé que leur modèle donne une excellente description de la phase 
liquide. 
- Jorgensen et al. ont employé un modèle à trois sites de centres de force de type United Atoms 
(CH3, C et N) avec un potentiel intermoléculaire comprenant un terme de Lennard-Jones et un 
potentiel de coulomb (Jorgensen et al. 1988). Ils ont effectué des simulations de Monte Carlo dans 
l’ensemble NPT à deux températures (298,15K et 343,15K) à la pression atmosphérique. Les 
propriétés liquides simulées (densité et enthalpie de vaporisation) étaient en accord avec les 
valeurs expérimentales avec des erreurs moyennes d’environ 1 à 2%. En outre, leur étude met en 
évidence l’importance des interactions électrostatiques sur la structure de la phase liquide. Par 
rapport à Bohm et al. la réduction du nombre de sites a permis un gain de temps calcul d’un 
facteur 3 à 4 ; le temps calcul étant proportionnel au nombre de site. 
- Récemment, Hloucha et al. (1997 ; 2000) ont réalisé une étude complète afin d'essayer d'établir le 
lien entre l’information contenue dans l’énergie d’interaction obtenue par des calculs quantiques 
ab initio et la prédiction de propriétés macroscopiques. Dans la dernière publication, ils ont réalisé 
des calculs de simulation moléculaire en utilisant un potentiel basé sur les calculs ab initio de 
Bukowski et al. (1999) qui a appliqué la Symmetry Adapted Perturbation Theory (SAPT) afin de 
calculer les énergies d’interaction pour des centaines de configurations de paires de molécules 
dont la paire acétonitrile – acétonitrile. Comme décrit dans leur papier original, Hloucha et al. 
(2000) ont réalisés trois régressions différentes des énergies d’interactions ab initio de Bukowski et 
al. (1999) pour obtenir deux potentiels de Lennard-Jones (nommés ACN1 et ACN2) et un 
potentiel de Buckingham modifié (nommé ACN3). Ils ont ajouté à chaque fois un potentiel 
coulombien multi-site avec des charges ponctuelles régressées à partir de surfaces de potentiel 
électrostatique calculées au niveau ab-initio. Les potentiels ACN1, ACN2 et ACN3 ont été ensuite 
utilisés dans des simulations de Monte Carlo dans l'ensemble de Gibbs Monte Carlo pour calculer 
le diagramme d’équilibre liquide – vapeur de l'acétonitrile. Les résultats varient fortement selon les 
trois modèles ; le modèle ACN1 donnant les meilleurs résultats par rapport aux données 
expérimentales. 
-  Hadj-Kali et Gerbaud (2004) ont élaboré un champ de force générique anisotrope (AUA4, 
Ungerer, 1999) en optimisant des paramètres de Lennard Jones de la contribution de Van der 
Waals pour le groupe nitrile à partir des données de ρliq , Psat, ∆Hvap. Pour cela, des simulations 




d’équilibre liquide – vapeur dans l’ensemble de Gibbs Monte Carlo et des simulations de la phase 
liquide condensée dans l’ensemble isobare – isotherme NPT ont été réalisées. Le caractère polaire 
des nitriles a été pris en compte par la contribution électrostatique au travers de charges 
ponctuelles issues d’une analyse de population de type MEP ou Mulliken. Les résultats obtenus 
sont meilleurs que ceux des travaux cités dessus avec un écart moyen inférieur à 2,5%. 
3. Modélisation par SAFT 
 Une étude a été menée par Spuhl et al. (2004) où l’acétonitrile a été modélisé par l’équation PC-
SAFT (Gross et al. 2001) par trois modèles moléculaires différents : le premier modèle considère 
l’acétonitrile comme une chaîne de sphères dures, le deuxième propose un modèle associatif avec un seul 
site d’association pour le groupe nitrile C≡N, le dernier prend en compte le moment dipolaire. Les 
résultats montrent que le modèle qui tient compte explicitement du moment dipolaire est le plus capable 
de reproduire les données expérimentales confirmant l’importance de la contribution polaire. Le terme 
dipolaire utilisé est celui de Saager et al. (1992) qui donnent l’expression de l’énergie libre d’Helmholtz de 
la contribution dipolaire. La table ci-dessous donne les résultats d’optimisation des paramètres 
moléculaires de l’acétonitrile modélisé par l’approche PC-SAFT (Gross et al. 2001). Les meilleurs résultats 
obtenus sont observés pour le modèle qui tient compte de la contribution dipolaire avec des erreurs 
relatives très faibles par rapport à la densité liquide et la pression de vapeur saturante. On note que la 
valeur du moment dipolaire utilisée dans ce travail est régressée mais qu’elle se rapproche du moment 
calculé par simulation moléculaire (Saager et al. 1992). Cependant on note aussi que le modèle associatif 
donne des bons résultats (Spuhl et al. 2004). On note aussi que l’évidence de l’existence de l’association 
dans la famille des nitriles est démontré dans une étude d’analyse NMR (Résonnance Magnétique 
Nucléaire) pour le propionitrile. Cette observation nous aidera à la suite pour modéliser les nitriles avec 
l’équation soft-SAFT.  
 
modèle m σ (Ǻ) ε/kB (K) εassoc/kB  
(K) 




Dipolaire 1,6092  3,6162 190,21 - - 5,4531 0,41 0,89 
Associatif 3,7034  2,5587 150,76 3,8618 1468,37 - 3,11 0,26 
Chaine 2,2661  3,3587 313,04 - - - 12,08 1,35 
  
Table  V-2. Les paramètres moléculaires de l’acétonitrile modélisé par l’approche PC-SAFT (Spuhl et al. 
2004) 




C. Modélisation des nitriles par l’équation crossover soft-SAFT  
 L’objectif de ce travail est de déterminer un modèle générique pour la famille homologue des 
nitriles linéaires saturés. On modélise les nitriles comme une chaîne de segments de Lennard-Jones avec 
un seul site associatif. Les paramètres moléculaires utilisés sont : m, la longueur de la chaîne, σ le diamètre 
des sphères de Lennard-Jones qui forment la chaîne, et ε l’énergie d’interaction entre les segments. Pour 
les molécules associatives deux autres paramètres sont nécessaires pour modéliser l’association : κassoc le 
volume de site associatif, et εassoc l’énergie d’interaction entre les sites d’association. La figure III-1 montre 
un schéma de modèle nitriles avec l’approche soft-SAFT. Le modèle proposé dans ce travail décrit les 





Figure  V-1. Représentation schématique de la famille des nitriles 
Les interactions dipolaires présentes dans le système sont prises en compte d’une manière implicite dans 
les autres paramètres moléculaires. Ceci est une approche valide vu que tous les paramètres SAFT sont 
effectifs, cependant cette approche risque de ne pas permettre d’extrapoler notre modèle dans le cas des 
mélanges [Colina et al. 2004]. Nous n’avons pas eu le temps de vérifier cette hypothèse. Si on voulait 
considérer explicitement la contribution dipolaire, l’approche proposée par Gubbins et Twu (Twu et al. 
1978) décrite dans le chapitre II le permet en rajoutant une contribution dépendant du moment dipolaire 
µ. 
1. Méthodologie d’optimisation des paramètres moléculaires 
 La méthodologie d’optimisation des paramètres moléculaires de la famille des nitriles par l’équation 
soft-SAFT est similaire à celle adoptée par Pedrosa et al. (2005). Elle consiste principalement à décrire 
l’équilibre liquide – vapeur des molécules légères de la même famille puis de déterminer des corrélations 
linéaires entre les paramètres moléculaires et la masse moléculaire. L’avantage de cette méthode consiste 
principalement dans le sens physique des paramètres moléculaires, ainsi que sa capacité de décrire le 
comportement de l’équilibre liquide – vapeur pour les corps lourds dont les données expérimentales de la 
pression de vapeur sont indisponibles.  
a. Choix des molécules de référence 
 Les composants de référence choisis sont l’acétonitrile, le propionitrile et le n-butyronitrile de 
formule semi développée dans l’ordre CH3CN, C2H5CN, C3H7CN. Ce choix a été fait d’une part parce 




que ces trois molécules représentent les trois premiers constituants de la famille des nitriles et d’autres part 
parce que ce sont celles pour lesquelles il y a le plus de données expérimentales. Elle serviront pour 
l’obtention d’un jeu générique de paramètres moléculaire par corrélations linéaires dont nous vérifieront la 
validité pour d’autres constituants plus lourds de la famille des nitriles. 
b. Régression des paramètres pour les molécules de référence 
 L’objectif de cette première étude d’obtention de paramètres moléculaires consiste d’abord à a voir 
des paramètres moléculaires capables de représenter le diagramme de phase liquide – vapeur des nitriles 
avec des erreurs relativement faibles.  
Toutes les valeurs des paramètres moléculaires sont obtenues en régressant les données de la densité 
liquide saturée ρliq et de la pression de vapeur saturante Psat pour chaque constituant en minimisant la 


























%AADY  [ V-1] 
Ou Y représente la propriété utiliser dans la régression ρliq et Psat. 
Les données utilisées pour la régression des paramètres ont été données dans la table V-1 et détaillées en 
annexe. 
Les paramètres d’association (κassoc et εassoc) sont régressés différemment pour l’acétonitrile et le 
propionitrile. Les nitriles légers comme l’acétonitrile présentent un comportement particulier de fait de la 
liaison chimique petite de radical CH3 liée à la fonction nitrile C≡N qui domine la nature des interactions 
(très grande association). On trouve aussi cette particularité dans le modèle UNIFAC qui considère 
l’acétonitrile (C2H3N) et l’acrylonitrile (C2H2N) comme des groupes à part entière.  
Tous les paramètres sont présentés dans la table V-3. Ils montrent que l’acétonitrile est décrit par un 
modèle fortement associatif vu la grande valeur de l’énergie d’association et la petite valeur de volume 
d’association comparées aux autres valeurs d’association obtenues pour les fluides associatifs modérés 
comme exemple les alcools (Llovell et al. 2006). Pour le propionitrile, le volume d’association régressé est 
encore réduit et reste très faible. Les paramètres d’association sont pris constants à partir du propionitrile.  
 





CH3CN 1,45 3,70 268,0 8425 69 TR<0,8 1,00 2,83 
C2H5CN 1,57 3,98 274,0 8425 49 TR<0,8 1,36 2,73 
C3H7CN 1,66 4,25 280,0 8425 49 TR<0,8 0,95 3,92 
 
 Table  V-3. Les paramètres moléculaires des nitriles (C2-C4) (sans approche crossover) 




Comme on peut le constater dans la table V-3 l’erreur moyenne est de l’ordre de 1% par rapport à la 
densité et aux alentours de 3% pour la pression de vapeur saturante, ce qui est très satisfaisant. Notons 
que nous n’avons considéré que des points expérimentaux pour des températures réduites inférieures à 0,8 
puisque nous savons que sans un traitement crossover analogue à celui utilisé dans le chapitre précédent, 
la modélisation de la région critique sera médiocre avec une surestimation significative de la température et 
de la pression critique. 
c. Ré-optimisation des paramètres pour les molécules de référence à partir des 
corrélations linéaires 
 Les paramètres moléculaires présentés dans la table V-3 sont ensuite corrélés en fonction de la 
masse molaire de chaque constituant avec un coefficient de corrélation R2=0,99 :  
 1083100830 ,M,m W +=  [ V-2] 
 87813114323 ,M,m w −=σ  [ V-3] 
 532630253 ,M,k/m WB +=ε  [ V-4] 
Notons que ces corrélations passent par les valeurs optimisées pour l’acétonitrile. 
 
Figure  V-2. Représentation graphique des paramètres moléculaires de l’acetnointrile, propionitirle et n-
butyronitrile avec l’approche soft-SAFT. 
Souhaitant intégrer le traitement crossover de l’équation soft-SAFT (présenté dans le chapitre IV) pour le 
modéliser correctement la région critique et obtenir de meilleurs résultats sur toute l’enveloppe de phase, 
nous avons optimisé les paramètres moléculaires ϕ et L pour l’acétonitrile, le propionitrile et le n-
butyronitrile. Les paramètres d’association sont gardés constants, tant dis que nous utilisons les valeurs de 
m, σ et ε déterminées par les corrélations V-2, V-3 et V-4. Nous avons inclus les données expérimentales 
disponibles pour TR > 0,8.  




La table V-4 compare les différents jeux de paramètres. Les valeurs de la densité liquide et de la pression 
de vapeur saturante de la base DIPPR sont présentées dans la figure V-3 avec les résultats de prédictions 
de l’équation soft-SAFT sans et avec crossover en utilisant les paramètres moléculaires de la table V-4). 
 
 









CH3CN           
Régression 1,45 3,70 268,0 8425 69   TR<0,8 1,00 2,83 
TR<0,8 1,00 2,83 
corrélation 1,45 3,70 268,0 8425 69 - - 
0,8<TR<1 5,10 7,24 
TR<0,8 1,00 2,83 
0,8<TR<1 0,45 1,86 
corrélation + 
régression ϕ, L 1,45 3,70 268,0 8425 69 8,47 1,25 
[Toute TR] 0,70 1,54 
C2H5CN           
Régression 1,57 3,98 274,0 8425 49 - - TR<0,8 1,36 2,73 
TR<0,8 0,92 2,10 
corrélation 1,55 3,97 272,0 8425 49 - - 
0,8<TR<1 6,13 8,23 
TR<0,8 0,92 2,10 
0,8<TR<1 0,82 1,76 
corrélation + 
régression ϕ, L 1,55 3,97 272,0 8425 49 8,57 1,27 
[Toute TR] 0,42 2,10 
C3H7CN           
Régression 1,66 4,25 280,0 8425 49 - - TR<0,8 0,95 3,92 
TR<0,8 0,80 3,50 
corrélation 1,65 4,22 276,0 8425 49 - - 
0,8<TR<1 4,54 6,50 
TR<0,8 0,80 3,50 
0,8<TR<1 0,60 1,95 
corrélation + 
régression ϕ, L 1,65 4,22 276,0 8425 49 8,75 1,28 
[Toute TR] 0,60 1,50 
 
 Table  V-4. Paramètres moléculaires soft-SAFT de l’acétonitrile, propionitrile et n-butyronitrile 
Les paramètres optimisés obtenus par les corrélations linéaires prédisent mieux le comportement des 
nitriles, même pour TR < 0,8, que les paramètres de la table V-3. Néanmoins les écarts par rapport à la 
valeur DIPPR pour la densité liquide et de la pression de vapeur restent faibles pour les deux jeux et 
autour de 1% et 2-4% respectivement. En particulier, on ne peut pas conclure sur la « mauvaise » 
optimisation ayant permis de trouver les paramètres de la table V-3 puisque ceux-ci modélisent avec des 
écarts très faibles comparé aux données expérimentales pour TR < 0,8. Pour TR > 0,8, l’absence de 
traitement crossover se traduit par des écarts importants souvent au-delà de 5%.  
En revanche, la régression des paramètres de crossover et l’utilisation de l’équation soft-SAFT avec le 
traitement crossover réduit remarquablement les écarts autour de 0,5% pour la densité liquide saturé et de 




1,8% pour la pression de vapeur saturante pour TR > 0,8. Cela s’explique par l’existence de fluctuations de 
densité dans cette région qui ne sont pas prises en compte par l’équation soft-SAFT sans un traitement 
spécifique, tel que le crossover présenté dans le chapitre précédent 
Sur l’ensemble de la plage de température réduite, l’écart obtenu avec l’équation soft-SAFT avec 






(○) Données DIPPR acétonitrile 
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
 
(□) Données DIPPR propionitrile 
(x) Données DIPPR n-butyronitrile  
Figure  V-3. Equilibre liquide vapeur de la famille des nitriles. a) Diagramme température-densité, b) 
Diagramme pression-température. 
d. Extrapolation aux nitriles linéaires  
 L’avantage d’avoir des paramètres qui ont un sens physique et qui décrivent d’un point de vue 
microscopique le fluide est que leurs valeurs peuvent être utilisées dans la même famille. (Llovell et al. 
2006) et (Pedrosa et al. 2005) ont utilisés des corrélations linéaires qui relient les paramètres moléculaires 
en fonction de la masse moléculaire de constituant de la même famille. Pour notre cas des nitriles les 
corrélations obtenues sont :  
 1083100830 ,M,m W +=   [ V-2] 
 87813114323 ,M,m w −=σ   [ V-3] 
 532630253 ,M,k/m WB +=ε   [ V-4] 
 5491806030 ,M,m W +=φ   [ V-5]
 2904101270 ,M,mL W +=   [ V-6] 




Avec les unités pour σ et ε/kB sont Å et K.  
Nous utilisons donc les corrélations obtenues dans le paragraphe précédent pour la prédiction de 
l’équilibre liquide – vapeur des deux nitriles linéaires suivant dans la famille ; le valeronitrile (C4H9CN) et 
l’hexanonitrile (C5H11CN) ; sans avoir recours à une nouvelle démarche d’optimisation des paramètres 
moléculaire en utilisant les corrélations V-2, V-3, V-4, V-5 et V-6. Les valeurs des paramètres sont 
présentées dans la table V-5. 
 









C4H9CN           
TR<0,8 1,10 2,25 
corrélation 1,80 4,48 286,3 8425 49 - - 
0,8<TR<1 5,1 6,34 
TR<0,8 1,10 2,25 
0,8<TR<1 1,02 1,13 corrélation 1,80 4,48 286,3 8425 49 8,80 1,34 
[Toute TR] 1,23 2,27 
C5H11CN           
TR<0,8 1,05 2,25 
corrélation 1,92 4,76 291,1 8425 49 - - 
0,8<TR<1 5,23 7,43 
TR<0,8 1,05 2,25 
0,8<TR<1 1,01 1,97 corrélation 1,92 4,76 291,1 8425 49 8,91 1,37 
[Toute TR] 1,05 2,45 
 
 Table  V-5. Paramètres moléculaires soft-SAFT du valeronitrile et hexanonitrile 
La prédiction (il ne s’agit plus d’une régression mais d’une réelle prédiction) permet d’obtenir une 
déviation moyenne inférieure à 1,3% pour la densité liquide et inférieure à 2,45% pour la pression de 
vapeur pour les deux molécules. La figure V-4 confirme cette bonne impression. La table V-5 et la figure 
V-4 montrent à nouveau l’efficacité du traitement crossover de l’équation soft-SAFT à modéliser la région 
critique, sans dégrader pour autant la modélisation du reste des données. 








(∆) Données DIPPR 1-valeronitrile 
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
 
(∇) Données DIPPR 1-hexanonitrile 
 
Figure  V-4. Equilibre liquide vapeur de la famille des nitriles. a) Diagramme température-densité, b) 
diagramme pression-température. 
e. Mélange acétonitrile – CO2  
 Une fois les paramètres moléculaires des corps purs connus, l’équation soft-SAFT peut être utilisée 
pour l’étude de comportement au mélange. On présente dans ce paragraphe un exemple de calcul 
d’équilibre liquide – vapeur d’un binaire qui est l’acétonitrile en présence de dioxyde de carbone déjà 
modélisé dans le chapitre IV. Les résultats expérimentaux sont tirés de la littérature (Wiebe et al., 1940). 
Les résultats de calculs de soft-SAFT sont représentés par des lignes dans la figure ci-dessous, les 
symboles représentent les données expérimentales.  
Les déviations entre le modèle et l’expérience sont perceptibles dans la table V-5 et la figure V-5. L’erreur 
moyenne maximale est de l’ordre de 5% et est obtenue à haute température (373K), les autres erreurs sont 
représentées dans la table V-6. 
 









Symboles : données expérimentales (Wiebe et al. 1940).  
Equation soft-SAFT sans paramètres binaires 
(○) 298K, (□) 308K, (∆) 343K, (+) 373K. 
 
Figure  V-5. Isothermes pour le mélange Acétonitrile avec Dioxyde de Carbone.  
 T (K) Npt AADPsat % Référence 
CH3CN + CO2 298 10 3,45 Spuhl et al, 2002 
 308 8 3,65 Spuhl et al, 2002 
 343 6 4,20 Spuhl et al, 2002 
 373 6 5,12 Spuhl et al, 2002 
  
Table  V-6. Erreurs relatives par rapport à la pression calculée pour le mélange acétonitrile / dioxyde de 
carbone. 
Plusieurs explications à ces écarts significatifs sont proposées et constituent des pistes de travail futur : 
• on note ici que les résultats sont obtenus sans l’utilisation de paramètres d’interaction binaires comme 
cela a été fait dans le chapitre précédent. Il n’a pas été fait d’optimisation qui pourrait réduire les écarts 
et améliorer la modélisation des propriétés du mélange. 
• Faute de disposer d’une version du code adéquate, nous n’avons pas inclus explicitement le moment 
dipolaire des nitriles dans la modélisation avec l’équation soft-SAFT, préférant la cacher implicitement 
dans l’optimisation des paramètres SAFT. 
2. Distinction entre isomères  
 Dans les travaux de Tamouza et al. [2004] une étude a été menée en couplant les méthodes de 
contribution de groupes avec l’équation SAFT pour modéliser les isomères tels que les molécules 




possédant un ou plusieurs groupes branchés ou encore un groupement fonctionnel positionné au milieu 
de la chaîne hydrocarbonée. 
En effet, le problème majeur rencontré habituellement est de distinguer les différents isomères en 
fonction de leurs structures, car la position des groupes n’est généralement pas spécifiée. Pour palier ce 
problème des corrélations en fonction de la température d’ébullition (Benzaghou et al. 2001 ; Crampon et 
al. 2004) ou encore un réajustement des paramètres sont possibles. Comme l’a démontré Benzaghou et al. 
(2004) un alcane branché possède un comportement similaire à celui d’un alcane linéaire mais plus léger 
(plus court : température critique plus faible). Il semble alors raisonnable de tenir compte du branchement 
à travers des paramètres géométriques, à savoir le nombre de segment m et leur diamètre σ.  
Nous allons adopter cette démarche pour tester la distinction entre le n-butyronitrile et de son isomère 
iso-butyronitrile ou le groupement CH2 se situe en position iso. On remarque que la longueur de la chaîne 
iso-butyronitrile est plus faible que celle de n-butyronitrile, et un diamètre plus grand. Ceci est du de fait 
que la molécule iso-butyronitrile est plus volumineuse.  
N’ajustant que la longueur de la chaîne m et le diamètre des segments σ, l’énergie d’interaction entre les 
segments ε et aussi les paramètres d’association (κassoc et εassoc) du groupe fonctionnel nitrile C≡N sont 
gardés constants. La table V-7 présente les paramètres moléculaires de n-butyronitrile ainsi que son 
isomère. La figure V-6 présente les diagrammes température – densité et pression – température. 
 









n-C3H7CN           
TR<0,8 0,80 3,50 
corrélation 1,65 4,22 279,3 8425 49 - - 
0,8<TR<1 4,54 6,50 
TR<0,8 0,80 3,50 
0,8<TR<1 0,67 1,95 régression 1,65 4,22 279,3 8425 49 8,70 1,31 
[Toute TR] 0,60 1,50 
i-C3H7CN           
TR<0,8 1,05 2,55 
régression 1,59 4,44 279,3 8425 49 - - 
0,8<TR<1 5,28 7,23 
TR<0,8 1,05 2,55 
0,8<TR<1 1,01 1,97 régression 1,59 4,44 279,3 8425 49 8,72 1,30 
[Toute TR] 1,05 2,45 
 
Table  V-7. Paramètres moléculaires soft-SAFT de n-butyronitrile et iso-butyronitrile. 
Globalement, la modification des paramètres m et σ va dans le sens indiqué : l’iso-butyronitrile est plus 
petit (m est plus faible) et plus volumineux (σ est plus élevé). Enfin, comme nous l’avons constaté 




précédemment l’utilisation du traitement crossover a un effet significatif sur la région proche de point 




(○) Données DIPPR n-butyronitrile 
Equation Crossover soft-SAFT  
Equation Soft-SAFT 
 
(□) Données DIPPR i-butyronitrile  
 Figure  V-6. Equilibre liquide vapeur de la famille des nitriles. a) Diagramme température-densité, b) 
diagramme pression-température.  
3. Conclusion sur les paramètres d’association et modélisation de l’acide 
acétique 
 Dans notre étude sur les molécules de la famille des nitriles, ainsi que sur le dioxyde d’azote au 
précédent chapitre, nous avons employé un modèle d’association avec un seul site d’association. D’après 
les observations de Huang et Radosz (1990, 1991) sur les valeurs des paramètres d’association à savoir εassoc 
et κassoc, on peut classer les nitriles et le dioxyde d’azote comme des fluides associatifs à très grande force 
d’association puisqu’ils ont une grande valeur d’énergie d’association εassoc et une très faible valeur de 
volume d’association κassoc , en comparant avec les paramètres d’association des alcools (Llovell et al. 2004).  
C’est aussi le cas de l’acide acétique pour lequel nous avons effectué une modélisation identique. Les 
acides carboxyliques sont connus pour leur forte attraction intermoléculaire dans la phase gazeuse 
résultant en dimères en équilibre avec les monomères même à pression atmosphérique. Ces phénomènes 
sont attribués à la formation des liaisons d’Hydrogène entre les monomères de l’acide acétique. Les 
observations par des études de spectroscopie (Crupi et al., 1996) ont démontrés la formation des dimères, 
trimères et plus dans la phase liquide.  
Huang et Radosz (1990) ont modélisés l’acide acétique par l’équation SAFT simplifiée par un modèle 
associatif avec un seul site d’association, Les valeurs des paramètres d’association : énergie d’association 




est très large εassoc, le volume d’association κassoc est très faible comparant avec les valeurs des paramètres 
d’association des alcools.  
S. Derawi et al. (2004) a utilisé le modèle CPA (Cubic Plus Association : qui utilise un modèle physique 
avec une équation cubique, plus le terme associatif pour modéliser l’association) pour la modélisation des 
mélanges contenant de l’acide acétique. Parmi plusieurs possibilités de schémas d’association, le modèle 
avec un seul site d’association (1A) donne des très bons résultats. Dans notre cas on utilise la version soft-















Acide acétique 0,3-0,85 1,55 3,73 290,7 7701 95,0 0,80 1,50 
 
 Table  V-8. Les paramètres moléculaires de l’acide acétique. 
La figure V-7 représente les résultats de prédictions par l’équation soft-SAFT avec les données 
expérimentales. L’erreur obtenue par rapport à la densité liquide et la pression de vapeur saturante est 
inférieure à 0.57%  
 
  
 Symboles : données DIPPR Equation soft-SAFT   
Figure  V-7. Equilibre liquide vapeur de l’acide acétique. a) Diagramme température-densité, b) diagramme 
pression-température.  
D. Conclusions 
 Nous avons déterminé avec l’équation soft-SAFT un modèle moléculaire générique pour la 
prédiction de l’équilibre liquide – vapeur de la famille des nitriles linéaires. Ces derniers sont modélisés 
comme une chaîne de fluide de Lennard-Jones avec un seul site associatif pour représenter implicitement 
les interactions dipolaires des groupes nitriles CN. L’optimisation des paramètres moléculaires est réalisée 




pour les nitriles légers à savoir l’acétonitrile, le propionitrile et le n-butyronitrile. Nous avons ensuite 
corrélé les paramètres moléculaires en fonction de la masse moléculaire et extrapolé avec succès les 
paramètres pour la prédiction de l’équilibre liquide – vapeur de n-valeronitrile et n-hexanonitrile avec des 
erreurs moyennes relativement faibles (inférieure à 3%) par rapport à la densité liquide et à la pression de 
vapeur saturante. L’équation soft-SAFT s’avère aussi capable de distinguer entre les deux isomères nitriles 
n-butyronitrile et iso-butyronitrile par une simple modification des paramètres moléculaires qui tiennent 
compte de la description géométrique de la molécule, à savoir la longueur de la chaîne m et le diamètre des 
segmentsσ. 
Cependant ce travail reste inachevé parce que l’intérêt principal d’une modélisation des nitriles réside dans 
la modélisation de mélanges incluant des nitriles. Or la tentative que nous avons faite avec le mélange 
acétonitrile – CO2 montre que plusieurs améliorations sont possibles, notamment qu’il serait souhaitable 
d’intégrer explicitement la contribution du moment dipolaire dans l’équation soft-SAFT avant d’envisager 
éventuellement la détermination de paramètres d’interaction binaires comme cela a été fait dans le chapitre 
précédent.  














Chapitre VI. Conclusion générale et perspectives 




Chapitre VI. Conclusion générale et perspectives 
 La connaissance des données physico-chimiques est un élément essentiel en Génie des Procédés, 
notamment des équilibres entre phases, phénomènes importants pour la conception et la simulation de 
beaucoup de procédés de séparation comme la distillation et l'extraction liquide-liquide. 
Le chapitre II a donné une vue d’ensemble sur les équations d’état utilisées dans l’industrie chimique, 
notamment les équations d’état cubiques en insistant sur les représentations structurelles des fluides 
concernés et des interactions au sein de ces fluides. Ces équations d’état classique reposent sur des 
paramètres de corps purs (coordonnées critiques et facteur acentrique) disponibles pour un grand nombre 
de constituants. Pour autant, elles ne s’appliquent qu’aux fluides avec des molécules sphériques ou 
modérément asphériques et dont les interactions intramoléculaires sont principalement celles décrites par 
van der Waals. Ainsi de nombreux fluides anisotropiques, polaires ou pour lesquels les coordonnées 
critiques ne sont pas connues ou mesurables requièrent d’autres approches. Les équations d’états dites 
moléculaires sont une alternative séduisante pour étendre les avantages des équations d’état dans la 
résolution des équilibres entre phase à toute pression à des constituants polaires. Nous avons décrit les 
équations SAFT (Statistical Associating Fluid Theory), notamment soft-SAFT, issues de la théorie de la 
perturbation appliquée à des potentiels de paires. Les équations SAFT décrivent la structure des fluides 
avec quelques paramètres, m, σ, ε. Leur conception est basée sur la sommation de contributions, 
monomère + formation des liaisons entre les monomères + association + multipôles + … Un 
désavantage certain reste la nécessité de régresser les paramètres cités, malgré la possibilité d’établir des 
corrélations au sein d’une même famille chimique. 
Le chapitre III détaille l’intégration d’une équation SAFT au sein d’un serveur de propriétés 
thermodynamique, SIMULIS®, développé par la société Prosim SA (Toulouse, France). Un tel serveur est 
le cœur des simulateurs de procédés. Nous avons décrit succinctement l’architecture du simulateur de 
procédés (modules d’opérations unitaires, modules méthodes de calculs flash et bibliothèque de modèles 
thermodynamiques) ; ceci est pour comprendre le lieu d’intégration d’une équation de type SAFT au sein 
du serveur SIMULIS®sans toucher ou modifier la structure de serveur. Celle-ci diffère sensiblement de 
celle des équations d’état cubiques utilisant des grandeurs intrinsèques des fluides ; les coordonnées 
critiques. Avec les équations SAFT, il s’agit de stocker des paramètres moléculaires qu’il faut régresser à 
partir de données ou, dans d’autres travaux, prédire à l’aide de méthodes de contribution de groupe. Grâce 
à l’architecture ouverte de SIMULIS®, basée sur une technologie middleware COM, l’intégration reste 
finalement simple puisqu’il suffit de coder la fonction renvoyant le coefficient de fugacité pour une phase 
de composition, pression et température connue. Nous validons ensuite le code de calcul SAFT par des 
calculs d’équilibre liquide – vapeur des corps purs (n-alcanes, 1-alcools, eau, …. etc.) et de mélanges 




binaires (n-alcane, n-alcane) en exploitant les méthodes déjà existantes dans le serveur de Simulis. La 
démarche d’intégration est générique à toutes les équations SAFT. 
Le chapitre IV consiste à modéliser les propriétés de l’équilibre liquide – vapeur du mélange CO2 + NO2 / 
N2O4. La modélisation d’un tel mélange est importante pour évaluer la quantité des monomères de NO2 
qui joue le rôle de l’agent oxydant de la cellulose dans le mélange CO2 + NO2 / N2O4, permettant la 
production de polymère biodégradable utilisables dans le domaine de la chirurgie. Le procédé travaillant 
dans le mélange CO2 + NO2 / N2O4 à des pressions élevées, au-delà du point critique du CO2, le choix de 
l’équation soft-SAFT avec traitement crossover pour la région critique s’impose. L’équation soft-SAFT est 
issue des travaux du groupe de recherche de Lourdes Vega (ICMAB, Barcelone, Espagne) et le traitement 
crossover permet de tenir compte des fluctuations de densités dans la région critique et ainsi de la 
modéliser correctement là où toutes les équations d’état, cubiques ou moléculaires, surestime largement la 
température et la pression du point critique.  
Les paramètres de CO2 de l’équation soft-SAFT m, σ, ε, les paramètres de crossover φ, L sont régressés à 
partir de données expérimentales de pression de vapeur saturante et de densité liquide en équilibre liquide 
– vapeur. Le moment quadrupolaire a été explicitement introduit dans notre modèle. Le CO2 est ainsi 
modélisé avec un excellent accord sur l’ensemble de sa région de coexistence liquide – vapeur, y compris 
la région critique. La modélisation se compare favorablement avec les précédentes modélisations, 
notamment celle de Dias et al., (2006) qui avait utilisé la même équation mais sans crossover. 
Le NO2 est modélisé comme un composé auto-associatif avec un seul site d’association, s’appuyant sur de 
calculs récents ab-initio de Chesnut et Crumbliss (2005) qui indiquent une liaison associative N-N 
relativement courte (1,78 Ǻ, d’après Chesnut et Crumbliss, 2006). Les mêmes paramètres que CO2 plus 
ceux d’association εassoc et κassoc sont régressés à partir de données expérimentales de pression de vapeur 
saturante et de densité liquide en équilibre liquide – vapeur. En comparant avec d’autres molécules auto 
associatives, la valeur élevée de l’énergie d’association εassoc et la petite valeur de volume d’association κassoc 
optimisés du NO2 indiquent un fluide fortement associatif, en bonne concordance avec les observations 
expérimentales et les simulations de Chesnut et Crumbliss. La valeur du volume d’association κassoc est 
significativement petite par rapport aux valeurs optimisées de celles des fluides associatifs modérés 
(alcools) modélisés par l’approche crossover soft-SAFT (Llovell et Vega, 2006). Comparant avec la même 
étude menée par Llovell et Vega, (2006) la valeur de l’énergie d’association εassoc est trois fois plus grande 
que celle des alcools. L’équation soft-SAFT avec crossover reproduit avec satisfaction le comportement 
du NO2 en équilibre liquide – vapeur utilisé pour la régression. Globalement, il se compare très 
favorablement avec les modélisations précédentes avec les modèles HSA ou SES de De Souza et Dieters 
(2000), notamment par sa capacité à prédire quantitativement le point critique. Il prédit aussi avec 
précision d’autres données non utilisées pour la régression, notamment la densité liquide et la fraction de 
monomère. Les fractions molaires maximales de monomère NO2 dans la vapeur saturée sont de l’ordre de 




50%, très inférieures aux 63 – 65% prédit par les modèles HSA ou SES. Il n’y a pas de valeurs 
expérimentales. 
Puis, l’équation soft-SAFT avec traitement crossover est utilisée pour prédire l’équilibre liquide – vapeur 
du mélange CO2 + NO2 / N2O4 et sa ligne critique à partir des seuls paramètres des corps purs. Les 
valeurs expérimentales de fraction massique de CO2 récemment mesurées dans ce mélange (Camy et al. 
2007) sont utilisées pour la comparaison. L’utilisation d’un seul paramètre binaire ξij = 1,045 est suffisante 
pour atteindre une bonne concordance qualitative et quantitative avec l’isotherme à 313,45 K. Mais 
l’acquisition complémentaire de données expérimentales est nécessaire pour évaluer la performance du 
modèle pour le mélange CO2 + NO2 / N2O4 pour les autres isothermes. 
Dans le chapitre V nous déterminons avec l’équation soft-SAFT un modèle moléculaire générique pour la 
prédiction de l’équilibre liquide – vapeur de la famille des nitriles linéaires. Ces derniers sont modélisés 
comme une chaîne de fluide de Lennard-Jones avec un seul site associatif pour représenter implicitement 
les interactions dipolaires des groupes nitriles CN. L’optimisation des paramètres moléculaires est réalisée 
pour les nitriles légers à savoir l’acétonitrile, le propionitrile et le n-butyronitrile. Nous avons ensuite 
corrélé les paramètres moléculaires en fonction de la masse moléculaire et extrapolé avec succès les 
paramètres pour la prédiction de l’équilibre liquide – vapeur de n-valeronitrile et n-hexanonitrile avec des 
erreurs moyens relativement faibles (inférieure à 3%) par rapport à la densité liquide et à la pression de 
vapeur saturante. L’équation soft-SAFT s’avère aussi capable de distinguer entre les deux isomères nitriles 
n-butyronitrile et iso-butyronitrile par une simple modification des paramètres moléculaires qui tiennent 
compte de la description géométrique de la molécule, à savoir la longueur de la chaîne m et le diamètre des 
segmentsσ. Nous avons conclu ce chapitre par une comparaison entre les paramètres d’association des 
fluides associatifs modérés (alcools) et des fluides associatifs étudiés dans ce travail (nitriles et système 
réactif NO2 / N2O4 et l’acide acétique) que l’on peut qualifier de fluides fortement associatifs. 
 
Ce travail amène un certain nombre de perspectives : 
 Chapitre III, intégration d’une équation SAFT dans un simulateur de procédé :  
• Compléter le codage de l’équation SAFT par un codage générique de l’association en suivant les 
propositions de Pitakan et al. (2004), qui tienne compte de toutes les combinaisons 
d’interactions possibles (auto-association seule, cross-association seule, self et cross association 
en même temps). 
• Intégrer les autres équations SAFT. La forme contributive de l’équation et la structure du code 
actuel devrait le permettre assez facilement. 
• Mettre en place la méthode de contribution de groupe GC-SAFT utilisé dans les travaux de 
thèse de Tamouza (2004) et Nguyen Huynh (2008). Simulis® dispose notamment d’une 




interface évoluée pour la gestion des différentes méthodes de contribution de groupe 
UNIFAC. Elle pourrait être utilisée pour GC-SAFT. 
 
 Chapitre IV, modélisation du système CO2 + NO2 / N2O4 :  
• Réaliser des mesures complémentaires sur le mélange CO2 + NO2 / N2O4 de façon à conclure 
sur la modélisation du mélange à l’aide d’un seul paramètre d’interaction binaire. 
  
 Chapitre V, modélisation des nitriles :  
• Ce travail de modélisation des nitriles reste inachevé parce que l’intérêt principal d’une 
modélisation des nitriles réside dans la modélisation de mélanges incluant des nitriles. Or la 
tentative que nous avons faite avec le mélange acétonitrile – CO2 montre que plusieurs 
améliorations sont possibles, notamment qu’il serait souhaitable d’intégrer explicitement la 
contribution du moment dipolaire dans l’équation soft-SAFT avant d’envisager éventuellement 
la détermination de paramètres d’interaction binaires comme cela a été fait dans le chapitre 
précédent.  
• Modéliser les équilibre liquide – vapeur pour des systèmes complexes tels que eau – acétonitrile 
et acétonitrile – acrylonitrile qui sont des systèmes d’intérêt industriels certains.  
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Annexe I Description mathématique détaillée de l’équation soft-
SAFT 
 Dans cette annexe une description mathématique détaillée de l’équation soft-SAFT étudiée dans ce 
travail est donnée  
AI.1 Le terme idéal  
 Le terme idéal pour toutes les équations de type SAFT est le même. L’énergie libre d’Helmholtz est 
écrite sous la forme suivante:  
 ( )1−=∑ ρlnRTxa
i
i
ideal  [A1-1] 
La pression ainsi que le potentiel chimique peuvent être obtenus par dérivation de l’équation qui définit 




























2  [A1-2] 






















AI.2 Terme de référence  
 Ce qui rend toutes les équations de type SAFT différentes des unes des autres c’est le choix de 
terme de référence. Dans le cas de soft-SAFT le terme de référence n’est que l’équation de Benedit-Webb-
Rubin qui définit l’équation d’état du fluide de Lennard-Jones. L’équation utilise des paramètres (ap, bp et 
Gp) qui dépendent de la température et sont fittés en utilisant les données de la simulation moléculaire.  
Dans le contexte de l’équation soft-SAFT, les relations de l’énergie libre d’Helmholtz, la pression et de 
























Ra ρε  [A1-4] 
Où  
3ρσρρ mm rfrfc ==  Définit la densité des sphères de Lennard-Jones.  
La pression et le potentiel chimique sont données par :  
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ε  [A1-5] 
Avec :
2γρ−





refref Pa +=  [A1-6] 
AI.3 Terme de chaîne  
 L’expression utilisée pour prendre en compte la formation de chaîne est de la forme suivante :  









gii est la fonction de distribution radiale du fluide de référence, qui est dans le contexte de l’approche soft-
SAFT le fluide de Lennard-Jones. Les relations de l’énergie libre d’Helmholtz, la pression et de potentiel 


























2  [A1-8] 



























σµ 111  [A1-9] 
La fonction de distribution radiale dans le cas du fluide de Lennard-Jones fittée par Johnson et al. (1994) 
est sous la forme :  










1 ρσ  [A1-10] 
La dérivation de la fonction de distribution radiale suivant la densité et la composition molaire est :  
 























































































































































































































x  [A1-16] 
 
AI.4 Terme d’association 
 Les termes de l’énergie libre d’Helmholtz est le même que celui du SAFT original  




























































=∆ 14  [A1-19] 
Où I est une intégrale adimensionnelle définie par la relation suivante :  
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AI.5 Terme quadrupolaire 
 Le terme quadrupolaire peut être rajouté pour prendre en compte ce type d’interaction due à la 
présence de moment quadrupolaire. Le terme rajouté dans l’équation soft-SAFT est le terme 
quadrupolaire-quadrupolaire développée par Gubbins et Twu (1978), qui introduit un nouveau paramètre 
dans l’équation soft-SAFT qui est le moment quadrupolaire Q. L’énergie libre d’Helmholtz pour ce type 


































































































































































n FTlnEDTlnCBTlnAIntegraleln +++++= ρρρρ 22  [A1-27] 




























T BR =  [A1-29] 
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 Constantes des intégrales J et K  
Intégrale An Bn Cn Dn En Fn 
J(10) -0,698790 1,278054 1,020604 -0,880027 -0,140749 -1,222733 
J(15) -0,856655 1,587957 1,169885 -0,928269 0,074849 -1,698853 




Annexe II Code de calcul simplifié pour le traitement de la cross-
association  
AII.1 Méthode itérative pour la résolution des fractions non associées αiX  (équation 
II-108) 
! Initialisation 
X_A = 0.5d0 
del = 1.0d0 
! Iterations with tolerance of 10-9 
do while (del > 1.0d-9) 
 X_A_old = X_A 
 do i = 1,nComp 
  do j = 1,nSite 
  sum1 = 0.0d0 
  do k = 1,nComp 
   sum2 = 0.0d0 
   do l = 1,nSite 
   if(l==j)cycle 
   sum2 = sum2 + S(l,k)*X_A_old(l,k)*delta(l,k,j,i) 
   end do 
   sum1 =sum1 + x(k)*sum2 
   end do 
  X_A(j,i) = 1.0d0/(1.0d0 + rho*sum1) 
 dif(j,i) = dabs((X_A(j,i)-X_A_old(j,i))/X_A(j,i)) 
 end do 
 end do 
del = maxval(dif) 
end do 
 







⋅Λ  (équation II-
111) 
L’étape se déroule en quatre parties principales à savoir :  
 
• Calcul des élements de la matrice [ ]pqΛ  
p = 0; q = 0 
do j = 1,nSite 
 do i = 1,nComp 
  p = p + 1 
  do l = 1,nSite 
   do k = 1,nComp 
    q = q + 1 
    if(l)=j) then 
     if(k)=i) then 
      m_lambda(p,q) = 1.0d0 
      else 
      m_lambda(p,q) = 0.0d0 
      end if 
     cycle 
    end if 
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     m_lambda(p,q) ) x(k)*rho*S(l,k)*delta(l,k,j,i)*(X_A(j,i))**2 
    end do 
  end do 
  q = 0 
 end do 
end do 
 
• Calcul des élements de la matrice [ ] 1−Λ pq  
Le calcul se fait par une méthode d’inversion matricielle 
 
• Calcul des élements de la matrice [ ]ζpΨ  
p = 0 
 do j = 1,nSite 
  do i = 1,nComp 
  sum1 = 0.0d0 
  do k = 1,nComp 
   sum2 = 0.0d0 
   do l = 1,nSite 
    if(l))j= cycle 
    sum2 = sum2 + S(l,k)*X_A(l,k)*d_delta_d_rho(l,k,j,i) 
   end do 
   sum1 = sum1 + x(k)*sum2 
   end do 
   p = p + 1 
   psi(p) = -(X_A(j,i))**2*(rho*sum1+(1.0d0/X_A(j,i)-1.0d0)/rho) 
 end do 
end do 
 
• Calcul des élements de la matrice [ ] [ ]ζppq ΨΛ −1  
dX_A = 0.0d0 
do p = 1,order 
 do q = 1,order 
  dX_A(p) = dX_A(p) + m_lambda(p,q)*psi(q) 










Nom : Nom de la molécule 
m : Longueur de chaîne 
σ : Diamètre des segments 
ε : Energie des segments  
εassoc : Energie d’association 





Lire_κassoc ()  
 
 Figure AIII-1. Diagramme du classe de module qui décrit les constituants 
MODULES REQUIS : 
Ce module doit accéder aux informations de SIMULIS® relatives aux paramètres SAFT des corps purs, 
stockées actuellement à partir de la position 161 dans le vecteur PUR, accessibles par l’intermédiaire d’une 
instruction COMMON, reliquat du code fortran 77 dans SIMULIS : 
COMMON /THPUR/ PUR(LTDH1,161) 
ATTRIBUTS : 
! 
!!! DECLARATION DU TYPE CONSTITUANT 
! 
TYPE CONSTITUANT  
CHARACTER (LEN=20)  ::  NAME ! NOM DE LA MOLECULE 
DOUBLE PRECISION    ::  M,SIGMA,EPSILON,ENERGY_ASSOC,VOLUME_ASSOC ! PARAMETRES SAFT 
END TYPE CONSTITUANT 
VARIABLES UTILISEES : 
Entrée :  
INTEGER            :: I ! INDICE DE LA MOLECULE DANS LA LISTE DES CONSTITUANTS DE SIMULIS 
Sortie :  
Les informations relatives à la molécule (paramètres moléculaires) 
METHODES : 
Les seules méthodes exploitées pour l’équation SAFT sont les méthodes de lecture des valeurs des 
paramètres stockées dans la base de données de corps pur de SIMULIS et accessibles par l’intermédiaire 




! METHODE DE LECTURE DU PARAMETRE M DANS LES DONNEES SIMULIS DU CORPS PUR I 
MOLECULE(I)%M = PUR(I,161) 
! 
SUBROUTINE LIRE_SIGMA(I) 
! METHODE DE LECTURE DU PARAMETRE SIGMA DANS LES DONNEES SIMULIS DU CORPS PUR I 
! 
SUBROUTINE LIRE_EPSILON(I) 
! METHODE DE LECTURE DU PARAMETRE EPSILON DANS LES DONNEES SIMULIS DU CORPS PUR I 
! 
SUBROUTINE LIRE_ENERGY_ASSOC(I) 
! METHODE DE LECTURE DU PARAMETRE ENERGY _ASSOC DANS LES DONNEES SIMULIS DU CORPS PUR I 
! 
SUBROUTINE LIRE_VOLUME_ASSOC(I) 




 La méthode usuelle permettant de traiter des mélanges par les équations d’état, est basée sur la 
théorie du fluide unique de van der Waals. Cette théorie postule qu’un mélange de plusieurs espèces peut 
être modélisé par un fluide dont les caractéristiques sont obtenues en moyennant les paramètres de corps 
purs propres à chaque constituant, via des règles de mélanges.  
Ces règles de mélanges font-elle mêmes intervenir des paramètres croisés calculés pour des paires de 
segments, via des règles de combinaison. Le calcul des paramètres croisés est généralement effectué avec 
les règles de Lorentz Berthelot.  
Le diagramme de classe pour ce module est donné par la figure AII-1 : 
 
MIXTURES-COMBINATION-RULES 
(in)    MOLECULE,Z,T,P 
(out) mij, σij, εij, εijassoc, κijassoc     
         mx, σx, εx 
         ξ 1, ξ 2 , ξ 3 
 
Calculer les paramètres effectifs de mélange 
 
 
Figure AIII-2.Diagramme de classe de module qui décrivant la règle des mélanges et de combinaison. 
MODULES REQUIS : 
Ce module utilise le module MOLEC_PARAMS décrit avant, ainsi que le module MODCOM contenant 
les valeurs numériques des constantes physiques universelles (constante de gaz parfaits Rgaz, nombre 
d’Avogadro Navog, Facteur de Boltzmann kB, etc..). 
USE MOLEC_PARAMS    




VARIABLES UTILISEES : 
Entrée :  
Vecteur MOLECULE de type CONSTITUANT contenant les paramètres moléculaires m,σ,ε,κass,εass , la 
composition chimique xi, la température T.  
INTEGER      :: NBCOMP  ! NOMBRE DE CONSTITUANTS 
REAL(KIND(0.D0))    :: K_BINAIRE,L_BINAIRE ! PARAMETRES BINAIRES 
! 
TYPE(CONSTITUANT),DIMENSION(:),      :: MOLECULE  ! VECTEUR MOLECULES 
! 
REAL(KIND(0.D0)), DIMENSION(NBCOMP)  :: Z ! COMPOSITION 
REAL(KIND(0.D0))    :: T ! TEMPERATURE 
! 
INTEGER      :: I,J ! INDICATEURS DE BOUCLES 
INTEGER      :: ISITES,JSITES ! INDICES DE SITES D’ASSOCIATION 
! 
Sortie :  
Les paramètres issus des règles de mélange et de combinaison : mx, σx, εx, mij, σij, εij, εijassoc, κijassoc     
! PARAMETRES CROISES SIGMAij ET EPSij (DIAMETRE ET ENERGIE CROISEES DES SEGMENTS)  
! SIGMAij : DIAMETRE CROISEE (TYPE TABLEAU (2 DIMENSIONS) REEL) 
! EPSij   : ENERGIE CROISEE  (TYPE TABLEAU (2 DIMENSIONS) REEL) 
! 
REAL(KIND(0.D0)), DIMENSION(NBCOMP,NBCOMP) :: EPSij    ! ENERGIE CROISEE 
REAL(KIND(0.D0)), DIMENSION(NBCOMP,NBCOMP) :: SIGMAij  ! DIAMETRE CROISEE 
! 
! PARAMETRES CROISES KASSij ET EPSASSij (VOLUME ET ENERGIE D’ASSOCIATION CROISEES)  
! EPSASSij : ENERGIE CROISEE D’ASSOCIATION (TYPE TABLEAU (4 DIMENSIONS) REEL) 
! KASSij   : VOLUME CROISEE D’ASSOCIATION  (TYPE TABLEAU (4 DIMENSIONS) REEL) 
! 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP,ISITES,NBCOMP,JSITES)  :: EPSASSij ! ENERGIE ASSO CROISEE 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP,ISITES,NBCOMP,JSITES)  :: KASSij   !   VOLUME ASSO CROISEE 
! 
! PARAMETRES DE MELANGE MX, SIGX ET EPSX (CHAINE, DIAMETRES ET ENERGIE DE MELANGE)  
! MX     : LONGUEUR DE CHAINE DE MELANGE  (TYPE SCALAIRE REEL) 
! SIGX   : DIAMETRE EFFECTIF   DE MELANGE  (TYPE SCALAIRE REEL) 
! EPSX   : ENEGIE EFFECTIVE    DE MELANGE  (TYPE SCALAIRE REEL) 
! 
REAL(KIND(0.D0))    :: MX       ! CHAINE DE MELANGE 
REAL(KIND(0.D0))    :: SIGX     ! DIAMETRE DE MELANGE 
REAL(KIND(0.D0))    :: EPSX     ! ENERGIE DE MELANGE 
METHODES : 
SUBROUTINE SIGij_EPSij 








=   [AII-1] 
 jjiiijij εεξε =   [AII-2] 
Avec les paramètres binaires ηij et ξij, correctifs de la taille et de l’énergie.  
Le code de calcul simplifié est de la forme suivante :  
! 




Boucle de calcul de σij, εij, 
! 
END SUBROUTINE EPSij_SIGMAij 
! 
SUBROUTINE KASSij_EPSASS_ij  





ij εεε =   [AII-3] 
 

















κ   [AII-4] 
! 
SUBROUTINE KASSij_EPSASSij(NBCOMP,MOLECULE,KASSij,EPSASSij)  
! 
Boucle de calcul de εijassoc, κijassoc 
! 
END SUBROUTINE EPSX_SIGMAX 
! 
SUBROUTINE MIXTURE_CHAINE 
 Cette méthode calcule la longueur de chaîne effective du mélange mx  suivant la relation suivante :  
 i
i
imxm ∑=   [AII-5] 
! 
SUBROUTINE MIXTURE_CHAINE(NBCOMP,Z,MOLECULE,MX)  
! 
Boucle de calcul du paramètre de chaine effectif mx 
! 
END SUBROUTINE MIXTURE_DIAMETER 
! 
SUBROUTINE MIXTURE_DIAMETER 
 Cette méthode calcule le paramètre diamètre effectif dσx de l’équation SAFT pour les mélanges 





















σ   [AII-6] 
! 
SUBROUTINE MIXTURE_DIAMETER(NBCOMP,Z,MOLECULE,SIGMAX,SIGX)  
! 
Boucle de calcul du paramètre de chaine effectif mx de diamètre effectif du mélange σx  
! 
END SUBROUTINE MIXTURE_DIAMETER 
! 
SUBROUTINE MIXTURE_ENERGY 
 Cette méthode calcule les paramètres SAFT εx pour les mélanges selon les règles de mélanges de 























εσ   [AII-7]  
! 
SUBROUTINE MIXTURE_ENERGY(NBCOMP,Z,MOLECULE,EPSX,SIGMAX,EPX) ! manque NBCOMP 
! 
Boucle de calcul de diamètre effectif du mélange εx  
! 


















! Expression de diamètre de Cotterman 
! 
END SUBROUTINE COTTREMAN_DIAMETER 
! 
On remarque qu’on aura besoin de σx et de εx comme entrée, calculés précédemment par les subroutines 
MIXTURE_DIAMETER  et MIXTURE_ENERGY.  
AIII.3 DIST_FUNC 
 Les valeurs de la fonction de distribution radiale et de sa dérivée (équations  0-18 et  0-20) sont 
utilisées dans les contributions de chaîne et d’association. Le diagramme de classe est sous la forme 
suivante (figure AII-2) :  
 
DIST-FUNC 
(in)    dij 
(out) GDIST,dGDIST,dlogGDIST 
Calculer ξ2 , ξ 3 
Calculer fonction de distribution 
radiale et ses dérivées 
 
 
FigureAIII-3. Diagramme de classe de module qui décrivant la fonction de distribution radiale. 
MODULES REQUIS : 
Ce module utilise le module MIXTURES_COMBINATIONS_RULES qui calcule les diamètres de 




USE MODCOM  
VARIABLES UTILISEES : 
Entrée :  
Valeur de diamètre de Cotterman nécessaire d. 
REAL(KIND(0.D0))    :: D1,D2  ! DIAMETRES DE COTTERMAN  
Sortie :  
Les valeurs des paramètres eta et, sous forme de fonction, la fonction de distribution radiale, sa dérivée 
logarithme et sa dérivée par rapport à la densité. 
REAL(KIND(0.D0))         :: ETA2,ETA3  
MÉTHODES : 
SUBROUTINE ETA_MIX 
Cette méthode calcule les paramètres eta ξ1, ξ 2 , ξ 3 utilisé pour les calculs de la fonction de distribution 
radiale et ses dérivées dans G_DIST. L’expression de ξl (l=1,2 ;3) est donnée par l’expression suivante :  

















! Boucle de calcul ETA1, ETA2, ETA3 
! 
END SUBROUTINE ETA_MIX 
! 
FONCTION DISTIBUTION RADIALE  
 L’équation qui nous sert à calculer la fonction de distribution radiale utilisée pour la contribution 
chaîne est donnée par :  































dgdg             [AII-10] 
! 
REAL*8 FUNCTION G_DIST (d1,d2,ETA2,ETA3) 
! 
Expression de la fonction de distribution radiale pour la contribution chaîne 
! 
END FUNCTION G_DIST 
! 
FONCTION DE DERIVEE LOGARITHMIQUE DE LA FONCTION 





































































         [AII-11] 
! 
REAL*8 FUNCTION der_LOG_G_DIST (SIGMA1,SIGMA2,ETA2,ETA3) 
! 
Expression de la dérivée de la  fonction de distribution radiale pour la contribution chaîne  
! 




FONCTION DERIVEE DE LA FONCTION DE DISTIBUTION RADIALE 
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il          [AII-12]          
Cette fonction sera utilisée pour le calcul de la contribution associative  
! 
REAL*8 FUNCTION der_G_DIST (SIGMA1,SIGMA2,ETA2,ETA3) 
! 
Expression de la dérivée de la  fonction de distribution radiale pour la contribution chaîne  
! 
END FUNCTION der_G_DIST 
! 
AIII.4 SEGMENTS 
 La contribution segment sert à calculer les propriétés de la contribution en question, son 






(out) aseg, Zseg, µseg 
Donner MOLECULE 
Donner composition 
Calculer propriétés de segments 
  
Figure AIII-4. Diagramme de classe de module qui décrivant la contribution des segments. 
MODULES REQUIS : 
Ce module utilise le module MOLEC_PARAMS qui décrit les constituants, le module 
MIXTURES_COMBINATIONS_RULES qui contient les règles de mélanges et de combinaison, ainsi 
que le module DIST_FUNC qui contient les expressions de la fonction de distribution radiale gij et ses 




VARIABLES UTILISEES : 
Entrée :  
Vecteur MOLECULE de type constituant contenant les paramètres moléculaires m, σ, ε, κass ,εass  , la 
composition chimique xi, la température T, et le volume molaire v. 
INTEGER                                :: NBCOMP  ! NOMBRE DE CONSTITUANTS 
REAL(KIND(0.D0))                       :: VOLUME_MOLAIRE  
REAL(KIND(0.D0))                       :: TEMPERATURE 
REAL(KIND(0.d0)), DIMENSION(NBCOMP)                        :: COMP    ! COMPOSITION MOLAIRE 
! 
!!! DECLARATION DU TYPE MOLECULE 
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TYPE(CONSTITUANT),DIMENSION(:),        :: MOLECULE ! VECTEUR MOLECULES 
! 
INTEGER                                            :: I,J ! INDICATEURS DE BOUCLES 
Sortie :  
Les propriétés de la contribution des segments à savoir : l’énergie libre d’Helmholtz aseg, le coefficient de 
compressibilité Zseg, le potentiel chimique µseg,.  
!!! DECLARATION DE VARIABLES ISSUES DE CALCULS DANS LES DIFFERENTS CALCUL DANS CE MODULE 
! ASEG  : ENERGIE LIBRE D’HELMHOLOTZ DES SEGMENTS (TYPE REEL) 
! ZSEG  : COEFFICIENT DE COMPRESSIBILITE DES SEGMENTS (TYPE REEL) 
! MUSEG : POTENTIEL CHIMIQUE DES SEGMENTS (TYPE TABLEAU (1DIMENSION) REEL) 
REAL(KIND(0.D0))                                           :: ASEG 
REAL(KIND(0.D0))                                           :: ZSEG 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP)                       :: MUSEG 
METHODES : 
SUBROUTINE SEG_HELMHOLTZ 
 C’est la subroutine qui calcule la contribution segment de l’énergie libre d’Helmholtz détaillée 
précédemment. 
! 
SUBROUTINE SEG_HELMHOLTZ (NBCOMP,Z,MOLECULE,T,VOLUME_MOLAIRE,ASEG) 
! 
Calcul des expressions de l’énergie libre d’Helmholtz de la contribution segments 
! 
END SUBROUTINE SEG_HELMHOLTZ 
! 
SUBROUTINE SEG_COMPRESSIBILTY 
  C’est la subroutine qui calcule la contribution segment du coefficient de compressibilité détaillée 
précédemment.  
! 
SUBROUTINE SEG_COMPRESSIBILTY (NBCOMP,Z,MOLECULE,T,VOLUME_MOLAIRE,ZSEG) 
! 
Calcul de coefficient de compressibilité du fluide de référence (sphères dures : équation de 
Carnahan et Starling) 
! 
Calcul de coefficient de compressibilité du la partie de perturbation (dispersion : équation 
Cotterman) 
! 
END SUBROUTINE SEG_COMPRESSIBILTY 
! 
SUBROUTINE SEG_POTENTIEL (potentiel chimique de la contribution segments) 
  C’est la subroutine qui calcule la contribution segment du potentiel chimique détaillée 
précédemment.  
! 




END SUBROUTINE SEG_ POTENTIAL 
! 
Le diagramme de classe décrivant la liaison entre le module segment et règle des mélanges est donné par la 





(in)    MOLECULE, Z, T, P, v 
(out) σij, εij 
         mx, σx, εx 




(out) aseg, Zseg, µseg 
Calculer propriétés de segments 
 
 
 Figure AIII-4. Diagramme de classe entre les différents modules de la contribution de segment 
AIII.5 CHAINE 




(out) ach, Zch, µch, ϕch 
Calculer propriétés de chaîne 
  
Figure AIII-5. Diagramme de classe de module qui décrivant la contribution chaîne. 
MODULES REQUIS : 
Ce module utilise le module MOLEC_PARAMS qui décrit la molécule, le module 
MIXTURES_COMBINATIONS_RULES qui contient les règles de mélanges et de combinaison, ainsi 
que le module DIST_FUNC qui contient les expressions de la fonction de distribution radiale gij et ses 




VARIABLES UTILISEES : 
Entrée :  
Vecteur MOLECULE contenant les paramètres moléculaires m,σ,ε,κass,εass  , la composition chimique xi, la 
température T, et le volume molaire v, la fonction de distribution radiale et sa dérivée logarithmique 
INTEGER                                :: NBCOMP  ! NOMBRE DE CONSTITUANTS 
REAL(KIND(0.D0))                       :: VOLUME_MOLAIRE  
REAL(KIND(0.D0))                       :: TEMPERATURE 
REAL(KIND(0.d0)), DIMENSION(NBCOMP)                        :: COMP    ! COMPOSITION MOLAIRE 
REAL(KIND(0.D0))                       :: G_DIST,der_LOG_G_DIST ! FONCTION 
DE DISTRIBUTION RADIALE ET DE SON DERIVEE LOGARITMIQUE 
! 
!!! DECLARATION DU TYPE MOLECULE 
TYPE(CONSTITUANT),DIMENSION(:),        :: MOLECULE ! VECTEUR MOLECULES 
! 
INTEGER                                            :: I,J ! INDICATEURS DE BOUCLES 
Sortie :  
Les propriétés de la contribution de la formation de la chaîne à savoir : coefficient de compressibilité 
l’énergie libre d’Helmholtz ach, Zch, potentiel chimique µch, etc.  
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!!! DECLARATION DE VARIABLES ISSUES DE CALCULS DANS LES DIFFERENTS CALCUL DANS CE MODULE 
! ACHAINE  : ENERGIE LIBRE D’HELMHOLOTZ DE     LA CHAINE (TYPE REEL) 
! ZCHAINE  : COEFFICIENT DE COMPRESSIBILITE DE LA CHAINE (TYPE REEL) 
! MUCHAINE : POTENTIEL CHIMIQUE DE             LA CHAINE (TYPE TABLEAU (1DIMENSION) REEL) 
REAL(KIND(0.D0))                                           :: ACHAINE 
REAL(KIND(0.D0))                                           :: ZCHAINE 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP)                       :: MUCHAINE 
METHODES : 
SUBROUTINE CHAINE_HELMHOLTZ  
 C’est la subroutine qui calcule la contribution chaine du coefficient de l’énergie libre d’Helmholtz 








∑ −= 1           [AII-13]          
! 
SUBROUTINE CHAINE_HELMHOLTZ (NBCOMP,Z,MOLECULE,T,VOLUME_MOLAIRE,ZCHAINE) 
! 
Calcul de l’énergie libre d’Helmholtz des chaînes  
! 
SUBROUTINE CHAINE_ HELMHOLTZ 
! 
SUBROUTINE CHAINE_COMPRESSIBILITY 
  C’est la subroutine qui calcule la contribution chaine du coefficient de compressibilité détaillée 
précédemment.  















−=∑ ρρ1           [AII-14]          
! 
SUBROUTINE CHAINE_COMPRESSIBILTY (NBCOMP,Z,MOLECULE,T,VOLUME_MOLAIRE,ACHAINE) 
! 




SUBROUTINE CHAINE_POTENTIEL  
  C’est la subroutine qui calcule la contribution chaine du potentiel chimique détaillée 
précédemment.  





























ρµ 11          [AII-15]          
! 
SUBROUTINE CHAINE_POTENTIAL (NBCOMP,Z,MOLECULE,T,VOLUME_MOLAIRE,MUCHAINE) 
! 
Calcul de facteur de potentiel chimique de la contribution chaîne 
! 
SUBROUTINE CHAINE_ POTENTIAL 
! 
Le diagramme AII-6 donne le lien entre les trois modules segments, mixtures ainsi que celui qui calcule la 















(out) ach, Zch, µch 




(in)    MOLECULE,Z,T,P 
(out) σij, εij, εijassoc, κijassoc     
         mx, σx, εx 
 
Calculer paramètres effectifs de mélange 
 
DIST-FUNC 
(in)    MOLECULE,Z,T,P, σij, εij, η2 , η3 
(out) GDIST,dGDIST 




Figure AIII-6. Diagramme de classe entre les différents modules de la contribution de chaîne  
AIII.6 ASSOCIATION 
 La contribution association sert à calculer les propriétés de la contribution en question 
 
ASSOCIATION 
(in) MOLECULE, T,P, xi 
(out) aass, Zass, µass 
Calculer propriétés associative 
 
  
Figure AIII-7. Diagramme de classe pour la contribution associative  
MODULES REQUIS : 
Ce module utilise le module MOLEC_PARAMS qui décrit la molécule, le module 
MIXTURES_COMBINATIONS_RULES qui contient les règles de mélanges et de combinaison, ainsi 
que le module DIST_FUNC qui contient les expressions de la fonction de distribution radiale gij et ses 










VARIABLES UTILISEES : 
Entrée :  
Vecteur MOLECULE contenant les paramètres moléculaires κass,εass  , la composition chimique xi, la 
température T, et le volume molaire v, et aussi en entrée le choix de modèle d’association (nombre de sites 
d’association).  
INTEGER                                :: NBCOMP  ! NOMBRE DE CONSTITUANTS 
REAL(KIND(0.D0))                       :: VOLUME_MOLAIRE  
REAL(KIND(0.D0))                       :: TEMPERATURE 
REAL(KIND(0.d0)), DIMENSION(NBCOMP)                        :: COMP    ! COMPOSITION MOLAIRE 
REAL(KIND(0.D0))                       :: G_DIST,der_G_DIST! FONCTION DE
        DISTRIBUTION RADIALE ET DE SON DERIVEE 
! 
!!! DECLARATION DU TYPE MOLECULE 
TYPE(CONSTITUANT),DIMENSION(:),        :: MOLECULE ! VECTEUR MOLECULES 
! 
INTEGER                                            :: I,J ! INDICATEURS DE BOUCLES 
Sortie :  
Les propriétés de la contribution de la formation de la chaîne à savoir : coefficient de compressibilité 
l’énergie libre d’Helmholtz aassoc Zassoc, potentiel chimique µassoc, etc.  
!!! DECLARATION DE VARIABLES ISSUES DE CALCULS DANS LES DIFFERENTS CALCUL DANS CE MODULE 
! AASSOC  : ENERGIE LIBRE D’HELMHOLOTZ DE L’ASSOCIATION (TYPE REEL) 
! ZASSOC  : COEFFICIENT DE COMPRESSIBILITE DE L’ASSOCIATION (TYPE REEL) 
! MUASSOC : POTENTIEL CHIMIQUE DE L’ASSOCIATION (TYPE TABLEAU (1DIMENSION) REEL) 
REAL(KIND(0.D0))                                           :: AASSOC 
REAL(KIND(0.D0))                                           :: ZASSOC 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP)                       :: MUASSOC 
METHODES : 
SUBROUTINE ASSOCIATION_HELMOLTZ  

































             [AII-16]          
! 
SUBROUTINE ASSOC_COMPRESSIBILTY (NBCOMP,MODELE_ASSOCIATION,Z,MOLECULE,T,VOLUME_MOLAIRE,AASS) 
! 
Calcul des fractions molaires non associées suivant choix de modèle d’association (Table II-3) 
! 
CASE (MODELE_ASSOCIATION==1)  
EXPRESSION DE XA  
! 
CASE (MODELE_ASSOCIATION==2)  
EXPRESSION DE XA  
! 
CASE (MODELE_ASSOCIATION==3)  
EXPRESSION DE XA  
! 
CASE (MODELE_ASSOCIATION==4)  
EXPRESSION DE XA  
! 
Calcul de l’énergie libre d’Helmholtz de l’association 
! 
END SUBROUTINE ASSOC_COMPRESSIBILTY  
! 
SUBROUTINE ASSOCIATION_COMPRESSIBILITY  
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ρ           [AII-17]          
! 
SUBROUTINE ASSOC_COMPRESSIBILTY (NBCOMP,MODELE_ASSOCIATION,Z,MOLECULE,T,VOLUME_MOLAIRE,ZASS) 
! 
Calcul de coefficient de compressibilité de l’association 
! 
END SUBROUTINE ASSOC_COMPRESSIBILTY  
! 
SUBROUTINE ASSOCIATION_POTENTIAL  
 





























































ρµ           [AII-18]          
! 
SUBROUTINE ASSOC_POTENTIEL (NBCOMP,MODELE_ASSOCIATION,Z,MOLECULE,T,VOLUME_MOLAIRE,MUASS) 
! 
MEME PRINCIPE  
! 
END SUBROUTINE ASSOC_POTENTIEL 
! 
Le diagramme de classe qui relie entre l’association et les modules règles des mélanges et fonction de 













(out) aass, Zass, µass, ϕass 




(in)    MOLECULE,Z,T,P 
(out) mij, σij, εij, εijassoc, κijassoc     
         mx, σx, εx 
 
Calculer paramètres effectifs de mélange 
 
DIST-FUNC 
(in)    MOLECULE,Z,T,P, σij, εij, η2 , η3 
(out) GDIST,dGDIST 









 Le module SOMME_CONTRIBUTIONS_SAFT est le module qui collecte les propriétés de 
chaque contributions (segments, chaîne, association), et qui fait la somme pour obtenir la propriété totale.  
Le code de calcul simplifié est de la forme :  
MODULES REQUIS : 
Ce module utilise le module MOLEC_PARAMS qui décrit la molécule, et  les modules  des différentes 
contributions SAFT (segments, chaîne, association).   
USE MOLEC_PARAMS 
USE SEGMENTS 
USE CHAINE  
USE ASSOCIATION 
VARIABLES UTILISEES : 
Entrée :  
Vecteur MOLECULE contenant les paramètres moléculaires m,σ,ε,κass,εass  , la composition chimique 
xi, la température T, et le volume molaire v, et aussi en entrée le choix de modèle 
d’association (nombre de sites d’association). INTEGER                             
   :: NBCOMP  ! NOMBRE DE CONSTITUANTS 
REAL(KIND(0.D0))                       :: VOLUME_MOLAIRE  
REAL(KIND(0.D0))                       :: TEMPERATURE 
REAL(KIND(0.d0)), DIMENSION(NBCOMP)                        :: COMP    ! COMPOSITION MOLAIRE 
DE DISTRIBUTION RADIALE ET DE SON DERIVEE LOGARITMIQUE 
! 
!!! DECLARATION DU TYPE MOLECULE 
TYPE(CONSTITUANT),DIMENSION(:),        :: MOLECULE ! VECTEUR MOLECULES 
! 
Sortie :  
Les propriétés thermodynamiques de l’équation SAFT à savoir : l’énergie libre d’Helmholtz aSAFT le 
coefficient de compressibilité ZSAFT, le potentiel chimique µSAFT, le coefficient d e fugacité φSAFT 
 
!!! DECLARATION DE VARIABLES ISSUES DE CALCULS DANS LES DIFFERENTS CALCUL DANS CE MODULE 
! ACHAINE  : ENERGIE LIBRE D’HELMHOLOTZ DE     L’EQUATION SAFT (TYPE REEL) 
! ZCHAINE  : COEFFICIENT DE COMPRESSIBILITE DE L’EQUATION SAFT (TYPE REEL) 
! MUCHAINE : POTENTIEL CHIMIQUE DE            L’EQUATION SAFT (TYPE TABLEAU (1DIMENSION) REEL) 
! MUCHAINE : COEFFICIENT DE FUGACITE DE       L’EQUATION SAFT(TYPE TABLEAU (1DIMENSION) REEL) 
REAL(KIND(0.D0))                                           :: ASAFT 
REAL(KIND(0.D0))                                           :: ZSAFT 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP)                       :: MUSAFT 
REAL(KIND(0.D0)),  DIMENSION(NBCOMP)                       :: PHISAFT 
METHODES : 
SUBROUTINE SAFT_COMPRESSIBILITY  
C’est la subroutine qui calcule le coefficient de compressibilité (ZSAFT) en sommant les contributions 
segments, chaîne, association en additionnant la partie de gaz parfaits (+1) 




CALL PRESSION_SEGMENT (MOLECULES,T,P,Z,ZSEG) 
CALL PRESSION_CHAINE (MOLECULES,T,P,Z,P_ZCHAINEC) 





END SUBROUTINE SAFT_COMPRESSIBILITY 
! 
SUBROUTINE SAFT_POTENTIAL 
C’est la subroutine qui calcule le potentiel chimique résiduel  µSAFT 




CALL POTENTIEL_SEGMENT (MOLECULES,T,P,Z,PHI_SEG) 
CALL POTENTIEL_CHAINE (MOLECULES,T,P,Z,PHI_CHAINE) 
CALL POTENTIEL_ASSOCIATION (MOLECULES,T,P,Z,PHI_ASSOC) 
µSAFT=SOMME CONTRIBUTIONS 
! 
END SUBROUTINE SAFT_POTENTIEL 
! 
SUBROUTINE SAFT_FUGACITY) 
Les coefficients de fugacité ϕSAFT des constituants sont calculés dans cette subroutine 






END SUBROUTINE SAFT_FUGACITY 
! 



























(out) aass, Zass, µass 





(out) ach, Zch, µch 





(out) aseg, Zseg, µseg 
Calculer propriétés de segments 
 
SOMME-CONTRIBUTIONS-SAFT 
(in) MOLECULE, T,P, xi 
(out) aSAFT, ZSAFT, µSAFT, ϕSAFT 




Figure AIII-9. Diagramme de classe du collecteur des contributions segment, chaîne et association 
AIII.8 EQUATIONS_MOD 
 Le module EQUATIONS_MOD est conçu pour calculer la fonction objectif pour la résolution des 
volumes molaires. Il nous fournit aussi l’intervalle dans lequel se trouve la solution, ainsi que l’initialisation 
pour le choix d’une phase liquide ou vapeur.  
 EQUATIONS-MOD 
xinit, xup, xlow 
obj_func (PSAFT-P) 
Calculer intervalle des solutions 
Calculer fonction objectif 
 
 
Figure AIII-10. Diagramme de classe de module qui décrivant les équations à résoudre. 
VARIABLES : 
! NDIM: NOMBRE DE FONCTIONS OBJECTIFS A RESOUDRE (ENTIER). DANS NOTRE CAS NDIM=1 CAR ON RESOUT 
! SEULEMENT LES VOLUMES MOLAIRES AVEC UNE SEULE FONCTION OBJECTIF 
INTEGER                           :: NDIM !  
 
! XINIT : VALEUR INITIAL DE VOLUME MOLAIRE A UTILISER DANS LE SOLVEUR NEWTON-RAPHSON (TYPE 
TABLEAU 1 DIEMNSION, REEL) 
REAL(KIND(0.d0)), DIMENSION(NDIM)                        :: XINIT 
! XLOW : BORNE INFERIEURE DE VOLUME MOLAIRE A UTILISER DANS LE SOLVEUR NEWTON-RAPHSON  (TYPE 
TABLEAU 1 DIEMNSION, REEL) 
REAL(KIND(0.d0)), DIMENSION(NDIM)                        :: XLOW 
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! XUP :  BORNE SUPERIEURE DE VOLUME MOLAIRE A UTILISER DANS LE SOLVEUR NEWTON-RAPHSON  (TYPE 
TABLEAU 1 DIEMNSION, REEL) 
REAL(KIND(0.d0)), DIMENSION(NDIM)                        :: XUP 
! FUNC : VALEUR DE LA FONCTION OBJECTIF EN FONCTION DES VOLUMES MOLAIRES A UTILISER DANS LE 
SOLVEUR NEWTON-RAPHSON (TYPE TABLEAU 1 DIEMNSION, REEL) 
REAL(KIND(0.d0)), DIMENSION(NDIM)                        :: FUNC 
! DERIV : VALEUR VAMEUR DE LA DERIVEE NUMERIQUE A UTILISER DANS LE SOLVEUR NEWTON-RAPHSON 
(TYPE TABLEAU 1 DIEMNSION, REEL) 
REAL(KIND(0.d0)), DIMENSION(NDIM)                        :: DERIV 
! 
! SOLUTION : VALEUR DE VOLUME MOLAIRE CONVERGEE DANS LE SOLVEUR NEWTON-RAPHSON (TYPE TABLEAU 1 
DIEMNSION, REEL) 
REAL(KIND(0.d0)), DIMENSION(NDIM)                        :: SOLUTION 
 
Le choix de la solution initiale est primordial pour atteindre une convergence rapide.  
SUBROUTINE INIT_SAFT_VAPEUR (Initialisation volume molaire phase vapeur) 
En phase vapeur le fluide a un comportement proche de celui de gaz parfait, naturellement on pose une 







=           [AII-22]          
SUBROUTINE INIT_SAFT_LIQUIDE (Initialisation volume molaire phase liquide) 
Dans cette phase on prendra la solution initiale égale au covolume des molécules donné par la relation :  
 ( ) mdNinitvolume avliq 36
pi
=           [AII-23]          
SUBROUTINE OBJECTIF_FUNCTION  
C’est la fonction objectif à résoudre, dans notre cas on résout les volumes molaires (itérations en fonction 
de l’écart entre la pression calculée et la pression imposée par le simulateur SIMULIS®).  
 ( ) )(PPFO SAFT 82 10−=<−= ε           [AII-24]          
AIII.9 NEWTON-RAPHSON_RTSAFE 
 Le module Newton-Raphson contient le solveur numérique qui résout les volumes molaires des 
phases liquides, nous avons adopté une méthode numérique qui consiste en un couplage entre la méthode 
de Newton-Raphson avec la méthode de bissection pour atteindre une convergence rapide. Le calcul de 
volume molaire se fait en minimisant la fonction objectif 








Figure AIII-11. Diagramme de classe de module qui décrivant la méthode NR. 
L’objectif est donc trouver des volumes molaires qui satisfassent le critère de la fonction objectif. 





























Lecture données d’entrée de la simulation 
 
T, P, Paramètres moléculaires 
Choix phase 
Initialisation de volume molaire 
Calcul volume molaire (Méthode de Newton-






Enregistrement résultats de la simulation 
 




Figure AIII-12. Diagramme simplifié pour la procédure de calcul des volumes molaires 
La méthode numérique utilisée dans la procédure de résolution des volumes molaires est la méthode de 
Newton-Raphson, cependant cette méthode reste limitée en termes de rapidité de convergence loin de la 
solution et surtout de son application dans des intervalles ou l’on ne connaît pas bien l’intervalle dont les 
solutions existent. Par ailleurs, elle est très sensible à l’initialisation. 
Pour palier ces défauts nous avons couplé la méthode de Newton-Raphson avec la méthode de la 
bisection (dite aussi de Dichotomie). L’algorithme hybride réalise une étape de bisection dans le cas où la 
méthode de Newton-Raphson cherche des solutions à l’extérieur de l’intervalle de recherche des solutions 





L’algorithme très simplifié est de la forme :   
! 
SUBROUTINE NR_RTSAFE 
Test d’existence de la solution par la méthode de bissection  
Si oui  
Application de la méthode de Newton-Raphson  
Si non  
Redéfinir les bornes supérieure et inférieure 
END SUBROUTINE NR_RTSAFE 
! 
AIII.10 Diagramme de séquence : calcul d’un flash liquide – vapeur 
 La principale donnée de sortie de l’équation SAFT codée dans ce travail est le coefficient de 
fugacité pour chaque phase. Leur valeur est ensuite transmise vers le module BFPMGL qui fait les calculs 
flash. Le diagramme de séquence simplifié est donné dans la figure ci-dessus  
 UTILISATEUR 
1: Choix_constituants 
SIMULIS THERMODYNAMICS MODELE SAFT  
2: Choix dumodèle thermo 
3: Calcul flash LV 
4: Appel BSAFTORIGFM 
5: Renvoi des coefficients de fugacité vers 
BFPMGL 
  
Figure AIII-13. Diagramme de séquence de l’appel des coefficients de fugacité de SAFT par les routines 
de calculs flash de Simulis® 











2: Choix du  
modèle thermo 
3: flash LV 
4: Appel BSAFTORIGFM 
INITI SAFT 
PHASE 




7 : Appel de   solveur  (résolution de ρ) 
8 : Appel de PHISAFT 







5 : Calculer  covolume 
 
Figure AIII-14. Diagramme de séquence simplifié du code SAFT original  
 











ENREGISTREMENT SAFT  
INIT  






6 : Initialiser ρ 
7 : Appel de   solveur  (résolution de ρ) 8 : FObj=PSAFT-P=0  
                 DERIVEE dP/dv 
5 : Calculer  covolume 
SOMME 
CONTRIBUTION 
SAFT  CHAINE ASSOCIATION 
9 : Calcul PSAFT 9 : Calcul Pseg 
10 : Calcul Pch 
11 : Calcul Pass 
Boucle d’itérations pour la résolution des 
volumes molaires pour satisfaire la fonction 
objectif (PSAFT-P=0) 
12 : Enregistre donnée de calcul PHI, ZSAFT, MUSAFT  
 
Figure AIII-15. Diagramme de séquence détaillé des différents appels dans le code SAFT
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Le détail de la partie calcul des propriétés de la contribution segment, chaîne et association est :  
 
SEGMENT MIXTURES_COMBINATIONS_RULE
2: Calculer mx,σx, εx 
     Calculer ,σij, εij 
SOMME_CONTRIBUTIONS_SAFT 
1: Calculer Pseg, Zseg., 
Museg, PHIseg 
 






2:     Calculer dij 




1: Calculer Pch, Zch., 
Much, PHIch 
DIST_FUNC  
3: Calculer GDIS, dGDIST 
 





2: Calculer   Calculer dij 




1: Calculer Pass, Zass., 
Muass, PHIass 
DIST_FUNC  
3: Calculer GHS, dGHS 
 
Figure AIII-18. Diagramme de séquence de la contribution associative 
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Les modules sont connectés entre eux selon chaque fonctionnalité, par exemple le module CHAINE aura 
besoin de module DIST_FUNC pour lui fournir les valeurs de la fonction de la distribution radiale pour le 
calcul de la contribution chaîne.  
Nous donnons dans le diagramme suivant les différents appels dans chaque module.  
 



















Figure AIII-19. Différents appels dans le programme SAFT. 
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Annexe IV Détail des données expérimentales 
AIV.1 Données d’équilibre liquide – vapeur pour le CO2 (*) 
T (K) P (Mpa) ρl (Mol/L) ρv (Mol/L) T (K) P (Mpa) ρl (Mol/L) ρv (Mol/L) 
220,03 0,6 26,494 0,35991 279,42 4,1 20,167 2,7142 
223,78 0,7 26,181 0,41746 280,37 4,2 20,019 2,8002 
227,15 0,8 25,894 0,47509 281,31 4,3 19,87 2,888 
230,21 0,9 25,628 0,53288 282,23 4,4 19,72 2,9775 
233,03 1 25,379 0,59091 283,13 4,5 19,57 3,069 
235,65 1,1 25,143 0,64922 284,02 4,6 19,418 3,1626 
238,09 1,2 24,919 0,70787 284,89 4,7 19,266 3,2583 
240,39 1,3 24,705 0,76691 285,75 4,8 19,112 3,3563 
242,57 1,4 24,499 0,82636 286,6 4,9 18,956 3,4568 
244,63 1,5 24,3 0,88628 287,43 5 18,798 3,56 
246,59 1,6 24,108 0,94668 288,25 5,1 18,639 3,6659 
248,47 1,7 23,922 1,0076 289,06 5,2 18,477 3,7749 
250,26 1,8 23,74 1,0691 289,86 5,3 18,313 3,8871 
251,99 1,9 23,563 1,1312 290,65 5,4 18,146 4,0029 
253,65 2 23,389 1,1938 291,42 5,5 17,976 4,1225 
255,25 2,1 23,219 1,2572 292,18 5,6 17,803 4,2462 
256,79 2,2 23,053 1,3212 292,93 5,7 17,625 4,3745 
258,29 2,3 22,889 1,3859 293,68 5,8 17,444 4,5078 
259,73 2,4 22,727 1,4513 294,41 5,9 17,257 4,6467 
261,14 2,5 22,568 1,5175 295,13 6 17,065 4,7917 
262,5 2,6 22,41 1,5846 295,84 6,1 16,867 4,9437 
263,83 2,7 22,255 1,6524 296,54 6,2 16,661 5,1035 
265,12 2,8 22,101 1,7211 297,23 6,3 16,447 5,2723 
266,37 2,9 21,948 1,7908 297,92 6,4 16,223 5,4514 
267,6 3 21,796 1,8614 298,59 6,5 15,988 5,6427 
268,79 3,1 21,646 1,933 299,26 6,6 15,738 5,8485 
269,96 3,2 21,496 2,0056 299,91 6,7 15,47 6,072 
271,1 3,3 21,347 2,0793 300,56 6,8 15,181 6,3179 
272,22 3,4 21,199 2,1541 301,2 6,9 14,862 6,593 
273,31 3,5 21,051 2,2301 301,83 7 14,504 6,9083 
274,38 3,6 20,904 2,3074 302,45 7,1 14,086 7,2839 
275,43 3,7 20,757 2,3859 303,07 7,2 13,565 7,763 
276,45 3,8 20,609 2,4658 303,67 7,3 12,812 8,478 
277,46 3,9 20,462 2,5471 304,2 7,38 10,6 10,6 
278,45 4 20,315 2,6299     
 
(*) : NIST 2007 
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AIV.2 Données d’équilibre liquide – vapeur pour le NO2/N2O4 (**) 
Référence: Reamer H. H., Sage B.H., 1952, Volumetric Behavior of Nitrogen Dioxide in the Liquid Phase, 
Ind. Eng. Chem. Res., 44 (1), 185-187. 
T (K) P (Mpa) ρl (Mol/L) ρv (Mol/L) 
294,11 0,102046 31,28638 0,0739 
299,67 0,1344525 31,03542 0,09363 
305,22 0,166859 30,76125 0,11218 
310,78 0,2116765 30,43858 0,13824 
316,33 0,266147 30,14869 0,16978 
321,89 0,332339 29,83868 0,20789 
327,44 0,4137 29,53498 0,25454 
333 0,5109195 29,21287 0,30925 
338,56 0,6281345 28,94575 0,37431 
344,11 0,766724 28,56582 0,4503 
349,67 0,934962 28,2644 0,54121 
355,22 1,13078 27,8797 0,64592 
360,78 1,354178 27,50532 0,76498 
366,33 1,628599 27,09863 0,91156 
371,89 1,938874 26,62212 1,07741 
377,44 2,294656 26,12284 1,26948 
383 2,7159405 25,56662 1,50094 
388,56 3,197901 24,99766 1,7721 
394,11 3,7501905 24,33385 2,09391 
399,67 4,397631 23,62397 2,48904 
405,22 5,125743 22,81896 2,9535 
410,78 5,9579695 21,87295 3,53772 
416,33 6,9287855 20,72723 4,30057 
421,89 7,9975105 19,25981 5,38536 
427,44 9,2151675 16,80586 7,40888 
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AIV.3 Données d’équilibre liquide – vapeur pour le CO2+NO2/N2O4 (***) 
 
T ZCO2 ZNO2/N2O4 P (MPA) 
298,15 0,0700000 0,9300000 1,00 
    
313,15 0,2832824 0,7167176 3,30 
 0,32496006 0,67503994 3,80 
 0,35790559 0,64209441 4,20 
 0,93744713 0,06255287 8,00 
 0,13696864 0,86303136 2,10 
 0,1611539 0,8388461 2,56 
 0,77192803 0,22807197 6,54 
 0,7782019 0,2217981 6,57 
 0,78985984 0,21014016 6,77 
 0,54848977 0,45151023 5,55 
 0,57346213 0,42653787 5,40 
 0,58923768 0,41076232 5,52 
 0,60847883 0,39152117 5,66 
 0,86950000 0,13050000 5,50 
    
328,45 0,840000 0,1600000 8,97 
 0,850000 0,1500000 8,95 
 0,710000 0,2900000 7,81 
 
(***) S. Camy et al. (2006) 
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AIV.4 Données d’équilibre liquide – vapeur de la famille des nitriles 
Référence: DIPPR 2007 Simulis Thermodynamics® 
AIV.1. Acetnointrile 
 
T (K) P (Mpa) ρl (Mol/L) ρv (Mol/L) T (K) P (Mpa) ρl (Mol/L) ρv (Mol/L) 
283,15 0,0059 0,00251855 19,30436502 413,15 0,4787 0,15314915 15,5729133 
288,15 0,0076 0,003177223 19,17672698 418,15 0,5354 0,17073038 15,4043875 
293,15 0,0096 0,003972557 19,04817276 423,15 0,5974 0,18996983 15,2329788 
298,15 0,0121 0,00492539 18,91867077 428,15 0,6648 0,21100757 15,0584921 
303,15 0,0152 0,006058527 18,78818796 433,15 0,7380 0,23399805 14,8807099 
308,15 0,0188 0,007396803 18,65668975 438,15 0,8174 0,2591124 14,6993883 
313,15 0,0231 0,008967142 18,52413994 443,15 0,9033 0,28654121 14,5142531 
318,15 0,0283 0,010798615 18,39050053 448,15 0,9961 0,3164979 14,3249941 
323,15 0,0343 0,012922504 18,25573165 453,15 1,0963 0,34922287 14,131258 
328,15 0,0414 0,015372375 18,11979132 458,15 1,2042 0,38498868 13,9326404 
333,15 0,0496 0,018184153 17,98263528 463,15 1,3201 0,42410659 13,7286746 
338,15 0,0591 0,021396214 17,84421678 468,15 1,4447 0,46693482 13,5188176 
343,15 0,0700 0,025049492 17,70448632 473,15 1,5783 0,51388933 13,3024322 
348,15 0,0825 0,029187602 17,56339134 478,15 1,7213 0,56545793 13,0787622 
353,15 0,0967 0,033856985 17,42087593 483,15 1,8744 0,62221915 12,8469001 
358,15 0,1129 0,039107082 17,27688043 488,15 2,0379 0,68486807 12,6057411 
363,15 0,1312 0,044990531 17,13134106 493,15 2,2124 0,75425244 12,353919 
368,15 0,1518 0,051563411 16,98418945 498,15 2,3985 0,83142468 12,089711 
373,15 0,1750 0,058885513 16,83535211 503,15 2,5967 0,91771937 11,8108957 
378,15 0,2008 0,067020665 16,68474984 508,15 2,8077 1,01487327 11,5145265 
383,15 0,2296 0,076037114 16,53229709 513,15 3,0319 1,125221 11,1965576 
388,15 0,2617 0,086007961 16,37790121 518,15 3,2702 1,25203423 10,8511789 
393,15 0,2971 0,097011678 16,22146153 523,15 3,5231 1,4001603 10,4695337 
398,15 0,3363 0,109132705 16,06286847 528,15 3,7913 1,57736648 10,0369362 
403,15 0,3794 0,122462153 15,90200232 533,15 4,0756 1,79767691 9,525705 








T(K) P(MPa) ρl (Mol.L) ρv (Mol.L) T(K) P(MPa) ρl (Mol.L) ρv (Mol.L) 
283,15 0,0029 0,001224929 14,37300302 423,15 0,3874 0,12045342 11,6544839 
288,15 0,0038 0,00158091 14,28723632 428,15 0,4323 0,13391301 11,5401107 
293,15 0,0049 0,002019036 14,20083329 433,15 0,4811 0,14858129 11,4238906 
298,15 0,0063 0,002553218 14,11377825 438,15 0,5341 0,16455266 11,3057043 
303,15 0,0080 0,003198804 14,02605478 443,15 0,5915 0,18193057 11,1854195 
308,15 0,0101 0,003972606 13,93764568 448,15 0,6535 0,20082883 11,0628889 
313,15 0,0127 0,00489293 13,84853286 453,15 0,7204 0,22137328 10,9379478 
318,15 0,0157 0,005979598 13,75869733 458,15 0,7925 0,24370373 10,8104112 
323,15 0,0193 0,007253963 13,66811909 463,15 0,8701 0,26797633 10,6800709 
328,15 0,0236 0,008738931 13,57677701 468,15 0,9534 0,29436644 10,5466906 
333,15 0,0286 0,010458982 13,48464879 473,15 1,0428 0,32307223 10,410001 
338,15 0,0345 0,01244019 13,39171075 478,15 1,1385 0,35431913 10,2696933 
343,15 0,0413 0,014710257 13,29793776 483,15 1,2409 0,3883654 10,1254106 
348,15 0,0492 0,017298548 13,20330304 488,15 1,3504 0,42550933 9,97673693 
353,15 0,0582 0,020236144 13,10777801 493,15 1,4672 0,46609851 9,82318342 
358,15 0,0685 0,023555902 13,01133207 498,15 1,5919 0,51054206 9,66416886 
363,15 0,0803 0,027292534 12,91393242 503,15 1,7246 0,5593271 9,49899404 
368,15 0,0936 0,031482706 12,81554379 508,15 1,8659 0,61304125 9,3268057 
373,15 0,1085 0,036165153 12,71612818 513,15 2,0162 0,6724044 9,1465451 
378,15 0,1254 0,041380828 12,61564461 518,15 2,1759 0,73831461 8,95687243 
383,15 0,1442 0,047173067 12,51404872 523,15 2,3454 0,81191704 8,75605135 
388,15 0,1652 0,053587795 12,41129247 528,15 2,5253 0,89471163 8,54176518 
393,15 0,1885 0,060673765 12,30732373 533,15 2,7161 0,98873056 8,31080774 
398,15 0,2143 0,068482836 12,20208578 538,15 2,9183 1,09685021 8,05852677 
403,15 0,2427 0,077070302 12,09551686 543,15 3,1325 1,22338962 7,77772756 
408,15 0,2741 0,086495274 11,98754954 548,15 3,3593 1,37540425 7,4562253 
413,15 0,3085 0,096821122 11,87811012 553,15 3,5992 1,56603381 7,07025077 








T (K) P (MPa) ρl (Mol/L) ρv (Mol/L) T (K) P (MPa) ρl (Mol/L) ρv (Mol/L) 
283,15 0,0011 0,000463352 11,574768 433,15 0,2984 0,0895168 9,36469941 
288,15 0,0015 0,000615961 11,5104276 438,15 0,3334 0,09958581 9,27875718 
293,15 0,0020 0,000809263 11,4455179 443,15 0,3714 0,11054443 9,19166977 
298,15 0,0026 0,001051487 11,3800322 448,15 0,4127 0,12245831 9,1033641 
303,15 0,0034 0,001351944 11,313964 453,15 0,4574 0,13539913 9,0137577 
308,15 0,0044 0,001721084 11,247307 458,15 0,5057 0,14944559 8,9227574 
313,15 0,0056 0,002170527 11,180055 463,15 0,5579 0,16468455 8,83025793 
318,15 0,0071 0,002713102 11,1122018 468,15 0,6141 0,18121237 8,73614013 
323,15 0,0090 0,003362864 11,0437413 473,15 0,6746 0,19913657 8,64026885 
328,15 0,0112 0,004135113 10,9746675 478,15 0,7396 0,21857776 8,54249048 
333,15 0,0139 0,005046404 10,904974 483,15 0,8093 0,23967209 8,44262988 
338,15 0,0170 0,006114546 10,8346544 488,15 0,8841 0,26257417 8,34048661 
343,15 0,0208 0,007358609 10,7637021 493,15 0,9641 0,28746075 8,23583023 
348,15 0,0252 0,008798919 10,6921098 498,15 1,0498 0,31453527 8,12839449 
353,15 0,0303 0,01045706 10,6198701 503,15 1,1415 0,34403371 8,01786971 
358,15 0,0363 0,012355875 10,5469745 508,15 1,2395 0,376232 7,90389314 
363,15 0,0431 0,014519474 10,4734139 513,15 1,3441 0,41145579 7,78603608 
368,15 0,0510 0,016973246 10,3991782 518,15 1,4559 0,4500933 7,66378675 
373,15 0,0600 0,019743886 10,3242561 523,15 1,5753 0,49261276 7,53652676 
378,15 0,0701 0,022859428 10,2486346 528,15 1,7027 0,53958654 7,40349816 
383,15 0,0817 0,026349299 10,1722994 533,15 1,8387 0,59172531 7,26375596 
388,15 0,0946 0,030244386 10,0952341 538,15 1,9839 0,64992814 7,11609746 
393,15 0,1092 0,034577125 10,0174199 543,15 2,1390 0,71535858 6,95895295 
398,15 0,1254 0,039381615 9,93883573 548,15 2,3046 0,78956561 6,79020838 
403,15 0,1435 0,044693757 9,85945752 553,15 2,4815 0,87468694 6,60690045 
408,15 0,1635 0,050551432 9,77925796 558,15 2,6707 0,97381682 6,404651 
413,15 0,1857 0,0569947 9,69820605 563,15 2,8730 1,09173906 6,17650576 
418,15 0,2101 0,064066059 9,61626667 568,15 3,0894 1,23660481 5,91018022 
423,15 0,2369 0,071810738 9,53340006 573,15 3,3213 1,42470176 5,57986279 








T (K) P (MPa) ρliq (mol/l) T (K) P (MPa) ρliq (mol/l) 
176,95 1,20E-09 10,6989279 392,126768 0,05395429 8,53671703 
181,253535 2,84E-09 10,6606411 396,430303 0,0614546 8,48588691 
185,557071 6,40E-09 10,6222104 400,733838 0,06976868 8,43459774 
189,860606 1,38E-08 10,5836333 405,037374 0,07895889 8,3828336 
194,164141 2,87E-08 10,5449074 409,340909 0,08909022 8,33057767 
198,467677 5,75E-08 10,5060301 413,644444 0,10023031 8,27781214 
202,771212 1,11E-07 10,4669986 417,94798 0,11244952 8,22451812 
207,074747 2,09E-07 10,4278104 422,251515 0,12582095 8,17067558 
211,378283 3,80E-07 10,3884627 426,555051 0,14042045 8,11626323 
215,681818 6,71E-07 10,3489524 430,858586 0,15632668 8,0612584 
219,985354 1,16E-06 10,3092768 435,162121 0,17362118 8,00563694 
224,288889 1,94E-06 10,2694327 439,465657 0,19238843 7,94937305 
228,592424 3,19E-06 10,229417 443,769192 0,21271591 7,89243916 
232,89596 5,13E-06 10,1892266 448,072727 0,23469417 7,8348057 
237,199495 8,08E-06 10,1488579 452,376263 0,25841698 7,77644097 
241,50303 1,25E-05 10,1083077 456,679798 0,28398138 7,71731083 
245,806566 1,89E-05 10,0675724 460,983333 0,31148783 7,65737851 
250,110101 2,83E-05 10,0266483 465,286869 0,34104032 7,59660431 
254,413636 4,15E-05 9,98553177 469,590404 0,37274656 7,53494521 
258,717172 5,99E-05 9,94421878 473,893939 0,40671809 7,47235454 
263,020707 8,53E-05 9,90270537 478,197475 0,44307047 7,40878148 
267,324242 0,0001199 9,86098741 482,50101 0,48192351 7,3441706 
271,627778 0,00016628 9,81906059 486,804545 0,52340142 7,27846118 
275,931313 0,00022778 9,77692049 491,108081 0,56763307 7,21158656 
280,234848 0,00030841 9,73456254 495,411616 0,61475222 7,14347324 
284,538384 0,00041296 9,69198197 499,715152 0,66489779 7,07403993 
288,841919 0,00054717 9,64917389 504,018687 0,71821412 7,0031963 
293,145455 0,00071776 9,6061332 508,322222 0,77485129 6,93084156 
297,44899 0,00093261 9,56285464 512,625758 0,8349654 6,85686271 
301,752525 0,00120083 9,51933273 516,929293 0,89871898 6,78113239 
306,056061 0,00153289 9,47556179 521,232828 0,96628128 6,7035062 
310,359596 0,00194074 9,43153596 525,536364 1,03782867 6,62381943 
314,663131 0,0024379 9,3872491 529,839899 1,11354508 6,54188281 
318,966667 0,00303959 9,34269487 534,143434 1,1936224 6,45747721 
323,270202 0,00376281 9,29786665 538,44697 1,27826097 6,37034667 
327,573737 0,00462648 9,25275758 542,750505 1,36767001 6,28018923 
331,877273 0,00565147 9,2073605 547,05404 1,4620682 6,1866447 
336,180808 0,00686073 9,16166796 551,357576 1,5616842 6,08927787 
340,484343 0,00827936 9,11567219 555,661111 1,6667572 5,98755503 
344,787879 0,00993468 9,06936508 559,964646 1,77753758 5,88081022 
349,091414 0,0118563 9,02273818 564,268182 1,89428752 5,76819518 
353,394949 0,01407614 8,97578266 568,571717 2,0172817 5,64860227 
357,698485 0,01662854 8,92848928 572,875253 2,14680799 5,5205403 
362,00202 0,01955024 8,88084838 577,178788 2,28316827 5,3819227 
366,305556 0,02288046 8,83284985 581,482323 2,42667919 5,22967935 
370,609091 0,02666093 8,7844831 585,785859 2,57767305 5,05897319 
374,912626 0,03093587 8,73573702 590,089394 2,7364987 4,86138988 
379,216162 0,03575205 8,68659995 594,392929 2,90352245 4,61978514 
383,519697 0,04115881 8,63705962 598,696465 3,07912918 4,28678891 
387,823232 0,04720806 8,58710317 603 3,26372329 3,02183195  
Annexes 




T (K) P (MPa) ρliq (mol/l) T (K) P (MPa) ρliq (mol/l) 
192,85 1,38E-08 9,0839757 409,617677 0,0469134 7,23263642 
197,185354 2,64E-08 9,05108711 413,95303 0,05346368 7,18927183 
201,520707 4,91E-08 9,01807852 418,288384 0,06074758 7,14552351 
205,856061 8,89E-08 8,98494791 422,623737 0,06882553 7,10137814 
210,191414 1,57E-07 8,95169316 426,959091 0,07776082 7,05682165 
214,526768 2,70E-07 8,91831215 431,294444 0,08761967 7,01183914 
218,862121 4,55E-07 8,88480264 435,629798 0,09847118 6,96641483 
223,197475 7,50E-07 8,85116237 439,965152 0,11038734 6,92053196 
227,532828 1,21E-06 8,81738899 444,300505 0,12344297 6,87417272 
231,868182 1,92E-06 8,78348011 448,635859 0,13771573 6,82731817 
236,203535 2,99E-06 8,74943324 452,971212 0,15328608 6,77994809 
240,538889 4,57E-06 8,71524584 457,306566 0,17023723 6,73204094 
244,874242 6,89E-06 8,68091528 461,641919 0,18865512 6,68357364 
249,209596 1,02E-05 8,64643886 465,977273 0,20862837 6,63452149 
253,544949 1,50E-05 8,61181379 470,312626 0,23024824 6,58485797 
257,880303 2,16E-05 8,57703721 474,64798 0,25360859 6,53455457 
262,215657 3,08E-05 8,54210614 478,983333 0,27880585 6,48358055 
266,55101 4,33E-05 8,50701754 483,318687 0,30593893 6,43190272 
270,886364 6,02E-05 8,47176826 487,65404 0,33510925 6,37948513 
275,221717 8,28E-05 8,43635504 491,989394 0,36642065 6,32628878 
279,557071 0,00011273 8,40077453 496,324747 0,39997939 6,27227122 
283,892424 0,0001519 8,36502324 500,660101 0,43589408 6,21738613 
288,227778 0,00020272 8,3290976 504,995455 0,47427571 6,1615828 
292,563131 0,00026808 8,29299389 509,330808 0,51523757 6,10480553 
296,898485 0,00035141 8,25670828 513,666162 0,55889531 6,04699295 
301,233838 0,0004568 8,2202368 518,001515 0,60536686 5,98807715 
305,569192 0,00058906 8,18357533 522,336869 0,6547725 5,92798271 
309,904545 0,00075382 8,14671962 526,672222 0,70723482 5,8666255 
314,239899 0,0009576 8,10966525 531,007576 0,76287879 5,80391116 
318,575253 0,00120796 8,07240764 535,342929 0,82183178 5,7397334 
322,910606 0,00151354 8,03494205 539,678283 0,88422357 5,67397171 
327,24596 0,0018842 7,99726354 544,013636 0,95018648 5,60648863 
331,581313 0,00233114 7,959367 548,34899 1,01985537 5,53712627 
335,916667 0,00286697 7,92124712 552,684343 1,09336779 5,46570183 
340,25202 0,00350585 7,88289835 557,019697 1,17086404 5,39200185 
344,587374 0,0042636 7,84431496 561,355051 1,25248729 5,31577455 
348,922727 0,00515781 7,80549094 565,690404 1,33838376 5,23671966 
353,258081 0,00620792 7,76642006 570,025758 1,42870279 5,15447446 
357,593434 0,00743537 7,72709583 574,361111 1,52359711 5,06859426 
361,928788 0,00886366 7,68751145 578,696465 1,62322295 4,97852433 
366,264141 0,0105185 7,64765986 583,031818 1,72774028 4,88355834 
370,599495 0,01242786 7,60753365 587,367172 1,83731306 4,78277429 
374,934848 0,01462207 7,56712511 591,702525 1,95210947 4,67493141 
379,270202 0,01713394 7,52642615 596,037879 2,07230217 4,55829441 
383,605556 0,01999877 7,48542831 600,373232 2,19806867 4,43031141 
387,940909 0,0232545 7,44412272 604,708586 2,32959157 4,28696455 
392,276263 0,02694171 7,4025001 609,043939 2,46705898 4,12127042 
396,611616 0,03110372 7,36055067 613,379293 2,61066489 3,91901636 
400,94697 0,0357866 7,3182642 617,714646 2,76060953 3,64100122 
405,282323 0,04103924 7,2756299 622,05 2,91709991 2,60422936  
 
