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1. Introduction
Although the superstring worldsheet action in an AdS5×S5 background is well-known
both in the Green-Schwarz [1] [2] and pure spinor [3] [4] formalisms, an explicit superfield
construction of AdS5×S5 supergravity vertex operators is still an open problem. Superfield
expressions for the dual half-BPS super-Yang-Mills gauge-invariant operators have been
constructed using d=4 N=4 harmonic superspace [5] [6] [7], however, analogous superfield
expressions for supergravity have only been constructed for the field strengths [8] [9] and
not for the supergravity gauge fields that appear in superstring vertex operators.
In the Green-Schwarz formalism, supergravity vertex operators must preserve kappa-
symmetry and, in the pure spinor formalism, supergravity vertex operators must preserve
BRST invariance. Only the pure spinor formalism will be discussed here, however, it should
be possible to extend our results for the Green-Schwarz supergravity vertex operators. In
any consistent curved background, Type IIB supergravity vertex operators in the pure
spinor formalism are defined by [10]
V = λαλ̂βAαβ(x, θ, θ̂) (1.1)
where λα and λ̂β are left and right-moving pure spinors and Aαβ is an N = 2 d=10 bispinor
superfield. The BRST operator is Q = λα∇α + λ̂β∇̂β where ∇α and ∇̂β are the covariant
N = 2 d=10 superspace derivatives.
In this paper, we will compute the BRST cohomology by first expanding Q near the
boundary of AdS5 as
Q = Q− 1
2
+Q 1
2
+Q 3
2
+ ... (1.2)
where Qn is proportional to z
n and z is the distance from the boundary of AdS5. In
performing this expansion, it will be convenient to use a PSU(2,2|4)
SO(4,1)×SO(6) × SO(6)SO(5) supercoset
description of AdS5 × S5 instead of the usual PSU(2,2|4)SO(4,1)×SO(5) supercoset description. We
will then argue, making some assumptions, that the BRST cohomology is completely
determined by the cohomology of the first two terms Q− 1
2
+ Q 1
2
and, as expected from
holography, BRST-invariant vertex operators are determined by their behavior near the
boundary of AdS5. Finally, we will compute the zero mode cohomology of Q− 1
2
+Q 1
2
and
express the result in N = 4 d=4 harmonic superspace. In this way, we will obtain explicit
superfield expressions for the behavior of supergravity vertex operators near the boundary
of AdS5.
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In section 2 of this paper, we describe the AdS5×S5 pure spinor formalism using the
PSU(2,2|4)
SO(4,1)×SO(6) × SO(6)SO(5) supercoset instead of the usual PSU(2,2|4)SO(4,1)×SO(5) supercoset. In section
3, we expand the BRST operator as Q = Q− 1
2
+Q 1
2
+Q 3
2
+ ... where Qn is proportional
to zn and z is the distance from the AdS5 boundary, and argue that the cohomology is
determined by the first two terms Q− 1
2
+ Q 1
2
. In section 4, we restrict to the zero mode
cohomology corresponding to supergravity states and explicitly compute the cohomology of
Q− 1
2
+Q 1
2
, thereby obtaining explicit superfield expressions in N = 4 harmonic superspace
for the behavior of supergravity vertex operators near the boundary of AdS5. In section
5, we summarize our results and discuss possible applications such as computation of the
massive spectrum and tree-level scattering amplitudes in AdS5 × S5.
2. Pure Spinor Formalism with
PSU(2,2|4)
SO(4,1)×SO(6) Supercoset
In this section, the pure spinor formalism in an AdS5×S5 background will be reviewed.
However, instead of representing the worldsheet matter variables with the AdS5 × S5
superspace coset PSU(2,2|4)
SO(4,1)×SO(5) , the worldsheet matter variables will be represented by the
AdS5 superspace coset
PSU(2,2|4)
SO(4,1)×SO(6) together with
SO(6)
SO(5) variables for S
5. Although the
two superspace cosets are related by a field redefinition, the PSU(2,2|4)
SO(4,1)×SO(6) × SO(6)SO(5) is more
convenient for comparing with N = 4 d=4 harmonic superspace since the SO(6)
SO(5) variables
transform under N = 4 d=4 supersymmetry in the same manner as harmonic variables.
2.1. Worldsheet variables
The AdS5 superspace contains 5 bosonic variables denoted [x
m, z] for m = 0 to 3, and
32 fermionic variables denoted [θαj, θ
α˙
j , ψ
α
j , ψ
α˙j
] for (α, α˙) = 1 to 2 and j = 1 to 4. These
variables appear in the PSU(2,2|4)
SO(4,1)×SO(6) supercoset as
g = exp(xmPm + i θ
αjqαj + i θα˙jq
α˙j) exp(i ψαj s
j
α + i ψ
j
α˙s
α˙
j ) z
D , (2.1)
where [Pm, qαj, q
j
α˙] are the N = 4 d=4 supersymmetry and translation generators, D is the
dilatation generator, and [sαj, sα˙j ] are the N = 4 d=4 superconformal generators. Under
global PSU(2, 2|4) transformations generated by Σ, g transforms by left multiplication as
δg = Σg. And under local SO(4, 1)×SO(6) transformations generated by Ω, g transforms
by right multiplication as δg = gΩ. Note that with the parameterization of (2.1), when
z → 0 at the AdS5 boundary, the variables [x, θ, θ] transform in the usual N = 4 d=4
superconformal manner under global PSU(2, 2|4) transformations.
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The S5 space will be parameterized using a unit vector yJ for J = 1 to 6 satisfying
yJyJ = 1. Using SO(6) Pauli matrices σJjk, one can define yjk = −ykj = yJσJjk which
satisfies the normalization condition that 1
8
ǫjklmyjkylm = −1. Note that yjk = 12 ǫjklmylm
and that yjky
kl = δlj .
Finally, one needs to include the left and right-moving pure spinor variables (λαj , λ
α˙
j )
and (λ̂αj , λ̂
α˙
j ), as well as their conjugate momenta (wαj , w
j
α˙) and (ŵαj , ŵ
j
α˙). These variables
satisfy the pure spinor constraints
λαjλ
α˙
j = 0, λ
αjλkα −
1
2
ǫjklmλα˙lλ
α˙
m = 0, (2.2)
λ̂αjλ̂
α˙
j = 0, λ̂
αj λ̂kα −
1
2
ǫjklmλ̂α˙lλ̂
α˙
m = 0,
which are the four-dimensional reduction of the d=10 pure spinor constraints
λγMλ = 0, λ̂γM λ̂ = 0, (2.3)
for M = 0 to 9. As in ten dimensions, gauge invariance under δw = (γMλ)ΛM and
δŵ = (γM λ̂)Λ̂M implies that w and ŵ can only appear in the combinations of either
SO(9, 1) Lorentz currents NMN = 14 (wγ
MNλ) and N̂MN = 14 (ŵγ
MN λ̂), or ghost currents
Jg = (wλ) and Ĵg = (ŵλ̂). So as in ten dimensions, there are 11 independent λ’s and λ̂’s
and 11 gauge-invariant w’s and ŵ’s.
Under the local SO(4, 1)× SO(6) gauge transformations which transform g by right
multiplication as δg = gΩ, one also must transform the yjk and pure spinor variables.
Under the SO(3, 1) × SO(6) subgroup of SO(4, 1) × SO(6), these variables transform in
the obvious way as
δyjk = c
l
jylk + c
l
kyjl, (2.4)
δλjα = c
β
αλ
j
β − cjkλkα, δλ
α˙
j = c
α˙
β˙
λ
β˙
j + c
k
jλ
α˙
k ,
δwαj = −cαβwβj + ckjwαk , δwjα˙ = −cβ˙α˙wjβ˙ − c
j
kw
k
α˙,
δλ̂jα = c
β
αλ̂
j
β − cjkλ̂kα, δλ̂
α˙
j = c
α˙
β˙
λ̂
β˙
j + c
k
j λ̂
α˙
k ,
δŵαj = −cαβ ŵβj + ckj ŵαk , δŵ
j
α˙ = −cβ˙α˙ŵ
j
β˙ − cjkŵ
k
α˙,
3
where Ω = cjkR
k
j − 14(cαβ (σmn) βα + cα˙β˙ (σmn)
β˙
α˙)Mmn, R
k
j are the SU(4) R-symmetry gen-
erators and Mmn are the SO(3, 1) Lorentz generators. And under the local SO(4, 1)
transformations which are not contained in SO(3, 1), these variables transform as
δyjk = 0, (2.5)
δλjα = −cα˙αyjkλ
α˙
k , δλ
α˙
j = c
αα˙yjkλ
k
α, δλ̂
j
α = −cα˙αyjkλ̂
α˙
k , δλ̂
α˙
j = c
αα˙yjkλ̂
k
α,
δwαj = c
αα˙yjkw
k
α˙, δw
j
α˙ = −cα˙αyjkwαk , δŵαj = cαα˙yjkŵ
k
α˙, δŵ
j
α˙ = −cα˙αyjkŵαk ,
where Ω = cαα˙iσmαα˙M5m and M5m are the four SO(4, 1)/SO(3, 1) generators. Note that
λAj = [λjα, y
jkλ
α˙
k ], wAj = [w
α
j ,−yjkwkα˙], (2.6)
λ̂Aj = [λ̂jα, y
jkλ̂
α˙
k ], ŵAj = [ŵ
α
j ,−yjkŵ
k
α˙],
transform covariantly as SO(4, 1)× SO(6) spinors where A = (α, α˙) is an SO(4, 1) spinor
index.
2.2. Worldsheet action
To construct the BRST-invariant worldsheet action using the PSU(2,2|4)
SO(4,1)×SO(6) supercoset
g of (2.1), the first step is to define the left-invariant currents J = g−1∂g and J = g−1∂g
taking values in the PSU(2, 2|4) Lie algebra. The bosonic currents will be denoted as
(Jm, J5) for the AdS5 translations, [J
αβ, J α˙β˙ , Jαβ˙] for the SO(4, 1) rotations, and Jjk
for the SO(6) rotations. And the fermionic currents will be denoted as [Jjα, Jα˙j ] for the
supersymmetries and [Jαj , J
j
α˙] for the superconformal transformations. So the left-invariant
current is
g−1∂g = Jm
1
2
(Pm+Km)+J
5D+JABMAB+J
k
j R
j
k+J
αjqαj+Jα˙jq
α˙j+Jαj s
j
α+J
j
α˙s
α˙
j (2.7)
where MAB = MBA are the SO(4, 1) generators, A = (α, α˙) is an SO(4, 1) spinor index,
and Km is the generator of special conformal transformations.
In terms of these currents, the ghost-independent contribution to the worldsheet action
is
Smatter =
∫
d2z[
1
2
ηmnJ
mJ
n
+
1
2
J5J
5 − 1
8
(∇y)jk(∇y)jk (2.8)
−2Jαj J
j
α − 2JαjJαj − 2Jjα˙J
α˙
j − 2Jα˙jJ
α˙j
4
−yjkJαjJkα − yjkJαj Jαk + yjkJα˙jJ
α˙
k + yjkJ
j
α˙J
α˙k
],
where (∇y)jk = ∂yjk − J ljylk − J lkyjl. The easiest way to verify this action is to use the
SO(6) gauge invariance to gauge-fix yjk = (σ
6)jk where (σ
J)jk for J = 1 to 6 are the
SO(6) Pauli matrices. One can then compare (2.8) with the action written in terms of the
PSU(2,2|4)
SO(4,1)×SO(5) supercoset.
When yjk = (σ
6)jk, the term −18 (∇y)jk(∇y)jk reduces to 12
∑5
J=1 J
6JJ
6J
where
J6J ≡ 1
2
(σ6J) jk J
k
j . Furthermore, the third line of (2.8) reduces to
−(σ6)jkεABJAj J
B
k − (σ6)jkεABJAjJ
Bk
(2.9)
where εAB is the SO(4, 1)-invariant antisymmetric metric, i.e. εαβ˙ = 0, εαβ = ǫαβ and
εα˙β˙ = ǫα˙β˙. In this gauge, one can easily show the equivalence of (2.8) with the ghost-
independent contribution to the action written in terms of the PSU(2,2|4)
SO(4,1)×SO(5) supercoset
which is
Smatter =
∫
d2z[
1
2
ηabJ
a
(2)J
b
(2) −
1
2
εAB(σ
6)JK(J
AJ
(1) J
BK
(3) + J
AJ
(1)J
BK
(3) ) (2.10)
+
1
4
εAB(σ
6)JK(J
AJ
(1) J
BK
(3) − J
AJ
(1)J
BK
(3) )]
where we have used the notation
εAB(σ
6)JKJ
AJ
(1) J
BK
(3) = (σ
6)ijǫαβJ
αi
(1)J
βj
(3) − (σ6)ijǫα˙β˙J α˙(1)iJ
β˙
(3)j (2.11)
and similar for the other terms. In (2.10) a = 0 to 9 is an SO(4, 1)× SO(5) vector index
and the currents [Jαj(1), J
α˙
(1)j, J
a
(2), J
αj
(3), J
α˙
(3)j ] are related to the currents of (2.7) by
Jαj(1) =
√
2 Jαj +
√
2 (σ6)jiJαi , J
αj
(3) = −
√
2Jαj +
√
2(σ6)jiJαi , (2.12)
J α˙(1)j = −
√
2J α˙j +
√
2 (σ6)jiJ
iα˙, J α˙(3)j = −
√
2J α˙j −
√
2(σ6)jiJ
α˙i,
and Ja(2) = [J
m, J5, J6J ].
Finally, the ghost-dependent contribution to the action is given by
Sghost =
∫
d2z[wAj(∇λ)Aj − ŵAj(∇λ̂)Aj + 1
2
yjl(∇y)lkwAjλAk − 1
2
yjl(∇y)lkŵAj λ̂Ak
(2.13)
−2NmnN̂mn − 4(yJNJm)(yKN̂Km) + 2NJKN̂JK − 4(yLNLJ)(yM N̂MJ )],
5
where in the first line of (2.13), λAj , wAj , λ̂
Aj and ŵAj are the SO(4, 1)× SO(6) spinors
defined in (2.6) and
wAj(∇λ)Aj = wαj ∂λjα + wkα˙yki∂(yijλα˙j )− wαj J
β
αλ
j
β − wkα˙J
α˙
β˙λ
β˙
k (2.14)
+2wαj Jαα˙y
jkλ
α˙
k − 2wkα˙yklJ
α˙α
λlα + w
α
j J
j
kλ
k
α + w
k
α˙ykiJ
i
my
mpλ
α˙
p ,
and similar for ŵAj(∇λ̂)Aj. In the second line of (2.13), the SO(9, 1) Lorentz currents
NMN = 1
4
(wγMNλ) for M = 0 to 9 are constructed out of the SO(3, 1)× SO(6) spinors
(λαj , λ
α˙
j ) and (wαj, w
j
α˙) and have been decomposed into their SO(3, 1)×SO(6) components
as [Nmn, NmJ , NJK ].
This ghost contribution can be verified by choosing the gauge yjk = (σ
6)jk and com-
paring with the ghost contribution using the PSU(2,2|4)
SO(4,1)×SO(5) supercoset which is
Sghost =
∫
d2z[wAj∇˜λAj − ŵAj∇˜λ̂Aj +RabcdN˜ab ̂˜N cd], (2.15)
where ∇˜ only involves the SO(4, 1) × SO(5) connection, N˜ab is constructed out of the
SO(4, 1)×SO(5) spinors λAj and wAj , and Rabcd is the AdS5×S5 curvature, i.e. Rabcd =
ηa[dηc]b if (a, b, c, d) are on AdS5 and Rabcd = −ηa[dηc]b if (a, b, c, d) are on S5. Since
(∇λ)Aj = ∇˜λAj − 1
2
J
6J
(σ6J)
j
k λ
Ak, the first line of (2.13) reproduces the first two terms
of (2.15) when yjk = σ
6
jk. And by writing the SO(4, 1)×SO(5) Lorentz spinors in terms of
SO(3, 1)×SO(6) spinors, one finds that when yjk = σ6jk, the second line of (2.13) reduces
to the last term of (2.15).
2.3. BRST operator
Physical closed string states in the pure spinor formalism are described by the coho-
mology at +2 ghost number of the sum of the left and right-moving BRST operator. In
terms of the PSU(2,2|4)
SO(4,1)×SO(5) supercoset, the BRST operator in an AdS5 × S5 background is
Q =
∫
dz λAJεAB(σ
6)JKJ
BK
(3) −
∫
dz λ̂AJεAB(σ
6)JKJ
BK
(1) . (2.16)
Using the relation of (2.12) for the fermionic currents, one therefore finds that the BRST
operator in terms of the PSU(2,2|4)
SO(4,1)×SO(6) supercoset is
Q =
∫
dz [λαj(
√
2Jαj −
√
2yjkJ
k
α)− λα˙j(
√
2J α˙j +
√
2yjkJ α˙k )] (2.17)
6
−
∫
dz [λ̂αj(
√
2Jαj +
√
2yjkJ
k
α) + λ̂α˙j(
√
2J
α˙j −
√
2yjkJ
α˙
k )].
Under a BRST transformation of (2.16) a representative g′ of the supercoset
PSU(2,2|4)
SO(4,1)×SO(5) transforms as
δg′ = g′(λαT 1α + λˆ
αˆT 3
αˆ
) (2.18)
where T 1α and T
3
αˆ
are the fermionic generators of the PSU(2, 2|4) , α = 1, . . . , 16 and
αˆ = 1, . . . , 16. These generators are related with qαi, q
i
α˙, s
j
α, s
α˙
j as
T 1αi =
√
2
4
qαi −
√
2
4
(σ6)ijs
j
α, T
1i
α˙ = −
√
2
4
qiα˙ −
√
2
4
(σ6)ijsα˙j (2.19)
T 3αi = −
√
2
4
qαi −
√
2
4
(σ6)ijs
j
α, T
3i
α˙ = −
√
2
4
qiα˙ +
√
2
4
(σ6)ijsα˙j
Note that in the gauge yjk = (σ
6)jk, (2.12) and (2.19) satisfy
Jαjqαj + Jα˙jq
α˙j + Jαj s
j
α + J
j
α˙s
α˙
j = J
1αTα + J
3αˆT
αˆ
(2.20)
Using the relations above we can see that the BRST transformation of g under (2.17)
is
δg = g
√
2
4
[iλ+αjqαj − iλ−αjyjkskα + iλ
+
α˙jq
α˙j + iλ
−
α˙jy
jksα˙k ] (2.21)
where (qαj , q
j
α˙) and (s
j
α, s
α˙
j ) are the N = 4 d=4 supersymmetries and superconformal trans-
formations and
λ−αj ≡ −i(λαj + λ̂αj), λ+αj ≡ −i(λαj − λ̂αj) (2.22)
λ
−
α˙j ≡ i(λα˙j − λ̂α˙j), λ
+
α˙j ≡ i(λα˙j + λ̂α˙j).
Since wAj and ŵAj are conjugate to λ
Aj and λ̂Aj , one finds that wAj and ŵAj trans-
form under BRST as
δwαj =
√
2Jαj −
√
2yjkJ
k
α, δw
α˙j = −
√
2J α˙j −
√
2yjkJ α˙k , (2.23)
δŵαj =
√
2Jαj +
√
2yjkJ
k
α, δŵ
α˙j
=
√
2J
α˙j −
√
2yjkJ
α˙
k .
Note that these BRST transformations are defined up to the gauge transformation δw =
(γMλ)ΛM and δŵ = (γ
M λ̂)Λ̂M .
Finally, the BRST transformations of λAj , λ̂Aj and yjk are zero. However, note that
these variables transform under local SO(4, 1)× SO(6) transformations. So if the BRST
transformation on g needs to be compensated by a local SO(4, 1)× SO(6) transformation
in order to preserve a gauge-fixing condition, these variables will transform under the
compensating SO(4, 1)× SO(6) gauge transformation.
7
3. Cohomology Analysis
In this section, the BRST operator in an AdS5 × S5 background will be expanded in
terms of the AdS5 radial variable z. The cohomology will then be shown to be described
by the boundary value of the state near z = 0.
To simplify the analysis of cohomology, it will be convenient to express the BRST
operator in terms of the worldsheet variables [x, θ, ψ, z, y, λ, λ̂] and their canonical momenta
[Px, Pθ, Pψ, Pz, Py, Pλ, Pλ̂] instead of the worldsheet variables and their time derivatives.
As usual, the canonical momenta will be defined as Px =
∂L
∂(∂τx)
, etc. Note that unlike
in the Green-Schwarz formalism which has first and second-class constraints, there are no
constraints on the canonical momenta in the pure spinor formalism. Using the Lagrangian
of (2.8) and (2.13), one finds, for example, that
Pz = − 1
4z
(
z˙
z
+ 2θ˙αjψαj + 2θ˙α˙jψ
α˙j
) (3.1)
where dot means derivative with respect to τ .
Expanding the sum of the left and right-moving BRST operator given in (2.17) in
terms of these variables and z, one finds that the BRST operator splits as Q = Q− 1
2
+
Q 1
2
+Q 3
2
+ ... where
Q− 1
2
= (
√
2
2
)z−
1
2λ+γmymiPψγ
i
− (
√
2
2
)z−
1
2λ
+α˙
j y
jiP
ψ
iα˙ + f(∂σX) (3.2)
Q 1
2
= (
√
2
2
)z
1
2λ−αi(−Pθαi − i(σa)αα˙θα˙i Pxa + 2ψαizPz + 4ψαkPyijyjk − ψαiPyjkykj
−4ψαkλkβPλi
β
+ ψαiλ
k
βPλk
β
− 4ψαkλ̂kβPλ̂i
β
+ ψαiλ̂
k
βPλ̂k
β
− 2ψβi λjβPλαj − 2ψβiλjαPλj
β
−2ψβi λ̂jβPλ̂αj − 2ψβiλ̂jαPλ̂j
β
+ 4ψαkλ
α˙
i Pλα˙k
− ψαiλα˙kPλα˙k + 4ψαkλ̂
α˙
i P
λ̂
α˙
k
− ψαiλ̂
α˙
kP
λ̂
α˙
k
+4ψαjψ
β
i Pψβ
j
− 2ψαjψjα˙Pψiα˙) + (
√
2
2
)z
1
2λ
−α˙
i (−Pθα˙i − iθ
βi(σa)βα˙Pxa − 2ψiα˙zPz
−4ψlα˙Pyijyjl + ψ
i
α˙Pykjyjk − 4ψ
j
α˙λ
i
αPλjα + ψ
i
α˙λ
k
αPλkα − 4ψ
j
α˙λ̂
i
αPλ̂jα
+ ψ
i
α˙λ̂
k
αPλ̂kα
+4ψ
l
α˙λ
β˙
l Pλβ˙i
− ψiα˙λ
β˙
kPλβ˙k
+ 4ψ
l
α˙λ̂
β˙
l P
λ̂
β˙
i
− ψiα˙λ̂
β˙
kP
λ̂
β˙
k
− 2ψiβ˙λ
β˙
kPλα˙k
+ 2ψ
β˙i
λα˙kP
λ
β˙
k
−2ψiβ˙λ̂
β˙
kP
λ̂
α˙
k
+ 2ψ
β˙i
λ̂α˙kP
λ̂
β˙
k
− 4ψmα˙ ψ
iβ˙
P
ψ
mβ˙ − 2ψαkψkα˙Pψαi)
8
+(
√
2
2
)2z
1
2λ+γmymi(ψ
i
α˙λ
α˙
ky
kjPλγj + ψ
iα˙
yklλ
l
γPλα˙k
+ ψ
i
α˙λ̂
α˙
ky
kjP
λ̂jγ
+ ψ
iα˙
yklλ̂
l
γP
λ̂
α˙
k
)
−(
√
2
2
)2z
1
2λ
+α˙
m y
mi(ψαiλkα˙y
jkPλjα+ψ
β
i λ
l
βyklPλα˙k
+ψαiλ̂α˙ky
jkP
λ̂
j
α
+ψαi λ̂
l
αyklP
λ̂
α˙
k
)+g(∂σX)
Q 3
2
= i(
√
2
2
)z
3
2λ+γmymi(σ
a)γα˙ψ
iα˙
Pxa − i(
√
2
2
)z
3
2λ
+α˙
m y
miψβi (σ
a)βα˙Pxa + ...
and ... are terms which are at least quadratic in ψ. We have suppressed the
∫
dσ in the
expression above and f(∂σX) and g(∂σX) denote additional terms that contain sigma
derivatives of the fields. We will work to lowest order in α′ so possible normal-ordering
contributions to Q will be ignored.
Near the AdS5 boundary, physical states V can be expanded as V =
∑
d≥d0 Vd where
Vd is proportional to z
d and Vd0 is the leading behavior near z = 0. Defining the degree to
be the power of z in the expansion, V has a minimum degree d0, so one can use standard
methods to compute the cohomology of Q. One first computes the cohomology of Q− 1
2
,
then computes the cohomology of Q 1
2
restricted to states in the cohomology of Q− 1
2
, then
computes the cohomology of Q 3
2
restricted to states in the cohomology of Q− 1
2
+ Q 1
2
,
etc. This procedure is well defined since the complete BRST operator given in (2.17) is
nilpotent, and after performing the z expansion, this implies {Q 1
2
, Q 1
2
}+2{Q− 1
2
, Q 3
2
} = 0.
So Q 1
2
is a nilpotent operator when acting on states in the cohomology of Q− 1
2
. The same
argument of nilpotency applies to Q 3
2
, Q 5
2
, . . ..
In what follows we will focus on the zero mode BRST cohomology which is relevant for
the supergravity states. Because of the usual quartet argument, the zero mode cohomology
of
Q− 1
2
= (
√
2
2
)z−
1
2λ+γmymiPψγ
i
− (
√
2
2
)z−
1
2λ
+α˙
j y
jiP
ψ
iα˙ (3.3)
will be assumed 3 to be given by states which are independent of λ+ and which only depend
on ψ in the combination λ−γM ψˆ where ψˆ ≡ yJ(γJψ). This combination λ−γM ψˆ has been
3 As shown by A. Mikhailov and R. Xu in [11], this treatment using the quartet argument
is too naive and there is one state at ghost-number two in the Q
−
1
2
cohomology that depends
on λ+ which is (λ+γM ψˆ)(λ−γM ψˆ) [12]. However, if one allows dependence on the non-minimal
pure spinor variables λ˜ and r described in the following section, this state in the cohomology of
Q
−
1
2
can be represented by (λ−λ˜)−2(λ−γM ψˆ)(λ−γN ψˆ)(λ−γP ψˆ)(rγMNP λ˜) which is independent
of λ+.
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written in ten-dimensional notation where λ−α and ψˆα are d = 10 Weyl spinors, α = 1 to
16, and M = 0 to 9. Note that the pure spinor condition (2.3) implies that
λ−γMλ+ = 0 and λ+γMλ+ + λ−γMλ− = 0, (3.4)
so that Q− 1
2
(λ−γM ψˆ) = 0.
Since states in the cohomology ofQ− 1
2
are independent of λ+, the condition λ+γMλ++
λ−γMλ− = 0 implies that λ−γMλ− = 0, i.e. λ− is a pure spinor with 11 independent
components. This implies that λ−γM ψˆ has only 5 independent components. Therefore,
states in the cohomology of Q− 1
2
depend on the 21 bosonic coordinates [x, z, y, λ−] and 21
fermionic coordinates [θ, λ−γM ψˆ].
The next step is to compute the cohomology of Q 1
2
+Q 3
2
+ ... when restricted to states
in the cohomology of Q− 1
2
. Since states in the cohomology of Q− 1
2
are independent of
λ+ and only depend on ψ in the combination λ−γM ψˆ, any terms proportional to λ+ in
Q 3
2
+ ... act as zero when restricted to these states. And any terms proportional to λ− in
Q 3
2
+ ... are at least cubic in ψ and must act as zero when restricted to these states. This
is because any operator which is linear in λ− and cubic in ψ cannot be expressed in terms
of the five λ−γM ψˆ variables. Thus all the operators in Q 3
2
+ ... act as zero when restricted
to these states. So computing the cohomology of Q reduces to computing the cohomology
of Q 1
2
restricted to states depending on the variables [x, θ, z, y, λ−, λ−γM ψˆ].
Since Q 1
2
has a fixed degree, one only needs to consider vertex operators of a fixed
degree to compute its cohomology. If V is the original vertex operator in the cohomology
of Q, this will be the term Vd0 of lowest degree in V after restricting to states in the
cohomology of Q− 1
2
. For this reason, the vertex operator inside the region of validity
of the z expansion is determined up to a BRST-trivial quantity by its boundary value
Vd0 . Holography predicts that Vd0 should be dual to a gauge-invariant super-Yang-Mills
operator, and the precise relation will be discussed in the next section for the case of
supergravity vertex operators which are dual to half-BPS super-Yang-Mills operators.
4. Half-BPS States
4.1. BRST cohomology
In this section, the zero mode BRST cohomology at +2 ghost number will be related
to the dual of half-BPS gauge-invariant d = 4 N = 4 super-Yang-Mills operators. Zero
10
mode cohomology at +2 ghost number corresponds to supergravity states which, like the
dual half-BPS super-Yang-Mills operators, will be expressed using N = 4 d=4 harmonic
superspace.
As argued in the previous section, the BRST cohomology is described by states in
the cohomology of Q 1
2
depending on [x, z, y, θ, λ−, λ−γM ψˆ] where λ−γMλ− = 0. In what
follows we are going to suppress the minus superscript in λ−. The zero mode contribution
to Q 1
2
written in ten dimensional notation is:
Q 1
2
= z
1
2 [λαDα + 4(λγ
jkψˆ)
∂
∂yjk
+ yij(λγ
ijψˆ)(2z
∂
∂z
+ ymt
∂
∂ymt
− λα ∂
∂λα
)] + w˜αrα (4.1)
where Dα = − ∂∂θα − (θγm)α ∂∂xm is the d=4 dimensional reduction of the d=10 supersym-
metric derivative.
In (4.1) we have included the usual non-minimal pure spinor term w˜αrα [13] that is
not present in (3.2) . The inclusion of this additional term is necessary 4 because, as will
be seen below, some of the results can be expressed as a function of (λγM ψˆ) only after
introducing the non-minimal bosonic pure spinor variables λ˜α satisfying
λ˜α(γ
M )αβ λ˜
β
= 0 . (4.2)
The w˜α are the conjugate momenta of λ˜α which act on functions of λ˜α as
∂
∂λ˜α
, and rα is
a fermionic spinor which satisfies
λ˜α(γ
M)αβr
β
= 0. (4.3)
To rewrite Q 1
2
given in (3.2) in the concise form of (4.1), we have performed a few
manipulations. Firstly, we have redefined λ in order to adsorb the overall factor of
√
2
2 .
Secondly, the term z
1
2 4(λγjkψˆ) ∂
∂yjk
in (4.1) is understood to not act on (λγM ψˆ) even
though (λγM ψˆ) depends on yij . This is the case because we have not explicitly included
in (4.1) the terms
z
1
2 [−2λαiψαjψjα˙Pψiα˙ − 2λ
α˙
i ψαkψ
k
α˙Pψαi + 4λ
αiψαjψ
β
i Pψβ
j
− 4λα˙i ψ
m
α˙ ψ
iβ˙
P
ψ
mβ˙ ]
4 Although some expressions for vertex operators in the next subsection will depend on λ˜α
and rα, it should be noted that there always exists a gauge in which the vertex operator depends
only on minimal variables. This is clear from the expression of (1.1). However, to express the
vertex operator in terms of harmonic superspace variables, dependence on non-minimal variables
appears to be necessary when the supergravity state is dual to a half-BPS state involving four or
more super-Yang-Mills fields.
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from (3.2), and one can show using pure spinor conditions for λ that
(
4(λγjkψˆ)
∂
∂yjk
− 2λαiψαjψjα˙Pψiα˙ − 2λ
α˙
i ψαkψ
k
α˙Pψαi (4.4)
+4λαiψαjψ
β
i Pψβ
j
− 4λα˙i ψ
m
α˙ ψ
iβ˙
P
ψ
mβ˙
)
(λγM ψˆ) = 0.
Finally, to extract the term−z 12 yij(λγijψˆ)λα ∂∂λα in (4.1) from the complicated dependence
of Q 1
2
in (3.2) in ∂
∂λ
, we have used that terms with λ+ act as zero on the states in the
cohomology of Q− 1
2
and we have omitted terms that are zero by the pure spinor condition
such as
λ−αi(4ψαkλ
α˙
i Pλα˙k
+ 4ψαkλˆ
α˙
i Pˆ
λ
α˙
k
)f(λ−α) = 0.
4.2. Supergravity vertex operators
It will now be shown that supergravity vertex operators in the zero mode cohomology
which are proportional to yJ1 ...yJN−1 are related to half-BPS operators that are constructed
from N super-Yang-Mills fields. We start the analysis of the cohomology of the operator
Q 1
2
considering supergravity vertex operators which are independent of yjk. These states
must be annihilated by 2z ∂
∂z
− λ ∂
∂λ
and must be in the +2 ghost-number cohomology of
Q = λαDα. Since λ
αDα is the four-dimensional reduction of the ten-dimensional BRST
operator Q = λαDα, these states are the antifields of super-Yang-Mills described by the
bispinor superfield A∗
αβ
(x, θ) [14]. In other words, the y-independent supergravity vertex
operators are
V = zλαλβA∗
αβ
(x, θ) (4.5)
where A∗
αβ
(x, θ) is the dimensional reduction of the ten-dimensional super-Yang-Mills an-
tifield. Note that the factor of z is required to cancel the BRST transformation of λ and
implies that V carries zero dimension (since A∗
αβ
carries dimension +1 in units where xm
and z carry dimension −1). At zero momentum, the vertex operator of (4.5) can be gauged
to
zλαλβA∗
αβ
= z[(λγMθ)(λγNθ)(θγMN)
αψ∗α+ (4.6)
(λγMθ)(λγNθ)(θγMNpθ)a
∗p + (λγMθ)(λγNθ)(θγ [jk]MN θ)φ
∗
jk]
where a∗p, φ
∗
jk and ψ
∗
α are the antifields to the gluon am, scalars φ
jk, and gluino ψα. So
these y-independent operators are the duals to super-Yang-Mills “singleton” operators, i.e.
the duals to abelian super-Yang-Mills fields.
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We next consider supergravity vertex operators in the cohomology which are linear in
y. The simplest example is the operator V = i λαjλkαyjk which is linear in y. Note that V
is real since
λαi λjα yij = −λ
α˙
i λα˙j y
ij . (4.7)
And V is annihilated by Q 1
2
since ǫjklmλ
αjλkαλ
βl = 0 and λ
α˙
j λ
αj = 0 imply that
(λγijψˆ) ∂
∂yij
(λλy) = 0. Since V is a PSU(2, 2|4) scalar, it corresponds to the zero-
momentum dilaton that is dual to the super-Yang-Mills action.
To construct the general supergravity vertex operator in the BRST cohomology, recall
that gauge-invariant half-BPS operators involving N super-Yang-Mills field strengths are
elegantly described in harmonic superspace as [6][7][8]
W (N)(u, x, θ) = (uu)i1j1 ...(uu)iNjNTr[Wi1j1(x, θ)...WiNjN (x, θ)] (4.8)
where Wjk(x, θ) is an N = 4 d=4 superfield satisfying the constraints [15]
∇αiWjk = ∇α[iWjk], (4.9)
∇iα˙Wjk = −
2
3
δi[j∇
l
α˙Wk]l.
In components,
Wjk = φjk + θα˙[jξ
α˙
k] + θ
αlξmα ǫjklm + θjα˙θkβ˙F
α˙β˙ + ǫjklmθ
αlθβmFαβ + ... (4.10)
where φjk are the scalars, ξ
k
α and ξ
α˙
k are the chiral and antichiral gluinos, and Fαβ and F
α˙β˙
are the self-dual and anti-self-dual field strengths. The expression (uu)jk denotes ǫJKujJu
k
K
where G = (ujJ , u
j
J ′) are harmonic variables parameterizing the coset
SU(4)
S(U(2)×U(2)) with
j = 1 to 4 and J, J ′ = 1 to 2. The inverse coset will be defined as G−1 = (uJj , u
J ′
j ) where
the variables u and u satisfy the constraints
ujJu
K
j = δ
K
J , u
j
J ′u
K′
j = δ
K′
J ′ , u
j
Ju
K′
j = 0, u
j
J ′u
K
j = 0, (4.11)
(uu)jk = ǫJKujJu
k
K =
1
2
ǫjklmuJ
′
l u
K′
m ǫJ ′K′ .
Using the superspace constraints, one finds that W (N)(u, x, θ) satisfies
ujJDαjW
(N) = uJ
′
j D
j
α˙W
(N) = 0, (4.12)
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i.e. W (N) is a G-analytic superfield. Furthermore, since W (N) is independent of u, it
satisfies
(ujJ
∂
∂ujJ ′
)W (N) = 0, (4.13)
i.e. W (N) is an H-analytic superfield. A superfield that is both G-analytic and H-analytic
will be called an analytic superfield for short. So if U(1) charge is defined as 12(u
∂
∂u
−u ∂
∂u
),
half-BPS states constructed from N super-Yang-Mills field strengths are described by
analytic superfields of +N U(1) charge.
To construct the duals to these analytic superfields, consider the superspace integral
[8] ∫
d4x
∫
du
∫
d8(uθ)W (N)(u, x, θ)T (4−N)(u, u, x, θ) (4.14)
where
∫
du denotes an integral over the compact space SU(4)
S(U(2)×U(2)) and using the defini-
tions
D′4 = DαJ
′
DK
′
α D
β
J ′DβK′ , D
4
= D
J
α˙D
α˙K
Dβ˙JD
β˙
K , (4.15)
where DαJ ′ = u
j
J ′Dαj and D
J
α˙ = u
J
jD
j
α˙ , one can write
∫
d8(uθ) = D′4D
4
.
For the integral to be supersymmetric and non-vanishing, T (4−N) must be a G-analytic
(but not necessarily H-analytic) superfield of U(1) charge (4 − N). Furthermore, the
integral of (4.14) is invariant under the gauge transformation
δT = (u
∂
∂u
)J
′
J Λ
J
J ′ (4.16)
for any G-analytic superfield ΛJJ ′ . So the dual to a half-BPS state constructed from N
super-Yang-Mills fields is described by a G-analytic superfield T of U(1) charge (4 − N)
which is defined up to the gauge transformation of (4.16).
In [8], these superfields T (4−N)(u, u, x, θ) were related to chiral N = 4 d=4 superfields
coming from the AdS5×S5 Type IIB chiral field strength at the AdS5 boundary. However,
in this paper, the superfields T (4−N) will instead be related to AdS5 × S5 Type IIB gauge
superfields A
αβ
which appear in the BRST-invariant supergravity vertex operators V =
λαλ̂βA
αβ
of (1.1). Near the AdS boundary, BRST-invariant supergravity vertex operators
dual to half-BPS states constructed from N super-Yang-Mills fields will have the form
V = z2−NλαλβA(N)
αβ
(y, x, θ, λγMψˆ) up to non-minimal variables and the precise relation
between V and T is
V = z2−N
∫
du[(yuu)N−1Ω(0)T + 8(N − 1)(yuu)N−2Ω(1)T+ (4.17)
14
82(N − 1)(N − 2)(yuu)N−3Ω(2)T + 83(N − 1)(N − 2)(N − 3)(yuu)N−4Ω(3)T+
84(N − 1)(N − 2)(N − 3)(N − 4)(yuu)N−5Ω(4)T ],
where
Ω(0) =
1
16
(λλ˜)−2(λγMD˜)(λγND˜)(λγP D˜)(λγSD˜)(λ˜γMNPST λ˜)vT (4.18)
+
1
2
z−
1
2 (λλ˜)−2(λγMD˜)(λγND˜)(λγP D˜)(rγPNM λ˜) ,
Ω(1) =
1
4
(λλ˜)−2(λγM ψˆ)(λγND˜)(λγSD˜)(λγP D˜)(λ˜γMNSPT λ˜)vT (4.19)
+
3
2
z−
1
2 (λλ˜)−2(λγM ψˆ)(λγND˜)(λγT D˜)(rγTNM λ˜) ,
Ω(2) =
3
8
(λλ˜)−2(λγM ψˆ)(λγN ψˆ)(λγSD˜)(λγP D˜)(λ˜γMNSPT λ˜)vT (4.20)
+
3
2
z−
1
2 (λλ˜)−2(λγM ψˆ)(λγN ψˆ)(λγSD˜)(rγSNM λ˜) ,
Ω(3) =
1
4
(λλ˜)−2(λγM ψˆ)(λγN ψˆ)(λγSψˆ)(λγP D˜)(λ˜γMNSPT λ˜)vT (4.21)
+
1
2
z−
1
2 (λλ˜)−2(λγM ψˆ)(λγN ψˆ)(λγSψˆ)(rγSNM λ˜) ,
Ω(4) =
1
16
(λλ˜)−2(λγM ψˆ)(λγN ψˆ)(λγSψˆ)(λγP ψˆ)(λ˜γMNSPT λ˜)vT . (4.22)
In the above formulas, vM and vM are null vectors with nonzero components defined
by vJ = −14σjkJ (uu)jk and vJ = −14σjkJ (uu)jk where σjkJ are SO(6) Pauli matrices, and
D˜ ≡ vM (γMD).
When N < 4, the terms in (4.17) do not depend on Ω(3) and Ω(4) and one can choose
a gauge such that V is independent of the non-minimal variables. In this gauge, V is equal
to (4.17) but with Ω(0), Ω(1) and Ω(2) replaced with
Ω
(0)
min = −
1
4
(λγMD˜)(λγND˜)(D˜γMNP D˜)v
P , (4.23)
Ω
(1)
min = −(λγM ψˆ)(λγND˜)(D˜γMNP D˜) vP
+24 (λγM ψˆ)vM (λγ
mD˜)
∂
∂xm
,
Ω
(2)
min = −
3
2
(λγM ψˆ)(λγN ψˆ)(D˜γMNP D˜)v
P
15
+48 (λγM ψˆ)vM (λγ
mψˆ)
∂
∂xm
.
However, for N ≥ 4, such a gauge is not possible since Ω(3) and Ω(4) require non-
minimal variables.
Before showing that (4.17) is in the BRST cohomology, it will be interesting to
discuss some simple examples of T and the associated vertex operator. When N =
1, V becomes independent of y and ψˆ and describes the antifield of (4.5). When
N = 2, the dilaton vertex operator V = i λαjλkα yjk of (4.7) is obtained from T =∏
J ′=1,2
∏
α=1,2(u
J ′
j θ
j
α), and is dual to the super-Yang-Mills action
∫
d4x
∫
duD
4
Tr(W 2)
where D′4 and D
4
are defined in (4.15). And when N = 4, the vertex operator
V = z−2−
1
2 (λλ˜)−2(λγM ψˆ)(λγN ψˆ)(λγSψˆ)(rγSNM λ˜) of footnote 3 is obtained by choosing
T to be constant, and is dual to
∫
d4x
∫
duD′4D
4
Tr(W 4) which is the supersymmetriza-
tion of the
∫
d4xTr(F 4) term.
The procedure to show that V of (4.17) is in the BRST cohomology is as follows: To
zeroth order in (λγM ψˆ) the condition for V to be annihilated by Q 1
2
is
(z
1
2λαDα + w˜
αrα)Ω
(0)T = 0 . (4.24)
To see that Ω(0)T given in (4.18) satisfies this equation, first note that λαDα can be
decomposed as
λαDα = vMvN (λγ
MγND) + vMvN (λγ
MγND) . (4.25)
≡ λD1 + λD2
and we can rewrite (4.24) as
(z
1
2λD2 + w˜
αrα)Ω
(0)T + z
1
2 [λD1 ,Ω
(0) ]T = 0 (4.26)
where [ , ] means commutator and (λD1)T = 0 since T is G-analytic. It is easy to see that
[λD1 ,Ω
(0) ] = 0 since
{(λD1), (λγND˜)} = −2(λγNγmγSλ)vS ∂
∂xm
= 0 , (4.27)
where { , } is an anticommutator and we have used that λ is a pure spinor.
To show that (z
1
2λD2 + w˜
αrα)Ω
(0)T = 0 we first note that using Fierz identities it is
possible to rewrite the first term in the right hand side of (4.18) as
Ω
(0)
ft = −
1
4
(λγMD˜)(λγND˜)(D˜γMNP D˜)v
P (4.28)
16
−(λλ˜)−1(λD2)(λγSD˜)(λγP D˜)(λ˜γPSD˜)
where ft means first term. It is easy to see that the second term on the right hand side of
the equation above is annihilated by (λD2). To see that the first term is also annihilated,
it is convenient to choose a Lorentz frame where the only non-vanishing component of λ is
λ++ which carries 52 charge with respect to a U(1) subgroup of SO(10). In SU(5)× U(1)
notation, an SO(10) chiral spinor Sα splits as (S++, Sab, S
a) where a = 1 to 5 carrying
U(1) charge ( 5
2
, 1
2
,−3
2
) and an SO(10) vector vM splits as (va, va) carrying U(1) charge
(+1,−1).
In this Lorentz frame, the first term of (4.28) is
C1(λ
++)2(ǫabcdeD˜
aD˜bD˜cD˜dve) + C2(λ
++)2(D˜abD˜
aD˜bD˜cvc), (4.29)
where C1 and C2 are constants. Using that λD2 = λ
++(D˜ava) and vav
a = 0, one verifies
that λD2 annihilates (4.29).
Also one can prove that
w˜αrα
(
(λλ˜)−2 (λγMX)(λγNY )(λγPZ)(rγPNM λ˜)
)
= 0
for any fermionic X , Y and Z which implies
w˜αrα (Ω
(0)) = −1
2
(λλ˜)−2(λD2)(λγMD˜)(λγND˜)(λγP D˜)(rγPNM λ˜)
and this variation cancels precisely with the action of z
1
2 (λD2) in the second term of
the right hand side of Ω(0) given in (4.18) . This completes the proof that (z
1
2λD2 +
w˜αrα)Ω
(0)T = 0.
To see that V is BRST closed in higher orders in (λγM ψˆ), one also has to show that
(N − 1)[z 12 (λγM ψˆ)vM Ω(0)T + (z 12λαDα + w˜αrα) Ω(1)T ] = 0, (4.30)
(N − 1)(N − 2)[z 12 (λγM ψˆ)vM Ω(1)T + (z 12λαDα + w˜αrα) Ω(2)T ] = 0,
(N − 1)(N − 2)(N − 3)[z 12 (λγM ψˆ)vM Ω(2)T + (z 12λαDα + w˜αrα) Ω(3)T ] = 0,
(N − 1)(N − 2)(N − 3)(N − 4)[z 12 (λγM ψˆ)vM Ω(3)T + (z 12λαDα + w˜αrα) Ω(4)T ] = 0,
(N − 1)(N − 2)(N − 3)(N − 4)(N − 5)(λγM ψˆ)vM Ω(4)T = 0 (4.31)
where the factors of (λγM ψˆ)vM above come from the BRST variation of yjk/z.
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When N < 4, only the first two equations of (4.30) need to be satisfied, and one can
show that they are satisfied by (Ω
(0)
min,Ω
(1)
min,Ω
(2)
min) of (4.23). However, in the rest of the
paper, we will not put any restrictions on N and will solve all five equations of (4.30) and
(4.31).
Consider the first equation in (4.30). To see that Ω(0) given in (4.18) and Ω(1) given in
(4.19) satisfy this equation we first note that (4.27) implies [ (λD1) , Ω
(1)] = 0. We follow
the same steps of the discussion above and rewrite the first term in the right hand side of
(4.19) using Fierz identities as
Ω
(1)
ft = −(λγM ψˆ)(λγSD˜)(D˜γMSP D˜) vP (4.32)
−(λλ˜)−1(λγM ψˆ) vM (λγSD˜)(λγP D˜)(λ˜γPSD˜)
−3 (λλ˜)−1(λD2) (λγM ψˆ)(λγSD˜)(λ˜γSMD˜).
To show that (λγM ψˆ)vM (Ω
(0)
ft ) + (λD2)(Ω
(1)
ft ) = 0, note that many terms cancel and
one only needs to show that
−1
4
(λγM ψˆ)vM (λγ
MD˜)(λγND˜)(D˜γMNP D˜)v
P (4.33)
−(λD2) (λγM ψˆ)(λγSD˜)(D˜γMSP D˜) vP = 0.
By choosing as before a Lorentz frame in which the only non-vanishing component of λα
is λ++, it is not difficult to see that the two terms in (4.33) are proportional. And we have
developed a Mathematica program to fix the coefficients so that the two terms in (4.33)
cancel.
We also note that
w˜αrα (Ω
(1)) = −1
2
(λλ˜)−2 (λγM ψˆ) vM (λγND˜)(λγP D˜)(λγSD˜)(rγSPN λ˜) (4.34)
−3
2
(λλ˜)−2 (λD2) (λγM ψˆ)(λγND˜)(λγP D˜)(rγPNM λ˜)
and this variation cancels with the action of z
1
2 (λD2) on the r dependent term of Ω
(1)
and with the action of z
1
2 (λγM ψˆ)vM on the r dependent term of Ω
(0). Similar arguments
can be given to show that all the equations in (4.30) and in (4.31) are satisfied. One last
comment is that although it may seem surprising that Ω(4) does not depend on r, this
follows because
w˜αrα (Ω
(4)) = −1
2
(λλ˜)−2(λγSψˆ) vS (λγM ψˆ)(λγN ψˆ)(λγP ψˆ)(rγPNM λ˜) (4.35)
and this variation is precisely cancelled with the action of z
1
2 vM (λγ
M ψˆ) in the r dependent
term of Ω(3), so the last equation of (4.30) is satisfied.
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4.3. Gauge invariance
For (4.17) to be consistent, V must change by a BRST-trivial quantity under the
gauge transformation of T . In other words δV = Q 1
2
Σ for some Σ when δT = (u ∂
∂u
)J
′
J Λ
J
J ′ .
Integrating (4.17) by parts with respect to DJ
′
J ≡ (u ∂∂u )J
′
J one finds that
Σ = z2−
1
2
−N
∫
du[(yuu)N−1(A(0))J
′
J Λ
J
J ′ + 8(N − 1)(yuu)N−2(A(1))J
′
J Λ
J
J ′ (4.36)
+82(N − 1)(N − 2)(yuu)N−3(A(2))J ′J ΛJJ ′ ]
where
(A(0))J
′
J = 3 (λλ˜)
−1 (λγMD˜)(λγSD˜)(λ˜γSMD˜J
′
J ) (4.37)
+3 (λλ˜)−1 { (λγMD˜J ′J ) , (λγND˜) }(λ˜γNMD˜) ,
(A(1))J
′
J = 6 (λλ˜)
−1 (λγSψˆ)(λγT D˜)(λ˜γTSD˜J
′
J ) (4.38)
+24 (λλ˜)−1 (λγN ψˆ) vT (λ γJ
′
J γ
mγTγN λ˜)
∂
∂xm
,
(A(2))J
′
J = 3 (λλ˜)
−1 (λγSψˆ)(λγT ψˆ)(λ˜γTSD˜J
′
J ), (4.39)
(D˜J
′
J )α = D
J ′
J (D˜α), and γ
J ′
J = D
J ′
J (vM γ
M ). In order to construct Σ to satisfy δV = Q 1
2
Σ
we have to solve the following equations
(λαDα + z
− 1
2 w˜αrα) (A
(0))J
′
J Λ
J
J ′ = (−DJ
′
J Ω
(0)) ΛJJ ′ , (4.40)
(λγM ψˆ) vM (A
(0))J
′
J Λ
J
J ′ + (λ
αDα + z
− 1
2 w˜αrα) (A
(1))J
′
J Λ
J
J ′ = (−DJ
′
J Ω
(1)) ΛJJ ′ ,
(λγM ψˆ) vM (A
(1))J
′
J Λ
J
J ′ + (λ
αDα + z
− 1
2 w˜αrα) (A
(2))J
′
J Λ
J
J ′ = (−DJ
′
J Ω
(2)) ΛJJ ′ ,
(λγM ψˆ) vM (A
(2))J
′
J Λ
J
J ′ = (−DJ
′
J Ω
(3)) ΛJJ ′ .
To see that (A(0))J
′
J given in (4.37) satisfies the first equation of (4.40), we first note
that at zero momentum (i.e. setting all the anticommutators to zero) we have using Fierz
identities
(−DJ ′J Ω(0)) ΛJJ ′ = 3 (λλ˜)−1(λD2) (λγMD˜)(λγSD˜)(λ˜γSMD˜J
′
J ) Λ
J
J ′ (4.41)
−3 z− 12 (λλ˜)−2 (λr) (λγND˜)(λγP D˜)(λ˜γPND˜J ′J ) ΛJJ ′
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+3 z−
1
2 (λλ˜)−1 (λγMD˜)(λγP D˜)(rγPMD˜J
′
J ) Λ
J
J ′ ,
where we have used that ΛJJ ′ is G-analytic.
Using (4.41) we see that
(λαDα + z
− 1
2 w˜αrα) (A
(0))J
′
J Λ
J
J ′ (4.42)
= (λD2 + z
− 1
2 w˜αrα) 3 (λλ˜)
−1 (λγMD˜)(λγSD˜)(λ˜γSMD˜J
′
J ) Λ
J
J ′
= (−DJ ′J Ω(0)) ΛJJ ′ ,
so at zero momentum the equation is satisfied. The next step is to consider the case where
the commutators are not zero and we have
(−DJ ′J Ω(0))ac ΛJJ ′ = 3 (λλ˜)−1 (λD2) {(λγMD˜J
′
J ) , (λγ
ND˜)}(λ˜γNM D˜) ΛJJ ′ (4.43)
+3 z−
1
2 (λλ˜)−1 {(λγMD˜J ′J ) , (λγND˜)}(rγNMD˜) ΛJJ ′
−3 z− 12 (λλ˜)−2 (λr) {(λγMD˜J ′J ) , (λγND˜)}(λ˜γNMD˜) ΛJJ ′
−3
2
(λλ˜)−1 {(λγMD˜J ′J ) , (λγND˜)}vN (λγSD˜)(λ˜γSMD˜) ΛJJ ′
+
3
2
(λλ˜)−1 vM{(λγMD˜J ′J ) , (λγND˜)}(λγSD˜)(λ˜γSND˜) ΛJJ ′
+
3
2
{(λγMD˜J ′J ) , (λγND˜)}(D˜γMNT D˜)vT ΛJJ ′ ,
where the subscript ac means the contribution from the anticommutators. We note that
it is possible to rewrite the first three terms of the expression above as
3 (λλ˜)−1 (λD2) {(λγMD˜J ′J ) , (λγND˜)}(λ˜γNM D˜) ΛJJ ′ (4.44)
+3 z−
1
2 (λλ˜)−1 {(λγMD˜J ′J ) , (λγND˜)}(rγNMD˜) ΛJJ ′
−3 z− 12 (λλ˜)−2 (λr) {(λγMD˜J ′J ) , (λγND˜)}(λ˜γNM D˜) ΛJJ ′
= (λD2 + z
− 1
2wαrα) 3 (λλ˜)
−1 {(λγMD˜J ′J ) , (λγND˜)}(λ˜γNMD˜) ΛJJ ′
= (λαDα + z
− 1
2wαrα) 3 (λλ˜)
−1 {(λγMD˜J ′J ) , (λγND˜)}(λ˜γNM D˜) ΛJJ ′ ,
where we have used
{(λD1), {(λγMD˜J ′J ), (λγND˜)}(λ˜γNMD˜)} = 0
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and (λD1) Λ
J
J ′ = 0. In order to rewrite the last three terms of (4.43) in a convenient form
we first note
{(λγSD˜J ′J ) , (λγP D˜)} = 2 vT (λγSγJ
′
J γ
mγTγPλ)
∂
∂xm
(4.45)
and this implies
{(λγMD˜J ′J ) , (λD2)} = −{(λγND˜J
′
J ) , (λγ
MD˜)} vN . (4.46)
Using the identity of (4.27) we have
{(λγND˜J ′J ) , (λD)} = 0
and so
{(λγSD˜J ′J ) , (λD2)} = −{(λγSD˜J
′
J ) , (λD1)}. (4.47)
Also noting that
3 (λλ˜)−1 (λγMD˜J
′
J )(λγ
SD˜){(λD1) , (λ˜γSMD˜)}
+6{(λD1) , (λγSD˜)(D˜γSD˜J
′
J )}
=
3
2
{(λγMD˜J ′J ) , (λγND˜)}(D˜γMNT D˜)vT ,
we see that
−3
2
(λλ˜)−1 {(λγMD˜J ′J ) , (λγND˜)}vN (λγSD˜)(λ˜γSMD˜) ΛJJ ′ (4.48)
+
3
2
(λλ˜)−1 vM{(λγMD˜J
′
J ) , (λγ
ND˜)}(λγSD˜)(λ˜γSND˜) ΛJJ ′
+
3
2
{(λγMD˜J ′J ) , (λγND˜)}(D˜γMNT D˜)vT ΛJJ ′
= {(λD1) , (A(0))J ′J },
where we used the fact that the first part fp of (A(0))J
′
J (i.e. the part that is independent
of the commutators) can be written in the form given below using Fierz identities
(A
(0)
fp )
J ′
J = 3 (λλ˜)
−1 (λγMD˜J
′
J )(λγ
SD˜)(λ˜γSMD˜)
+6(λγMD˜)(D˜γMD˜
J ′
J ).
Using (4.42), (4.44) and (4.48) we see that
(λαDα + z
− 1
2 w˜αrα) (A
(0))J
′
J Λ
J
J ′ = (−DJ
′
J Ω
(0)) ΛJJ ′ .
Similar arguments can be used to show that all the equations given in (4.40) are satisfied.
21
5. Summary and Possible Applications
In this paper, we expanded the BRST operator near the boundary of AdS5 and ex-
plicitly computed the zero mode cohomology corresponding to supergravity states. The
leading behavior near the AdS5 boundary of supergravity vertex operators was expressed
in N = 4 d = 4 harmonic superspace in (4.17) and was shown to be BRST-closed and
gauge invariant.
There are several possible applications of our results. One possible application is
to generalize our methods to massive AdS5 × S5 vertex operators and to compute the
spectrum. This generalization would require allowing dependence on nonzero modes of
the worldsheet variables in the analysis of the BRST cohomology. It would be interesting
to compare the resulting vertex operator for the Konishi state with the pure spinor and
RNS vertex operators proposed in [16] and [17].
Another possible application is to use the supergravity vertex operators to com-
pute tree-level superstring scattering amplitudes corresponding to planar super-Yang-Mills
correlation functions. For generic tree amplitudes, these computations would probably
require working out the behavior of the supergravity vertex operators away from the
boundary of AdS5. However, knowing the boundary behavior may be enough for com-
puting certain terms in disc amplitudes with one closed string supergravity vertex op-
erator in the bulk and N open string super-Yang-Mills vertex operators located on D-
branes near the AdS5 boundary. For the supergravity vertex operator constructed from
T (4−N) in (4.17), one expects the resulting disc amplitude to contain terms proportional
to
∫
d4x
∫
du
∫
d8(uθ)W (N)(u, x, θ)T (4−N)(u, u, x, θ) of (4.14).
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