Abstract: Photovoltaic (PV) systems depend on irradiance, ambient temperature and module temperature. A solar eclipse causes significant changes in these parameters, thereby impacting PV generation profile, performance, and power quality of larger grid where they connect to. This paper presents a case study to evaluate the impacts of the solar eclipse of August 21, 2017 on two real-world grid-tied PV systems (1.4MW and 355kW) in Miami and Daytona, Florida, the feeders they are connected to, and the management areas they belong to. Four types of analyses are conducted to obtain a comprehensive picture of the impacts using 1-minute PV generation data, hourly weather data, real feeder parameters, and daily reliability data. These analyses include: individual PV system performance measurement using power performance index; power quality analysis at the point of interconnection; a study on the operation of voltage regulating devices on the feeders during eclipse peak using an IEEE 8500 test case distribution feeder; and reliability study involving a multilayer perceptron framework for forecasting system reliability of the management areas. Results from this study provide a unique insight into how solar eclipses impact the behavior of PV systems and the grid, which would be of concern to electric utilities in future high penetration scenarios.
Introduction
Power generation from RESs has become inevitable owing to the environmental impacts of generating power from conventional sources such as coal. However, the generation from RESs such as PV systems is dependent on several external parameters -solar irradiance, ambient temperature, module temperature, wind velocity (wind speed and direction), dust, cloud cover (cloud coverage area, cloud density and cloud velocity), soiling, and shading [1] [2] [3] [4] . Some intrinsic parameters such as conversion losses and cabling losses, which can be summarized as de-rate factors, also influence the net output from PV systems. However, the most dominant of these factors are the irradiance, ambient temperature, and module temperature [5] . One event that alters these parameters over a very short duration, thereby impacting PV generation, is the solar eclipse. A solar eclipse occurs whenever the moon passes between the Sun and the earth, blocking the path of the solar radiation to the earth. The moon is capable of entirely blocking out the Sun, since the ratio of the diameter to the distance from the earth for both the moon and the Sun is the same. A total eclipse occurs when the moon blocks the Sun entirely, and partial otherwise. There are other types of solar eclipses too, but their discussion is beyond the scope of this paper. While a solar eclipse is accurately predictable, its impact on the smart grid has been less emphasized in the literature.
Utilities conduct pre-eclipse studies using spatial and temporal profiling to regularly monitor the generation profiles of PV and profiles of connected loads. This helps system planners better to schedule and allocate their resources to cope with the impending impact of the eclipse. Prior to the North American August 21, 2017 eclipse, a combined loss of 3.5GW in utility scale, 1.5GW loss in rooftop PV power generation in California, and a total loss of 5.2GW in the whole of the United States was projected [6, 7] . Based on weather prediction and the projected loss of generation, many other conventional generation sources and energy storage are dispatched to compensate for the loss in generation and the change in load during the eclipse [8] . This in-depth pre-event analysis is, however, largely restricted to utility-scale PV systems, because there is little operational visibility on distributed PV such as rooftop solar and small commercial systems at offices, universities and buildings [9] . Although not of concern now, the dynamics will change when the penetration level (the volume of PV connected relative to the amount of load) of such distributed PV systems increases drastically, wherein grid operations will be significantly impacted [10, 11] . The steep ramp rates due to the loss of generation and the possible change in load patterns due to the eclipse could potentially impact the stability of the system. Hence, there is a need to evaluate the impacts of solar eclipse on distributed PV systems to provide a roadmap for the utilities to prepare for eclipses in the future.
To, this effect, this paper explores the impacts of the eclipse of August 21, 2017 on two distributed PV systems from an individual system-level up to the management-area-level. The presented case study considers systems located in Florida with different generation nameplate capacities: 1.4MW (System A at Miami) and 355kW (System B at Daytona). The study is divided into four analyses during the eclipse peak: performance measurement and relationship analysis for the systems, power quality analysis at the POI of System A, simulation of voltage device operations on an IEEE 8500 test case distribution feeder network remodeled to include real system parameters of the feeders that the two PV systems connect to, and finally, system reliability evaluation and forecasting for the utility management areas (Miami and Daytona). Different datasets are used for conducting these analyses after being subject to quality checks [12, 13] : real time-series PV generation data of 1-minute resolution collected from cloud-based on-site data acquisition systems for system performance; real time-series average RMS voltage, harmonics (voltage, current) and IFL, short-term flicker (P st ), and long-term flicker (P lt ) data of 1-minute resolution collected from the POI of System A using a meter for power quality analysis; smart inverter data sheets (for power-efficiency curves), PV data sheets (for temperature-efficiency curve) and load profile data for the voltage profile analysis; and, hourly weather data from the National Climatic Data Center and daily reliability data for the two management areas for the reliability analysis.
The key contributions of this paper are that it: (1) investigates events such as solar eclipse that have short-term but high-magnitude impacts on PV generation unlike a majority of the literature that deals with fluctuations over longer periods of time (Sections 2 and 3); (2) analyzes the impacts of solar eclipse on PV systems: performance (Section 4.1), power quality at POI (Section 4.2), voltage profiles of feeders (Section 4.3), and reliability of management areas (Section 4.4); (3) provides a roadmap for utility distribution planners to better handle the impacts of solar eclipses under future high PV penetration scenarios (Section 4); (4) proposes PPI, an effective metric, to quantify instantaneous PV performance during the eclipse peak that can be used by utilities in planning studies (Section 5.1); (5) quantifies power quality parameters and measures deviations from the standard values during the eclipse at existing and future high penetration scenarios to help utilities take some proactive steps to mitigate the possible power quality violations that could arise as a consequence of the eclipse event. (Section 5.2); (6) quantifies the eclipse's impact on voltage regulating devices using real system parameters to enable utility companies take proactive voltage control steps through the use of smart inverter settings and optimal coordination of other voltage regulating devices in the network (Section 5.3); and (7) develops regression models to analyze the relationship between weather parameters and reliability indices of management areas and forecast the indices, thereby helping utilities evaluate how solar eclipses impact the stability of the grid at a larger scale (Section 5.4). Finally, Section 6 concludes the study and provides future directions for research in the area.
Related Work
Studies have been conducted to determine the overall behavior of PV systems during an eclipse. A study monitored the performance of a 4.85kW PV system during the August 21, 2017 eclipse and estimated the performance measurements using irradiance calculation approaches [14] . However, it does not quantify the performance of the system using one of the standard accepted metrics such as performance ratio, energy performance index or PPI as recognized by the industry [15] [16] [17] [18] . A similar study of PV performance was conducted by other authors too, but they primarily relied on comparing the net PV generation on the day of the eclipse versus the following: generation of the same system on the same date of the previous year or generation of the same system on the date prior to or next to the date of the eclipse [19, 20] . While these methods provide a visual idea about the impact of the eclipse, they do not quantify the impacts as a measurable metric. Further, these studies limit their scope to a single system of concern, thus not considering potential understandings of how an eclipse could impact PV over a larger area and what that might mean for aggregation-related studies in the future. The performance metrics defined in Section 4.1 are derived from industry-accepted metrics that have recently gone beyond the traditionally used performance ratio [16, 21] . A paper in [22] evaluated different metrics for PV performance, but it considers metrics which have certain limitations. For example, it looks at yield and capacity factor which depend on the PV system nameplate capacity, performance ratio which depends on the PV system model and the local weather parameters, not consider PPI which is a more effective metric to compare performances of systems of different sizes, and system generation which is not a direct measure of performance. Many research papers have studied the technical limitations and unfavorable effects on power quality such as feeder voltage variations, small range voltage fluctuations, and harmonic injections on power system parameters resulting from intermittent PV generation [23, 24] . None of them, however, focus on special events such as solar eclipse. Voltage sag, swell, and small range voltage fluctuations are very common and could have been observed at the POI during [25] . The semiconductor devices used in inverter based PV systems inject significant harmonics and could increase the power losses on the grid [26] . It is necessary to investigate the effects of grid-tied PV system due to different weather related events such as solar eclipse for reliable and continuous power supply. The extent of power quality impact depends on network configuration, weather variability, and the location of PV plant. The power quality analyses was carried out on System A at Miami.
The integration of PV systems on distribution feeders (depending on their locations) usually have some impacts on the operations on the voltage regulating devices such as VRs, OLTCs, capacitor banks, and voltage regulators [27] . These impacts are usually observed in terms of the number of switching operations of these devices. Due to PV integration, there could be an increase or decrease in the number of switching of these devices depending on the feeder profile, the location of the PV, and the operation of the smart inverters. The life span of these devices usually impacted by the number of their switching operations. This could attract some huge financial cost for utility companies due to the possible need to maintain of totally replace these devices. Most studies reported on the impact of the eclipse events did now show their impacts on these voltage regulating devices [28, 29] . Usually, these switchings are difficult to capture on a live distribution system during their operations. The planning departments of many utility companies, therefore, simulate these events for a study-impact analysis which is usually not made public.
Severe weather conditions, such as typhoons, ice storms, and earthquakes have recently been considered to study the power system reliability performance [30] [31] [32] . In [30] , the effects of different types of severe weather conditions on the reliability performance of power system components were evaluated, and the existing methodologies for modeling these effects were listed and compared. A reliability assessment framework was proposed in [31] for quantifying the power transmission system performance under the typhoon weather. In [32] , a defensive islanding-based operational enhancement approach was developed to improve the power system resilience to extreme weather events. This is in contrast with solar eclipse that only involves predictable changes in common weather parameters such as temperature and solar radiation. Hence, the required methods of analyses are applicable more for analyzing system reliability under common weather conditions, not extreme. In [33] , a power distribution system reliability assessment framework was presented using time-series common weather data. A statistical model was introduced in [34] to predict the daily number of common weather-based power interruptions in power distribution systems, but there is a lack of literature which explores system reliability during eclipses.
Background for the Case Study
This section provides a brief background for the case study, including some information on the August 21, 2017 eclipse.
The Eclipse of August 21, 2017
The total solar eclipse of August 21, 2017 was the first to be observed in twenty-six years from the USA. It was first observed in Oregon at 10:15 AM (Pacific Time) and last observed in North Carolina at 2:49 PM (Eastern Time). During the short period of the eclipse at each location, the utilities were reported to have taken their PV systems offline, wherein a surge in load was also expected. In the State of Florida, the eclipse was only partial. The two utility management areas considered in this paper, Miami and Daytona, experienced an average coverage of about 80% and 89% respectively, as illustrated in Fig. 1 . As noted in Section 1, the two systems, the feeder model and the management areas considered for the case study are described in the following subsections:
3.2 The Two Grid-Tied PV Systems A and B Table 1 summarizes the key changes observed in net generation, average irradiance, average temperature and average PPI of the two PV systems under consideration. It can be observed that System B, for reasons described in Section 3.2, experienced a greater fluctuation in module temperature, ambient temperature, and irradiance, but recorded a lower fluctuation in its instantaneous performance which is measured using the PPI. This metric is discussed in detail in Section 4.1. The two PV systems deploy different smart inverter topologies. While System A uses string inverters and a cluster controller to aggregate individual inverter productions, System B uses a combination of micro-inverters and string inverters [35] . Locally installed weather stations measure GHI, module temperature and ambient temperature with up to a resolution of 1 minute. A cloud-based DAS is used to access the raw data for further processing and analysis, as described in the authors' previous works [36] [37] [38] . Systems A and B are connected to feeders A and B, respectively, which are radially distributed from their substations located in Miami and Daytona, respectively.
The IEEE 8500 Test Feeder for Systems A and B
The standard IEEE 8500 test network was developed from a real distribution feeder in the US. The feeder has both the medium and low voltage levels with the longest node being approximately 17km from the substation. It has four capacitor banks (three controlled and one fixed), three voltage regulators with tap-changeable substation transformer. The feeder model also contains both balanced and unbalanced loads [39] . For this simulation, the line characteristics and load profiles of the feeders A and B were used to modify the standard IEEE test feeder. The two PV systems (A and B) were modeled using OpenDSS and subsequently integrated into the test feeder. The irradiance and temperature profiles during the eclipse were also used for the PV systems modeling. The penetration level of the PV on this feeder is approximately 37%, which is defined as the ratio of the PV installed name plate capacity to the total size of the loads on the feeder.
Management Areas Comprising Systems A and B
The Systems A and B are respectively located at the Miami and Daytona management areas. For these two areas, the reliability indices collected contain the sustained and momentary interruption events: SAIDI, CAIDI, SAIFI, CAIFI, and MAIFI. The numbers of sustained and momentary interruption events play a key point in reliability analysis, and other reliability metrics can be calculated based on these values. Therefore, the sustained and momentary interruption events happenning during the solar eclipse are selected for reliability analysis. The common weather parameters such as temperature, precipitation, air pressure, and wind speed are mainly collected from the Miami and Daytona International Airports. Additionally, the lightning data are provided by the control center of the local electric utility, which installs its own weather stations in its different management areas.
Model Formulation
This section describes in detail the different methods used to evaluate system performance, power quality at the POI, voltage device operations at the feeders, and management area reliability.
PV System Performance
Many metrics are currently used to evaluate PV system performance [40] [41] [42] [43] . PR is a widely used metric, defined as the ratio of observed power (over short durations from minutes to a day) or energy (over long duration from months to a year) to the expected power or energy, respectively. Given P DC , Ir(t), and the irradiance measured at STC (1000W/m 2 ), the values of P estimate (t) and E estimate are calculated using (1), considering 1-minute resolution data [40] :
Ir(t) 1000
where, D is a function of p dirt , p mismatch , p cable , and p inverter such that [44, 45]: . 
The variable X in (1) can be modified to improve the accuracy of the estimation and takes two parameters into account: T (t) and % temp_coef f . When X = 1, it is called Uncorrected estimation, and when X = 1 + % temp_coef f 100
[T (t) − 25], the estimation considers the effect of T (t) by correcting it to the STC (25
• C). It has been shown that the accuracy of estimation is maximized when T (t) is corrected instead to T cell_avg and wind speed [46] . In this paper, T (t) is corrected just to T cell_avg , with all 1-minute data points averaged over a period from January 01 through December 31, 2017 for the study.
PR, measured using (3) [42, 43] , is widely used by the utilities to measure the performance of a particular PV system, it has some key demerits [47] : (1) highly dependent on local weather (especially module temperature) and hence varies significantly over the course of a year; and (2) varies depending on the nameplate capacity of the system. Due to these reasons, PR is not an effective metric to compare performance of any two given PV systems.
There exist other metrics like yield (PV systems of different sizes are not directly comparable), and PR corrected to T (t) and wind speed (PV systems employing different PV models are not directly comparable). A new metric called the PPI is used in this paper, which is calculated as [48] :
PPI is better to compare the performance of different PV systems because: (1) it corrects the estimation to average module temperature to account for local variations; and (2) it is independent of the inherent PV model. There exists the energy performance index too, but it is used for comparing the performance of PV systems over an aggregated period of time. Since the eclipse lasts for a shorter period and its impacts should be evaluated over a short duration, PPI emerges as a better metric overall.
Power Quality Analysis at the POI
Integration of inverter-based PV system into the grid introduces nonsinusoidal waveforms that degrade power quality at the POI. Indices such as average RMS voltage, THD of voltage and current, TDD, and flicker-IFL, P st , and P lt -are used to quantify the quality of power. PV integration could lead to changes in feeder voltage as well as the line loading . The voltage change at the POI can be expressed as follows [49] :
THD is a comparison of total harmonic content in a voltage or current waveform to the 60Hz fundamental magnitude that is expressed in (6) [50] . Typical voltage THD level varies between 0.5% and 5%, and current THD ranges from 0.5% to 80% or more, depending on the type of load, amount of PV generation, PV penetration level, etc.
where X f undRM S and X nRM S are the RMS magnitude (either voltage or current) of fundamental frequency and n th harmonic, respectively.
Current THD depends on the change of the RMS current magnitude without considering load types (harmonic or non-harmonic loads). Switching ON/OFF a linear load causes significant changes in RMS current and current THD, even if the load does not produce any harmonics. TDD is an appropriate term to analyze harmonics in voltage or current waveforms, which compares root-sum-square value of the harmonic current to the maximum demand load current as represented by (8) [50] . Changes in non-harmonic loads do not cause any change in TDD as it is a normalized value.
Flicker measures the level of small voltage fluctuations and expresses the reaction of human eye in response to a light source. IFL quantifies a sudden voltage change. Events that cause a dip in the voltage magnitude immediately interrupts the IFL data. Cumulative weighted probability of flicker perception levels at 0.1%, 1%, 3%, 10% and 50% of each 10-minute time period determine the value of P st , which is expressed in (8) [51] .
where P 0.1 , P 1 , P 3 ,... denote the ratio of voltage magnitude change (∆V=Vmax-V min ) to the base voltage (V base ). An average of P st over 2 hours defines P lt , which is expressed in (9) [51] .
Voltage Device Operation Analysis at the Feeders
Integration of PV systems on distribution feeders has some potential impacts on the operation of the legacy devices (voltage regulators, capacitor banks, reactors, load tap changers) in the network [52, 53] . For most traditional grid systems, utility companies often use OLTCs and regulators for voltage regulation on their distribution feeders. Switched capacitor banks are used for reactive power compensation which consequently affects the voltage profile of the feeder. More recently, the use of smart inverters for voltage regulation and optimization has become a viable option. The major concerns with the use of VRs and OLTCs is the number of switching operations being carried out by these devices. The lifespan of VRs and OLTCs are directly impacted by the number of switching operations per day. According to [54, 55] , a high-quality VR is capable of making 2 million mechanical switching (273 switching operations per day) without the need for maintenance over a 20-year life span.
Most commercially available OLTCs and VRs typically have a total of 32 steps with a 0.625% change in voltage with each tap step. For VRs and LTCs, the turns ratio must satisfy the constraint expressed in (10) [52] .
To better restrict the number of switching operations of the tap changers for optimal operations and simulation studies, the number of switching operations of the LTC within a time interval t to T should satisfy (11) [52] :
. where N taps,t is the number of tap changes made by the LTCs and N max−tap,t is the maximum allowable number of tap changes.
The impact of the eclipse on the switching of the capacitor banks can also be quantified within the period of interest. Capacitor bank switching constraints and reactive power injection are as given in (12) and (13), respectively [52, 53] .
Cap Switching (12) .
where N Daily Cap Switching is the total number of switching steps by the switched capacitor in a day, N Cap Switching,t is the number of switching operations at a time interval t, N max Cap Switching is the maximum total number of capacitor switching operations per day, Q n cbmax is the maximum allowable reactive power injection by a capacitor bank and Q n cb is the actual reactive power injection by the capacitor bank.
The bus voltages at each node should also be within the ANSI C84.1-2011 [53] :
where V max n is the maximum allowable node voltage (1.05 pu), V n,t is the actual bus voltage at time t, and V min n is the minimum bus voltage (0.95 pu).
Reliability Analysis at the Management Areas
The solar eclipse is usually accompanied by multiple common weather changes such as temperature and air pressure changes, and a loss in solar irradiation. Here, the regression analysis is implemented to model the reliability metrics of the Miami and Daytona management areas under common weather conditions. Given a time period T , N = (n 1 , ..., n T ) is defined to be the daily reliability metric vector (for example, sustainable interruption), and X = (x 1 , ..., x T ) represents a common weather parameter vector. The relationship between N and X then can be mathematically defined as: N = f (X, β) + ε, where f (·) denotes the regression function, typically polynomial and exponential functions [56] ; β represents the estimation parameter vector; and ε indicates a zero-sum white Gaussian noise. In this study, we mainly consider five main weather parameters including the average temperature T , the sustained wind speed W , the daily rain precipitation P , the average air pressure A, and the daily number of lightning strikes L. Taking the daily number of sustainable interruptions from January 1, 2015 to April 30, 2017 as N , the relationship function between N and each weather parameter can be calculated as [57] :
where, for T , A, and L, the relationship function is represented as a polynomial regression function with 3-th degree, while, for W and P , the relationship function is represented as the exponential regression function with 2 terms.
Taking the common weather parameters T , W , P , A and L, and their corresponding regression results N T , N W , N P , N A and N L derived by (15) as inputs, MLP is developed for forecasting the daily number of sustainable interruptions N . The MLP is a feedforward neural network containing the input, hidden, and output layers [58, 59] . The proposed MLP model consists of the 10 features mentioned earlier in the input layer ( = 1), one hidden layer with 5 units, and an output layer, Npre ( = 3) with 1 unit. All the weights (w (l) ji ) between layers = 1 and = 3 are initialized to a set of sample values that are drawn from specific distributions instead of being randomly initialized. To achieve faster convergence and avoid saturation of activation functions during training, this paper uses Xavier uniform [60] and uniform distributions [61] to initialize the weights of MLP. To minimize the loss function (mean square error, MSE) between predicted and actual outputs during testing and training, backpropagation is used. In the input layer, the MLP neurons receive the common weather parameters and their regression results for analysis. The neurons of the output layer provide the network results for the daily number of sustainable interruptions. In the hidden layer, the MLP neurons represent the relationship between the inputs and outputs in the network. In addition, all MLP neurons are implemented with non-linear activation functions (sigmoid and hyperbolic tangent [62] ) and each MLP layer is fully connected to the next layer without the use of dropout regularization. The mathematical expression of the outputs of the MLP can be defined as [57] :
where (x 1 , ..., xn) denotes the input vector including T , W , P , A, L, N T , N W , N P , N A , and N L ; N represents the output value; w ij , j = 1, ..., m, is the weight of connection between the i th input neuron and j th hidden neuron; v j is the weight of connection between the j th hidden neuron and output neuron; b and b j are the bias values of the corresponding output neuron and j th hidden neuron; and F (·) and G(·) are the activation functions of output and hidden neurons, respectively. An MLP architecture can contain more than one hidden layers between the input and output layers. In this study, to restrict the net capacity, one hidden layer is included in the MLP, and BP algorithm [63] is used to train the MLP architecture parameters including w ij , v ij , b, and b j , where i = 1, ..., n, and j = 1, ..., m.
Case Study Results
This section discusses the results derived from applying the formulated models to the systems of concern. Table 3 shows the PPI for Systems A and B during the peak of the eclipse. During the respective moments of eclipse peak (2:58 PM for System A and 2:45 PM for System B), the PPI increases, which is reflected in the values recorded at the next minute (2:59 PM for System A and 2:46 PM for System B). Following from (4), in ideal cases, the value of PPI must be close to unity because it is the ratio of observed to the expected power at a given point in time. However, the reality could be quite different, given the influence of different external factors and errors in data acquisition. These factors might cause the expected generation to exceed or fall short of the actual generation, thereby tipping the ratio to be less than unity or greater than unity, respectively. By observing the PPI values for the two systems, it can be concluded that the values of PPI are close to unity for System A, implying that the estimation model shows good performance. However, the PPI values of System B exceed unity, implying the estimated values are lower than the observed values. Investigating the factors influencing the poor performance of the estimation model for this particular PV system will be part of the future work. The variations of different measured parameters during the peak for the two systems is shown in Fig. 4 . While Figs. 4c, 4b and ? ? show the variations of the module temperature, ambient temperature and PPI from 2 PM through 4 PM, Fig. 4d shows the variation of PPI during the eclipse peak minute-by-minute. The module temperature and PPI for systems A and B show a strong visual correlation while the ambient temperature curves show a steeper dip for System B than for System A. These visual correlations imply a strong positive relationship during the eclipse between such weather parameters of the two geographically separate PV systems. This correlation, although not an indication of dependency, is a marker of how the two PV systems can be aggregated or utilized in combination during the eclipse to address associated loads and other aspects in the future high penetration scenarios.
PV System Performance
To further explore the relationship between irradiance, ambient temperature and module temperature for Systems A and B (a total of 6 variables), bi-variate scatter plots were done for both during the eclipse duration between 2:00 and 3:00 PM as well as during eclipse peak between 2:40 and 3:00 PM, which are illustrated in Figs. 5a and 5b, respectively. The plots show a 6x6 matrix with the PDF of the 6 variables along the primary diagonal, scatter plots with model fitting below the diagonal, and the Pearson correlation coefficient above the diagonal. The model fitting shows that all of the relations between parameters within and between the systems are linear. However, this relationship changes during the eclipse peak where the ambient temperature of System A has a curvilinear relationship with other parameters of both A and B. Overall, the correlation coefficients of the parameters of the two systems show a drop during the eclipse peak, suggesting the two systems have a less strong positive relationship during this period and hence could be used in aggregation-related studies. For example, the power from System A could be used to meet the deficit observed at System B provided the cost of power transfer is less than other alternatives.
Power Quality Analysis at the POI
Impacts of the eclipse on power quality metrics at the POI of System A are analyzed in the following subsections. Observations on the average RMS voltage, harmonics (both voltage and current), TDD, and flicker are also discussed.
Average Voltage:
PV generation affects the feeder voltage where it is connected to. According to IEEE Standard 1547-2018, the feeder voltage at a low voltage distribution network can vary within ±5% of the base voltage. Therefore, the minimum and maximum allowable ranges of average RMS voltage at the POI are 265V and 292V , respectively. The average RMS voltage at the POI during the eclipse is illustrated in Fig. 6a . The average voltage was expected to drop at maximum coverage due to reduced generation but an opposing trend of voltage change is observed. System A has a marginal impact on voltage change at the POI during the eclipse.
Harmonics:
Current THD is expected to increase rapidly during the eclipse peak due to low solar irradiance and PV generation, because THD is inversely proportional to the fundamental RMS current value of PV inverters [26, 35] . On the other hand, voltage THD should vary very little as the voltage at the POI is allowed to change in small ranges. The voltage and current THDs during the eclipse are shown in Figs. 6b and 6c , respectively. The measured voltage THD varies between 3.4% and 4%, which is within the IEEE Standard 1547-2018 for voltage THD (5%). A large range of current THD value (from 2% to 35%) was observed during the eclipse. Several sharp spikes were identified in Fig. 6c because current distortion is very sensitive to the frequent changes of incident solar radiation (caused by cloud movements) [64] . To investigate the current distortion impact of solar eclipse, the TDD is plotted as shown in Fig. 8 . The TDD curve is relatively flat during the eclipse except The values of different power quality parameters at the POI of System A during the start, end, and peak of the eclipse, along with the corresponding IEEE standards limits, are presented in Table 4 . It clearly indicates that the quality of power at the POI of System A during the eclipse was within allowable IEEE standard at the existing penetration level.
Voltage Regulating Devices Operation and Analysis
The sharp ramps in irradiance and, consequently, the generation of the PV systems during an eclipse have some impacts on the voltage profile of the network, the operations of the legacy voltage control devices (VRs and OLTCs), and losses in the network. The severity of these impacts depend, among others, on the location of the POI of the systems, the penetration level of these systems, the control setting of the voltage regulation devices, the level of ramping of the power generation from the systems, and the load profile of the network.
Voltage Regulator and LTC Operations:
The dynamic changes in the voltage profile of the network due the ramp in power output of the PV systems causes the LTCs and VRs to tap change in other to control the voltage within the ANSI C84.1-2011 voltage standard. Figure 10 shows the various tap changing done by the VRs PV systems could be responsible for their reactive power injections. The reactive power injections on phase B and C of Cap 0 is higher than that of phase A. This would explain why there was a constant tapping down on phase B and tapping up of phase A of Vreg 2. It is interesting to note the profile of the reactive power injection by Caps 0 and 3. During the eclipse time frame, the ramps (loss in power generation from the PV systems) consequently led to a reduction in the reactive power injection by the capacitors. The constant reactive power injection as seen for the first 500 minutes of Caps 0 and 3 was due to the relatively constant voltage of the feeder prior to power generation by the PVs.
Voltage Profile:
The feeder voltages (on the buses) plotted against their distances from the substation is as shown in Figs. 11 and 12. PV Systems B and A are approximately 3.75 km and 12.5 km from the substation, respectively. The two plots (Figs. 11 and 12) shows that the voltage profile at the instant when the peak of the eclipse occurred at both PV locations respectively. At the peak of the eclipse on PV System A, the ramp down apparently had no voltage impact on the voltage profile, since as expected the ramp down in generation could only lead to a decrease in voltage at the point of interconnection. Also at this instant at PV System B, its proximity to the substation makes the voltage at the point of interconnection much more rigid, reducing the possibility of a fluctuation in voltage as a result of the eclipse. Also, from Fig. 12 , the peak of the eclipse on PV System B did not cause any significant impact on the voltage profile on the feeder. At this instant, the power on PV System A tend to ramp up which led to a sharp increase in voltage at the POI downstream of the feeder. The penetration level of these systems obviously did not produce any significant impact on the voltage profile during the eclipse event. With higher levels of penetration, these impacts could become severe.
Network Losses:
The time series plot of the overall system losses (transformer losses plus the line losses)is shown in Fig.  13 . Locating PVs downstream a feeder usually reduces the overall system losses by improving the voltage profile downstream. This is quite obvious from the plot. The losses is the network starts reducing at the instant of aggregated PV generation from both PV plants.
The effect of the eclipse is also seen from the loss plot. During the eclipse, the short-fall in generation from the PV led to an increase in the overall system losses during the eclipse.
Reliability Analysis at the Management Areas
To evaluate the relationship between system reliability at the management areas and common weather parameters, the daily number of sustainable interruptions is collected from the Miami management area ranging from Jan. 1st 2015 to Apr. 30th 2017. The daily number of lightning strikes L is collected from the local utility's weather station centrally located at the Miami management area. The other four common weather parameters including L, W , P , and A are hourly sampled from the Miami international airport. After data collection, both the reliability and common weather data are integrated as inputs to train the regression models defined in (15) .
In the proposed MLP forecasting model, the input layer contains five types of common weather parameters and corresponding daily numbers of sustainable interruptions derived by their regression models. The MLP hidden layer is set with twenty neurons, and the output layer involves the target number of sustainable interruptions. The BP algorithm is introduced to train, validate, and test the proposed MLP forecasting model, where 70% of the collected data is used for training, 15% of the data is implemented for validating, and the remaining 15% is applied for testing. For all training, validating, and testing sections, Fig. 14 compares the target numbers of sustainable interruptions with the predicted numbers derived by the proposed MLP forecasting model [65] . In this figure, we can find that, the proposed MLP forecasting model provides an acceptable result in comparison with the actual numbers of sustainable interruptions in most time periods. In particular, the proposed MLP forecasting model derives a mean-squared error of 315. 4 .
In addition, the sensitivity analysis is used to evaluate the effect of each common weather parameter on the daily number of sustainable interruptions, respectively. The sensitivity value is calculated by the first-order derivative of MLP function with respect to the network parameters. Fig. 15 presents the sensitivity of each weather parameter response to the daily number of sustainable interruptions, respectively. In this figure, we can find that lightning strike L is the most important weather parameter that has an influence on the daily number of sustainable interruptions, while the average temperature T has the least impact on the daily number of sustainable interruptions. This phenomenon can be explained that the most numbers of sustainable interruptions happen ranging from June to September during one year, which is the raining season for the Florida and lightning strikes happen most frequently. Since the average temperature of Florida almost keeps between 80 o F and 95 o F for the most months during the year, the temperature change has less impacts.
Comparison with existing eclipse PV impact studies
The National Renewable Energy Laboratory (NREL) conducted a pre-event analysis of the August 21, 2017 eclipse on the Western Electricity Coordinating Council (WECC) [66] . The loss in generation was estimated to be around 5.2 GW of which 4 GW loss was from utility scale PV and the rest from the distributed PV systems. The post event analysis based on the data collected by NREL researchers showed that loss in utility scale PV generation was accurately predicted. There were no major impacts on the reliability and and the power quality of the system. Conventional power sources such as natural gas generators and hydro power were ramped up to mitigate the impacts of the loss in generation form the PVs. The study provided some insights to how more accurate future solar eclipse impact studies can be carried out. With increasing level of penetration, larger system-wide disturbances and impact is expected. Also, a post August 21, 2017 eclipse study was carried out by authors of [67] . The paper used the solar irradiance and temperature measurements from the solar eclipse events, to simulate a real-time grid connected utility scale PV. The study provided some insights on the spinning reserve or sizes of storages that can be dispatched during the solar eclipse, the necessity for coordination of these PV and energy storage systems in other to maintain the system's stability as well as the importance of fast frequency control during this event. Load control methods were also discussed as effective alternative methods to address the impact of the solar eclipse event. Most of the case studies presented after the event were not at the device level. PV site performance, detailed power quality analysis, and voltage regulating device operations were not reported in details as presented in this paper.
Conclusion and Future Work
When the penetration of distributed PV systems into the smart grid increases, natural phenomena such as solar eclipse would have significant impacts on the systems and the larger grid. To demonstrate the impacts, this paper explored how the eclipse of August 21, 2017 impacted the performance of two PV systems, A located in Miami and B located in Daytona. It was observed that System A, despite being larger in generation capacity than B showed a slower increase in performance during the eclipse peak owing to a slower drop in irradiance, ambient temperature and module temperature. The steeper drop in these parameters for System B showed a pronounced effect in the PPI increase for it. Further statistical analysis showed the strong positive relationship between these three parameters both within and across the two systems. This relationship can be expanded to more number of systems over different geographical areas to enable aggregation studies to meet dynamic demands during such predictable events. This paper investigated the effects of partial solar eclipse on power quality parameters, such as, average RMS voltage, harmonics, and flicker at POI of System A and presented how those parameters vary during eclipse period. The variability of system power indices were found to be within allowable limits in accordance to IEEE Standard. The results show that System A had minimum impact on power quality metrics at current penetration level during the eclipse but could have severe effect at high penetration scenarios.
The impact of the eclipse on the feeder was studied by modeling the real parameters of the two feeders (A and B) as well as the PV systems (A and B) into a standard IEEE 8500 test distribution network. The simulation results showed the various impacts of the eclipse on the voltage profile as well as operations of the voltage regulation devices in the network. The voltage regulators and the capacitor banks closest to the locations of the PV were forced to operate more frequently during the severe ramp down caused by the eclipse event. The PV system B , which is close to the substation had little impact on the voltage profile while PV system B which is further downstream from the substation caused and an increase in the voltage at the POI during the eclipse event. The losses in the network was also impacted by the eclipse event. The ramping in the PV power output led to an increase in the overall system losses during the eclipse.
Finally, the impact of the eclipse at a wider, management-area level, was analyzed by first understanding the relationship between common weather parameters and reliability indices using the regression models. Taking the derived regression models as inputs, we proposed an MLP to forecast the daily reliability indices using time series of common weather data. In addition, we can derive the sensitivity of each common weather parameter with respective to the daily numbers of sustainable interruptions. For the utility management area in Florida, we can find that the lightning strike is the most important common weather parameter impacting on the reliability performance of the smart grid distribution networks, while the average temperature has the least impacts.
As a future work, a PV generation forecasting model will be developed to explore how the utilities can predict the generation profiles of PV systems of different sizes and at penetration levels, which could help in the planning processes. Factors influencing the performance of the estimation model will also be investigated. Further, additional statistical methods such as regression and dependency analysis will be conducted in addition to correlation and relationship study to explore aggregation opportunities during eclipse to manage surges or drops in loads. This study was done without any voltage and frequency regulation from the smart inverters. With increasing PV penetration, the use of smart inverters for voltage and frequency regulation will become inevitable. The use of the various smart inverter functionalities to address the various challenges that will be imposed during an eclipse events will be investigated. The optimal settings and coordination of this devices during these events will be analyzed. The economic consequence of possible reduction in life span of these legacy devices due to the increase in their switching will also be of interest to many utility companies. Finally, for the reliability analysis, other factors such as power system equipment failure rates and aging of distribution network components will be considered in addition to the weather parameters for the regression and prediction methods discussed in this paper. 
