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1. INTRODUCTION 
Consider the linear regression model 
yi = /?‘Xi + Ei (i = 1, 2, . ..) (1.1) 
where the ci are i.i.d. random variables with mean 0 representing unobser- 
vable disturbances, and the xi are either nonrandom or are independent 
random dx 1 vectors independent of {si>. We shall assume throughout the 
sequel that the common distribution of si is continuous. Suppose that the 
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responses yj are not completely observable and that the observations are 
(xi, yl, S,), i= l,..., n, where 
(1.2) 
and (ti, xy) are independent random vectors that are independent of {.si>. 
We call the ti “censoring variables,” and (1.1 t( 1.2) the “censored regres- 
sion model,” for which there is an extensive literature on hypothesis testing 
and estimation of /I when the E, are assumed to belong to certain 
parametric families of distributions (cf. [ll, 191). 
Another regression model with incomplete observations is the “truncated 
regression model” in the econometrics literature (cf. [2, 8, 251) and in 
astronomy (cf. [21, 241). The model assumes the presence of “truncation 
variables” ri so that (xi, yi) can be observed only when yi < ri. Thus, the 
data consist of n observations (x7, VP, rp) with yp < rp. Without assuming 
any parametric form for the distribution of the si, Bhattacharya, Chernoff, 
and Yang [3] developed the following estimate of the slope /I in the trun- 
cated regression model with ri=c and d= 1. Let ei(b) = yp- bxp. First 
consider the case of complete data (without truncation) and define the 
Mann-Whitney-type statistic 
W,,(b) = c (xi-xi) sgn(ei(b) - ei(b)). 
i. I 
(1.3) 
An estimate of /I, proposed by Adichie [l], is defined by the equation 
W,(b) = 0, or more precisely, is defined as a zero-crossing of the step func- 
tion W,,(b). We say that /? is a “zero-crossing” of a step function w(b) if the 
right and left hand limits w(/?+ ) and w(fl- ) do not have the same sign, 
i.e., if w(fl+ ) w(j?- ) < 0. To generalize this idea to the case of truncated 
data, Bhattacharya, Chernoff, and Yang [3] noted that ei(b) and ej(b) are 
“comparable” only if e,(b)<c-bxj’ and ej(b)Qc-bxp, since it is 
impossible for ej(b) to exceed e,(b) whenever e,(b) > c - bxp. Accordingly, 
they modified (1.3) as 
W;(b) = c (X:-X,“) sgn(ei(b) -ej(b)), (1.4) 
(i.1) : e,(b) and e,(b) are comparable 
and defined their estimate of p as a zero-crossing of W:(b). They also 
derived some basic asymptotic properties of this estimate. 
In the case of complete data, for which (x7, yp) = (xi, y,), letting &(b) 
denote the rank of ei(b) in the set of residuals (e,(b), . . . . e,(b)}, the 
Mann-Whitney-type statistic (1.3) can be expressed as a linear rank 
statistic of the form 
K’ W,(b)= 2 i xi#(Ri(b)/n), 
i=l 
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where b(u) = 224 - 1. More generally, given a “score function” 4: [0, l] + 
( - co, cc ) satisfying 
f o’((u)du=O, So’(2(u)du<m, (1.5) 
one can define the linear rank statistic 
(1.6a) 
where the “scores” a,(j) are generated from 4 by 
a,(j) = i(j/n 1, (1.6b) 
or by asymptotically equivalent variants thereof, such as a,(j) = 
cW(n + 1)) and 
q, g . . . < Ub, being the order statistics of a sample of size n from the 
uniform distribution on (0, 1). There is an extensive literature on the use of 
L,(O) as test statistics for testing the null hypothesis j? = 0, and on estima- 
tion of B based on the equation L,(b) = 0 (cf. [9, lo]). 
This score function approach to construct the test statistics L,(O) has 
been extended and modified for the censored regression model (l.l)-( 1.2) 
by Prentice [22] and Cuzick [S]. A key idea here is the concept of a 
“generalized rank vector” 
R = CR,, . . . . R,), where Ri = (vi, d,), (1.7) 
and vi is the number of uncensored responses less than or equal to yj. 
Let y(r) d . . . < yckj denote all the ordered uncensored responses, mi denote 
the number of censored responses between ycij and yci+lj, and 
ni=x,k_i (m,+ 1) be the number of responses 3 ycjj. Assuming a known 
distribution function H with differentiable density h for the ci and letting 
d(u) = -h’(H-‘(u))/h(H -r(u)), Prentice [22] extended to censored data 
the classical method of determining asymptotically optimal rank statistics 
for testing H,, : /I = 0 against contiguous regression alternatives and 
obtained linear rank statistics of the form L, = x1= r xic,(Ri). Letting 8 be 
the Kaplan-Meier estimate, or some asymptotically equivalent variant, of 
683/40/l-2 
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the common distribution function of the yi under H,: /I = 0, Cuzick [S] 
showed that L, is asymptotically equivalent to 
j=l 
~(U1=(l-U)-lyld(t)dt, 
cl 
where II/ = 4 - @, (1.8a) 
(1.8b) 
(1.8c) 
in the sense that there exist nonrandom constants E, + 0 such that 
np’/*IL,--S,I GE,. He used this method to construct censored rank 
statistics for general score functions 4 satisfying (1.5), and making use of 
Gill’s [7] martingale integral representation of S, under Ho : /I = 0 and 
Rebolledo’s [23] central limit theorem, he proved the asymptotic nor- 
mality of S, under H, and, by a contiguity argument, also extended the 
result to local regression alternatives. 
In the case of truncated data, a natural analog of the rank statistics (1.8) 
for general score functions 4 will be developed in Section 2. For the 
Mann-Whitney score function 4(u) = 2~ - 1, this analog does not reduce 
to the Bhattacharya-Chernoff-Yang statistic WE(O) defined in (1.4), 
which turns out to be analogous to Gehan’s [6] generalization of the 
Mann-Whitney statistic for censored data. Like Gehan’s statistic (cf. [18]), 
WE(O) is shown to be unfavorably linked to the truncation pattern. An 
asymptotic theory of these linear rank statistics in the truncated regression 
model under the null hypothesis H,: /? = 0 and contiguous alternatives is 
also given in Section 2, using a simple modification of the martingale 
approach in the censored rank statistics literature. 
The problem of estimating /I (instead of testing H,) from rank statistics 
based on censored or truncated data is addressed in Section 3, where we 
provide a unified approach for both censored and truncated data. Starting 
with the censored regression model, we first review some recent work of 
Tsiatis [26] to construct and analyze rank estimators, in which a major 
difficulty lies in establishing the asymptotic linearity of the associated rank 
statistics. We then show that this dilliculty can be handled more easily and 
in much greater generality by using a different approach, which we 
developed earlier in [ 131 independently of Tsiatis’ work, based on a 
tightness lemma for stochastic integrals of empirical-type processes. More 
importantly, our approach can be easily extended to the truncated regres- 
sion model, since the rank estimators based on truncated data can also be 
expressed in terms of such stochastic integrals, and is also applicable to 
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other kinds of nonparametric estimators that are not based on linear rank 
statistics, as will be discussed in Section 3. 
2. A CLASS OF LINEAR RANK STATISTICS IN THE TRUNCATED REGRESSION 
MODEL AND THE ASSOCIATED RANK TESTS 
Instead of assuming a right truncation that restricts the observable yi to 
yi < zi & in Section 1, it is more convenient to consider left truncation with 
observable y,> ti, as will be explained later. A right-truncated regression 
model can be transformed into a left-truncated model by multiplying the yi 
and zi by - 1. Hence in the sequel, by a “truncated regression model,” we 
mean that in the regression model (1.1) (xi, yi) is observable only if yi 2 ti, 
where (ti, XT) are independent random vectors that are independent of 
{Q}. The data therefore consist of n such observable triples (xp, yp, ty). 
Considerable insight into the construction of linear rank statistics for the 
truncated regression model is provided by studying the case in which the 
common distribution function F of the ai is assumed to be known and to 
have a smooth density J In this case, given the values of the covariate x: 
and the truncation variable ty, the conditional density of an observable yp 
is 
f(y-P’~p)/(l-F(;(tP-p~xP)}, y 2 ty. 
Hence, letting gi be the density function of (ty, xp), the likelihood function 
is given by 
and the maximum likelihood estimate p, of B based on the observations 
(xp, yp, ty), i= 1, . . . . n, can be found by solving the system of equations 
VL(b) = 0, where VL = (aLla/?, , . . . . aL/a/?,)T denotes the gradient vector 
and 
L(B)= i logf(y;-pTxp)- i lo&l-F(t:-BTx;)). (2.1) 
i= 1 i=l 
Moreover, a locally most powerful test of H,: B = 0 is to reject H,, for large 
values of the length of the vector 
VL(O)= - i xp 
i= 1 i 
S(y:)+ hF CC)). (2.2) 
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We define a generalized rank vector R to consist of the ranks of the 
observed responses yp among themselves as well as the relative ranks of the 
truncation variables rp compared with the yp. Specifically, 
where 
R= {(I), . . . . (n);v,, . . . . v,}, (2.3) 
To construct an asymptotically efficient test of H, based on R, we first 
approximate tyl, by yy,,,, neglecting the small spacings yc+ ,) - y& when n 
is large, and thereby obtain the following approximation to (2.2): 
In the case of complete data, for which (xp, yp) = (xi, y,), we only have 
the first term of (2.4), which can be written as 
where I$= -f'oI;-l/foFpl. (2.5) 
Under H,: fi = 0, the common distribution function F of the yi can be 
estimated by F,,(x)=n~‘~~Z~,~,,. This leads to the classical linear rank 
statistic 
or its asymptotically equivalent variant with (1.6~) in place of #(j/n). 
We now extend these ideas to the truncated regression model. First 
assume the truncation variables ti to be i.i.d. with continuous distribution 
function G and let rG = sup{x: G(x) = O}. In this case, although it is not 
possible to estimate F(y) nonparametrically for y< zG, since all observed 
yp are 2 rG, Woodroofe [28] has shown that under H,,: /I=0 the 
conditional distribution function 
can be estimated consistently by the product-limit estimator E defined by 
1 -P(y)= n (n,- 1)/n,, (2.7) 
i: yy,, < .\ 
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where IZ~ denotes the number of observed responses 2 yFj,, minus the 
number of truncation variables > J$,. Thus, 
n-1 
n,=(n-i+l)- 1 m,, (2.8) 
r=i 
where 
m,=#{j:vi=r}=#{j:y~~,<tl)i,~y~~+,,}. (2.9) 
Here and in the sequel we use #A to denote the number of elements of a 
set A. Hence, defining 
fp= -f’oF-‘IfoF-‘, @=foP/(l -&F-l, (2.10) 
we can rewrite (2.4) as 
(2.11) 
Replacing P by its consistent estimate fi leads to the linear rank statistic 
i= 1 
The statistic (2.12) is difficult to analyze directly, and it is natural to ask 
whether one can develop a more convenient approximation to (2.12), 
similar to (1.8) in the censored case. Let 
J(i) = (j: fj’ < J$, < yj”} = {(j): j > i and fFj, 6 yp,,}, 
and note that #J(i) =ni. In place of (1.8~) define 
(2.13) 
(2.14) 
We now develop the approximation 
By the definition (2.7) of I’, 
{~(~~~~>-~(~~~-~~)}l{l-~(~~~-~~))=l-(~i-l)/~~=l/~i. (2.16) 
Moreover, by (2.3) and (2.13), 
J(i)= {(j):j3i>vi}. (2.17) 
20 
From (2.14), it 
i 
i=l 
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follows by interchanging the order of summation that 
W@b~i,)) 
(2.18) 
A similar argument leads to the approximation 
i=l 
j= 1 
+ i xZj 1 
~~4,) qqu) du 
- 
j=l P(Y&,) 1 - u ’ 
noting that the last equality above follows from the 
(l-u)-ljtcj(t)dt, whichimplies thatforO<a<b<l, 
~bB(u)du/(l-~)=~~(jl~(~)dr)d(l/(l-u)) 
a a u 
=(~(b)-~(n))+lb(l-~)- 
a 
Since 4 = $ + @, it follows from (2.12) that 
n n 
(2.19) 
fact that G(u) = 
’ 4(u) du. 
by (2.19) and (2.18). Hence (2.15) follows. 
Note that the right-hand side of (2.15) has the same form as the statistic 
(1.8) for censored data. The only difference between them is that the sum 
CENSORED/TRUNCATED REGRESSION 21 
in (1.8) is over k (instead of n) uncensored observations. Thus, for the 
truncated regression model, we again have linear rank statistics of the form 
(2.20) 
This method of constructing linear rank statistics can be used for general 
score functions 4 satisfying (1.5) (not only for the efficient score function 
d= -f’&‘If&‘). F or any such 4, we define @ by (1.8b) and set 
Ic/ = 4 - @. Instead of adhering to the P defined by (2.7), which is a consis- 
tent estimate of P under i.i.d. truncation, we shall use the following 
modification that is consistent even when the truncation variables are not 
identically distributed (cf. [ 141): 
14(Y)= fl (1 -n,1z{n,2,,,-q), (2.21) 
i: .p < y 
where c > 0 and 0 < 1~ 1. Note that E defined in (2.21) is left continuous. 
Hence if rl/ is left continuous, then so is 1c/ 0 i? 
A basic idea in our analysis of the linear rank statistics (2.20) in the 
truncated regression model is to regard the observed sample ((x9, y:, tf): 
16 r < n} as having been generated from a larger, randomly stopped 
sample of independent random vectors (xi, yi, ti), 1~ i < m(n), where 
m(n)=inf 
1 
m: f Z(,,,)=n . 
i= I I 
(2.22) 
Letting 
we can express (2.20) as S, = T,,,(,,)( ro), where 
For the score function &u)=2u- 1, so that e(u)= U- 1, the rank 
statistic (2.20) does not reduce to the Bhattacharya-Chernoff-Yang 
statistic Wjj(0) defined by (1.4) (but with left truncation variables ti instead 
of a fixed right truncation constant c). Such e(O) in fact uses -2iV,(,)(s) 
to replace tit&(s)) = - (1 -#((u)) in (2.20), since 
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noting that by (1.4) but with left (instead of right) truncation by ti, 
Hence, replacing $(fl(,s)) in (2.24) by -2n P’N,C,J(s), we again have the 
stochastic integral representation n -‘W:(O) = 7’,,,(,,,( co). Note that N,(s) is 
also left continuous in S. 
The preceding considerations suggest the following general class of linear 
rank statistics for truncated data, including (2.20) and n - ’ Wjl(0) as special 
cases and completely analogous to Gill’s [7] general formulation of two- 
sample rank statistics for censored data in terms of stochastic integrals 
whose integrands are predictable processes. Let FS be the complete o-field 
generated by 
xi7 fiY z{t,.5y,j2 zjl,Gu<y,)~ z{r,iv,<u) (UGS, i= 1,2, . ..). (2.25) 
Let {$,(s), - CC <S < cc } be a predictable process with respect to the 
filtration (e) ~ m<*<‘x (cf. p. 8 of [7]) and define 
Sri = ~mCn),n(~ 12 
where 
(2.26) 
where X,, N,, and Zi are defined in (2.23). The following theorem gives 
the asymptotic normality of (2.26) under the null hypothesis H,,: /? = 0 and 
under local alternatives of the form H, : /I = n - “‘0, and its proof is exactly 
analogous to that of [7] for two-sample censored rank statistics. 
THEOREM 1. Consider the truncated regression model ( 1.1) in which 
(xi, yi) is observable only if yi> ti, where (ti, x7) are independent random 
vectors that are independent of {zi}. Suppose that the common distribution 
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function F of the Ei is continuous and that sup(Jx,I/ < ~0 a.s. Letting 
xi = (Xii, . ..) xid)T, suppose that for every s with F(s) < 1 and j, k E { 1, . . . . d}, 
me1 i P{tiGs} --t Go(s), m-’ 2 E(X,Z~,,,,)) + Gk(S)y 
i=l i= 1 
m-l i E(X~XikZ~ti<s)) + Gjk(s). 
(2.27) 
i=l 
Letting T = sup{s: F(s) < l} and zo = sup{s: G,(s) = 0}, assume that to < z. 
Let E be the complete o-field generated by (2.25) and let {$,(s), 
co <s < CC } be a predictable process with respect to the filtration 
ii- CD<S<UI such that there exists a nonrandom function h for which under 
H,: /!?=o, 
sup I@,,(s)- h(s)1 2 0 (as n -+ co), 
I 
’ h*(s) dF(s) < co. (2.28) 
*c<s<r IG 
Define S, by (2.26) together with (2.22) and (2.23). 
(i) Under the null hypothesis H, : /I = 0, as n + co, n - li2S, has a 
limiting normal distribution with mean vector 0 and covariance matrix 
V=(Vjk)lGj,kCd9 where 
Vj/c=(/, GodF)-’ j:Gh20 
X {Gj/c(s) - Gj(s) Gk(S)IGO(S)) dF(s)* (2.29) 
(ii) Suppose that F has a continuously differentiable derivative f 
Letting n(s) = f(s)/( 1 -F(s)) denote the hazard function of F, suppose that 
jYm (l/r?)* dF< 00. Then for every d-dimensional vector 8, under the local 
alternative H,,: fi = n-‘l’t?, n-‘J2S, has a limiting normal distribution with 
mean vector - A8 and covariance matrix V, where A = (ajk)l Q j,k G d and 
aik = (j_:, Go dF)-’ j:G h(s)(A’(s)/l(s)) 
X { Gjk(s) - Gj(s) Gk(s)/GJs) I dF(s). (2.30) 
ProoJ (i) Let A= -log(l-F) and let Mi(t)=Zi(t)-SI~~liyi>s2,1,) 
dA(s). Under H, : /I = 0, 
Tm,n(t)= f 1’ Ii/n(s) (Xi-z) Zfp,,,,,,,>,) dMi(s)- (Z-31) 
i=l --oo m 
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By Lemma 5 of [14], {&Ii(s), S$,,-- cc <s < co} is a martingale with 
predictable variation process (Mi)(t) = fLnc I(,z+T.,,i &l(s) and m(n) is 
n- C@<.ScCm FS-measurable. Consequently, 
{T,,,,,(t), g, - co < t < co > is a (vector) martingale with 
predictable covariation matrix 
{N,(,)(s)>O, y,zs>l,) dA(s)’ (2.32) 
Moreover, by Lemma 2 of [14], 
m(n)/n -5 1 m G,dF. (2.33) 
-cc 
Since yi = si are i.i.d. with distribution function F under Ho and are inde- 
pendent of {(xi, ti)}, it follows from (2.27) and the law of large numbers 
that 
(2.34) 
From (2.32)-(2.34) and the a.s. boundedness of {xi} it follows that 
w”*L(,).,)(0P+ (J;, Go+ 
X ' h*(s){G&) - Gj(s) G&)/G,(4) MS) 
> 
. (2.35) 
l<j,k<d 
Hence by Rebolledo’s [23] martingale central limit theorem, n - “*T,(,),,( cc ) 
has a limiting normal distribution with mean 0 and covariance matrix V. 
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(ii) Let Ji=ZIYi+‘,). The log likelihood ratio for testing H,: /I = 0 
versus H, : /-I = n -1/20 can be expressed as 
I, = i [log f( yp - n -“2e=Xy) - log f( yp, 
i=l 
= C Bi(logI(yi-n ~ 1’2e=Xi) - log A( r;)} 
i=l 
m(n) 
- 1 $~{[A(yi-nP1’28Txi)-A(ti-n-“2BTx,)] 
i= 1 
- CA(Yi) - n(ti)l 1. (2.36) 
Using part (i) of the theorem and the Cramer-Wold device (cf. [7, p. 116; 
9, pp. 216218]), we then obtain the limiting normal distribution of 
(n-‘/2S,, 1,) under Ho by an argument similar to the proof of Proposi- 
tion 53.1 of [7, pp. 118-1221, for the censored case. The desired 
asymptotic normality of S, under H, then follows from LeCam’s third 
lemma, cf. p. 208 of [9]. u 
Remark. A key idea in the martingale integral representation (2.32) of 
S, is to introduce the stopping time m(n) defined in (2.22). Embedding the 
observed sample in a larger, randomly stopped sample of independent ran- 
dom vectors makes the truncated regression model completely analogous 
to the censored regression model and the corresponding martingale integral 
representations of linear rank statistics completely analogous to those in 
the censored rank statistics literature. This is considerably simpler than the 
approach used recently by Keiding and Gill [12] to develop martingale 
integral representations for truncated data under the assumption of i.i.d. 
truncation variables. Instead of using the stopping time m(n) to embed the 
truncated sample, the Keiding-Gill approach embeds the observations 
(ty, yp), given the constraint ty < VP, in a Markov process U(s), s > 0, with 
five states, and is based on certain martingale structures conditional on 
eventual absorption in one of these states, assuming H,, and i.i.d. trunca- 
tion. Not only is our method simpler, but it also does not assume the ti to 
be i.i.d., an obvious advantage in regression applications. 
COROLLARY 1. Consider the linear rank statistic S,, defined by 
(2.20)-(2.21), in the truncated regression model. Suppose that the score 
function $ in (2.20) is continuous on (0, 1) and that for some y < i and K > 0, 
IvQ(u)l QK(1 -u)-‘3 O<u<l. (2.37) 
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Assume that F is continuous, that sup,llxJ < CC a.s. and that (2.27) 
holds for every j, k E { 1, . . . . d} and s < T = sup{ t: F(t) < l}. Letting 
zo = sup(s: G,(s) = 0}, assume, furthermore, that zo < z and that 
lim m-(lpi)Z!, P{ti<t,-E}=O for every E>O. (2.38) 
In-170 
(i) Under the null hypothesis H,: /I=O, as n + 00, n-‘12S, has a 
limiting normal distribution with mean 0 and covariance matrix V whose 
components are defined by (2.29) with h(s) = $(F(s)), where 
F(Y) = (F(Y) - f’(tG))l(l - J’(T~)) for y 2 TG. (2.39) 
(ii) Suppose that F has a continuously differentiable derivative f such 
that szuo (n’/J)’ dF< 00, where A is the hazardfunction of F. Then for every 
d-dimensional vector 8, under the local alternative H,, : /? = n - Ii’& n - li2S, 
has a limiting normal distribution with mean vector -A8 and covariance 
matrix V, where the components of A are defined by (2.30) with 
h(s) = rl/(&)). 
Proof: As shown in Theorem 1 and Lemma 1 of [14] for the present 
setting in which the tj need not be identically distributed, modifying the 
product-limit estimator (2.7) by introducing the factor Zln,~cnl-ij in (2.21) 
ensures that as n + 00, 
sup lP(=(s) - F(s)1 + 0 a.s., (2.40) 
-co<s<cc 
lirrkf {!;‘I (1 - F(s))/( 1 - F(s))} > 1 a.s., (2.41) 
under Ho: b=O and the assumption (2.38). Let en(s)= @(p(s)) and 
h(s)= $(F(s)). Since I,+ is continuous on (0, 1) and P is left continuous, 
{tin(s), - co < s < cc } is a predictable process. If II/ is bounded, then (2.28) 
holds and the desired conclusion follows from Theorem 1. 
Without assuming $ to be bounded, first assume H,: fi = 0 as in (i). 
Then by (2.40), (2.35) still holds for every t < z. Therefore Rebolledo’s cen- 
tral limit theorem gives the limiting normal distribution of n-“2T,C,),,(t) 
for every t < z. Moreover, since xi = 0( 1) a.s., it follows from (2.37) and 
(2.41) that 
=o m (1 -p(s))-2ydF(s) +O 
> 
as tTz, 
, 
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noting that m-’ CL ~iy,~s~,,~ 4 (1 -F(s)) G,(s) and that 2y < 1. Hence 
the desired conclusion in (i) follows from Lenglart’s inequality [20] 
and the asymptotic normality of n-“2T,(,J,,(t) for every t < r. The proof 
of (ii) uses the same contiguity arguments as those in the proof of 
Theorem l(ii). 1 
In the remainder of this section we shall assume d= 1 and consider linear 
rank tests of H,: /I = 0 versus H,: B = n -I/‘9 with 8 i 0. By Theorem 1, we 
can use the linear rank statistic S, defined by (2.26) to test Ho versus H, 
at (approximate) significance level GI, rejecting H,, if 
sn/(qJ”* < 2x9 where P(N(0, l)<zz,} =c(, 
j=l i=l 
x r,,:,,;Oa,:,lNmi*,(rP). (2.42) 
It can be shown that u, is a consistent estimate of the variance V defined 
by (2.29) under Ho or H, and the assumptions of Corollary 1. The Pitman 
efficacy e, of the test is given by A2/V, where A is given by (2.30). In view 
of the definition of V in (2.29), applying the Schwarz inequality to the 
integral (2.30) defining A gives 
A’Q(~~~G,~F)-~ jr V TG bW2 (G,,(s)- G:WW)) Wsh (2.43) 
with equality if under H,, 
rl/Js) P, h(s) = -n’(s)/n(s) for s<r. (2.44) 
In particular, in view of (2.40), equality is attained in (2.43) by the score 
function 
ICln(S) = hxTm)r where 
@OPT(U) = - WW’W) = - cl-‘/!I-+flu -WW4), 
(2.45) 
and # is the modified product-limit estimator defined in (2.21). 
As pointed out earlier, the Bhattacharya-Chernoff-Yang statistic 
#‘” = (2n)-’ W:(O) defined by (1.4) but with left truncation variables ti in 
place of the right truncation constant c is a special case of the general 
linear rank statistics (2.26) with I,+&) = --n-l C;= I I{,P,~, tp,. This is 
completely analogous to Gehan’s [6] generalization of the two-sample 
Mann-Whitney statistic to the censored data (ri, Si) given in (1.2). Indeed, 
the integrand $Js) in Gill’s [7] stochastic integral representation of 
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Gehan’s statistic is q,(s) = -n- ’ CT= i I{,;,,), whose counterpart for trun- 
cated data is clearly tin(s)= -K’ Cr=, Z(,p.,.,yl. Under Ho and the 
assumptions of Theorem 1 (i), 
$nb) 2 4s) = - j ( _z, GodF)-’ (1 -F(s)) G,(s). (2.46) 
The Pitman efficacy of the test is ew = A2/r, where r and 2 are given by 
(2.29) and (2.30) with h given by (2.47). 
The following table gives some numerical comparisons of the rank test 
(2.42) using the Bhattacharya-Chernoff-Yang statistic with that using a 
linear rank statistic (2.20) in which $(u) = u - 1 (the Mann-Whitney score 
function). The regression model (1.1) considered assumes i.i.d. si having 
the logistic density f(u) = 2ep2”/( 1 + epZU)’ and i.i.d. xi such that 
P{ xi = 0} = l/2 = P{ xi = 1) (i.e., the two-sample problem). The truncation 
variables tj are assumed to be i.i.d. and negative, with density g(t) = 6 - lerld, 
t < 0, where 6 > 0 ranges from 0.4 to 1.2. In this case, F= F, since 
rG = - co, and the asymptotically optimal score function Ic/opT.(u) in (2.45) 
agrees with 2(u - 1). The table computes by numerical integration the 
asymptotic relative efficiency (ARE) of the Bhattacharya-Chernoff-Yang 
test statistic @n relative to the linear rank statistic S, in (2.20) with 
$(u) = u - 1, defined as the ratio ew/e, of their relative efficacies: 
6 1.2 1.0 0.8 0.6 0.4 
ARE 0.90 0.88 0.85 0.83 0.81 
The smaller the value of 6 is, the heavier the truncation, and the table 
shows that the less efficient the Bhattacharya-Chernoff-Yang statistic 
becomes. A similar phenomenon has been found for Gehan’s [6] statistic 
for censored data, and Lan and Wittes [18] have provided a simple 
explanation of why Gehan’s extension of the Mann-Whitney score function 
to censored data turns out to be inexorably linked to the censoring pattern. 
3. RANK ESTIMATORS OF p BASED ON 
CENTERED OR TRUNCATED DATA 
To begin with, consider the case of complete data and d = 1 in the 
regression model (1.1) with i.i.d. xi such that 0 < Var xi < co. For every real 
number b, define ej(b) = yi- bxi and let Ri(b) denote the rank of ei(b) in 
the set {e,(b), . . . . e,(b)}. Given a nondecreasing score function 4 satisfying 
(1.5), define the linear rank statistic L,(b) by (1.6) and use the estimating 
equation L,(b) = 0 to define the rank estimator j?, of 8. More precisely, & 
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is defined as a zero-crossing of L,(b). As shown by JureEkova [lo], L,(b) 
is a nondecreasing step function and is asymptotically linear in every 
interval centered at p with width en- l/2 for every 8 > 0, in the sense that 
sup IL,(b)-L,(B)-nA(b-B)IIJ;;-IL) 0, (3.1) 
lb-81 <en-‘/2 
where A = -sA &n){f’(F-‘(u))/f(F-I(u))} du. Dividing the interval 
[P-8n-“2, /?+&p”2] t m o a finite number of smaller subintervals, we 
can make use of the monotonicity of L,(b) to bound the random function 
L,(b) by its values at the endpoints over each subinterval and thereby 
reduce the proof of (3.1) to 
n~1’2{L,(~+xn-1’2)-~L,(P)-n1’2xA} --f-+ 0, (3.2) 
for every fixed real number x. Contiguity arguments can then be applied to 
give an elegant proof of (3.2). Combining the asymptotic normality of 
L,(b) with the monotonicity of L,(b) and the asymptotic linearity property 
(3.1) shows that n”‘(fl,-/I?)= -n~“2L,(/?)/,4+~p(l) has a limiting 
normal distribution, cf. [lo]. 
For the censored regression model (l.l)-( 1.2) with d= 1, define 
e,(b) = yj - bx, and order the uncensored residuals as e_(l,(b) < ... < 
e(,)(b). An analog of L,(b) is easily obtained by replacing IQ,,,) in (1.8) 
by $b(e,j,(b)) and is therefore given by the random function 
where + = q5 - @ with @ defined in (lgb), xi(b) is detined in (1.8~) with the 
J$ replaced by ej(b), and fb is the left continuous version of the Kaplan- 
Meier curve defined by (e,(b), 6i)I,i,,. Likewise for the truncated regres- 
sion model, definingAei(b) = yp - bxyand ordering them as e,,,(b) < ... < 
e(,)(b), we replace F($,) in (2.20) by pb(eCi,(b)) to obtain an analog of 
L,(b) of the form 
S,(b) = i ~(~~(eci,(b)))!xp;,-x,i,(b)}, 
i=l 
(3.4) 
where 1+5 =+- @ as before, and Z&b) is defined by (2.14) and (2.13) in 
which the y: and t: are replaced by e,(b) and t: - bxg. A rank estimator 
j?, can again be defined as a zero-crossing of S,(b). However, unlike L,(b) 
for complete data, the S,(b) defined by (3.3) for censored data and by (3.4) 
for truncated data is typically not a monotone function of b, as can be 
easily seen by simulating such samples and evaluating S,(b) from the 
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simulated data. This lack of monotonicity of S,(b) makes its zero- 
crossing(s) much harder to analyze than that of L,(b), whose monotonicity 
reduces the highly complex problem to that of simply showing (3.2). 
To avoid confusion we shall focus on the censored case in the rest of this 
section and only briefly indicate how the results can be extended to the 
truncated case. For censored data, a formidable difficulty in the analysis of 
(3.3) lies in the relative instability of fiJei(b)) and xi(b) when n,(b)/n is 
small, where 
q(b) = # {j: e,(b) 3 e,(b)}. (3.5) 
In a recent paper, Tsiatis [26] proposed getting around this difficulty by 
modifying the definition of S,(b) as 
S,*(b)= i Il/(~~b(ecj,(b)))(xcj,-.Ic,j,(b)j Z{e,,j(b)G r*;, (3.6) 
j=l 
under the assumption of a known value T* for which 
infP{y,!BT*+c}>O for some 5 > 0. 
i (3.7) 
Under (3.7) and several other restrictive assumptions, he showed that 
the asymptotic linearity property (3.1) can be extended to S,*(b) in the 
case of the logrank score function $(u) = 1. His proof also partitions 
[j.cen-1’2, p+en-“‘I . mto sufficiently small subintervals, and in the 
absence of monotonicity of S:(b), uses a combinatorial argument to show 
that over each subinterval the random function S,*(b) can be approximated 
by its value at the left endpoint of the subinterval (cf. Theorem 3.2 of 
[26]). Hence it remains to show that (3.2), with L, replaced by S,*, holds 
for every fixed real number x, as is carried out in Theorem 3.1 of [26]. 
Tsiatis [26] pointed out that similar arguments can be used to show that 
the asymptotic linearity property (3.1) also holds for other score functions, 
without giving details and precise conditions on these score functions. 
By deleting those summands of (3.3) for which eo,(6) exceeds T*, the 
summands in (3.6) have nJb)/n bounded away from 0 for b E [j? - 6W1’*, 
j3 + 8~“~] and all sufficiently large n, in view of (3.7). However, the 
assumption (3.7) with known T* appears somewhat artificial and restric- 
tive, and it is also inefficient to remove a substantial fraction of data in 
(3.6). Independently of Tsiatis’ work, we proposed earlier in [ 131 a more 
natural and efficient way to trim away from (3.3) only a negligible propor- 
tion of summands whose n&b) values fall below some fractional power of 
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n. A novel idea in this modification of (3.3) that is partcularly important 
for the proof of the asymptotic linearity property given below is to use a 
smooth weight function to perform the trimming. Specifically, choose c>O, 
0 < 1, < 1, and a nondecreasing, twice continuously differentiable function 
on the real line such that 
P(Y)=0 for y<O, P(Y) = 1 for y> 1, (3.8) 
and define pn : [0, 1] -+ [0, 1] by 
p,(x) = p(r+(x - cn-“)), Obxd 1. (3.9) 
To avoid instability of the Kaplan-Meier estimator pb(ej(b)) in (3.3) when 
n,(b)/n is small, redefine it as 
{ 1 - Pn(n-‘ni(b))/ni(b)), (3.10) 
i:e,(b)<u,&=I 
where ni(b) is defined in (3.5). In [13] we proposed to change (3.3) to 
S~(b)= i: ti .P,(~~.b(ecj,(b))){x,i,-x,j,(b)} Pn(n-ln(j)(b)), (3.11) 
j=l 
where $ .pn denotes the product of $ and p,, i.e., $ .p,(x) = e(x) p,,(x). 
In the sequel we shall consider the general d-dimensional case but restrict 
b to a ball centered at 0 with radius p, assuming knowledge of an upper 
bound p > 11/?11, Instead of the combinatorial argument used by Tsiatis 
[26], in [ 133 we used modern empirical process theory to develop a 
general tightness lemma for stochastic integrals with respect to empirical- 
type processes (cf. Section 3 of [ 131). Expressing (3.11) as a stochastic 
integral as in (3.16) below, we applied this tightness lemma in [ 133 to 
show that S,(b) can be approximated by a nonrandom function d,(b), with 
two kinds of error bounds for the approximation, given by (3.17) and 
(3.18) in the following. 
LEMMA 1. Suppose that in the censored regression model (1.1 )-( 1.2) the 
random errors E, are i.i.d. with finite mean such that their common distribution 
function F has a continuously differentiable density f satisfying 
I _1, ‘,<;~y+, If’(t)l) ds< 00 for some a > 0. (3.12) . . 
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Moreover, assume that for some nonrandom constant K, [IxJJ <K a.s. for 
all i, 
sup E( ty )” < cc for some q > 0, (3.13) 
SUP ~P{s<ti-bTXL<S+h) 
llbll<p,-mcs<cc 1 
= O(nh) as n+cO andh-rOwithnh+oo. (3.14) 
Suppose that $ is a twice continuously differentiable function on (0, 1) such 
that for some y 2 0 and for j = 0, 1,2, 
Id’t&)/dujl = 0((1 -u)-~-‘) as u-1, 
= qu--y-j) as u-+0. (3.15) 
Define 
y,.,(s) = i xiz( et 6 (I, - !Yx,) A (s + (b - /T)‘xa,} ’ 
1 
lo&l -gn,b(Y))= j log{1 -p,(n-‘N,b(s))/N,,b(s)) d&b(s), 
si Y 
‘k,b(Y) = j [P”(n-lEN,b(s))/EN,,b(s)l d&z,,(s), 
s -c )’ 
d,,(b) = j”I II/ .p,(l -e-““,“(S)) p,,(n-‘EN,+(s)) 
-02 
Ex, bh) dEY,,,(s) - 1 
EN,,(s) 
d&t,&) > 1 
S,(b) = j- ‘h %&?r,b(s)) pn(n-lNn,b(s)) 
--oo 
X dY,,,(S) - $+ d&(S)], 
n.b 
(3.16) 
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where $ .p,(x) = Ii/(x) p,(x). Then for every 0 < 6 < 1 and E > 0, 
sup II&l(b) - Sn(b’) -At(b) + AI(b 
Ilb - b’ll <n-6. llbll ” llb’ll Q P 
= O(n (1--6)/2+(3ty)i+&) a.s., (3.17) 
where 1 is given in (3.9). Moreover, for every E > 0, 
sup I/S,(b)-d,(b)11 = O(n”2+(3+y’A+E) 
llbll i P 
a..~. (3.18) 
Note that not only is Lemma 1 able to handle effectively the upper tail 
Of &b without excessive truncation as in (3.6), but it also works for 
unbounded score functions $ subject to the growth condition (3.15). In the 
case t,F’ is bounded, we can simplify somewhat the definition of S,(b) as 
gn(b)= i ~(~~,b(e,i,(b)))(x,,,--x,,,(6)) pn(n-‘n(jdb))? (3.19) 
J=l 
and the same proof as in the proof of Lemma 1 given in [13] can be used 
to show the following. 
LEMMA 1’. With the same notation and assumptions as in Lemma 1, sup- 
pose furthermore that sup,, < u <, Id’lc/(u)/du*/ < 00. Then (3.17) and (3.18) 
still hold with y = 0 and with S, and 4, replaced by 3, and F,,‘,, where 
%(b) = j- $(fin,b(S)) pn(n-‘Nn,b(s)) 
--m 
$-+j d&t,,(s) , 
n,b 1 
J,(b) = J-m II/( 1 -e-‘,*(‘)) p,(n-‘EN,,b(s)) 
-m 
Exn btS) dEY,,,(s) - 1 
EN,&) 
d-%,,(s) 1 
(3.20) 
(3.21) 
We make use of Lemma 1 (or 1’) together with Lemma 2 below to prove 
the asymptotic linearity property of S, (or 3,) given in the following. 
THEOREM 2. For the censored regression model, with the same notation 
and assumptions as in Lemma 1, suppose that A( > 0) in the weight function 
(3.7) is so chosen that 
6(3+y)A<l. (3.22) 
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Then 
sup n-‘l\S,(b)-q5,(b)ll +O as. 
llbll i P 
Assume, furthermore, that for every s with F(s) < 1 and j, k E ( 1. 
lim npl i E{X~~P[tj~~TX~~sIXil)~~~~S~~ 
n*co I=1 
lim n-’ i E{X~Xj~P[t~~~TX~BslX~l}~~~~~S~~ 
n-ice i= I 
(3.23) 
(3.24) 
exist, and that lim, _ ~ ,x, T,(s) > 0. Defining t = sup(s: (1 -F(s)) T,(s) > 0}, 
assume also that 
lim n-(‘-i.’ i P{ti-flTxi>~+6}=0 for every E>O, ifF(‘(t)< 1. 
n-cc i=l 
(3.25) 
Let n(s) =f(s)/(l -F(s)) denote the hazard function of F and let A = 
(ajk)lGj.k<dr where 
ajk = 
5 ’ $(F(J’)){~‘(s)/~(s)) {rj/c(S)-rj(S) rk(s)/rO(s)) dF(S). (3.26) -w 
(i) Suppose that SU~~<~<, ld2$(u)/du21 < co and that 
r+rl 
s i 
supf(s+t)/(l-F(s)))dF(s)<co for some n > 0. (3.27) 
-cc 111 srl 
Define S,(b) by (3.20). Then with probability 1, 
s,(b)- s,(o) =nA(b - fi) + o(n’j2 v nilb-fiil) as n -+ co and b -+ B. 
(3.28) 
(ii) Suppose that $ > y( > 0). Assume instead of (3.27) the condition 
s Iftl SUP Cf’(s+ ~VS(s)12 dl;(s) < ~0 for some q > 0. (3.29) -m Id<q 
Then with probability 1, 
S,(b) - S,(p) = nA(b - p) + o(n1’2 v nllb - PII) uniformly in 
Ilb - PII d n-2Yi., as n-+oO. (3.30) 
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LEMMA 2. Let f be a continuously differentiable density function on the 
real line with lim, _ m f(x) = 0, and let F be the corresponding distribution 
function. Let - co < II< a <sup{ t: F(t) < 11. Zf Ji (f ‘/f )2 dF< co, then 
I u [fl(l-F)]2dF<~ and f(s)=O((l -F(s))“‘) as sra. --co 
(3.31) 
Proof: Since (3.31) holds trivially if F(a) < 1, we shall only consider the 
case F(a) = 1. Suppose that sz (f ‘/f )’ dF< cc. By the Schwarz inequality, 
as s?a, 
f2(s)={~~(f~~)dF}26~j~(f'~)2dF}~~udF}=0(1-F(~)). s 5 
Let G(u) = Jy [f/( 1 - F)12 dF for CI d u < a. Integration by parts gives 
G(u)=j*f’d[l/(l -F)] 
a 
=f’(u)/(l-F(u))-f2(a)/(l-F(a))-2 j’[f’,‘(l-F)]dF. 
1 
By the Schwarz inequality, 1s: (f ‘/( 1 - F)) dF( < {j; (f ‘lf)2 dF} ‘I2 G112(u). 
Since we have shown that f ‘(u) = 0( 1 -F(u)) as u t a, it then follows that 
G(u) + O(G”‘(u)) = O(1) as uTa. 
Hence G(a) = lim,,, G(u) < co. 1 
Proof of Theorem 2. Since (3 + y)A < a by (3.22) (3.23) follows from 
(3.18); moreover, it follows from (3.17) that with probability 1, 
S,(b) - S,(b’) = d,(b) - q5,(b’) + o(n”‘) uniformly in 6, 6’ with /lb/l v 
11b’ll <p and /lb-b’ll <n-‘13, S,(b) - S,(b’) -4,(b) + #,(b’) = o(n213) = 
o(nljb-b’lj) uniformly in b, b’ with llbll v IJb’II <p and [lb-b’11 >n-‘13. 
Moreover, if sup, < u < I Id211/(u)/du21 < cc, we can replace S, and 4, in 
these relations by 3, and J,, and therefore to prove (i), it suffices to show 
that 
J,,(b)-J,,(P)-nA(b-/I) as n+co and b-b, (3.32) 
while to prove (ii) it suffices to show that 
d,(b)-A(P)-Wb-B) uniformly in I/b - /?[I < nzyi., as n + co. 
(3.33) 
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The proof of (3.32) and (3.33) involves Taylor expansions of the nonran- 
dam integrands and integrators defining d,(b), and the details are given in 
the Appendix, where Lemma 2 is used in the proof of (3.33). 1 
The asymptotic linearity result given in Theorem 2 is stronger than that 
given in (3.1) which only covers the region b = fi + 0(n -‘I’). Theorem 2(i) 
extends the region to b= b + o(l), while Theorem 2(ii) extends it to 
b = /? + O(n-2Y’), noting that 2yl< I< & by (3.22). Making use of 
Theorem 2, we obtain the following result on the strong consistency and 
asymptotic normality of the rank estimator /?,, which is defined as a zero- 
crossing of S,(b) or of its variant s,(b) in the case d= 1, and can be 
defined as a minimizer of IIS,(b)ll or of IIs,(b)l\ for llbl\ <p in the 
multidimensional case and alternatively in the case d = 1 as well. 
COROLLARY 2. With the same notation and assumptions as in 
Theorem 2, suppose that 
lim n-‘“{ ,,h,,~p,,,h~P,,~~ll~~~~~ll~=~ inf for every &>O, (3.34) n-r* 
in the setting of Theorem 2(i), or that 
lim np213{ 
llbll~~,llb~~ll~n-?Yi hub)‘l}= m, 
inf (3.35) 
n+‘x 
in the setting of Theorem 2(ii). Suppose, furthermore, that A is nonsingular, 
where A is defined by (3.26). Then j, - /S = o(n - ‘i3) a.s. Moreover, 1 
n’12(/?,, - /I) has a limiting normal distribution with mean 0 and covariance 
matrix A-‘VA-‘, where V=(vjk)lCj,kCd and 
Vjk = i ’ 11/2(F(s)){Tj~(s)-Tj0 ‘k(s)I’~(s)> dF(s)* (3.36) -cc 
Proof. Since (3 + y) I. < a by (3.22), it follows from (3.18) that 
sup IIS, - q5,(b)ll = o(n”‘) 
llbll 6 P 
a.s., (3.37) 
and that (3.37) still holds with s,(b)- &Jb) in place of S,(b) -1+5,(b) if 
SUP0 <,..rl$“(~)I <co. From (3.37) together with (3.35) and (3.33) (or 
(3.34) and (3.32)), it follows that IIS,,(b)(l (or IIS,(b)ll) has its minimum at 
/? + o(n-‘13) a.s., and that with probability 1 in the one-dimensional case, 
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W) (or &(b)) h as zero-crossing(s) but only at b+o(n-‘13) for all large 
n. For the one-dimensional zero-crossing problem, we also use the bound 
su~,,~~ c--p.pI,16--ol <“-I I&(b) -&,(a)1 = o(n”% with 4, replaced by 4, in 
the case sup, < u <, I$“(u)l< co, which can be proved by arguments similar 
to those in the Appendix. 
By Theorem 2, given 0 < E < 1, there exists no such that P(Q,) >, 1 - E for 
all n > no, where 
fin={ ,,b-8,,<n~‘,~ Ils,(b)-s,(p)-nA(b-P)II Mn”2 ” ll~-Bll4~ sup 
n {llp^,-all Gn-1’3}. 
On Q,, if I/b--p/I <&-In- 1’2, then [IS,(b) - {S,(B) + nA(b - /II)}11 <E&*, 
while if E-~K I’*< llb-pll <n- ‘13, then IIS,(b)(J 2 +&!,$“(ATA) ~-l,l/~ - 
IlS,(B)II, for all large n and sufficiently small E. When supo4U<l It,V(u)l < 00, 
we can replace S, in the preceding argument by ,!?,. The desired conclusion 
then follows from the limiting normal distribution of n-‘12S,,(P) (or of 
-“*$,(/I)), established by using Rebolledo’s [23] martingale central limit 
rheorem in [S]. 1 
Corollary 2 is considerably stronger than Tsiatis’ conclusion [26, p. 3661 
in the one-dimensional case that “any sequence (of zero-crossings j?, of 
S;(b)) in an N-l’* -neighborhood of /? would have the property” that 
N’/*(flN - /I?) has a limiting normal distribution. We are able to obtain this 
stronger result not only because Theorem 2 gives a stronger asymptotic 
linearity property than (3.1) but also because Lemma 1 enables us to 
approximate S,(b) by the nonrandom function bN(b) uniformly for b 
belonging to compact sets (instead of only for b in an N-‘/*-neighborhood 
of j?). Lemma 1 essentially reduces the analysis of S,(b) to that of 
4,(b) - +4,(p) and S,(p). The Appendix shows the care that has to be taken 
in the analysis of the nonrandom integrand and integrator defining d,(b) 
near the “tail” where EN,&)/n approaches 0. Such tail behavior has been 
avoided by Tsiatis [26] in the analysis of his modified random function 
(3.6) in an N-‘/*-neighborhood of /I under the assumption (3.7). 
Lemma 1, Theorem 2, and Corollary 2 have obvious analogs for the 
truncated regression model. For simplicity we shall only consider twice 
continuously differentiable score functions Ic/ such that sup, < u <, 1$“(u)/ 
< co, as in Theorem 2(i). Analogous to (3.19) we define for truncated data 
s,(b)= i II/(~~,b(eci,(b))){x~i~-‘,i,(b)} ~nW1ndb)) (3.38) 
i=l 
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as a modification of (3.4), where p, is defined by (3.8) and (3.9) with c > 0, 
0 < A < h, as in the censored case, and 
Hi(b)= #{j:ej(6)~e,(6)3rp-hT.~~) (e,(b)=yp-bTxp), 
‘“,b(‘)= ’ - n {l -p,(n~‘ni(6))/ni(6)}, 
i: s,(b) < u 
i,(b) = c 
j:e,(b)ale,(b)af-bT$ 
x; n,(b). 
)i 
(3.39) 
Suppose that the common density f of the si is continuously differentiable 
and satisfy the integrability conditions (3.12) and (3.27), while the left 
truncation variables ti satisfy (3.13) and (3.14) and the covariates xi are 
uniformly bounded. Letting r = sup{s: F(.Y) < 11, assume instead of (3.24) 
that for every s < r and j, k E { 1, . . . . d}, 
m-’ i E{X,P[t;-PTXi~SIX,]) +Gk(s), (3.40) 
i=l 
and that t > rG = sup{s: G,(s) = 0). Instead of (3.25), assume that 
lim mp(lp”’ f P{fi-/lT~i<~G-~} =0 for every E>O, (3.41) 
m-‘x i=l 
which is similar to (2.38). Then the asymptotic linearity property (3.28) still 
holds in the truncated case, for which the matrix A in (3.28) is now defined 
by (2.30) with h(s)=$(F(s)). 
The proof of this result for truncated data makes use of arguments 
similar to those of Theorem 2 and an extension of Lemma 1 to 
approximate $(b) by k,(,),, (b), where m(n) is defined in (2.22) and 6,,,(b) 
is a nonrandom function analogous to (3.21) for the censored case. Letting 
K = (frrn Go dF)-‘, m(n)/n -+ K a.s. by Lemma 2 of [14]. Hence, if we 
replace (3.34) by its analog 
for every E > 0, (3.42) 
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then the same argument as that in Corollary 2 can be used to show that the 
minimizer /, of IIS,(b)ll over the region IJbl( <p is asymptotically normal, 
i.e., nliZ(Bn -B) has a limiting normal distribution with mean 0 and 
covariance matrix A -’ VA -I, where V and A are defined by (2.29) and 
(2.30) with h(s) = $(&s)). The details and further extensions of this result 
to adaptive rank estimators for which the score functions $ are determined 
adaptively from the data are given in [ 151. 
It is obvious that the classical least squares estimator of /I is biased in the 
presence of censoring or truncation. As a nonparametric alternative to the 
Bhattacharya-Chernoff-Yang rank estimator, Tsui, Jewell, and Wu [27] 
proposed a bias-corrected modification of the least squares estimator in the 
truncated regression model. Their idea is to first construct pi in such a way 
that E( ci 1 xi) M /IT-x, and then to carry out least squares regression of ji on 
xi, leading to an estimating equation that defines their bias-corrected least 
squares estimator. In an extensive simulation study they found their 
estimator to perform better than the Bhattacharya-Chernoff-Yang 
estimator. An asymptotic theory of their estimator, however, was not 
available to provide theoretical comparisons of the statistical properties of 
the bias-corrected least squares and rank approaches. A similar bias- 
corrected modification of the least squares estimator was introduced for 
censored data in 1979 by Buckley and James [4] and its asymptotic theory 
had remained an open problem for more than a decade. Our tightness 
lemma in [13] was motivated by an attempt to solve this open problem 
and to develop an asymptotic theory of rank estimators in the censored 
regression model. The present paper completes the work begun in [ 131 
towards the second goal and also extends the methods to develop rank 
tests and rank estimators in the truncated regression model. The work 
begun in [ 131 towards the first goal of developing an asymptotic theory of 
bias-corrected least squares estimators has recently been completed and 
reported in the papers [ 16) for censored data and [ 171 for truncated data. 
In particular, while we have shown in [16] that the Buckley-James 
approach is asymptotically efficient when the underlying distribution F is 
normal, the present paper shows that we can attain the same asymptotic 
performance for normal si with a rank estimator in Corollary 2, associated 
with the function @o&S) = - (f’/f + f/( 1 - F))(F-l(s)). Moreover, 
similar results also hold for the Tsui-Jewell-Wu versus rank approaches 
for truncated data, cf. [ 173. 
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APPENDIX 
For notational simplicity we shall assume that j? = 0 and d= 1. Let 
T;(s) = P[t, >, s 1 xi], F(cs) = 1 -F(s). From (2.16) (with p = 0), it follows 
that 
EN,,,(s)=~E{F(s+bxJ T,(s+bx,)}, 
ICY,,,(s) = i E{x,F(s + bXi) T,(s + bx,)}, 
(A.11 
dEL,,,(s) = i E{f(s + bxi) T;(s+ bx,)} ds, 
dEY,,,(s) = i E(x,f(s + bx,) T;(s + bx,)} ds. 
From this it follows that dEY,,,(s) = {EX,,,(s)/EN,,,(s)} dEL,,,(s), and 
therefore 4,(O) = 0 = J,,(O) by (3.16) and (3.20). 
Proof of (3.32) under the assumptions of Theorem 2(i). First note that 
the assumptions on + imply that SUP,,<~< r j$(u)l = C < co. Since 
supi lxil 6 K a.s. and since sup,\f’(t)l < co by (3.<2), 
IF(s + bxi) - {F(s) - bx,f(s)}l < b*K* sup If’(t)l/2 a.s. (A.2) 
Moreover, from (3.12) it follows that lim,, m f(s) and lim,, Pm f(s) exist 
and therefore f(s) --f 0 as F(s) + 0 or F(s) + 0. Take any 6 > 0 and let sb be 
such that F(s~) = 6lbl. As b -+ 0, sincef(s) --t 0 as F(S) + 0, it follows that 
W-(s) = oC%,) uniformly in s < sb. (A.3) 
By (3.8), (3.9), and (3.25), recalling that /?=O, 
P”(X) = 0 if x<cn-“, P,(X) = 1 if x>(c+ l)n-‘, (A-4) 
sup n-1EN&s)4n~1$‘P{ti>rfa-Klbl)=o(n-”) if F(z)< 1, 
Ss,T+E 
(A.5) 
as n --) 00 and b + 0, for every E > 0. Letting Fn,b(s) = 1 - exp( -/iJs)), it 
follows from (3.24), (A.4), and the definition of /in,6 in (3.16) that 
sup IF&) - F(s)1 -+ 0 as n+ co and b-+0, for any r*<r. (‘4.6) 
s<r* 
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Since sup0 < u < 1 _ _ I1,6(u)l= C, \xi/ <K a.s. and 0 < pn d 1, 
W’,,,(s)) p,(n-‘EN,,,(s)) i 
i= 1 
E x, Ex,,b(s) - 
’ EN,.,(s) 1 Ti(s + bxi) f(s + bxi) 
< 2KC i f* f(s + bxi) ds 6 2KCnF(s, - bK) 
,=, .v 
= 2KCn{61b( + o(b)}, (A.7) 
recalling that f(s) -+ 0 as F(s) -+ 0 and that qs,) = 6/bJ. 
From (A.l)-(A.3) we obtain that uniformly in n and in s<sh with 
EN,,,(s) > cn’-‘, 
EX,,,(s)_E{~;~iT,(s+bxi)CSs)-b~,f(s)+~(b*)l~ 
EN,+,(s) E{C; T’i(S + bxi)[F(s)- bxif(s) + O(b*)]) 
C’fExiTi(s+bxi) -- 
C; ETi(s + bxi) 
bf(s)C;ExfTi(s+bxi)+O 
F(s) C; ETi((s + bxi) 
l_b~(s)C;E~iT,(s+bxi)+~ 
F(s) C; ETi(s + bxJ 
-’ as b -+ 0. 
(A.8) 
Since sup0 < u < 1 I+(u)/ = C, it follows from (A.8) together with (A.4)-(A.6) 
that as n 2,‘ and b + 0, 
f 
” VW,&)) p,(n-lE~n,ds)) i 
-cc i= 1 
E x, Ex,&) - 
’ EN,.,(s) 1 Ti(s+bxi)f(s+bxi) 
= 
I sb (c/(F,,&)) p,W’E~&)) -cc 
x i;l Exi~;‘i(s+bxi)[lf(s+bxi)-f(s)l ds i 
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c; EXiTi(S + bXi) n - 
c; ET;(s + bx;) c ETi(s + bxi)[f(s+ bxi) -f(s)] ds , 
+ bf(s) 
F(s) c 
c; Exf T,(s + bxJ Cy EXiTi(S + bxi) 
C’I ET,(s + bx,) - c; ET;(s+ bXi) 
x i ETi(s + bxi) f(s + bx,) ds 
+ [o(b)f(s)/p(s) + O(b2)/@)] i ETi(s + bxi)f(s + bx;) ds 
I 
x {f’(s) +f*(s)/F(s)} ds = nAb, (A.9) 
noting that f(s + bxi) =f(s) + bxif’(ii) with ii lying between s and s + bx, 
and applying the integrability assumptions (3.12) and (3.27) together with 
the dominated convergence theorem. Combining (A.7) and (A.9), (3.32) 
follows by letting 6 IO. 
Proof of (3.33) under the assumptions of Theorem 2(ii). In the case 
y = 0, the same argument as above shows that d,(b) - d,(O) -nAb as 
n -00 and b -+ 0. Suppose that (&> )y > 0. Take any 6 > 0 and define st, 
sb by &;)=61b11”1-Y), F(s,) = 61bJ. In the case P(r) =O, since 
f(s)=o((F(~))~) as str by (3.31), we have as b-+0, 
bf(s) + b2 = o(F(s)) uniformly in s < sh* . (A.lO) 
In view of (A.lO), (A.8) still holds uniformly in n and in s<s,* with 
EN,,,(s) B cn’ ~ ‘. Moreover, an argument similar to (A.8) can be used to 
show that uniformly in n and in y<s,, /i,Jy)< -(l +o(l))logF((y)+ 
0( 1) and therefore 1 - F,,Jy) = exp( -/i,,(y)) > (P(‘(y))“““’ as b + 0. In 
the case F(r) > 0, for all sufficiently small q > 0, since F(;(r + 21) > 0, (A.8) 
still holds uniformly in n and in s < z + q with EN,,,(s) > cn’- ‘. Moreover, 
if F(r+2q)>O, then by (A.l) and (3.16), sup,.,+,n,,,(s)=0(1) and 
therefore sup, G ~ + ,, F,,6(s) = 1 - exp( - 0( 1)) as n -+ co and b -+ 0. 
From (3.15) and (A.4), it then follows that 
sup I$ .p,(F,,,(y))l = O(n9. 
v,h 
(A.ll) 
Since (A.8) still holds uniformly in n and in s 6 (r + q) A sz and since 
F(s,)=6lbl, we obtain from (A.ll), (3.29) and (3.31) that for the case 
F(t) = 0, 
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+ lb1 ~S’f$-(s+bxi)ds 
s/l 
b2 
+m) s* 
-r f(s+bxi)ds 
= o(nlbl(n”‘lbl”‘)), as n-+cc and b-,0. (A.12) 
Defining cb by F(a,) = 6161, it can be shown similarly that as n + co and 
b --) 0, 
Xi 
r[ 
x, EXn,b(S) -  
I EN,b(S) 1 Ti(S+bxi)f(s+bXi) i= 1 
= o(nlbl(n”Ylbl ‘I*)). (A.13) 
Moreover, making use of (3.29) and (3.31), an argument similar to (A.9) 
can be used to show that 
xiE x, Exn,tSs) - 
’ EN,,,(s) 1 Ti(s+bXi)f(sfbXi) i= 1 
- nAb as n+co and b--+0. (A.14) 
For the case F(T) = 0, since dEL,,,(s) d - EN,Js), the definition of An,b 
implies that 
1 - Kbb4 = exp( -Abb4) 
2 exp 
0 
so, dCn-‘EN,.,(s)llCn-‘EN,.,(s)l 
_’ I 
an-‘EN,,,,(y). 
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Hence by (3.15), $(FnJs)) = O((~-‘EN,.,(.Y))~~) as s + c Therefore, 
5 
cc 
4 
I$(‘ti.b(s))I t ETi(s + bXi) f(s + bxi) dS 
i=l 
Irn (n-‘EN,,,(s))- dEN,&) 
.sh’ 
= 0((n-‘EN,,,(s,*))‘-Y). (A.15) 
Since (n-lEN,,b(s~))l-y < (F((s~))‘-~ =6’-Ylb\, we obtain (3.33) by 
(A.12)-(A.15) and letting 6 JO. 
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