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Abstract 
 
This article presents a description of the reinforcement phase distribution in the space of composite suspension casting. The statistical 
methods used include Spearman’s rank correlation coefficient combined with the significance test, Chi-square test of independence and the 
test of contingency. The reinforcement phase consisted of SiC particles (15% by weight, and the matrix was AlSi11 alloy). Composites 
were made by mechanical stir casting method.  
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1. Introduction 
 
The  structure  of  composite  materials  can  be  described  as 
a composition of two structural components, known as the matrix 
and  reinforcement  [1–5].  Composite  materials  produced  by 
casting  methods  often  have  non-homogeneous  distribution  and 
content of reinforcement in the casting volume, with varied shape 
and size of reinforcement particles [1, 3]. It clearly follows from 
the knowledge of materials engineering that this type of structural 
differentiation  substantially  influences  material  properties. 
Therefore,  a  need  arises  to  consistently  describe  the  characte-
ristics  of  composite structure  – in  this  case the  distribution  of 
reinforcement  in  the  casting  volume.  Such  description  can  be 
done,  comparing  selected  areas  of  the  examined  material,  by 
statistical  methods  [6-7].  This  work is limited to  cast  metallic 
composites that due to their manufacturing technology are liable 
to have non-homogeneous distribution of the reinforcement phase. 
 
2. Research 
 
The  authors  describe  the  distribution  of  the  reinforcement 
phase  particles  in  the  space  of  composite  suspension  casting 
(AlSi11/SiC), made by the mechanical stir method [3]. The com-
posites were cast in a metal mould of a cylindrical shape, 48 mm 
in  diameter  and  100  mm  high.  The  mould  was  gravitationally 
filled up. 
Three areas, or samples, were tested (Figs 3-5, numbered 1, 2, 
3)  taken  from  the  material  under  examination.  The  places  of 
sampling are shown in Fig 1. They are compared with a generated 
model structure (Fig 2), marked by the letter M. The visualization 
of  relationships  between  the  variables,  describing  the 
reinforcement phase in the tested  areas, are depicted using the 
computer software STATISTICA PL [8]. 
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Fig. 1. Areas of sampling for the analysis of the reinforcement 
structure homogeneity in the casting space  
 
In order to assess the non-homogeneity of particle positions, 
two properties defining the particle distribution in the sample of 
were considered:  
–   horizontal position, i.e. the variable X as the abscissa in 
the Cartesian system, and  
–   vertical  position,  the  variable  Y,  the  ordinate  in  the 
Cartesian system. 
The level of variables X and Y independence was assumed as 
the measure of non-homogeneity, as in a homogeneous sample the 
position of particles should have a uniform random distribution, 
therefore the variables X and Y have to be independent.  
The diagrams below (Figs. 2–5) present the distribution of 
particles in respective samples. 
 
 
Fig. 2. Visualization of particles distribution in the model sample, 
made by means of [8] 
 
 
Fig. 3. Visualization of particles distribution in the sample 1, 
made by means of [8] 
 
 
Fig. 4. Visualization of particles distribution in the sample 2, 
made by means of [8] 
 
 
Fig. 5. Visualization of particles distribution in the sample 3, 
made by means of [8] 
 
Three statistical methods will be used for the assessment of 
position non-homogeneity [9-11], namely: 
–  Spearman’s rank correlation coefficient together with the 
significance test, 
–  Chi-square test of independence, 
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–  coefficient of contingency.  
Spearman’s  rank  correlation  coefficient  denoted  as  rS  is  a 
measure  of  relationship  between  qualitative  random  variables 
determined for the ranks of variable values, not for the values 
themselves  of  these  variables.  The  coefficient  is  calculated  as 
follows: 
–  we order the values of the properties for n statistical units; 
–  we assign ranks to these values, i.e. subsequent natural 
numbers; 
–  we determine di, the difference between two respective 
ranks of both properties for i-th statistical unit. 
Spearman’s rank correlation coefficient is derived from this 
formula [9-13]: 
n
2
i
i1
S 2
6d
r1
n (n 1)
 
The coefficient  assumes  values  comprised  on  the interval 
[–1,1].  If  the  correlation  coefficient  is  0,  then  there  is  no 
relationship between the properties; if the coefficient is found on 
the [–0.3 – 0.3] interval  (except for 0) there is a slight (weak) 
correlation;  for  intervals  –0.3  to  –0.5  and    0.3  to  0.5  the 
correlation is visible (quite strong); the intervals –1 to –0.5 and 
0.5 to 1 mean a very strong correlation. 
Additionally,  a  significance  test  was  performed,  which 
verifies the null hypothesis: 
0S H :r 0 
against an alternative hypothesis: 
1S H :r 0.  
The test statistic t is then calculated and the critical level of 
test significance  p is determined. With the fixed test significance 
level  ,  if  p   we  reject  the  null  hypothesis  and  accept  the 
alternative  hypothesis  (statistically,  the  correlation  coefficient  is 
significantly different from zero). If p>  there are no grounds to 
reject the null hypothesis (statistically, the correlation coefficient 
does  not  differ  significantly  from  zero).  Table  1  contains  the 
calculation results. 
 
Table 1.  
The  values  of  Spearman’s  rank  correlation  coefficient,  test 
statistic  t    and  critical  significance  level  p  for  the  examined 
samples, calculated by means of [8] 
  Sample 
M 
Sample 
1 
Sample 
2 
Sample 
3 
Spearman’s  rank 
correlation coefficient   -0.074  -0.096  0.216  0.130 
Test statistic t  -2.07  -3.17  7.68  4.31 
Critical  level  of 
significance p  0.0386  0.00158  0.0000  0.0000 
 
When the test significance level is set at   = 0.01, there are no 
grounds to reject the null hypothesis for the model sample, which 
means that the correlation coefficient does not differ significantly 
from  zero  in  terms  of  statistics.  However,  the  remaining 
Spearman’s rank correlation coefficients statistically differ from 
zero  significantly,  therefore  we  reject  the  null  hypothesis  in 
favour of the alternative hypothesis. The most non-homogeneous 
samples  are  the  samples  2  and  3,  since  their  correlation 
coefficients are above 0.1. 
As the next step, the Chi-square test of independence (
2) was 
used  for  the  assessment  of  the  particle  distribution  non-
homogeneity  in  a  sample.  The  test  allows  to  verify  the  null 
hypothesis: 
H0: X and Y are independent, 
against the alternative hypothesis: 
H1: X and Y are dependent. 
The test statistic in this test is 
2 (Chi-square) statistic, for 
which the critical significance test level p is determined. With the 
fixed test significance level  , if p  we reject the null hypothesis 
and  accept  the  alternative  hypothesis  (variables  X  and  Y  are 
dependent), and if p>  there are no grounds to reject the null 
hypothesis (variables X and Y are independent). 
The results of calculated test statistics 
2 and critical levels of 
test significance for each sample are given in Table 2: 
 
Table 2.   
Test statistics 
2 and critical levels of test significance for the 
samples, calculated by means of [8] 
  Sample 
M 
Sample 
1 
Sample 
2 
Sample 
3 
Test statistic 
2  46.218  190.695  196.700  237.809 
Critical  significance 
level p  0.0386  0.0000  0.0000  0.0000 
 
With the fixed level of test significance  =0.01 there are no 
grounds  to  reject  the  null  hypothesis  [12 -15]  for  the  model 
sample, i.e. the variables X and Y describing the position of 
particles in the model sample are independent. For the other 
samples the null hypothesis is rejected in favour of the alternative 
hypothesis, which means that the variables X and Y describing 
the position of particles in the samples are dependent. 
The coefficient of contingency, based on the values of Chi -
square statistic, is a measure of correlation between the two 
categorized  qualitative  variables  as  proposed  by  Pearson,  the 
creator of the  Chi-square test. The advantage of this measure, 
compared to the normal Chi-square value, is that its values belong 
to the [0,1] interval, where 0 means the variables are independent, 
and it can be interpreted as the coefficient of rank correlation. The 
values of contingency coefficient for each sample are presented in 
Table 3. 
 
Table 3.  
Values  of  the  coefficient  of  contingency  for  the   samples, 
calculated by means of [8] 
  Sample 
M 
Sample 
1 
Sample 
2 
Sample 
3 
Coefficient of 
contingency  0.2374  0.3869  0.3740  0.4243 
 
The values given in Table 3 allow to state that the sample 3 is 
the most non-homogeneous in terms of particle positioning, while 
the sample 2 is the least non-homogeneous. 
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3. Summary 
 
The  above  attempt  to  describe  the  distribution  of  the 
reinforcement phase in the space of composite suspension casting 
with the application of statistical methods can be employed as a 
tool for the determination of this characteristic feature, which, in 
turn,  will  contribute  to  quality  improvement  of  manufactered 
composite materials. 
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