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OPTIMISATION DU TRAFIC AU SOL SUR LES GRANDS AE´ROPORTS
Re´sume´ : Une partie de plus en plus significative des retards ae´riens est imputable a` la circulation
des avions au sol sur les grands ae´roports. Afin d’e´tudier les possibilite´s d’ame´lioration du trafic
au roulage, un outil de simulation est de´veloppe´ et applique´ a` Roissy Charles De Gaulle et Orly.
La gestion du trafic est mode´lise´e sous forme d’un proble`me de minimisation sous contraintes, sur
lequel plusieurs me´thodes d’optimisation sont compare´es : une me´thode de´terministe, une me´thode
stochastique par algorithmes ge´ne´tiques et une me´thode hybride. L’outil de simulation re´sultant per-
met de mesurer l’influence de diffe´rents facteurs, comme l’horizon de pre´diction, les incertitudes sur
les vitesses de roulage ou encore l’application de sens uniques. La me´thode hybride se re´ve`le la plus
efficace dans tous les sce´narii envisage´s et posse`de l’avantage d’eˆtre facilement adaptable a` de nou-
veaux objectifs, comme le respect des cre´neaux de de´collage impose´s par la re´gulation europe´enne
du trafic.
Mots cle´s : Ae´roport, Controˆle ae´rien, Optimisation, Algorithmes ge´ne´tiques
GROUND TRAFIC OPTIMISATION IN BUSY AIRPORTS
Abstract : Air traffic growth causes more and more significant congestion and ground delays on
major airports. In order to study how this phenomenon can be improved, a ground traffic simulation
tool is proposed and applied to Roissy Charles De Gaulle and Orly airports. Various optimization
methods are developed to solve the problem linked with each ground traffic situation : a deterministic
method, a stochastic method using a genetic algorithm and a hybrid method. The resulting tool allows
to quantify the effect of several factors, as the size of the time window for traffic prediction, the speed
uncertainties or the definition of some specific oneway taxiways. The hybrid method appears to be the
most efficient in each situation and has the great advantage to be easily refined to handle correctly
some new goals, like the application of the takeoff slots fixed by the European traffic flow management
unit.
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Introduction
Apre`s une pe´riode de fle´chissement conjoncturel, le trafic ae´rien a repris sa croissance et le dis-
positif de controˆle europe´en s’ave`re de nouveau proche de la saturation : l’augmentation des retards,
qui pe´nalise tous les usagers, en est la principale caracte´ristique. Face a` ce phe´nome`ne, les ae´roports
se trouvent souvent en premie`re ligne :
– La grande diversite´ des intervenants (organismes de controˆle du trafic, compagnies ae´riennes,
gestionnaires d’ae´roports, socie´te´s d’assistance technique, mais aussi chambres de commerce,
services de police, douanes, etc.) rend les ope´rations ae´roportuaires extreˆmement complexes et
tre`s sensibles a` de nombreuses formes de dysfonctionnements.
– Le de´veloppement relativement re´cent de nombreux hubs commerciaux donne a` l’ae´roport un
roˆle essentiel, dans lequel les moindres retards ont des conse´quences conside´rables, alors que
cette forme d’exploitation de l’ae´roport induit justement des pics de trafic difficiles a` e´couler.
– La multiplication des compagnies low cost, dont la survie est conditionne´e par la minimisa-
tion des temps et des couˆts d’escale, ne´cessite une organisation ope´rationnelle particulie`re et
une re´adaptation fre´quente des lignes commerciales, sur des ae´roports dont la taille n’est pas
toujours ade´quate.
– Enfin, la de´gradation des conditions me´te´orologiques, parfois non pre´vue, peut tre`s rapidement
paralyser l’ae´roport, qui reste e´trangement le seul endroit ou` les avions ne peuvent pas circuler
sans visibilite´.
Ces diffe´rents points mettent en e´vidence les limites d’un syste`me dont le fonctionnement reste
encore entie`rement base´ sur l’expertise et l’expe´rience humaine : un tel syste`me s’ave`re beaucoup
trop sensible aux impre´vus et pose de nombreux proble`mes de coordination entre ses intervenants. Il
ne´cessite la de´finition et l’application de proce´dures ope´rationnelles rigides, qui aboutissent souvent
a` une exploitation sous-optimale des ressources disponibles : meˆme si l’automatisation comple`te du
syste`me n’est pas mate´riellement envisageable et ne reste pour l’instant qu’un sujet de pole´mique,
l’assistance de syste`mes automatiques apparaıˆt non seulement prometteuse pour l’optimisation des
proce´dures au sol, mais semble de plus indispensable aux de´veloppements futurs des plus grands
ae´roports :
– De nombreuses innovations technologiques utilisant le radar de surface peuvent ame´liorer le
guidage au sol des avions, en rendant notamment le fonctionnement de l’ae´roport moins sen-
sible aux baisses de visibilite´ et en augmentant globalement la se´curite´.
– Des outils d’optimisation peuvent participer en temps re´el a` une meilleure re´partition du trafic
sur la plateforme, en cherchant a` minimiser les temps de roulage et a` maximiser l’utilisation des
pistes. Lorsque les voies de circulation de l’ae´roport sont nombreuses, ce travail d’optimisation
peut difficilement se re´aliser par l’application de proce´dures pre´de´finies : le nombre de chemins
et de points d’attente envisageables pour chaque avion est en effet combinatoire et l’ordre dans
lequel les de´parts se pre´sentent a` la piste a une grande influence sur les retards engendre´s.
1
2 INTRODUCTION
Ce dernier point correspond au sujet de ce rapport de the`se : apre`s une synthe`se et une premie`re
analyse des proble`mes ae´roportuaires (premie`re partie), une mode´lisation de´taille´e du trafic au sol
permet de formaliser le proble`me d’optimisation a` re´soudre dans chaque situation de trafic (deuxie`me
partie). La complexite´ de ce proble`me est e´leve´e et diffe´rentes me´thodes de re´solution sont envi-
sage´es (de´terministe, stochastique, puis hybride) et applique´es par simulation au trafic des deux prin-
cipaux ae´roports franc¸ais : Orly et Roissy Charles De Gaulle (troisie`me partie). Diverses applications
de ces me´thodes d’optimisation sont ensuite pre´sente´es : elles permettent de mesurer l’influence de
diffe´rents facteurs et peuvent facilement eˆtre adapte´es a` de nouvelles contraintes, comme les cre´neaux
de de´collage impose´s aux avions traversant des espaces ae´riens sature´s (dernie`re partie).
Cette the`se a donne´ lieu a` deux publications aux confe´rences Air Traffic Management R&D Semi-
nar organise´es par EUROCONTROL [Gotteland 01, Gotteland 03c], deux publications aux colloques
des doctorants de l’EDIT ( ´Ecole Doctorale d’Informatique et Te´le´communications) [Gotteland 02,
Gotteland 03a], une publication au se´minaire CEC2003 (Congress on Evolutionnary Computation)





Gestion du trafic ae´roportuaire
1.1 Introduction
L’ae´roport est inde´niablement au centre du transport ae´rien : il est l’unique point de rencontre
d’une multitude d’intervenants et constitue la seule position d’arreˆt et de ravitaillement des avions.
Les arrive´es s’y transforment en nouveaux de´parts, ce qui lui confe`re un roˆle particulier de dispositif
d’alimentation des flux de trafic.
La complexite´ de l’environnement ae´roportuaire le rend en contrepartie tre`s peu accessible : ce
premier chapitre n’a certainement pas la vocation d’aborder exhaustivement tous les aspects tech-
niques du fonctionnement ae´roportuaire, mais d’en pre´senter le cadre ge´ne´ral pour en de´gager les
principales caracte´ristiques. Des informations plus pre´cises sur les spe´cificite´s ae´roportuaires sont
ne´anmoins fournies en annexe A.
1.2 Controˆle du trafic ae´rien
1.2.1 Organisation ge´ne´rale
Les organismes du controˆle ae´rien sont responsables de l’e´coulement du trafic dans l’espace dont
ils ont la charge. Le service rendu aux usagers doit offrir des garanties de se´curite´ mais aussi le
meilleur de´bit possible. L’espace ae´rien est pour cela partitionne´ en diffe´rentes positions de controˆle,
dont la fonction est lie´e a` la nature du trafic a` ge´rer.
Trois principales cate´gories fonctionnelles de positions de controˆle se distinguent (figure 1.1) :
Le controˆle en route est responsable des vols en croisie`re : les avions controˆle´s suivent des routes
pre´de´finies, a` une altitude (niveau de vol) ge´ne´ralement e´leve´e et dans des couloirs ae´riens
re´serve´s (airways). La surveillance du trafic dans ces espaces se fait le plus souvent par l’in-
terme´diaire d’un e´cran radar et d’un contact radio avec les pilotes. Des manœuvres (virages,
changements d’altitude, modifications de route) peuvent eˆtre ordonne´es a` tout moment par les
controˆleurs pour assurer les se´parations re´glementaires entre ae´ronefs, tout en les guidant pro-
gressivement vers leur destination.
Le controˆle d’approche ge`re les avions aux alentours d’un ae´roport, pendant leur phase de des-
cente ou de monte´e. Le syste`me de surveillance est identique a` celui des secteurs en route,
mais la densite´ de trafic est ge´ne´ralement plus e´leve´e : des limitations de vitesse sont souvent
impose´es et peuvent eˆtre associe´es a` des re´ductions de normes de se´paration. Des proce´dures
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FIG. 1.1 – Positions de controˆle du trafic
d’attente spe´cifiques (stack) sont utilise´es pour re´guler le flux d’arrive´e et pre´parer correctement
le se´quencement des atterrissages, bien avant la phase finale de la descente.
Le controˆle d’ae´roport est responsable de toute la phase ae´roportuaire des vols, depuis la descente
finale de l’avion jusqu’a` son de´collage suivant, comprenant notamment le se´quencement des
mouvements sur la piste, le guidage au sol le long des voies de circulation (taxiways) et l’assis-
tance pendant l’escale. La surveillance du trafic est avant tout visuelle (ces positions sont situe´es
dans la tour de controˆle) mais les plus grands ae´roports sont aujourd’hui munis d’un syste`me
de visualisation radar du trafic au sol.
1.2.2 Capacite´ du syste`me
La notion de capacite´ permet de quantifier les limites de tout syste`me offrant a` des usagers un
service partage´ : elle se de´finit par la demande (ou charge) ne devant pas eˆtre de´passe´e pour que le
service effectif rendu par le syste`me corresponde a` l’attente des usagers.
Pour le syste`me de controˆle ae´rien, la capacite´ s’exprime en de´bit maximal d’avions pouvant eˆtre
traite´ (nombre maximal de nouveaux vols par unite´ de temps). Elle peut s’exprimer de fac¸on globale
(a` l’e´chelle d’un pays par exemple), mais chaque position de controˆle posse`de e´galement sa propre
capacite´, fonction de la structure de l’espace, des moyens dont elle dispose et de la nature du trafic s’y
e´coulant.
La croissance du trafic ae´rien ne´cessite une constante ame´lioration de la capacite´ : le de´coupage
de l’espace en diffe´rentes positions de controˆle est le moyen le plus utilise´ pour maximiser la capacite´
globale du syste`me de controˆle. L’efficacite´ du de´coupage admet pourtant une limite, car la coor-
dination indispensable entre positions voisines induit ine´vitablement une charge additionnelle pour
le syste`me : en dessous d’une certaine taille e´le´mentaire de chaque sous-espace (ou secteur), tout
de´coupage supple´mentaire aboutit, au contraire, a` une diminution de la capacite´ globale.
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1.2.3 Re´gulation du trafic
L’adaptation relative du trafic et de la capacite´ du syste`me est le fruit d’un ensemble de filtres
pre´dictifs, fonctionnant a` e´che´ances variables :
L’organisation a` long terme est le filtre le plus macroscopique : son but est d’organiser le trafic
plus de 6 mois en avance. La distribution des cre´neaux ae´roportuaires pour la saison semes-
trielle suivante en est un exemple : des re`gles spe´cifiques fixe´es par l’IATA (International Air
Transport Association) de´terminent l’attribution de ces cre´neaux aux compagnies, en fonction
de la capacite´ estime´e des ae´roports.
L’organisation a` court terme (pre´-tactique) consiste a` re´guler le trafic a` partir des informations plus
pre´cises disponibles entre une semaine et un jour avant : cette re´gulation se base sur les plans de
vol de´pose´s, de´crivant les intentions des compagnies, la capacite´ disponible, calcule´e en fonc-
tion du nombre pre´vu de positions de controˆle ou encore les donne´es des anne´es ou des semaines
pre´ce´dentes, lorsque certains phe´nome`nes re´pe´titifs sont attendus (pointes de trafic autour des
jours fe´rie´s par exemple). En Europe, cette re´gulation est effectue´e par un organisme centralise´ :
le CFMU (Central Flow Management Unit). Elle aboutit a` des cre´neaux de de´collage impose´s
a` certains vols : ces cre´neaux correspondent a` une heure pre´cise de de´collage, ge´ne´ralement re-
tarde´e par rapport a` l’heure initialement demande´e, que les avions concerne´s doivent respecter
(le controˆle d’ae´roport en est averti et participe a` leur application).
L’organisation en temps re´el (tactique) permet e´galement d’ajuster les flux de trafic, en fonction
d’e´ve´nements impre´vus ou mal connus la veille (comme les phe´nome`nes me´te´orologiques par
exemple). La re´gulation peut suivre le meˆme processus que dans l’organisation a` court terme
(des cre´neaux sont impose´s aux vols qui n’ont pas encore de´colle´), mais aussi se mate´rialiser
par des changements de route (ou de destination) des vols en cours, ou meˆme des annulations
de vols.
1.3 Le trafic ae´roportuaire
1.3.1 Controˆle d’ae´roport
La grande diversite´ des ope´rations au sol ne´cessite souvent la coexistence de diffe´rentes positions
de controˆle au sein d’un meˆme ae´roport :
– Les positions« LOC» ge`rent les pistes de l’ae´roport : elles sont responsables du se´quencement
des mouvements sur la piste, en accord avec les normes de se´paration re´glementaires, de´finies
en temps et en distance en fonction des cate´gories de turbulence de sillage et des vitesses des
avions. Le respect des normes induit notamment que la piste ne peut absorber qu’un seul mou-
vement a` la fois. La principale difficulte´ lie´e a` cette position est relative a` la gestion du flux des
arrive´es, dont l’ordonnancement et la trajectoire ne peuvent plus eˆtre modifie´s pendant l’ap-
proche finale. Les ordres de controˆle donne´s aux avions concernent :
– Les autorisations (clairances) de de´collage et d’atterrissage ;
– Les e´ventuelles modifications de vitesse pour les avions en approche finale : ces actions sont
limite´es par les performances des avions mais sont indispensables a` la gestion correcte des
pistes partage´es par les de´parts et les arrive´es ;
– L’affectation des bretelles d’entre´e et de sortie de piste, souvent ne´gocie´e avec les pilotes ;
– En dernier recours, la remise de gaz lorsque la piste n’est pas disponible pour une arrive´e.






FIG. 1.2 – Capacite´(s) de l’ae´roport
– Les positions « SOL » sont charge´es de la surveillance du trafic au roulage sur les taxi-
ways : elles peuvent imposer un chemin a` suivre a` chaque avion et participent au respect des
se´parations aux abords des intersections, en ordonnant l’arreˆt de certains d’entre eux. Aucune
vitesse de roulage n’est cependant imposable : la consigne officielle pre´conise le roulage « au
pas », a` une vitesse adapte´e aux conditions de circulation et le respect des se´parations reste
officiellement sous l’entie`re responsabilite´ des pilotes, ce qui rend parfois les prises de de´cision
ambigue¨s.
– Les positions « APRON » sont responsables du se´quencement des avions dans les zones de
stationnement (ordre des entre´es et des sorties de parkings).
1.3.2 Capacite´ d’un ae´roport
Comme toute portion de l’espace ae´rien, un ae´roport admet une capacite´ : l’ensemble du dispo-
sitif mis a` la disposition des compagnies ae´riennes (installations et syste`me de controˆle) aboutit a` un
de´bit maximal d’avions pouvant eˆtre traite´. Diffe´rentes de´finitions de la capacite´ d’un ae´roport sont
cependant distingue´es :
La capacite´ the´orique de l’ae´roport est le nombre de mouvements que le dispositif ae´roportuaire
pourrait ide´alement e´couler durant un temps spe´cifie´ sans tenir compte de la qualite´ de service
(figure 1.2). Cette capacite´ correspond donc a` un seuil ultime ou de saturation qu’il est en
pratique impossible d’atteindre : elle ne peut se calculer que par extrapolation de mesures sur
le trafic re´el ou par l’interme´diaire de mode`les de calcul repre´sentatifs du fonctionnement de
l’ae´roport.
La capacite´ ope´rationnelle (ou pratique) correspond au de´bit maximal que l’ae´roport peut re´elle-
ment e´couler, sans que la qualite´ de service en soit de´grade´e au dela` d’un seuil fixe´ (figure
1.2). Ce seuil correspond en pratique a` un niveau de se´curite´ requis (respect des re`gles de la
circulation ae´rienne) et a` un retard moyen ne devant pas eˆtre de´passe´ (3 a` 4 minutes par avion
par exemple). En ge´ne´ral, cette capacite´ peut se de´duire directement de l’analyse du trafic re´el
et de ses retards.
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La capacite´ de programmation est la capacite´ affiche´e officiellement : elle est utilise´e pour li-
miter le trafic ae´roportuaire en amont, lors de l’attribution des cre´neaux aux compagnies. La
diffe´rence entre la capacite´ de programmation et la capacite´ ope´rationnelle correspond a` une
marge de fonctionnement. Elle est relative aux incertitudes existant sur la demande : cette marge
est d’autant plus importante que la demande finale de trafic de´passe la demande formule´e lors
la programmation.
1.3.3 Facteurs influenc¸ant la capacite´ ae´roportuaire
La capacite´ de l’ae´roport (qu’elle soit the´orique, ope´rationnelle ou de programmation) est le
re´sultat global du fonctionnement de chaque sous-syste`me implique´ dans la gestion du trafic :
Les infrastructures de l’ae´roport (annexe A) sont un premier facteur influenc¸ant la capacite´.
Le dispositif de piste (taille, nombre, disposition et e´quipement des pistes) est ge´ne´ralement
conside´re´ comme le point le plus sensible, mais l’impact des autres installations ne doit pas eˆtre
ne´glige´ : la diversite´ et la disposition des parkings ou des voies de circulation (taille, accessi-
bilite´, e´quipements) influencent fortement les temps de roulage et peuvent eˆtre limitatifs pour
certains types d’avion.
La nature et la re´partition du trafic sont e´galement des facteurs de premie`re importance :
– La classification de l’ae´roport de´termine la nature des vols autorise´s, en fonction de leur
vitesse d’approche et de leurs objectifs (commercial, court ou long courrier), ce qui fixe
indirectement l’ordre de grandeur de la capacite´ de l’ae´roport.
– La configuration de l’ae´roport (annexe A) de´termine le taux de fre´quentation de chaque
cate´gorie d’avion et le ratio entre les flux d’arrive´e et de de´part sur chaque piste. Les normes
de se´paration entre chaque mouvement de´pendent de leurs types et la capacite´ de la piste est
donc diffe´rente dans chaque configuration.
– Enfin, les proce´dures d’exploitation des parkings et des voies de circulation (qui doivent
eˆtre conformes aux re`gles de circulation), peuvent s’ave´rer plus ou moins efficaces en terme
de retards ge´ne´re´s. Sur ce point, la compe´tence technique des controˆleurs et des e´quipages
(connaissance de la plateforme et de l’avion, se´quencement des actions et aptitudes a` colla-
borer) peuvent jouer un roˆle conside´rable.
D’autres facteurs exte´rieurs au syste`me ae´roportuaire sont fortement limitatifs :
– Les proble`mes environnementaux (e´cologie et gestion des nuisances sonores) ;
– Les politiques douanie`res et policie`res (anti-terrorisme notamment).
– Les phe´nome`nes me´te´orologiques dangereux (brouillard, greˆle, orages, neige) ;
1.4 Difficulte´s ae´roportuaires identifie´es
1.4.1 L’environnement
Les proble`mes environnementaux ont pris une ampleur conse´quente pour tous les ae´roports, quelle
que soit leur taille : le de´veloppement des agglome´rations et la prise en compte des nuisances sonores
ou de la pollution induisent souvent des de´cisions limitatives pour la croissance du trafic ae´roportuaire.
Diffe´rents domaines d’e´tude sont conside´re´s sur ce vaste sujet :
– La qualite´ de la concertation avec les riverains et l’analyse objective des nuisances ;
– La mise au point de proce´dures adapte´es aux agglome´rations limitrophes [Supino 03] ;
– La de´finition de limitations (horaires ou qualitatives) pour la circulation ae´rienne ;
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– La promotion des innovations technologiques (moteurs moins polluants et moins bruyants).
En France, l’ae´roport d’Orly, rattrape´ par l’agglome´ration parisienne, fait figure d’exemple sur le
sujet : de nombreuses restrictions y limitent de´sormais le trafic.
1.4.2 La se´curite´
L’ame´lioration de la se´curite´ est un souci permanent pour le service de controˆle et les usagers
de l’ae´roport. Sur ce point, l’aptitude a` de´tecter les proble`mes pouvant mettre en jeu la se´curite´ est
primordiale : la concertation avec les pilotes et les controˆleurs d’ae´roport, ainsi que l’analyse des inci-
dents et des situations dangereuses observe´es s’ave`rent indispensables. Les principaux sujets d’e´tude
sont :
– L’ame´lioration de la couverture visuelle et radar a` disposition des controˆleurs, pour augmenter
la qualite´ de la surveillance du trafic ;
– La re´duction des risques d’incursion piste (pe´ne´tration accidentelle de tout mobile non autorise´
sur la piste).
– L’aide au guidage des avions sur la plateforme, pour diminuer les risques d’erreur de chemine-
ment et donc de collisions, surtout par conditions de visibilite´ de´grade´es.
1.4.3 L’optimisation du trafic au sol
La gestion du trafic ae´roportuaire a longtemps e´te´ mise au second plan, loin derrie`re les efforts
mene´s pour le controˆle en vol. De re´centes formes de dysfonctionnements pouvant aboutir a` la conges-
tion de l’ae´roport, lourdes de conse´quences pour l’ensemble des acteurs du transport ae´rien, inversent
cette tendance :
– Les ope´rations au sol sont caracte´rise´es par une grande diversite´ des impre´vus : le nombre d’in-
tervenants non coordonne´s, la ne´cessite´ d’entretien et de controˆle re´gulier des infrastructures
et des avions, la gestion des passagers et de leurs bagages sont autant d’e´le´ments qui rendent
difficile la planification et demandent une re´activite´ maximale en temps re´el.
– Lorsque les conditions de visibilite´ sont de´grade´es, la circulation au sol peut rapidement eˆtre
paralyse´e. Meˆme lorsque le controˆle au sol dispose d’une visualisation radar de la situation,
la re´glementation actuelle ne pre´voit pas le guidage pre´cis d’un avion par le controˆle, car la
responsabilite´ du pilote (pour l’anti-collision) n’est pas remise en cause. Ces situations (dange-
reuses) ne´cessitent donc souvent des pratiques ope´rationnelles a` la limite de la re´glementation,
ou` la responsabilite´ de chacun n’est plus clairement spe´cifie´e.
– Les nombreux hubs commerciaux impliquent que la plupart des mouvements sont programme´s
aux meˆmes heures « strate´giques», pendant lesquelles l’ae´roport sert essentiellement de relais :
le moindre retard provoque ine´vitablement des effets collate´raux rarement maıˆtrise´s.
– Les impe´ratifs de la re´gulation europe´enne du trafic sont de plus en plus contraignants pour
l’ae´roport : les cre´neaux impose´s sont des heures de de´collage et non de de´part du parking
(justement parce que les temps de roulage sont trop impre´cis). Leur respect est donc a` la seule
charge du controˆle d’ae´roport, pour lequel ces contraintes peuvent parfois devenir inge´rables.
Sur ces sujets, les re´flexions mene´es ne doivent pas remettre en cause la se´curite´ : ils doivent eˆtre




Dans le cadre ge´ne´ral pre´sente´ au chapitre pre´ce´dent, l’ame´lioration des conditions de circulation
du trafic au sol se re´ve`le un point crucial pour le de´veloppement futur des plus grands ae´roports :
les innovations attendues dans ce domaine peuvent en effet pre´tendre a` la fois participer a` re´duire les
proble`mes environnementaux en limitant la congestion au sol, augmenter les conditions de se´curite´ en
assistant le guidage des avions et re´duire les retards par optimisation des trajectoires au sol.
La prise en compte relativement re´cente de ces inte´reˆts a fortement acce´le´re´ l’e´volution de ce
secteur d’activite´ : la premie`re partie de ce chapitre en pre´sente les principales orientations. Meˆme si
tre`s peu d’efforts sont encore porte´s sur la re´solution pre´cise des proble`mes pose´s par chaque situation
de trafic au sol, de nombreux projets visent a` moderniser le dispositif de controˆle au sol et de nouveaux
outils ope´rationnels sont de´ja` disponibles : la seconde partie en donne un aperc¸u. En fonction de cet
e´tat de l’art, la dernie`re partie aborde les objectifs et le cadre de travail dans lequel se situe toute la
suite des travaux.
2.2 Les principaux concepts pour l’optimisation du trafic au sol
2.2.1 Optimisation de la se´quence de piste
Sur les plus grandes plateformes ae´roportuaires et dans les conditions « normales » d’exploita-
tion, les pistes restent les e´le´ments les moins capacitifs car les se´parations impose´es entre mouve-
ments sont restrictives derrie`re les avions a` forte turbulence de sillage et de´pendent des conditions
me´te´orologiques. Sur ce point, diffe´rentes ame´liorations peuvent eˆtre envisage´es.
Optimisation des proce´dures d’approche
La de´finition de proce´dures d’approche adapte´es facilite le travail de se´quencement initial des
arrive´es pour le controˆle d’approche, en rendant possible des changements de vitesses et de trajectoires
des avions [Suarez 03]. La mise a` disposition de diffe´rents hippodromes d’attente permet notamment
de re´guler le flux d’arrive´e lorsqu’il de´passe la capacite´ de la piste. Dans certains cas, les proce´dures
d’approche peuvent e´galement eˆtre utilise´es pour modifier le´ge`rement l’ordonnancement des arrive´es,
en fonction des contraintes de turbulence de sillage.
Plus ge´ne´ralement, l’ame´lioration des proce´dures d’approche peut eˆtre vue comme un proble`me
d’optimisation complexe, contraint par les performances des avions (qui de´terminent le type de tra-
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jectoire qu’ils sont susceptibles de suivre) et dont le crite`re est la capacite´ de ces secteurs. Ce domaine
d’e´tude ne´cessite une mode´lisation difficile des proce´dures ae´riennes utilise´es pendant la phase d’ap-
proche. Il a toutefois l’avantage de pouvoir eˆtre traite´ hors de tout contexte temps re´el et semble par-
ticulie`rement porteur en Europe, ou` de nombreux ae´roports voisins se partagent les meˆmes secteurs
d’approche.
De´veloppement d’outils d’aide au controˆle
Le de´veloppement d’outils pre´dictifs (DST : Decision Support Tool) capables d’anticiper suffi-
samment le trafic ae´roportuaire (atterrissages et de´parts) peut participer a` la de´finition de meilleures
se´quences de piste. La` encore, la recherche d’un se´quencement optimal des vols peut se formuler as-
sez simplement comme un proble`me d’optimisation, contraint par les possibilite´s d’ordonnancement
des avions (en fonction des pre´visions de trafic) et dont l’objectif est la minimisation des retards. Ce-
pendant, le proble`me doit ici eˆtre traite´ en temps re´el, ce qui implique des contraintes supple´mentaires,
plus difficiles a` exprimer.
Diminution des normes de se´paration
Certaines conditions me´te´orologiques particulie`res entraıˆnent des baisses de capacite´s ae´ropor-
tuaires conside´rables, notamment parce que le guidage de l’avion pendant toute l’approche finale
(jusqu’a` l’atterrissage) ne´cessite dans ce cas une augmentation importante de certaines normes de
se´paration. Deux aspects du proble`me peuvent eˆtre e´tudie´s :
– La pre´cision des e´quipements (embarque´s ou au sol) permettant aux avions d’effectuer un at-
terrissage de pre´cision (aux instruments et par mauvaise visibilite´), qui rele`ve de l’innovation
technologique, peut e´voluer favorablement et permettre, a` terme, des re´ductions des normes de
se´paration en approche.
– L’e´tude ae´rodynamique de la turbulence de sillage des avions semble e´galement porteuse. L’ef-
fet du vent fort sur la propagation de la turbulence peut par exemple aboutir a` des normes de
se´paration en temps beaucoup moins contraignantes que les se´parations en distance normale-
ment pratique´es [Nicolaon 03, Cooper 03]. L’utilisation en temps re´el d’instruments de mesure
de l’importance du tourbillon (ou vortex) provoque´ par un avion [Donohue 03] peut e´galement
apporter des gains de capacite´ non ne´gligeables.
2.2.2 Ame´lioration de la pre´visibilite´ du trafic ae´roportuaire
L’ae´roport apparaıˆt comme l’endroit ou` le trafic ae´rien est le moins pre´visible : l’enchaıˆnement
des actions pendant l’escale d’un avion rele`ve d’une course contre la montre et de´pend la plupart du
temps de la gestion d’une multitude d’impre´vus, comme cela a de´ja` e´te´ aborde´ dans la partie 1.4.3.
Les temps de roulage sont de plus extreˆmement sensibles au de´bit d’avions demandant la piste : dans
ce contexte, l’ame´lioration de la pre´visibilite´ du trafic ne´cessite une large diffusion des informations
en temps re´el, non seulement entre les positions de controˆle d’ae´roport et d’approche, mais e´galement
entre chaque intervenant sur un meˆme ae´roport.
Coordination des ae´roports
L’e´change d’informations de trafic entre diffe´rents ae´roports est depuis longtemps un sujet d’e´tude,
bien que le nombre d’ae´roports « coordonne´s » soit encore relativement faible. La connaissance des
retards pre´vus sur un ae´roport permet pourtant d’optimiser la gestion des vols de tous les ae´roports
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qui lui sont connecte´s. Dans ce cadre, des syste`mes (AMAN : Arrival Manager et DMAN : Departure
Manager), mis a` jour en temps re´el, permettent d’informer les ae´roports coordonne´s des e´volutions
du trafic, mais utiliser l’ensemble de ces informations a` bon escient reste encore un proble`me a` part
entie`re [Gilbo 03], surtout en ce qui concerne le DMAN [Idris 98].
Partage d’informations entre les intervenants (CDM)
Le cadre ge´ne´ral du CDM (Collaborative Decision Making) lance´ par le de´partement AOP (Air-
port Operations Unit) d’EUROCONTROL vise a` perfectionner la gestion en temps re´el des ope´rations
par le partage des informations entre les diffe´rents acteurs du trafic ae´rien (principalement le controˆle
et les compagnies) : ces intervenants doivent prendre des de´cisions qui peuvent influencer l’ensemble
du trafic alors qu’ils n’en ont qu’une vision partielle (les compagnies ne connaissent que leurs propres
vols). Ce mode de fonctionnement (qui ne peut pas eˆtre optimal) doit eˆtre ame´liore´ par le partage
d’informations [Martin 01].
Ce concept apparaıˆt a` premie`re vue de´licat, dans un environnement fortement concurrentiel : l’ide´e
est pourtant que chaque compagnie a plus a` gagner avec les informations des autres qu’a` perdre avec
la divulgation des siennes. La re´gulation du trafic peut par exemple en eˆtre fortement ame´liore´e :
lorsqu’une compagnie sait qu’elle ne pourra pas utiliser certains de ses cre´neaux de de´collage (a` cause
de retards en cours ou de proble`mes techniques), elle pourrait le signaler a` d’autres compagnies et les
e´changer. Sans cette coope´ration dynamique, les cre´neaux initiaux sont de toutes fac¸ons manque´s et
la re´gulation du trafic, au lieu d’optimiser sa re´partition, pe´nalise finalement tous ses intervenants.
2.2.3 Syste`mes e´volue´s de surveillance et de guidage au sol (ASMGCS)
Les premiers concepts SMGCS (Surface Movement Guidance and Control System) introduits par
l’OACI (Organisation de l’Aviation Civile Internationale) ont abouti au syste`me actuel de suivi radar
du trafic au sol. Depuis les anne´es 90, ils font donc place aux nouveaux concepts ASMGCS (Advanced
SMGCS), toujours sous l’e´gide de l’OACI en collaboration avec la Commission Europe´enne, EURO-
CONTROL, EUROCAE (European Organisation for Civil Aviation Equipment), la FAA (Federal
Aviation Administration), la NASA (National Aeronautics and Space Administration) et les ae´roports.
Ces concepts fixent un ensemble d’objectifs pour les futurs syste`mes de surveillance et de guidage des
avions au sol [Valle´e 01] :
La se´curite´ doit eˆtre augmente´e, par une rede´finition des roˆles et des responsabilite´s de chacun :
particulie`rement par mauvaise visibilite´, l’emploi de la visualisation radar comme instrument
de controˆle (et non comme simple source d’information auxiliaire) doit eˆtre officialise´e. Pour
cela, le de´veloppement de visualisations radar plus perfectionne´es, offrant une vision comple`te
et suˆre de l’ensemble des mobiles sur la plateforme, (ve´hicules et ae´ronefs) doit pouvoir assurer
le guidage des avions. Dans ce cadre, de nouvelles technologies sont propose´es :
– Le D-GPS (Differential Global Positionning System), capable de fournir a` tout mobile un
positionnement dans l’espace, avec une pre´cision infe´rieure au me`tre, a` partir de rele`vements
satellites et des corrections e´mises par un satellite ge´ostationnaire ;
– L’ADS-B (Automatic Dependant Surveillance) permettant la diffusion de la position d’un
mobile a` tous les autres.
Des syste`mes de de´tection de pertes de se´paration et d’incursion piste doivent e´galement eˆtre
en mesure de donner l’alerte au controˆle (fonction de filet de sauvegarde).
La gestion du trafic au sol doit eˆtre facilite´e et ame´liore´e par des outils de supervision technique
et ope´rationnelle :
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– L’ame´lioration du syste`me de guidage vise en particulier un fonctionnement de l’ae´roport
« tout-temps », au sein duquel les avions peuvent continuer a` circuler dans des conditions
de visibilite´ les plus re´duites (brouillard dense).
– Des outils relie´s au syste`me de visualisation radar, capables d’effectuer le suivi des avions,
peuvent participer a` leur se´quencement dans les zones de parking et sur les bretelles d’acce`s
a` la piste.
– Le Data Link (transmission automatique de certaines donne´es entre le controˆle et l’avion)
peut e´galement jouer un roˆle en simplifiant la taˆche des controˆleurs et en rendant plus dispo-
nible la fre´quence de communication radio.
Ce cadre tre`s ge´ne´ral montre tout l’inte´reˆt porte´ sur la phase de roulage et l’importance des
e´quipements mis en jeu : il semble e´vident, dans ce contexte, que cette phase du vol (longtemps
de´laisse´e) se destine a` une ve´ritable re´volution technologique.
2.3 Les outils et les projets
2.3.1 Les outils ope´rationnels du controˆle d’ae´roport
Les e´quipements des postes de controˆle d’ae´roport varient naturellement d’un ae´roport a` l’autre et
d’un poste a` l’autre sur un meˆme ae´roport. Dans tous les cas, la communication avec les pilotes se fait
par liaison radio et la coordination avec les positions de controˆle voisines (en route ou d’approche) par
liaison te´le´phonique. Un syste`me de strips (support papier de format pre´de´fini) permet la re´ception et
le suivi des plans de vol (intentions des compagnies). Sur les grands ae´roports, le poste de controˆle
« SOL » comprend un syste`me de visualisation ODS (Operational Display System) du trafic au sol
repre´sentant les donne´es rec¸ues d’un radar de surface. De nombreux syste`mes ope´rationnels viennent
s’ajouter a` ce dispositif et l’objet de cette partie n’est certainement pas d’en faire une revue technique
comple`te, mais de pre´senter ceux qui s’inte`grent le mieux dans le cadre de l’optimisation du trafic.
Roissy sert naturellement de re´fe´rence sur ce sujet :
– AVISO (Aide a` la VIsualisation au SOl) [Valle´e 01] effectue le traitement des donne´es radar a`
Roissy et pre´sente l’ensemble des ve´hicules et des avions en mouvement.
– SALADIN (Syste`me d’Aide a` LA De´tection d’INcursions) [Valle´e 01] est une extension du
syste`me AVISO, dans laquelle un syste`me de de´tection d’incursions piste a notamment e´te´
ajoute´ : l’outil RIMCAS (Runway Incursion Monitoring and Collision Avoidance System), de´ja`
installe´ sur de nombreux ae´roports dans le cadre du ASMGCS, de´clenche une alerte pour le
controˆle.
– MAESTRO (Moyen d’Aide a` l’Ecoulement Se´quence´ du Trafic avec Recherche d’Optimisa-
tion) [Bourdon 98], installe´ a` Roissy, a` Orly et au centre de controˆle de la re´gion parisienne
(secteurs en route et d’approche), est un syste`me d’aide a` la re´gulation et a` l’e´coulement des
vols a` l’arrive´e, qui diffuse les informations de trafic en temps re´el (il entre dans le cadre des
AMAN : Arrival Manager). Ses objectifs sont :
– L’ame´lioration de la coordination entre controˆle en route, l’approche, et l’ae´roport ;
– La re´duction des attentes en l’air (peu e´conomiques) ;
– La gestion globale des de´lais ;
– Une meilleure utilisation de la capacite´ de re´sorption du syste`me de controˆle.
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2.3.2 Quelques outils d’analyse
De nombreux outils informatiques, utilise´s dans le cadre d’e´tudes sur les futures e´volutions du
controˆle ou visant a` spe´cifier des outils d’aide au controˆle sont de´veloppe´s. Ils permettent essen-
tiellement de mesurer de manie`re plus ou moins macroscopique l’effet de diffe´rents facteurs sur
l’e´coulement du trafic :
– TAAM (Total Airspace and Airport Modeler) [Preston 99], qui est un simulateur de trafic com-
plet de´veloppe´ par Preston Aviation Solutions : il simule toutes les e´tapes des vols, du parking
de de´part jusqu’au parking d’arrive´e (gate-to-gate) avec un niveau de de´tail e´leve´, mais au prix
d’un parame´trage parfois difficile. La gestion des se´parations entre avions est ge´re´e par des
re`gles de priorite´, mais aucune recherche d’optimisation globale des solutions n’est finalement
propose´e.
– SIMMOD (SIMulation MODel) [FAA 98], mis en œuvre par la FAA (Federal Aviation Ad-
ministration), est e´galement un simulateur gate-to-gate, mais plus simplifie´ que TAAM. Les
se´parations au roulage ne sont pas conside´re´es et l’acce`s des avions a` la piste est mode´lise´ par
une file d’attente (dans l’ordre the´orique pre´vu d’arrive´e a` la piste), ce qui ne´glige donc les
proble`mes de circulation au sol des avions. Le simulateur peut en revanche e´valuer les varia-
tions des retards en fonction des configurations des pistes.
– OPAL (Optimisation Platform for Airports, including Land-side) [van Eenige 02] de´veloppe´
par le NLR (Nationaal Lucht & Ruimtevaartlaboratorium) dans le cadre d’un programme di-
rige´ par la Commission Europe´enne, est une plateforme d’analyse de l’ensemble des ope´rations
ae´roportuaires (y compris le se´quencement de piste), reliant entre eux divers outils de simula-
tion, capables de mesurer diffe´rents indicateurs de performance de l’ae´roport (capacite´, se´curite´,
nuisances pour l’environnement).
– SALSA (Syste`mes d’Assistance a` la circulation Locale et au Sol sur les Ae´roports), de´veloppe´
par le CENA (Centre d’ ´Etude de la Navigation Ae´rienne), est une plateforme de simulation
inte´grant un ensemble d’outils expe´rimentaux pour la gestion du trafic au sol. Une description
de´taille´e des voies de circulation de l’ae´roport est utilise´e pour y faire e´voluer les avions et
ge´ne´rer des situations de trafic pre´cises. Dans l’e´tat actuel, il ne propose pas de me´thode de
re´solution des situations au sol, mais les travaux qui seront pre´sente´s dans la suite de ce rapport
donneront lieu, a` terme, a` l’inte´gration d’un module de re´solution des situations au sol pour ce
simulateur.
– SAMBA (Syste`mes d’Analyse des Mouvements et des Besoins des Ae´roports) de´veloppe´ par
le CENA (Centre d’ ´Etude de la Navigation Ae´rienne) propose une mode´lisation de l’ae´roport
permettant l’e´valuation du service rendu par le syste`me et la mesure de diffe´rents indicateurs
sur l’ae´roport et ses secteurs d’approche (charge, capacite´, efficacite´). Le projet est base´ sur
l’analyse d’e´chantillons de trafic issus des enregistrements produits par le syste`me ope´rationnel.
2.3.3 Les projets
Beaucoup de projets europe´ens (regroupant les organismes de l’Aviation Civile de diffe´rents pays,
coordonne´s par EUROCONTROL) ont vise´ a` l’ame´lioration du trafic ae´roportuaire :
– ATHOS (1996-1998) : Airport Tower Harmonised Controller System [Pham-Dumesnil 98], est
un projet e´tudiant les diffe´rents postes de controˆle d’ae´roport : l’objectif principal est de regrou-
per l’ensemble des outils ope´rationnels pouvant de´ja` exister en un seul, de manie`re a` diffuser
des informations pertinentes (« the right data at the right moment»). Expe´rimente´ sur diffe´rents
ae´roports (dont Orly), le projet fait apparaıˆtre la ne´cessite´ de tels syste`mes, mais n’aboutit pas a`
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un outil ope´rationnellement viable, d’autant plus qu’il se base sur une gestion de l’ae´roport qui
ne´cessiterait des e´volutions pre´alables a` pre´ciser.
– DEFAMM (1996-1998) : Demonstration Facilities for Airport Movement Management, de´crit
un syste`me qui centralise les informations de trafic et qui propose un chemin pre´cis pour chaque
avion [Monzel 98]. Lorsque le chemin est valide´ par le controˆleur, sa transmission au pilote
est automatique (elle s’effectue par exemple par Data Link, sans communication radio). Les
expe´riences re´elles mene´es sur plusieurs ae´roports (dont Orly) montrent les possibilite´s du
syste`me, mais ne font apparaıˆtre aucune baisse de charge de travail pour les controˆleurs, qui
gardent l’entie`re responsabilite´ de la surveillance (le syste`me ne re´soud pas les conflits aux
intersections) et qui restent plutoˆt hostiles a` l’absence de contact radio avec les pilotes : la
confirmation orale du chemin que va suivre l’avion est supprime´e, ce qui demande finalement
une charge de surveillance supe´rieure.
– MANTEA (1996-1999) : Management of Surface Traffic in European Airports [Paul 99] de´finit
de nouveaux outils d’assistance au controˆle d’ae´roport. Le projet propose notamment un syste`me
de suivi du trafic relie´ au radar de surface, capable d’assurer la surveillance des mouvements en
comparant les trajectoires pre´vues avec les trajectoires re´elles. Il de´tecte les conflits (risques de
pertes de se´paration) et propose des solutions : l’ae´roport est partitionne´ en diffe´rentes zones
traite´es se´pare´ment (l’optimisation n’est donc pas globale). Il propose par ailleurs un syste`me
d’anticipation des retards (MACAD : Mantea Airfield Capacity and Delay), calcule´s a` partir
de la charge de trafic pre´vue et de la capacite´ des pistes (les proble`mes de circulation entre les
parkings et les pistes ne sont pas conside´re´s pour cette e´valuation) : expe´rimente´ sur plusieurs
ae´roports (dont Orly), le syste`me semble prometteur pour les controˆleurs, bien qu’ils n’y voient
aucune utilite´ imme´diate autre que par mauvais temps et sous condition que la re´glementation
pre´cise la responsabilite´ du syste`me.
– LEONARDO (2001-2003) : Linking Existing ON-Ground, Arrival and Departure Operations
est un projet de la Commission Europe´enne termine´ en 2003. Il e´tudie les gains potentiels
d’une centralisation des donne´es des compagnies et du controˆle ae´rien, dans le cadre du CDM
(Collaborative Decision Making).
Cet ensemble de projets montre globalement que des solutions techniques existent pour une
meilleure gestion du trafic ae´roportuaire, mais ne´cessitent encore des ame´liorations pour eˆtre vraiment
be´ne´fiques et ne peuvent se re´aliser sans e´volution pre´alable de la re´glementation et des proce´dures. Le
programme APR (Airport operations PRogramme) d’EUROCONTROL [Miart 04] fixe aujourd’hui
quatre grandes orientations pour l’ame´lioration du trafic ae´roportuaire :
– Le CDM (Collaborative Decision Making) [Lane 03] ;
– Le ASMGCS [Adamson 02] ;
– La gestion de la capacite´ des pistes (ACE : Airside Capacity Enhancement) [De Clercq 03] ;
– La se´curite´ sur les pistes (de´tection des incursions) [Page 03].
Dans ce programme, le de´veloppement des concepts ASMGCS est planifie´ en quatre e´tapes, dont les
deux dernie`res ne sont pas encore a` l’ordre du jour :
1. La spe´cification d’un syste`me permettant une meilleure surveillance de la circulation au sol et
la de´finition de nouvelles proce´dures plus adapte´es a` ce syste`me, concernant l’identification des
avions et les instructions ou les autorisations (clairances) de controˆle [Adamson 03a] ;
2. L’augmentation de la se´curite´ au niveau des aires de pistes, par la de´tection syste´matique de
toute incursion et le de´clenchement d’alerte pour le controˆle [Adamson 03b] ;
3. La de´tection des conflits (risques de collision) sur toute la plateforme et entre tous les mobiles
(avions et ve´hicules), accompagne´e de syste`mes de guidage des avions plus perfectionne´s ;
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4. La re´solution automatique des conflits et le guidage automatique des avions au sol.
Toujours dans le cadre du ASMGCS, la FAA (Federal Aviation Administration) de´veloppe les
projets SMA (Surface Movement Advisor) [Lawson 97] et SMS (Surface Management System), dont
le but est la spe´cification d’outils d’aide au controˆle d’ae´roport [Atkins 03]. Le projet fait partie du
programme Free Flight et en a he´rite´ le de´coupage en deux e´tapes successives :
– Dans la premie`re (Free Flight Phase I), deux simulations on e´te´ effectue´es sur l’ae´roport inter-
national de Dallas Fort Worth, avec des controˆleurs ope´rationnels. Il en re´sulte la spe´cification
de trois composants essentiels : un syste`me e´valuant la charge de trafic a` venir, un outil d’esti-
mation de la se´quence de piste et une interface pour les controˆleurs.
– Dans la deuxie`me (Free Flight Phase II), les outils spe´cifie´s pour le SMS sont de´veloppe´s et
mis en situation, lors de simulations sur l’ae´roport international de Memphis. Leur efficacite´ est
mesure´e par la pre´cision des pre´dictions de trafic, la pertinence de la se´quence de piste pre´vue
et le jugement des ope´rationnels. Les re´sultats sont prometteurs et le SMS semble exploitable
dans un futur proche, bien qu’une ame´lioration de la pre´diction de trafic soit encore a` l’ordre
du jour.
D’un point de vue ge´ne´ral, la de´finition d’une nouvelle forme de controˆle au sol est donc largement
entame´e et les solutions techniques pour l’e´volution de la surveillance du trafic sont de´ja` disponibles,
bien que les notions de guidage automatique des avions au sol (avec optimisation des trajectoires)
soient encore un point peu e´tudie´.
2.4 Objectifs
2.4.1 Cadre de travail
Les projets qui viennent d’eˆtre de´crits de´finissent le cadre ge´ne´ral dans lequel s’inscrivent les tra-
vaux qui seront pre´sente´s dans les chapitres suivants : les e´volutions attendues du syste`me de controˆle
(concepts ASMGCS) rendent possible le suivi du trafic en temps re´el par un syste`me informatise´, ce
qui laisse envisager l’inte´gration d’outils automatiques participant a` l’optimisation de la circulation
des avions. Les caracte´ristiques d’un tel outil sont les suivantes :
– Le syste`me est destine´ au controˆle d’ae´roport : l’ensemble du trafic ae´rien peut eˆtre connu
(notamment le trafic des secteurs d’approche), mais l’optimisation ne concerne que la phase
ae´roportuaire des vols, c’est-a`-dire le se´quencement de piste, le cheminement des avions le
long des voies de circulation et les acce`s aux parkings.
– Le syste`me doit eˆtre pre´dictif : il doit anticiper les proble`mes risquant de survenir, pour assister
le controˆleur. Pour cela, l’ensemble des contraintes lie´es a` l’e´coulement se´curise´ du trafic doit
eˆtre connu du syste`me (infrastructures de l’ae´roport, re`gles de circulation, caracte´ristiques des
avions et intentions des compagnies).
– Les situations doivent eˆtre conside´re´es en temps re´el : l’e´tat du syste`me doit e´voluer dy-
namiquement avec les avions. Ceci implique que le temps pour e´tudier chaque situation est
limite´ et que les informations disponibles sur les situations a` venir peuvent eˆtre incomple`tes :
ces concepts s’inte`grent ainsi dans le cadre de la rationalite´ limite´e [Simon 92], ce qui rend
l’e´valuation des solutions propose´es plus de´licate.
– Un objectif d’optimisation globale doit ne´anmoins caracte´riser la recherche de solutions : le
but n’est pas seulement d’assurer la se´paration des avions, mais aussi de proposer une re´partition
efficace du trafic sur la plateforme (maximisation du de´bit ou minimisation des retards).
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2.4.2 Niveau de re´alisme recherche´
La de´finition d’un syste`me pre´dictif peut se faire de manie`re plus ou moins macroscopique : l’ana-
lyse des donne´es disponibles (annexe B) permet, sur ce point, de de´gager les premie`res spe´cifications
du mode`le :
– La description de´taille´e des voies de circulation de l’ae´roport permet d’envisager plusieurs
possibilite´s de cheminement pour chaque avion, en inte´grant e´ventuellement certaines pra-
tiques ope´rationnelles, comme l’application de sens pre´fe´rentiels et le respect des configurations
re´elles de l’ae´roport.
– La base des plans de vol journaliers (annexe B.3.2) permet de ge´ne´rer des situations de trafic
comparables (en de´bit tout au moins) aux situations re´elles : cette e´tape de simulation est indis-
pensable a` la mise au point du syste`me. Le re´alisme de l’affectation des parkings et des pistes
sera cependant limite´ :
– Le manque d’information sur les limites d’utilisation des parkings et sur les mouvements
poste-a`-poste ne permet pas d’envisager se´rieusement l’optimisation des affectations de par-
kings pendant toute une journe´e de trafic : ces affectations seront donc conside´re´s comme
des donne´es d’entre´e du proble`me, suppose´es respecter les contraintes ope´rationnelles.
– Une partie (certes minoritaire) des plans de vol est incomple`te et ne´cessite des traitements
particuliers pour eˆtre prise en compte (annexe C).
– Les proce´dures d’affectation de bretelle d’entre´e ou de libe´ration de la piste ne sont pas
pre´cise´es et doivent eˆtre mode´lise´es par des re`gles ajoute´es (annexe C.3.2).
Dans ce cadre, les enregistrements des traces radar des avions (annexe B.3.3) se re´ve´leront parti-
culie`rement utiles pour e´valuer le re´alisme des situations simule´es.
2.4.3 Re´solution des situations
La re´solution de chaque situation de trafic consiste a` trouver les manœuvres qui doivent eˆtre
impose´es aux avions (ordres de controˆle) pour optimiser globalement leurs trajectoires en respectant
les re`gles de circulation. Diffe´rentes approches peuvent eˆtre envisage´es pour formuler rigoureusement
le proble`me d’optimisation a` re´soudre :
– L’approche par capacite´ semble par exemple attrayante : les e´le´ments structurels de l’ae´roport
(pistes, portions de voies de circulation, parkings) sont repre´sente´s par un graphe oriente´.
Chaque e´le´ment (ou nœud) du graphe se voit attribuer une capacite´ et un mode`le de file d’attente
permet de calculer les retards induits par un flux d’avions dans ce graphe. Le proble`me consiste
alors a` trouver un flux optimal, qui minimise les retards induits. Ce proble`me combinatoire
(par rapport a` la taille du graphe et au nombre d’avions) peut eˆtre re´solu par programmation
line´aire [Stoica 02]. Cette approche trouve donc une re´partition optimale du trafic, mais admet
ses limites : la notion de capacite´ ne peut pas traduire pre´cise´ment les proble`mes de circula-
tion lorsque les voies sont de´pendantes sans eˆtre connecte´es (aux alentours des intersections
notamment).
– L’approche par simulation de´taille´e permet de mieux repre´senter le trafic au sol : les trajec-
toires envisageables des avions sont calcule´es pre´cise´ment, et le proble`me consiste a` trouver un
ensemble de trajectoires qui respecte les normes de se´paration a` chaque instant et qui minimise
une fonction de couˆt donne´e.
La deuxie`me approche formalise un proble`me plus complexe mais e´galement mieux parame´trable







Dans le cadre de la simulation du trafic ae´roportuaire, la mode´lisation de l’ae´roport est essentiel-
lement destine´e a` l’attribution de diffe´rentes possibilite´s de cheminement a` chaque mouvement. Pour
eˆtre acceptables, les chemins propose´s ne doivent pas seulement eˆtre conformes avec les trace´s au sol,
mais aussi respecter quelques re`gles ope´rationnelles :
– Les chemins propose´s doivent eˆtre sans boucle : il est difficilement avantageux de faire passer
un avion deux fois au meˆme endroit.
– Un avion ne doit pas circuler via un parking, meˆme si ce dernier est inoccupe´ : certains par-
kings disposent d’une sortie en marche avant et pourraient eˆtre interpre´te´s (a` tort) comme des
raccourcis.
– Un avion ne doit circuler dans les aires de piste que lorsque cela est indispensable : juste avant
le de´collage, juste apre`s l’atterrissage ou s’il lui est ne´cessaire de traverser la piste.
Cette liste demanderait a` eˆtre comple´te´e pour chaque ae´roport : l’attribution de chemins aux avions
doit rester e´volutive et adaptable facilement a` de nouvelles contraintes.
Telle qu’elle est fournie, la description des voies de circulation de l’ae´roport peut eˆtre mode´lise´e
sous forme d’un graphe oriente´, reliant entre elles chaque intersection de taxiway et chaque voie
d’acce`s aux parkings ou aux pistes : la recherche des cheminements possibles pour un avion corres-
pond a` l’e´nume´ration des meilleurs chemins, avec contraintes, dans ce graphe.
La notion de meilleurs chemins est alors relative aux couˆts affecte´s aux arcs du graphe : pour
prendre en compte le temps de parcours des chemins (et non uniquement leur longueur), le couˆt affecte´
a` chaque arc doit repre´senter un temps. Il est donc ne´cessaire de mode´liser la vitesse de circulation
des avions sur chaque portion ou voie de circulation. Le calcul de ces vitesses, appele´es vitesses
nominales de de´placement, est de´taille´ dans la premie`re partie de ce chapitre. Les parties suivantes sont
consacre´es a` l’e´laboration du graphe, de telle fac¸on qu’il de´crive aussi rigoureusement que possible
les voies de circulation de l’ae´roport et leurs restrictions d’utilisation.
Le de´veloppement et l’application d’algorithmes de recherche de chemins dans ce graphe est
l’e´tape initiale de la re´solution des situations de trafic et le chapitre 6 lui est entie`rement consacre´.
3.2 Vitesses nominales de de´placement
La vitesse de roulage des avions n’est pas fixe´e : les seules consignes ope´rationnelles explicitement
formule´es pre´conisent une vitesse adapte´e aux risques relatifs a` la situation de l’avion. La vitesse doit
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FIG. 3.1 – Vitesse et taux de virage
donc eˆtre mode´lise´e diffe´remment selon la nature du taxiway ou` il se trouve :
– Pour des portions de taxiways relatives a` des proce´dures spe´cifiques, comme les bretelles de
libe´ration de la piste ou les voies d’entre´e et de sortie de parking, les vitesses maximales peuvent
eˆtre de´finies comme des parame`tres de la simulation.
– Pour toutes les autres portions (les transitions de la description de l’ae´roport, telles que de´finies
en annexe B.2.1), la vitesse de roulage doit prendre en compte le virage que doit effectuer
l’avion.
Les enregistrements des traces radar re´elles des avions servent naturellement de re´fe´rence a` la
mode´lisation de ces vitesses.
3.2.1 Me´thodes de mesures
Deux me´thodes peuvent eˆtre utilise´es pour e´tudier la relation entre la vitesse de roulage des avions
et le virage qu’ils effectuent. Elles seront toutes deux de´veloppe´es :
– La premie`re consiste a` estimer directement un taux de virage et une vitesse instantane´e sur
chaque plot radar, pour e´tudier leur corre´lation. Les impre´cisions des e´chos radar peuvent ce-
pendant biaiser ces mesures.
– La seconde me´thode consiste a` e´chantillonner la trajectoire de chaque avion selon un pas de
temps fixe, en effectuant une extrapolation barycentrique des plots radar successifs : l’objectif
est de lisser les trajectoires et de re´duire les impre´cisions inhe´rentes aux e´chos radar.
Mesures directes
La trajectoire au sol d’un avion est de´finie par une suite de n e´chos radar successifs (ti, Pi)1≤i≤n :
– ti est l’heure du rele`vement radar du ie`me plot, donne´e a` la seconde pre`s. La suite (ti)1≤i≤n est
donc suppose´e strictement croissante.
– Pi est la position qui correspond au ie`me plot de l’avion, fournie au me`tre pre`s.
Sur chaque plot interme´diaire de la trajectoire ne correspondant pas a` l’arreˆt de l’avion (figure 3.1) la
vitesse de roulage instantane´e vi et le taux de virage τi de l’avion peuvent eˆtre estime´s par :
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Cette de´finition de taux de virage correspond a` un angle de virage rapporte´ a` une distance parcou-
rue. Ce taux est donc rendu inde´pendant de la vitesse de parcours adopte´e par l’avion : il peut eˆtre




Mesures sur les trajectoires e´chantillonne´es
La suite (ti, Pi)1≤i≤n de´signe toujours les n plots radar successifs d’un avion. Un pas de temps
e´le´mentaire δ ∈]0, tn − t1[ permet d’extraire de l’intervalle [t1, tn] nδ − 1 sous intervalles de meˆme
largeur ([t′j , t′j+1])1≤j≤nδ−1 :





(ou` E de´signe la partie entie`re.)
et ∀j ∈ {1, ..., nδ}, t′j = t1 + δ(j − 1)
L’e´chantillonage de la trajectoire radar toutes les δ secondes est la suite de plots (t′j , P ′j)1≤j≤nδ
extrapole´s de la fac¸on suivante :
∀j ∈ {1, ..., nδ}, t1 ≤ t′j < tn
et comme la suite (ti)1≤i≤n est strictement croissante :
∃ ! i ∈ {1, ..., n− 1} ti ≤ t′j < ti+1














La vitesse de passage sur chaque point de la trajectoire e´chantillonne´e est alors estime´e par :
vj =






(1 < j < nδ)
Et lorsque cette vitesse est non nulle, un taux de virage moyen est calcule´ :
τj =





















j+1) (1 < j < nδ)
Filtrage des mesures
Afin d’exclure les vitesses particulie`res lie´es aux atterrissages et aux de´collages et autant que
possible les de´tections errone´es du radar, un plot ou un point extrapole´ d’une trajectoire ne sera retenu
que sous certaines conditions :
– Le point est en dehors des aires de piste (la distance a` l’axe de piste le plus proche est supe´rieure
a` une borne D fixe´e) ;
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– La vitesse de passage estime´e v sur le point est borne´e : v ∈ [vinf ; vsup]. La borne infe´rieure
permet d’exclure les points correspondant a` l’arreˆt de l’avion (points d’attente) et la borne
supe´rieure permet d’e´liminer les incohe´rences dues aux fusions de trajectoires radar ou aux
pertes de de´tection d’un avion pendant un intervalle de temps trop grand.
Les trajectoires d’entre´e et de sortie de parking n’e´tant pas enregistre´es dans les donne´es radar,
les vitesses et les taux de virage ainsi se´lectionne´s correspondront au roulage normal sans attente des
avions.
3.2.2 Re´sultats
Les deux me´thodes de mesure des couples (τ, v) sont effectue´es pour chaque vol d’une journe´e
de trafic a` Roissy et a` Orly avec les parame`tres suivants :
Largeur des aires de piste : D = 90m
Borne infe´rieure des vitesses : vinf = 1m/s
Borne supe´rieure des vitesses : vsup = 35m/s
Pas de discre´tisation des trajectoires : δ = 5s
et a` partir des enregistrements radar suivants :
20/03/2000 Roissy Orly
Nombre de trajectoires enregistre´es 1403 442
Nombre d’e´chos radar se´lectionne´s 605799 102239
Nombre de points e´chantillons 113615 20809
Les courbes 3.2 et 3.3 montrent le maximum, la moyenne et l’e´cart type des vitesses de roulage
pour chaque valeur du taux de virage (mesure´ au dixie`me de degre´ par me`tre pre`s). Ces courbes
fournissent e´galement les vitesses correspondant aux quantiles a` 95% et aux 3e`me quartiles de chaque
distribution.
Les mesures faites apre`s e´chantillonnage des trajectoires s’ave`rent plus line´aires et les valeurs
extreˆmes de la vitesse ou du taux de virage sont re´duites : L’e´chantillonage des trajectoires permet de
lisser l’impact des impre´cisions lie´es aux e´chos radars et ces mesures serviront donc de re´fe´rence a` la
mode´lisation des vitesses de roulage. L’e´cart type des distributions reste ne´anmoins relativement e´leve´
pour les faibles valeurs du taux de virage (e´cart type autour de 3 pour une vitesse moyenne infe´rieure
a` 10 m/s) ce qui veut dire que les vitesses pratique´es au roulage sont tre`s variables, surtout en ligne
droite.
Globalement, les vitesses de´croissent sensiblement lorsque le taux de virage augmente. Pour un
taux de virage maximal autour de 2 ◦/m (correspondant a` un rayon de virage d’une trentaine de
me`tres), l’e´cart type est infe´rieur a` 12 et les vitesses sont de l’ordre de 4 m/s. `A Roissy, une particularite´
doit e´galement eˆtre souligne´e : les vitesses maximales en ligne droite (τ = 0) sont beaucoup plus
e´leve´es qu’a` Orly : elles de´passent 20 m/s (contre 14 m/s a` Orly).
3.2.3 Mode`le retenu
Vitesse associe´e a` un taux de virage
Chaque voie de circulation de l’ae´roport est de´crite par une ligne brise´e (Pi)1≤i≤n. On peut donc
lui associer une longueur l et un taux de virage moyen τ : aux vues des mesures effectue´es sur les













































































































FIG. 3.3 – Mesures sur les trajectoires e´chantillonne´es
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trajectoires radar des avions, on mode´lisera la vitesse moyenne de roulage sur chaque portion comme









Si τ < τ0 v(τ) = Vmin + (Vmax − Vmin)(1− ττ0 )
Sinon, v(τ) = Vmin
Vmax et Vmin, les vitesses maximales et minimales de roulage, ainsi que le taux de virage limite
τ0 (au dessus duquel la vitesse de roulage sera Vmin) seront des parame`tres du simulateur et pourront
eˆtre adapte´s a` l’ae´roport.
Vitesses spe´cifiques
Certains endroits de l’ae´roport ne´cessitent la de´finition de vitesses qui ne soient pas de´finies di-
rectement en fonction du taux de virage :
– Pour une bretelle de sortie de piste, une indication de vitesse maximale est fournie par la
cate´gorie de la bretelle de sortie (au pas, lente, normale ou rapide). Chaque cate´gorie de bretelle
de sortie sera donc associe´e a` une vitesse spe´cifique constante. Ces vitesses seront e´galement
des parame`tres du simulateur, e´ventuellement adaptables a` chaque ae´roport.
– Pour les voies d’entre´e de parking, on supposera que les pilotes adoptent des vitesses re´duites
mais fonction malgre´ tout du(des) virage(s) a` effectuer : la vitesse nominale sera alors mode´lise´e
comme la moitie´ de la vitesse v(τ) correspondant normalement au taux de virage τ .
– Pour les sorties de parkings par push-back, on supposera que cette manœuvre de´licate im-
plique une vitesse constante et re´duite jusqu’au point de libe´ration de l’avion. Cette vitesse sera
donc e´galement un parame`tre du simulateur.
Ces pre´cisions montrent que la mode´lisation des vitesses nominales demande la mise en place
de nombreux parame`tres, dont l’impact sur le trafic simule´ peut eˆtre conse´quent et dont les valeurs
devront eˆtre adapte´es judicieusement a` l’ae´roport. En ge´ne´ral, une e´tude du trafic re´el sur l’ae´roport
conside´re´ sera ne´cessaire pour parame´trer correctement le mode`le.
3.3 Graphe des voies de circulation
3.3.1 De´finitions et formalisation
Dans cette partie, les voies de circulation de l’ae´roport sont mode´lise´es sous forme d’un graphe
oriente´ G = (N ,A), ou`N est un ensemble fini de nœuds (ou sommets) etA un sous-ensemble d’arcs
de N ×N . Les e´le´ments de A sont associe´s a` des couˆts par une fonction c. Dans notre cas, ces couˆts
repre´sentent des temps de parcours et sont donc positifs ou nuls, ce qui sera une hypothe`se importante
pour le choix et la mise en œuvre des algorithmes de parcours de graphe :
c
G = (N ,A) A ⊂ N 2 −→ R+
(m,n) 7−→ cmn
Les de´finitions classiques suivantes sont utilise´es :
– L’ordre du graphe est le nombre de nœuds de N .
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– Le degre´ d’un nœud est le nombre d’arcs ayant ce nœud pour extre´mite´ (en amont ou en aval).
– Les nœuds fils d’un nœud sont ceux qui lui sont relie´s en aval par un arc de A :
Fils(n) = {m ∈ N|(n,m) ∈ A}
– Re´ciproquement, l’ensemble des nœuds pe`res d’un nœud, note´ P e`res(n), correspond a` ceux
qui lui sont relie´s en amont.
– Un chemin d’un nœud source s vers un nœud terminal t est une suite finie (non vide) de




∀i ∈ {1, ..., l − 1}, (ni, ni+1) ∈ A
Un tel chemin est dit sans boucle si : ∀(i, j) ∈ {1, ..., l}2, i 6= j =⇒ ni 6= nj
Il est appele´ cycle lorsque s = d.
Dans ce cadre, des algorithmes classiques de parcours de graphe pourront eˆtre applique´s pour
obtenir un ensemble de chemins, e´ventuellement sans boucle, reliant deux nœuds donne´s du graphe.
3.3.2 Le graphe direct
De´finition
Un premier graphe oriente´ peut-eˆtre de´fini directement en fonction des e´le´ments descriptifs de
l’ae´roport de´taille´s en annexe B.2.1. Ce graphe sera qualifie´, pour cette raison, de direct :
– Les nœuds du graphe sont les e´le´ments ponctuels de l’ae´roport, c’est-a`-dire les points nomme´s
et les parkings ;
– Les arcs sont les e´le´ments de liaison entre ces e´le´ments ponctuels, c’est-a`-dire les transitions,
les voies d’acce`s aux parkings et les bretelles d’entre´e ou de sortie de piste.
– Le couˆt c(L) associe´ a` un arc repre´sentant une liaison L correspond au temps de parcours
de la liaison, calcule´ en fonction de la vitesse nominale de roulage (mode´lise´e dans la partie
pre´ce´dente), e´ventuellement ponde´re´ par les poids associe´s aux sens pre´fe´rentiels de parcours
donne´s dans la description de l’ae´roport (annexe B).
Taille du graphe
Le tableau suivant donne les caracte´ristiques des graphes directs construits a` partir de la descrip-
tion des ae´roports d’Orly et de Roissy.
Ae´roport Sommets (ordre) Arcs Degre´ moyen Degre´ max.
Roissy 2181 3883 3.56 39
Orly 798 1716 4.3 42
Les ordres respectifs de ces graphes, qui peuvent paraıˆtre e´leve´s, refle`tent la taille des deux
ae´roports. Ces valeurs restent cependant tout a` fait accessibles aux algorithmes de recherche de che-
mins pour les performances actuelles des ordinateurs : le temps de calcul de l’algorithme de Dijkstra
(annexe D.3) devrait par exemple eˆtre infe´rieur a` la seconde.
On peut remarquer la contradiction entre les faibles valeurs du degre´ moyen des graphes (autour
de 4) et les fortes valeurs du degre´ maximal (autour de 40) : ceci est duˆ a` la description des voies




FIG. 3.4 – Virages non pris en compte
d’acce`s aux parkings, qui relient souvent des groupes de parkings voisins a` un meˆme point d’acce`s.
Les nœuds concerne´s par ces degre´s e´leve´s sont donc rares et toujours proches des nœuds terminaux :
la pe´nalisation engendre´e (en complexite´ de calcul de chemins) devrait donc eˆtre re´duite.
Proble`mes pose´s
Bien que cette de´finition du graphe associe´ a` l’ae´roport de´coule logiquement de sa description
topologique et aboutisse a` une taille relativement faible, elle pose un certain nombre de proble`mes
pour la mise en œuvre des contraintes lie´es au cheminement des avions :
Les aires de piste ne sont pas prises en compte : des de´tours passant par ces aires pourraient eˆtre
conside´re´s comme des chemins alternatifs alors que cela n’est pas envisageable dans un contexte
ope´rationnel : des coefficients de pe´nalite´ doivent eˆtre ajoute´s a` ces voies pour e´viter leur utili-
sation lorsqu’elle n’est pas ne´cessaire.
L’interdiction de traverser un parking n’est pas formalise´e : les parkings admettant des sorties en
marche avant sont en effet des nœuds ordinaires du graphe et peuvent donc servir de point de
passage de manie`re illicite. Ce proble`me peut eˆtre re´solu en supprimant certains arcs du graphe
en fonction du mouvement concerne´ (pour un de´part, les parkings n’auraient plus de nœuds
pe`res, et pour une arrive´e, les parkings n’auraient plus de nœuds fils).
L’angle de virage entre deux liaisons n’est pas pris en compte, alors qu’il peut pe´naliser la vitesse
de roulage. Sur la figure 3.4 par exemple, l’enchaıˆnement autorise´ (A,B,E, F ) sera associe´ a`
la vitesse de roulage en ligne droite (la vitesse maximale) et le temps de parcours du chemin
sera donc sous-estime´.
L’impossibilite´ d’effectuer un demi-tour n’est pas formalise´e : les transitions de l’ae´roport sont en
effet partitionne´es en matrices et seuls les enchaıˆnements de transitions de matrices distinctes
sont admis, comme pre´cise´ en annexe B.2.1. Sur la figure 3.4, l’enchaıˆnement (B, C, E) est
normalement rendu illicite par cette re`gle.
Les deux derniers proble`mes souleve´s font apparaıˆtre que les arcs re´ellement accessibles en amont
d’un nœud de´pendent en re´alite´ du nœud pre´ce´dent dans le chemin courant. Ceci incite a` conside´rer un
nouveau graphe pour mieux repre´senter les voies de circulation de l’ae´roport, comme de´crit ci-apre`s.
3.3.3 Le graphe dual
De´finition
Pour formaliser toutes les contraintes de cheminement des avions, il s’ave`re ne´cessaire d’inclure
les re`gles d’enchaıˆnement des liaisons dans la de´finition meˆme du graphe. Pour cela, chaque portion
de taxiway de l’ae´roport doit eˆtre conside´re´e comme un nœud du graphe et non plus comme un arc.
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Le graphe re´sultant se rapproche d’un graphe dual du pre´ce´dent, si ce n’est qu’il sera restreint aux
enchaıˆnements autorise´s :
– Les nœuds du graphe sont :
– toutes les liaisons de´crivant les voies de circulation (les transitions, les acce`s aux parkings et
les bretelles de pistes).
– les e´le´ments ponctuels qui correspondent a` des origines ou des destinations de chemins a`
chercher, c’est-a`-dire tous les parkings et tous les points situe´s sur un axe de piste ;
– Les arcs sont de´finis comme suit :
– Un couple de liaisons (L1,L2) est un arc si le point de destination de L1 correspond au point
d’origine de L2 et si l’ enchaıˆnement (L1 → L2) est autorise´ :
– Si L1 et L2 sont des transitions, leurs matrices doivent eˆtre distinctes.
– Si L1 est une sortie de parking, le point destination de L2 ne doit pas faire partie des points
interdits apre`s L1 (selon les re`gles spe´cifie´es dans la description de l’ae´roport, fournies en
annexe B.2.1). De meˆme, si L2 est une entre´e de parking, le point origine de L1 ne doit
pas eˆtre un point interdit avant cet acce`s.
– Un couple (p,L) (resp. (L, p)) est un arc si p est un parking ou un point de l’axe de piste et
s’il est le point d’origine (resp. le point de destination) de la liaison L.
– Le couˆt associe´ a` un arc de´pend de la nature du nœud source de cet arc : si ce nœud est un
e´le´ment ponctuel, le couˆt sera nul, tandis que pour une liaison L1, le couˆt repre´sentera le temps
de parcours de cet arc, ponde´re´ par un coefficient multiplicatif wL1 et augmente´ d’un couˆt
d’enchaıˆnement des deux e´le´ments lorsque le nœud fils de l’arc est une liaison L2 :
– Si la liaison L1 interfe`re avec les aires de piste, wL1 devra eˆtre suffisamment e´leve´ pour
pe´naliser le passage dans ces aires lorsque d’autres chemins (qui seraient plus couˆteux sans
ces coefficients) permettent de les e´viter. Le caracte`re multiplicatif de la pe´nalite´ permet
de favoriser les chemins qui minimisent le temps d’occupation des aires de piste (ce qui
favorisera l’utilisation des sorties rapides de piste).
– Pour les autres liaisons (les transitions), wL1 sera logiquement le poids associe´ a` la transition
si l’on veut prendre en compte les sens pre´fe´rentiels de circulation de´finis sur l’ae´roport.
– Enfin, le couˆt d’enchaıˆnement de (L1 → L2) est de´fini par une fonction line´aire croissante
de l’angle de virage mesure´ entre les deux liaisons.
Taille du graphe
Le tableau suivant donne les caracte´ristiques du graphe dual pour les deux ae´roports e´tudie´s :
Ae´roport Sommets (ordre) Arcs Degre´ moyen Degre´ max.
Roissy 4286 7224 3.37 31
Orly 1962 3756 3.83 25
On constate que la taille du graphe (nombre de nœuds et nombre d’arcs) est approximativement le
double de celle du graphe direct. Cependant, les degre´s moyens et maximaux ont diminue´, car seuls
les enchaıˆnements autorise´s sont mode´lise´s.
Les figures 3.5, 3.6, 3.7 et 3.8 donnent une repre´sentation des graphes de Roissy et d’Orly, avec
les sens pre´fe´rentiels correspondant a` leurs configurations Est ou Ouest.
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FIG. 3.6 – Roissy face a` l’Est










FIG. 3.8 – Orly face a` l’Est
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FIG. 3.9 – Exemple de boucle ne passant jamais deux fois par le meˆme nœud
3.3.4 Contraintes de validite´ des chemins
Tel qu’il est de´fini, le graphe dual de l’ae´roport formalise directement la plupart des contraintes
de validite´ des chemins :
– Les enchaıˆnements illicites de liaisons ne font pas partie des arcs du graphe : tous les chemins
trouve´s seront ope´rationnellement acceptables, s’ils ne contiennent pas de boucle.
– La gestion des sens pre´fe´rentiels et l’e´vitement des aires de piste sont mode´lise´s par les coeffi-
cients multiplicatifs wi applique´s aux temps de parcours nominaux ti des liaisons concerne´es.
Ces coefficients devront eˆtre suffisamment pe´nalisants pour que les sens de´favorables et les
aires de pistes ne soient emprunte´s que lorsqu’aucun autre chemin ne permet de les e´viter :
witi À tM ou` tM est le temps de parcours maximal d’un chemin
Cependant, l’e´limination des chemins contenant des boucles ne peut se faire que par l’analyse
ge´ome´trique des transitions de l’ae´roport, car les nœuds sont des liaisons et non plus des points de
passage : un chemin peut contenir une boucle au sens intuitif (ge´ome´trique) du terme, sans re´ellement
passer deux fois par le meˆme nœud du graphe, comme illustre´ figure 3.9. La contrainte de validite´
des chemins s’exprime donc en fonction des aspects ge´ome´triques de chaque liaison : un chemin sera
valide si l’intersection ge´ome´trique (note´e ∩) de chaque couple de ses liaisons non adjacentes est
vide :
(ni)1≤i≤l valide ⇐⇒ ∀(i, j) ∈ {1, ..., l}, i < j − 1 =⇒ ni ∩ nj = {}
La prise en compte de cette contrainte dans la recherche de chemins peut eˆtre imple´mente´e de
deux fac¸ons : soit en ”e´purant” les chemins trouve´s (apre`s coup), soit en adaptant les algorithmes de
fac¸on a` restreindre leur recherche aux chemins valides. La deuxie`me solution semble naturellement
plus efficace, bien qu’elle ne soit pas toujours re´alisable. Elle utilisera une relation boole´enne de
compatibilite´ (ge´ome´trique) entre un nœud n du graphe et un chemin γ suppose´ valide, qui sera note´e
n ∩ γ = {} : elle signifiera que le nœud n peut eˆtre ajoute´ en aval du chemin et former ainsi un
nouveau chemin, note´ (n · γ) valide :
n ∩ γ = {} ⇐⇒ (γ valide =⇒ (n · γ) valide)
Dans ce cadre, les algorithmes construisant les chemins nœud par nœud pourront parfois eˆtre
adapte´s : il suffira de n’autoriser l’ajout d’un nœud a` un chemin que lorsque ce nœud est compatible
avec le chemin. Cette ope´ration de ve´rification sera cependant couˆteuse en temps de calcul : elle
ne´cessitera O(l) calculs d’intersections ge´ome´triques.
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3.4 Conclusion
L’e´tude des traces radar des avions montre que leur vitesse de roulage peut eˆtre mode´lise´e par
une fonction line´aire de´croissante du taux de virage. Les voies de circulation de l’ae´roport sont alors
repre´sente´es par un graphe oriente´, dont les couˆts repre´sentent initialement des temps de parcours. Ces
couˆts peuvent eˆtre ponde´re´s pour mode´liser les sens pre´fe´rentiels de circulation et la geˆne occasionne´e
par le passage d’un avion dans les aires de piste.
La structure meˆme du graphe permet ainsi de repre´senter presque toutes les contraintes lie´es a` la
circulation des avions : seule l’absence de boucle, au sens ge´ome´trique du terme, est de´finie comme
une contrainte supple´mentaire que devront respecter les chemins qui leur seront propose´s. La re-
cherche de chemins proprement dite demandera l’application d’algorithmes adapte´s au proble`me,




La mode´lisation du trafic au sol se de´finit en fonction des e´le´ments de l’ae´roport de´crits au chapitre
pre´ce´dent et sera a` la base de toutes les mesures qui pourront eˆtre effectue´es par simulation. Deux
objectifs principaux de´terminent le cadre dans lequel cette mode´lisation doit s’inscrire :
– Le premier est l’e´laboration de me´thodes d’optimisation pour la gestion du trafic au sol. Ce
point s’inscrit directement dans le cadre du ASMGCS (Advanced Surface Movement Guidance
and Control Systems), qui donne une priorite´ au de´veloppement d’outils d’aide au controˆle au
sol et a` la mise en œuvre de syste`mes automatiques de surveillance du trafic. `A plus ou moins
long terme, les me´thodes d’optimisation doivent eˆtre inte´grables dans le syste`me ope´rationnel,
ce qui ne sera possible que si la mode´lisation du trafic repre´sente correctement toutes les
contraintes et les inconnues relatives a` un environnement en temps re´el.
– Le second est la simulation en temps acce´le´re´ d’une journe´e de trafic sur l’ae´roport : il s’agit
de repre´senter l’e´volution du trafic de manie`re aussi re´aliste que possible, pour effectuer des
mesures globales sur la performance du syste`me (de´bits, chemins les plus emprunte´s, points
de congestion, de´lais, etc...). Ces mesures, qui seront souvent spe´cifiques a` chaque simulation,
peuvent servir par exemple a` e´valuer l’impact de nouvelles infrastructures pre´vues sur l’ae´roport
ou a` comparer entre elles des organisations ope´rationnelles diffe´rentes.
D’une manie`re ge´ne´rale, le trafic est initialement de´crit par les intentions des compagnies, donne´es
sous forme de plans de vol de´pose´s en avance. Les donne´es de´crivant ces plans de vol (de´taille´es en
annexe B) ne sont pas toujours comple`tes mais des traitements permettent d’en extraire un e´chantillon
de trafic relativement re´aliste (annexe C). Dans ce chapitre, les intentions des compagnies sont donc
suppose´es connues et cohe´rentes avec la description de l’ae´roport. Les premie`res parties e´laborent des
mode`les relativement classiques de pre´vision de trajectoires et de de´tection de conflits pour le trafic
au sol. La dernie`re partie de´crit l’assemblage de ces diffe´rents mode`les dans un environnement de
simulation, permettant de repre´senter l’e´coulement du trafic pendant toute une journe´e.
4.2 Pre´diction de trafic
4.2.1 De´finition et parame`tres de la pre´diction
Dans un souci de re´alisme et d’inte´gration potentielle dans un syste`me en temps re´el, le mode`le
de pre´diction doit traiter des situations de trafic telles qu’elles se pre´sentent au controˆle au sol : une
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FIG. 4.1 – Parame`tres de la pre´diction
situation est de´crite par les positions initiales des avions et par l’ensemble des trajectoires envisage´es
dans un futur proche, qui sera appele´ l’horizon de pre´diction.
Re´soudre la situation consistera a` choisir les trajectoires des avions sur la pe´riode conside´re´e,
de telle sorte qu’elles respectent les re`gles de se´paration entre avions. La qualite´ de la re´solution se
mesurera en fonction d’un crite`re global d’optimisation qui sera de´fini au prochain chapitre.
En temps re´el, les avions continuent d’avancer pendant que le syste`me effectue la re´solution de
la future situation : le syste`me doit donc toujours eˆtre en avance sur la re´alite´ et doit se mettre-
a`-jour re´gulie`rement avec les nouvelles positions des avions. Ce mode`le classique de pre´diction
[Durand 96a], inte´grable dans un syste`me en temps re´el, fait ainsi intervenir deux parame`tres prin-
cipaux (illustre´s figure 4.1) :
– L’horizon de pre´diction Hp de´finit l’anticipation du syste`me : il fixe la largeur de l’intervalle
de temps sur lequel chaque situation est optimise´e. Ce parame`tre doit eˆtre choisi judicieuse-
ment, comme un compromis entre le re´alisme et la qualite´ des solutions qui seront trouve´es : une
valeur trop e´leve´e aboutit a` des situations complexes (difficiles a` optimiser) et ge´ne´ralement ca-
duques, car relatives a` des e´ve´nements qui seraient impre´visibles dans un contexte ope´rationnel.
En revanche, une valeur trop faible correspond a` une vision restreinte du trafic et biaise le
proble`me d’optimisation. En pratique, Hp de´pendra de l’incertitude qui sera envisage´e sur les
vitesses de de´placement : sa valeur sera comprise entre 5 minutes (pour une incertitude e´leve´e)
et 10 minutes (incertitude tre`s faible).
– L’avance ∆ du syste`me sur la re´alite´ sera e´galement son pas de rafraıˆchissement. Ce pa-
rame`tre doit eˆtre compatible avec l’horizon de pre´diction :
∆ < Hp
Dans un contexte ope´rationnel, ∆ doit eˆtre un majorant du temps ne´cessaire a` chaque re´solution
(il limite donc la profondeur de la recherche d’une solution). Par contre, plus sa valeur est faible,
plus les de´cisions prises au cours des re´solutions passe´es pourront eˆtre remises en cause. Ce
parame`tre fixe donc le compromis entre la re´activite´ du syste`me et la qualite´ des solutions qu’il
propose (en pratique, sa valeur sera comprise entre 1 et 3 minutes).
4.2.2 Effet de l’horizon
Le caracte`re borne´ de l’horizon de pre´diction est une conse´quence des incertitudes inhe´rentes au
trafic ae´rien. Cet aspect peut pourtant causer un proble`me pour la re´solution des situations : le syste`me
n’a qu’une vision a` court terme du trafic et l’optimisation de la situation peut en eˆtre biaise´e.
– Ce phe´nome`ne, appele´ effet de l’horizon, peut notamment engendrer des situations sans solu-
tion. Pour le trafic au roulage, il peut s’agir par exemple de deux avions amene´s l’un en face de
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l’autre, a` la fin de la feneˆtre temporelle e´tudie´e (le syste`me ne de´tecte pas le proble`me mais par
la suite, le proble`me ne pourra plus eˆtre re´solu).
– Plus ge´ne´ralement, l’effet de l’horizon est accentue´ par des e´ve´nements majeurs (c’est-a`-dire
qui modifient conside´rablement l’e´valuation des solutions) risquant de se produire juste apre`s
la pe´riode e´tudie´e. Au niveau de l’ae´roport, l’atterrissage d’un avion en est un bon exemple : la
piste doit eˆtre impe´rativement libre et les se´parations avec le de´collage pre´ce´dent doivent eˆtre
respecte´es. La prise en compte de cet atterrissage peut donc modifier totalement la se´quence de
piste optimale pour la situation courante.
Pour palier l’effet de l’horizon, il est souvent ne´cessaire de conside´rer les situations a` venir sur
un horizon de pre´diction e´tendu, mais de manie`re moins de´taille´e : ceci permet d’ajuster le crite`re
d’optimisation pour la situation courante ou d’ajouter des contraintes supple´mentaires au proble`me
(ce point sera de´taille´ dans la partie 5.2.2).
Dans ce cas, l’intervalle de temps supple´mentaire qui sera e´tudie´ de manie`re plus macroscopique
sera de´limite´ par un horizon de pre´diction e´tendu He (figure 4.1) :
Isupp = [t+Hp; t+He]
Sur cet intervalle de temps, seuls seront conside´re´s les e´ve´nements majeurs (de´parts du parking et
atterrissages par exemple) : les positions pre´cises des avions ne seront pas calcule´es.
4.2.3 Mode`le de trajectoire
Discre´tisation du temps
Deux principales approches peuvent eˆtre employe´es pour repre´senter la situation sur l’horizon de
pre´diction :
– L’approche e´ve´nementielle consiste a` calculer et a` classer l’ensemble des e´ve´nements suscep-
tibles de survenir pendant cette pe´riode. Chacun d’eux est date´ et leur se´quence ordonne´e donne
une description de la situation.
– L’approche discre`te consiste a` diviser le temps en pe´riodes e´le´mentaires et a` de´crire l’e´tat de la
situation a` chaque pas de temps ainsi forme´.
La repre´sentation de´taille´e du trafic au roulage servira en particulier a` ve´rifier le respect des
se´parations entre avions a` chaque instant (et cette ope´ration s’ave´rera la plus pe´nalisante, comme cela
sera aborde´ dans la partie 4.3). La deuxie`me approche semble pour cela la plus adapte´e, puisqu’elle
fournit directement toutes les positions des avions a` chaque pas de temps, ce qui permet d’acce´le´rer
et de simplifier le calcul des distances.
Le temps sera donc discre´tise´ en pe´riodes e´le´mentaires : un parame`tre δ de´finit la largeur des pas
de temps conside´re´s. Pour assurer la pertinence du calcul des distances entre avions par rapport aux




Ou` D est la distance minimale impose´e entre avions et Vmax leur vitesse maximale de roulage,
de´finie dans la partie 3.2.3.
Trajectoire initiale
Dans une situation, diffe´rents chemins sont envisageables pour chaque avion (la recherche de ces
chemins fait partie de la re´solution de la situation, comme cela sera de´crit au chapitre 6). Initialement,
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FIG. 4.2 – Trajectoire discre´tise´e sans attente
l’avion est suppose´ suivre le plus court d’entre eux, sans s’arreˆter : ceci de´finit la trajectoire initiale
de l’avion, qui est la trajectoire qu’il est cense´ avoir sur l’horizon de pre´diction sans qu’aucun ordre
de controˆle ne lui soit donne´.
La trajectoire initiale d’un avion doit rester cohe´rente avec le crite`re d’optimisation : c’est en effet
a` partir de cette trajectoire que seront de´tecte´s les proble`mes a` re´soudre pour la suite de la simulation.
Elle doit donc correspondre a` la meilleure trajectoire pour l’avion (celle qu’il devrait suivre si aucun
autre avion n’e´tait pre´sent). Dans le mode`le, toutes les de´cisions pre´vues par la re´solution pre´ce´dente
(a` l’heure t − ∆ et sur l’intervalle de temps [t; t + Hp − ∆]) sont donc syste´matiquement annule´es
dans la pre´diction de trajectoire relative a` la nouvelle situation, concernant la pe´riode [t+∆, t+Hp].
En accord avec la discre´tisation du temps de´finie dans la partie pre´ce´dente, la trajectoire d’un avion
est une suite finie (pt)0≤t≤Hp de positions ponctuelles (ou` l’horizon de pre´diction Hp est exprime´ en
nombre de pas de temps e´le´mentaires). L’espacement de ces positions ponctuelles est naturellement
proportionnel a` la vitesse de de´placement en chaque point (figure 4.2) :
– Au roulage, la trajectoire est calcule´e en fonction des vitesses nominales de´finies dans la partie
3.2.
– Pendant les phases de de´collage et d’atterrissage proprement dites, la position exacte des avions
sur la piste a une importance pour les autres avions, comme cela sera de´crit dans la partie 4.3.1.
Les trajectoires pendant ces phases sont donc mode´lise´es en fonction de deux parame`tres adec
et aatt qui fixent respectivement l’acce´le´ration pendant le de´collage et la de´ce´le´ration pendant
l’atterrissage.
Manœuvres envisageables
Les manœuvres envisage´es pour chaque avion permettent de ge´ne´rer l’ensemble des trajectoires
susceptibles de lui eˆtre impose´es pour assurer les se´parations et optimiser la situation. Trois cate´gories
de manœuvres sont mode´lise´es. Elles sont calque´es sur les ordres classiques utilise´s par les controˆleurs
au sol :
– Une modification du chemin a` suivre : dans ce cas, un nouveau chemin est impose´ a` l’avion,
choisi parmi l’ensemble des chemins restant encore envisageables pour cet avion.
– Un ordre d’attente, sur une position particulie`re du chemin, jusqu’a` une heure de fin d’attente :
– Si l’avion atteint la position apre`s l’heure de fin d’attente, il n’attend pas. Cette particularite´
prendra toute son importance pour la pre´vision de trafic avec incertitudes.
– La position d’attente peut e´galement eˆtre au parking pour un de´part, ce qui correspond a`
retarder l’heure effective du de´part. Dans ce cas, l’occupation du parking par l’avion est
prolonge´e.
– Certaines positions correspondent a` des proce´dures qu’il est impossible d’interrompre et
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ne peuvent donc pas eˆtre prises pour position d’attente : le de´collage, l’atterrissage ou une
proce´dure de push-back.
– Un ordre de ralentissement en finale pour une future arrive´e : cette action est tre`s importante
sur les grands ae´roports pour l’optimisation des se´quences de piste. Cependant, elle est limite´e
et doit eˆtre anticipe´e pour eˆtre applicable : elle correspond a` avancer la sortie des « pleins
volets » avant l’atterrissage et elle doit eˆtre conside´re´e comme de´finitive (l’avion ne pourra
plus acce´le´rer par la suite). Un parame`tre λ de´finit pour cela le taux maximal de re´duction de
vitesse en finale (25% en pratique). Dans le mode`le, ce ralentissement revient a` retarder l’heure
d’atterrissage. Si l’ordre de ralentissement est donne´ d minutes avant l’heure d’atterrissage
initialement pre´vue, le retard maximal qui pourra eˆtre impose´ a` l’arrive´e avant l’atterrissage
sera donc borne´ par l’horizon de pre´diction :
Dmax(d) = λd donc : Dmax(d) < λHp
Remarque : Dans la re´alite´, une ve´ritable attente en l’air peut eˆtre impose´e aux arrive´es (proce´dures
de stack), mais ces ope´rations sont a` la charge du controˆle d’approche. Elles sont mode´lise´es par le
traitement initial des heures d’atterrissage (annexe C.4) : une fois en finale, si l’arrive´e ne peut pas eˆtre
retarde´e suffisamment pour be´ne´ficier de la piste, seule une remise de gaz peut eˆtre envisage´e (mais
cette manœuvre d’urgence ne sera pas mode´lise´e).
Les manœuvres ainsi de´finies peuvent naturellement eˆtre combine´es (changement de chemin avec
attente ou plusieurs attentes a` la suite). Une limite pourra eˆtre fixe´e sur le nombre de positions d’attente
imposables par avion dans chaque situation, pour rendre exploitables les actions si elles devaient eˆtre
entreprises dans un contexte ope´rationnel.
4.2.4 Incertitudes sur la vitesse
De´finition
La pre´vision de trafic est nettement plus re´aliste si elle tient compte des incertitudes lie´es aux
futures positions des avions : les solutions trouve´es seront plus robustes aux e´carts de trajectoires
(pour un syste`me ope´rationnel, la prise en compte des incertitudes est une ne´cessite´ absolue).
Au roulage, chaque avion se voit contraint de suivre un chemin impose´ par le controˆle au sol. Bien
que des erreurs de cheminement puissent avoir lieu (surtout sur des grands ae´roports comme Roissy),
ces cas extreˆmes ne peuvent pas eˆtre raisonnablement anticipe´s lors de l’optimisation des situations
(il serait impossible d’assurer les se´parations dans de telles conditions) : les avions seront suppose´s
suivre rigoureusement leur chemin.
Par contre, aucune vitesse de roulage n’est re´ellement impose´e, ce qui rend les vitesses re´elles
extreˆmement variables, comme cela a e´te´ e´tudie´ a` partir des traces radar dans la partie 3.2.
Un mode`le d’incertitude sur la vitesse de roulage est donc e´labore´ : a` chaque position p de l’avion,
l’e´cart entre sa vitesse re´elle v(p) et la vitesse nominale v0(p) pre´vue a` cet endroit est borne´e par un
taux d’incertitude δv. Les vitesses nominales e´tant conside´re´es comme des vitesses maximales de
roulage, le mode`le d’incertitudes s’e´crit :
∀p, (1− δv)v0(p) ≤ v(p) ≤ v0(p)
Il faut cependant restreindre les incertitudes aux positions de roulage seulement : de telles incerti-
tudes seraient inadapte´es aux aires de piste, ou` les avions doivent « expe´dier» la libe´ration de la piste
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FIG. 4.3 – Positions d’incertitudes
(au de´collage, a` l’atterrissage, ou pendant la traverse´e d’une piste) pour garantir l’e´coulement correct
du trafic. De plus, les normes de se´paration pour les se´quences de piste sont de´finies en temps et sont
fonction des turbulences de sillage (et non des distances entre avions). L’incertitude sur la vitesse sera
donc conside´re´e comme nulle dans les aires de piste.
Position d’un avion avec incertitudes
Dans la pre´vision de trafic, le taux d’incertitude sur la vitesse transforme la position d’un avion en
une ligne brise´e de positions possibles, le long d’une portion de son chemin (figure 4.3). Cette ligne
brise´e sera appele´e la zone d’incertitude de l’avion :
– La position la plus avance´e correspond a` la position qu’aurait l’avion s’il avait toujours roule´ a`
la vitesse nominale pre´vue, tandis que la position la plus recule´e correspond a` l’adoption de la
vitesse minimale.
– La longueur totale de cette ligne brise´e varie en fonction du temps et de la vitesse nominale : sur
les portions a` vitesse constante (une ligne droite par exemple), la zone d’incertitude augmente
line´airement avec le temps. Elle peut au contraire diminuer lorsque l’avion ralentit pour tourner.
– Au de´but de la pe´riode de pre´diction (e´tat initial de la situation), les zones d’incertitude des
avions ne sont pas force´ment ponctuelles car le syste`me e´tudie toujours la situation ∆ minutes
en avance [Granger 02]. La longueur maximale l0max des zones d’incertitude initiales est donc :
lmax(0) = ∆δvVmax
Plus ge´ne´ralement, la longueur maximale lmax(t) de la zone d’incertitude d’un avion a` l’instant
relatif t est donne´e par :
lmax(t) = (∆ + t)δvVmax
La discre´tisation du temps transforme cette relation en un nombre maximum de positions pos-
sibles, si ∆ et t sont exprime´s en nombre de pas de temps e´le´mentaires :
nmax(t) = 1 + E(δv(∆ + t)) (ou` E de´signe la partie entie`re)
Cette relation signifie que pour garder une qualite´ de pre´diction constante, la taille de l’horizon
de pre´diction doit eˆtre conside´re´e comme inversement proportionnelle a` l’incertitude δv.
– Dans les aires de piste, l’absence d’incertitude rend la longueur de la ligne brise´e uniquement
de´pendante de la vitesse nominale : une arrive´e conservera une position ponctuelle pendant
toute la phase d’atterrissage, jusqu’a` la libe´ration de la piste. Au contraire, un avion au de´part
conservera, pendant toute la dure´e du de´collage, l’amplitude (en temps) de la zone d’incertitude
qu’il avait au moment d’entrer sur la piste. Il en sera de meˆme pour un avion traversant une piste.
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FIG. 4.4 – Re´duction des incertitudes sur les points d’attente
´Evolutions de l’incertitude pendant les attentes
Un ordre d’attente impose´ a` un avion re´duit naturellement sa zone d’incertitude pendant la phase
d’attente, car l’heure de fin d’attente ne de´pend pas de l’heure d’arrive´e sur le point d’attente (figure
4.4). Ceci mode´lise la double utilite´ des ordres d’attente pour le trafic au sol : ils servent d’une part a`
assurer les se´parations entre avions, et d’autre part a` rendre la pre´diction de trafic plus pre´cise.
La re´duction de l’incertitude pendant les attentes est en re´alite´ indispensable pour l’optimisation
des se´quences de piste : la mise en attente des de´parts devant la piste (au point d’arreˆt) rend la zone
d’incertitude de l’avion ponctuelle avant le de´collage, ce qui est la seule fac¸on de maximiser l’utilisa-
tion de la piste.
4.3 De´tection de conflits
4.3.1 Re`gles de se´paration
Dans cette partie, les notions classiques de conflits entre une paire d’avions et de de´tection de ces
conflits par un mode`le pre´dictif ([Durand 96a], [Granger 02]) sont reprises et adapte´es au trafic au sol
sur un ae´roport.
L’objectif est donc de de´tecter l’ensemble des violations de normes de se´paration pre´visibles,
e´tant donne´ une description de la situation, ou plus pre´cise´ment un ensemble de trajectoires et de ma-
nœuvres impose´es sur l’horizon de pre´diction. Ceci ne´cessite la de´finition d’un mode`le de se´paration :
– Le mode`le de se´paration est ge´ne´ralement une simplification des re`gles re´elles : certaines de
ces re`gles peuvent en effet de´pendre de phe´nome`nes non mode´lise´s comme les conditions
me´te´orologiques (les re`gles de se´paration lie´es aux turbulences de sillages des avions peuvent
par exemple eˆtre adapte´es en fonction du vent) ou de certaines pratiques ope´rationnelles qui se-
raient difficiles a` de´finir rigoureusement. Pour e´viter que cette simplification rende les solutions
caduques, il faut veiller a` ce que le mode`le reste toujours plus pe´nalisant que les re`gles re´elles.
– Les me´thodes de re´solution doivent faire le moins d’hypothe`ses possible sur le mode`le de
se´paration, afin que l’affinement ou l’adaptation de ce dernier ne modifie pas leur efficacite´.
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– Le mode`le de se´paration de´pend du cadre e´tudie´ : pour le trafic au sol, on peut notamment dis-
tinguer les se´parations au roulage seulement (assure´e par la fre´quence SOL, en dehors de toute
aire de piste) et les se´parations impose´es pour les se´quences de piste (ge´re´es par la fre´quence
LOC). Il est cependant difficile et pe´nalisant de se´parer les deux proble`mes, qui ne sont pas
inde´pendants :
– Pendant les pe´riodes charge´es de la journe´e, les files d’attente d’avions au de´collage peuvent
atteindre des tailles conse´quentes et bloquer certaines voies de circulation e´loigne´es des aires
de piste.
– L’ordre dans lequel les de´parts se pre´sentent a` la piste est le re´sultat de toute leur phase de
roulage et modifie conside´rablement les retards engendre´s.
Pour ces raisons, toutes les re`gles de se´paration de´finies pour le trafic au sol seront mode´lise´es et
classe´es en trois cate´gories : les re`gles au parking, au roulage et dans les aires de piste. En fonction
des objectifs d’une simulation, chacune des cate´gories pourra e´ventuellement eˆtre occulte´e.
Se´parations au parking
Les avions gare´s sont suppose´s isole´s du reste du trafic (dans la plupart des cas, les voies de
circulation sont pre´vues pour e´viter tout proble`me avec ces avions). Seule l’occupation du parking est
donc conside´re´e : deux avions ne peuvent occuper un parking au meˆme moment.
Les de´pendances pouvant exister entre parkings ne seront donc pas mode´lise´es par des re`gles de
se´paration (car ces de´pendances ne sont pas de´crites, comme cela est analyse´ en annexe B.2.2). La
cohe´rence des parkings affecte´s aux avions ne sera donc pas remise en cause et sera suppose´e e´viter
ces proble`mes.
Se´parations au roulage
Au roulage, une norme de se´paration en distance D est requise : la distance entre deux avions doit
toujours eˆtre supe´rieure a` cette norme (la valeur commune´ment admise dans les simulateurs d’ae´roport
e´tant de 60 me`tres). En re´alite´, la norme de se´paration peut eˆtre re´duite sur certaines voies de circu-
lation particulie`res, en fonction du type des avions (annexe A.2). Cet aspect pourrait facilement eˆtre
mode´lise´ (le type des avions est connu) mais ces voies ne sont pas de´crites.
Seule la norme de se´paration D est donc conside´re´e dans la version actuelle du simulateur, ce qui
mode´lise une re`gle ge´ne´rale de se´paration plus restrictive que la re´alite´.
Se´parations dans les aires de piste
Dans les aires de piste, les re`gles de se´quencement suivantes viennent s’ajouter a` la norme de
se´paration en distance D de´finie dans la partie pre´ce´dente :
1. Un seul de´collage ou atterrissage a` la fois est autorise´ sur chaque piste.
2. Une se´paration en temps est impose´e entre chaque de´collage ou atterrissage. Ce temps sera
de´fini en fonction du type (de´collage ou atterrissage) et de la cate´gorie de turbulence de sillage
(le´ger, moyen ou lourd) des deux avions implique´s, comme cela est de´crit par le tableau 4.1. Le
mode`le correspond aux re`gles « standard » de se´paration : les mesures minimales observe´es
lui sont infe´rieures, sauf pour les cate´gories L, dont le nombre est trop faible pour que les
observations soient repre´sentatives.
3. La circulation dans les aires de piste est autorise´e derrie`re l’e´ventuel de´collage ou atterrissage
en cours. Ceci concerne les de´parts rejoignant l’axe de piste ou les avions traversant la piste au
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Observe´es (24/03/2000) / Mode`le (secondes)
2e`me avion
Atterrissage De´collage
1er avion L M H L M H
L 105 / 60 80 / 60 125 / 120 — / 60 55 / 60 70 / 120
Att. M 80 / 120 65 / 60 50 / 60 65 / 120 50 / 60 55 / 60
H — / 180 85 / 90 95 / 90 — / 60 60 / 60 70 / 90
L — / 60 55 / 60 — / 60 95 / 60 50 / 60 60 / 60
Dec. M 80 / 120 55 / 60 45 / 60 50 / 60 45 / 60 55 / 60
H 70 / 180 75 / 120 85 / 120 130 / 180 115 / 120 80 / 120
TAB. 4.1 – Se´parations minimales (sec.) pour les se´quences de piste
roulage. Cette re`gle autorise donc l’alignement multiple des avions sur la piste, comme cela est
souvent pratique´ par les controˆleurs pour optimiser une se´quence de de´collage.
4.3.2 Conflits entre avions
Deux avions seront dit en conflit a` chaque fois que leurs trajectoires pre´vues ne respectent pas
l’une des re`gles de se´paration. Chaque conflit peut eˆtre caracte´rise´ par :
– La paire d’avions concerne´e ;
– L’instant (le pas de temps) du conflit ;
– La nature du conflit (au parking, au roulage ou sur la piste).
Ces informations pourront eˆtre utiles pour orienter la recherche de solutions (par l’interme´diaire
d’heuristiques) ou adapter le crite`re d’optimisation aux situations conflictuelles.
4.3.3 Gestion des incertitudes
Pre´sentation
La prise en compte des incertitudes sur la vitesse augmente la complexite´ de la de´tection de conflits
mais ne modifie en rien les re`gles de se´paration : pour eˆtre se´pare´s, deux avions doivent pouvoir se
trouver n’importe ou` dans leur zone d’incertitude sans jamais eˆtre en conflit. Cette notion permet de
transposer les re`gles de se´paration ponctuelles en re`gles de se´paration avec incertitudes : deux avions
sont se´pare´s si leurs zones d’incertitude le sont.
La figure 4.5 illustre dans ce cadre les trois cate´gories de conflits de´tecte´s dans le mode`le avec
incertitudes.
Gestion des avions qui se suivent
Une exception doit cependant eˆtre conside´re´e pour les avions qui se suivent : il s’agit d’un cas
particulier ou` les re`gles de se´paration classiques ne peuvent eˆtre applique´es, car le deuxie`me avion
serait contraint de rouler a` la vitesse minimale, ce qui n’est ni re´aliste, ni approprie´ a` l’optimisation.
Dans ce cas pre´cis, il faut donc conside´rer que le deuxie`me pilote adaptera sa vitesse en fonction de
celle du premier. Les zones d’incertitude ne sont pas modifie´es mais elles deviennent conditionnelles
(la vitesse du second est fonction de celle du premier). L’identification des cas ou` deux avions se
suivent permet de prendre en compte ces incertitudes conditionnelles :
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0 100
0 100 0 1000
Conflit au parking Conflit au roulage Conflit dans l’aire de piste
FIG. 4.5 – Conflits avec incertitudes
0 100 0 1000
0 100
Conflit de´tecte´ Train d’avions sans conflit Avions se se´parant
FIG. 4.6 – Conflits entre avions qui se suivent
1. Les positions principales des avions sont se´pare´es et ne correspondent pas a` des positions de
de´collage ou d’atterrissage.
2. Leurs zones d’incertitude ne sont pas totalement se´pare´es.
3. Le deuxie`me avion est passe´ par la position la plus recule´e de la zone d’incertitude du premier.
Plus rigoureusement, cette position particulie`re du premier avion doit eˆtre en conflit avec la
zone d’incertitude du second : cette condition assure re´trospectivement que les avions sont l’un
derrie`re l’autre et que leur ordre ne peut eˆtre autrement (meˆme si le premier avion a toujours
adopte´ la vitesse minimale).
Sous ces conditions, les avions qui se suivent seront de´clare´s se´pare´s. La figure 4.6 montre des
exemples d’application de ces re`gles, notamment dans le cas d’un train d’avions (plusieurs avions se
suivent mutuellement), comme cela peut souvent eˆtre observe´ sur le trafic re´el.
Simplification de la de´tection de conflits
L’analyse des e´volutions des zones d’incertitude des avions permet par ailleurs de simplifier
conside´rablement la de´tection des conflits avec incertitudes, en alte´rant toutefois leur de´finition : ces
zones sont continues et e´voluent dans le sens de de´placement des avions, le long de leur chemin.
La comparaison des positions de deux avions peut donc eˆtre re´duite a` la comparaison syme´trique de
la position la plus avance´e de l’un des avions avec la zone d’incertitude de l’autre : dans ce cas, le
conflit ne sera de´tecte´ qu’aux premiers pas de temps ou` les zones d’incertitude ne sont plus totalement
se´pare´es (le nombre de conflits de´tecte´s entre deux avions sera donc diminue´) mais les paires d’avions
en conflit sont identiques dans les deux mode`les de de´tection.
La figure 4.7 donne un exemple d’application de ces re`gles simplifie´es.
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0 100 0 100 0 100
De´but du conflit Suite du conflit Fin (pre´mature´e) du conflit
FIG. 4.7 – Simplification des conflits avec incertitudes
4.3.4 Optimisation et complexite´ de la de´tection de conflits
La de´tection des conflits entre une paire d’avions consiste a` relever tous les pas de temps ou` ces
deux avions ne sont pas se´pare´s :
Sans incertitude, cette ope´ration demande Hp comparaisons de positions ponctuelles (ou` Hp est
exprime´ en nombre de pas de temps) ;
Avec incertitudes, chaque zone d’incertitude des avions peut eˆtre constitue´e au maximum de 1 +
E(δv(∆ + Hp)) positions ponctuelles a` chaque pas de temps (comme cela a e´te´ de´crit dans
la partie 4.2.4) et chacune de ces zones doit eˆtre compare´e avec la position la plus avance´e de
l’autre avion (comme cela a e´te´ de´crit dans la partie 4.3.3).
Si l’on conside`re que les parame`tres ∆ et δ sont fixes, la de´tection demandera donc O(δvHp)
comparaisons de positions a` chaque pas de temps, soient O(δvH2p ) comparaisons sur l’horizon
de pre´diction.
Pour N avions (soient N(N−1)2 paires) la complexite´ de la de´tection de conflits est donc :
O(N2Hp) sans incertitude et O(δVN2H2p ) avec incertitudes.
Compare´e a` la pre´vision de trajectoire (qui demande NHp ope´rations dans tous les cas), la
de´tection de conflits est l’ope´ration la plus pe´nalisante. Meˆme si les simulations avec incertitudes
sont effectue´es avec un horizon de pre´diction plus faible, la complexite´ de la de´tection de conflits
augmente avec le carre´ de l’horizon et le carre´ du nombre d’avions. Ceci rend ne´cessaire son opti-
misation : en dehors des aires de piste, la de´tection peut eˆtre acce´le´re´e car seules les distances entre
avions sont conside´re´es alors que leurs vitesses sont borne´es. La mesure de la distance d(t) entre deux
avions a` un pas de temps donne´, lorsqu’elle est supe´rieure a` la norme de se´paration D, permet de
calculer le prochain pas de temps t′ ou` les avions risquent d’eˆtre en conflit :
t′ = t+ 1 +
d(t)−D
2δVmax
L’algorithme II.1 utilise cette relation pour optimiser la de´tection des conflits au roulage d’une
paire d’avions.
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Detect roulage(a1, a2) :
soit γ : {} (Heures des conflits de´tecte´s)
soit t : max(0, min(Hp, max(de´but(a1), de´but(a2)))) (De´but du roulage)
soit t1 : max(0, min(Hp, min(fin(a1), fin(a2)))) (Fin du roulage)
tant que t ≤ t1
soit d : distance(position(a1, t), position(a2, t))
si d < D alors⌊
γ ← γ ∪ {t}
t← t+ 1
sinon⌊















FIG. 4.8 – Simulation tabule´e
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4.4 Environnement de simulation
4.4.1 Ite´rations du syste`me
En accord avec le mode`le de pre´diction, la simulation d’une journe´e de trafic consiste a` re´soudre
successivement les situations, en de´duisant chaque nouvelle situation de la dernie`re re´solution (figure
4.8). Une simulation se de´roule donc en plusieurs e´tapes :
1. Le traitement des plans de vol est tout d’abord effectue´ et le trafic sur l’ae´roport est conside´re´
comme nul (aucun avion n’est en mouvement). L’heure simule´e t correspond a` l’heure d’acti-
vation du premier plan de vol de la journe´e de trafic (qui peut eˆtre la veille avant minuit).
2. `A chaque ite´ration, la situation de trafic doit eˆtre e´tudie´e et re´solue sur l’horizon de pre´diction.
Dans un contexte ope´rationnel, ces ope´rations doivent eˆtre commence´es a` l’heure re´elle t −∆
et termine´es avant t. Dans le contexte de la simulation, ces ope´rations se de´roulent de la fac¸on
suivante :
(a) La nouvelle situation est tout d’abord construite :
– Les nouveaux mouvements, dont les plans de vol commencent avant la fin de l’horizon,
doivent eˆtre active´s. Lors de cette activation, un ensemble de chemins doit eˆtre envisage´
pour chaque mouvement et un de ces chemins (le plus court) lui est initialement attribue´.
Les me´thodes de recherche de ces chemins sont de´crites au chapitre 6.
– Inversement, les mouvements termine´s avant l’heure courante t sont supprime´s de l’en-
semble des mouvements actifs.
– Si la situation pre´ce´dente contenait des mouvements non termine´s, leur trajectoire pre´-
vue par la dernie`re re´solution entre t − ∆ et t est conside´re´e comme de´finitive a` cette
e´tape : leur future position (a` l’heure t) est prise en compte, ce qui restreint ge´ne´ralement
l’ensemble des chemins qui peuvent encore leur eˆtre propose´s.
(b) La situation ainsi e´labore´e peut eˆtre re´solue : la formulation rigoureuse du proble`me et
les me´thodes envisage´es pour le re´soudre seront de´crites dans les chapitres suivants. Les
manœuvres re´sultantes devront eˆtre applique´es rigoureusement entre t et t+∆, alors que
le syste`me e´tudiera la situation suivante (a` t = t+∆).
(c) La simulation s’arreˆte lorsque tous les plans de vol ont e´te´ traite´s et qu’il n’y a plus de
mouvements actifs.
4.4.2 Passage a` la situation suivante avec incertitudes
La prise en compte des incertitudes sur la vitesse laisse plusieurs possibilite´s pour effectuer le
passage a` l’e´tape suivante de la simulation, une fois que la situation courante est re´solue : dans un
environnement en temps re´el, le syste`me serait rafraıˆchi a` chaque nouvelle e´tape (les positions re´elles
des avions a` t−∆ seraient prises en compte pour e´tudier la situation sur [t; t+Hp]). Dans la simulation,
ceci revient a` rendre ponctuelle la position initiale de chaque avion avant de construire la prochaine
situation. Deux principales strate´gies peuvent eˆtre employe´es :
– La position initiale de chaque avion est re´duite a` sa position principale (celle qui correspond au
roulage a` la vitesse nominale).
– La position initiale de chaque avion est choisie ale´atoirement dans sa zone d’incertitude initiale.
Ces deux strate´gies devraient eˆtre e´quivalentes a` partir du moment ou` les me´thodes de re´solutions
n’anticipent pas ce choix.
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La premie`re strate´gie sera employe´e pour comparer les me´thodes de re´solution, car elle assure que
le re´sultat des simulations n’est pas influence´ par le choix ale´atoire de la position re´elle des avions.
La deuxie`me solution permet de simuler concre`tement les effets des variations de vitesses sur
l’e´volution des situations et elle sera donc imple´mente´e, en traitant le cas des zones d’incertitude
conditionnelles entre avions qui se suivent.
4.5 Conclusion
Un mode`le de trajectoire, base´ sur une repre´sentation discre`te du temps, est associe´ a` un mode`le
ge´ne´ral de pre´diction de trafic pouvant prendre en compte les incertitudes sur les vitesses de roulage
des avions.
Dans chaque situation, les re`gles de se´parations permettent de de´tecter les conflits entre chaque
paire d’avions et identifient ainsi les avions dont la trajectoire doit eˆtre modifie´e, en fonction d’un
mode`le de manœuvre repre´sentant les ordres de controˆle.
L’environnement de simulation permet de ge´ne´rer dynamiquement l’ensemble des situations de
trafic d’une journe´e. Le re´alisme de la simulation de´pendra alors de la re´solution de chacune de ces




L’environnement de simulation et la mode´lisation du trafic pre´sente´s dans le chapitre pre´ce´dent
permettent de ge´ne´rer des situations de trafic au sol. Cependant, pour que ces situations soient vrai-
ment repre´sentatives du trafic re´el, elles doivent eˆtre re´solues a` chaque e´tape de la simulation :
1. Un ensemble de chemins alternatifs doit eˆtre affecte´ a` chaque avion : cette e´tape de´finira en
fait l’espace de recherche du proble`me pose´ par chaque situation de trafic et sera effectue´e en
fonction du graphe des voies de circulation de l’ae´roport, lors de l’activation des plans de vol.
2. Les se´parations entre avions doivent eˆtre assure´es sur l’horizon de pre´diction : il faut trouver
les manœuvres a` imposer a` chaque avion pour que leurs trajectoires soient repre´sentatives des
espacements re´glementaires. Ces notions apparaissent comme des contraintes du proble`me.
3. Les trajectoires re´sultantes doivent eˆtre optimales : l’arreˆt de tous les avions, qui est une solution
triviale pour assurer les se´parations, n’est pas acceptable. Il faudra donc de´finir un ou plusieurs
crite`res d’optimisation, pour e´valuer les solutions et extraire la ou les meilleures d’entre elles,
selon ce crite`re.
La re´solution d’une situation de trafic peut ainsi eˆtre formule´e comme un proble`me d’optimisation
sous contraintes, comme cela sera pre´cise´ dans une premie`re partie. Une analyse de la complexite´ du
proble`me montrera, dans les parties suivantes, que ce dernier est fortement combinatoire et qu’il sera
ne´cessaire de le de´composer en sous proble`mes inde´pendants, a` chaque fois que cela est possible.
5.2 Le proble`me a` re´soudre
5.2.1 Variables
Les variables du proble`me doivent fixer la trajectoire de chaque avion implique´ dans la situation.
L’espace E de l’ensemble de ces variables doit donc correspondre a` toutes les combinaisons de toutes
les trajectoires envisageables. Rapporte´ aux mode`les de trajectoires et de manœuvres e´labore´s dans le
chapitre pre´ce´dent, ces variables doivent de´crire, pour chaque avion :
Le chemin a` suivre : ce chemin devra eˆtre choisi parmi l’ensemble des chemins possibles pour
l’avion (la fac¸on d’obtenir cet ensemble est de´crite au chapitre 6).
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Les attentes qui lui sont impose´es, chacune d’elles se de´finissant par la position d’attente et l’heure
jusqu’a` laquelle l’avion doit attendre (pour plus de re´alisme ope´rationnel, le nombre de positions
d’attente peut eˆtre limite´).
L’ordre de ralentissement en finale pour les futures arrive´es, qui correspond a` un de´calage de
l’heure effective d’atterrissage.
Plusieurs descriptions de ces manœuvres peuvent eˆtre envisage´es pour de´finir pre´cise´ment les
variables du proble`me. L’ordre de ralentissement en finale peut eˆtre mode´lise´ comme une position
d’attente avant l’atterrissage, dont la dure´e est borne´e. Pour N avions (ai)1≤i≤N ayant respectivement
ηi chemins envisageables et limite´s a` Ω positions d’attente, on peut alors de´finir :
∀i ∈ {1, ..., N},{
νi ∈ {1, ..., ηi} : indice du chemin a` suivre
(pik, tik)1≤k≤Ω ∈ ({0, ..., Hp − 1}2)Ω : suite des positions et heures de fin d’attente
Dans ce cadre, pik est exprime´ en nombre de pas de temps pour atteindre la position d’attente dans
la trajectoire principale et tik est exprime´ en nombre de pas de temps depuis l’heure courante. Pour
chaque avion i, les suites (pik)k et (tik)k seront suppose´es strictement croissantes.
Cette formulation ge´ne´rale des variables sera utilise´e dans toute cette partie : le terme solution
de´signera une instanciation particulie`re de ces variables, qu’elle soit ou non dans le domaine admis-
sible de´fini par les contraintes du proble`me.
5.2.2 Contraintes
Contraintes e´le´mentaires
Les contraintes e´le´mentaires sont relatives aux domaines de de´finition des variables : pour corres-
pondre a` un ordre d’attente cohe´rent, la ne`me attente de l’avion i, de´crite par les variables (pin, tin)
doit eˆtre fixe´e en fonction des attentes pre´ce´dentes (pour n > 1), de´crites par les variables (pik, tik)k<n.
Pour cela, il faut conside´rer le retard cumule´ maximal de l’avion i apre`s sa ke`me attente, qui est donne´e
directement par tik − pik, puisque les positions d’attente sont suppose´es classe´es. Les domaines de
variation de ces variables sont donc lie´s entre eux de la fac¸on suivante :
∀i ∈ {1, ..., N}
0 ≤ pi1 ≤ ti1 ≤ Hp
∀k ∈ {2, ...,Ω},
{
pi(k−1) ≤ pik
pik + ti(k−1) − pi(k−1) ≤ tik ≤ Hp
Des contraintes supple´mentaires concernent la limite de « l’attente » avant atterrissage, pour les
arrive´es non encore pose´es au de´but de la pe´riode de pre´diction. Si l’heure d’atterrissage initiale-
ment pre´vue est tai > 0, l’ordre de ralentissement en finale est donne´ par p1i = tai et la contrainte
supple´mentaire s’e´crit :
0 ≤ ti1 − pi1 < λtai
Ou` λ de´signe le taux maximal de re´duction de vitesse en finale (de´fini dans la partie 4.2.3).
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FIG. 5.1 – Face-a`-face a` la fin de l’horizon
Contraintes de se´paration
L’absence de conflit entre avions peut eˆtre formule´ par les Hp N(N−1)2 contraintes de se´paration
suivantes :
∀t ∈ {0, ..., Hp − 1} ∀i ∈ {2, ..., N} ∀j ∈ {1, ..., i− 1} cij(t) = 0
Ou` cij(t) ∈ {0, 1} indique si la paire d’avions (ai, aj) est en conflit au pas de temps t, en fonction
des variables νi, νj , (pik, tik)1≤k≤Ω et (pjk, tjk)1≤k≤Ω.








La ve´rification d’admissibilite´ d’une solution ne´cessite :
1. Le calcul des trajectoires des avions sur l’horizon de pre´diction ;
2. La de´tection des conflits entre chaque paire d’avions.
Contraintes relatives a` l’effet de l’horizon
Une analyse de la situation sur l’horizon de pre´diction e´tendu He (de´fini dans la partie 4.2.2)
permet d’e´viter deux types de proble`mes lie´s a` l’effet de l’horizon :
1. La mise en face-a`-face de deux avions a` la fin de l’horizon peut eˆtre caracte´rise´e par une re`gle
simple : la position finale de chacun des avions (a` t = Hp) est en conflit avec le futur chemin
(sur l’horizon e´tendu) de l’autre avion, comme illustre´ figure 5.1.
2. L’indisponibilite´ de la piste a` la fin de l’horizon correspond soit a` l’occupation de la piste par
un avion, soit a` un de´collage a` forte turbulence de sillage. Cette situation, dangereuse lorsque
des atterrissages sont pre´vus, peut eˆtre de´tecte´e simplement en e´tudiant les futures arrive´es, sur
l’horizon e´tendu.
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Dans les deux cas, la taille de l’horizon e´tendu He a une importance : plus elle est grande, plus la
re`gle est pe´nalisante. Pour eˆtre adapte´e au proble`me, sa valeur doit correspondre :
– au temps de parcours de la plus grande ligne droite sans intersection pour la premie`re re`gle ;
– et au temps maximal de se´paration sur la piste pour la seconde.
En pratique, He sera de l’ordre de quelques minutes dans les deux cas.
Ces re`gles pourront eˆtre conside´re´es comme des contraintes, selon la me´thode de re´solution em-
ploye´e. Dans l’affirmative, le non respect d’une de ces re`gles sera mode´lise´ (et caracte´rise´) par un
conflit a` la fin de l’horizon, entre les paires d’avions concerne´s : dans le cas de la disponibilite´ de la
piste, la prochaine arrive´e pre´vue est conside´re´e en conflit avec tout avion occupant la piste a` la fin de
l’horizon, (meˆme si cette arrive´e n’est pas re´ellement active dans la situation e´tudie´e).
5.2.3 Crite`re d’optimisation
Le crite`re d’optimisation doit e´valuer globalement chaque solution admissible. La mise au point
de ce crite`re fait ne´cessairement intervenir des notions subjectives :
– Des crite`res rigoureusement de´finis, comme la longueur ou le nombre de virages du chemin,
peuvent eˆtre juge´s plus repre´sentatifs que les temps de parcours, qui de´pendent de la vitesse de
roulage et donc des habitudes des pilotes.
– Un de´tour (rallongement souvent irre´versible du temps de roulage) doit eˆtre mis en concurrence
avec une attente provisoire le long d’un chemin plus court.
– Les attentes au parking peuvent eˆtre privile´gie´es, pour e´viter la congestion des voies de circu-
lation et rendre l’embarquement des passagers moins contraignant.
– Certains avions peuvent eˆtre juge´s plus prioritaires, parce qu’ils ont de´ja` un retard conse´quent,
ou parce qu’ils sont contraints de respecter un cre´neau de de´collage.
Loin d’eˆtre exhaustive, cette liste montre que le crite`re d’optimisation doit absolument rester
e´volutif pour eˆtre affine´ en fonction du type de trafic de chaque ae´roport. Les me´thodes d’optimi-
sation qui seront de´veloppe´es doivent donc faire le moins d’hypothe`ses possible sur ce crite`re, qui
sera vu initialement comme une fonction a` minimiser, ne posse´dant aucune proprie´te´ particulie`re.
Cette liste montre e´galement que beaucoup de notions plus ou moins mesurables peuvent inter-
venir et qu’il sera inte´ressant de trouver plusieurs solutions admissibles : le choix final d’une de ces
solutions peut revenir aux ope´rationnels, en fonction de leur expertise des situations. Dans ce cadre,
la de´finition d’un crite`re multi-objectifs (une fonction multi-dimensionnelle a` optimiser) peut sembler
attrayante.
Crite`re mono-objectif
Un premier crite`re mono-dimensionnel relativement simple peut eˆtre de´fini, en fonction de la
somme des temps de roulage supple´mentaires L(ν) due aux choix des chemins suivis par les avions
et des attentes D(p, t) qui leurs sont impose´es :
f(ν, p, t) = αL(ν) +D(p, t)
Ou` α > 1 ponde`re la pe´nalite´ des de´tours par rapport aux retards. Si li(νi) de´signe le temps de















FIG. 5.2 – Surface de pareto en recherche multi-objectifs
Dans ce cas, le retard impose´ a` l’avion sera juge´ α fois plus pe´nalisant lorsqu’il est duˆ a` un
de´tour que lorsqu’il est duˆ a` une attente. `A retard e´gal, il sera donc toujours pre´fe´rable d’attendre
que d’emprunter un de´tour (α > 1) : dans toute la suite, ce crite`re sera celui utilise´ par de´faut pour
l’optimisation du trafic au sol, avec α = 32 .
Crite`re multi-objectifs
Dans la recherche multi-objectifs, la fonction f est multi-dimensionnelle et chaque dimension
repre´sente un crite`re mono-objectif particulier fi que l’on cherche par exemple a` minimiser :
f = (f1, ...fi..., fn)
Les solutions sont compare´es par la relation de dominance, de´finie par rapport a` f sur l’espace de
recherche :
∀(s1, s2) ∈ E2, s1 domine s2⇐⇒
{
s1 est admissible
s2 non admissible ou ∀i ∈ {1, ..., n}, fi(s1) < fi(s2)
Cette relation de dominance n’est pas une relation d’ordre total, mais elle permet de caracte´riser
l’ensemble des solutions qui ne sont domine´es par aucune autre : cet ensemble de solutions admissibles
est appele´ la surface de Pareto du proble`me (figure 5.2). Chacune de ces solutions peut eˆtre conside´re´e
comme un optimum puisqu’elle correspond a` un point pour lequel aucun crite`re ne peut eˆtre ame´liore´
sans en pe´naliser d’autres.
La recherche multi-objectifs est par de´finition plus complexe que la recherche mono-objectif (les
optima locaux sont souvent plus nombreux) mais peut parfois apporter de meilleures solutions lorsque
le proble`me est re´solu par algorithmes ge´ne´tiques, car la diversification de la population peut s’ave´rer
meilleure.
Dans le cas de l’optimisation du trafic au sol, les crite`res envisage´s par les ope´rationnels sont
ge´ne´ralement classe´s par ordre de priorite´ et peuvent eˆtre ponde´re´s aise´ment au sein d’un unique
crite`re mono-dimensionnel : l’utilisation de la recherche multi-objectifs ne semble donc pas indispen-
sable et ne sera pas de´veloppe´e par la suite, bien que cette voie me´rite amplement d’eˆtre approfondie
au cours d’e´tudes ulte´rieures.
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5.3 Analyse du proble`me
5.3.1 Complexite´
Tel qu’il est formule´ dans la partie pre´ce´dente et en supposant toujours qu’un nombre maximum
de η chemins est envisage´ par avion, le proble`me a` N avions est de´crit par :
– N variables entie`res (νi)1≤i≤N dans {1, ..., η} ;
– 2ΩN variables entie`res (pij , tij)1≤i≤N, 1≤j<Ω dans {0, ..., Hp}.
La taille de l’espace de recherche peut donc eˆtre exprime´e par :
|E| = O(ηNH2ΩNp )
Le proble`me est donc fortement combinatoire par rapport au nombre d’avions implique´s et a` la




N = 5 avions
Hp = 5 minutes de pre´diction (soient 60 pas de 5 secondes)
η = 5 chemins par avion
Ω = 2 positions d’attentes par avion
On obtient : |E| > 1039 solutions.
5.3.2 Composantes connexes
Une analyse plus ge´ne´rale du proble`me de re´solution de conflits montre que le nombre de com-
posantes connexes du proble`me est lui-meˆme combinatoire, car les contraintes de se´paration divisent
fortement l’espace des solutions admissibles :
– L’e´tude du proble`me a` N avions pour le trafic en route ([Durand 96a]) montre que le nombre
de composantes connexes est exponentiel par rapport au carre´ du nombre d’avions.
– Ce re´sultat reste valable pour le trafic au sol tel qu’il est mode´lise´ :
– Pour deux avions en conflit sur un de leur chemin particulier, deux espaces disjoints de so-
lutions admissibles peuvent eˆtre distingue´s, selon que le premier avion s’arreˆte pour laisser
passer l’autre ou non.
– Si l’on conside`re tous les chemins envisage´s pour les deux avions, on peut obtenir jusqu’a` η2
paires de chemins conflictuels, soient 2η2 composantes disjointes.






Cette expression est naturellement un majorant du nombre effectif de composantes disjointes
(car beaucoup de composantes peuvent eˆtre vides ou confondues), mais il n’existe pas de me´thodes
connues pour le savoir a` l’avance : meˆme si a` l’inte´rieur de chaque composante, des me´thodes de
recherche peuvent eˆtre de´veloppe´es pour trouver tre`s rapidement l’optimum local, le nombre de ces
composantes est lui-meˆme rapidement prohibitif :
Pour
{
N = 5 avions
η = 5 chemins par avion
On peut obtenir plus de 1016 composantes connexes.











FIG. 5.3 – Clusters d’avions en conflit
5.3.3 Domaine d’admissibilite´ et optimum
Comme dans tout proble`me de minimisation sous contraintes, les solutions optimales se trouvent
souvent sur les frontie`res du domaine admissible : dans le cas du crite`re global de´fini au 5.2.3 en
fonction des de´lais et des de´tours, une diminution e´le´mentaire du de´lai d’un seul avion ai dans une
solution optimale repre´sente ne´cessairement une violation de contrainte, alors qu’une seule variable
boole´enne tij aura e´te´ modifie´e.
5.4 De´composition en proble`mes inde´pendants
5.4.1 Principes
La complexite´ e´leve´e du proble`me pose´ par chaque situation de trafic incite a` le diviser autant
que possible en sous proble`mes inde´pendants. Dans cette partie, une me´thode simple pour diviser le
proble`me, tre`s utilise´e pour la re´solution des conflits en route ([Durand 96a]) est reprise et applique´e
au trafic au roulage : l’ensemble des avions est divise´ en groupes d’avions en conflits, appele´s clusters.
Chaque cluster peut initialement eˆtre re´solu se´pare´ment des autres.
5.4.2 Clusters d’avions en conflit
La relation est en conflit avec de´finie sur l’ensemble A des N avions est trivialement syme´trique.
Une fermeture transitive peut donc eˆtre applique´e dans l’ensemble P des paires d’avions en conflit sur
l’horizon de pre´diction. Le re´sultat est une partition (Ai)1≤i≤m de l’ensemble des avions qui ont au
moins un conflit. Les trajectoires initiales de deux avions appartenant a` deux sous-ensembles distincts
ne peuvent donc pas eˆtre en conflit :
∀i ∈ {1, ...,m}, ∀a ∈ Ai,
{ ∃ a′ ∈ Ai (a, a′) ∈ P
∀b ∈ A/Ai, (a, b) /∈ P
Les e´le´ments (Ai) de cette partition sont les clusters d’avions en conflit. Chaque cluster forme
un sous proble`me a priori inde´pendant des autres : si une solution optimale est trouve´e pour chacun
d’eux, sans que de nouveaux conflits n’apparaissent entre avions de diffe´rents clusters, la juxtaposition
de ces solutions forme une solution optimale au proble`me des N avions.
La figure 5.3 montre deux exemples de clusters :
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– Dans le premier, trois conflits re´unissent quatre avions (exemple classique d’avions re´unis pen-
dant la phase de roulage proprement dite, lors du passage d’une intersection).
– Dans le deuxie`me, sept avions sont presque tous en conflits deux a` deux a` cause des se´parations
impose´es sur la piste (le cluster contient 19 conflits).
Ces deux exemples font apparaıˆtre l’e´ventuelle limite de la se´paration du proble`me en clusters
inde´pendants, dans le cas spe´cifique du trafic au sol : la piste peut en effet eˆtre vue comme une res-
source partage´e par tous les avions et les se´parations en temps impose´es pour cette ressource sont suf-
fisamment pe´nalisantes pour rendre conflictuelles toutes les paires d’avions, au sein d’un meˆme clus-
ter de grande taille : le nombre maximal de composantes connexes calcule´ dans la partie pre´ce´dente
(complexite´ du pire cas) risque d’eˆtre fre´quemment atteint.
5.4.3 Re´solution ite´rative
La re´solution du proble`me global a` N avions se de´finit en fonction de la re´solution se´pare´e de
chaque cluster, de manie`re ite´rative et e´ventuellement paralle´lise´e :
1. Initialement, chaque avion constitue un cluster particulier (d’un seul e´le´ment) et se voit attribue´
sa trajectoire initiale de´finie dans la partie 4.2.3.
2. `A chaque ite´ration :
(a) Les paires d’avions en conflit sont de´tecte´es, a` partir des trajectoires courantes des avions.
(b) Les nouveaux clusters sont forme´s, en appliquant la fermeture transitive de´finie par les
paires d’avions en conflits sur les clusters pre´ce´dents (chaque conflit entre avions de
diffe´rents clusters unifie leur cluster).
(c) Chaque cluster de plus d’un avion est re´solu se´pare´ment (cette ope´ration peut eˆtre pa-
ralle´lise´e par clusters).
3. La re´solution s’arreˆte lorsque l’ensemble des clusters n’e´volue plus :
– S’il n’y a plus de conflit, les trajectoires courantes des avions forment la solution trouve´e.
– Sinon, aucune solution ne peut eˆtre trouve´e pour le proble`me global.
Cette forme de re´solution permet de simplifier et d’acce´le´rer significativement la re´solution de
conflits (la plupart des proble`mes impliquant un grand nombre d’avions ne pourraient d’ailleurs pas
eˆtre re´solus sans cette approche). Un point important doit cependant eˆtre souligne´ : le caracte`re optimal
de la solution finale peut eˆtre remis en cause si les trajectoires initiales des avions ne sont pas en accord
avec le crite`re global a` optimiser. En effet, les trajectoires des avions sans conflit ne sont jamais remises
en cause dans cette me´thode de re´solution.
5.5 Conclusion
Le proble`me global pose´ par chaque situation de trafic s’exprime sous la forme d’un proble`me
de minimisation sous contraintes qui peut eˆtre de´compose´ en plusieurs sous-proble`mes initialement
inde´pendants, en fonction des clusters d’avions en conflit. Chaque sous-proble`me reste ne´anmoins for-
tement combinatoire, de`s lors que plusieurs chemins et plusieurs attentes sont envisage´s pour chaque
avion.
La re´solution du proble`me ne´cessite par conse´quent soit sa simplification, pour eˆtre traite´e par
des me´thodes de´terministes, soit la mise-en-œuvre de me´thodes non de´terministes, plus adapte´es aux







Dans ce chapitre, le graphe repre´sentant les voies de circulation de l’ae´roport est utilise´ pour af-
fecter un ensemble de chemins a` chaque mouvement sur l’ae´roport. Il faut souligner que la recherche
de cheminements admissibles est en re´alite´ indissociable de l’optimisation du trafic au sol, puisqu’elle
en de´finit justement l’espace de recherche : la qualite´ des chemins propose´s aux mouvements influen-
cera directement le re´alisme et la perspicacite´ des solutions trouve´es. Le principal dilemme pour la
recherche de chemins de´coule de ces conside´rations et concerne le nombre de chemins a` envisager :
– Ce nombre doit eˆtre suffisamment grand pour que toutes les de´viations susceptibles d’e´viter la
congestion de certaines zones de l’ae´roport soient e´tudie´es. Ceci sera illustre´ tout au long ce
cette partie, ou` l’on pourra constater que certains cheminements, re´gulie`rement impose´s par le
controˆle au sol, repre´sentent en fait un de´tour conse´quent.
– Cependant, plus ce nombre sera grand, plus l’optimisation des situations de trafic sera difficile :
chaque chemin de chaque mouvement de´finit une composante connexe particulie`re de l’espace
de recherche et la taille de ce dernier croıˆt exponentiellement avec le nombre de chemins pro-
pose´s.
L’objectif est donc de trouver une me´thode d’e´nume´ration des chemins qui ne soit pas seulement
efficace (en terme de temps de calcul), mais qui soit e´galement suffisamment adapte´e au cheminement
des avions sur un ae´roport. Sur ce sujet, l’absence de base de donne´es re´pertoriant plus directement
les chemins ope´rationnellement valides (meˆme sur des grands ae´roports comme Roissy ou Orly) est
une justification supple´mentaire a` l’e´laboration d’une telle me´thode (les enregistrements des traces
radar des avions pourraient servir a` former une telle base de donne´es, mais risquerait d’aboutir a` des
e´chantillons de chemins trop restrictifs, qui seraient de plus inutilisables pour e´valuer l’impact de
nouvelles proce´dures ou de nouvelles infrastructures).
6.2 Analyse pre´liminaire
6.2.1 Re´fe´rences
Le proble`me de la recherche des meilleurs chemins dans un graphe oriente´ s’applique en re´alite´ a`
de nombreux domaines aussi vastes que celui des transports, des te´le´communications ou encore de la
robotique. Ce proble`me est donc fortement documente´ et une bibliographie tre`s fournie, re´alise´e par
D. Eppstein, peut eˆtre trouve´e en ligne a` l’adresse suivante :
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http ://www.ics.uci.edu/ eppstein/bibs/kpath.bib
Les me´thodes propose´es s’inspirent le plus souvent des principes de´crits dans [Yen 71], en leur
ajoutant divers types de raffinements, tels que l’utilisation de structures de donne´es optimise´es pour
la gestion de files a` priorite´s (priority queues) [Eppstein 98].
Ce chapitre est consacre´ a` la description des quelques me´thodes qui semblent les plus adapte´es a`
la description et a` la taille du graphe des voies de circulation des ae´roports.
6.2.2 Notations principales
On de´signe toujours le graphe oriente´ par G = (N ,A), avec A ⊂ N 2 et par c la fonction de couˆt
associant aux arcs (n, p) ∈ A un re´el positif ou nul.
Pour tout couple de nœuds (s, t) de N 2, Cst de´signe l’ensemble des chemins du graphe allant de
s a` t. La relation (·) de´signera la composition entre nœuds et chemins, qui permet d’ajouter un nœud
a` un chemin (aussi bien en aval qu’en amont) : un chemin γ de n1 a` nl sera donc e´crit (n1 ·n2 · ... ·nl)





Si le graphe admet des cycles, Cst peut ne pas eˆtre fini. Mais lorsque Cst est non vide, la fonction
de couˆt c e´tant positive (ou nulle) et l’ensemble N des nœuds du graphe e´tant fini, l’ensemble des
couˆts des chemins de Cst admet un minimum positif atteint, note´ c¯st :
• ∀n ∈ N , c¯nn = 0 (le chemin trivial (n) ayant un couˆt nul)
• ∀(s, t) ∈ N 2 tel que s 6= t, le couˆt minimal c¯st sera de´fini par :
Si Cst 6= {}, alors c¯st = Min
γ∈Cst
{c¯γ} ; sinon, c¯st =∞ ;
L’ensemble des plus courts chemins de s a` t est alors de´fini par : c¯(−1)(c¯st) = {γ ∈ Cst | c¯γ = c¯st}
6.2.3 Couˆts minimaux depuis un nœud
Toutes les me´thodes de recherche de chemins entre s et t de´crites dans les parties suivantes
ne´cessitent la connaissance de l’ensemble (c¯sn)n∈N des couˆts minimaux depuis le nœud s. Parmi
les algorithmes les plus connus permettant d’obtenir ces couˆts minimaux (de´taille´s en annexe D), il
faut citer :
– L’algorithme de Dijkstra [Ahuja 93] (annexe D.3), qui fournit tous les meilleurs chemins (et
les couˆts associe´s) allant d’un sommet donne´ vers tous les autres sommets du graphe, sous la
condition que le graphe ne comporte pas de couˆt ne´gatif. Selon son imple´mentation, le re´sultat
peut eˆtre obtenu en O(mn) ou O((m+ n) log n) ope´rations (O(m+ n) pour certains graphes
particuliers), ou` m est le nombre d’arcs et n le nombre de sommets du graphe.
– L’algorithme de Floyd (annexe D.2), qui permet d’obtenir tous les meilleurs chemins et leurs
couˆts respectifs entre toutes les paires de nœuds du graphe. Sa complexite´ e´leve´e (O(n3) au
minimum) le rend parfois plus couˆteux (en temps de calcul) que l’ite´ration de l’algorithme de
Dijkstra sur tous les nœuds.
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6.3 Me´thode de la de´viation maximale
6.3.1 Description de la me´thode
Une premie`re me´thode pour e´nume´rer des chemins reliant deux nœuds s et t est celle imple´mente´e
dans [Pesic 00] : elle consiste a` rechercher tous les chemins entre s et t, dont le couˆt est infe´rieur au
couˆt minimal c¯st augmente´ d’un sur-couˆt ∆ fixe´.
Une fois que l’ensemble {c¯sn}n∈N des couˆts minimaux depuis s est connu, un algorithme de
parcours de graphe en profondeur d’abord permet d’e´nume´rer ces chemins : l’algorithme explore
les nœuds du graphe de pe`res en pe`res, en partant du nœud terminal t et dans n’importe quel ordre.
Lorsque qu’un nœud n est explore´, le chemin γt et le couˆt cnt pour relier n a` t est connu, ainsi que
le couˆt minimal c¯sn de s a` n. L’exploration est donc abandonne´e lorsque ce couˆt minimal devient
supe´rieur a` la borne c¯st +∆− cnt.
Cet algorithme a l’avantage de pouvoir eˆtre adapte´ facilement pour ne de´velopper que les chemins
qui satisfont la contrainte de validite´ donne´e au 3.3.4 : il suffit pour cela d’interrompre l’exploration
d’une branche lorsque le nœud courant n n’est pas compatible avec le chemin courant γt. L’algorithme
III.1 en pre´sente la version re´cursive.
Dev Max(G, (c¯), s, t, ∆) :
soit C : () et cmax : c¯st +∆ (Liste des chemins trouve´s et couˆt maximal)
Explorer(cnt, n, γt) : si n 6= s et c¯sn < cmax − cnt et n ∩ γt = {} alors⌊ pour chaque m ∈ P e`res(n) Explorer(cmn + cnt, m, (n · γt))
sinon si n = s et n ∩ γt = {} et cnt < cmax alors Ajouter (s · γt) a` C
Explorer(0, t, ())
retourner C
Algorithme III.1 – Dev Max : recherche des de´viations borne´es
6.3.2 Complexite´
Sans la contrainte de validite´ de´finie sur les chemins, l’algorithme ainsi formule´ visiterait chaque
nœud du graphe exactement autant de fois qu’il y a de chemins trouve´s passant par ce nœud : ceci
de´coule de la connaissance exacte des couˆts minimaux (c¯). Dans ce cas, le nombre d’ite´rations de
Explorer pourrait donc eˆtre majore´ par kl, ou` k de´signerait le nombre de chemins trouve´s et l le
nombre maximal de nœuds par chemin.
L’ajout de la contrainte de validite´ ne peut cependant que diminuer le nombre d’ite´rations de
Explorer, qui pourra donc toujours eˆtre majore´ par kl, a` condition que k de´signe le nombre de
chemins de couˆt admissible (et non le nombre de chemins re´ellement trouve´s).
Au cours de chaque ite´ration de Explorer, l’ope´ration la plus pe´nalisante consiste a` ve´rifier
que le nœud courant n’interfe`re pas avec le chemin emprunte´ depuis t : ceci demande O(l) calculs
d’intersections ge´ome´triques.
Dev Max s’effectue en O(kl2) ope´rations.
Ou` :
{
k de´signe le nombre de chemins de couˆts admissibles,
l le nombre maximal de nœuds par chemin.
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Il faut cependant remarquer que le nombre k de chemins de couˆt admissible de´pend du parame`tre
∆ et ne peut pas eˆtre connu a` l’avance. Il n’est par ailleurs pas souhaitable de limiter l’algorithme a`
un nombre fixe´ de chemins, puisque leur e´nume´ration n’est pas ordonne´e (on n’obtiendrait donc plus
les meilleurs chemins).
6.3.3 Re´sultats
La figure 6.1 illustre quelques exemples d’application de l’algorithme aux voies de circulation
de Roissy et d’Orly, pour diffe´rentes valeurs de ∆, avec ou sans sens pre´fe´rentiels. Il en ressort tout
d’abord une grande variation du nombre de chemins (et donc du temps ne´cessaire a` leur calcul) en
fonction des parame`tres et de l’ae´roport.
– A Roissy, les deux premiers exemples (1.1 et 1.2) montrent qu’une de´viation maximale de deux
minutes (qui semble minimaliste pour un tel ae´roport) rapporte de´ja` un nombre de chemins
beaucoup trop e´leve´ (1352 chemins sans sens pre´fe´rentiels). Les deux exemples suivants (2.1
et 2.2) mettent en e´vidence le caracte`re extreˆmement variable et tre`s rapidement absurde du
nombre de chemins obtenus.
– A Orly, les voies de circulation moins complexes donnent des re´sultats plus exploitables (car
plus constants). Les exemples se´lectionne´s (3.1 et 3.2) font cependant apparaıˆtre une particu-
larite´ : le non respect des sens pre´fe´rentiels peut faire diminuer le nombre de chemins trouve´s
(a` ∆ fixe´). En effet, les sens pre´fe´rentiels de´naturent la notion de plus court chemin, qui peut
devenir beaucoup plus court sans sens pre´fe´rentiels. Il peut naturellement en re´sulter un nombre
moins important de chemins situe´s dans la plage de couˆts correspondante.
Ces exemples montrent que les chemins trouve´s sont difficilement satisfaisants, car beaucoup trop
nombreux ou trop peu diversifie´s : les ramifications des voies de circulation rendent le nombre de
chemins combinatoire et il est ne´cessaire de limiter le nombre de combinaisons, en utilisant d’autres
me´thodes d’e´nume´ration.
6.4 Recherche des k meilleurs chemins
6.4.1 Formulation du proble`me
Pour pouvoir limiter le nombre de chemins a` chercher, il est ne´cessaire de les e´nume´rer dans
l’ordre de leur couˆt (du moins au plus couˆteux). Le proble`me devient alors la recherche de k meilleurs
chemins reliant s a` t.
Pour chaque nœud n du graphe, Csn de´signe toujours l’ensemble de tous les chemins reliant s a` n
et c¯γ le couˆt d’un chemin γ. Dans le cas particulier du nœud origine s, le chemin e´le´mentaire (s) est
toujours conside´re´ comme valide et de couˆt nul (c¯ss = 0).
Un sous ensemble Cksn (k ≥ 0) de Csn est appele´ ensemble de k meilleurs chemins entre s et n si
il est de cardinal k et que tout chemin plus court que l’un de ses chemins lui appartient :
∀γ ∈ Cksn, ∀γ′ ∈ Csn, c¯γ′ < c¯γ =⇒ γ′ ∈ Cksn
Il peut naturellement exister plusieurs ensembles de k meilleurs chemins de s a` n de meˆme cardi-
nal, puisque diffe´rents chemins peuvent avoir le meˆme couˆt. Par contre, le couˆt maximal des e´le´ments
de ces ensembles est unique et sera note´ ck(n) :
∀Cksn ensemble de k meilleurs chemins de s a` n, avec k ≥ 1, Max
γ∈Cksn
c¯γ = ck(n)
6.4. RECHERCHE DES K MEILLEURS CHEMINS 63
0 1000
0 1000
1.1 Roissy : ∆ = 120s 1.2 Roissy : ∆ = 120s
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
92 chemins (trouve´s en 80 ms) 1352 chemins (trouve´s en 1.2s)
0 1000 0 1000
2.1 Roissy : ∆ = 200s 2.2 Roissy : ∆ = 200s
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
948 chemins (trouve´s en 825ms) 15850 chemins (trouve´s en 143s)
0 100
3.1 Orly : ∆ = 60s 3.2 Orly : ∆ = 60s
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
264 chemins (trouve´s en 145ms) 113 chemins (trouve´s en 68ms)
FIG. 6.1 – Applications de Dev Max
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Il en de´coule : ck+1(n) = Min
γ∈Csn/Cksn
c¯γ
Le proble`me est donc de trouver un ensemble Ckst de k meilleurs chemins entre s et t, si un tel
ensemble existe. Dans la ne´gative, le proble`me revient a` chercher Cst.
6.4.2 Relation de re´currence
Une relation de re´currence, de´crite pour la premie`re fois par Dreyfus [Dreyfus 69] permet de
calculer la suite (ck(n))k≥1 des couˆts des meilleurs chemins de s a` n, a` partir des couˆts des meilleurs




Cksn un ensemble de k meilleurs chemins de s a` n, avec k ≥ 1
∀m ∈ P e`res(n), Γkm = {γm ∈ Csm|(γm · n) ∈ Cksn} et jkm = |Γm|
La relation de re´currence s’e´crit alors : ck+1(n) = Min
m∈P e`res(n)
cjkm+1(m) + cmn
Cette relation sert de base a` l’e´laboration des me´thodes ite´ratives permettant d’obtenir k meilleurs
chemins entre deux nœuds. Elle se de´montre comme suit :
Lemme 1 ∀m ∈ P e`res(m), Γkm est un ensemble de jkm meilleurs chemins de s a` m.
En effet, ∀γm ∈ Γkm, ∀γ′m ∈ Csm/Γkm, on a par construction de Γkm :
(γm · n) ∈ Cksn et (γ′m · n) ∈ Csn/Cksn
Et comme Cksn est un ensemble de k meilleurs chemins : c¯(γm·n) ≤ c¯(γ′m·n)
soit : c¯γm + cmn ≤ c¯γ′m + cmn et donc : c¯γm ≤ c¯γ′m





Ceci de´coule naturellement de la structure meˆme du graphe, qui impose :





Pour le nœud particulier s, il faut ajouter a` cette re´union le chemin trivial (s). Dans tous les cas,
la de´finition des Γkm donne alors directement le re´sultat.
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La relation de re´currence peut e´galement eˆtre exprime´e en terme de chemins :
∀m ∈ P e`res(n), ∀γm ∈ Csm/Γkm tel que c¯γm + cmn = ck+1(n),
Ck+1sn = Cksn ∪ {γm · n} est un ensemble de k + 1 meilleurs chemins de s a` n.
6.4.3 ´Enume´ration re´cursive des k meilleurs chemins
Description
L’algorithme d’e´nume´ration re´cursive de k meilleurs chemins [Jime´nez Pelayo 99] est un des plus
efficace en terme de temps de calcul : il traduit la relation de re´currence de´crite ci-dessus par une
fonction re´cursive calculant un chemin suivant pour tout nœud du graphe, de´fini par la suite directe
d’un chemin suivant d’un de ses pe`res.
Pour cela, un ke`me chemin de s a` n (avec s 6= n ou k > 1) sera de´crit par un ie`me chemin de s
a` m, ou` m est un nœud pe`re de n : un tel chemin sera caracte´rise´ par son couˆt, le nœud pe`re m, et
l’indice i de ce chemin pour m.
La structure de donne´es utilise´e par l’algorithme associe, a` chaque nœud du graphe, un tableau
de chemins connus et un ensemble de chemins candidats pour le chemin suivant. Il se de´compose en
trois phases :
1. Une phase d’initialisation, pendant laquelle un plus court chemin (lorsqu’il en existe un) est
calcule´ pour chaque nœud du graphe (avec l’algorithme de Dijkstra par exemple.) Chaque
plus court chemin de chaque nœud n 6= s est de´crit par un triplet :
– le couˆt c¯sn du chemin,
– le pe`re pn de n dans ce chemin (tel que c¯spn + cpnn = c¯sn),
– et l’indice i = 1.
2. Une phase ite´rative pendant laquelle un ensemble de meilleurs chemins de s a` t est e´labore´ par
des appels successifs a` une fonction re´cursive Chemin Suivant. Applique´e a` un nœud n, cette
fonction :
(a) comple`te les chemins candidats du nœud n :
– Lors de la recherche d’un second chemin, tous les plus courts chemins entre s et les
nœuds pe`res de n autres que le nœud source pn (de´fini dans l’initialisation) forment des
candidats pour le second chemin. Dans le cas particulier n = s, il n’y a pas de nœud
source pn donc cet ensemble des chemins candidats n’est pas restreint.
– si n 6= s ou si le chemin cherche´ n’est pas le second, un autre chemin candidat est
ajoute´ : le chemin suivant du nœud pe`re de n dans le dernier chemin trouve´. Si ce
chemin n’est pas encore connu, la fonction Chemin Suivant se rappelle re´cursivement
sur ce nœud pe`re.
(b) extrait de l’ensemble des candidat du nœud n celui de couˆt minimal, qui sera alors le
chemin recherche´.
Les ite´rations de Chemin Suivant s’arreˆtent lorsque le nombre de chemins trouve´s est suffi-
sant, ou lorsqu’il n’y a plus de chemin candidat pour t.
66 CHAPITRE 6. AFFECTATION DE CHEMINS
3. Une phase de de´veloppement des chemins, a` partir des nœuds pe`res et des indices trouve´s.
L’algorithme maintient ainsi, pour chaque nœud explore´, autant de chemins candidats de couˆt
minimal que ce nœud posse`de de pe`res (tant que de tels chemins existent). Le meilleur candidat forme
donc bien un meilleur chemin suivant, d’apre`s la relation de re´currence.
La terminaison correcte de la fonction re´cursive est assure´e si le graphe ne comporte pas de cycle
ne´gatif : les couˆts minimaux font re´fe´rence a` des plus courts chemin sans boucle, donc si un ie`me che-
min contient plusieurs fois un nœud n, ce chemin sera de´crit comme e´tant la suite d’un j e`me chemin
de n, avec j < i. La fonction re´cursive Chemin Suivant ne peut donc pas se rappeler inde´finiment
sur ce nœud.
REA(G, (c¯), s, t, k) :
soient Q, K : Tables sur N (Candidats et nombre de chemins par nœuds)
soient C,Γ, I : Tables sur N × {1, ..., k} (Couˆt, nœuds et indice source des ie`me chemins des nœuds)
Chemin Suivant(n) :
si K(n) non de´fini alors (Initialisation) Q(n)← {(c¯sm + cmn, m, 1) |m ∈ P e`res(n) et c¯sm 6=∞}si n = s alors K(s)← 2 ; C(s, 1)← 0 ; Γ(s, 1)← (s) ; I(s, 1)← 0
sinon K(n)← 1
sinon (Recherche du ie`me chemin, avec i > 1)
soit i : I(n,K(n)) + 1 et p : pe`re de n dans Γ(n,K(n))
si K(p) < i alors Chemin Suivant(p)
si C(p, i) 6=∞ alors⌊ Q(n)← Q(n) ∪ {(C(p, i) + cpn, p, i)}
K(n)← K(n) + 1
si Q(n) 6= {} alors (Extraction et de´veloppement d’un chemin) soit (cp, p, ip) : Extraire min(Q(n))si K(p) non de´fini alors Chemin Suivant(p)
C(n,K(n))← cp ; Γ(n,K(n))← (Γ(p, ip) · n) ; I(n,K(n))← ip
sinon C(n,K(n))←∞
re´pe´ter Chemin Suivant(t) tant que K(t) < k et C(t,K(t)) 6=∞
retourner {Γ(t, i) | i ∈ {1, ...,K(t)} et C(t, i) 6=∞}
Algorithme III.2 – REA : e´nume´ration re´cursive des k meilleurs chemins entre s et t.
La figure III.2 en de´crit une version le´ge`rement adapte´e : les trois phases sont re´unies en une
seule dans la fonction Chemin Suivant, ce qui permet de n’initialiser que les nœuds implique´s
dans les k meilleurs chemins de s a` t et de ne de´velopper qu’une seule fois chaque portion de che-
min : on conside`re alors que seuls les couˆts minimaux (c¯sn)n∈N ont e´te´ calcule´s pre´ce´demment.
Cette adaptation pre´sente e´galement l’avantage de pouvoir eˆtre applique´e a` des graphes pour lesquels
l’e´nume´ration exhaustive de tous les nœuds n’est pas envisageable.
Cette version utilise des structures de donne´es, appele´es tables : certains cas d’application de
l’algorithme pourraient ne´cessiter l’utilisation de tables associatives ou de hachage, mais dans les cas
plus simples (comme celui du graphe des voies de circulation de l’ae´roport), ces tables peuvent eˆtre
imple´mente´es par des tableaux :
– Q associe a` chaque nœud du graphe la description de son ensemble de chemins candidats,
chacun d’eux e´tant de´crit par un triplet, compose´ d’un couˆt, d’un nœud pe`re et de l’indice i
du chemin pour ce pe`re. Cet ensemble est manipule´ comme une file a` priorite´ : l’ope´ration
Extraire Min consiste a` enlever et a` renvoyer l’e´le´ment de couˆt minimal de cet ensemble.
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– K donne le nombre de chemins connus pour chaque nœud. Lorsqu’un nœud n n’a jamais e´te´
parcouru, K(n) est conside´re´ non de´fini (ce qui pourra eˆtre imple´mente´ par K(n) = 0 avec des
tableaux).
– C, Γ et I de´crivent le ie`me chemin de chaque nœud n, pour i ∈ {1, ...,K(n)}) : C(n, i) en
donne le couˆt, Γ(n, i) la suite de nœuds et I(n, i) l’indice de ce chemin pour son nœud source.
Complexite´
La complexite´ de l’algorithme peut alors eˆtre e´value´e de la fac¸on suivante :
– Chemin Suivant(t) est applique´e au plus k fois et elle ne peut se rappeler re´cursivement
qu’une fois par appel. Dans le pire des cas, elle se rappelle re´cursivement jusqu’a` arriver au
nœud s, donc autant de fois qu’il y a de nœuds dans le chemin cherche´, ce qui repre´sente kl
ite´rations.
– Les ope´rations les plus pe´nalisantes, a` chaque appel de Chemin Suivant sont l’insertion et
l’extraction d’un candidat. Elles peuvent eˆtre re´alise´es en log d ope´rations pour un ensemble
de d e´le´ments, s’il est imple´mente´ par un arbre binaire par exemple. Or, le nombre maximal
de candidats par nœuds est le nombre de ses pe`res, qui peut donc eˆtre majore´ par dM , le degre´
maximal de G.




k de´signe le nombre de chemins cherche´s,
l le nombre maximal de nœuds par chemin,
dM le degre´ maximal des nœuds de G.
Il faut remarquer que le nombre d’appels re´cursifs de Chemin Suivant est ge´ne´ralement bien
infe´rieur a` l, puisque la plupart des chemins sont compose´s de portions de plus courts chemins : pour
ces raisons, l’e´nume´ration re´cursive est souvent beaucoup plus rapide que d’autres me´thodes, qui
pourraient avoir le meˆme ordre de complexite´.
En contrepartie, l’algorithme n’est pas directement adaptable a` la recherche des chemins sans
boucle, et encore moins a` la contrainte de validite´ formule´e au 3.3.4 : dans le cas ou` un chemin
candidat ne serait pas valide pour le nœud conside´re´, il faudrait chercher le candidat suivant venant du
meˆme nœud, ce qui supprimerait la condition d’arreˆt de la re´cursivite´.
Cependant, l’efficacite´ de l’algorithme laisse pleinement envisager la se´lection des chemins va-
lides en post-traitement, bien que cela devienne dans ce cas l’ope´ration la plus pe´nalisante, puisqu’elle
ne´cessiteO(kl2) ope´rations. Quelques exemples d’application au graphe des voies de circulation sont
fournis et commente´s dans la partie 6.4.5.
6.4.4 Recherche de chemins sans boucle
L’algorithme MPS
Le proble`me de l’e´nume´ration des k meilleurs chemins sans boucle dans un graphe oriente´ est
e´galement un proble`me classique et fortement documente´ [Clarke 63, Perko 86, Ringeisen 87]. Dans
[Pascoal 98], les auteurs pre´sentent l’algorithme MPS (dont le nom est tire´ de leurs initiales), qui s’ins-
pire largement d’une e´nume´ration par A* classique : il utilise un unique ensemble de chemins candi-
dats et chaque ite´ration consiste :
– a` se´lectionner un meilleur chemin parmi tous les candidats,
– puis a` rajouter les nouveaux candidats de´rive´s de ce chemin.
68 CHAPITRE 6. AFFECTATION DE CHEMINS
La seule particularite´ de l’algorithme MPS est d’e´liminer en meˆme temps les chemins contenant des
boucles. Pour cela, les couˆts minimaux (c¯) depuis s sont suppose´s connus, ainsi qu’un arbre P = (pn)
de plus court chemins depuis s : chaque nœud n 6= s tel que c¯sn 6= ∞ est associe´ a` un nœud pe`re pn
tel que c¯spn + cpnn = c¯sn.
Chaque chemin γst = (s · ... · t) sera alors de´compose´ en deux parties : un plus court chemin
γsn = (s · ... · n) de´crit dans l’arbre P et un chemin γpt = (p · ... · t) non de´crit par P . Le nœud
particulier n est appele´ le nœud de de´viation du chemin : c’est le dernier nœud n du chemin tel que
(s · ... · n) soit un plus court chemin de´crit par P . Dans l’algorithme, ce nœud de de´viation est en fait
celui qui a permis de ge´ne´rer le nouveau chemin :
1. Initialement, l’ensemble des chemins candidats ne contient qu’un seul e´le´ment : le plus court
chemin entre s et t de´crit par P . Le nœud de de´viation de ce chemin est trivialement t.
2. A chaque ite´ration, un chemin γst, de couˆt minimal et de nœud de de´viation n est extrait de
l’ensemble des chemins candidats :
– Le nœud de de´viation scinde le chemin en deux parties γsn et γpt. Si ces deux parties n’ont
aucun nœud en commun, alors le chemin est sans boucle et il est le chemin suivant recherche´.
Dans la ne´gative, aucun nouveau chemin ne sera trouve´ lors de cette ite´ration.
– Dans tous les cas, de nouveaux chemins candidats sont ajoute´s : ils sont forme´s a` partir des
nœuds pe`res des nœuds de γsn, tant qu’ils ne font pas partie de γst : chacun de ces nœuds
m est associe´ au chemin forme´ par le plus court chemin entre s et m (de´crit dans P) et par
la portion correspondante de γst. Le nœud m est alors le nœud de de´viation de ce nouveau
candidat.
3. L’algorithme s’arreˆte lorsque le nombre de chemins trouve´s est k, ou lorsqu’il n’y a plus de
chemin candidat.
– Dans cette version, seuls les couˆts minimaux (c¯) depuis s sont suppose´s connus (l’arbre des
plus courts chemins (pn) n’e´tant pas re´ellement ne´cessaire).
MPS(G, (c¯), s, t, k) :
soit Q : {(c¯st, t, ())} (Chemins a` explorer, classe´s par couˆts)
soit C : () (Chemins trouve´s)
tant que |C| < k et Q 6= {}
soit (c, n, γt) : Extraire Min(Q)
tant que n 6= s et n ∩ γt = {}
γt ← (n · γt)
soit pn : un e´le´ment de P e`res(n) tel que c¯sm + cmn = c¯sn
pour chaque m ∈ P e`res(n) tel que m 6= pn et c¯sm 6=∞⌊ Q← Q ∪ {(c+ c¯sm + cmn − c¯sn, m, γt)}
n← pn
si n = s et s ∩ γt = {} alors Ajouter (s · γt) a` C
retourner C
Algorithme III.3 – MPS : e´nume´ration des k meilleurs chemins sans boucle.
L’algorithme III.3 est une adaptation de MPS :
– Q est l’ensemble des chemins candidats. Chacun d’eux est de´crit par un triplet : son couˆt, son
nœud de de´viation n et la portion γpt permettant de relier n a` t (la partie γsn n’a pas besoin
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d’eˆtre pre´cise´e, puisqu’elle peut-eˆtre trouve´e directement pendant la ge´ne´ration des nouveaux
candidats, en remontant les arcs du graphe de pe`res en pe`res).
– L’absence de boucle est remplace´e par la contrainte de validite´ de´finie dans la partie 3.3.4. Dans
la mesure ou` cette contrainte est plus forte que l’interdiction de repasser plusieurs fois par le
meˆme nœud, l’algorithme risque d’effectuer plus d’ite´rations mais ne perd pas sa validite´.
Pre´sente´ de cette fac¸on, la similitude entre cet algorithme et celui de Dev Max (algorithme III.1) est
assez e´vidente : le de´veloppement des chemins de pe`res en pe`res est en tout point identique, mais il est
cette fois ci effectue´ dans l’ordre de leurs couˆts, selon le principe de de´veloppement d’un algorithme
A∗.
Complexite´
La complexite´ de l’algorithme MPS de´pend naturellement des cycles que posse`de le graphe :
– Le nombre d’ite´rations principales k¯ sera le nombre de chemins trouve´s, augmente´ du nombre
de cycles qui peuvent faire partie d’un chemin de moindre couˆt entre s et t, que l’on ne peut pas
connaıˆtre a` priori.
–
`A chaque ite´ration principale, les nœuds situe´s entre le nœud de de´viation du chemin courant
et s sont visite´s, ce qui repre´sentera au maximum l ite´rations (l e´tant la longueur maximale des
chemins).
– Chacun de ces nœuds doit eˆtre compare´ a` la deuxie`me portion du chemin courant, ce qui
demande O(l) ope´rations.
– Pour chacun des pe`res de ces nœuds, un nouveaux candidat est ajoute´, ce qui demande
O(dM logm) ope´rations, si dM est le degre´ maximal du graphe, m le nombre d’arcs et si
l’ensemble Q est imple´mente´ avec une structure de donne´es approprie´e (sous forme d’un
arbre binaire par exemple).
Chaque ite´ration principale ne´cessite donc O(l(l + dM logm)) ope´rations.
On obtient alors :




k¯ de´signe le nombre de chemins parcourus (k¯ ≥ k),
l le nombre maximal de nœuds par chemin,
dM le degre´ maximal des nœuds de G,
m le nombre d’arcs de G.
La complexite´ ainsi formule´e apparaıˆt plus e´leve´e que celle de l’e´nume´ration re´cursive (meˆme
si l’on ajoute a` cette dernie`re le couˆt du traitement de se´lection des chemins valides). Cependant,
l’algorithme MPS semble plus adapte´ au proble`me du cheminement des avions, puisqu’il est le seul,
parmi les trois e´tudie´s, qui permette re´ellement d’obtenir un nombre de chemins fixe´ a` l’avance.
De plus, dans le cas des voies de circulation d’un ae´roport, le degre´ des nœuds est relativement
faible par rapport au nombre de nœuds par chemins : O(k¯l2) sera donc ge´ne´ralement le terme le plus
pe´nalisant, ce qui revient a` dire que les deux algorithmes (REA avec post-traitement et MPS) devraient
eˆtre e´quivalents.
6.4.5 Re´sultats
La figure 6.2 montre quelques exemples d’application des deux algorithmes d’e´nume´ration des
k meilleurs chemins. Pour l’algorithme REA, les temps de calcul et les chemins repre´sente´s tiennent
compte du post-traitement (l’e´limination des chemins contenant des boucles) : on peut remarquer la
diffe´rence entre k et le nombre effectif de chemins trouve´s.
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0 1000
1.1 Roissy : REA avec k = 50 1.2 Roissy : MPS avec k = 50
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
36 chemins (trouve´s en 39 ms.) 50 chemins (trouve´s en 40 ms.)
0 1000
0 1000
2.1 Roissy : REA avec k = 2000 2.2 Roissy : MPS avec k = 2000
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
605 chemins (trouve´s en 1.7 s.) 2000 chemins (trouve´s en 2 s.)
0 100
3.1 Orly : REA avec k = 50 3.2 Orly : MPS avec k = 50
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
36 chemins (trouve´s en 39 ms.) 50 chemins (trouve´s en 43 ms.)
FIG. 6.2 – Applications de REA et MPS
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FIG. 6.3 – Exemple de de´tour difficilement utile
Dans les deux premiers exemples (1.1 et 1.2 a` Roissy) ainsi que dans les deux derniers (3.1 et
3.3 a` Orly), les ensembles de chemins trouve´s sont compose´s de beaucoup moins de chemins que
pre´ce´demment et semblent explorer les meˆmes voies principales de l’ae´roport : ces algorithmes per-
mettent donc de diminuer le nombre de chemins tout en conservant un ensemble d’alternatives presque
aussi diversifie´es qu’avec l’algorithme Dev Max.
Il faut e´galement remarquer qu’en terme de temps de calcul, et pour des valeurs de k compatibles
avec un nombre de chemins a` proposer aux avions, ces deux algorithmes d’e´nume´ration sont fina-
lement beaucoup moins couˆteux et beaucoup plus constants (que Dev Max) : ceci laisse pleinement
envisager d’affiner la se´lection des chemins si besoin en est (lors de post-traitements) en fonction
d’autres crite`res que pourraient rajouter les ope´rationnels.
Cependant, la diversite´ des chemins est loin d’eˆtre suffisante : a` Roissy, avec ou sans sens uniques,
le contournement Est n’est pas envisage´, meˆme avec k = 2000 chemins (exemples 2.1 et 2.2). Ce
contournement est pourtant souvent propose´ par les controˆleurs, car il permet d’e´viter la congestion
de l’axe central de l’ae´roport. Dans le cas particulier de Roissy, les ensembles de chemins ne sont
donc toujours pas satisfaisants : ceci est duˆ au nombre de chemins (beaucoup trop important) qu’il
faudrait explorer avant d’espe´rer obtenir les de´tours inte´ressants.
C’est pourquoi il est ne´cessaire d’affiner encore les algorithmes de recherche de chemins : dans
ce cadre, l’objectif ne sera plus obligatoirement de trouver un ensemble de meilleurs chemins, mais
plutoˆt de trouver des chemins aussi diversifie´s que possible.
6.5 Recherche avec variation des couˆts
6.5.1 Objectifs
Les re´sultats trouve´s pre´ce´demment montrent que l’ensemble des chemins envisageables pour un
avion ne peut se de´finir aussi simplement qu’un ensemble de plus courts chemins valides (leur nombre
est beaucoup trop e´leve´) : pour conserver un nombre re´duit de chemins a` envisager pour chaque avion,
tout en utilisant au mieux les voies de circulation de l’ae´roport, il s’ave`re ne´cessaire d’effectuer la
se´lection des chemins sur de nouveaux crite`res.
Certains de´tours peuvent effectivement sembler totalement absurdes aux yeux des ope´rationnels
alors qu’ils sont moins couˆteux que d’autres chemins acceptables (figure 6.3). Ceci s’explique par
l’utilite´ potentielle que peut avoir un de´tour :
– Les petits de´tours peuvent permettre de faciliter localement certaines manœuvres d’e´vitement
(croisement ou de´passement d’un autre avion par exemple).
– Des de´viations plus grandes (ou contournements) permettent d’e´viter toute une zone spe´cifique
de l’ae´roport (lorsque celle-ci est congestionne´e, ou momentane´ment indisponible par exemple).
– En contrepartie, les grands de´tours n’e´vitant aucune zone particulie`re de l’ae´roport seront juge´s
sans inte´reˆt, bien que cela ne puisse eˆtre formule´ plus rigoureusement tant que ces zones ne sont
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pas explicitement de´crites.
Ces conside´rations incitent a` s’inte´resser a` un nouveau proble`me : la recherche de chemins suf-
fisamment diffe´rents. On ne souhaite plus obtenir un ensemble de meilleurs chemins, mais plutoˆt
plusieurs composantes de chemins, suffisamment distinctes. Ceci repre´sente en re´alite´ un compromis
entre le couˆt des chemins (que l’on cherche malgre´ tout a` minimiser) et leur diversite´ (que l’on cherche
alors a` maximiser). Ce compromis sera mate´rialise´ par un coefficient de ponde´ration, repre´sentant le
rapport entre le couˆt d’un nouveau chemin et sa redondance avec ceux de´ja` trouve´s.
6.5.2 Variation des couˆts
Description
Une solution simple pour trouver des chemins diffe´rents consiste a` augmenter le couˆt des arcs
emprunte´s par les chemins de´ja` trouve´s. Pour conserver malgre´ tout un nombre fixe´ de petits de´tours,
il suffit de rechercher un sous-ensemble de meilleurs chemins entre chaque mise a` jour des couˆts :
– Le nombre d’ite´rations ν du proce´de´ correspondra au nombre de composantes recherche´es.
– k sera le nombre de chemins (de couˆts voisins) par composante.
– δ, le facteur d’augmentation des couˆts des arcs de´ja` explore´s, de´finit le compromis entre couˆt et
diversite´.
Deviations(G, s, t, ν, k, δ) :
pour chaque (m,n) ∈ A, soit c′mn : cmn
soit G′ : G avec les couˆts de´finis par c′
soit C : {} (Chemins trouve´s)
pour i de 1 a` ν, faire soit (c¯′) : Dijkstra(G′, s)C ← C∪ MPS(G′, (c¯′), s, t, k)
si i < ν alors pour chaque (m,n) arc d’un chemin de Ci, c′mn ← δ × cmn
retourner C
Algorithme III.4 – Deviations : recherche de chemins suffisamment diffe´rents.
La strate´gie d’augmentation des couˆts a` chaque ite´ration peut eˆtre envisage´e de deux fac¸ons : soit
cumule´e (le couˆt d’un arc est augmente´ autant de fois qu’il y a de chemins utilisant cet arc), soit unique
(le couˆt d’un arc ne peut alors varier qu’une seule fois). L’ordre de grandeur de δ devra naturellement
eˆtre choisi en fonction de l’option choisie (plus faible dans l’option cumule´e). En ce qui concerne
la recherche de chemins sur l’ae´roport, l’augmentation unique des couˆts semble mieux adapte´e, car
elle permet de borner plus facilement les couˆts conside´re´s, ce qui e´vite par exemple que certains sens
interdits soient finalement propose´s.
L’algorithme d’ite´ration III.4, intitule´ Deviations re´alise cette recherche de chemins.
Mises a` jour des couˆts minimaux
Dans la formulation de l’algorithme III.4, la mise a` jour des plus courts chemins depuis le nœud
origine se fait par l’application de l’algorithme de Dijkstra, qui est ainsi recalcule´ entie`rement a`
chaque ite´ration principale.
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De nombreux algorithmes permettent d’optimiser cette mise a` jour, pour les graphes dynamiques
dont les couˆts varient (une version re´pandue est formule´e dans [Ramalingam 96]) : ces algorithmes
proce`dent par exploration des arcs modifie´s, en commenc¸ant par ceux situe´s en bordure de l’arbre
des plus courts chemins a` mettre a` jour. Lorsque plusieurs arcs sont concerne´s par la mise a` jour,
la complexite´ de ces algorithmes reste du meˆme ordre que celle du Dijkstra, bien qu’ils soient en
pratique plus efficaces lorsque l’ordre du graphe augmente.
La taille du graphe des voies de circulation de l’ae´roport e´tant relativement faible pour ce type
d’exploration, ces algorithmes ne sont pas plus efficaces sur le proble`me que le Dijkstra lui-meˆme,
qui se re´ve`le tre`s peu couˆteux en temps de calcul (moins de 10 millisecondes par appel, avec un
processeur a` 1.6 GHz).
6.5.3 Re´sultats
La figure 6.4 montre quelques exemples d’application de Deviations associe´e a` MPS sur Roissy
et Orly, avec un nombre de chemins re´duit a` 12 et un pourcentage de variation des couˆts de 300%. Cet
ordre de grandeur de δ signifie qu’une portion de chemin pourra eˆtre envisage´e meˆme si elle est trois
fois plus couˆteuse qu’une portion de´ja` explore´e.
A Roissy (exemples 1.1 a` 2.2), l’algorithme est applique´ avec ν = 3 ite´rations de k = 4 chemins,
avec ou sans sens pre´fe´rentiels. Le contournement Est est syste´matiquement envisage´, meˆme lorsqu’il
repre´sente un de´tour important. De plus, les chemins trouve´s sont globalement plus satisfaisants car
beaucoup moins tortueux.
A Orly, les voies de circulation sont beaucoup plus simples : les k meilleurs chemins obtenus
avec l’algorithme MPS e´taient de´ja` satisfaisants. Le premier exemple (3.1) montre que l’utilisation des
meˆmes parame`tres (ν = 3, k = 4, et δ = 300%) de´nature les sens pre´fe´rentiels de circulation. Ceci
est duˆ aux poids associe´s aux transitions de´conseille´es, qui sont plus faibles qu’a` Roissy. On pourra
donc en rester a` l’algorithme MPS, ce qui revient a` n’effectuer qu’une seule ite´ration de 12 chemins
(exemple 3.2).
Pour les deux ae´roports e´tudie´s, on parvient ainsi a` trouver un ensemble re´duit et assez repre´sentatif
de chemins a` envisager. Lorsqu’il s’agira des chemins associe´s a` un mouvement, il faudra conside´rer
toutes les bretelles de piste utilisables par l’avion, ce qui sera fait simplement en re´ite´rant l’algorithme
Deviations sur chaque bretelle (les temps d’exe´cution de l’algorithme e´tant tout a` fait compatibles
avec ces ite´rations).
6.6 Conclusion
Une premie`re me´thode ge´ne´rale de recherche de chemins applique´e aux voies de circulation de
Roissy montre que le nombre de possibilite´s permettant de rejoindre deux points donne´s de l’ae´roport
est beaucoup trop grand pour que chacune de ces possibilite´s puissent eˆtre raisonnablement envi-
sage´es.
Par contre, une me´thode ite´rative de parcours de graphe avec variation des couˆts permet d’obtenir
un ensemble re´duit de chemins, re´sultat d’un compromis entre leurs temps de parcours (que l’on
cherche a` minimiser) et leur diversite´ (que l’on cherche a` maximiser).
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0 1000
1.1 Roissy : ν = 3, k = 4 1.2 Roissy : ν = 3, k = 4
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
12 chemins (trouve´s en 49 ms.) 12 chemins (trouve´s en 41 ms.)
0 1000
2.1 Roissy : ν = 3, k = 4 2.2 Roissy : ν = 3, k = 4
Avec sens pre´fe´rentiels Sans sens pre´fe´rentiels
12 chemins (trouve´s en 38 ms.) 12 chemins (trouve´s en 35 ms.)
3.1 Orly : ν = 3, k = 4 3.2 Orly : ν = 1, k = 12
Avec sens pre´fe´rentiels Avec sens pre´fe´rentiels
12 chemins (trouve´s en 19 ms.) 12 chemins (trouve´s en 5 ms.)
FIG. 6.4 – Applications de Deviations par MPS, avec δ = 300%
Chapitre 7
Re´solution par des me´thodes
de´terministes
7.1 Introduction
Le proble`me global pose´ par chaque situation de trafic est fortement combinatoire. Tel qu’il est
formule´ au chapitre 5, il ne peut ge´ne´ralement pas eˆtre re´solu de manie`re optimale par des me´thodes
de´terministes (car les temps de calcul seraient prohibitifs). Dans ce chapitre, les solutions recherche´es
ne seront donc plus force´ment optimales, mais elles n’en resteront pas moins des solutions admissibles
pouvant s’ave´rer inte´ressantes :
– Pour eˆtre applicables, les me´thodes de´terministes doivent conside´rer un espace de recherche
restreint, en ajoutant par exemple des re`gles de priorite´ entre avions. Les solutions obtenues
sont alors des optima sur cet espace restreint, ce qui correspond ge´ne´ralement a` des optima
locaux du proble`me initial.
– L’obtention d’une solution admissible, meˆme si elle ne correspond qu’a` un optimum local,
fournit une base de comparaison utile pour mesurer l’efficacite´ d’autres me´thodes de re´solution
plus ale´atoires.
– Lorsque la restriction ope´re´e sur l’espace de recherche autorise une exploration rapide de cet
espace, la me´thode peut eˆtre ame´liore´e par ite´ration sur diffe´rents sous-espaces. Ceci est par-
ticulie`rement inte´ressant lorsque la restriction initiale de l’espace ne contient pas de solutions
admissibles (ce qui est le plus a` craindre dans ce contexte) : le proble`me peut alors eˆtre recon-
side´re´ (modification des priorite´s) pour explorer un autre sous-espace de solutions.
Dans une premie`re partie, le concept ge´ne´ral permettant de restreindre l’espace de recherche est
pre´sente´ et analyse´ : les avions sont conside´re´s classe´s par ordre de priorite´. Ce concept sera tout
d’abord mis en œuvre sur un proble`me simplifie´, sans incertitude (deuxie`me partie). Il sera ensuite
adapte´ et ame´liore´ pour eˆtre finalement applicable au proble`me global avec incertitudes (dernie`res
parties).
7.2 La me´thode 1 contre n
7.2.1 De´finition
La partie 5.3.1 montre que le proble`me global est combinatoire par rapport a` la taille de l’ho-
rizon de pre´diction et au nombre d’avions implique´s. Ceci laisse pre´sager deux possibilite´s pour le
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simplifier :
– La premie`re consiste a` se´quencer la re´solution sur l’horizon de pre´diction : ce dernier serait di-
vise´ en plusieurs pe´riodes, qui pourraient eˆtre traite´es les unes apre`s les autres. Cette e´ventualite´
permettrait de re´soudre des situations de´finies sur un horizon de pre´diction e´tendu, mais n’ap-
porte pas re´ellement de solutions inte´ressantes pour les simulations, puisqu’elle revient simple-
ment a` diminuer l’horizon de pre´diction sur lequel la situation est re´ellement optimise´e : cette
e´ventualite´ ne sera donc pas e´tudie´e.
– La seconde consiste a` se´quencer la re´solution par avions : les avions sont conside´re´s les uns
apre`s les autres. Dans ce contexte, le proble`me e´le´mentaire a` re´soudre est celui d’un seul avion
devant en e´viter d’autres : les trajectoires des autres avions, conside´re´es comme fixes, forment
les contraintes du proble`me et le crite`re a` optimiser n’est relatif qu’a` l’avion concerne´.
La re´solution du proble`me global se fera par ite´ration des re´solutions e´le´mentaires du proble`me
lie´ a` chaque avion, dans l’ordre donne´ par un classement des avions en conflit : dans toute la suite,
cette approche du proble`me sera appele´e la me´thode 1 contre n.
7.2.2 Analyse du proble`me
La me´thode 1 contre n se de´compose en re´alite´ en deux sous proble`mes :
1. Les avions doivent eˆtre classe´s. Ce point sera de´terminant pour la re´solution du proble`me, car
beaucoup de classements peuvent aboutir a` un proble`me sans solution pour les derniers avions
conside´re´s. Plus ge´ne´ralement, la qualite´ de la solution qui sera trouve´e de´pendra largement
de l’ade´quation du classement avec la situation courante des avions. Une e´tude de la situation
courante pourra orienter le classement a` ope´rer, mais seule l’application de la me´thode 1 contre
n a` ce classement pourra re´ellement e´valuer sa qualite´.
2. Une trajectoire optimale doit eˆtre trouve´e pour chaque avion. Pour ce faire, l’ensemble des
choix successifs qui s’offrent a` l’avion sera repre´sente´ par un arbre, ou plus ge´ne´ralement par un
graphe (car certaines se´quences de choix peuvent mener a` la meˆme position finale) : chaque arc
du graphe repre´sente un choix particulier pour l’avion et son couˆt doit correspondre a` la pe´nalite´
re´sultante selon le crite`re d’optimisation global. Le crite`re doit donc eˆtre de´compose´ en fonction
de chaque possibilite´ qui s’offre a` l’avion, ce qui implique que la me´thode de re´solution 1 contre
n ne pourra pas eˆtre totalement inde´pendante du crite`re global : lorsque ce crite`re sera modifie´,
les couˆts associe´s aux arcs du graphe relatif aux possibilite´s pour un avion devront eˆtre revus,
ce qui pourra entraıˆner l’adaptation de l’algorithme de re´solution lui-meˆme.
7.2.3 Complexite´
La complexite´ de la me´thode 1 contre n est relative au nombre de nœuds du graphe Ga repre´sentant
les possibilite´s pour un avion a :
– Sur un chemin particulier de l’avion, le proble`me apparaıˆt comme la recherche d’une trajectoire
optimale dans un sous-graphe de Ga : cette trajectoire doit contourner les obstacles repre´sente´s
par les autres avions. Plus pre´cise´ment, les positions successives de l’avion ne doivent pas eˆtre
conflictuelles avec les trajectoires des avions de´ja` traite´s (figure 7.1).
Dans ce graphe relatif a` un chemin particulier, l’avion a deux choix a` chaque pas de temps de
l’horizon de pre´diction : avancer ou attendre. Ceci repre´sente a` priori 2Hp possibilite´s, mais
beaucoup d’entre elles aboutissent a` la meˆme position :
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FIG. 7.1 – Illustration du proble`me 1 contre n sur un chemin
Sans incertitude sur la vitesse de de´placement, le nombre de positions possibles de l’avion a`
chaque pas de temps t s’e´crit : p(t) = t+ 1.




t+ 1 = O(H2p )
Avec incertitudes, le nombre de positions possibles de l’avion a` chaque pas de temps t est
fonction de la largeur maximale nmax(t) de sa zone d’incertitude a` cet instant :
p(t) ≤ nmax(t)(t+ 1)
Ou` nmax(t) = 1+E(δv(∆+ t)) (δv e´tant le taux d’incertitude sur la vitesse) comme cela
a e´te´ de´crit dans la partie 4.2.4.




(1 + E(δv(∆ + t)))(t+ 1) = O(δvH3p )
– Si l’on conside`re l’ensemble des η chemins d’un avion a, la taille de l’espace de recherche
correspond au nombre total |Na| de nœuds du graphe et s’e´crit donc :
|Na| = O(ηH2p ) sans incertitude et |Na| = O(ηδvH3p ) avec incertitudes
– Pour N avions classe´s, l’espace de recherche |E| est donc restreint a` :
|E| = O(NηH2p ) (sans incertitude)
|E| = O(NηδvH3p ) (avec incertitudes).
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N = 5 avions
η = 10 chemins par avions
δv = 20% d’incertitude sur la vitesse
Hp = 5 minutes (ou 60 pas de 5 secondes)
L’espace de recherche est re´duit a` environ deux millions de solutions.
7.3 Classement fixe sans incertitude
7.3.1 Principes
Dans cette partie, le proble`me 1 contre n est conside´re´ sans incertitude, avec un classement ab-
solu de tous les avions d’une journe´e de trafic (comme cela a e´te´ effectue´ dans [Pesic 00] avec une
mode´lisation plus simple de l’ae´roport). Cette approche du proble`me pre´sente plusieurs inte´reˆts :
– L’absence d’incertitude permet de s’affranchir de l’effet de l’horizon : la pre´diction de trafic
est exacte et l’horizon peut donc eˆtre conside´re´ comme infini. Sous certaines conditions sur
le classement des mouvements (de´taille´es dans la partie suivante), ceci diminue fortement les
risques d’absence de solution pour un avion.
– Elle permet d’e´valuer rapidement les de´lais induits par la globalite´ du trafic d’une journe´e.
Meˆme si elle ne pourrait pas s’appliquer dans un cadre ope´rationnel en temps re´el (a` cause de
l’absence d’incertitude), elle fournit une version dynamique du trafic en donnant une premie`re
estimation des temps de roulage et en de´voilant les pe´riodes re´ellement charge´es de la journe´e.
Dans ce cadre, le mode`le de simulation pre´sente´ dans la partie 4.4 devient caduque : les mouve-
ments de la journe´e peuvent eˆtre traite´s inte´gralement les uns apre`s les autres, inde´pendamment de
tout horizon de pre´diction.
7.3.2 Classement des avions
Plusieurs strate´gies peuvent eˆtre envisage´es pour classer les vols, la principale difficulte´ e´tant de
trouver un classement qui n’aboutisse pas a` un proble`me sans solution :
– Une contrainte forte doit notamment eˆtre prise en compte pour les arrive´es : elles ne peuvent
qu’eˆtre mode´re´ment retarde´es avant l’atterrissage et elles ne peuvent pas changer d’ordre. Les
arrive´es doivent donc eˆtre classe´es dans l’ordre des heures pre´vues d’atterrissage et doivent eˆtre
prioritaires sur les de´collages pour be´ne´ficier de la piste libre.
– Pour les de´parts, la possibilite´ d’attendre au parking n’est pas limite´e, ce qui permet d’assurer
l’existence d’une solution dans la plupart des cas (les parkings sont suppose´s se´pare´s des voies
de circulation). Seuls les cas de partage du parking avec une arrive´e pourront limiter cette
attente initiale. Deux classements des de´parts peuvent donc eˆtre envisage´s : par heure de de´but
du mouvement ou par heure pre´vue a` la piste.
Pour ces raisons, deux classements diffe´rents seront compare´s :
1. Le classement par heure de´but : les arrive´es sont prioritaires sur les de´parts et les mouvements
de meˆme type sont classe´s par heure de de´but du mouvement (heure d’atterrissage pour une
arrive´e et heure de de´but du roulage pour les de´parts).
2. Le classement par heure piste : les arrive´es restent prioritaires sur les de´parts mais les mou-
vements de meˆme type sont classe´s par heure d’acce`s a` la piste (heure d’atterrissage pour une
arrive´e et heure de de´collage pre´vu pour les de´parts).
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7.3.3 Optimisation de la trajectoire d’un avion
De´finition du graphe des possibilite´s
Le graphe des possibilite´s d’un avion a, de´butant au pas de temps ta et pour lequel η chemins sont
envisageables se de´finit comme suit :
– Chaque nœud du graphe doit repre´senter une position date´e de l’avion dans un de ses chemins.
Un tel nœud est ainsi de´crit par un triplet (ν, p, t) :
– ν ∈ {1, ..., η} est l’indice du chemin sur lequel se trouve l’avion ;
– p ∈ {1, ..., l(ν)} est la position de l’avion dans ce chemin (l(ν) est le temps de roulage sans
attente associe´ au chemin ν, exprime´ en pas de temps) ;
– t ≥ ta est l’heure a` laquelle l’avion se trouve sur cette position, exprime´e en pas de temps.
– Les nœuds initiaux correspondent a` la premie`re position de l’avion sur chacun de ses chemins,
a` l’heure ta (cette position est situe´e au parking pour un de´part et en l’air pour une arrive´e) :
I = {(ν, 1, ta) | 1 ≤ ν ≤ η}
– Les nœuds fils d’un nœud (ν, p, t) repre´sentent les futures positions que l’avion peut at-
teindre : si la position date´e est conflictuelle avec un des avions de´ja` traite´s, le nœud n’a aucun
fils. Sinon, le nœud peut avoir un ou deux fils, selon que l’avion peut attendre ou non sur cette
position :
1. Soit il avance : le premier nœud fils s’e´crit donc (ν, p+1, t+1) et le couˆt pour l’atteindre
est α = 32 , en accord avec le crite`re global, qui pe´nalise plus le temps de roulage que
l’attente.
2. Soit il maintient sa position, lorsque cette position peut-eˆtre maintenue : le second nœud
fils est alors (ν, p, t+ 1) et le couˆt de cette attente e´le´mentaire est 1.
– Les nœuds terminaux (ou solutions) sont les nœuds repre´sentant une position finale non
conflictuelle de l’avion sur un de ses chemins (en l’air pour un de´part et au parking pour une
arrive´e) :
T = {(ν, l(ν), t) | 1 ≤ ν ≤ η et ta ≤ t}
Re´solution par A*
Dans le graphe des possibilite´s, les nœuds repre´sentant des positions conflictuelles n’ont aucun
fils : le graphe mode´lise les contraintes de se´parations des avions. Tout chemin de ce graphe joignant
un nœud initial a` un nœud terminal repre´sente donc une solution admissible pour l’avion. Cette solu-
tion sera optimale si ce chemin est de couˆt minimal dans le graphe.
Un algorithme A* permet donc de trouver une solution admissible optimale s’il en existe une et
s’il est muni d’une heuristique minorante (annexe D.4). Cette heuristique peut se de´finir trivialement
par le temps de roulage restant sans attente ponde´re´ par α, soit :
h(ν, p, t) = α(l(ν)− p)
De plus, l’e´tude du graphe des possibilite´s pour un avion permet d’optimiser l’imple´mentation de
l’algorithme A* : dans ce graphe, tous les chemins menant a` un meˆme nœud sont ne´cessairement de
meˆme couˆt, en accord avec le crite`re d’optimisation. Pour parvenir a` un nœud (ν, p, t), l’avion a
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A* 1n((ai)1≤i≤N , a) :
soit Ψ : {(αl(ν), 0, (ν, 1, ta)) | 1 ≤ ν ≤ ηa} (Nœuds a` de´velopper)
∀ν ∈ {1, ..., ηa} ∀p ∈ {1, ..., l(ν)} soit tmax(ν, p) : ta − 1 (Caracte´risation des nœuds de´veloppe´s)
tant que Ψ 6= {}
soit (f, c, γ) : Extraire Min(Ψ) (Un e´le´ment de c maximal parmi ceux minimisant f )
soit (ν, p, t) : le dernier nœud de γ
si tmax(ν, p) < t et (ν, p, t) non conflictuel avec (ai)1≤i≤N alors
si p < l(ν) alors (Nœud non terminal)⌊
si tmax(ν, p+ 1) < t+ 1 alors Ψ← Ψ ∪ {(f, c+ α, (γ · (ν, p+ 1, t+ 1)))}
Ψ← Ψ ∪ {(f + 1, c+ 1, (γ · (ν, p+ 1, t)))}
sinon retourner γ (Solution optimale trouve´e)
tmax(ν, p)← t (Me´morisation des nœuds de´veloppe´s)
retourner {} (Proble`me sans solution)
Algorithme III.5 – A* pour la re´solution du proble`me 1 contre n
ne´cessairement avance´ p − 1 fois et attendu t − ta − (p − 1) pas de temps. Le couˆt pour arriver a` ce
nœud est donc :
c(ν, p, t) = α(p− 1) + t− ta − (p− 1) = (α− 1)(p− 1) + t− ta
Ajoute´e a` l’heuristique, cette expression permet de minorer le couˆt de tout chemin solution passant
par un nœud (ν, p, t), par la fonction f suivante :
f(ν, p, t) = c(ν, p, t) + h(ν, p, t) = t− ta − p+ αl(ν) + 1− α
L’exploration des nœuds du graphe par l’algorithme A* se fait par f croissante : si (νi, pi, ti)i de´signe
une suite de nœuds donne´s dans l’ordre de leur de´veloppement, on aura :
∀ i < j, ti − pi + αl(νi) ≤ tj − pj + αl(νj)
Rapporte´e a` une position pre´cise p sur un chemin particulier ν et a` une suite de nœuds de´veloppe´s
(ν, p, ti(ν, p)), la relation pre´ce´dente aboutit a` une relation stricte car l’algorithme ne de´veloppe
jamais deux fois le meˆme nœud :
∀ i < j, ti(ν, p) < tj(ν, p)
Le caracte`re strictement croissant de la suite (ti(ν, p))i permet de caracte´riser directement les nœuds
de´veloppe´s. Si tmax(ν, p) de´signe le pas de temps maximal des nœuds (ν, p, t) de´veloppe´s, on aura :
(ν, p, t) de´veloppe´ ⇐⇒ t ≤ tmax(ν, p)
Cette relation implique e´galement que lors du de´veloppement d’un nœud, l’e´ventuel nœud fils corres-
pondant a` l’arreˆt de l’avion n’est pas encore de´veloppe´ :
(ν, p, t) non de´veloppe´ =⇒ (ν, p, t+ 1) non de´veloppe´
L’algorithme III.5 donne la version ainsi optimise´e de l’A*.
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7.3.4 Application
L’application de la me´thode 1 contre n avec classement fixe sans incertitude donne lieu a` 4 simu-
lations : chacune des deux me´thodes de classement envisage´e (par heure de´but ou par heure piste) est
applique´e aux deux ae´roports mode´lise´s (Roissy et Orly), sur une journe´e de trafic charge´e, avec les
parame`tres suivants :
– Journe´e du 22/03/2003 a` Roissy (1461 mouvements)
– Journe´e du 18/06/1999 a` Orly (807 mouvements) ;
– Vitesse de roulage en ligne droite : 10 m/s ;
– Sens pre´fe´rentiels de circulation : applique´s ;
– Nombre maximum de chemins envisage´s par avion et par bretelle de piste : 12 ;
– Norme de se´paration au roulage : 60 me`tres ;
– Normes de se´paration pour les se´quences de piste :1, 2 ou 3 minutes ;
– Largeur des aires de piste : 90 me`tres ;
– Attente apre`s push-back : 1 minute.
Le tableau suivant donne les re´sultats globaux, obtenus avec un processeur a` 1.6 GHz :
Ae´roport Classement Temps de calcul Pe´nalite´ moyenne (sec.) Cas non re´solus
Roissy Heure de´but 8 min. 103 1
Heure piste 8 min. 99 1
Orly Heure de´but 3 min. 37 5
Heure piste 3 min. 37 5
Les temps de calcul de chaque simulation montrent l’inte´reˆt de la me´thode 1 contre n : elle permet
une analyse rapide du trafic d’une journe´e.
L’e´tude des cas non re´solus montre qu’il s’agit d’une meˆme cause et des meˆmes mouvements
dans les deux simulations de chaque ae´roport : un de´part ne peut libe´rer le parking avant que l’arrive´e
suivante n’y parvienne. En pratique, il suffirait de mettre en attente l’arrive´e, mais cette solution ne
peut eˆtre trouve´e, puisque les arrive´es doivent eˆtre prioritaires sur les de´parts au moment de l’atterris-
sage. Ceci souligne la principale limite de la me´thode 1 contre n avec classement fixe : la ne´cessite´ de
de´finir un ordre total sur les avions rend certaines situations (pourtant simples pour un ope´rationnel)
sans solution.
La figure 7.2 donne la pe´nalite´ moyenne inflige´e a` chaque mouvement en fonction du nombre
d’avions qu’il doit e´viter, dans chaque simulation.
–
`A Roissy, la me´thode de classement par heure pre´vue a` la piste s’ave`re le´ge`rement moins
pe´nalisante pour un nombre d’avions moyens (entre 30 et 45 avions). Ceci est duˆ a` la grande
diversite´ des temps de roulage sans attente : les avions devant parcourir un chemin plus court
peuvent arriver plus vite devant la piste. Lorsque l’attente pour la piste est re´duite, le classe-
ment par heure pre´vue a` la piste les rend prioritaires par rapport aux autres de´parts et diminue
ainsi leur retard, tandis que l’autre classement oblige ces mouvements a` s’e´carter pour lais-
ser passer d’autres avions plus prioritaires. Lorsque les files d’attente pour la piste deviennent
conse´quentes (nombre d’avions plus e´leve´), les deux classements aboutissent finalement aux
meˆmes pe´nalite´s (les de´lais dus a` la piste absorbent les de´lais dus au roulage).
–
`A Orly, les deux classements sont e´quivalents : les voies de circulation sont plus simples et
la longueur des chemins n’est pas suffisamment variable pour que le meˆme phe´nome`ne soit
mesurable.
– Les domaines de variations des courbes illustrent la diffe´rence de taille entre Roissy et Orly :
pour un meˆme nombre d’avions, la pe´nalite´ est 3 a` 4 fois plus importante a` Orly (l’ae´roport est

















Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
Classement par heure début à Roissy
Classement par heure piste à Roissy
Classement par heure début à Orly
Classement par heure piste à Orly





























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
Mesures sur les traces radar à Roissy
Classement par heure début à Roissy
Classement par heure piste à Roissy
Classement par heure début à Orly
Classement par heure piste à Orly
FIG. 7.3 – Temps de roulage moyens sans incertitude
7.4. CLASSEMENT FIXE AVEC INCERTITUDES 83
moins capacitif), mais la pe´nalite´ moyenne ne de´passe jamais le tiers de celle de Roissy.
La figure 7.3 donne les variations des temps de roulage re´sultants des simulations, compare´s aux
temps de roulage re´els a` Roissy (mesure´s sur les traces radar de la meˆme journe´e) :
– Les ordres de grandeur entre les temps simule´s et les temps observe´s sont comparables, mais les
pointes de trafic sont mieux absorbe´es dans les simulations : ceci peut s’expliquer par l’absence
d’incertitude sur la vitesse de roulage dans les simulations, mais indique e´galement que les
trajectoires re´elles ne sont ge´ne´ralement pas optimales. On peut remarquer que les temps de
roulage simule´s sont supe´rieurs a` ceux observe´s dans les premie`res et les dernie`res heures de la
journe´e a` Roissy (avant 5h et apre`s 22h) : ceci concerne un nombre tre`s faible de mouvements
et peut s’expliquer par les vitesses de roulage re´elles, qui sont beaucoup plus e´leve´es lorsque
l’ae´roport est presque vide.
– Les re´sultats confirment les le´ge`res ame´liorations apporte´es par le classement par heure piste a`
Roissy (qui aboutit souvent a` une minute de roulage en moins).
7.4 Classement fixe avec incertitudes
7.4.1 Proble`mes pose´s
La prise en compte des incertitudes sur la vitesse de roulage ne´cessite l’adaptation de la me´thode
de´finie dans la partie pre´ce´dente : les mouvements ne peuvent plus eˆtre conside´re´s que sur l’horizon de
pre´diction limite´ (au dela`, les zones d’incertitude des avions deviennent beaucoup trop importantes).
Ceci pose deux principaux proble`mes :
– Dans chaque situation, l’e´tat courant est le re´sultat des re´solutions pre´ce´dentes mais il peut
ne´cessiter un classement diffe´rent, car l’effet de l’horizon peut positionner un avion devant
d’autres qui e´taient initialement prioritaires.
– Le graphe des possibilite´s pour un avion doit eˆtre rede´fini, car les chemins ne seront plus
syste´matiquement explore´s jusqu’a` la fin : il faut donc modifier la notion de nœud terminal
et inte´grer les contraintes lie´es a` l’effet de l’horizon. Pour rendre la me´thode de re´solution plus
ope´rationnelle, une limite doit e´galement eˆtre ajoute´e sur le nombre de positions d’attente im-
posables a` un meˆme mouvement.
7.4.2 Classement des avions
`A chaque e´tape de la simulation, les positions initiales des avions contraignent les classements
envisageables : le classement reste fixe, dans le sens ou` il est e´tabli avant la re´solution de la situation
et n’est pas remis en cause par cette dernie`re, mais il pourra varier d’une situation a` la suivante. Ces
variations posent toutefois un dilemme :
– Plus le classement est adapte´ a` la situation courante, plus la re´solution sera efficace. La priorite´
absolue donne´e aux arrive´es dans la me´thode pre´ce´dente pourra ainsi eˆtre mode´re´e : seules les
arrive´es non encore pose´es doivent re´ellement eˆtre prioritaires.
– Plus les classements successifs seront diffe´rents d’une e´tape de la simulation a` la suivante, plus
les solutions trouve´es seront instables, avec de nombreux changements de chemin et de points
d’attente. Le risque d’aboutir a` un proble`me sans solution sera donc augmente´.
Pour ces raisons, deux me´thodes de classement de stabilite´ diffe´rentes sont envisage´es :
1. Le classement « stable» est calque´ sur le classement par heure pre´vue a` la piste, mis en place
dans la partie pre´ce´dente. Il ne sera remis en cause que pour les avions se suivant de pre`s :
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les arrive´es restent totalement prioritaires sur les de´parts, mais si un avion a suit un avion b
au de´but de l’horizon de pre´diction (selon la de´finition donne´e dans la partie 4.3.3), a se verra
classe´ imme´diatement apre`s b.
2. Le classement « instable » correspond e´galement au classement par heure pre´vue a` la piste,
mais les arrive´es deviennent moins prioritaires que les de´parts une fois pose´es.
7.4.3 Optimisation de la trajectoire d’un avion
Adaptation du graphe des possibilite´s
Le graphe repre´sentant les trajectoires possibles d’un avion est de´fini en fonction du nombre η
de chemins qui restent envisageables pour l’avion et du nombre maximal Ω de positions d’attentes
imposables sur l’horizon de pre´diction :
– Les nœuds du graphe repre´sentent des zones d’incertitude date´es de l’avion, associe´es a` un
nombre de positions d’attentes passe´es. Ils sont de´finis par des quintuplets (ν, z, t, ω, λ) :
– ν est toujours l’indice du chemin suivi par l’avion ;
– z de´crit la zone d’incertitude de l’avion dans ce chemin : elle peut eˆtre repre´sente´e par le





max) de´signe la zone d’incertitude initiale de l’avion).
– t ∈ {0, ..., Hp} est l’heure relative a` la situation courante, en pas de temps ;
– ω ∈ {0, ...,Ω} est le nombre de positions d’attentes de´ja` adopte´es par l’avion ;
– λ ∈ {0, 1} indique si l’avion avance (λ = 1) ou est en attente (λ = 0).
– Un nœud initial unique, caracte´rise´ par ν = 0 de´crit la position de l’avion au de´but de l’horizon
ou a` l’heure ta de de´but du mouvement si cette dernie`re est supe´rieure a` l’heure courante. Ce
nœud particulier permet de ge´ne´rer les η fils {(ν, z0, max(0, ta), 0, 1) | n ∈ {1, ..., η}}
de´crivant le choix du chemin, chacun d’eux pouvant eˆtre atteint avec un couˆt α(l(ν)− l(1)), en
accord avec le crite`re global.
– Un nœud est terminal (ou solution) s’il repre´sente une zone d’incertitude de l’avion qui res-
pecte les contraintes de se´paration et les contraintes lie´es a` l’effet de l’horizon de´finies dans la
partie 5.2.2, a` la fin de son chemin (pmin = l(ν)) ou a` la fin de l’horizon (t = Hp).
– Les fils d’un nœud (ν, z, t, ω, λ) (ni initial, ni terminal) repre´sentent les choix possibles a`
l’instant t. Le nœud n’a aucun fils s’il repre´sente une position conflictuelle de l’avion, sinon il
peut avoir un ou deux fils :
– L’avion peut avancer : le nœud fils correspondant (ν, z+, t+ 1, ω, 1) est atteint avec un couˆt
nul (z+ est calcule´e en fonction du mode`le d’incertitude de´crit dans la partie 4.2.4).
– Soit l’avion peut attendre sur la position la plus avance´e de sa zone d’incertitude, ce qui
porterait son nombre de positions d’attente a` ω + λ : si ω + λ ≤ Ω, le nœud fils (ν, z−,
t+ 1, ω + λ, 0) repre´sentant cette attente peut eˆtre atteint avec un couˆt unitaire (z− est alors
la nouvelle zone d’incertitude de l’avion, qui e´volue meˆme lorsque ce dernier est en attente).
Adaptation de l’algorithme A*
Pour trouver la meilleure solution pour chaque avion (lorsqu’une telle solution existe), l’algo-
rithme A* doit eˆtre muni d’une heuristique minorante. En accord avec les couˆts nuls associe´s a` la
progression de l’avion dans un de ses chemins, l’heuristique conside´re´e est nulle pour tous les nœuds
du graphe, ce qui re´duit l’algorithme a` un Dijkstra avec condition d’arreˆt sur les nœuds terminaux.
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Les nœuds de´veloppe´s ne peuvent pas eˆtre caracte´rise´s aussi directement que dans la me´thode
pre´ce´dente (car le nombre de positions d’attente est limite´ et l’e´volution de la zone d’incertitude de
l’avion est plus complexe). Cependant, beaucoup de branches de l’arbre de recherche peuvent eˆtre
e´lague´es :
– Le nombre de positions d’attente e´tant limite´, il n’est jamais inte´ressant d’atteindre une meˆme
position (sur un meˆme chemin) a` une meˆme heure avec un nombre de positions d’attente
plus e´leve´. Si ωmin(ν, z, t) de´signe le nombre minimal de positions d’attente dans les nœuds
de´veloppe´s ayant atteint la zone d’incertitude z a` l’heure t :
∀u = (ν, z, t, ω, λ) nœud non de´veloppe´ du graphe,
Si ω ≥ ωmin(z, t), alors u n’a pas besoin d’eˆtre de´veloppe´.
– De plus, les positions conflictuelles explore´es a` un instant t peuvent eˆtre me´morise´es, pour
e´viter d’effectuer plusieurs fois la meˆme de´tection de conflits (qui reste l’ope´ration la plus
pe´nalisante lors de l’exploration d’un nœud) : lorsqu’une zone d’incertitude zi s’ave`re conflic-
tuelle a` l’instant ti, tous les nœuds (ν, zi, ti, ω, λ) seront conside´re´s explore´s, par l’annulation
des valeurs ωmin(ν, zi, ti).
7.4.4 Application
Les deux me´thodes de classement envisage´es sont applique´es au trafic de Roissy et d’Orly, a` partir
des meˆmes plans de vol que pre´ce´demment, avec les meˆmes parame`tres ge´ne´raux, mais avec le mode`le
de simulation de´crit dans la partie 4.4.1, de´finit comme suit :
– Horizon de pre´diction : Hp = 10 minutes ;
– Pas de re´solution : ∆ = 2 minutes ;
– Incertitude sur la vitesse : δv = 20%
– Vitesse maximale : Vmax = 10 m/s ;
– Nombre maximum de positions d’attente : Ω = 2.
`A chaque e´tape de la simulation, les clusters de mouvements actifs sont forme´s en fonction des
paires conflictuelles. La me´thode de re´solution ite´rative de´crite dans la partie 5.4.3 est applique´e (et
chaque cluster est re´solu se´pare´ment par classement de ses propres avions).
L’horizon de pre´diction choisi est re´duit (infe´rieur aux temps de roulage moyens) mais correspond
de´ja` a` une taille conse´quente par rapport aux incertitudes conside´re´es. La longueur maximale des
zones d’incertitude des avions a` la fin de l’horizon est en effet donne´e par :
lmax = δv(∆ +Hp)Vmax = 1440 me`tres
La tableau suivant pre´sente les re´sultats globaux des 4 simulations avec un processeur a` 1.6 GHz :
Ae´roport Classement Temps de calcul Pe´nalite´ moyenne (sec.) Cas non re´solus
Roissy stable 40 min. 134 3
instable 40 min. 112 17
Orly stable 25 min. 62 7
instable 25 min. 61 10
Les temps de calcul restent accessibles car le mode`le tabule´ de´compose la simulation en situations
successives plus simples, dont le temps de re´solution moyen est de l’ordre de quelques secondes.
De nouveaux cas d’e´chec de la re´solution sont par contre identifie´s :

















Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
Classement stable à Roissy
Classement instable à Roissy
Classement stable à Orly
Classement instable à Orly
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FIG. 7.5 – Retard moyen avec incertitudes
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– Avec le classement « stable », les cas non re´solus observe´s dans les simulations sans incer-
titude persistent : les arrive´es sont toujours prioritaires et n’attendent pas ne´cessairement la
libe´ration de leur parking. L’e´tude pre´cise des autres cas d’e´chec (a` Roissy comme a` Orly)
re´ve`le une cause commune, lie´e aux incertitudes sur la vitesse et a` l’effet de l’horizon : les
zones d’incertitude des avions se re´duisent d’une re´solution a` la suivante et causent souvent des
re´ductions d’attente ou des changements de chemin. Ces trajectoires, non pre´vues auparavant,
rendent parfois insoluble le proble`me d’autres avions (moins prioritaires).
– Avec le classement « instable », les arrive´es perdent leur priorite´ une fois pose´es et sont donc
force´es d’attendre la libe´ration de leur parking : ces proble`mes sont donc re´solus a` Roissy
comme a` Orly. Par contre, les nouveaux cas d’e´chec sont plus nombreux et peuvent avoir des
causes diffe´rentes : certains sont dus aux e´volutions des zones d’incertitude (comme avec le
classement stable), mais la plupart sont lie´s aux changements de classement des arrive´es, qui
doivent soudainement e´viter des de´parts, alors que ces derniers n’e´taient pas prioritaires dans
la re´solution pre´ce´dente.
– L’effet des incertitudes et de l’horizon de pre´diction limite´ peut se mesurer par la pe´nalite´
moyenne, supe´rieure a` celle obtenue dans la partie pre´ce´dente, alors que les cas d’e´chec, plus
nombreux, ne sont pas comptabilise´s.
La figure 7.4 donne la pe´nalite´ ge´ne´re´e dans chaque situation en fonction du nombre total d’avions
qui la composent :
– Les ordres de grandeur du nombre d’avions et des pe´nalite´s moyennes sont tre`s diffe´rents des
pre´ce´dents car ils sont maintenant relatifs a` l’horizon de pre´diction limite´.
–
`A Roissy, le classement instable s’ave`re ge´ne´ralement moins pe´nalisant et ceci est confirme´ par
les retards moyens donne´s sur la figure 7.5. Ces re´sultats montrent que la me´thode est ame´liore´e
lorsque le classement est souvent remis en cause, mais ceci doit eˆtre relativise´ par le nombre
de cas non re´solus : il est difficile de trouver a` priori un classement qui permette de re´soudre
toutes les situations.
–
`A Orly, les meˆmes effets peuvent eˆtre constate´s, mais avec des retards finalement similaires
pour les deux classements, ce qui confirme ce qui a e´te´ mesure´ sans incertitude : la simplicite´
des voies de circulation ne laisse pas beaucoup de possibilite´s pour la re´partition du trafic.
7.5 Me´thode avec variations du classement
7.5.1 Objectifs
Les re´sultats pre´ce´dents montrent que la me´thode 1 contre n est relativement peu couˆteuse en
temps de calcul, mais tre`s sensible au classement sur lequel elle est applique´e. Dans cette partie, on
s’inte´resse donc a` l’e´laboration d’une me´thode ite´rative permettant d’explorer plusieurs classements
des avions. L’objectif principal est de trouver un classement compatible avec chaque situation, pour
e´viter autant que possible les e´checs de la me´thode, mais l’exploration de diffe´rents classements doit
e´galement aboutir a` de meilleures solutions : les se´quences de piste doivent notamment eˆtre ame´liore´es
par la possibilite´ d’inse´rer certains de´parts en de´calant le´ge`rement les arrive´es. Pour cela, les atterris-
sages pre´vus ne doivent plus eˆtre syste´matiquement prioritaires.
– Dans un premier temps, l’algorithme A* permettant l’optimisation de la trajectoire d’un avion
est remplace´ par un algorithme d’exploration par Branch & Bound [Papadimitriou 82] qui
s’ave`re plus rapide sur le proble`me (ceci permet de maximiser le nombre de classements envi-
sage´s).
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– Dans un deuxie`me temps, un ordre d’exploration des classements est de´fini et un nouvel algo-
rithme de Branch & Bound (utilisant le pre´ce´dent) est mis en place pour rechercher le meilleur
d’entre eux.
7.5.2 Re´solution par Branch & Bound
Principes
L’e´tude plus pre´cise du proble`me pour un avion fait apparaıˆtre que de nombreuses solutions sont
e´quivalentes : sur chaque chemin, toutes les positions d’attentes non conflictuelles peuvent eˆtre uti-
lise´es avec la meˆme dure´e, pour former autant de solutions diffe´rentes de meˆme couˆt.
L’algorithme A* de´veloppe syste´matiquement toutes ces possibilite´s en paralle`le et par couˆt estime´
croissant, alors qu’il peut eˆtre plus judicieux de n’en de´velopper qu’une, en profondeur d’abord : si
une solution admissible est trouve´e, elle n’est pas ne´cessairement optimale, mais elle apporte des
informations supple´mentaires sur le proble`me, ce qui permet par la suite d’e´laguer certaines branches
de l’arbre de recherche. Dans ce cadre, l’ordre d’exploration du graphe peut eˆtre fixe´ d’avance, ce qui
e´vite la se´lection syste´matique d’un nœud ge´ne´re´ de couˆt estime´ minimal, qui est l’une des ope´rations
les plus pe´nalisantes de l’A*.
Dans le cas d’un proble`me de minimisation, la connaissance d’une solution fournit notamment
une borne supe´rieure de la pe´nalite´ minimale : si les premie`res branches explore´es sont pertinentes
(dans le sens ou` elles aboutissent a` des solutions proches de l’optimum), la borne re´sultante est faible
et le parcours de l’arbre de recherche en est fortement re´duit. Une strate´gie d’exploration de l’arbre
doit donc se´lectionner les premie`res branches les plus prometteuses a` de´velopper.
Cette forme de parcours correspond a` un algorithme de type Branch & Bound (annexe D.5) :
– La borne correspond au couˆt de la meilleure solution trouve´e (sa valeur est initialement +∞
pour un proble`me de minimisation).
– L’heuristique e´value le couˆt du meilleur chemin permettant de joindre chaque nœud a` un nœud
terminal.
– Lorsqu’un nœud est explore´ :
– Son couˆt, augmente´ de l’heuristique, est compare´ a` la borne. S’il lui est supe´rieur, l’ex-
ploration est interrompue : elle reprend plus haut dans l’arbre, vers d’autres branches non
explore´es (ope´ration de backtrack).
– S’il est terminal, la borne est mise-a`-jour avec le couˆt de la solution trouve´e et l’exploration
des branches non encore explore´es continue avec cette nouvelle borne.
– Dans les autres cas, la strate´gie d’exploration de´cide l’ordre dans lequel chaque nœuds fils
doit eˆtre parcouru. Dans certaines imple´mentations, certains nœuds fils peuvent eˆtre explore´s
en largeur, mais ceci ne sera pas utile pour la me´thode 1 contre n, car chaque nœud du graphe
ne posse`de que deux fils.
Comme avec l’algorithme A*, la solution trouve´e sera optimale si l’heuristique est minorante.
Formulation de l’algorithme
L’algorithme de Branch & Bound pour la me´thode 1 contre n est imple´mente´ de la fac¸on suivante :
– L’heuristique est nulle pour tous les nœuds (comme pour l’A*).
– La strate´gie d’exploration est meilleur en premier : les arcs de moindre couˆt sont explore´s en
premier et en profondeur d’abord. Rapporte´ au proble`me, cette strate´gie consiste a` rechercher
d’abord une solution sur le plus court chemin de l’avion, en explorant en premier les nœuds du
graphe correspondants a` l’avance´e de l’avion.
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La strate´gie d’exploration de´compose ainsi le proble`me pour un avion en autant de sous-proble`mes
qu’il reste de chemins envisageables pour cet avion : chaque sous-proble`me consiste a` chercher une
solution optimale sur un chemin particulier, de retard infe´rieur a` une borne fixe´e.
Comme pour l’algorithme A*, il n’est jamais inte´ressant d’atteindre une meˆme position sur le
chemin avec un nombre plus e´leve´ de positions d’attente. Si une position est caracte´rise´e par un retard
d a` un instant t et si wmin(t, d) de´signe le nombre de positions d’attente des nœuds ayant atteint cette
position :
∀u = (z, t, ω, λ) nœud du graphe de retard d,
Si ω ≥ ωmin(t, d), alors u n’a pas besoin d’eˆtre explore´.
De meˆme que pre´ce´demment, les nœuds (z, t, ω, λ) repre´sentant une position conflictuelle peuvent
eˆtre me´morise´s pour e´viter d’effectuer plusieurs fois la meˆme de´tection de conflit, en fixant ωmin(t, d)
a` 0.
BB chemin((ai)1≤i≤n, a, ν, P ) : (Exploration du ν e`me chemin de a avec pe´nalite´ maximale P )
soit D : P − αl(ν) (Borne supe´rieure du retard)
∀(t, d) ∈ {0, ...,Hp}2, soit ωmin(t, d) : Ω+ 1 (Caracte´risation des nœuds explore´s)
soit γ : {} (Meilleure trajectoire trouve´e)
Explorer(z, t, ω, λ, d) :
si d < D et ω < ωmin(t, d) alors (Si le nœud est utile a` explorer)
ωmin(t, d)← ω (Me´morisation des nœuds explore´s)
si z est conflictuelle a` l’instant t alors ωmin(t, d)← 0 (Me´morisation des conflits)
sinon si t = Hp ou a est termine´ a` t alors⌊
γ ← la trajectoire de a (Une solution de retard d est trouve´e)
D← d (Mise a` jour de la borne)
sinon⌊
Explorer(z+, t+ 1, ω, 1, d) (Cas ou` l’avion avance a` t)
si a peut attendre sur z alors Explorer(z−, t+ 1, ω + λ, 0, d+ 1) (Cas ou` l’avion attend a` t)
Explorer(z0, max(0, ta), 0, 1, 0)
retourner (γ, D + αl(ν))
BB 1n((ai)1≤i≤n, a) : (Exploration de tous les chemins de a)
soit ν : 1 (Chemin de la meilleure solution)
soit (γ, P ) : BB chemin((ai)1≤i≤n, a, 1, +∞)
pour chaque ν′ ∈ {2, ..., η}⌊
soit (γ′, P ′) : BB chemin((ai)1≤i≤n, a, ν′, P )
si γ′ 6= {} alors (γ ← γ′ ; P ← P ′ ; ν ← ν′)
retourner (ν, γ, P )
Algorithme III.6 – Branch & Bound pour la re´solution du proble`me 1 contre n
Dans ces conditions, l’algorithme III.6 re´soud le proble`me 1 contre n pour un avion :
– Un premier Branch & Bound (intitule´ BB chemin) cherche la meilleure solution avec borne sur
un chemin. La recherche proprement dite s’effectue par une fonction re´cursive Explorer, qui
retourne la trajectoire optimale pour l’avion et la nouvelle pe´nalite´ maximale correspondante.
Lorsqu’aucune solution ne peut eˆtre trouve´e, la trajectoire retourne´e est « vide » et la pe´nalite´
maximale est inchange´e.
– L’optimisation de la trajectoire d’un avion (intitule´e BB 1n) s’effectue par ite´rations de l’al-
gorithme de Branch & Bound sur chaque chemin, en conservant la borne correspondante a` la





























Trafic du 22/03/2002 à Roissy
Résolution par Branch&Bound
Résolution par A*
FIG. 7.6 – Temps de re´solution moyens du proble`me 1 contre n
meilleure solution trouve´e. Si aucune solution ne peut eˆtre trouve´e sur aucun des chemins, la
trajectoire « vide » est retourne´e, avec une pe´nalite´ infinie.
Re´sultats
Pour comparer la re´solution par Branch & Bound a` la re´solution par A*, deux simulations sont
effectue´es a` Roissy, sur la meˆme journe´e de trafic, avec le classement stable et les meˆmes parame`tres
que pre´ce´demment, mais sans former les clusters d’avions en conflit (l’objectif est de comparer l’ef-
ficacite´ des algorithmes sur un grand nombre d’avions). Les temps de calculs de chaque me´thode de
re´solution sont mesure´s et corre´le´s au nombre d’avions implique´s dans la situation (la pe´nalite´ des
solutions trouve´es par les deux me´thodes est naturellement identique).
La figure 7.6 montre que l’algorithme de Branch & Bound est environ dix fois plus rapide, meˆme
lorsque le nombre d’avions est e´leve´ : cela signifie que l’ordre de parcours de graphe pre´de´fini par
la strate´gie d’exploration du Branch & Bound est particulie`rement adapte´ au proble`me (les premie`res
branches explore´es contiennent des solutions proches de l’optimum). Cet algorithme permettra donc
d’explorer en moyenne dix fois plus de classements pour un temps de re´solution e´quivalent.
7.5.3 Recherche d’un classement optimal
Principe
Dans cette partie, l’algorithme de re´solution du proble`me 1 contre n par Branch & Bound est
utilise´ ite´rativement pour chercher un classement minimisant la pe´nalite´ cumule´e de tous les avions.
Cette me´thode peut ne´cessiter l’e´tude des N ! permutations possibles des N avions d’un cluster,
ce qui peut rapidement devenir trop couˆteux en temps de calcul : l’exploration sera donc interrompue

































































FIG. 7.7 – Exploration lexicographique des classements
au bout d’un temps d’exe´cution maximal fixe´ et l’objectif est d’e´tudier l’efficacite´ de cette me´thode,
en fonction du nombre d’avions composant chaque cluster.
Imple´mentation
Chaque classement est e´value´ par applications successives des re´solutions du proble`me 1 contre
n de chaque avion, dans l’ordre donne´ : lorsqu’un classement aboutit a` une solution, la pe´nalite´ cu-
mule´e fournit un majorant de la pe´nalite´ minimale, ce qui permet ensuite de limiter la recherche aux
classements moins couˆteux. L’exploration des classements peut donc e´galement eˆtre imple´mente´e par
un algorithme de type Branch & Bound, dans lequel la borne est la pe´nalite´ de la meilleure solu-
tion trouve´e. Si les premiers classements explore´s fournissent des solutions proches de l’optimum, la
recherche sera fortement re´duite : le classement « instable » de´finit dans la partie 7.4.2 pourra par
exemple servir de classement initial, puis des transpositions e´le´mentaires pourront eˆtre ope´re´es pour
ge´ne´rer tous les autres classements.
Dans ce cadre, un classement des N avions (ai)1≤i≤N est repre´sente´ par une instanciation de N
variables entie`res (ui)1≤i≤N , telle que :{ ∀i ∈ {1, ..., N}, ui ∈ {1, ..., N}
∀(i, j) ∈ {1, ..., N}2, i 6= j =⇒ ui 6= uj
L’arbre de recherche sur lequel sera applique´ le Branch & Bound doit explorer les diffe´rentes instan-
ciations possibles des variables (ui)1≤i≤N :
– Chaque nœud de l’arbre repre´sente une instanciation des j premie`res variables (ui)1≤i≤j . Le
cas j = 0 correspond au nœud initial, pour lequel aucune variable n’est instancie´e, tandis que
les nœuds terminaux sont caracte´rise´s par j = N .
– Les fils d’un nœud dans cet arbre (lorsque j < N ) sont toutes les instanciations possibles
de la variable suivante uj+1, telles que le sous-proble`me des j + 1 avions classe´s (aui)1≤i≤j+1
admette une solution. Chaque fils repre´sente ainsi le choix du j+1e`me avion dans le classement :
le couˆt de l’arc correspondant est la pe´nalite´ attribue´e a` cet avion dans la re´solution du proble`me
1 contre n.
Le Branch & Bound se de´finit alors comme suit :
– La strate´gie d’exploration de l’arbre consiste a` e´tudier en premier le classement « instable »,
puis ses classements voisins. Pour cela, on suppose que les N avions (ai)1≤i≤N sont donne´s
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dans l’ordre correspondant au classement « instable », et les classements sont explore´s dans
l’ordre lexicographique, comme cela est illustre´ figure 7.7 : de cette fac¸on, les premiers avions
dans le classement sont ceux qui changent le moins souvent de priorite´ et leur trajectoire opti-
male peut eˆtre conserve´e pendant toute l’exploration des classements des derniers avions.
– Une heuristique minorante peut eˆtre de´finie : chaque avion non encore classe´ (c’est-a`-dire non
repre´sente´ dans les variables instancie´es) sera au moins autant pe´nalise´ que s’il e´tait classe´ en
j + 1e`me position. La somme de ces pe´nalite´s minimales forme donc l’heuristique. De plus, si
un des avions non encore classe´ n’a plus de solution, il ne pourra plus en avoir par la suite et
l’exploration des nœuds fils peut eˆtre abandonne´e.
– Un temps maximal d’exe´cution δs est fixe´ : passe´ cette dure´e, la recherche est interrompue
de`s qu’une solution admissible est trouve´e.
Meilleur Classement ((ai)1≤i≤N )
soit t0 : l’heure courante
soit Pmax : +∞ (Borne supe´rieure de la pe´nalite´)
∀i ∈ {1, ..., N} soit ui : i et vi : i (Classement explore´ et classement retenu)
Explorer (j, p) :
si Pmax = +∞ ou si l’heure courante est infe´rieure a` t0 + δs alors
∀k ∈ {j, ..., N}, soit (νk, γk, pk) : BB 1n((aui)1≤i<j , auk )
soit f : p+
∑N
k=j pk (Couˆt minimum des classements a` explorer)
si f < Pmax alors (La pe´nalite´ maximale n’est pas atteinte)
si j = N alors (Un classement de pe´nalite´ f est trouve´)⌊
Pmax ← f (Re´vision de la borne)
∀i ∈ {1, ..., N}, vi ← ui (Me´morisation du classement)
sinon
pour chaque k de j a` N (Exploration de tous les classements des (auk )j≤k≤N )
Affecter la trajectoire (νk, γk) a` auk
si k > j alors E´changer (uk, uj)
Explorer (j + 1, p+ pk)
si k > j alors E´changer (uk, uj)
Explorer (1, 0)
si Pmax = +∞ alors lever (Sans solution) (Aucun classement admissible n’a pu eˆtre trouve´)
sinon retourner (vi)1≤i≤N
Algorithme III.7 – Branch & Bound pour la recherche du meilleur classement des avions
L’algorithme III.7 imple´mente cette forme de recherche du classement optimal par l’interme´diaire
d’une fonction re´cursive Explorer : on suppose la suite d’avion (ai)1≤i≤N donne´e dans l’ordre
du classement « instable » et chaque variable ui vaut initialement i. Les classements suivants sont
obtenus par transposition e´le´mentaire de deux variables (uj , uk), avec 1 ≤ j < k ≤ N .
Re´sultats
Pour e´valuer l’efficacite´ de la re´solution avec recherche d’un classement optimal, deux nouvelles
simulations sont effectue´es, l’une a` Roissy, l’autre a` Orly, avec les meˆmes journe´es de trafic et les
meˆmes parame`tres que pre´ce´demment. La dure´e maximale de re´solution optimale d’un cluster est
fixe´e a` δs = 1 minute.
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Le tableau suivant juxtapose les re´sultats globaux des nouvelles simulations a` ceux des simulations
pre´ce´dentes (dans lesquelles l’algorithme A* est remplace´ par le Branch & Bound) :
Ae´roport Classement Temps de calcul Pe´nalite´ moyenne (sec.) Cas non re´solus
Roissy fixe « instable » 22 min. 112 17
optimal 6h15 min. 111 0
Orly fixe « instable » 11 min. 61 10
optimal 1h45 min. 41 0
Deux points importants peuvent eˆtre constate´s :
– Il n’y a plus de cas d’e´chec de la re´solution : un classement admissible est trouve´ dans toutes
les situations.
– La pe´nalite´ moyenne est significativement diminue´e a` Orly. Elle est e´quivalente a` Roissy, mais
ceci s’explique par l’absence de cas d’e´chec, qui implique que tous les mouvements sont
comptabilise´s. L’e´tude des trajectoires re´sultantes fait apparaıˆtre deux raisons principales de
l’ame´lioration des re´solutions :
– Dans les aires de parkings, la pe´nalite´ est diminue´e dans les situations ou` une arrive´e doit
rejoindre un parking voisin de celui d’un de´part : si l’arrive´e est prioritaire sur le de´part
(classement optimal), elle ne lui cause que tre`s peu de retard ; dans la ne´gative (classement
« instable »), l’arrive´e doit attendre pendant toute la proce´dure de push-back, ce qui est
beaucoup plus pe´nalisant.
– Les se´quences de piste sont optimise´es, notamment lorsque des de´parts peuvent eˆtre inse´re´s
dans la se´quence en retardant les atterrissages : a` chaque fois qu’une telle insertion est pos-
sible, chaque de´collage de la file d’attente gagne au moins une minute (le temps de se´paration
e´le´mentaire entre chaque mouvement).
Le classement des avions est donc une me´thode efficace pour re´soudre le proble`me lorsqu’il est
re´gulie`rement corrige´ pour eˆtre adapte´ a` chaque situation de trafic.
La figure 7.8 donne les temps de re´solution des clusters en fonction de leur taille, avec un micro-
processeur a` 1.6 GHz. :
– Le temps de premie`re re´solution correspond au temps maximal au bout duquel l’algorithme
a trouve´ une premie`re solution admissible : ce temps est infe´rieur a` la seconde pour tous les
clusters.
– Le temps de re´solution finale correspond au temps maximal de la recherche d’un classement op-
timal (lorsqu’il est infe´rieur a` δs = 1 minute, l’arbre des classements a e´te´ explore´ entie`rement).
Ces re´sultats montrent qu’un classement optimal peut toujours eˆtre trouve´ en moins d’une minute
pour les clusters de moins de 9 avions et en moins de 15 secondes pour les clusters de moins de 7
avions : la dure´e relativement e´leve´e des simulations avec recherche du classement optimal peut eˆtre
diminue´e en limitant davantage le temps de recherche maximal, bien que cela se fasse au de´triment
de la qualite´ des solutions trouve´es.
La figure 7.9 donne la pe´nalite´ moyenne en fonction du nombre d’avions implique´s dans chaque
situation, avec et sans recherche de classement optimal. La figure 7.10 fournit les temps de roulage
correspondants. Pour les deux ae´roports, l’ame´lioration des re´solutions est significative dans les situa-
tions mode´re´ment charge´es. Par contre, lorsque le nombre d’avions devient plus grand, les pe´nalite´s
re´sultantes sont comparables. L’ordre finit meˆme par s’inverser pour le nombre maximal d’avions
(mais ceci est duˆ a` l’absence de cas d’e´chec).
























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
Temps max. de première résolution
Temps final moyen de résolution à Roissy
Temps final max. de résolution à Roissy
Temps final moyen de résolution à Orly
Temps final max. de résolution à Orly

















Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
Classement instable à Roissy
Classement optimal à Roissy
Classement instable à Orly
Classement optimal à Orly
FIG. 7.9 – Pe´nalite´ en fonction du nombre d’avions avec variations du classement
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Classement instable à Roissy
Classement optimal à Roissy
Classement instable à Orly

























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
FIG. 7.10 – Retard moyen avec variations du classement
7.6 Conclusion
La me´thode 1 contre n re´soud les situations de trafic en classant les avions par ordre de priorite´.
Elle travaille donc sur un proble`me simplifie´ mais adapte´ aux me´thodes de re´solution de´terministes
par parcours de graphe. Elle reveˆt deux formes d’application inte´ressantes :
– Elle peut eˆtre applique´e au proble`me sans incertitude sur la vitesse de de´placement, avec un
horizon de pre´diction infini. Dans ce cas, elle permet une analyse tre`s rapide des conditions
d’e´coulement du trafic au sol et des retards induits, en affectant une trajectoire admissible a`
chaque mouvement d’une journe´e entie`re de trafic.
– Elle peut e´galement s’appliquer aux situations de trafic issues du mode`le de simulation tabule´,
avec horizon de pre´diction limite´ et prise en compte des incertitudes sur la vitesse. Dans ce cas,
plusieurs classements doivent eˆtre envisage´s pour pouvoir re´soudre efficacement toutes les si-
tuations de trafic. Le nombre de classements explore´s est maximise´ en remplac¸ant l’algorithme
A* initial par un Branch & Bound, qui s’ave`re en moyenne dix fois plus rapide. Les retards
re´sultants se rapprochent de ceux obtenus sans incertitude, ce qui signifie que les solutions
trouve´es sont mieux optimise´es : le classement des avions, lorsqu’il est adapte´ et corrige´ en
fonction de chaque situation, ne semble pas extreˆmement pe´nalisant pour le trafic au sol. Ceci
demande naturellement a` eˆtre confirme´ par comparaison avec d’autres me´thodes de re´solution.
Deux limites non ne´gligeables de la me´thode doivent cependant eˆtre souligne´es :
– La de´finition du graphe explore´ de´pend fortement du crite`re global a` optimiser : la me´thode
n’est donc pas ge´ne´ralisable a` d’autres crite`res plus complexes.
– La ne´cessite´ de de´finir un ordre total sur les avions peut entraıˆner l’absence de solution au
proble`me. Ceci peut notamment eˆtre constate´ dans les situations particulie`res de face-a`-face, ou`
les deux avions doivent effectuer un de´tour pour s’e´viter mutuellement.
Chapitre 8
Re´solution par algorithmes ge´ne´tiques
8.1 Introduction
La me´thode de´terministe de´veloppe´e au chapitre pre´ce´dent permet de re´soudre toutes les situations
de trafic e´tudie´es mais au prix d’une re´duction conside´rable de l’espace de recherche. Plusieurs raisons
incitent pourtant a` e´tudier le proble`me dans sa forme la plus ge´ne´rale, telle qu’elle a e´te´ formule´e au
chapitre 5 :
– L’optimisation des situations peut en eˆtre significativement ame´liore´e : les solutions trouve´es
correspondront a` un optimum global, prenant en compte simultane´ment les intentions et les
contraintes de tous les avions implique´s dans la situation.
– La me´thode de re´solution peut eˆtre rendue plus inde´pendante du crite`re a` optimiser, qui est
ne´cessairement e´volutif (fonction de l’ae´roport et de ses proce´dures d’exploitation spe´cifiques
par exemple).
La complexite´ e´leve´e des contraintes lie´es au proble`me de re´solution de conflits le rend diffi-
cilement accessible a` d’autres me´thodes de´terministes classiques, telles que la programmation par
contraintes ou les me´thodes d’intervalles : l’emploi de me´thodes stochastiques telles que les algo-
rithmes ge´ne´tiques s’est en revanche de´ja` montre´e efficace [Granger 02, Me´dioni 98] sur le meˆme
type de proble`me, relatif a` l’e´vitement ae´rien. Dans ce chapitre, les meˆmes concepts sont de´veloppe´s
pour le trafic au sol, tel qu’il a e´te´ mode´lise´ au chapitre 4 : les deux premie`res parties sont consacre´es
a` la pre´sentation ge´ne´rale des algorithmes ge´ne´tiques et a` leurs ame´liorations classiques. La dernie`re




Les algorithmes ge´ne´tiques s’inspirent des lois de la se´lection naturelle et de l’e´volution ge´ne´tique
pour re´soudre des proble`mes d’optimisation fortement combinatoires : les points de l’espace de re-
cherche sont conside´re´s comme des individus d’une population et la fonction a` optimiser repre´sente
leur adaptation. Lorsque la population se reproduit, seuls les individus les mieux adapte´s subsistent :
l’he´ritage ge´ne´tique permet aux nouvelles ge´ne´rations d’eˆtre de plus en plus adapte´es aux conditions
de se´lection. Au bout d’un certain nombre de ge´ne´rations, la population doit converger vers les re´gions
ou` se trouvent les optima recherche´s et ce, quelle que soit la fonction d’adaptation : le principal avan-
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tage des algorithmes ge´ne´tiques est qu’ils ne font aucune hypothe`se particulie`re sur la fonction a`
optimiser.
Les origines de ces algorithmes remontent aux anne´es 60, avec les travaux de John Holland sur
les syste`mes adaptatifs [Holland 62]. L’ouvrage de re´fe´rence de David E. Goldberg [Goldberg 89]
a fortement participe´ a` leur essor : ils sont de´sormais tre`s populaires et leurs domaines d’applica-
tions sont de plus en plus varie´s. Ils forment aujourd’hui une branche particulie`re des Algorithmes
´Evolutionnaires, qui regroupent les Strate´gies d’ ´Evolution [Rechenberg 65, Beyer 01], la Program-
mation ´Evolutionnaire [Fogel 66a] et les Algorithmes Ge´ne´tiques, bien que les spe´cificite´s de chaque
cate´gorie ne soient pas toujours explicites et rele`vent le plus souvent de l’historique ou des proble`mes
e´tudie´s.
D’une manie`re ge´ne´rale, les algorithmes ge´ne´tiques sont utilise´s pour rechercher les optima d’un
crite`re d’optimisation, de´fini sur un espace de recherche E . Leur mise en œuvre ne´cessite :
– La de´finition d’une fonction d’adaptation f a` maximiser, de´finie sur l’espace de recherche
E et ge´ne´ralement a` valeurs dans [0; 1] ou R+. Cette fonction peut e´galement eˆtre appele´e la
fonction d’e´valuation ou encore fitness. Elle se de´finit en fonction du crite`re du proble`me : les
extrema recherche´s du crite`re doivent correspondre aux maxima de f .
– Un codage des donne´es, associant a` chaque point de l’espace de recherche une structure de
donne´e particulie`re, appele´e ge´notype ou chromosome, qui caracte´risera chaque individu de
la population. Inversement, on doit pouvoir associer a` tout individu un point de E : ce point,
qui peut parfois correspondre a` plusieurs individus diffe´rents, repre´sente les caracte´ristiques
apparentes de ces individus et sera ainsi appele´ leur phe´notype.
– Une population initiale, de´finie comme un ensemble d’individus, qui sera souche de toutes les
futures ge´ne´rations.
– Des ope´rateurs d’e´volution de la population, permettant l’exploration de l’espace de recherche
E .
– Un processus de se´lection des individus les mieux adapte´s, qui sera applique´ sur chaque nou-
velle ge´ne´ration d’individus.
Description algorithmique
La figure 8.1 illustre les principales e´tapes d’un algorithme ge´ne´tique :
1. La population initiale est cre´e´e, ge´ne´ralement de manie`re ale´atoire.
2. Chaque ite´ration correspond a` une nouvelle ge´ne´ration de la population. Pour ce faire :
(a) L’adaptation (ou fitness) de chaque individu est calcule´e : ceci ne´cessite le de´codage du
ge´notype de l’individu, qui donne son phe´notype.
(b) La reproduction ou se´lection consiste a` faire prolife´rer les meilleurs individus de la po-
pulation, au de´triment des individus les moins adapte´s. Elle aboutit a` une nouvelle popu-
lation, uniquement forme´e d’individus se´lectionne´s dans la population courante.
(c) La diversification de la population remplace certains individus en alte´rant leur ge´notype.
Cette e´tape est essentielle pour assurer l’exploration de l’espace de recherche. Les indivi-
dus se´lectionne´s dans la population sont appele´s les parents et les nouveaux individus les
enfants. Deux types d’ope´rateurs d’e´volution sont distingue´s : les mutations et les croise-
ments, comme cela sera de´taille´ plus loin.
3. Un crite`re d’arreˆt de´termine la fin de l’algorithme ge´ne´tique. Il peut eˆtre de´fini en fonction
de nombreux indicateurs, comme le nombre de ge´ne´rations effectue´es, l’adaptation du meilleur
individu, ou encore l’e´volutivite´ de la population.








FIG. 8.1 – ´Etapes de l’algorithme ge´ne´tique
Parame`tres des algorithmes ge´ne´tiques
La rapidite´ et la qualite´ de convergence d’un algorithme ge´ne´tique sont influence´es par de nom-
breux parame`tres, souvent lie´s entre eux :
– Des parame`tres nume´riques, dont les principaux sont :
– La taille de la population (note´e Npop) : plus le nombre d’individus est grand, plus la
probabilite´ de convergence est e´leve´e, mais plus l’algorithme est lent pour calculer chaque
ge´ne´ration. La complexite´ de l’algorithme ge´ne´tique s’exprime ge´ne´ralement en O(Npop).
– Le nombre de ge´ne´rations maximal que doit effectuer l’algorithme, qui se de´finit le plus
souvent en fonction de la taille de la population et du temps imparti pour re´soudre le proble`me.
– Les taux de croisement et de mutation, qui fixent la proportion de la population qui sera
renouvele´e a` chaque ge´ne´ration. Ces taux ont ge´ne´ralement une influence importante sur la
qualite´ de convergence de l’algorithme ge´ne´tique, mais leur valeur optimale de´pend de la
nature des ope´rateurs employe´s et du proble`me a` re´soudre.
– Des parame`tres qualitatifs, comme :
– La pression se´lective induite par la quantite´ d’individus retenus pour la reproduction. Sans
cette pression, l’algorithme ne peut converger, mais si elle est trop e´leve´e, la population risque
de s’agglome´rer trop rapidement autour des meilleurs individus.
– Le niveau de de´terminisme des ope´rateurs de croisement et de mutation. Lorsqu’il est trop
e´leve´, la population ne peut qu’e´voluer cycliquement entre divers optima locaux de la fonc-
tion et n’a que tre`s peu de chance d’explorer certaines re´gions de l’espace de recherche. Dans
le cas inverse, la convergence peut eˆtre fortement ralentie, au point de rendre la me´thode in-
efficace.
– L’e´litisme de l’algorithme, qui consiste a` forcer la conservation du ou des meilleurs individus
trouve´s, tant qu’ils ne sont pas de´passe´s par d’autres. Cette strate´gie assure la croissance de
la fonction d’adaptation du meilleur individu de la population, mais peut nuire a` la diversite´
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de la population.
Le re´glage de ces parame`tres est souvent fastidieux : il ne´cessite beaucoup d’essais et de´pend
fortement du proble`me (de la fonction) a` optimiser. Les re´sultats the´oriques sur la convergence des
algorithmes ge´ne´tiques n’apportent que tre`s peu d’e´le´ments concluants sur ce point, qui reste de ce
fait l’e´tape la plus difficile de leur mise en œuvre.
8.2.2 De´finition de la fonction d’adaptation et gestion des contraintes
Dans le cadre des algorithmes ge´ne´tiques, aucune hypothe`se de re´gularite´ n’est faite sur la fonction
a` maximiser : elle peut ne pas eˆtre de´rivable et peut meˆme eˆtre fortement discontinue. Le calcul de la
fonction d’adaptation peut ainsi eˆtre quelconque et dans certains cas, re´sulter de plusieurs ite´rations
algorithmiques : dans le cas de la re´solution de conflits par exemple, le calcul ne´cessite la simulation
du trafic sur l’horizon de pre´diction.
Une fac¸on tre`s simple de de´finir l’adaptation consiste donc a` prendre le crite`re lui-meˆme lorsqu’il
doit eˆtre maximise´, ou son inverse pour un proble`me de minimisation (en prenant soin toutefois de
traiter les cas particuliers des valeurs ne´gatives ou nulles).
Cependant, la qualite´ et surtout la rapidite´ de convergence de l’algorithme ge´ne´tique sont in-
fluence´es par l’allure de la fonction d’adaptation, notamment par le nombre de ses optima locaux.
Pour cette raison, dans beaucoup de proble`mes, la relation entre le crite`re et l’adaptation n’est pas
toujours directe :
Pour les proble`mes avec contraintes, deux principales strate´gies peuvent eˆtre employe´es :
– Lorsqu’il est possible d’assurer que tous les individus respectent les contraintes, l’adapta-
tion ne repre´sente que le crite`re [Michalewicz 91]. Ceci ne´cessite que la ge´ne´ration de la
population initiale et que l’application des ope´rateurs de variations ne fournissent que des
individus correspondant a` une re´gion admissible de l’espace de recherche. Cette option est
ge´ne´ralement la plus efficace (car elle re´duit directement l’espace de recherche) mais ne
concerne que les proble`mes avec des contraintes relativement simples (line´aires par exemple).
– Dans les autres cas (contraintes non line´aires), la fonction d’adaptation prend en compte les
violations de contraintes en pe´nalisant les individus concerne´s. Un palier peut par exemple
distinguer l’adaptation des individus ne respectant pas les contraintes : ces derniers ont une
adaptation syste´matiquement infe´rieure au palier, et sont alors e´value´s sur le nombre de viola-
tions de contraintes. Cette me´thode a l’avantage de conserver, dans les premie`res ge´ne´rations
tout au moins, des individus situe´s dans le domaine non admissible : ceux-ci peuvent malgre´
tout ge´ne´rer des individus de bonne qualite´ car les optima sont souvent situe´s a` la frontie`re
du domaine admissible. Certaines techniques [Joines 94] utilisent un palier e´volutif, fonction
par exemple de l’adaptation du meilleur e´le´ment et du nombre de ge´ne´rations effectue´es pour
conserver plus longtemps des individus hors du domaine admissible.
Lorsque les irre´gularite´s de la fonction objectif peuvent eˆtre lisse´es sans changer ses optima, la
convergence de l’algorithme peut eˆtre acce´le´re´e. Cette situation peut notamment survenir dans
les proble`mes fortement contraints, pour lesquels certaines contraintes sont plus restrictives
que d’autres : la fonction d’adaptation peut pe´naliser d’avantage leurs violations, ce qui per-
met d’orienter progressivement (de ge´ne´rations en ge´ne´rations) la population vers le domaine
admissible.
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8.2.3 De´finition de la population
Codage des donne´es
Le codage des donne´es est la premie`re phase de l’e´laboration d’un algorithme ge´ne´tique :
– Cette phase de´termine la structure de donne´es qui sera utilise´e pour coder le ge´notype des
individus de la population. Cette structure de´pend donc du proble`me a` re´soudre et sa contrainte
principale est d’eˆtre en ade´quation avec la taille de l’espace de recherche.
– Le codage des donne´es conditionne toute l’imple´mentation de l’algorithme : la de´finition des
ope´rateurs de croisement et de mutation et de la fonction d’e´valuation des individus de´pend
ne´cessairement de la structure employe´e.
Les premiers algorithmes ge´ne´tiques utilisaient syste´matiquement un codage binaire, qui reste
encore aujourd’hui tre`s populaire : dans ce cadre, le ge´notype associe´ a` chaque e´le´ment de l’espace de
recherche est une chaıˆne de boole´ens, destine´e a` eˆtre manipule´e directement (sans structure apparente)
par les ope´rateurs de croisement et de mutation. Certains proble`mes se preˆtent tre`s bien a` un codage
binaire et les premiers re´sultats the´oriques sur la convergence des algorithmes ge´ne´tiques sont fonde´s
sur ce type de codage.
Par la suite et pour d’autres proble`mes plus structure´s, le codage binaire s’est parfois re´ve´le´ moins
pratique ou moins efficace que des codages entiers ou re´els Dans ce cadre, le ge´notype se de´finit
par une chaıˆne d’entiers ou de re´els [Goldberg 91, Wright 91], ou encore plus ge´ne´ralement par une
combinaison entre eux. Cette forme de codage reveˆt plusieurs avantages :
– Les ope´rations de codage et de de´codage sont souvent simplifie´es.
– Le ge´notype devient structure´ et peut eˆtre de´compose´ en diffe´rentes parties identifiables, parfois
appele´es ge`nes. Cette structure peut eˆtre utilise´e par des ope´rateurs de croisement et de mutation
spe´cifiques, pour augmenter les chances d’obtenir des ge´notypes enfants meilleurs que leurs
parents, lors du renouvellement de la population.
– Lorsque la structure du ge´notype est lie´e a` la structure de l’espace de recherche, une faible
modification du ge´notype correspond a` un point voisin de l’espace de recherche : la finesse des
ope´rateurs de variation peut eˆtre controˆle´e.
– La gestion des contraintes du proble`me peut e´galement eˆtre simplifie´e, lorsque celles-ci ne
concernent qu’un sous-ensemble re´duit de variables du proble`me. L’exemple classique est celui
de variables re´elles dont le domaine est un intervalle fixe´ de R. Le codage structure´ permet
d’assurer facilement le respect de ces contraintes par tous les individus de la population.
Ge´ne´ration initiale
La population initiale contient l’ensemble des ge´notypes qui serviront de souche a` tous les indi-
vidus ge´ne´re´s par l’algorithme. Elle a donc une influence e´vidente sur la rapidite´ de convergence de
l’algorithme, bien que cette influence ne soit pas toujours maıˆtrisable :
– Pour la plupart des proble`mes, aucune information ne permet de pre´sager de la position de l’op-
timum et la population initiale est ge´ne´re´e ale´atoirement, par un tirage uniforme dans l’espace
de recherche. Dans ce cas, des traitements particuliers peuvent eˆtre de´finis pour assurer la di-
versite´ de la population (qui conditionne les chances d’explorer tout l’espace de recherche) : il
est par exemple possible de scinder l’espace en plusieurs composantes pour y injecter au moins
un individu par composante.
– Pour les proble`mes fortement contraints dont le crite`re est relativement re´gulier, l’optimum
recherche´ est souvent conditionne´ par les contraintes (il se trouve sur la frontie`re du domaine
admissible) et la position de l’optimum du proble`me sans contrainte est parfois connue. Dans ce
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type de proble`me, la ge´ne´ration initiale peut eˆtre compose´e d’individus ge´ne´re´s ale´atoirement
dans un voisinage fixe´ de l’optimum sans contrainte : le non respect des contraintes forcera
les individus a` se diversifier dans les premie`res ge´ne´rations de l’algorithme, en explorant en
premier la re´gion ou` le crite`re est optimal.
– Lorsque des me´thodes sont connues pour trouver diffe´rentes solutions non optimales mais res-
pectant les contraintes du proble`me, ces solutions peuvent former autant de re´gions dans les-
quels seront ge´ne´re´s les individus de la population initiale.
8.2.4 Renouvellement de la population
Principe de se´lection
Le roˆle de la se´lection est d’assurer la prolife´ration des meilleurs individus au de´triment des plus
mauvais. Au cours de cette e´tape, la probabilite´ de survie de chaque individu doit donc correspondre
a` son adaptation : une nouvelle population de Npop individus est construite, contenant en plus grand
nombre ceux qui sont les mieux adapte´s. Trois techniques de se´lection, de´crites dans [Goldberg 89],
sont tre`s re´pandues :
– Se´lection par tournoi : la nouvelle population est obtenue par Npop combats entre des groupes
d’individus choisis au hasard dans la population courante (selon une loi de probabilite´ uni-
forme). Lors de chaque combat, l’individu le mieux adapte´ l’emporte avec une probabilite´
P ∈]12 ; 1], ou` P est un parame`tre de la me´thode permettant le re´glage de la pression se´lective.
Ce type de se´lection a l’avantage d’eˆtre applicable quelles que soient les valeurs de la fonction
d’adaptation (elles peuvent eˆtre ne´gatives), mais la pratique montre qu’elle induit souvent une
pression se´lective trop faible (meˆme avec P = 1).
– Roulette wheel selection : cette technique reproduit le principe du tirage ale´atoire utilise´ dans
les roulettes de casino avec une structure line´aire. Chaque individu i est associe´ bijectivement




f de´signe la somme des adaptations de la population,
Si
∑
f = 0, li =
1
Npop
; sinon li =
fi∑
f
La fonction d’adaptation est donc suppose´e a` valeurs dans R+. La nouvelle population est
obtenue par Npop tirages ale´atoires (avec distribution uniforme de probabilite´) de re´els entre 0
et 1, chaque re´el tire´ de´signant un individu se´lectionne´. Avec cette me´thode, les individus les
mieux e´value´s sont statistiquement se´lectionne´s plus souvent. Cependant, lorsque la taille de la
population est re´duite, le nombre de tirages est faible et l’espe´rance mathe´matique de se´lection
peut ne pas eˆtre obtenue : il peut en re´sulter un biais de se´lection plus ou moins fort suivant la
taille de la population.
– Stochastic remainder without replacement : cette technique a pour but de minimiser le biais
de se´lection pouvant exister avec la technique pre´ce´dente. Un nombre minimal de repre´sentants
de chaque individu dans la future population est de´termine´ par avance en fonction de l’adapta-
tion de l’individu, puis la population est comple´te´e par tirages ale´atoires :
– Le nombre minimal de repre´sentants d’un individu i est donne´ par E(τi), ou` E de´signe
la partie entie`re et τi l’adaptation de i rapporte´ a` la moyenne des adaptations de tous les
individus.




FIG. 8.2 – Ope´rateur de mutation
– La population est comple´te´e par la me´thode de Roulette wheel selection, ou` l’e´valuation de
chaque individu serait donne´e par le reste stochastique ri = τi − E(τi).
Ces trois processus de se´lection induisent une pression se´lective particulie`re et sont tre`s sensibles
aux e´carts entre les e´valuations des individus. Lorsque la population n’est pas adapte´e a` la pression
se´lective, le comportement de l’algorithme ge´ne´tique est biaise´ :
– Soit il ne converge pas : les individus se re´pandent dans l’espace de recherche sans jamais pro-
gresser (pression se´lective trop faible). La solution consiste ge´ne´ralement a` affiner les ope´rateurs
de croisement et de mutation, pour les rendre plus de´terministes par exemple.
– Soit il converge trop rapidement vers un optimum local de la fonction objectif : un individu
est largement mieux e´value´ que le reste de la population et induit une pression se´lective trop
forte. La population a rapidement tendance a` devenir homoge`ne et l’algorithme n’a que tre`s
peu de chance d’explorer convenablement l’espace de recherche. Ce cas est le plus fre´quent et
de nombreuses techniques comme le scaling et le sharing, de´crites plus loin dans ce chapitre,
permettent de faire varier artificiellement la pression se´lective pour reme´dier au proble`me.
Ope´rateurs de variation
Le roˆle des ope´rateurs de variation est d’enrichir la population avec de nouveaux individus (ap-
pele´s les enfants) et de garantir ainsi que tout point de l’espace de recherche a une chance d’eˆtre
explore´, quelque soit la population initiale (proprie´te´ d’ergodicite´).
Deux formes d’ope´rateurs sont utilise´es conjointement. Elles se distinguent par le nombre de
parents implique´s :
La mutation consiste a` cre´er un enfant en modifiant localement et ale´atoirement le ge´notype d’un
seul individu (figure 8.2). C’est donc l’ope´rateur le plus simple et il est suffisant pour ga-
rantir la proprie´te´ d’ergodicite´ sur le plan the´orique : il est essentiel pour le fonctionnement
de l’algorithme ge´ne´tique et certaines imple´mentations n’utilisent que cette forme d’ope´rateur
[Fogel 66b].
Le croisement (figure 8.3) cre´e plusieurs enfants a` partir de plusieurs parents (ge´ne´ralement, deux
enfants sont cre´e´s a` partir de deux parents). Son roˆle premier est d’eˆtre comple´mentaire a`
l’ope´rateur de mutation, en ne fournissant par exemple que des nouvelles combinaisons de
ge`nes de´ja` existants. Lorsque l’ope´rateur de mutation est suffisamment ale´atoire, les croise-
ments utilise´s peuvent eˆtre a` l’inverse plus de´terministes.
De nombreux exemples de mutations et de croisements types peuvent eˆtre trouve´s dans la litte´rature
[Bridges 91], en fonction de la nature du codage des donne´es (binaire, entie`re, re´elle ou autre), la seule
ve´ritable contrainte e´tant qu’ils ne nuisent pas a` l’ergodicite´ de l’algorithme.




FIG. 8.3 – Ope´rateur de croisement
La principale difficulte´ relative a` la de´finition des ope´rateurs est de doser l’amplitude des alte´rations
de ge´notype : si elle est trop faible, la population risque de se cloisonner aux premiers optima locaux
rencontre´s. Si elle est trop forte, l’algorithme est incapable d’affiner correctement la recherche en fin
de convergence. Deux classes particulie`res d’ope´rateurs permettent de re´duire ce proble`me :
– Les ope´rateurs adaptatifs [Eiben 99, Yang 02] : l’amplitude des modifications est e´volutive,
fonction de diffe´rents indicateurs tels que le nombre de ge´ne´rations effectue´es, l’adaptation
moyenne de la population, ou encore la distance moyenne entre les individus (lorsque l’espace
de recherche en posse`de une).
– Les ope´rateurs auto-adaptatifs [Schwefel 81] : l’amplitude maximale des modifications des
ope´rateurs est code´e dans une partie du ge´notype de chaque individu. Cette amplitude e´volue
donc au cours des croisements ou des mutations et subit le processus de se´lection.
8.2.5 Convergence
Les premie`res e´tudes the´oriques sur les algorithmes ge´ne´tiques se sont inte´resse´es a` leur fonction-
nement avec un codage binaire. Ces re´sultats sont connus sous le nom de la the´orie des sche´mas. Ils
sont largement de´veloppe´s dans [Goldberg 89] et re´sume´s dans [Alliot 92]. Ils permettent de mieux
comprendre l’effet du processus de se´lection et de certains ope´rateurs de mutation et de croisements
sur les sche´mas constituant le ge´notype des individus : il apparaıˆt par exemple qu’avec les ope´rateurs
envisage´s, les sche´mas de petite taille (de´finis sur un nombre restreint de bits) sont favorise´s et ont
plus de chance d’eˆtre reproduits au cours des ge´ne´rations.
Des proprie´te´s de convergence des algorithmes ge´ne´tiques avec codage re´el ont e´te´ de´veloppe´es
par R. Cerf [Cerf 94] a` partir des travaux de O. Catoni [Catoni 90] et de Trouve´ [Trouve´ 93]. L’algo-
rithme ge´ne´tique est conside´re´ comme un processus Markovien, perturbe´ par les ope´rateurs ge´ne´tiques
[Freidlin 83]. Cette e´tude the´orique permet notamment d’e´tablir le comportement asymptotique des
algorithmes ge´ne´tiques, ainsi que les cycles qui re´gissent la dynamique du processus. Elle de´montre
par ailleurs que l’algorithme peut converger sans croisement.
Ces re´sultats the´oriques ne rendent cependant pas encore compte du fonctionnement des algo-
rithmes ge´ne´tiques tels qu’ils sont utilise´s en pratique, ou` leur convergence est fortement acce´le´re´e
par des raffinements tels que le scaling et le sharing (de´crits ci-apre`s), ou l’utilisation d’ope´rateurs
adaptatifs dont l’efficacite´ est augmente´e au fil des ge´ne´rations a` partir d’approximations quadra-
tiques de la fonction d’adaptation [Auger 04]. De plus, les nombreux parame`tres de ces algorithmes
impliquent un re´glage final qui ne´cessite souvent l’emploi de la me´thode essai-erreur.
















FIG. 8.4 – Fonction de scaling exponentiel
8.3 Ame´liorations et adaptations classiques
8.3.1 Scaling
Le scaling est une mise a` l’e´chelle de la fonction d’adaptation, souvent indispensable au bon fonc-
tionnement de l’algorithme ge´ne´tique. Son but est d’augmenter ou de diminuer artificiellement les
e´carts d’e´valuation entre les individus, pour ajuster la pression se´lective en fonction de la ge´ne´ration
courante. Le parame`tre d’ajustement est l’espe´rance du nombre de copies du meilleur individu, en
ge´ne´ral fixe´ a` 2. La fonction donnant l’adaptation d’un individu ne sera donc plus la fonction f a` opti-
miser, mais son image fs par une fonction de scaling, deR+ dans lui-meˆme, ge´ne´ralement strictement
croissante. Deux principales fonctions de scaling peuvent eˆtre utilise´es :
Le scaling line´aire [Michalewicz 92], de´fini par une fonction de scaling affine :
fs = af + b avec a > 0
La position relative de a par rapport a` 1 de´termine si la pression se´lective est affaiblie et favorise
l’exploration de l’espace (a < 1) ou si elle est au contraire renforce´e pour favoriser les modes
dominants (a > 1). Si la technique de se´lection ne´cessite que la fonction d’adaptation soit
positive ou nulle, la constante b permet d’ajuster le scaling pour que fs soit e´galement a` valeurs
dans R+. Il est naturellement envisageable de faire varier a et b au fil des ge´ne´rations.
Le scaling exponentiel [Michalewicz 92], ou` la fonction de scaling est donne´e par :
fs = f
k
– Pour k proche de 0, la pression se´lective est fortement re´duite : l’algorithme ge´ne´tique se
comporte comme une exploration ale´atoire de l’espace de recherche.
– Pour k proche de 1, le scaling devient transparent.
– Pour k > 1, la pression se´lective est renforce´e et seuls les meilleurs individus parviennent a`
se maintenir.
Dans la pratique, k varie ge´ne´ralement de fac¸on croissante au fil des ge´ne´rations, avec par















n : la ge´ne´ration courante
Ngen : le nombre maximal de ge´ne´rations
p : fixe l’intensite´ du scaling
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Sans sharing Avec sharing
FIG. 8.5 – Objectif du sharing
Dans la pratique, la valeur p = 0.1 s’est souvent montre´e efficace.
8.3.2 Sharing
Principe
Le Sharing relativise l’adaptation des individus par rapport a` leur proximite´ (ou densite´) dans
l’espace de recherche. L’objectif est de forcer la population a` se re´partir dans diffe´rentes re´gions de
l’espace de recherche : son utilisation est particulie`rement recommande´e avec des fonctions objectifs
pre´sentant de nombreux optima locaux, pour e´viter que la population ne se regroupe que sur un seul
d’entre eux (figure 8.5). Sa mise en œuvre ne´cessite la connaissance d’une distance sur l’espace de
recherche ou entre les individus.
De la meˆme fac¸on que le scaling, le sharing modifie l’adaptation de chaque individu, en la
pe´nalisant en fonction du taux d’aggre´gation de la population dans un voisinage de l’individu. Pour
cela, on suppose de´finie une distance d, repre´sentative des diffe´rences entre individus. La nouvelle















si d < σshare
S(d) = 0 si d > σshare
– Le parame`tre σshare de´finit la zone d’influence des individus : seuls les individus dont la dis-
tance est infe´rieure a` σshare se pe´nalisent mutuellement. Sa valeur doit eˆtre de´termine´e en
fonction du proble`me traite´ et de la distance de´finie sur l’espace de recherche. Il est souvent
utile, pour ce re´glage, de normaliser les distances (entre 0 et 1 par exemple).
– Le parame`tre α fixe l’intensite´ du sharing : plus α est grand, plus les groupes d’individus ag-
glome´re´s sont pe´nalise´s (figure 8.6).
Dans la pratique, ce type de sharing donne de bons re´sultats mais sa complexite´ en O(N2pop) par
rapport au nombre d’individus peut s’ave´rer pe´nalisante, compare´e aux autres ope´rations de l’algo-
rithme ge´ne´tique qui s’effectuent ge´ne´ralement en O(Npop). C’est pourquoi le sharing clusterise´ lui
est souvent pre´fe´re´.










FIG. 8.6 – Allure de la fonction de sharing
Sharing clusterise´
Le sharing clusterise´ [Yin 93] permet de re´duire la complexite´ du sharing en re´partissant les in-
dividus de la population par groupes de proximite´, appele´s clusters. Deux parame`tres dmin < dmax
de´finissent la fac¸on avec laquelle sont construits ces clusters :
– Initialement, chaque individu de la population est conside´re´ comme le centre d’un cluster, dont
il est l’unique e´le´ment.
– Si deux centres sont a` une distance infe´rieures a` dmin, les deux clusters correspondants sont
re´unis dans un unique cluster, dont le centre est le milieu des deux centres initiaux.
– Si la distance d’un individu au centre du cluster le plus proche est infe´rieure a` dmax, l’individu
est ajoute´ au cluster et le centre de ce dernier est recalcule´, comme un barycentre entre l’individu
et l’ancien centre du cluster.
Cette me´thode peut eˆtre imple´mente´e en O(Npop logNpop) ope´rations [Yin 93], en utilisant un
algorithme de classification hie´rarchique ascendante [Day 84] pour obtenir les clusters repre´sentant
les regroupements d’individus dans l’espace de recherche. Le sharing consiste alors a` modifier l’adap-














ni : nombre d’individus dans le meˆme cluster que i
di : distance entre i et le centre de son cluster
α : intensite´ du sharing
Ce type de sharing s’ave`re aussi efficace que le sharing initial. La me´thode ne´cessite cependant le
calcul de barycentres entre les points de l’espace de recherche, ce qui peut sortir du cadre de certains
proble`mes. D’autre part, le dosage des parame`tres dmin et dmax n’est pas toujours e´vident : leur valeur
devrait eˆtre du meˆme ordre que la distance minimale entre deux optima de la fonction, ce qui peut
rarement eˆtre connu a` priori. Le clustering adaptatif permet de s’abstraire de ce dosage.
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Clustering adaptatif
Le clustering adaptatif est une technique de sharing clusterise´ permettant de re´guler automatique-
ment les parame`tres dmin et dmax en fonction de l’adaptation du meilleur individu de chaque cluster
[Alliot 96] : l’ide´e est d’augmenter le nombre de clusters (par diminution de dmin et dmax) lorsque
beaucoup d’entre eux contiennent des individus bien adapte´s et au contraire de forcer leur agre´gation
dans les autres cas. La technique se de´finit en fonction de trois nouveaux parame`tres, dont les valeurs
sont comprises entre 0 et 1, mais dont le re´glage s’ave`re plus ge´ne´ral que celui de (dmin, dmax) :
– Le taux de sharing τs est le seuil caracte´risant les bons clusters, par rapport a` l’adaptation du
meilleur individu de la population (0.9 s’ave`re souvent efficace en pratique) ;
– Deux seuils d’adaptation S1 < S2 de´terminent les cas ou` (dmin, dmax) doivent eˆtre adapte´s
(0.75 et 0.85 en pratique).
L’e´volution de dmin et dmax est re´gi par une variable ∆, maintenue de ge´ne´rations en ge´ne´rations :
– Initialement, dmin et dmax ont une valeur nulle et ∆ vaut 2.
–
`A chaque ge´ne´ration, les clusters sont forme´s a` partir des valeurs courantes de dmin et dmax,
selon la technique de´crite dans la partie pre´ce´dente. Les valeurs pour la ge´ne´ration suivante sont
calcule´es comme suit :




|{j ∈ 1, ..., Nc | fjfmax ≥ τs}|
Ou` fj est l’adaptation du meilleur individu du cluster j et fmax l’adaptation du meilleur
individu de toute la population.
2. ∆ est mis-a`-jour : 

∆← 0.95∆ si S < S1 et ∆ > 1
∆← 1.05∆ si S > S2 et ∆ < 100
∆ reste inchange´ dans les autres cas.
3. La distance moyenne entre les individus et les centres de clusters fournit les nouvelles










Ou` Nc est le nombre de clusters et Npop le nombre d’individus.
En pratique, cette technique a e´te´ mise a` l’e´preuve et s’est de´ja` re´ve´le´e efficace sur des proble`mes
de re´solution de conflit [Granger 02].
8.3.3 Proble`mes partiellement se´parables
Principe
Dans [Durand 96b], des ope´rateurs de variation spe´cifiques sont de´finis et permettent d’acce´le´rer
significativement la rapidite´ de convergence des algorithmes ge´ne´tiques, pour un certain type de
proble`mes d’optimisation souvent e´tudie´, dits partiellement se´parables [Griewank 82].
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Ces proble`mes se caracte´risent par un crite`re a` minimiser, fonction de n variables (x1, x2, ..., xn),
qui peut s’exprimer comme la somme de m fonctions positives, chacune d’elles ne de´pendant que
d’un sous-ensemble de variables :
F (x1, x2, ..., xn) =
m∑
i=1
Fi(xj1 , xj2 , ..., xjni )
– Si le proble`me e´tait totalement se´parable, aucune variable xj ne serait implique´e dans la de´fini-
tion de plusieurs fonctions Fi. La minimisation de F reviendrait a` minimiser se´pare´ment chaque
fonction Fi.
– L’ide´e intuitive pour re´soudre le proble`me partiellement se´parable par algorithme ge´ne´tique
consiste a` s’inspirer des valeurs des Fi pour orienter les ope´rateurs de variation : les variables
(xj) relatives aux fonctions Fi a` forte valeur doivent avoir plus de chance d’eˆtre modifie´es.
Le codage des donne´es est dans ce cas suppose´ direct : le ge´notype des individus est compose´ des
n variables (x1, x2, ..., xn) (qui peuvent eˆtre indiffe´remment entie`res, re´elles, ou autres).
Fonctions d’adaptation partielles
Pour de´finir les ope´rateurs de variation, chaque individu de la population est associe´ a` autant de
fonctions d’adaptation partielles (Gk)1≤k≤n qu’il y a de variables : :
∀k ∈ {1, ..., n}, Gk(x1, x2, ..., xn) =
∑
i∈Sk




Sk = {i ∈ {1, ..., n} | xk est une variable de Fi}
ni est le nombre de variables de Fi
On a donc par construction :
F (x1, x2, ..., xn) =
n∑
k=1
Gk(x1, x2, ..., xn)
Intuitivement, Gk(x1, x2, ..., xn) repre´sente la participation de la variable xk au crite`re.
Ope´rateurs de variation adapte´s
Selon l’ide´e intuitive ayant guide´ la construction des fonctions d’adaptation partielles, la probabi-
lite´ qu’un ope´rateur de variation modifie la variable xk doit augmenter lorsque Gk(x1, x2, ..., xn) est
e´leve´. La principale difficulte´ consiste a` doser le niveau de de´terminisme des ope´rateurs : le risque est
d’orienter trop souvent l’e´laboration des enfants, pour finalement obtenir une population qui oscille
inde´finiment entre plusieurs sche´mas oppose´s ou qui converge trop vite vers un mauvais optimum
local.
Pour cette raison, la de´finition des ope´rateurs est fonction d’un parame`tre ∆ > 0, qui permet
d’ajuster le niveau de de´terminisme (plus il est faible, plus le ope´rateurs seront de´terministes) :






S = {k ∈ {1, ..., n} | Gk(X) ≥M −∆}
Un e´le´ment k de S est tire´ au hasard et la variable xk est modifie´e ale´atoirement.
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enfant 1 enfant 2

























G  (X) << G  (Y)
G  (X) ~ G  (Y) G  (X) ~ G  (Y)
1
5 5
G  (X) >> G  (Y)3
FIG. 8.7 – Croisement adapte´
Le croisement de deux parents X = (x1, x2, ...xn) et Y = (y1, y2, ...yn) est illustre´ figure 8.7 :
∀k ∈ {1, ..., n},
– Si Gk(X) ≥ Gk(Y ) + ∆, alors les deux enfants he´ritent de yk ;
– Si Gk(Y ) ≥ Gk(X) + ∆, alors les deux enfants he´ritent de xk
– Dans les autres cas, les variables xk et yk sont croise´es selon des techniques classiques (croi-
sement barycentrique pour des re´els par exemple).
Extensions de la me´thode
La notion de fonction d’adaptation partielle (partial fitness) est souvent employe´e dans le cadre
des algorithmes ge´ne´tiques, meˆme pour des proble`mes qui ne sont pas partiellement se´parables au
sens de´fini dans cette partie : dans ce cadre plus ge´ne´ral, il peut s’agir de toute fonction heuristique
Gk, mesurant « l’adaptation » d’une partie du ge´notype, selon des crite`res qui sont ge´ne´ralement
de´pendants du proble`me traite´.
Les ope´rateurs de variation, tels que ceux de´finis ci-dessus, peuvent utiliser les fonctions d’adap-
tation partielles pour alte´rer plus souvent les parties du ge´notype qui semblent mal adapte´es.
8.3.4 Optimisation locale en fin de convergence
Les algorithmes ge´ne´tiques sont efficaces pour explorer des espaces de grande dimension et y trou-
ver diffe´rentes re´gions inte´ressantes, contenant des points proches des optima recherche´s. Cependant,
l’aspect stochastique de la me´thode d’exploration (qui est indispensable a` son ergodicite´) ne garantit
pas que la meilleure solution trouve´e correspondent exactement a` l’optimum de la re´gion explore´e : il
est souvent be´ne´fique d’appliquer une me´thode d’optimisation locale aux meilleurs individus trouve´s.
Deux approches peuvent eˆtre employe´es :
– L’optimisation locale peut eˆtre applique´e une fois l’algorithme termine´, sur le ou les meilleurs
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e´le´ments de la population finale. Il peut s’agir par exemple d’une me´thode de descente, conver-
geant vers l’optimum local le plus proche de chaque individu.
– L’optimisation locale peut eˆtre applique´e lors des mutations ou des croisements, avec une pro-
babilite´ a` fixer (ope´rateur hybride). La me´thode d’optimisation peut eˆtre de´terministe (me´thode
de descente le long de la plus grande pente par exemple) ou stochastique : le recuit simule´
[Toulouse 85, Ingber 92] est souvent utilise´ dans ce contexte. Ce type d’ope´rateur hybride peut
cependant avoir deux conse´quences ne´fastes : il ralentit l’algorithme et peut orienter trop sou-
vent la population vers de mauvais optima.
8.4 Application au trafic au sol
8.4.1 Me´thodologie
Dans cette partie, un algorithme ge´ne´tique est applique´ au proble`me formule´ au chapitre 5. Les
premie`res parties en de´crivent l’imple´mentation ge´ne´rale, qui sera ensuite mise en pratique en deux
e´tapes :
1. Dans un premier temps, l’algorithme sera e´talonne´ (re´glage des parame`tres et se´lection des
options les plus efficaces) sur un e´chantillon de situations de trafic a` forte densite´, ge´ne´re´es par
simulation avec re´solution par la me´thode 1 contre n de´finie au chapitre pre´ce´dent.
2. L’efficacite´ de l’algorithme ge´ne´tique sera ensuite analyse´e, par applications successives des
re´solutions a` chaque situation d’une journe´e de trafic.
8.4.2 De´finition de la population
Codage des donne´es
Le codage des donne´es est de´fini directement en fonction des variables du proble`me, pre´cise´es
dans la partie 5.2.1. Il s’agit donc d’un codage entier, dans lequel le ge´notype d’un individu est de´fini
par (1 + 2Ω)N variables entie`res borne´es, ou` N est le nombre d’avions implique´s :

(νi)1≤i≤N ∈ {1, ..., η}N les chemins suivis par les avions ;
(pik)1≤i≤N ; 1≤k≤Ω les positions d’attente des avions ;
(tik)1≤i≤N ; 1≤k≤Ω les heures de fin d’attente des avions.
Pour restreindre au maximum l’espace de recherche, les contraintes e´le´mentaires, relatives aux
intervalles de de´finition des variables, seront suppose´es toujours ve´rifie´es par les individus de la popu-
lation. Si timin de´signe l’heure relative du de´but du mouvement i et timax son heure relative maximale
de fin sans attente (mesure´e sur son chemin le plus long) :
∀i ∈ {1, ..., N}, ∀k ∈ {1, ...,Ω},
{
0 ≤ pik ≤ tik ≤ Hp
timin ≤ pik ≤ timax
Dans la suite, on de´signera par (ν, p, t) les (1 + 2Ω)N variables du proble`me.
Ge´ne´ration initiale
La complexite´ de la re´solution de conflits est due aux contraintes du proble`me : le crite`re a` op-
timiser (cumul des retards des avions) est relativement re´gulier, mais l’optimum est conditionne´ par
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les re`gles de se´paration qui morce`lent fortement le domaine admissible. Pour cette raison, la popu-
lation initiale n’est pas obtenue par tirages uniformes sur l’espace de recherche, mais par une loi de
distribution favorisant les faibles valeurs de la pe´nalite´ (sans contrainte) :
– Les faibles valeurs de νi ont plus de chance d’eˆtre choisies (les chemins sont indice´s par temps
de parcours croissants) ;
– Les valeurs de pik sont choisies par tirage uniforme sur leurs intervalles de de´finition ;
– Les valeurs de tik sont plus souvent proches de leur valeur minimale.
La population initiale contiendra donc le plus souvent des individus situe´s hors du domaine ad-
missible mais faiblement pe´nalise´s en de´lai et en de´tour : le processus de se´lection et les ope´rateurs de




Les individus de la population repre´sentent des instanciations des variables qui ne respectent pas
ne´cessairement les contraintes du proble`me. Le crite`re global F (ν, p, t) doit donc prendre en compte
a` la fois les violations de contraintes et la qualite´ de la solution lorsque celle-ci est admissible. Son
calcul ne´cessite :
1. Le calcul des trajectoires des N avions ;
2. La de´tection des violations de contraintes, repre´sente´es par les valeurs cij(t) ∈ {0, 1}, pour
t ∈ {0, ..., Hp} (cij(Hp) = 1 repre´sente le non respect d’une contrainte relative a` l’effet de
l’horizon).
Deux de´finitions diffe´rentes du crite`re global, note´es F1 et F2, seront compare´es : elles ne diffe`rent
que par la pe´nalite´ associe´e aux violations de contraintes, ce qui les rend totalement e´quivalentes sur
le domaine admissible :
1. La premie`re de´finition du crite`re pe´nalise chaque violation de contrainte de fac¸on homoge`ne :
– Si le nombre de conflits est non nul,









F1(ν, p, t) = αL(ν) +D(p, t)
Ou` K caracte´rise les instanciations non admissibles des variables (K À NHp). Les autres
notations sont celles de´finies au chapitre 5 lors de la mode´lisation du proble`me :
– L(ν) =∑Ni=1 li(νi) est la somme des retards dus au choix des chemins ;
– D(p, t) =∑Ni=1 tiΩ − piΩ est l’attente cumule´e des avions ;
– α le coefficient de ponde´ration entre attente et de´tour ;
2. La deuxie`me de´finition du crite`re a pour but de diminuer l’importance des optima locaux situe´s
hors du domaine admissible, autour desquels la population risque de s’attarder sans jamais
aboutir a` une solution : il faut pour cela remarquer qu’il est ge´ne´ralement inutile de re´soudre
les derniers conflits d’un avion lorsque les premiers ne sont pas re´solus (dans l’ordre chronolo-
gique pour l’avion). L’importance d’un conflit peut donc eˆtre relativise´e par son heure, d’ou` la
deuxie`me de´finition du crite`re :
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– Si le nombre de conflits est non nul,







Hp + 1− t
T
cij(t)
Ou` T est une constante ponde´rant l’importance relative des premiers conflits.
– Sinon, F2((ν, p, t) = F1(ν, p, t) = αL(ν) +D(p, t)
Fonction d’adaptation
La fonction d’adaptation f de l’algorithme ge´ne´tique doit eˆtre maximise´e : elle est de´finie de
manie`re inversement proportionnelle au crite`re F (de´fini par F1 ou F2). Un palier fixe assure que les
individus repre´sentant des solutions admissibles soient toujours mieux e´value´s (f ≥ 12 ) que les autres
(f < 12 ) :
– Si F (ν, p, t) < K, l’individu repre´sente une solution admissible :





2K + F (ν, p, t)
– Sinon,
f(ν, p, t) =
K
K + F (ν, p, t)
Scaling
Le scaling exponentiel de´crit dans la partie 8.3.1 est utilise´ pour moduler la pression se´lective
induite par la fonction d’adaptation. Ses parame`tres sont re´gle´s avec des valeurs classiques pour le
proble`me de re´solution de conflits [Durand 96a, Granger 02] :
fs = f











Ce scaling est ne´cessaire pour e´viter la disparition trop rapide des individus violant les contraintes,
lorsque les premie`res solutions admissibles apparaissent dans la population.
8.4.4 Caracte`re partiellement se´parable du proble`me
Matrice d’adaptation
Le crite`re global F (ν, p, t) est de´fini en fonction de la pe´nalite´ de chaque avion et du nombre
de conflits de chaque paire d’avions. L’ensemble de ces informations, qui ne peuvent eˆtre connues
que via la pre´diction de trafic et la de´tection de conflits, peut eˆtre repre´sente´ par une matrice N ×N
syme´trique, qui sera appele´e la matrice d’adaptation (figure 8.8) :
{
mii = αli(νi) + di avec di = tiΩ − piΩ
Pour i 6= j : mij =
∑Hp
t=0 P (t)cij(t)
– mii repre´sente la pe´nalite´ de l’avion i et ne de´pend que de ses variables νi, (pik, tik)1≤k≤Ω. ;
– mij pour i 6= j repre´sente la pe´nalite´ due aux violations de contraintes de la paire (i, j) et ne
de´pend que des variables de i et j. P (t) est un coefficient ge´ne´ral de ponde´ration, de´fini en
accord avec le crite`re global utilise´ (F1 ou F2).
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l + diiα m ij
m ij






Conflits entre i et j
FIG. 8.8 – Matrice d’adaptation
L’utilite´ de cette matrice est double :
– Elle permet de de´composer le crite`re global F a` minimiser en N fonctions d’adaptation par-
tielles, pour guider les ope´rateurs de variation.
– Elle permet d’acce´le´rer la phase d’e´valuation de l’algorithme ge´ne´tique (la plus pe´nalisante
dans le cadre de la re´solution de conflit) : lors des croisements et des mutations, les e´le´ments de
la matrice correspondant a` des variables non modifie´es peuvent eˆtre me´morise´s : par la suite,
il ne sera pas ne´cessaire de de´tecter les conflits entre les paires d’avions non modifie´es, lors de
l’e´valuation du nouvel individu. Si les ope´rateurs de variation ne modifient que les variables
d’un seul avion, la phase d’e´valuation sera en O(N) au lieu de O(N2).
Fonctions d’adaptation partielles
Le crite`re global F a` minimiser peut s’exprimer en fonction de la matrice d’adaptation :
– Si la matrice d’adaptation est diagonale,











Les adaptations partielles (Gi)1≤i≤N , telles que de´finies dans la partie 8.4.4 peuvent eˆtre extraites.
Chacune d’elles est relative a` l’ensemble des 1 + 2Ω variables du ie`me avion et repre´sente la partici-
pation de ce dernier a` la pe´nalite´ globale :
– Si la matrice d’adaptation est diagonale, Gi(ν, p, t) = mii
– Sinon, Gi(ν, p, t) = K2
∑
j 6=imij
Ope´rateurs de variation associe´s
Les ope´rateurs de variations adapte´s aux proble`mes partiellement se´parables, pre´sente´s dans la
partie 8.4.4 sont applique´s avec les adaptations partielles (Gi)1≤i≤N :
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– La mutation d’un individu A modifie ale´atoirement les variables d’un seul avion, pre´sentant
une des pires adaptations partielles.
– Le croisement est une adaptation de celui pre´sente´ dans la partie 8.4.4 : deux individus A et B
donnent deux individus A′ et B′, obtenus par la modification des variables d’un seul avion dans
un des parents : A′ (respectivement B′) est une copie de A (resp.B), dans laquelle les variables
d’un avion pre´sentant une des pires adaptations partielles sont remplace´es par celles du meˆme
avion dans B (resp. A).
Cette de´finition des ope´rateurs, qui ne modifie que les variables d’un seul avion d’un parent, per-
met de conserver une e´valuation en O(N), par he´ritage de la matrice d’adaptation du parent dont seule
une colonne (ou une ligne) doit eˆtre recalcule´e. Aucun parame`tre n’est utilise´ pour controˆler le niveau
de de´terminisme des ope´rateurs, car ce dernier de´pend directement des diffe´rences d’adaptations par-
tielles :
– Dans les premie`res ge´ne´rations de l’algorithme, la plupart des individus sont hors du domaine
admissible et pre´sentent des adaptations partielles tre`s diffe´rentes. Le niveau de de´terminisme
des ope´rateurs est alors relativement e´leve´ : les trajectoires les moins conflictuelles auront de
fortes chances d’eˆtre reproduites. Le roˆle des ope´rateurs de variation, a` ce stade de la conver-
gence, est d’orienter la population vers le domaine admissible. Ceci pourrait aboutir a` une
convergence pre´mature´e vers le premier optimum local admissible trouve´ : la diversite´ de la
population doit eˆtre assure´e par application d’une me´thode de sharing.
– Lorsque la population contient beaucoup d’individus situe´s dans le domaine admissible, les
diffe´rences entre les adaptations partielles se resse`rent et les ope´rateurs de variation deviennent
de moins en moins de´terministes.
8.4.5 Sharing
Le sharing est ne´cessaire pour e´viter l’homoge´ne´isation pre´mature´e de la population autour des
premiers individus repre´sentant des solutions admissibles. La me´thode de sharing clusterise´, avec
clustering adaptatif de´crite dans la partie 8.3.2 est donc imple´mente´e : elle ne´cessite la de´finition
d’une distance et de barycentres dans l’espace de recherche :
La distance entre deux individus A et B est de´finie en fonction des diffe´rences de choix de chemins
















i ) = 0 si νAi = νBi
χ(νAi , ν
B
i ) = 1 si νAi 6= νBi
Cette de´finition de la distance est normalise´e : 0 ≤ d(A,B) ≤ 1.
Le barycentre de deux individus A et B ponde´re´ par les coefficients positifs αA et αB est un
individu C de´fini par :





i si αA ≥ αB et νCi = νBi sinon ;
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Les variables re´sultantes (pCik, tCik) doivent e´ventuellement eˆtre corrige´es pour satisfaire les
contraintes e´le´mentaires lie´es a` leur domaine de de´finition.
8.4.6 Terminaison de l’algorithme
Crite`re d’arreˆt
Le crite`re d’arreˆt de l’algorithme est de´fini en fonction de deux parame`tres Ngen et Nopt :
– Ngen est le nombre maximal absolu de ge´ne´rations : passe´ ce nombre de ge´ne´rations, l’algo-
rithme est termine´ meˆme si aucune solution admissible n’a e´te´ trouve´e.
– Nopt est un nombre maximal de ge´ne´rations stationnaires, destine´ a` interrompre l’algorithme
lorsque la population ne semble plus progresser. Une ge´ne´ration sera dite stationnaire lorsque
l’adaptation du meilleur e´le´ment est supe´rieure a` 12 et qu’elle est la meˆme qu’a` la ge´ne´ration
pre´ce´dente.
Optimisation locale en fin de convergence
Une fois termine´, l’algorithme ge´ne´tique retourne la dernie`re ge´ne´ration :
– Si cette population contient des individus repre´sentant des solutions admissibles, ces derniers
peuvent eˆtre optimise´s localement par une me´thode de´terministe, pour assurer la convergence
pre´cise vers le meilleur optimum local situe´ dans les re´gions explore´es : pour chaque individu, la
me´thode 1 contre n de´finie au chapitre pre´ce´dent est applique´e ite´rativement jusqu’a` ce qu’elle
ne permette plus d’ame´liorer la solution : a` chaque ite´ration, une trajectoire optimale est affecte´e
a` un avion en conside´rant que celles de tous les autres sont fixe´es.
– Si la meilleure adaptation est infe´rieure a` 12 , la situation de trafic n’a pu eˆtre re´solue : la me´thode
e´tant stochastique, il peut eˆtre be´ne´fique de recommencer la re´solution (avec une initialisation
diffe´rente du hasard).
8.4.7 ´Etalonnage de l’algorithme
Mise en situation
L’e´talonnage d’un algorithme ge´ne´tique est souvent la phase la plus de´licate : le nombre de confi-
gurations possibles des parame`tres (nombre de ge´ne´rations, taille de la population, taux de mutation
et de croisement) est lui-meˆme combinatoire. L’algorithme est de plus stochastique et il convient d’ef-
fectuer plusieurs re´solutions du meˆme proble`me dans la meˆme configuration pour obtenir une bonne
indication de sa performance.
Pour ce faire, des situations de trafic au sol a` Roissy sont extraites des simulations 1 contre n du
chapitre pre´ce´dent et servent de re´fe´rence : elles sont de densite´ de trafic moyenne a` e´leve´e et sont
conside´re´es dans les conditions suivantes :
– Vitesse maximale de roulage en ligne droite : 10 m/s ;
– Incertitude sur la vitesse : 20% ;
– Horizon de pre´diction : 10 minutes ;
– Nombre maximal de positions d’attente par avion :2 ;
– Nombre maximal de chemins envisage´s par avion et par bretelle de piste : 12 ;
Chaque situation est re´solue plusieurs fois (avec diffe´rentes initialisations du hasard), dans chaque
configuration envisage´e.
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Résolution le 22/03/2002 à 12:00 (Roissy, 23 avions)























Taux de croisement (%)
Résolution le 22/03/2002 à 13:10 (Roissy, 35 avions)




FIG. 8.9 – Influence du taux de croisement avec le crite`re homoge`ne
Taux de croisement et de mutation
Le premier re´glage concerne les taux de croisement et de mutation. Les valeurs envisage´es pour
ces taux sont comprises entre 10% et 85%, avec un pas de 5 et de telle sorte que leur somme, qui
sera appele´e le taux de renouvellement, varie de 60% a` 90% avec un pas de 10 : ceci repre´sente au
total 56 configurations possibles de l’algorithme, soient 1120 re´solutions de chaque situation (20 par
configuration) avec chacun des deux crite`res envisage´s. L’algorithme est applique´ avec un nombre
maximal de Ngen = 200 ge´ne´rations, de Nopt = 15 ge´ne´rations stationnaires et une population de
Npop = 200 e´le´ments.
Les figures 8.9 et 8.10 donnent les pe´nalite´s moyennes obtenues dans chaque configuration pour
les deux crite`res envisage´s et pour deux situations extreˆmes parmi les situations e´tudie´es (l’une cor-
respond a` la situation a` 12h00, moyennement charge´e et l’autre est la plus pe´nalisante, a` 13h10) :
– Globalement, les configurations « de´se´quilibre´es » (ou` l’un des taux est tre`s faible) abou-
tissent a` des pe´nalite´s significativement supe´rieures : ceci montre que les deux ope´rateurs sont
comple´mentaires et participent tous deux a` l’obtention d’un optima de bonne qualite´.
– Les meilleurs optima sont obtenus avec un taux de renouvellement de 90% : cette valeur relati-
vement e´leve´e peut s’expliquer par le niveau de de´terminisme important des ope´rateurs (adapte´s
au proble`me partiellement se´parable), qui ne´cessitent que la population se diversifie le plus
possible. Dans toutes les situations, les meilleures solutions sont obtenues avec un taux de croi-
sement e´gal au taux de mutation, autour de 45%, bien que la configuration avec un taux de
croisement plus faible (entre 25% et 30%) aboutisse e´galement a` des optima inte´ressants.
– Le premier crite`re d’optimisation (pe´nalite´s homoge`nes associe´es aux violations de contrainte)
est moins sensible aux variations des taux de croisement et de mutation mais se re´ve`le moins
performant : il aboutit a` des pe´nalite´s supe´rieures et a` 12% de cas d’e´checs dans la situation a`
13h10 (contre 5% avec le crite`re ponde´re´). Ceci montre toute l’importance des optima locaux
situe´s hors du domaine admissible : avec le premier crite`re, ils sont plus nombreux et plus
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Résolution le 22/03/2002 à 12:00 (Roissy, 23 avions)
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Résolution le 22/03/2002 à 13:10 (Roissy, 35 avions)




FIG. 8.10 – Influence du taux de croisement avec le crite`re ponde´re´
prononce´s, ce qui pie`ge plus souvent la population et ralentit la convergence de l’algorithme.
Taille de la population et nombre de ge´ne´rations
En re`gle ge´ne´rale, la convergence de l’algorithme est ame´liore´e par augmentation du nombre
d’individus ou du nombre de ge´ne´rations. Ces parame`tres doivent pourtant eˆtre limite´s en fonction
du temps imparti pour re´soudre le proble`me. Si Npop de´signe le nombre d’individus et Ngen le
nombre maximal de ge´ne´rations, le temps de re´solution s’exprime globalement en O(NpopNgen),
car l’ope´ration la plus pe´nalisante est l’e´valuation d’un individu. Il est possible de diminuer l’un des
parame`tres en augmentant l’autre : la` encore, le re´glage optimal des deux parame`tres ne peut se faire
que par essais successifs.
Dans cette optique, la vitesse de convergence de l’algorithme ge´ne´tique est e´tudie´e avec une po-
pulation de 50 a` 250 individus (par pas de 50), avec un nombre de ge´ne´rations maximal inversement
proportionnel a` la population, de 200 (pour 250 individus) a` 1000 (pour 50 individus). L’e´volution de
la pe´nalite´ associe´e au meilleur individu est corre´le´e au nombre total d’individus explore´s, donne´ par
le produit du nombre de ge´ne´ration et de la taille de la population. Les autres parame`tres de l’algo-
rithme sont fixe´s avec les valeurs optimales obtenues dans la partie pre´ce´dente (crite`re ponde´re´ avec
un taux de croisement et de mutation de 45%).
La figure 8.11 donne l’e´volution moyenne de la pe´nalite´ du meilleur individu, sur 20 re´solutions
d’un cluster de 22 avions (un des clusters les plus importants de la simulation 1 contre n, extrait de la
situation a` 13h10 a` Roissy). Ces re´sultats montrent que la convergence la plus rapide (en temps et non
en nombre de ge´ne´rations) est obtenue avec une population de 150 individus :
– Lorsque la taille de la population est moindre, l’algorithme converge plus rapidement mais vers
de moins bonnes solutions : la diversite´ de la population n’est pas assure´e et l’exploration de
l’espace de recherche est insuffisante.
– Au dela` de 150 individus, l’algorithme trouve des optima e´quivalents mais avec plus d’individus

































Résolution d’un cluster de 22 avions





FIG. 8.11 – Influence de la taille de la population sur la convergence
explore´s : le nombre de ge´ne´rations pour converger est moindre, mais le temps d’exe´cution re´el
de l’algorithme est plus long.
– Avec 150 individus, la solution finale est trouve´e apre`s exploration de 20000 individus (soit
moins de 150 ge´ne´rations) : les futures applications de l’algorithme seront effectue´es avec cette
taille de population et un nombre maximal de 150 ge´ne´rations.
Efficacite´ du sharing
La figure 8.12 donne l’e´volution moyenne de la pe´nalite´ du meilleur individu en fonction du
nombre de ge´ne´rations, pour la re´solution du cluster de 22 avions, dans quatre configurations : la
premie`re sans sharing, les trois autres avec diffe´rentes valeurs du taux de sharing, de´fini dans la partie
8.3.2 :
– Ces re´sultats confirment l’importance du sharing pour la re´solution de conflits : avec sharing, la
diversite´ de la population est maintenue artificiellement pour e´viter qu’elle se fasse « pie´ger »
dans un optimum local et la solution trouve´e est meilleure (bien que le nombre de ge´ne´rations
ne´cessaires pour y parvenir soit plus grand).
– La valeur optimale de 90% pour le taux de sharing est e´galement confirme´e. Ce taux influence
la taille des clusters de sharing :
– Pour une valeur plus faible du taux, la plupart des clusters sont conside´re´s comme des groupes
d’individus bien adapte´s et ils sont moins souvent agre´ge´s : beaucoup d’individus restent
seuls dans leur cluster, ce qui nuit au concept meˆme du sharing.
– Pour une valeur supe´rieure, les clusters sont au contraire trop souvent agre´ge´s et la population
ne se diversifie donc plus suffisamment.
8.4.8 Application a` la simulation
L’algorithme ge´ne´tique, parame´tre´ en fonction des re´sultats de la partie pre´ce´dente, est applique´
dans l’environnement de simulation : la re´solution de chaque situation est utilise´e pour ge´ne´rer la

































Résolution d’un cluster de 22 avions




FIG. 8.12 – Influence du taux de sharing sur la convergence
situation suivante, tout au long d’une journe´e de trafic a` Roissy et a` Orly. Les re´sultats sont compare´s
a` ceux obtenus avec la me´thode de re´solution 1 contre n :
Les parame`tres de la simulation sont les meˆmes que ceux utilise´s pre´ce´demment :
– Trafic a` Roissy : 22/03/2002 (1468 mouvements)
– Trafic a` Orly : 18/06/99 (807 mouvements)
– Horizon de pre´diction : 10 minutes
– Pe´riode de re´solution : 2 minutes
– Nombre maximal de positions d’attente : 2
– Vitesse maximale :10 m/s
– Incertitude sur la vitesse : 20%
– Sens pre´fe´rentiels applique´s
Les parame`tres de l’algorithme ge´ne´tique sont les suivants :
– Taille de la population :200
– Nombre maximal de ge´ne´rations :100
– Taux de mutation :45%
– Taux de croisement :45%
– Taux de sharing :90%
– Nombre de re´pe´titions de l’AG en cas d’e´chec : 2
Les re´sultats globaux des simulations (effectue´es avec le meˆme processeur a` 1.6GHz) sont juxta-
pose´s a` ceux obtenus par la me´thode de re´solution 1 contre n, applique´e avec recherche du classement
optimal, de´veloppe´e au chapitre pre´ce´dent :
Ae´roport Re´solution Temps de calcul Pe´nalite´ moyenne (sec.) Cas d’e´chec
Roissy 1 contre n 6h.15 111 Aucun
Algorithme ge´ne´tique 8h.30 100
Orly 1 contre n 1h45 41 Aucun
Algorithme ge´ne´tique 2h15 37



















Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
Résolution 1 contre n à Roissy
Résolution par Algorithme génétique à Roissy
Résolution 1 contre n à Orly
Résolution par Algorithme génétique à Orly

























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
1 contre n à Roissy
AG à Roissy
1 contre n à Orly
AG à Orly
FIG. 8.14 – Retard moyen avec l’AG
122 CHAPITRE 8. R ´ESOLUTION PAR ALGORITHMES G ´EN ´ETIQUES
Les figures 8.13 et 8.14 donnent les re´sultats plus de´taille´s de ces simulations :
–
`A Roissy, les solutions trouve´es par l’algorithme ge´ne´tique dans les situations moyennement
charge´es sont meilleures qu’avec la me´thode 1 contre n. Par contre, les situations les plus
charge´es sont moins bien re´solues : ces situations correspondent a` des files d’attente importantes
d’avions devant la piste et l’algorithme ge´ne´tique ne trouve pas syste´matiquement l’optimum
global (il atteint en quelque sorte sa limite). Dans ces situations, le classement des avions (ope´re´
pour la me´thode 1 contre n) s’ave`re beaucoup mieux adapte´ a` la re´solution du proble`me. L’effet
est visible sur les retards re´sultants (figure 8.14), qui sont diminue´s de plus de 30 secondes dans
beaucoup de pe´riodes de la journe´e, mais qui restent e´leve´s pendant les pics de trafic.
–
`A Orly, les deux me´thodes semblent e´quivalentes : la pe´nalite´ est le´ge`rement supe´rieure dans
les pe´riodes les plus charge´es, mais il faut remarquer que le nombre maximum d’avions dans
la simulation re´solue par algorithme ge´ne´tique est infe´rieur a` celui de la simulation 1 contre
n (24 contre 27 avions), ce qui signifie que le de´bit est ame´liore´ et que la pe´nalite´ est re´partie
diffe´remment. Les retards re´ve`lent le meˆme phe´nome`ne qu’a` Roissy : l’algorithme ge´ne´tique
perd le´ge`rement son efficacite´ pendant les pics de trafic, mais trouve de meilleures solutions le
reste du temps.
8.5 Conclusion
Les concepts he´rite´s de la re´solution de conflits ae´riens par algorithmes ge´ne´tiques peuvent eˆtre
applique´s a` la se´paration des avions au roulage sur un ae´roport. Le proble`me reste partiellement
se´parable et les ope´rateurs de variation adapte´s, lorsqu’ils sont associe´s a` une me´thode de sharing,
permettent une convergence satisfaisante de l’algorithme : toutes les situations de trafic au sol sont
re´solues, en un temps ope´rationnellement acceptable. Le proble`me est conside´re´ dans sa forme la plus
ge´ne´rale et la plupart des solutions sont meilleures que celles de la me´thode de´terministe, qui ne peut
raisonnablement que traiter un proble`me simplifie´.
De plus, l’utilisation des algorithmes ge´ne´tiques permet de ne faire aucune hypothe`se particulie`re
sur le crite`re a` optimiser, qui reste de ce fait totalement malle´able. Il faut cependant remarquer que la
me´thode de´terministe, qui elle, est de´finie expresse´ment pour minimiser les temps de roulage, s’ave`re
particulie`rement adapte´e aux situations les plus charge´es : dans ces situations, caracte´rise´es par des
files d’attente conse´quentes a` plusieurs endroits de l’ae´roport, le classement des avions se re´ve`le un
bon moyen pour obtenir rapidement une solution proche de l’optimum. `A ce stade, l’ide´e de concilier
les deux me´thodes d’optimisation semble donc prometteuse et le prochain chapitre lui est consacre´.
Chapitre 9
Re´solution par des me´thodes hybrides
9.1 Introduction
Les me´thodes de re´solution pre´sente´es dans les deux chapitres pre´ce´dents posse`dent des ca-
racte´ristiques tre`s diffe´rentes :
– La me´thode 1 contre n trouve l’optimum d’un proble`me simplifie´ de fac¸on de´terministe :
l’espace de recherche restreint est toujours parcouru de la meˆme fac¸on et la me´thode aboutit
syste´matiquement a` la meˆme solution. L’exploration est de´finie en fonction de certaines pro-
prie´te´s particulie`res du crite`re a` optimiser, qui est donc fortement ancre´ dans l’imple´mentation
de la me´thode.
– L’algorithme ge´ne´tique est une me´thode stochastique qui s’applique sur le proble`me dans sa
forme la plus ge´ne´rale : aucune hypothe`se n’est faite sur le crite`re et tous les points de l’espace
de recherche ont une probabilite´ non nulle d’eˆtre explore´s, bien que l’obtention de l’optimum
global ne soit pas garanti. Plusieurs solutions admissibles sont ge´ne´ralement trouve´es et elles
peuvent eˆtre diffe´rentes d’une exe´cution a` l’autre.
Il est naturel de vouloir concilier les avantages des deux me´thodes, soit pour acce´le´rer la conver-
gence de l’algorithme ge´ne´tique, soit pour e´largir le champ d’application de la me´thode 1 contre n.
Dans les deux cas, la de´marche correspond a` l’e´laboration d’une me´thode hybride et de nom-
breuses techniques [Lobjois 98] peuvent eˆtre utilise´es : les principales d’entre elles sont de´crites dans
la premie`re partie de ce chapitre et deux applications au proble`me de re´solution de conflit sont fournies
dans les parties suivantes.
9.2 De´finition de me´thodes hybrides
9.2.1 Recherche exacte et recherche approche´e
De nombreux proble`mes du monde re´el se placent dans le cadre tre`s ge´ne´ral des proble`mes de
satisfaction de contrainte (CSP), ou` un crite`re de´fini par une fonction de couˆt doit eˆtre minimise´ dans
un domaine admissible des variables. Lorsque la complexite´ de ces proble`mes est e´leve´e (proble`mes
NP-complets notamment), deux grandes familles de me´thodes de re´solution se distinguent pour les
re´soudre :
Les me´thodes exactes proce`dent a` une exploration comple`te et ge´ne´ralement de´terministe de l’es-
pace de recherche. Ces me´thodes utilisent des algorithmes de type Branch & Bound pour instan-
cier progressivement les variables du proble`me [Papadimitriou 82, Horst 95]. Des me´canismes
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classiques de backtrack permettent d’abandonner une branche de l’arbre de recherche a` chaque
fois que l’instanciation partielle des variables viole certaines contraintes ou qu’une preuve per-
met d’e´tablir que les solutions contenues dans la branche ne sont pas optimales. Par contre,
toutes les autres branches sont syste´matiquement de´veloppe´es : ces me´thodes deviennent inap-
proprie´es lorsque la taille du proble`me augmente alors que le temps imparti pour le re´soudre
est restreint. Dans ce cas, la me´thode peut eˆtre adapte´e, par simplification du proble`me ou par
restriction de l’espace de recherche, mais l’optimum global initialement recherche´ ne sera plus
force´ment obtenu.
Les me´thodes approche´es se basent sur une exploration locale (me´thodes de descente [Selman 98])
et ale´atoire (algorithmes ge´ne´tiques, recuit simule´, algorithmes de colonies de fourmis) de l’es-
pace de recherche. Elles ne garantissent donc pas l’obtention d’une solution optimale mais per-
mettent, dans de nombreuses applications, de trouver des solutions inte´ressantes en un temps
raisonnable a` des proble`mes fortement combinatoires : elles n’ont naturellement d’inte´reˆt que
lorsqu’aucune me´thode exacte ne permet de re´soudre le proble`me dans le temps imparti.
Ces deux types de me´thodes rele`vent de deux approches oppose´es, mais les me´canismes qu’elles
utilisent peuvent eˆtre combine´s pour constituer des me´thodes hybrides, dans lesquelles les deux
concepts coope`rent : rather than competing, can we cooperate [Freuder 95]. Dans ce contexte, deux
principales techniques d’hybridation peuvent logiquement eˆtre envisage´es, selon le type de la me´thode
qui sera hybride´e :
– La premie`re consiste a` utiliser des me´thodes approche´es pour orienter ou participer a` l’ex-
ploration de l’espace de recherche d’une me´thode exacte : selon les cas, la me´thode hybride
re´sultante conserve ou perd sa comple´tude initiale.
– Inversement, une me´thode approche´e peut eˆtre enrichie par des me´canismes issus des me´thodes
exactes. La me´thode re´sultante reste force´ment une me´thode approche´e, mais peut en eˆtre lar-
gement ame´liore´e.
9.2.2 Hybridation de me´thodes exactes
Ajout de me´canismes approche´s
Une me´thode exacte se de´finit en fonction d’heuristiques et de me´canismes d’e´lagage et de re-
tour arrie`re (backtrack) dans l’arbre de recherche. Des me´thodes approche´es peuvent facilement eˆtre
introduites a` ces deux niveaux :
– Les heuristiques permettent d’orienter l’exploration : elles de´terminent ge´ne´ralement quelles
variables doivent eˆtre instancie´es dans les prochaines e´tapes de l’algorithme et avec quelles
valeurs. Dans ce cas, la qualite´ de l’heuristique influence directement la rapidite´ de l’algorithme
mais ne conditionne pas l’obtention d’un optimum global : les me´thodes approche´es peuvent
donc eˆtre utilise´es pour fournir ces heuristiques sans nuire a` la comple´tude de la me´thode.
– Les me´canismes d’e´lagage de l’arbre reposent sur la ve´rification des contraintes (ve´rifications
de cohe´rence des instanciations partielles) et sur l’utilisation de bornes infe´rieures et supe´rieures
de´limitant le couˆt des solutions devant eˆtre explore´es. De nombreuses techniques, plus ou moins
lie´es au proble`me d’optimisation, peuvent eˆtre utilise´es pour de´finir ces bornes : la connais-
sance d’une solution admissible en est l’exemple le plus classique, car elle fournit directement
une borne supe´rieure du couˆt des solutions optimales [Gondran 85]. La` aussi, une me´thode ap-
proche´e peut apporter une borne supe´rieure inte´ressante, en fournissant rapidement une solution
sous-optimale au proble`me initial [Wallace 96] ou meˆme a` chaque sous-proble`me relatif a` une
instanciation partielle des variables [Mazure 96].
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– Les me´canismes de backtrack de´finissent l’endroit ou` l’exploration doit reprendre une fois
qu’une branche de l’arbre a e´te´ abandonne´e : la` encore, une me´thode approche´e peut eˆtre uti-
lise´e pour choisir la nouvelle branche a` explorer de fac¸on non de´terministe [Prestwich 01].
Partage de l’exploration
Une me´thode approche´e peut e´galement eˆtre utilise´e pour participer a` l’exploration de l’arbre de
recherche. Ce partage de l’exploration peut se de´finir de diffe´rentes fac¸ons :
– La me´thode approche´e peut prendre le relais a` partir d’une certaine profondeur de la recherche :
dans ce cas, la profondeur de transition peut eˆtre dynamique et de´pendre par exemple du temps
restant pour trouver une solution, ou d’une estimation de la qualite´ et de la taille de la branche
a` explorer.
– La me´thode approche´e peut eˆtre utilise´e pour de´finir les sous-espaces que doit explorer la
me´thode exacte. La taille relative des sous-espaces par rapport a` l’espace initial peut servir
de parame`tre a` l’hybridation : lorsqu’elle varie dans ]0, 1], la me´thode passe progressivement
d’une me´thode approche´e a` une me´thode exacte [Barnier 97].
Cette forme d’hybridation transforme le plus souvent la me´thode exacte en une me´thode ap-
proche´e, car l’obtention d’une solution optimale n’est plus garantie.
9.2.3 Hybridation de me´thodes approche´es
Une me´thode approche´e se de´finit en fonction :
1. d’un e´tat initial, repre´sentant ge´ne´ralement une ou plusieurs instanciations des variables ;
2. d’un ope´rateur de transition, permettant de passer de l’e´tat courant a` l’e´tat suivant, choisi
ge´ne´ralement ale´atoirement dans un voisinage du premier.
3. d’un crite`re d’arreˆt.
L’hybridation peut eˆtre effectue´e a` tous les niveaux de l’algorithme, bien que dans la plupart des
cas, elle ne concerne que la phase de transition. Elle ne sera envisage´e ici que sur les deux premiers
points.
´Elaboration de l’e´tat initial
L’e´tat initial influence fortement la vitesse de convergence des me´thodes approche´es et peut par-
fois conditionner l’ensemble des solutions susceptibles d’eˆtre trouve´es (pour les me´thodes de descente
particulie`rement). L’emploi de me´canismes de´terministes pour ame´liorer l’e´tat initial est un proce´de´
courant :
– Des me´canismes de´terministes peuvent fournir des instanciations admissibles a` partir des-
quelles l’exploration de la me´thode approche´e peut de´buter : ceci se re´ve`le tre`s utile pour des
proble`mes fortement contraints, ou` il est difficile d’atteindre ale´atoirement le domaine admis-
sible. Ce genre de technique peut notamment s’appliquer a` la population initiale d’un algo-
rithme ge´ne´tique, pour que les individus respectent les contraintes du proble`me de`s la premie`re
ge´ne´ration.
– Une me´thode exacte peut eˆtre applique´e sur une partie re´duite de l’espace de recherche, pour en
extraire rapidement un optimum sur ce sous-espace. Chaque optimum local ainsi obtenu peut
former un point de de´part inte´ressant pour une me´thode d’exploration ale´atoire. Ceci permet par
exemple de former un individu particulier de la population initiale d’un algorithme ge´ne´tique,
ou encore d’initialiser la re´partition des phe´romones dans un algorithme de colonies de fourmis.
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Exploration du voisinage
Des techniques issues des me´thodes exactes peuvent eˆtre applique´es dans une me´thode approche´e,
lors de la transition de l’e´tat courant a` l’e´tat suivant :
– Des me´canismes classiques de renforcement de cohe´rence (tels que le forward checking ou
l’arc-cohe´rence) utilise´s dans les me´thodes exactes permettent de restreindre le choix de l’e´tat
suivant vers les seuls sous-espaces voisins qui sont susceptibles de contenir l’optimum global
[Bowen 96].
– Une me´thode exacte peut permettre d’explorer comple`tement un voisinage de l’e´tat courant,
pour ge´ne´rer un nouvel e´tat « optimal » dans ce voisinage. Dans ce contexte, il faut ne´anmoins
veiller a` ne pas rendre la me´thode approche´e trop de´terministe, car elle convergerait alors
syste´matiquement vers le meˆme optimum local et perdrait donc son inte´reˆt : un parame`tre fixe
ge´ne´ralement la participation de la me´thode exacte par rapport aux transitions classiques de la
me´thode.
9.3 Greffe d’un ope´rateur de´terministe sur l’algorithme ge´ne´tique
9.3.1 Principe
Une premie`re fac¸on d’allier la me´thode 1 contre n a` la re´solution par algorithme ge´ne´tique consiste
a` hybrider ce dernier au niveau de l’ope´rateur de mutation : la re´solution 1 contre n, applique´e sur un
avion particulier et en conside´rant que les trajectoires des autres avions sont fixe´es, permet de trouver
rapidement la solution optimale pour cet avion. Cette ope´ration consiste a` chercher un optimum local
dans un voisinage restreint d’un individu de la population.
La me´thode de re´solution re´sultante conserve la forme ge´ne´rale d’un algorithme ge´ne´tique, mais
qui s’aide d’un ope´rateur de´terministe pour optimiser localement le ge´notype de certains individus :
cette approche s’inte`gre donc dans le cadre ge´ne´ral des algorithmes me´me´tiques, tels que de´crits dans
[Radcliffe 94]. L’application de l’ope´rateur de´terministe ne doit pas eˆtre syste´matique, sous peine de
perdre l’ergodicite´ de l’algorithme : le degre´ d’hybridation sera controˆle´ par le taux d’application de
cet ope´rateur. Ce taux sera un parame`tre supple´mentaire et l’algorithme ge´ne´tique devra donc subir
un nouvel e´talonnage.
9.3.2 Imple´mentation
Cette forme d’hybridation est relativement simple a` re´aliser : l’algorithme ge´ne´tique n’est modifie´
qu’au niveau de l’ope´rateur de mutation et la me´thode 1 contre n pour l’optimisation d’un avion
est de´ja` imple´mente´e. Le nouvel ope´rateur de mutation d’un individu A de la population se de´finit
toujours en fonction des adaptations partielles des variables de chaque avion et du taux d’application
(τopt ∈ [0, 1]) de l’ope´rateur de´terministe :
– Un avion posse´dant une des pires adaptations partielles est se´lectionne´.
– Un nombre ρ est tire´ ale´atoirement dans [0, 1[, avec une loi de distribution uniforme :
– Si a < τopt, la me´thode 1 contre n est applique´e a` l’avion se´lectionne´, sur le chemin de´crit
dans l’individu A et avec les trajectoires des autres avions de´crites par A. La trajectoire
obtenue fournit les attentes impose´es a` l’avion dans le nouvel individu (le chemin de l’avion
n’est pas modifie´).
– Sinon, l’ope´rateur de mutation est inchange´ : les variables de l’avion se´lectionne´ sont mo-
difie´es ale´atoirement, avec un tirage uniforme dans leur domaine de de´finition.
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Résolution le 22/03/2002 à 12:00 (Roissy, 23 avions)

























Taux de croisement (%)
Résolution le 22/03/2002 à 13:10 (Roissy, 35 avions)




FIG. 9.1 – Influence des taux de croisement et de mutation de´terministe
9.3.3 Application
´Etalonnage
Comme au chapitre pre´ce´dent, l’algorithme ge´ne´tique doit eˆtre e´talonne´ (sur des situations de
trafic pre´e´tablies) avant d’eˆtre applique´ a` la simulation. Le re´glage concerne ici le taux d’application
τopt de la mutation de´terministe. Cependant, ce taux de´nature l’ope´rateur de mutation initial : les
taux de croisements et de mutations obtenus pre´ce´demment ne sont donc plus force´ment adapte´s et
leur valeur optimale peut de´pendre de τopt. ´Etant donne´ que le nouvel ope´rateur de mutation est plus
de´terministe que le pre´ce´dent, on peut conside´rer que le taux de renouvellement de la population
(90%) ne doit pas diminuer : cette valeur (qui correspond de´ja` a` une valeur maximale envisage´e) sera
donc conserve´e. Les autres parame`tres de l’algorithme ge´ne´tique sont conserve´s (150 ge´ne´rations
maximales de 150 individus et taux de sharing a` 90%).
La figure 9.1 donne ainsi la moyenne des pe´nalite´s obtenues pour diffe´rentes valeurs de τopt et
du taux de croisement, a` taux de renouvellement constant de 90% (chaque point correspond a` une
moyenne sur 20 re´solutions de la situation) :
– Dans les deux situations, la valeur optimale du taux de mutation de´terministe se situe aux en-
virons de τopt = 0.2, pour un taux de croisement de 0.35 (soit un taux de mutation de 0.55) :
le taux de croisement optimal est donc diminue´, ce qui peut s’expliquer par l’augmentation
d’efficacite´ de l’ope´rateur de mutation.
– Les valeurs supe´rieures du taux de mutation de´terministe (quelque soit le taux de croisement)
de´gradent visiblement la convergence de l’algorithme ge´ne´tique : le niveau de de´terminisme de
l’ope´rateur de mutation devient trop e´leve´ dans ces configurations et la population se fait pie´ger
trop rapidement dans un optimum local.























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
1 contre n à Roissy
Algorithme génétique initial à Roissy
Algorithme génétique hybride à Roissy
1 contre n à Orly
Algorithme génétique intial à Orly
Algorithme génétique hybride à Orly
FIG. 9.2 – Pe´nalite´ moyenne avec mutation de´terministe
Simulations
L’algorithme ge´ne´tique hybride´ est applique´ a` la simulation, avec les nouveaux taux de croisement
et de mutation issus des re´sultats de la partie pre´ce´dente et avec les meˆmes parame`tres de simulation
qu’au chapitre pre´ce´dent (toujours avec un processeur a` 1, 6 GHz). Les re´sultats sont compare´s a` ceux
obtenus avec la me´thode 1 contre n seule et avec l’algorithme ge´ne´tique initial (non hybride´) :
Ae´roport Re´solution Temps de calcul Pe´nalite´ moyenne (sec.) Cas d’e´chec
Roissy 1 contre n 6h.15 111 Aucun
AG initial 8h.30 100
AG hybride 7h.30 105
Orly 1 contre n 1h45 41 Aucun
AG initial 2h15 37
AG hybride 2h00 36
La figure 9.2 donne la corre´lation entre le nombre d’avions implique´s dans les situations et la
pe´nalite´ moyenne re´sultante, compare´e aux meˆmes courbes obtenues avec la me´thode 1 contre n
seule et avec l’algorithme ge´ne´tique initial. On constate que cette forme d’hybridation de l’algorithme
ge´ne´tique aboutit a` des solutions de pe´nalite´s interme´diaires a` celles des me´thodes initiales :
– Dans les pe´riodes les plus charge´es, la me´thode hybride fournit de meilleures solutions que l’al-
gorithme ge´ne´tique initial, mais ces solutions restent plus pe´nalisantes que celles obtenues avec
la me´thode 1 contre n seule : dans ces situations, l’ope´rateur de´terministe ame´liore l’algorithme
ge´ne´tique mais cette ame´lioration n’est pas suffisante pour trouver de meilleures solutions que
la me´thode de´terministe.
– Dans les pe´riodes moyennement charge´es, la me´thode hybride trouve de moins bonnes solu-
tions que l’algorithme ge´ne´tique initial : dans ces situations, l’ope´rateur de´terministe nuit a`
l’algorithme ge´ne´tique en orientant trop souvent la population vers un optimum local.
Globalement, cette forme d’hybridation est donc peu satisfaisante, dans la mesure ou` elle n’ap-
porte pas de meilleures solutions que celles qui seraient obtenues en appliquant paralle`lement les


































Résolution d’un cluster de 22 avions
 5  10  15  20  25  30  35  40
Temps de calcul (secondes)
FIG. 9.3 – Vitesse de convergence avec l’ope´rateur de´terministe
deux me´thodes initiales (et en choisissant la meilleure d’entre elles). La seule ve´ritable ame´lioration
apporte´e par l’hybridation concerne la vitesse de convergence, qui est significativement augmente´e,
comme cela est illustre´ figure 9.3.
9.4 Algorithme ge´ne´tique pour la re´solution 1 contre n
9.4.1 Objectifs
Une seconde technique d’hybridation consiste a` concevoir un nouvel algorithme ge´ne´tique, qui
de´finit les sous-espaces sur lesquels la me´thode de re´solution 1 contre n peut eˆtre applique´e : dans
ce contexte, l’algorithme recherche la meilleure association d’un classement des avions avec une
affectation de chemins.
Le proble`me n’est donc plus envisage´ dans sa forme la plus ge´ne´rale, mais le domaine d’applica-
tion de la me´thode 1 contre n est toutefois e´tendu, puisque le chemin affecte´ a` un avion ne correspond
pas ne´cessairement au chemin optimal qu’il pourrait suivre en ne conside´rant que son rang dans le
classement : les avions les plus prioritaires peuvent eˆtre contraints d’effectuer des de´tours, ce qui
signifie que le classement est tempe´re´ par l’affectation de chemins.
9.4.2 De´finition de la population
Codage des donne´es
Dans cette nouvelle mode´lisation du proble`me, la trajectoire d’un avion est de´crite par le chemin
qu’il doit suivre et le niveau de priorite´ qui lui est attribue´ par rapport aux autres avions. Un individu
de la population sera donc de´crit par 2N variables (νi, pii)1≤i≤N pour un proble`me N avions :
– νi ∈ {1, ..., ηi} est l’indice du chemin attribue´ a` l’avion i ;
– pii ∈ {1, ...N} est son ordre de priorite´.
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Les variables (pii)1≤i≤N sont suppose´es de´finir une relation d’ordre totale sur les N avions et
seront donc contraintes de repre´senter une permutation :
∀(i, j) ∈ {1, ..., N}2, i 6= j =⇒ pii 6= pij
Dans la suite, ν et pi de´signeront respectivement l’ensemble des variables (νi) et (pii).
Ge´ne´ration initiale
Les pistes e´tant les ressources les plus pe´nalisantes de l’ae´roport, il est naturel de chercher un
classement des avions qui soit proche de celui donne´ par les heures pre´vues a` la piste (c’est l’utilisation
de ce classement qui permet a` la me´thode 1 contre n d’eˆtre relativement efficace dans les pe´riodes
les plus charge´es). Il semble e´galement pre´fe´rable de commencer par examiner les chemins les plus
directs pour chaque avion : en conse´quence, la ge´ne´ration initiale de l’algorithme ge´ne´tique sera
forme´e a` partir des heures pre´vues a` la piste et des chemins les plus courts. Chaque individu est
cre´e´ comme suit :
– Un bruit gaussien d’amplitude maximale Hp est applique´ aux heures pre´vues a` la piste et les
avions sont classe´s en fonction des heures obtenues : les variables (pii)1≤i≤N repre´sentent ce
classement.
– Les variables (νi)1≤i≤N sont choisies ale´atoirement et de manie`re non homoge`ne : les valeurs
les plus faibles sont le plus souvent tire´es, comme pour l’algorithme ge´ne´tique initial.
9.4.3 ´Evaluation des individus
Crite`re d’optimisation
Comme pre´ce´demment, un individu de la population ne repre´sente pas force´ment une solution
admissible : le classement et les chemins affecte´s peuvent aboutir a` une situation sans solution pour
un avion. Le crite`re doit donc prendre en compte les violations de contraintes, qui ne seront plus
repre´sente´es directement par des conflits entre avions, mais par des cas d’e´chec de la re´solution d’un
avion. Dans ce cadre, l’e´valuation ne´cessite :
1. Le classement des avions, en fonction de leurs niveaux de priorite´s (pii)1≤i≤N ;
2. Une application de la me´thode 1 contre n sur ce classement et restreinte a` un seul chemin par
avion (ces chemins sont donne´s par les variables (νi)1≤i≤N ). Cette application s’effectue par
ite´rations de l’algorithme de Branch & Bound BB chemin (algorithme III.6). Lorsqu’aucune
solution ne peut eˆtre trouve´e pour un avion d’indice i, le dernier avion conflictuel rencontre´ lors
de l’exploration des possibilite´s est identifie´ comme responsable de l’e´chec : si j de´signe son
indice, on notera cij = cji = 1.
Le crite`re F a` minimiser s’exprime alors comme suit :
– Si tous les avions ont pu eˆtre re´solus, le crite`re correspond a` la pe´nalite´ cumule´e des avions :
F (ν, pi) = D(ν, pi) + αL(ν)
– Sinon,




Ou` K caracte´rise les instanciations non admissibles des variables (K À NHp) et les autres
notations sont celles de´finies au chapitre 5 :
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– D(ν, pi) =∑Ni=1 d(νi, pii) est l’attente cumule´e des avions.
– L(ν) = ∑Ni=1 li(νi) est le cumul des temps de roulage supple´mentaires dus aux choix des
chemins.
Complexite´ de l’e´valuation
L’e´valuation de chaque individu est obtenue par l’application de la me´thode 1 contre n restreinte
a` un seul chemin par avion. Le graphe des possibilite´s pour chaque avion posse`de donc O(δvH3p )
nœuds (cf. partie 7.2.3). L’ope´ration la plus pe´nalisante a` chaque nœud explore´ est la de´tection de
conflits avec les autres avions de´ja` re´solus, soient O(NδvHp) ope´rations (cf. partie 4.3.4) :
L’e´valuation d’un individu ne´cessite O(δ2vN2H4p ) ope´rations.
La phase d’e´valuation de l’algorithme ge´ne´tique sera donc beaucoup plus couˆteuse qu’au chapitre
pre´ce´dent.
Fonction d’adaptation
La fonction d’adaptation f est de´finie a` valeurs dans [0, 1] de manie`re inversement proportionnelle
au crite`re, avec un palier fixe a` 12 distinguant les individus admissibles des autres :
















9.4.4 Caracte`re partiellement se´parable du proble`me
Fonctions d’adaptation partielles
Le crite`re a` minimiser reste partiellement se´parable. Les N fonctions d’adaptation partielles
(Gi)1≤i≤N correspondent a` la participation des variables (νi, pii) du ie`me avion au crite`re F :
∀i ∈ {1, ..., N} :
– Si (ν, pi) repre´sente une solution admissible (∀j 6= i, cij = 0) :








Les individus non admissibles sont caracte´rise´s par l’existence de fonctions d’adaptations par-
tielles Gi(ν, pi) > K2 . Dans ce cas :
– soit l’avion i n’a pu eˆtre re´solu,
– soit il geˆne la re´solution d’autres avions moins prioritaires.
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Ope´rateurs de variation adapte´s
Les ope´rateurs de variation modifient plus souvent les variables ayant de mauvaises adaptations
partielles. Les variables (pii) de´finissant le classement des avions sont toujours modifie´es par paires,
ce qui revient a` n’effectuer que des transpositions e´le´mentaires sur le classement d’un parent :
La mutation d’un individu A modifie les variables de deux avions i et j ayant de mauvaises adapta-
tions partielles. Le nouvel individu A′ est de´fini par l’inversion des niveaux de priorite´ des deux
avions et par le choix de deux nouveaux chemins :
– pi′i = pij et pi
′
j = pii ;
– ν ′i et ν
′
j sont choisis ale´atoirement dans leur domaine de de´finition.
Le croisement de deux individus A et B donne deux individus A′ et B′, ou` A′ (respectivement B′)
est une copie de A (resp B) dans laquelle les variables d’un avion i ayant une mauvaise adap-
tation partielle prennent les valeurs apporte´es par l’autre parent. Lorsque le niveau de priorite´
he´rite´ piBi par l’avion i dans A′ est modifie´ (piBi 6= piAi ), l’avion ayant le niveau de priorite´ piBi
dans A est e´galement modifie´ : il prend l’ancienne priorite´ de i a` savoir piAi (il en est de meˆme
re´ciproquement pour B′).
Ces ope´rateurs posse`dent les meˆmes caracte´ristiques que ceux de´finis au chapitre pre´ce´dent :
– Ils ne de´pendent d’aucun parame`tre.
– Leur niveau de de´terminisme ne de´pend que des diffe´rences entre les fonctions d’adaptation
partielles d’un individu : plus elles sont grandes, plus l’ope´rateur est de´terministe (car le choix
des variables modifie´es est moins ale´atoire). Lorsque la population s’oriente vers le domaine
admissible, les adaptations partielles se resse`rent et les ope´rateurs deviennent de plus en plus
ale´atoires.
9.4.5 Sharing
Le de´terminisme important des ope´rateurs de variation lors des premie`res ge´ne´rations de l’al-
gorithme doit eˆtre associe´ a` une technique de sharing pour assurer le maintien de la diversite´ de la
population. Comme pre´ce´demment, le sharing clusterise´ est utilise´. Il ne´cessite la de´finition d’une
distance d et du barycentre ponde´re´ entre deux individus A et B :
– La distance n’est calcule´e qu’en fonction des diffe´rences de classement :
d(A,B) =
∑N
i=1 |piAi − piBi |
N2
Cette de´finition correspond a` une simplification de la notion de distance (la distance entre deux
individus diffe´rents peut eˆtre nulle) mais permet de ne conside´rer que le classement des avions,
qui est de´terminant sur la solution apporte´e.
– Le barycentre de deux e´le´ments A et B ponde´re´ par les coefficients αA et αB est un individu
C de´fini a` partir des barycentres entiers (pii) entre les niveaux de priorite´ (piAi ) et (piBi ) des
avions. Les niveaux de priorite´s re´sultants (piCi ) sont obtenus apre`s re´ajustement des variables
(pii), pour qu’elles repre´sentent une permutation des N avions. La de´finition des distances ne
faisant pas intervenir les chemins, les variables (νCi ) du nouvel individu forme´ n’ont aucune
influence sur l’algorithme.
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Résolution le 22/03/2002 à 12:00 (Roissy, 23 avions)
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Résolution le 22/03/2002 à 13:10 (Roissy, 35 avions)




FIG. 9.4 – Influence du taux de croisement de l’AG 1 contre n
9.4.6 ´Etalonnage
Taux de croisement et de mutation
L’algorithme ge´ne´tique hybride avec re´solution 1 contre n subit le meˆme e´talonnage que ce-
lui de´fini au chapitre pre´ce´dent : la figure 9.4 donne les moyennes des pe´nalite´s obtenues sur 20
re´solutions des deux situations a` Roissy, dans diffe´rentes configurations du taux de croisement et de
mutation (la re´solution de ces situations fait intervenir plusieurs clusters de diffe´rentes tailles), avec
un nombre maximal de 100 ge´ne´rations de 100 individus :
– Les pe´nalite´s minimales sont obtenues avec un taux de renouvellement de 90% et un taux de
croisement de 25% (soit un taux de mutation de 65%). Ces taux confirment l’importance de la
diversification de la population, en rapport avec les ope´rateurs de variation adapte´s au caracte`re
partiellement se´parable du proble`me.
– Les deux ope´rateurs sont utiles a` la convergence (les valeurs extreˆmes du taux de croisement
aboutissent a` de moins bonnes solutions), bien que l’ope´rateur de mutation semble la` encore le
plus important.
Taille de la population et nombre de ge´ne´rations
La figure 9.5 donne l’e´volution de la moyenne des meilleures adaptations en fonction du nombre
d’individus e´value´s (donne´ par le produit du nombre de ge´ne´rations et de la taille de la population).
Ces moyennes sont obtenues sur 20 re´solutions d’un cluster de 22 avions extrait de la situation a`
13h10 a` Roissy, pour diffe´rentes tailles de population :
– On constate que l’algorithme ge´ne´tique hybride trouve tre`s rapidement des solutions admis-
sibles, caracte´rise´es par des individus dont l’adaptation de´passe 12 : de tels individus appa-
raissent dans la population de`s les premie`res ge´ne´rations.
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Résolution d’un cluster de 22 avions
Taille de la population : 50
100
150
FIG. 9.5 – Influence de la taille de la population sur la convergence
– La convergence la plus rapide (en temps de calcul) est obtenue avec une population de 100
individus et ne´cessite environ 50 ge´ne´rations : par la suite, l’algorithme ge´ne´tique sera applique´
avec cette taille de population et avec un nombre maximum de 100 ge´ne´rations.
9.4.7 Simulations
Le tableau suivant donne les re´sultats globaux de la me´thode hybride ainsi de´finie, appele´e AG 1
contre n, applique´e dans les meˆme conditions qu’au chapitre pre´ce´dent (toujours avec un processeur
a` 1, 6 GHz) :
Ae´roport Re´solution Temps de calcul Pe´nalite´ moyenne (sec.) Cas d’e´chec
Roissy 1 contre n 6h.15 111 Aucun
AG initial 8h.30 100
AG 1 contre n 18h.00 76
Orly 1 contre n 1h45 41 Aucun
AG initial 2h15 37
AG 1 contre n 6h00 35
Deux points importants peuvent eˆtre remarque´s :
– Les temps de calcul de la simulation sont fortement augmente´s avec l’algorithme ge´ne´tique
hybride (ceci est duˆ a` la complexite´ de l’e´valuation des individus). Le temps de re´solution des
situations les plus charge´es devient presque prohibitif pour une application ope´rationnelle a`
Roissy, car il de´passe le pas de rafraıˆchissement (∆ = 2 minutes) du syste`me. Ce temps de
re´solution pourra cependant eˆtre facilement re´duit (sans de´grader la re´solution) en diminuant
l’horizon de pre´diction, comme cela sera e´tudie´ dans la partie 10.2.
– La pe´nalite´ moyenne est diminue´e de manie`re non ne´gligeable a` Roissy : les solutions trouve´es
sont de meilleure qualite´. A Orly, la pe´nalite´ re´sultante reste e´quivalente avec les trois me´thodes
de re´solution.























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
1 contre n à Roissy
AG initial à Roissy
AG 1 contre n à Roissy
1 contre n à Orly
AG initial à Orly
AG 1 contre n à Orly

























Trafic du 22/03/2002 à Roissy et du 18/06/1999 à Orly
AG initial à Roissy
AG 1 contre n à Roissy
AG initial à Orly
AG 1 contre n à Orly
FIG. 9.7 – Retard moyen avec l’AG 1 contre n
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Les figures 9.6 et 9.7 donnent les re´sultats de´taille´s des simulations :
– Les re´solutions sont conside´rablement ame´liore´es dans les pe´riodes les plus charge´es, ou` les
pe´nalite´s moyennes obtenues par l’algorithme ge´ne´tique hybride sont nettement infe´rieures a`
celles de la re´solution 1 contre n.
– L’effet peut eˆtre constate´ sur les retards moyens, qui sont diminue´s de plus deux minutes dans
les pe´riodes les plus charge´es.
9.5 Conclusion
Dans ce chapitre, deux me´thodes hybrides utilisent la meˆme me´thode de re´solution de´terministe
1 contre n au sein d’un algorithme ge´ne´tique.
La premie`re technique permet d’acce´le´rer la convergence de l’algorithme ge´ne´tique initial et en
ame´liore les solutions pour les situations les plus charge´es. Elle se re´ve`le pourtant inefficace dans la
mesure ou` les re´sultats obtenus ne sont pas meilleurs que si les deux me´thodes de re´solution e´taient
utilise´es se´pare´ment et que la meilleure solution obtenue e´tait se´lectionne´e.
Les re´sultats de la seconde hybridation sont beaucoup plus prometteurs : la pe´nalite´ est significati-
vement diminue´e par rapport aux deux me´thodes se´pare´es, meˆme et surtout dans les pe´riodes les plus
charge´es. Deux raisons permettent d’expliquer l’ame´lioration des re´solutions :
– L’espace de recherche est une restriction de celui explore´ par l’algorithme ge´ne´tique initial,
mais e´galement un e´largissement de celui conside´re´ pour la me´thode 1 contre n : l’affectation
des chemins n’est pas fonction du classement des avions, ce qui permet de tempe´rer son effet.
– L’algorithme ge´ne´tique explore les possibilite´s de classements des avions d’une fac¸on suffi-
samment ale´atoire pour trouver rapidement des combinaisons que la me´thode syste´matique ne
pourrait trouver qu’au bout d’un temps prohibitif.
Dans la configuration de simulation e´tudie´e (horizon de pre´diction relativement grand par rapport
aux incertitudes sur les vitesses), le temps de re´solution de l’algorithme ge´ne´tique avec classement est
par contre beaucoup plus couˆteux que celui des deux me´thodes initiales (certaines re´solutions peuvent
de´passer la pas de rafraıˆchissement du syste`me initialement pre´vu). Les re´sultats obtenus e´tablissent
cependant un phe´nome`ne important pour le trafic au roulage sur un ae´roport : les situations de trafic se
preˆtent particulie`rement bien a` la re´solution par ordre de priorite´, a` condition que ces priorite´s soient





Mesure de diffe´rents facteurs
10.1 Introduction
Le simulateur de trafic ae´roportuaire, muni des me´thodes de re´solution de´finies dans les chapitres
pre´ce´dents, permet d’e´tudier divers aspects ope´rationnels de la gestion du trafic au sol :
– Le premier point concerne l’adaptation de l’horizon de pre´diction aux incertitudes sur la vi-
tesse de de´placement des avions. Lorsque ces incertitudes augmentent, l’horizon de pre´diction
doit eˆtre re´duit, pour e´viter que certaines trajectoires encore impre´cises entraıˆnent des attentes
pre´mature´es ou des de´tours s’ave´rant par la suite inutiles : la simulation d’une journe´e de trafic
avec diffe´rentes tailles de l’horizon de pre´diction permet de quantifier ces effets, qui restent
difficilement mesurables autrement.
– Un deuxie`me point important est relatif aux sens pre´fe´rentiels de´finis sur les voies de circula-
tion de l’ae´roport : s’il est e´vident que cette re´partition logique des mouvements sur des axes
pre´de´finis permet de simplifier conside´rablement les situations de trafic, il n’en est pas moins
pre´visible que le cheminement de certains avions en soit augmente´ et que des points bloquants
inde´sirables puissent apparaıˆtre. La simulation permet d’en mesurer les effets, en envisageant
plusieurs sce´narii, dans lesquels les sens pre´fe´rentiels sont plus ou moins marque´s.
– L’impact des incertitudes sur la qualite´ des re´solutions doit e´galement eˆtre e´tudie´ : les projets de
guidage automatique des avions au sol permettent d’envisager a` plus ou moins long terme des
syste`mes ou` ces incertitudes seraient fortement diminue´es. La nature et le couˆt des syste`mes
envisage´s de´pendent des gains attendus pour les compagnies et le syste`me de controˆle : la`
encore, le gain relatif aux temps de roulage peut eˆtre estime´ par simulation, avec diffe´rentes
e´chelles d’incertitudes.
L’ensemble des parame`tres e´nume´re´s ci-dessus demanderait a` eˆtre comple´te´, en fonction d’autres
interrogations que peuvent se poser les ope´rationnels. Il faut cependant remarquer que le nombre de
configurations possibles dans lesquelles une simulation peut s’effectuer devient rapidement combina-
toire : dans ce chapitre, l’effet de chaque parame`tre sera e´tudie´ se´pare´ment. Dans la mesure ou` les
simulations effectue´es a` Orly aboutissent aux meˆmes conclusions que celles effectue´es a` Roissy, seuls
les re´sultats obtenus sur Roissy sont pre´sente´s dans ce chapitre.
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10.2 Horizon de pre´diction
10.2.1 Simulations
L’influence de l’horizon de pre´diction est e´tudie´e par simulations d’une meˆme journe´e de trafic
(le 22/03/2002) a` Roissy, avec diffe´rentes valeurs de Hp (ce parame`tre est de´fini dans la partie 4.2.1).
Chaque me´thode de re´solution de´veloppe´e peut eˆtre plus ou moins sensible a` la variation de ce pa-
rame`tre et il n’est pas impossible, a priori, que l’efficacite´ relative de ces me´thodes soit inverse´e dans
certaines configurations : chaque valeur de Hp envisage´e donnera lieu a` trois simulations, relatives
aux trois me´thodes de re´solutions de´veloppe´es :
– La me´thode 1 contre n avec recherche de classement optimal, de´finie au chapitre 7 ;
– L’algorithme ge´ne´tique de´fini au chapitre 8, qui sera note´ AG ;
– La me´thode hybride de´finie au chapitre 9, qui sera note´e AG 1 contre n.
Les simulations effectue´es pre´ce´demment (lors de la mise en œuvre des me´thodes de re´solution)
s’appliquent a` une taille de l’horizon de pre´diction (Hp = 10 minutes) qui peut eˆtre conside´re´e comme
maximale, par rapport aux incertitudes sur les vitesses de de´placement des avions (δv = 20%) et aux
vitesses maximales de roulage (Vmax = 10 m/s) : au dela`, la taille des zones d’incertitude des avions
pourraient atteindre des valeurs qui ne seraient pas raisonnablement adapte´es a` l’optimisation des
trajectoires :
lmax = 600× 20%× 10 = 1200 me`tres
Dans ce contexte, les simulations se feront a` taux d’incertitude fixe, pour les quatre valeurs de Hp
suivantes : 4, 5, 7 et 10 minutes. Seul le nombre de positions d’attente par avion, envisage´es a` chaque
re´solution, suivra les variations de l’horizon de pre´diction. Les autres parame`tres seront fixe´s :
Parame`tres Valeur
Horizon de pre´diction (minutes) Hp 4 5 7 10
Horizon e´tendu (minutes) He 2
Pas de rafraıˆchissement (minutes) ∆ 2
Taux d’incertitude sur les vitesses δv 20%
Nombre de positions d’attente Ω 1 1 2 2
Sens pre´fe´rentiels Oui
Contraintes relatives a` l’effet de l’horizon Oui
10.2.2 Me´thode de mesure
Les variations de l’horizon de pre´diction modifient les ordres de grandeurs du nombre d’avions
et de la pe´nalite´ cumule´e de chaque situation. Pour comparer de manie`re e´quitable l’efficacite´ des
me´thodes de re´solution dans chaque configuration, les mesures doivent donc porter sur les trajectoires
finales des avions dans la simulation et non sur les solutions trouve´es a` chaque e´tape. Dans ce cadre,
les mesures en sortie de la simulation sont :
– Le retard assigne´ a` chaque mouvement, cumulant (sans ponde´ration) les attentes impose´es a`
l’avion et le temps de roulage supple´mentaire duˆ au choix du chemin.
– La corre´lation entre le nombre de vols actifs dans chaque pe´riode de dix minutes de la journe´e
et la moyenne de leurs retards, qui repre´sente la sensibilite´ de la me´thode de re´solution a` la
densite´ de trafic.
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AG 1 contre n
AG initial
1 contre n
FIG. 10.1 – Influence de l’horizon sur la moyenne des retards
10.2.3 Re´sultats
Le retard moyen engendre´ par les 12 simulations est donne´ par la figure 10.1 :
– Aucun cas d’e´chec de la re´solution n’est a` signaler, meˆme avec l’horizon de pre´diction le plus
re´duit : ceci montre que les contraintes relatives a` l’effet de l’horizon permettent d’anticiper
correctement les principales situations a` e´viter a` chaque re´solution, pour que les re´solutions
suivantes restent possibles.
– D’une manie`re ge´ne´rale, la taille de l’horizon de pre´diction influe de manie`re non ne´gligeable
sur les retards impute´s aux mouvements. Paradoxalement, ces retards diminuent lorsque la taille
de l’horizon se re´duit.
Les figures 10.2, 10.3 et 10.4 montrent plus pre´cise´ment la sensibilite´ de chaque me´thode de
re´solution a` la densite´ de trafic et a` l’horizon de pre´diction. La valeurHp = 5 minutes semble optimale
pour toutes les me´thodes : le retard cumule´ sur la journe´e est sensiblement le meˆme qu’avec l’horizon
de 4 minutes, mais il est re´parti diffe´remment, car les pe´riodes les plus charge´es cre´ent moins de
retard. On peut remarquer qu’avec la me´thode AG 1 contre n, les meˆmes effets peuvent eˆtre observe´s
mais sont atte´nue´s : la re´solution est moins sensible a` la taille de l’horizon. Deux principales raisons
permettent d’expliquer la diminution du retard avec la re´duction de l’horizon :
1. La complexite´ du proble`me a` re´soudre est fortement diminue´e avec l’horizon re´duit : le do-
maine des variables de de´cision est restreint et les groupes d’avions en conflits dans chaque
situation sont a` la fois moins nombreux et moins gros, comme le montre la figure 10.5. Sur
ce point, la complexite´ pire cas exprime´e dans la partie 5.3.2 (qui permet de´ja` de quantifier
grossie`rement la simplification du proble`me) pourrait eˆtre affine´e par une mesure de complexite´
relative a` la probabilite´ de conflits, qui re´ve´lerait peut-eˆtre l’existence d’un horizon limite (au
dela` duquel la complexite´ augmenterait plus fortement) en fonction de parame`tres tels que la
taille de l’ae´roport, la vitesse des avions et le nombre de pistes : des e´tudes ulte´rieures pourront
ainsi porter sur les transitions de phases de la complexite´ stochastique [Hogg 96b, Hogg 96a],
qui permettraient certainement d’appre´hender plus rigoureusement ce phe´nome`ne.
2. L’horizon de pre´diction de 10 minutes peut e´galement biaiser le crite`re d’optimisation, suite
aux incertitudes importantes sur les vitesses de de´placement : dans ce cas, des manœuvres
pre´ventives correspondraient trop souvent a` l’optimum, alors qu’elles s’ave`rent inutiles par la























Nombre d’avions par tranches de 10 minutes
Simulation du 22/03/2002 à Roissy par la méthode 1 contre n
























Nombre d’avions par tranches de 10 minutes
Simulation du 22/03/02 à Roissy, par AG




FIG. 10.3 – Influence de l’horizon pour l’AG



















Nombre d’avions par tranches de 10 minutes
Simulation du 22/03/02 à Roissy, par AG 1 contre n

























Influence de l’horizon sur la taille des clusters




FIG. 10.5 – Influence de l’horizon sur la taille des clusters
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suite, une fois que les trajectoires des avions deviennent plus pre´cises. Aux vues des re´sultats
uniformes des trois me´thodes de re´solution, cette explication semble pertinente : cela signifie
que les solutions obtenues avec l’horizon de 10 minutes pourraient eˆtre ame´liore´es si le crite`re
pe´nalisait davantage le retard imme´diat des avions. Cette technique ne´cessiterait cependant une
ponde´ration des retards subjective, risquant d’aboutir aux meˆmes re´sultats qu’avec l’horizon
re´duit, mais en un temps de calcul beaucoup plus contraignant.
En re´sume´, ces re´sultats montrent qu’un horizon de pre´diction de 5 minutes est suffisant (et meˆme
optimal) pour re´soudre pre´cise´ment les situations de trafic au sol, lorsque l’effet de l’horizon est
neutralise´ par des contraintes approprie´es.
10.3 Sens pre´fe´rentiels de circulation
10.3.1 Simulations
Pour mesurer l’impact des sens pre´fe´rentiels de circulation sur les temps de roulage, trois confi-
gurations de Roissy sont envisage´es :
– Avec sens pre´fe´rentiels : les ponde´rations associe´es a` chaque portion de taxiway (donne´es
directement dans la description de l’ae´roport) sont applique´es inte´gralement ;
– Sans sens pre´fe´rentiels : aucune ponde´ration n’est prise en compte. Les chemins propose´s aux
mouvements ne sont se´lectionne´s que sur leur temps de parcours estime´ ;
– Avec sens pre´fe´rentiels restreints : seuls les principaux sens uniques, le long des grands axes
de l’ae´roport sont conside´re´s. Pour cela, les ponde´rations ne sont applique´es que lorsqu’elles
sont relatives a` des lignes droites de´passant une longueur fixe´e l0 = 500 me`tres.
La` encore, les trois me´thodes de re´solution sont utilise´es et compare´es dans chaque configuration,
avec un horizon de pre´diction de 5 minutes et les meˆmes parame`tres que dans la partie pre´ce´dente.
Les mesures en sortie de chaque simulation sont :
– le temps de parcours minimal de chaque avion, de´fini par le temps de roulage qu’il aurait sans
attente, en suivant le chemin le plus rapide qui lui est propose´ (a` la vitesse nominale mode´lise´e
dans la partie 3.2). Le temps de parcours minimal ne de´pend donc pas de la re´solution des
situations, mais diffe`re dans chaque configuration.
– le retard de chaque avion, mesure´ sur sa trajectoire finale, cumulant les attentes et l’e´ventuel
de´tour impose´s a` l’avion. Le cumul du temps de parcours minimal et du retard donne le temps
de roulage effectif, qui permet e´galement de comparer entre elles les trois configurations.
10.3.2 Influence sur les chemins
La figure 10.6 donne les distributions de la re´duction du temps de parcours minimal dans chaque
configuration envisage´e :
– La diminution des temps de parcours minimaux est significative dans les deux nouvelles confi-
gurations (sens pre´fe´rentiels ne´glige´s ou restreints) : les chemins propose´s aux avions per-
mettent d’e´conomiser directement entre 15 et 20 secondes de roulage en moyenne.
– La configuration interme´diaire (sens pre´fe´rentiels restreints) aboutit a` des temps de parcours
minimaux plus proches de ceux de la configuration sans aucun sens pre´fe´rentiel : elle semble
donc avantageuse, dans la mesure ou` le trafic reste re´parti par sens de circulation, sans que les
cheminements en soient visiblement affecte´s.
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Moyenne sans sens préférentiel





















Réduction du temps de parcours minimal (secondes)
Simulation du 22/03/2002 à Roissy
Sens préférentiels restreints
Sans sens préférentiel
FIG. 10.6 – Influence des sens pre´fe´rentiels sur les chemins
10.3.3 Influence sur les temps de roulage
Les re´sultats globaux des 9 simulations effectue´es sont pre´sente´s sur la figure 10.7 :
– Lorsque les sens pre´fe´rentiels de´finis par les ope´rationnels ne sont pas applique´s, des cas
d’e´chec de la me´thode 1 contre n apparaissent : l’analyse des situations non re´solues re´ve`le
qu’il s’agit de situations ou` trois avions sont implique´s autour de la meˆme intersection, le pre-
mier allant vers le second, le second vers le troisie`me et le troisie`me vers le premier (figure
10.8). Une solution existe mais ne´cessite que chaque avion effectue un de´tour ou une attente,
ce qui ne peut pas eˆtre trouve´ par la me´thode 1 contre n, puisque l’avion le plus prioritaire ne
prend pas en compte les deux autres. Cette disposition relative des avions correspond a` une
ge´ne´ralisation de la notion de face a` face a` plus de deux avions et pourrait eˆtre e´vite´e par des
contraintes supple´mentaires sur les positions des avions a` la fin de l’horizon.
– Dans la configuration sans aucun sens pre´fe´rentiel, le retard est augmente´ mais le temps de
roulage effectif est diminue´. L’augmentation des retards, due a` la re´partition moins stricte des
avions, est donc compense´e par la re´duction des temps de parcours minimaux. L’ame´lioration
n’est cependant pas suffisante pour rendre la configuration re´ellement avantageuse d’un point de
vue ope´rationnel, car les temps de roulage deviennent plus variables et les situations beaucoup
plus complexes pour un ope´rateur humain (car pre´sentant de nombreux risques de face-a`-face).
– La configuration avec sens pre´fe´rentiels restreints aboutit a` des temps de roulage effectifs du
meˆme ordre que lorsque tous les sens pre´fe´rentiels sont applique´s : la re´partition du trafic est
stricte sur les grands axes, mais les sens d’entre´e et de sortie des zones de stationnement ne
sont pas de´finis, ce qui ge´ne`re de nombreuses situations proble´matiques et cause finalement des
retards plus importants.
– Dans chaque configuration, les trois me´thodes de re´solution conservent la meˆme efficacite´ rela-
tive : l’algorithme ge´ne´tique hybride (AG 1 contre n) fournit toujours les meilleures solutions.
La figure 10.9 montre la sensibilite´ de la meilleure me´thode de re´solution (AG 1 contre n) a` la
densite´ du trafic, dans les trois configurations e´tudie´es : on remarque que le retard est diminue´ dans
les pe´riodes moyennement charge´es (moins de 25 avions actifs par tranche de 10 minutes) lorsque les
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Avec Restreint Sans Avec Restreint Sans Avec Restreint Sans
AG hybrideAG initial1 contre n
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FIG. 10.7 – Influence des sens pre´fe´rentiels sur les temps de roulage
0
FIG. 10.8 – Exemple de face-a`-face a` trois



















Nombre d’avions par tranches de 10 minutes




FIG. 10.9 – Influence des sens pre´fe´rentiels pour l’AG 1 contre n
sens pre´fe´rentiels sont restreints ou ne´glige´s. L’e´coulement du trafic peut donc eˆtre significativement
ame´liore´ en dehors des pe´riodes de pointe, si les sens pre´fe´rentiels de circulation sont annule´s (ce qui
corrobore les pratiques ope´rationnelles).
10.4 Incertitudes sur la vitesse
10.4.1 Proble`mes pose´s
L’e´tude des vitesses re´elles des avions a` Roissy et a` Orly (partie 3.2) montre que le taux d’incer-
titude actuel sur les vitesses de roulage se rapproche plutoˆt de 50% que de 20% (en ligne droite tout
au moins) : dans ces conditions, les ordres de controˆle doivent absolument eˆtre donne´s le plus tard
possible, pour rester flexibles et ne pas de´grader excessivement l’optimisation des trajectoires.
Ces conside´rations, applique´es a` la simulation ou a` tout syste`me de maintien des se´parations au
roulage, impliquent que les re´solutions doivent eˆtre ame´liore´es lorsque le pas de rafraıˆchissement du
syste`me diminue, surtout si l’incertitude est importante : les simulations seront donc effectue´es avec
diffe´rentes valeurs du parame`tre ∆.
De plus, pour que les variations du taux d’incertitude soient e´tudie´es e´quitablement, les vitesses
moyennes ne doivent pas eˆtre modifie´es : l’intervalle des vitesses possibles e´tant de´fini par rapport a`
la vitesse maximale en ligne droite (Vmax), cette vitesse sera augmente´e avec l’incertitude.
Enfin, pour que l’effet des incertitudes ne soit pas sous-estime´, le passage a` la situation suivante
se fera avec brouillage des positions (comme cela a e´te´ de´crit dans la partie 4.4.2).


























FIG. 10.10 – Influence des incertitudes sur le retard
10.4.2 Simulations
Les simulations sont effectue´es a` partir du meˆme e´chantillon de trafic que pre´ce´demment, en
utilisant la meilleure me´thode de re´solution (AG hybride 1 contre n) avec les parame`tres les plus
adapte´s issus des re´sultats pre´ce´dents :
– Horizon de pre´diction : Hp = 5 minutes ;
– Horizon e´tendu : He = 2 minutes ;
– Sens uniques : applique´s ;
– Nombre de positions d’attente : Ω = 1.
Six configurations sont envisage´es :
Sce´nario δv ∆ (minutes) Vmax(m/s)
Incertitude e´leve´e avec pas faible 50 % 1 12
Incertitude e´leve´e avec pas classique 50 % 2 12
Incertitude moyenne avec pas faible 20 % 1 10
Incertitude moyenne avec pas classique 20 % 2 10
Nulle avec pas faible 0 % 1 9
Nulle avec pas classique 0 % 2 9
10.4.3 Re´sultats
Les re´sultats globaux des six simulations sont pre´sente´s sur la figure 10.10 :
– La diminution du pas de rafraıˆchissement ∆ n’a aucun effet sans incertitude, mais devient de
plus en plus be´ne´fique lorsque le taux d’incertitude augmente : lorsque ce dernier atteint 50%,
le retard moyen sur l’ensemble de la journe´e est divise´ par deux par simple re´duction de ∆ a`
1 minute. Ces re´sultats confirment l’importance de la flexibilite´ du syste`me de controˆle pour la
gestion optimise´e des incertitudes.






















Nombre d’avions par tranches de 10 minutes
Trafic du 22/03/2002 à Roissy
Taux d’incertitude nul
Taux d’incertitude de 20%
Taux d’incertitude de 50%















Influence des incertitudes sur la taille des clusters
Taux d’incertitude de 50%
Taux d’incertitude de 20%
Taux d’incertitude nul
FIG. 10.12 – Influence des incertitudes sur la taille des clusters
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– Dans tous les cas, le retard moyen augmente fortement avec l’incertitude : meˆme dans la confi-
guration la plus flexible (∆ = 1 minute) et avec un horizon relativement re´duit (Hp = 5
minutes), le retard est double´ lorsque le taux d’incertitude passe de 20% a` 50%. L’obligation de
rouler a` des vitesses pre´de´finies, meˆme re´duites, permettrait donc de diminuer conside´rablement
le retard des avions au sol.
La sensibilite´ de la me´thode de re´solution a` la densite´ de trafic et aux incertitudes est repre´sente´e
sur la figure 10.11, pour les configurations avec pas faible (∆ = 1 minute) : il apparaıˆt que la
de´gradation du retard moyen est concentre´e sur les pe´riodes les plus charge´es et tre`s peu visible sur
les pe´riodes moyennement charge´es (moins de 20 avions par tranche de 10 minutes). Un taux d’incer-
titude e´leve´ n’est donc pas pe´nalisant tant que l’ae´roport n’atteint pas un certain seuil de saturation.
Enfin, la figure 10.12 montre la croissance conside´rable de la taille et du nombre de clusters
provoque´e par l’augmentation des incertitudes (ces mesures sont extraites des re´solutions avec le pas
faible de 1 minute) : l’augmentation du nombre total de clusters re´solus (alors que l’horizon et le pas
de rafraıˆchissement sont fixes) signifie que la re´solution ite´rative par clusters se´pare´s (de´crite dans
la partie 5.4.3) devient caduque, car ces clusters finissent le plus souvent par eˆtre re´unis en un seul
cluster de grande taille.
10.5 Conclusion
Les simulations d’une journe´e de trafic ae´roportuaire permettent de de´gager les principales ca-
racte´ristiques de la gestion des mouvements au sol :
– L’incertitude sur les vitesses de roulage, meˆme si elle e´tait re´duite a` un taux de 20%, implique
que les trajectoires des avions au sol ne peuvent eˆtre ve´ritablement optimise´es qu’avec un hori-
zon de pre´diction de l’ordre de 5 minutes. Cette limite sur la pre´visibilite´ du trafic au sol justifie
la de´finition de proce´dures ope´rationnelles strictes visant a` e´viter les situations de blocage re-
latif des avions. Pour un syste`me automatique d’optimisation des trajectoires, cette limite rend
obligatoire la conside´ration de contraintes spe´cifiques assurant la pe´re´nite´ de l’e´coulement du
trafic.
– Diffe´rentes configurations des sens pre´fe´rentiels de circulation peuvent eˆtre envisage´es : leur
mise en œuvre induit ge´ne´ralement un rallongement non ne´gligeable des chemins propose´s aux
avions, mais s’ave`re be´ne´fique dans les pe´riodes les plus charge´es, dans la mesure ou` elle rend
plus pre´visibles les temps de roulage effectifs et assure une re´partition plus organise´e (donc plus
suˆre) du trafic. L’application des sens pre´fe´rentiels s’ave`re cependant pe´nalisante en dessous
d’un certain seuil d’activite´ de l’ae´roport : des e´tudes ulte´rieures pourront s’inte´resser a` une
de´finition plus flexible de ces sens pre´fe´rentiels.
– L’influence des incertitudes lie´es aux vitesses de roulage sur les retards impose´s aux mouve-
ments est conside´rable : tout syste`me permettant de re´duire ces incertitudes peut potentiellement
diminuer de moitie´ les retards au sol, tout en re´duisant les risques de collision entre avions. Les
projets de guidage automatique des avions au sol sont, dans ce contexte, extreˆmement promet-
teurs.
Les simulations effectue´es de´voilent e´galement une grande sensibilite´ des temps de roulage aux
me´thodes de re´solutions employe´es et aux diffe´rents parame`tres du mode`le : le trafic au sol n’obe´it
pas seulement a` des re`gles simples de file d’attente et peut eˆtre largement ame´liore´ par l’optimi-
sation judicieuse des trajectoires. Ces re´sultats montrent toute l’attention qui doit eˆtre porte´e sur le
de´veloppement d’outils d’aide a` la de´cision, dont l’importance pour la gestion du trafic ae´rien n’est
plus a` prouver.
Chapitre 11
Respect des cre´neaux de de´collage
11.1 Introduction
Dans le contexte de la re´gulation europe´enne du trafic ae´rien, des cre´neaux de de´collage sont
attribue´s a` certains vols, lorsque ces derniers pre´voient de traverser des espaces ae´riens congestionne´s.
Un cre´neau est de´fini par une heure de de´collage impose´e a` l’avion, retarde´e par rapport a` l’heure
initialement demande´e par la compagnie. La tole´rance officiellement admise pour le de´collage effectif
de l’avion est l’intervalle de temps d’un quart d’heure, commenc¸ant 5 minutes avant le cre´neau, et se
terminant 10 minutes apre`s.
Ces contraintes posent souvent de nombreux proble`mes ope´rationnels pour le controˆle au sol, car
les temps de roulage sont extreˆmement variables et pendant les pe´riodes les plus charge´es, les bretelles
d’acce`s a` la piste sont encombre´es par les files d’attente de de´parts. Lorsque d’autres perturbations
ope´rationnelles viennent s’ajouter a` ces difficulte´s, le proble`me peut devenir trop complexe et les
cre´neaux sont parfois manque´s.
A titre d’exemple, la figure 11.1 donne la proportion des de´parts soumis a` re´gulation qui de´collent
avant, pendant et apre`s leur cre´neau. Ces donne´es, issues directement des traces radar des avions
a` Roissy, montrent la proportion des avions (entre 20% et 30%) qui se voient attribue´ le de´collage
trop toˆt ou trop tard. Cette proportion, qui pourrait paraıˆtre relativement acceptable, est en re´alite´
extreˆmement dommageable pour la re´gulation du trafic (ATFM : Air Traffic Flow Management) car







(152 Créneaux) (228 Crénaux) (278 Créneaux)
FIG. 11.1 – Respect actuel des cre´neaux a` Roissy
151
152 CHAPITRE 11. RESPECT DES CR ´ENEAUX DE D ´ECOLLAGE
Dans ce chapitre, l’objectif est donc d’e´valuer la capacite´ d’un simulateur d’ae´roport a` fournir
une pre´diction des temps de roulage suffisamment pre´cise pour prendre en compte les contraintes des
cre´neaux de de´collage dans l’optimisation des situations de trafic au sol.
11.2 Anticipation des temps de roulage
11.2.1 Proble`mes pose´s
Applique´es a` la minimisation des retards, les simulations effectue´es au chapitre pre´ce´dent montrent
que l’horizon de pre´diction le plus adapte´ aux incertitudes sur les vitesses de roulage est fortement
re´duit (de l’ordre de 5 minutes). Il est par ailleurs difficilement concevable d’e´tendre la pre´diction
au dela` de 10 minutes : avec une incertitude de l’ordre de 20%, sur des vitesses de roulage pouvant
atteindre 10 m/s, les positions des avions ne seraient connues qu’a` 1200 me`tres pre`s.
En contre partie, un horizon limite´ a` 5 minutes n’est clairement pas suffisant pour pre´voir avec
pre´cision les temps de roulage des avions, surtout dans les pe´riodes charge´es, ou` ces derniers de´passent
ge´ne´ralement 15 minutes : la gestion des cre´neaux de de´collage pose donc un proble`me d’e´chelle, car
elle ne´cessite un niveau de pre´diction qui n’est pas directement compatible avec celui de la re´solution
des situations.
Dans ce cadre, le premier proble`me est d’e´valuer aussi pre´cise´ment que possible les futurs temps
de roulage des de´parts a` chaque e´tape de la simulation, pour en de´duire ensuite l’heure a` laquelle
chaque mouvement re´gule´ doit effectivement se diriger vers la piste. Ceci ne peut se faire sans
conside´rer les futurs plans de vol, planifie´s dans un horizon de pre´diction bien supe´rieur a` l’hori-
zon Hp utilise´ pour la re´solution. Ce nouveau parame`tre sera appele´ l’horizon d’anticipation Ha et ne
sera utilise´ que pour l’estimation des temps de roulage.
Dans les parties suivantes, deux techniques sont de´veloppe´es et compare´es pour re´aliser cette
anticipation. La pre´cision de chaque technique sera mesure´e par l’erreur entre les estimations et les
temps de roulage effectifs, issus de la simulation classique avec re´solution de conflits sur l’horizon de
pre´diction initial Hp.
11.2.2 Estimation par la se´quence de piste
Principe
Une premie`re technique d’anticipation des temps de roulage consiste a` e´tudier un proble`me sim-
plifie´ par rapport a` la re´solution des situations au sol, en ne conside´rant que les ressources les plus
pe´nalisantes de l’ae´roport, a` savoir ses pistes : dans ce cadre, seuls les retards engendre´s par les
se´parations en temps au niveau des se´quences de piste sont pris en compte et l’utilisation de la piste
est suppose´e maximale.
Chaque piste sera donc associe´e a` une unique file d’attente de mouvements (dont certains corres-
pondent a` des futurs plans de vol non encore actifs dans la situation courante, car ne de´butant que plus
tard dans l’horizon d’anticipation). L’application exacte des temps de se´paration impose´s permet de
de´duire se´quentiellement une heure de de´collage ou d’atterrissage pour chaque mouvement.
Re´alisation
La pertinence de cette technique d’estimation de´pend en grande partie de la justesse de la file
d’attente envisage´e pour chaque piste : si l’ordre pre´vu des avions est trop diffe´rent de l’ordre qui sera
11.2. ANTICIPATION DES TEMPS DE ROULAGE 153
effectivement applique´, les estimations des heures de de´collage seront totalement errone´es. Dans cette
optique, deux types de contraintes permettent d’affiner l’e´laboration des files d’attente :
– La situation courante d’un mouvement au de´part, associe´e au temps minimal qui le se´pare
de la piste, donne une borne infe´rieure de son heure de de´collage possible. Pour les de´parts
correspondant a` des futurs plans de vol non encore active´s, cette borne peut eˆtre obtenue de
la meˆme fac¸on, en augmentant l’heure de de´but du mouvement du temps de parcours minimal
(calcule´ a` partir du chemin le plus court).
– Les heures d’atterrissage des futures arrive´es sont fortement contraintes car elles ne peuvent
qu’eˆtre tre`s le´ge`rement retarde´es et ne peuvent pas changer d’ordre.
Ces contraintes permettent d’estimer les heures de de´collage et d’atterrissage sur une piste comme
la solution optimale d’un proble`me de satisfaction de contrainte relativement simple :
– Soient :
– (hi)1≤i≤nA les heures minimales d’atterrissage des nA futures arrive´es ;
– (hi)nA<i≤nA+nD les heures minimales de de´collage des nD de´parts pre´vus ;
– (δij) le temps de se´paration minimal de la se´quence (i→ j) sur la piste.
– Les variables du proble`me sont les heures effectives (ti)1≤i≤nA+nD des de´collages ou atterris-
sages ;
– Les contraintes sont donne´es par :

∀i ∈ {1, ..., nA}, hi ≤ ti < hi + λHp
∀i ∈ {nA + 1, ..., nA + nD}, hi ≤ ti
∀(i, j) ∈ {1, ..., nA}2, hi < hj =⇒ ti < tj
∀i 6= j ∈ {1, ..., nD + nA},
{
ti ≤ tj =⇒ δij ≤ tj − ti
tj ≤ ti =⇒ δji ≤ ti − tj





Ce proble`me se re´soud par instanciations successives des variables, en supposant a` chaque nou-
velle instanciation que l’avion concerne´ est le suivant dans la se´quence de piste. L’ordre d’instancia-
tion initial (qui de´finit la strate´gie d’exploration) est naturellement choisi en suivant l’ordre donne´ par
les heures minimales (hi). Lorsque les contraintes rendent l’instanciation courante impossible, l’ex-
ploration est abandonne´e et l’ordre d’instanciation est corrige´ selon l’ordre lexicographique, comme
cela a de´ja` e´te´ effectue´ lors de l’e´laboration de la me´thode 1 contre n avec recherche de classement
initial dans la partie 7.5.3.
Re´sultats
La pre´cision de cette technique d’anticipation est e´value´e par simulation a` Roissy : l’estimation
des temps de roulage des de´parts est me´morise´e a` chaque e´tape de la simulation, puis compare´e aux
temps de roulage effectifs de la simulation. L’e´chantillon de trafic conside´re´ est celui du 22/03/2002
et les parame`tres de la simulation sont les suivants :
– Me´thode de re´solution : AG 1 contre n
– Pe´riode de re´solution : ∆ = 2 minutes
– Horizon de pre´diction : Hp = 5 minutes
– Horizon d’anticipation : Ha = 30 minutes
























FIG. 11.2 – Anticipation des temps de roulage par la se´quence de piste
– Incertitudes sur la vitesse : δv = 20%
– Passage a` la situation suivante : avec brouillage
La figure 11.2 donne la distribution des erreurs des estimations calcule´es 6, 12 et 20 minutes
avant : l’intervalle des e´carts est restreint a` [−4; +10] minutes, mais seules 30% des estimations
faites 20 minutes en avance ont moins de 30 secondes d’erreur.
11.2.3 Estimation par simulation
Principe
Une seconde technique d’anticipation des temps de roulage consiste a` effectuer une re´solution
anticipe´e et simplifie´e des futures trajectoires des avions, sur l’horizon d’anticipation Ha. Ceci est
rendu possible en ne´gligeant l’incertitude sur les vitesses lors de cette re´solution simplifie´e.
Re´alisation
A chaque e´tape t0 de la simulation (toutes les ∆ minutes), tout plan de vol commenc¸ant avant
t0 +Ha est active´ : un ensemble de chemins lui est attribue´ et sa trajectoire directe (sans attente) est
inse´re´e dans la pre´diction de trafic. La me´thode de re´solution 1 contre n sans incertitude est applique´e
sur l’inte´gralite´ de la pe´riode anticipe´e [t0; t0 + Ha] (cette me´thode de re´solution est ici choisie
pour sa rapidite´) : les temps de roulage des avions en mouvement dans l’horizon de pre´diction initial
[t0; t0 +Hp] sont alors extraits directement de la re´solution.
Bien e´videmment, le passage a` l’e´tape suivante de la simulation (∆ minutes plus tard) s’effectue
apre`s re´solution par la me´thode initiale (AG 1 contre n) sur l’horizon de pre´diction re´duit [t0; t0 +
Hp] et en conside´rant l’incertitude nominale sur la vitesse de roulage. De plus, l’application de cette
























FIG. 11.3 – ´Evaluation des temps de roulage par simulation
re´solution se fait avec brouillage : les nouvelles positions des avions sont choisies ale´atoirement dans
leur zone d’incertitude, comme cela a e´te´ de´crit dans la partie 4.4.2.
Re´sultats
La simulation est effectue´e avec les meˆmes plans de vol et les meˆmes parame`tres que dans la
partie pre´ce´dente.
La figure 11.3 donne les diffe´rentes distributions des erreurs de chaque estimation. On peut ob-
server que l’intervalle des e´carts est re´duit a` [−4; +6] minutes et que 71% des estimations faites 20
minutes en avance sont exactes a` 30 secondes pre`s :
– Le premier point important est que l’intervalle des erreurs des deux techniques d’anticipa-
tion des temps de roulage est inclu dans l’intervalle de tole´rance officiel pour les cre´neaux
de de´collage ([−5; +10] minutes). Cela signifie qu’il semble possible de pre´voir les temps
de roulage 20 minutes en avance, avec une pre´cision compatible avec celle demande´e par la
re´gulation europe´enne.
Ce re´sultat est inte´ressant car la me´thode de re´solution applique´e dans la simulation n’est en rien
corre´le´e aux estimations effectue´es (le crite`re global a` minimiser reste la somme des pe´nalite´s
et non l’erreur des estimations).
– La seconde observation est que la deuxie`me me´thode d’e´valuation donne des estimations plus
pre´cises : comme beaucoup d’e´tudes le de´montrent ([Idris 98] par exemple), les temps de rou-
lage ne sont pas simplement fonction des files d’attente au de´collage. Ils sont aussi largement
influence´s par la re´partition du trafic pre`s des ae´rogares et aux intersections les plus usite´es de
l’ae´roport.
En conse´quence, la me´thode d’estimation des temps de roulage par simulation sera retenue pour la
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FIG. 11.4 – Aires d’attente
partie suivante. Les estimations seront cette fois-ci corre´le´es a` la me´thode de re´solution pour prendre
en compte les contraintes des cre´neaux de de´collage impose´s par la re´gulation europe´enne.
11.3 Prise en compte des cre´neaux de de´collage
11.3.1 Approches envisage´es
Concepts ope´rationnels
Deux principales difficulte´s relatives au respect des cre´neaux de de´collage doivent eˆtre souligne´es :
– Le cre´neau est une heure de de´collage retarde´e (parfois plus d’une heure apre`s le de´part de-
mande´ par la compagnie). Il faut donc trouver des positions et des dure´es d’attente appro-
prie´es pour l’avion concerne´, sans que cela ne pe´nalise de´mesure´ment le reste du trafic. Pour
l’e´quipage et les passagers, la position d’attente la plus inte´ressante se situe naturellement au
parking, mais une telle occupation du parking n’est pas toujours possible. En re´alite´, l’avion doit
souvent rester « preˆt au de´part » car le cre´neau peut eˆtre finalement avance´, donc les passagers
sont rarement de´barque´s.
– Pendant les pointes de trafic, les de´parts re´gule´s doivent eˆtre positionne´s strate´giquement dans
la file d’attente pour la piste : si l’avion atteint la piste trop toˆt, il doit attendre au seuil de piste,
ce qui en bloque l’acce`s et retarde tous les autres vols. Si au contraire il l’atteint trop tard, le
cre´neau est manque´ et il doit the´oriquement en attendre un nouveau. Les deux cas se produisent
fre´quemment et sont a` l’origine de nombreux dysfonctionnements du controˆle ae´rien et de son
syste`me de re´gulation du trafic.
Deux principales techniques sont employe´es par les controˆleurs pour ge´rer ces proble`mes :
– Les ae´roports comme Roissy se sont e´quipe´s d’aires d’attente spe´cifiques pre`s des pistes (figure
11.4). Ces aires permettent de modifier dynamiquement la se´quence de piste de fac¸on a` l’adapter
aux contraintes des secteurs d’approche, mais peuvent aussi servir a` stationner les vols re´gule´s
pour ame´liorer le respect des cre´neaux de de´collage.
– Des proce´dures ope´rationnelles spe´cifiques peuvent re´server certains acce`s a` la piste aux vols
re´gule´s, dans les pe´riodes ou` ces vols sont nombreux. Ces proce´dures ne peuvent cependant
s’appliquer qu’aux ae´roports pre´sentant une infrastructure ade´quate.
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Application a` la simulation
L’objectif est de re´soudre les proble`mes pre´ce´demment de´crits avec des me´thodes d’optimisation :
– Les aires d’attente font partie inte´grante de la description de l’ae´roport et sont donc directement
prises en compte dans l’ensemble des chemins propose´s aux avions (figure 11.4). Les me´thodes
de re´solution peuvent donc aboutir a` des ordres d’attente dans ces aires lorsque cela contribue
a` optimiser le crite`re global.
– Des proce´dures spe´cifiques de re´partition du trafic sur les bretelles d’acce`s a` la piste peuvent
eˆtre envisage´es lors de l’affectation de chemins (elles se de´finissent comme des restrictions sur
les chemins a` chercher).
Le proble`me du respect des cre´neaux de de´collage sera alors inte´gre´ a` la simulation du trafic
comme suit :
1. L’estimation des temps de roulage de´finie dans la partie pre´ce´dente permet de calculer une
attente initiale pour chaque avion re´gule´.
2. Le crite`re d’optimisation doit eˆtre corrige´ pour les vols re´gule´s : la pe´nalite´ attribue´e a` ces vols
sera de´finie en fonction de l’heure du cre´neau, lorsqu’elle est situe´e avant la fin de l’horizon de
pre´diction ou en fonction de l’attente initiale lorsque le cre´neau est trop e´loigne´ dans le temps
pour intervenir directement. La modification du crite`re implique ne´cessairement une adaptation
de la me´thode de re´solution de´terministe 1 contre n, car les couˆts du graphe a` explorer en sont
modifie´s. Aucune adaptation particulie`re n’est en revanche ne´cessaire pour la re´solution par al-
gorithme ge´ne´tique pre´sente´ au chapitre 8. La version hybride du chapitre 9 he´ritera directement
des modifications ope´re´es sur la me´thode de´terministe.
11.3.2 Modification du crite`re d’optimisation
De´finition de l’attente initiale
Il s’agit d’e´valuer, a` chaque e´tape de la simulation et pour chaque de´part i soumis a` un cre´neau
de de´collage Ti, le temps τi que doit attendre l’avion avant de chercher a` rejoindre la piste, dans la
situation courante. On conside´rera que cette attente doit avoir lieu de`s que possible (au parking en
particulier, lorsque celui-ci est disponible) et qu’elle sera borne´e par l’horizon de pre´diction.
Une approximation de cette attente est logiquement donne´e par :
τi = max(0,min(Hp, Ti − t− ri))
Ou`
{
t est l’heure courante de la simulation
et ri le temps de roulage restant de l’avion i, estime´ dans la partie pre´ce´dente.
Crite`re d’optimisation
Pour un avion i soumis a` un cre´neau de de´collage Ti, l’objectif est modifie´, puisque l’inte´reˆt de
l’avion peut eˆtre d’attendre. Lorsque le cre´neau est situe´ avant la fin de l’horizon de pre´diction, la
pe´nalite´ fi de l’avion peut s’exprimer directement par l’e´cart au cre´neau. Dans la ne´gative, la pe´nalite´
de´pend de l’attente initiale qui a e´te´ calcule´e pour l’avion :







FIG. 11.5 – Crite`re pour un de´part re´gule´
– Si le cre´neau est ante´rieur a` la fin de l’horizon (Ti ≤ Hp), la pe´nalite´ est fonction de l’e´cart
entre le cre´neau et l’heure de de´collage ti re´sultante de sa trajectoire courante :
fi = φ(ti − Ti)
Ou` la fonction φ est de´finie par intervalles, en fonction des seuils infe´rieurs (−5 minutes) et
supe´rieurs (+10 minutes) de la tole´rance relative au respect des cre´neaux (figure 11.5).
– Lorsque le cre´neau est plus e´loigne´ (Ti > Hp), la pe´nalite´ mesure a` la fois le de´tour li et
l’attente di impose´s a` l’avion :
fi = β|di − τi|+ αli
Ou` τi est l’attente initiale calcule´e pour l’avion et β un coefficient ponde´rant l’importance
accorde´e au respect des cre´neaux par rapport au retard des autres avions (en pratique, β = 2).
11.3.3 Adaptation de la me´thode 1 contre n
Le graphe des possibilite´s d’un avion (de´fini dans la partie 7.4.3) doit eˆtre rede´fini lorsque l’avion
concerne´ est soumis a` un cre´neau de de´collage : pour correspondre au crite`re a` minimiser, les couˆts
des arcs repre´sentant des attentes et des arcs repre´sentant l’avance´e de l’avion sont inverse´s, tant que
le retard de l’avion est infe´rieur a` l’attente initiale qui lui a e´te´ calcule´e. Dans ce cas, le couˆt d’une
attente devient nul, tandis que le couˆt de l’avance´e de l’avion devient unitaire.
L’algorithme de Branch and Bound conserve la meˆme strate´gie d’exploration meilleur en premier,
ce qui signifie que les nœuds ne seront plus de´veloppe´s dans le meˆme ordre :
– Tant que l’attente impose´e a` l’avion est infe´rieure a` l’attente initiale, l’algorithme de´veloppe en
priorite´ les nœuds du graphe repre´sentant une attente ;
– Une fois que l’attente initiale est atteinte, la progression de l’avion sur son chemin devient de
nouveau la priorite´.
Le classement initial des avions est e´galement modifie´ : les de´parts re´gule´s sont classe´s en fonction
de leur cre´neau (alors que les autres avions restent classe´s par heure minimale pre´vue a` la piste). En
re`gle ge´ne´rale, les avions re´gule´s sont ainsi rendus moins prioritaires tant que leur cre´neau est e´loigne´
dans le futur, puis deviennent de plus en plus prioritaires au fur et a` mesure que leur cre´neau se
rapproche.









FIG. 11.7 – Strate´gie d’affectation de bretelles par cre´neaux
11.3.4 Affectation de bretelles d’entre´e de piste
Ope´rationnellement, le trafic est souvent re´parti sur les bretelles d’entre´e de piste en fonction de la
cate´gorie de turbulence de sillage des avions : ceci permet d’optimiser la se´quence de piste en laissant
possible le choix de la cate´gorie du prochain de´collage. Il semble par ailleurs avantageux de re´server
certaines bretelles d’acce`s aux de´parts soumis a` re´gulation, pour pouvoir leur imposer une attente sans
geˆner le reste du trafic.
En conse´quence, deux strate´gies d’affectation de bretelles d’acce`s sont compare´es par simulation :
– Sans re´servation de bretelle : les bretelles ne sont attribue´es que par cate´gorie de turbulence de
sillage (figure 11.6) ;
– Avec re´servation de bretelle : pour chaque piste, une des bretelles est re´serve´e aux vols ayant un
cre´neau et les autres sont affecte´es en fonction des cate´gories de turbulences de sillage (figure
11.7).
11.3.5 Simulations
Les trois me´thodes de re´solution sont combine´es aux deux strate´gies d’affectation, ce qui donne
lieu a` six simulations de la meˆme journe´e de trafic a` Roissy (22/03/2002) avec prise en compte des
cre´neaux de de´collage dans le crite`re d’optimisation. Cette journe´e est se´lectionne´e sur le nombre
relativement important de vols re´gule´s : les donne´es disponibles de´crivent 278 cre´neaux pour 695
de´parts. Les parame`tres de ces simulations de´coulent des mesures effectue´es au chapitre pre´ce´dent :
– Horizon de pre´diction : Hp = 5 minutes
– Horizon d’anticipation : Ha = 30 minutes
– Pe´riode de re´solution : ∆ = 2 minutes
– Incertitudes sur la vitesse : δs = 20%
– Sens uniques : applique´s
– Passage a` la situation suivante : avec brouillage des positions























Distribution des écarts aux créneaux
Méthode 1 contre n
AG
AG 1 contre n
Ecart au créneau
























Distribution des écarts aux créneaux
Méthode 1 contre n
AG
AG 1 contre n
Ecart au créneau
FIG. 11.9 – ´Ecarts aux cre´neaux avec re´servation de bretelle



















Nombre d’avions par tranches de 10 minutes
Trafic non régulé du 22/03/2002 à Roissy
1 contre n
AG
AG 1 contre n
FIG. 11.10 – De´lais des vols non re´gule´s sans re´servation de bretelle
Les figures 11.8 et 11.9 donnent la distribution des e´carts aux cre´neaux pour les trois me´thodes de
re´solution et pour chaque strate´gie d’affectation de bretelle :
– Le premier objectif est atteint, dans la mesure ou` les cre´neaux sont effectivement respecte´s (par
rapport aux tole´rances officielles), avec les trois me´thodes d’optimisation (a` de rares exceptions
pre`s pour la me´thode 1 contre n, ou` des cre´neaux sont manque´s de quelques minutes).
– Un deuxie`me re´sultat inte´ressant est la similitude entre les deux strate´gies d’affectation de bre-
telles : pour les deux me´thodes de re´solution (1 contre n ou algorithmes ge´ne´tiques), re´server
des bretelles d’entre´e aux avions soumis a` re´gulation ne diminue pas significativement les e´carts
aux cre´neaux. Cela signifie que ces e´carts sont plus influence´s par l’organisation du trafic en
amont (avant les bretelles d’acce`s) et par la qualite´ de la pre´diction des temps de roulage que
par la re´partition du trafic devant les pistes.
– Enfin, la supe´riorite´ des solutions trouve´es par les deux me´thodes globales utilisant un algo-
rithme ge´ne´tique est encore confirme´e sur ce proble`me : l’algorithme hybride parvient a` re´duire
l’intervalle des e´carts a` [−1; +7] minutes avec plus de 80% des vols dans la tranche [−1; +1]
minute.
Les figures 11.10 et 11.11 donnent les corre´lations entre le nombre d’avions au roulage (sur des
tranches de 10 minutes) et le retard des avions non soumis a` re´gulation, avec les deux strate´gies
d’affectation de bretelle. Ces corre´lations montrent l’importance de la pe´nalisation induite sur le reste
du trafic par la me´thode avec re´servation de bretelles : la diminution du nombre de bretelles d’acce`s
disponible pour les avions non soumis a` cre´neaux (la majorite´ du trafic) lui cause des retards plus
importants. La me´thode de re´solution hybride parvient, la` encore, a` trouver des solutions inte´ressantes,
qui minimisent a` la fois le de´lai des avions non re´gule´s et les e´carts aux cre´neaux.























Nombre d’avions par tranches de 10 minutes
Trafic non régulé du 22/03/2002 à Roissy
1 contre n
AG
AG 1 contre n
FIG. 11.11 – De´lais des vols non re´gule´s avec re´servation de bretelle
11.4 Conclusion
L’e´tude du proble`me pose´ par les cre´neaux de de´collage montre qu’il ne peut se traiter avec un ho-
rizon de pre´diction aussi re´duit que celui utilise´ pour assurer les se´parations : la gestion des cre´neaux
ne´cessite une anticipation importante des temps de roulage. Dans ce contexte, deux applications pro-
metteuses du simulateur de trafic au roulage sont pre´sente´es :
– Dans la premie`re, la simulation est utilise´e pour anticiper les temps de roulage a` chaque pe´riode
de la journe´e. Les re´sultats montrent que ces temps ne de´pendent pas uniquement de la capacite´
des pistes et que l’estimation est beaucoup plus pre´cise lorsqu’elle prend en compte toutes les
portions proble´matiques des trajectoires des avions.
– La seconde application utilise la technique d’anticipation des temps de roulage pour re´soudre le
proble`me des cre´neaux de de´collage, tout en continuant a` minimiser les retards des avions non
re´gule´s. Deux strate´gies d’affectation des bretelles d’acce`s a` la piste sont e´tudie´es. Il en ressort
que les vols non re´gule´s sont beaucoup moins pe´nalise´s si aucune bretelle d’acce`s ne leur est
interdite. Cette re´partition plus homoge`ne du trafic n’empeˆche pas, pour autant, de respecter
les cre´neaux impose´s, a` condition que l’anticipation des temps de roulage soit suffisamment
pre´cise.
Conclusions et perspectives
L’outil de simulation du trafic ae´roportuaire de´veloppe´ et pre´sente´ dans le cadre de cette the`se per-
met de re´soudre les situations de trafic sur des grands ae´roports comme Orly et Roissy, en poursuivant
un objectif global d’optimisation. Il permet de de´gager quelques caracte´ristiques du trafic au sol et
peut apporter des re´ponses quantifie´es aux questions des ope´rationnels :
– La pre´visibilite´ du trafic au sol (temps de roulage « tout-compris ») s’ave`re tre`s re´duite :
pour eˆtre re´ellement optimise´es, les trajectoires pre´cises des avions doivent eˆtre adapte´es le plus
fre´quemment possible, ce qui les rend difficilement pre´visibles plus de cinq minutes en avance.
Contrairement aux ide´es rec¸ues, les retards engendre´s au niveau de l’ae´roport ne de´pendent
pas uniquement de la capacite´ des pistes, car la phase de roulage proprement dite peut, par de
faibles modifications des trajectoires, aboutir a` des se´quences de piste tre`s diffe´rentes, ce qui
induit de grandes variations des retards.
Sur ce point, la simulation de´taille´e et optimise´e des situations de trafic a` venir peut profiter en
temps re´el aux ope´rationnels, car elle fournit une estimation beaucoup plus pre´cise des temps
de roulage minimaux devant eˆtre envisage´s.
– La sensibilite´ des retards aux solutions successives apporte´es a` chaque situation de trafic
est e´leve´e : des solutions, qui peuvent sembler tre`s proches en terme de de´lais ge´ne´re´s dans
l’imme´diat (quelques secondes par avion), peuvent provoquer assez rapidement des situations
totalement diffe´rentes (en nombre d’avions pre´sents sur la plateforme par exemple) ce qui
peut, a` plus long terme, paralyser ou non l’ae´roport. Ce phe´nome`ne d’accumulation tre`s pro-
nonce´ correspond au cercle vicieux (ou vertueux) de la congestion ae´roportuaire : une bonne
re´partition du trafic, en plus d’ame´liorer la circulation des avions en cours de de´placement, est
indispensable pour assurer des situations futures moins denses, tandis qu’un proble`me tech-
nique ou une erreur mineure peut avoir des effets ne´gatifs sur tout le reste de la journe´e.
Dans ce cadre, de nombreux facteurs peuvent eˆtre identifie´s comme influenc¸ant fortement les
temps de roulage : incertitudes sur la vitesse de de´placement des avions, application ou non des
sens pre´fe´rentiels, strate´gies d’affectation des bretelles d’entre´e et de de´gagement des pistes,
normes de se´paration, etc. Ces facteurs, qui illustrent toute la complexite´ de la gestion du trafic
ae´roportuaire, sont autant de points sur lesquels le syste`me peut eˆtre ame´liore´.
– L’efficacite´ de la re´solution par classement (me´thodes un contre n et hybride) doit eˆtre ex-
ploite´e : le classement peut en effet fournir des solutions aux situations de trafic de manie`re
presque instantane´e, en traitant un proble`me simplifie´ mais sans pour autant que les solu-
tions trouve´es ne s’e´loignent excessivement de l’optimum. Ce re´sultat, moins ve´rifiable dans
la re´solution de conflits en l’air, peut s’expliquer par les re`gles d’utilisation des pistes qui
ne´cessitent justement que les avions soient se´quence´s. De nombreux avantages en de´coulent :
un classement est naturellement plus robuste aux incertitudes sur les vitesses de de´placement
(qui diminuent lorsque les avions se suivent) et la transmission des solutions aux ope´rationnels
en est facilite´e : les controˆleurs peuvent a` la fois valider et adapter ce classement, tandis que
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les ordres de controˆle donne´s aux pilotes consistent simplement a` ce´der le passage a` d’autres
avions.
– L’application de me´thodes d’optimisation globales semble tre`s prometteuse pour le controˆle
d’ae´roport (peut-eˆtre plus que dans l’ae´rien) :
– Le contexte du trafic au sol semble a priori plus adapte´ au partage de responsabilite´s entre
syste`mes d’assistances et controˆleurs, dans la mesure ou` un avion peut s’arreˆter : en ultime
recours (erreur, panne ou e´chec du syste`me), la situation peut eˆtre temporise´e par l’arreˆt de
certains avions. De plus, seul l’ajout d’une surveillance automatique du trafic peut encore
augmenter la se´curite´ du syste`me de controˆle (notamment par la de´tection des incursions
piste, en filet de sauvegarde).
– Certains proble`mes ope´rationnels actuels, comme le respect des cre´neaux de de´collage im-
pose´s par les organismes de re´gulation du trafic, se preˆtent particulie`rement bien a` l’opti-
misation : leur proble´matique introduit des objectifs ou des contraintes supple´mentaires qui
guident la recherche de solutions ou qui en re´duisent l’espace, ce qui correspond plutoˆt a`
une simplification du proble`me. A l’inverse, ces contraintes peuvent rapidement eˆtre juge´es
« trop nombreuses » pour les ope´rationnels, lorsqu’ils ne disposent d’aucun outil d’assis-
tance pour les ge´rer.
– Les e´volutions envisage´es du syste`me de controˆle d’ae´roport (d’ordres aussi bien technolo-
giques que re´glementaires et organisationnels) de´finissent un contexte d’inte´gration excep-
tionnel pour ces me´thodes : la disponibilite´ des informations provenant du radar de surface,
la transmission directe de donne´es entre les positions de controˆle et les avions, l’e´ventualite´
(encore futuriste) de guidage au sol des avions « aux instruments » sont autant de points
qui encouragent le de´veloppement d’outils automatiques pour une meilleure gestion du trafic
ae´roportuaire.
Les perspectives apporte´es par l’outil de simulation de´veloppe´ sont donc prometteuses, bien que
de nombreuses ame´liorations doivent encore eˆtre envisage´es avant de pre´tendre aboutir a` un outil
ope´rationellement viable :
– La prise en compte de spe´cificite´s ae´roportuaires non mode´lise´es, comme les mouvements
poste a` poste, la gestion des autres ve´hicules, ou encore les contraintes de de´givrage des avions
est indispensable a` la finition de l’outil.
– L’affinement du crite`re d’optimisation et des contraintes du proble`me, en collaboration
e´troite avec les ope´rationnels, doit permettre de mieux repre´senter leurs objectifs et leurs be-
soins.
– D’autres me´thodes de re´solution peuvent eˆtre envisage´es en fonction des impe´ratifs tem-
porels et qualitatifs des ope´rationnels. Sur ce point, les me´thodes de se´quencement de taˆche
[Nguyen 04], ainsi que des me´thodes utilisant des algorithmes any-time [Zilberstein 95] peuvent
trouver un cadre d’application qui semble particulie`rement bien adapte´.
Dans ce contexte, l’inte´gration de l’outil et de ses me´thodes d’optimisation au sein de la plate-
forme SALSA (Syste`mes d’Assistance a` la circulation Locale et au Sol sur les Ae´roports) du CENA
(Centre d’ ´Etude de la Navigation Ae´rienne) en tant que module d’aide a` la planification et au chemi-








La connaissance des infrastructures ae´roportuaires et des proce´dures qui lui sont rattache´es permet
de mieux comprendre les modalite´s d’e´coulement du trafic au sol : l’objectif de cette annexe n’est pas
de fournir une description de´taille´e de tous les e´quipements pouvant eˆtre utilise´s sur un ae´roport, mais
de donner un aperc¸u ge´ne´ral des conditions de circulation des ae´ronefs et des principales contraintes
qui doivent eˆtre conside´re´es lors de la conception d’un simulateur de trafic ae´roportuaire.
A.2 Infrastructures ae´roportuaires
D’une manie`re tre`s ge´ne´rale, les infrastructures d’un ae´roport se divisent en trois cate´gories prin-
cipales, qui s’utilisent de manie`res tre`s diffe´rentes : les aires de stationnement, les aires de piste, et les
voies de circulation qui les relient (figure A.1).
A.2.1 Postes de stationnement
La circulation des avions dans les aires de stationnement se caracte´rise par des vitesses tre`s
faibles : la proximite´ des baˆtiments et des autres avions impose un suivi pre´cis des trace´s au sol.
Les postes de stationnement (ou parkings) d’un ae´roport sont regroupe´s par proximite´ en terminaux,
eux meˆme regroupe´s en ae´rogares et deux principaux types de stationnement peuvent eˆtre distingue´s :
– Les parkings relie´s a` une passerelle d’acce`s : ils facilitent l’embarquement et le de´barquement
des passagers et simplifient les ope´rations de traitement au sol de l’avion, ce qui permet de
minimiser le temps d’escale. Ils peuvent par ailleurs procurer un gain de surface, lorsque les
avions sont positionne´s nez devant, face a` un baˆtiment satellite. Dans ce cas, la sortie du parking
en marche arrie`re ne´cessite l’assistance d’un tracteur d’avion et se fait par une proce´dure de
push-back pre´de´finie.
– Les parkings non connecte´s aux installations : l’acce`s a` l’avion se fait par l’interme´diaire d’un
transbordeur. Ces parkings sont plus souvent utilise´s pour des vols longs courriers (la perte de
temps a` l’embarquement leur est moins dommageable) ou pour le transport de marchandises.
La sortie du parking peut en revanche s’effectuer par une manœuvre autonome de l’avion, en
marche avant.
Des normes officielles fixe´es par l’OACI (Organisation de l’Aviation Civile Internationale), im-
posent des marges de se´curite´ et de´finissent les types d’avions autorise´s a` stationner, en fonction de la
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FIG. A.1 – Infrastructures ae´roportuaires
ge´ome´trie du parking, de ses voies d’acce`s et de la pre´sence d’e´ventuels syste`mes d’aide au guidage
de l’avion. Certaines installations peuvent eˆtre configurables : la disponibilite´ d’un parking de´pend
alors de l’occupation des parkings voisins.
A.2.2 Pistes
L’utilisation des pistes d’un ae´roport est caracte´rise´e par des vitesses e´leve´es et des proce´dures (de
de´collages et d’atterrissages) qu’il est impossible d’interrompre : des aires de piste de´limitent un es-
pace prote´ge´ dans lequel aucun mobile ne doit s’engager sans autorisation. Ces aires sont ge´ne´ralement
de´finies par des zones rectangulaires axe´es sur la piste, dont l’e´cartement est fixe´ par des normes offi-
cielles, en fonction des e´quipements et des conditions d’exploitation de l’ae´roport (les e´cartements
a` l’axe de piste couramment admis sont 90 me`tres par beau temps et 150 me`tres en conditions
me´te´orologiques de´grade´es).
En pratique, les aires de piste sont mate´rialise´es par des voies d’acce`s particulie`res, appele´es
bretelles d’entre´e ou de de´gagement de la piste :
– Les bretelles d’entre´e (ou de traverse´e) de la piste sont caracte´rise´es par un point d’arreˆt obli-
gatoire, signale´ par un marquage au sol et des panneaux spe´cifiques : le pilote doit attendre
l’autorisation explicite du controˆle avant de franchir ce point.
– Les bretelles de de´gagement se divisent en plusieurs cate´gories, selon la vitesse maximale au-
torise´e a` l’entre´e de la bretelle apre`s (ou pendant) l’atterrissage : certaines sont notamment
rapides, car elles permettent d’expe´dier la libe´ration de la piste avant que la phase de freinage
de l’avion soit totalement acheve´e.
Comme pour les parkings, des normes et des proce´dures d’exploitation de´terminent les types
d’avions autorise´s a` utiliser chaque piste, en fonction de sa largeur, sa longueur et de ses bretelles
d’acce`s. Les pilotes portent la responsabilite´ finale du choix de la piste, en fonction des performances
de l’avion (qui de´pendent notamment de son poids, de l’altitude et de la tempe´rature).
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A.2.3 Voies de circulation
Les grandes plateformes ae´roportuaires sont caracte´rise´es par des voies de circulation (ou taxi-
ways) complexes, mate´rialise´es par des trace´s au sol continus :
– Chaque portion est nomme´e, ce qui permet de de´crire un chemin a` suivre par une succession de
portions a` emprunter.
– Des panneaux de signalisation informent les pilotes des particularite´s lie´es a` chaque zone de
l’ae´roport et les guident tout au long de leur cheminement. En re`gle ge´ne´rale, aucune notion de
priorite´ ni de limitation de vitesse n’est pre´cise´e : le se´quencement des avions a` une intersection
rele`ve du controˆle au sol et les avions doivent rouler « au pas ».
La` encore, des normes de´finissent les marges de se´curite´ et les types d’avions autorise´s a` circuler
sur chaque portion de taxiway, en fonction de la largeur de la voie et de sa proximite´ a` certaines
installations. Certaines voies peuvent e´galement eˆtre de´pendantes, dans la mesure ou` l’accessibilite´ de
l’une se de´finit en fonction de l’utilisation des autres et des types d’avions concerne´s.
A.2.4 Autres ame´nagements
De nombreux ame´nagements particuliers peuvent eˆtre entrepris sur les grandes plateformes, au
niveau des parkings, des taxiways ou des pistes pour ame´liorer la gestion du trafic. Deux d’entre eux
sont tre`s re´pandus et interviennent directement dans la de´finition de la capacite´ de l’ae´roport :
– Les aires d’attente permettent d’isoler certains avions du reste du trafic, pour modifier l’ordon-
nancement des avions sur certains axes de circulation ou pour ge´rer toute sorte de proble`mes
techniques. Elles se mate´rialisent par des espaces libres nomme´s, qui s’ave`rent tre`s utiles au
se´quencement optimise´ des mouvements sur la piste et autour des parkings.
– Les aires de de´givrage sont indispensables au maintien du flux de de´part dans certaines condi-
tions me´te´orologiques de´grade´es : les avions y sont recouverts d’un produit antigivre pour as-
surer leur de´collage. L’effet du produit n’est be´ne´fique que pendant un temps limite´, de l’ordre
d’un quart d’heure (passe´ ce de´lai, le de´collage devient impossible). Le de´givrage de l’avion ne
peut donc se faire au parking que si l’avion est suˆr de pouvoir de´coller dans le temps imparti. Si-
non, seule l’utilisation de ces aires, situe´es pre`s des pistes, permet le de´collage de l’avion. Dans
tous les cas, la gestion des ope´rations de de´givrage des avions s’ave`re extreˆmement de´licate car
elle cause des retards conside´rables.
A.3 Exploitation de l’ae´roport
Un ensemble de proce´dures de´finit de manie`re extreˆmement pre´cise les re`gles a` appliquer pour
ge´rer les avions : elles sont de´crites par le manuel d’exploitation de l’ae´roport, re´gulie`rement mis a`
jour par l’organisme gestionnaire. Le de´tail de ces proce´dures n’a bien e´videmment pas sa place dans
cette partie, qui n’en donne par conse´quent qu’un aperc¸u tre`s ge´ne´ral.
A.3.1 Se´paration des avions
La circulation des avions est contrainte par les normes de se´paration (le non respect de ces
normes n’entraıˆne pas obligatoirement une collision, mais correspond a` une situation dangereuse
et fait ge´ne´ralement l’objet d’un rapport d’incident). Les trois principaux types d’infrastructures
de l’ae´roport (parkings, taxiways et pistes) sont logiquement re´gis par des normes de se´paration
diffe´rentes :





H (Lourds) 145 −→
Se´parations en distance (Nm)
1er\2e`me L M H
L 3 3 3
M 5 3 3
H 6 5 4
Se´parations en temps (sec)
1er\2e`me L M H
L 108 80 74
M 236 80 74
H 283 144 99
TAB. A.1 – Exemple de se´parations a` la piste
– Dans les aires de stationnement, les normes de se´paration (entre avions, mais aussi avec les
baˆtiments) sont induites par les proce´dures d’entre´e et de sortie de parking, fonction de la confi-
guration de parkings utilise´e : l’application pre´cise de ces proce´dures est sous la responsabilite´
du pilote (de l’avion ou de l’e´ventuel ve´hicule tracteur).
– Sur les voies de circulation, les normes de se´paration sont de´finies en distance et de´pendent
des types d’avions implique´s : pour les plus gros d’entre eux, une distance minimale de 60
me`tres doit eˆtre respecte´e. Sur certaines voies particulie`res re´serve´es a` des types d’avions de
faibles envergures, la norme de se´paration peut eˆtre re´duite.
– Dans les aires de piste, les normes sont plus complexes et sont notamment de´finies a` la fois en
distance et en temps :
– L’espacement minimal de 60 me`tres reste naturellement en vigueur entre les avions qui cir-
culent dans l’aire de piste ;
– Lorsqu’un avion de´colle ou atterrit, aucun autre avion ne doit se trouver devant lui dans
l’aire de piste (ce qui n’empeˆche pas les avions situe´s derrie`re lui de traverser la piste ou de
s’aligner pour le de´collage).
– Un temps de se´paration minimal doit eˆtre respecte´ entre deux mouvements sur la piste (atter-
rissages et de´collages). Ce temps de´pend de la cate´gorie de turbulence de sillage du premier
avion et du type (notamment de la vitesse et du poids) du deuxie`me.
– Une distance minimale, qui de´pend e´galement des cate´gories de turbulence de sillage, doit
se´parer les arrive´es pendant toute la phase d’approche finale : ces se´parations peuvent eˆtre
transpose´es en temps, en fonction des vitesses des avions (tableau A.1).
De plus, certaines pistes peuvent eˆtre de´pendantes (pistes se´cantes ou proches l’une de l’autre)
et impliquer d’autres restrictions d’utilisation (un seul mouvement a` la fois sur les deux pistes
par exemple).
A.3.2 Configurations de l’ae´roport
La re´partition du trafic sur l’infrastructure existante influence fortement la capacite´ de l’ae´roport :
– Certaines pistes peuvent eˆtre re´serve´es aux de´parts ou aux arrive´es, ce qui les rend ge´ne´ralement
plus capacitives. Une telle organisation ne´cessite cependant un nombre de pistes suffisant.
– Les avions de´collent et atterrissent face au vent pour minimiser la distance de de´collage et
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d’atterrissage : le sens d’utilisation de la piste, appele´ QFU, est impose´ par le vent et modifie le
cheminement de chaque mouvement.
– L’attribution des bretelles d’entre´e et de sortie de piste modifie sa capacite´ : le flux de de´parts
peut eˆtre re´parti par cate´gorie sur chaque bretelle pour optimiser la se´quence de de´collage,
tandis que l’utilisation des bretelles de de´gagement rapides permet de maximiser l’utilisation
de la piste.
– Certains types d’avion (notamment ceux de cate´gorie le´ge`re ou de forte turbulence de sillage)
ne´cessitent des temps de se´paration a` la piste importants et induisent donc localement une baisse
de capacite´ de la piste qui leur est affecte´e.
– Lorsque la structure des voies de circulation et des zones de stationnement le permettent, l’ap-
plication de sens uniques permet de fluidifier le trafic au sol, ce qui peut augmenter la capacite´
de l’ae´roport. Les sens de circulation les plus approprie´s de´pendent bien e´videmment du sens
d’utilisation des pistes.
Dans ce contexte, chaque configuration de l’ae´roport correspond a` un ensemble de re`gles spe´cifiant
la re´partition du trafic :
– Affectation des pistes et des bretelles d’acce`s, par type de mouvement ;
– Application de sens pre´fe´rentiels de circulation ;
– De´finition des sens d’entre´e et de sortie des parkings.
Le choix d’une configuration se fait en fonction du vent et du trafic pre´vu sur l’ae´roport, en coordi-
nation avec les secteurs d’approche : les phases de transition d’une configuration a` l’autre provoquent
des baisses de capacite´ importantes de l’ae´roport.
A.3.3 Affectation des parkings
L’affectation des parkings aux mouvements rele`ve de nombreuses proce´dures d’exploitation et
d’accords entre les compagnies et le gestionnaire de l’ae´roport :
– Le choix d’un parking est fortement contraint, notamment par le type de l’avion, la nature de
l’assistance demande´e pendant l’escale, ou encore la dure´e de l’escale.
– Le transfert des passagers d’un ae´rogare a` l’autre prend du temps : pour une compagnie, le
choix du parking n’est pas re´ellement lie´ au temps de roulage qu’il induit (peu pre´visible) mais
plutoˆt a` sa proximite´ a` d’autres parkings qu’elle utilise de fac¸on coordonne´e pour faciliter les
correspondances des passagers (dans le meˆme terminal ou le meˆme ae´rogare).
– Lorsqu’un avion est inutilise´ pendant une grande partie de la journe´e, il est ge´ne´ralement
transfe´re´ vers un parking plus e´loigne´ et moins couteaux : l’ensemble de ces mouvements poste
a` poste, bien que non prioritaires, induisent une charge supple´mentaire pour le controˆle.
Le choix des parkings s’ave`re donc tre`s peu flexible pendant la journe´e, surtout pour les vols
passagers, dont le terminal et la porte d’embarquement doivent eˆtre connus le plus toˆt possible.
A.3.4 Affectation des pistes
La piste affecte´e a` un mouvement est ge´ne´ralement impose´e par le controˆle d’ae´roport, en fonction
de la trajectoire du vol dans les secteurs d’approche, qui peut de´pendre de nombreux parame`tres :
– La destination (pour un de´part) ou la provenance (pour une arrive´e), qui correspondent a` une
direction initiale ou d’origine dans les secteurs d’approche ;
– La route et l’altitude de croisie`re souhaite´es ;
– Le type d’avion, qui peut d’une part imposer directement une piste particulie`re et qui donne
d’autre part l’ordre de grandeur de la vitesse de vol et du taux de monte´e ou de descente (ce qui
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modifie la trajectoire imposable au vol dans les secteurs d’approche).
Ces conside´rations montrent que le choix de la piste ne peut que tre`s rarement eˆtre effectue´ en
fonction des inte´reˆts des compagnies : les temps de roulage induits par la position du parking sur la




La collecte de donne´es informatiques relatives a` l’organisation du trafic ae´rien demeure un point
crucial et souvent limitant pour la recherche et les e´tudes : la pre´cision avec laquelle ces donne´es sont
de´crites influence de manie`re non ne´gligeable le re´sultat de tout mode`le.
En ce qui concerne les simulations arithme´tiques, leur vocation est de fournir des indicateurs de
performance ou de perfectibilite´ du syste`me de gestion du trafic. Si ces indicateurs sont valide´s, ils
peuvent e´galement servir a` orienter les futurs de´veloppements d’outils d’aide a` la de´cision. Ceci ne
peut se faire que si la pertinence des mesures effectue´es est relativise´e par les donne´es employe´es en
entre´e du mode`le : la description pre´cise de ces donne´es s’ave`re donc un passage oblige´ avant toute
entreprise de mode´lisation.
Dans cet optique, cette annexe est consacre´e a` la description et a` l’analyse des donne´es utilise´es.
B.2 Description topologique de l’ae´roport
Une description topologique de´taille´e des voies de circulation est disponible pour les deux prin-
cipaux ae´roports franc¸ais : Roissy Charles De Gaulle et Orly. Elle re´sulte de la collaboration entre le
CENA (Centre d’ ´Etude de la Navigation Ae´rienne), le SCTA (Service du Controˆle du Trafic Ae´rien)
et ADP (Ae´roports De Paris).
B.2.1 ´Ele´ments descriptifs
Coordonne´es
Toutes les coordonne´es des e´le´ments descriptifs de l’ae´roport sont fournies en deux dimensions et
correspondent a` des me`tres mesure´s sur un repe`re orthonorme´ (O,~i,~j) de l’ae´roport.
La position absolue du point O n’est pas pre´cise´e mais les vecteurs~i et ~j sont toujours oriente´s
respectivement vers l’Est et le Nord. La correspondance entre la latitude ϕ et la longitude ψ (en
radians) d’un point et ses coordonne´es (x, y) dans (O,~i,~j) est alors donne´e par :
{
x = l(ψ − ψO) cos(ϕ)
y = l(ϕ− ϕO) ou
{
ϕ = ϕO +
y
l
ψ = ψO +
x
l cos(ϕ)
avec l ' 185260
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FIG. B.1 – Matrices de transitions
Les points nomme´s
Les points nomme´s sont tous les points d’intersection des trace´s au sol. Ils sont de´crits par
l’association d’un nom caracte´ristique a` une position pre´cise sur l’ae´roport et sont classe´s en trois
cate´gories :
– Les points situe´s sur un axe de piste correspondent aux points de de´but du de´collage (fin du
roulage pour les de´parts) et aux points de sortie de la piste apre`s l’atterrissage (de´but du roulage
pour les arrive´es).
– Les points de push-back sont les positions vers lesquelles un avion peut eˆtre repousse´ d’un
parking et sur lesquels il doit attendre d’eˆtre libe´re´ par le ve´hicule.
– Les points de de´cision au roulage qui correspondent aux intersections de taxiways ou` le pilote
doit choisir sa direction pour suivre le chemin qui lui est impose´.
Les matrices de transitions
Les voies de circulation de l’ae´roport sont divise´es en trois cate´gories :
– Les bretelles d’entre´e et de sortie de piste sont de´crites avec les pistes ;
– Les proce´dures d’entre´e et de sortie de parking sont de´crites avec les parkings ;
– Les transitions correspondent a` toutes les autres portions de lignes trace´es au sol.
L’ensemble des transitions est partitionne´ en matrices : chaque matrice correspond exhaustive-
ment a` toutes les lignes trace´es au sol entre un sous ensemble de points nomme´s (figure B.1). Une
telle matrice T , relative a` n points nomme´s (Pi)1≤i≤n est compose´e d’au plus 12n(n − 1) transitions
(tij)1≤i<j≤n.
Le partitionnement des transitions en matrices est tel que l’enchaıˆnement de deux transitions
appartenant a` la meˆme matrice est interdit (car cela ne´cessiterait un demi-tour) : l’enchaıˆnement
(P1 → P2 → P3) sur la figure B.1 est ainsi rendu illicite.
Chaque transition tij correspond a` la ligne trace´e entre les points nomme´s Pi et Pj . Elle est
de´crite par une ligne brise´e allant de Pi vers Pj et par deux coefficients re´els wij et wji, appele´s
poids de sens interdits. Ces coefficients, fixe´s en accord avec les pratiques ope´rationnelles, permettent
la de´finition de sens pre´fe´rentiels de circulation sur l’ae´rodrome : wij (respectivement wji) est un
coefficient multiplicatif a` appliquer a` la longueur de la ligne, afin de mesurer la geˆne occasionne´e par
le passage d’un avion dans le sens Pi vers Pj (respectivement Pj vers Pi) : plus wij est grand, plus la
portion de Pi vers Pj se rapproche d’un sens interdit.








FIG. B.2 – Bretelles d’entre´e et de sortie de piste
Les pistes et leurs voies d’acce`s
Chaque piste de l’ae´roport est nomme´e et de´crite par le segment formant l’axe de piste et les deux
QFU (qui correspondent aux deux sens d’utilisation possibles de la piste). Chaque QFU est de´crit par
son nom, son seuil et ses bretelles d’entre´e et de de sortie (figure B.2) :
– Le seuil du QFU, de´fini par un point situe´ sur l’axe de piste, correspond a` la limite infe´rieure
du point de toucher des roues a` l’atterrissage.
– Une bretelle d’entre´e est de´finie par une ligne brise´e allant d’un point nomme´ a` un point de
l’axe de piste et par les deux points d’arreˆt, situe´s a` 90 me`tres et a` 150 me`tres de l’axe de piste.
– Une bretelle de sortie est de´finie par une ligne brise´e allant d’un point de l’axe de piste a` un
point nomme´ et par une cate´gorie de vitesse d’utilisation. Cette cate´gorie correspond a` la vitesse
maximale autorise´e a` l’entre´e de la bretelle. Elle peut eˆtre rapide (14m/s), standard (10m/s),
lente (environ 8m/s) ou au pas (5m/s).
Les Parkings et leurs acce`s
Chaque position de stationnement est nomme´e et de´crite par la position des extre´mite´s avant et
arrie`re de l’avion lorsqu’il y est gare´ et par les proce´dures d’entre´e et de sortie de cette position (figure
B.3) :
– Une proce´dure d’entre´e est de´finie par une ligne brise´e allant d’un point nomme´ a` l’extre´mite´
avant du stationnement. L’acce`s a` cette entre´e de parking peut eˆtre interdit apre`s le passage par
certains points nomme´s, car cela ne´cessiterait un demi-tour.
– Une proce´dure de sortie est de´finie par une ligne brise´e joignant l’extre´mite´ avant du parking
a` un point nomme´. Elle peut eˆtre en marche avant ou en marche arrie`re. En marche arrie`re, la
ligne passe par un point de push-back. Certains points nomme´s peuvent eˆtre interdits apre`s cette
sortie car cela ne´cessiterait un demi-tour.
L’ensemble des positions de stationnement est partitionne´ en sous-ensembles appele´s terminaux.
Chaque terminal est nomme´ et de´crit par l’ensemble des parkings (ge´ne´ralement voisins) qu’il contient.
Configurations de l’ae´roport
Chaque configuration de l’ae´roport est de´crite par :
– L’ensemble des QFU utilisables dans cette configuration ;
– Leurs crite`res d’utilisation, qui de´finissent le trafic autorise´ a` utiliser chacun des QFU, en fonc-
tion du type de mouvement (arrive´e ou de´part) et e´ventuellement de la trajectoire pre´vue dans
le secteur d’approche (STAR : Standard Terminal Arrival Route et SID : Standard Instrument
Departure).














FIG. B.3 – Acce`s aux parkings
B.2.2 Analyse des donne´es
Cette partie donne une premie`re synthe`se des proble`mes pose´s par cette forme de description
de l’ae´roport. Ces proble`mes sont ici classe´s en trois cate´gories : ceux qui re´sultent d’une absence
d’information, ceux qui sont inhe´rents a` la description propose´e et enfin ceux qui sont relatifs a` la
fiabilite´ des donne´es.
Informations non fournies
Les e´le´ments suivants ne sont pas de´crits, alors qu’ils pourraient apporter plus de re´alisme aux
simulations : le CENA pre´voit a` plus ou moins long terme de les ajouter a` la description de l’ae´roport.
Les aires de de´givrage (annexe A.2.4) : meˆme si ces infrastructures ne servent que sous certaines
conditions climatiques particulie`res, leur utilisation ge´ne`re des contraintes fortes dans le chemi-
nement des avions et demande une organisation ope´rationnelle complexe pour e´viter la conges-
tion (le de´givrage d’un avion prend du temps et l’avion ne dispose ensuite que d’un temps limite´
pour de´coller).
L’utilisation de ces aires fait donc partie inte´grante du proble`me d’optimisation du trafic au
roulage et il sera souhaitable d’inclure ces notions dans une future version du simulateur. Ce-
pendant, la fac¸on dont ces aires pourraient eˆtre de´crites n’e´tant pas connue a` ce jour, la version
actuelle du simulateur ne prend pas en compte les proble`mes de de´givrage des avions.
Les aires d’attente pour la piste (annexe A.2.4) : les voies de circulation concerne´es sont de´crites
comme des transitions ordinaires (comme de´crit en B.2.1). Il ne sera donc pas possible de de´finir
de re`gles d’utilisation spe´cifiques de ces aires d’attente.
Elles pourront cependant former des alternatives de cheminement pour les avions au de´collage
et seront donc utilisables (a` juste titre) pour mettre en attente certains avions lorsque cela permet
de re´soudre une situation et d’ame´liorer le crite`re global d’optimisation.
Les aires de piste (annexe A.2.2) : les points d’arreˆt sur les bretelles d’acce`s a` la piste sont fournis,
mais les transitions traversant ou interfe´rant avec les pistes ne sont pas caracte´rise´es comme
telles.
Ces aires peuvent cependant eˆtre calcule´es puisqu’ elles sont de´finies comme des zones rectan-
gulaires axe´es sur la piste, et larges de 90m de part et d’autre de la piste (ou 150m par mau-
vais temps). Des calculs d’intersection ge´ome´trique permettent donc de connaıˆtre l’interfe´rence
d’une transition avec une aire de piste.
Ceci permet notamment :
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FIG. B.4 – Description des transitions
– d’e´viter de proposer aux avions des chemins interfe´rant avec les pistes lorsque cela n’est pas
ne´cessaire ;
– de prendre en compte les re`gles de se´paration spe´cifiques aux avions traversant une piste
(annexe A.3.1).
Les limites d’envergures relatives a` l’utilisation des taxiways et des parkings (annexe A.2) : le
CENA pre´voit d’ajouter ces informations dans les futures versions du fichier : chaque transition
et chaque parking de l’ae´roport se verra affecter une envergure maximale. Il sera alors possible
d’interdire certaines transitions lors de l’affectation de chemins a` un avion.
En attendant la disponibilite´ de ces informations, les limites d’envergures ne seront pas prises en
compte pour l’affectation de chemins aux avions. On conside´rera par ailleurs que les parkings
affecte´s aux avions tiennent compte des limitations : l’affectation de parking ne fera donc pas
partie du proble`me d’optimisation. Ceci n’est pas geˆnant dans la mesure ou` les parkings sont
ge´ne´ralement attribue´s bien avant l’heure du mouvement (pour limiter les de´placements des
passagers au dernier moment), ce qui empeˆche toute optimisation dynamique.
Les de´pendances entre parkings (annexe A.2.1) : comme pour les limites d’envergures, ceci ne
pose pas de proble`me dans la mesure ou l’affectation des parkings est conside´re´e comme une
donne´e en entre´e du proble`me a` re´soudre. Cependant, dans la re´alite´, l’occupation d’un par-
king peut bloquer certains acce`s a` un parking voisin (sans pour autant le rendre inaccessible),
ce qui contraint le cheminement d’un avion devant s’y rendre. Ces contraintes pourraient eˆtre
mode´lise´es par une distance minimale a` respecter par rapport aux avions gare´s, mais ceci n’est
pas imple´mente´ dans la version actuelle du simulateur, car la description du trafic ne permet pas
de connaıˆtre parfaitement l’occupation des parkings (ce point est de´taille´ dans la partie B.3.2).
Limites de la description
Les points suivants ont e´te´ identifie´s comme posant un proble`me de cohe´rence et sont d’ores et
de´ja` pris en compte par la division ATT pour les e´volutions pre´vues des fichiers de description.
Les vitesses moyennes de de´placement en chaque point de l’ae´roport doivent eˆtre calcule´es, afin
de mesurer objectivement le couˆt d’un cheminement. Certaines vitesses pourront eˆtre de´finies
comme des parame`tres constants (vitesse de tractage de l’avion ou vitesse d’entre´e dans un
parking par exemple) mais dans le cas ge´ne´ral, il faudra prendre en compte le rayon de virage
de chaque transition pour lui attribuer une vitesse nominale de parcours cohe´rente.
Un proble`me de pre´cision se pose alors pour ce calcul (de´taille´ au 3.2), car les transitions sont
de´crites sous forme d’une ligne brise´e. Ce proble`me sera re´solu avec les futures versions des
fichiers de description, car une indication de vitesse sera fournie pour chaque transition. De
plus, les transitions ne seront plus de´crites par une ligne brise´e, mais par deux vecteurs vitesses




FIG. B.5 – Sorties rapides de piste
(l’un au de´but de la transition, l’autre a` la fin) et la trajectoire de l’avion sera extrapole´e par une
courbe de be´zier (figure B.4).
Les sens pre´fe´rentiels peuvent de´pendre de la configuration de l’ae´roport (partie A.3.2) et peuvent
influencer le choix des entre´es et des sorties de parking, alors que les poids de´finis pour ces sens
pre´fe´rentiels (cf. B.2.1) ne prennent pas en compte les configurations et ne concernent que les
transitions. Le CENA pre´voit de pre´ciser la de´pendance aux configurations en affectant autant
de poids qu’il y a de configurations a` chaque transition de l’ae´roport. Les proce´dures d’entre´e
et de sortie des parkings seront dans la meˆme optique connecte´es plus directement au graphe
des transitions pour permettre l’application des sens pre´fe´rentiels a` ce niveau.
Dans la version actuelle, les re`gles d’acce`s aux parkings ne de´pendent pas des configurations,
mais il existe deux versions de chaque fichier de description de Roissy et d’Orly : une version
correspond a` l’exploitation de l’ae´roport face a` l’ouest (ce qui correspond a` toutes les confi-
gurations ou` les de´collages et les atterrissages se font face a` l’ouest) tandis que l’autre version
de´crit l’exploitation « face a` l’est ». Il est donc ne´cessaire de se´lectionner le fichier de descrip-
tion de l’ae´roport en fonction de la journe´e de trafic utilise´e et de changer dynamiquement de
description lorsque l’ae´roport change de configuration pendant la journe´e.
Les sorties rapides de piste peuvent e´galement poser un proble`me de mode´lisation : en effet, les
transitions suivant l’alignement d’une sortie rapide de piste sont prises a` grande vitesse apre`s
un atterrissage et a` faible vitesse dans les autres cas. La vitesse de parcours de ces transitions
de´pend donc de la provenance de l’avion. La figure B.5 montre un exemple a` Roissy, ou les
avions traversant la piste peuvent rejoindre une sortie rapide de piste (sans pour autant rouler a`
grande vitesse).
Dans la version actuelle du simulateur, la vitesse retenue pour ces transitions correspond a` la
vitesse de roulage normale (on conside`re donc que les avions ralentissent avant la fin de la
bretelle de sortie). L’utilisation des sorties rapides de piste sera donc moins be´ne´fique que dans
la re´alite´.
Fiabilite´ des donne´es
Les fichiers de description de l’ae´roport contiennent beaucoup d’informations souvent issues du
croisement de donne´es de diffe´rents syste`mes informatiques. Il est donc ine´vitable que des erreurs
B.3. DESCRIPTION DU TRAFIC 179
0 100
Transitions de rattrapage
FIG. B.6 – Transitions de rattrapage
puissent se glisser dans la description de certains e´le´ments. Cette partie de´crit les types d’erreurs de´ja`
rencontre´s dans certaines versions de fichier et les traitements qui ont e´te´ de´veloppe´s pour y reme´dier.
Les coordonne´es des voies de circulation peuvent eˆtre errone´es. Il est arrive´ en particulier que les
coordonne´es de´crivant une transition ne soient pas donne´es dans le bon ordre. Ceci aboutit a` des
angles anormaux dans la trajectoire que doit suivre un avion. La premie`re conse´quence ne´faste
peut eˆtre l’attribution d’une vitesse trop lente sur cette transition. Dans certains cas, des chemins
re´alistes peuvent meˆme eˆtre de´clare´s illicites.
Pour e´viter autant que possible ces proble`mes, les coordonne´es de chaque portion sont ana-
lyse´es : l’angle entre chaque segment successif de la ligne brise´e ne doit jamais de´passer 90◦.
Ceci permet de de´tecter la plupart des erreurs de ce type.
Les acce`s aux parkings sont sources de nombreuses erreurs dans les premie`res versions des fichiers
(notamment a` Orly) : certains acce`s ne semblent pas correspondre a` la re´alite´ (bien qu’aucun
e´le´ment e´crit ne permette de l’affirmer), et des parkings sont de´pourvus de proce´dure d’entre´e
ou de proce´dure de sortie.
Dans la version actuelle du simulateur, seuls sont de´tecte´s les parkings non relie´s : ces parkings
sont alors supprime´s, car il ne serait pas possible d’attribuer un chemin aux avions voulant y
stationner.
Des transitions de rattrapage sont de´crites : ces transitions correspondent a` des cheminements en-
visageables mais ne font pas partie des proce´dures normales (figure B.6). Ces transitions ont
ge´ne´ralement un taux de virage e´leve´ et correspondent toujours a` un de´tour. Il n’est cependant
pas e´vident de les caracte´riser plus directement.
Ces transitions n’empeˆchent pas la recherche de chemins re´alistes mais elles la complexifie
beaucoup, puisqu’elles offrent de nombreuses alternatives peu inte´ressantes. Pour e´viter ces
proble`mes, une version e´pure´e des fichiers de description a e´te´ ge´ne´re´e (ces transitions ont e´te´
supprime´es manuellement) et pourra eˆtre utilise´e par le simulateur.
B.3 Description du trafic
La pre´diction et la simulation de trafic ne´cessitent deux cate´gories d’informations : d’une part,
les caracte´ristiques de´crivant les avions utilise´s (comme le type et les performances de ces avions) et
d’autre part, les intentions des compagnies, donne´es sous forme de plans de vol.
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L’analyse a` posteriori des conditions dans lesquelles s’e´coule le trafic re´el peut e´galement s’ave´rer
d’une grande utilite´ pour mode´liser correctement les ope´rations ae´roportuaires : les enregistrements
radars disponibles a` Roissy et a` Orly seront en ce sens tre`s appre´ciables.
B.3.1 Types et performances des avions
Types d’avions
Chaque type d’avion correspond a` un ensemble de caracte´ristiques relatives a` la taille, la motori-
sation et aux effets ae´rodynamiques de l’avion. Les donne´es disponibles se´lectionne´es pour la gestion
de l’avion au roulage sont les suivantes :
– Le type de moteur(s) (he´lices, turbo-propulseurs ou re´acteurs) ;
– La cate´gorie de turbulences de sillage (le´ge`re, moyenne, ou e´leve´e), ne´cessaire mais non suffi-
sante a` la de´finition des se´parations pour les se´quences de piste.
Performances
Les performances d’un avion de´crivent les distances ne´cessaires au de´collage et a` l’atterrissage
et les vitesses de monte´e et de descente. Ces donne´es de´pendent des conditions me´te´orologiques sur
l’ae´roport (tempe´rature, pression atmosphe´rique, vent, etc), de la configuration de l’avion (sa masse
en particulier) mais aussi des consignes d’exploitation de la compagnie.
Le de´tail de ces informations peut eˆtre trouve´ dans les manuels de vols et dans les manuels d’ex-
ploitation des compagnies, mais des tables en re´sument les valeurs moyennes, observe´es dans des
conditions dites standard. Pour chaque type d’avion (et parfois pour chaque compagnie particulie`re),
ces tables fournissent :
– Les vitesses et de´ce´le´rations moyennes pendant chaque phase de l’atterrissage (en descente et
sur la piste) ;
– Les vitesses et acce´le´rations moyennes pendant chaque phase du de´collage (sur la piste et en
monte´e initiale).
Le tableau B.1 donne a` titre indicatif un extrait de ces tables.
Les acce´le´rations et vitesses au de´collage et a` l’atterrissage permettent le calcul d’une distance
de de´collage et d’atterrissage : cette distance peut influencer l’affectation des bretelles d’entre´e et de
libe´ration de la piste propose´es a` chaque type d’avion, bien que les ae´roports comme Roissy et Orly
disposent de longueurs de pistes suffisantes dans la plupart des cas.
La vitesse de monte´e apre`s le de´collage est e´galement un facteur important pour les re`gles de
se´quencement de piste : le temps de se´paration entre deux de´collages devra eˆtre augmente´ lorsqu’un
avion rapide suit un avion lent.
Limites identifie´es
En ce qui concerne l’utilisation des donne´es disponibles sur les types et les performances des
avions au niveau de l’ae´roport, les proble`mes suivants ont e´te´ identifie´s :
L’affectation des bretelles de piste, sur des ae´roports comme Roissy et Orly qui disposent de
longueurs de piste suffisantes, n’est pas directement fonction des limitations et des perfor-
mances avion. Elle re´sulte plutoˆt de proce´dures ope´rationnelles pre´de´finies, permettant une
meilleure gestion des se´quences de piste, en fonction de parame`tres comme l’intensite´ du trafic
sur l’ae´roport, le parking de de´part ou d’arrive´e, ou encore le caracte`re re´gule´ du vol (pour un
de´part).
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Atterrissage De´collage
Courte finale Freinage Acce´le´ration Monte´e initiale
Vf δV δV V0 δV V1 θ δV VM
A320 70 -1.2 -3.1 19 2.8 75 13% 1.2 161
B747 78 -0.8 -1.3 22 2 80 7% 0.4 110
... ... ...
Vitesses en m/s, Acce´le´rations en m/s2
TAB. B.1 – Performances des avions
Ces proce´dures peuvent eˆtre trouve´es en partie dans le manuel d’exploitation de l’ae´roport,
mais elles ne sont pas informatise´es, et sont souvent trop complexes (ou ne sont pas assez
rigoureusement de´finies) pour eˆtre mode´lise´es directement. Il faut donc de´terminer des re`gles
pre´cises d’affectation des bretelles de piste, spe´cifiques a` chaque ae´roport, qui soient le plus
re´alistes possibles, comme cela est de´taille´ dans l’annexe C.3.2.
La vitesse en finale peut eˆtre modifie´e a` la demande du controˆleur de tour (dans une plage admis-
sible pour le type d’avion concerne´) et cette pratique est essentielle pour la gestion optimise´e des
se´quences de piste : sans cela, les capacite´s piste ne pourraient atteindre ni les valeurs de´clare´es,
ni les valeurs observe´es. Il faut donc mode´liser, au niveau du simulateur de trafic, la possibi-
lite´ d’avancer ou de retarder (sous certaines conditions) les heures d’atterrissage initialement
pre´vues. Ce point est pre´cise´ dans la partie 4.2.3.
B.3.2 Plans de vols
L’ensemble des informations de´crivant les intentions d’une compagnie pour un vol sur un ae´roport
sera appele´ plan de vol ae´roport. Ces informations, fournies par le syste`me MOZART (Moyens d’Op-
timisation pour les Zones d’Approche et de Re´gulation du Trafic), sont disponibles pour les terrains
ge´re´s par ADP (Ae´roports De Paris). Elles re´sultent en re´alite´ de la fusion (automatise´e) de plusieurs
sources de donne´es :
– Le syste`me ope´rationnel COURAGE (Calcul Optimise´ des UCESO (Unite´ de Controˆle d’Es-
pace Simultane´ment Ouvrables) et des Re´gulations pour l’Ame´lioration de la Gestion de l’Es-
pace), qui archive les plans de vol utilise´s et synthe´tise´s par le syste`me CAUTRA, chaque jour,
sur toute la France. Ces donne´es de´taillent le type d’avion, le type de vol et la route pre´vue et
re´alise´e (ae´roports d’origine et de destination, balises et secteurs de controˆle interme´diaires, ni-
veaux de vol et heures de passage). Lorsque le vol est re´gule´, les informations sur la re´gulation
sont e´galement disponibles (l’heure du cre´neau de de´collage impose´ par exemple).
– Les mouvements de pistes, qui sont archive´s par le syste`me de traitement radar a` Roissy et a`
Orly. Ces donne´es pre´cisent notamment la piste, la nature (atterrissage, de´collage ou remise de
gaz) et l’heure re´elle de chaque mouvement sur la piste.
– L’affectation des parkings aux vols, archive´e par un syste`me propre a` chaque ae´roport.
Description d’un plan de vol ae´roport
La tableau B.2 donne la liste exhaustive des informations archive´es pour chaque type de mouve-
ment et pour chaque vol d’une journe´e de trafic dans le syste`me MOZART. Ces informations sont
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Donne´e Dispo. Type Description
Date . * Date du vol
Indice . * Nume´ro d’ordre dans le fichier du jour
Type de mouvement . * Arrive´e, de´part, remise de gaz ou transit
Identifiant . * Identifiant dans le syste`me CAUTRA
Indicatif o * Nom commercial du vol
Immatriculation o * Immatriculation de l’avion
Type avion o * Code OACI du type de l’avion
Transpondeur o * Code transpondeur du vol
Nume´ro CAUTRA . * Nume´ro du plan de vol dans le syste`me CAUTRA
Origine . * Code OACI de l’ae´roport de de´part
Destination . * Code OACI de l’ae´roport d’arrive´e
Type de ligne o * Re´gulie`re, non re´gulie`re ou de service
Type de vol o * Cargo ou passager (mixte)
Type d’exploitation o * Commerciale, prive´e, militaire ou d’e´tat
Re´gime douanier o * Me´tropolitain, Europe´en, International ou DOM-TOM
Ae´rogare o AD Ae´rogare dans l’ae´roport d’ADP
Parking o AD Poste de parking sur l’ae´roport d’ADP
Heure demande´e o AD Heure de de´part ou de fin pre´vue
Heure effective . AD Heure de de´part ou de fin re´alise´e
QFU o * QFU re´ellement utilise´
Heure QFU . * Heure re´elle (de´collage / atterrissage / remise de gaz)
Entre´e o A Point d’entre´e dans les secteurs d’approche
Heure entre´e o A Heure du de´but de l’attente en l’air
Heure sortie o A Heure de fin de l’attente en l’air
Heure activation o D Heure d’activation du plan de vol
Cre´neau de de´collage . D Heure du cre´neau de de´collage, s’il y en a un
De´lai . D De´lai induit par l’e´ventuel cre´neau
Sortie o D Point de sortie du vol
Heure sortie o D Heure re´elle sur le point de sortie
Niveau o D Niveau de vol demande´
Heure QFU . R Heure pre´vue d’atterrissage
Heure remise de gaz . R Heure de de´tection de la remise de gaz
Toujours disponible . * Tout type de mouvement
Optionnel o A Arrive´es
D De´parts
R Remises de gaz
TAB. B.2 – Plans de vol ae´roport
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disponibles pour tous les ae´roports de la re´gion parisienne (ge´re´s par ADP). On y trouve notamment :
– Le type du mouvement (arrive´e, de´part, remise de gaz ou transit) pour l’ae´roport ge´re´ par ADP
(le transit de´signant un vol allant d’un ae´roport d’ADP a` un autre).
– Le parking, le QFU et le type de l’avion ;
– Les heures demande´es et effectives de de´part du parking ou d’arrive´e au parking, donne´es a` la
minute pre`s ;
– L’heure du de´collage ou de l’atterrissage effective, donne´e e´galement a` la minute pre`s ;
– Et enfin le cre´neau de de´collage pour les de´parts re´gule´s.
Analyse des donne´es plan de vol
Les donne´es plans de vol seront utilise´es pour ge´ne´rer le trafic. Les quelques points suivants
pre´cisent les limites de cette description et leurs conse´quences sur le trafic qui sera simule´ :
Les heures sont fournies a` la minute pre`s. Ceci est suffisant pour les de´parts, dont l’heure de
libe´ration du parking n’est jamais anticipe´e avec plus de pre´cision par les ope´rationnels. Par
contre, les heures re´elles d’atterrissages rele`vent d’un se´quencement pre´cis des arrive´es, per-
mettant d’assurer les se´parations tout en maximisant l’utilisation de la piste. Pour les simula-
tions, ces heures seront conside´re´es comme une contrainte du proble`me et devront donc eˆtre
rede´finies plus pre´cise´ment (ceci sera de´taille´ dans l’annexe C.4).
L’adaptation des donne´es a` l’ae´roport n’est pas toujours parfaite et devra syste´matiquement eˆtre
e´tudie´e : on peut notamment relever quelques diffe´rences dans le formatage des noms donne´s
aux parkings ou aux QFU. De plus, la description de l’ae´roport correspond a` un e´tat de ce
dernier a` une date fixe´e, alors que les infrastructures ae´roportuaires sont e´volutives. Certains
e´le´ments re´fe´rence´s dans les plans de vol peuvent donc ne correspondre a` aucun e´le´ment de
la description de l’ae´roport (utilisation de nouveaux parkings par exemple). Des traitements
spe´cifiques (annexe C) devront donc eˆtre mis en œuvre pour prendre en compte ces plans de
vol.
La disponibilite´ des informations n’est pas syste´matique : meˆme certaines informations essentielles
a` la description du vol (comme le parking, le QFU, ou l’heure de de´but du mouvement) est
optionnelle.
Le tableau B.3 pre´cise la fre´quence de ces informations sur un e´chantillon de 5 journe´es de
trafic. Ces chiffres montrent qu’en moyenne, pour pouvoir eˆtre pris en compte, 12% des vols
ne´cessiteront une affectation de parking et 2% une affectation de QFU. La manie`re de re´aliser
ces affectations est de´taille´e dans l’annexe C.
Les mouvements poste-a`-poste ne sont pas pre´cise´s. Meˆme si ces mouvements sont moins priori-
taires que le reste du trafic, ils peuvent participer a` la congestion des zones de stationnement. De
plus, leur description est ne´cessaire a` la connaissance exacte de l’e´tat d’occupation des parkings
tout au long de la journe´e.
Les mouvements corre´le´s (les couples arrive´es - de´parts partageant le meˆme avion) ne sont pas
explicitement de´crits. Cette corre´lation pourrait eˆtre de´duite a` partir des immatriculations des
avions affecte´s a` chaque mouvement, mais cette information n’est pas toujours fournie, comme
le montre le tableau B.3 : aussi bien a` Orly qu’a` Roissy, pre`s d’un quart du trafic ne peut eˆtre
corre´le´ correctement.
En re´alite´, les mouvements poste-a`-poste et l’affectation des avions aux vols re´sultent des choix
particuliers de chaque compagnie. Cette gestion ope´rationnelle pose de nombreux proble`mes de coor-
dination en temps re´el : un vol peut eˆtre retarde´ suite au retard de l’avion qui lui est affecte´. Ceci peut
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Informations non fournies pour Roissy
Vols Parking QFU Heure de´but Immatriculation
non fourni inconnu non fourni non fournie non fournie
18/06/1999 1421 335 4 13 160 69
26/11/1999 1406 40 1 46 25 40
29/01/2001 1419 12 32 32 6 12
22/03/2002 1461 18 93 40 9 18
5707 7% 2% 2% 3% 2%
Informations non fournies pour Orly
Vols Parking QFU Heure de´but Immatriculation
non fourni inconnu non fourni non fournie non fournie
18/06/1999 807 3 61 5 0 3
26/11/1999 785 4 76 2 3 4
29/01/2001 737 1 69 2 0 1
22/03/2002 645 1 46 15 1 1
2974 0.3% 8% 0.8% 0.1% 0.3%
TAB. B.3 – Disponibilite´ des informations
inciter les compagnies a` modifier dynamiquement ces affectations, en fonction justement de la situa-
tion et des retards courants. Ces choix peuvent donc e´galement entraıˆner la modification du parking
et du QFU des vols...
La prise en compte de ces contraintes lors de l’optimisation des situations de trafic au roulage se-
rait donc difficilement re´aliste, puisqu’elle ne´cessiterait la mode´lisation de nombreux comportements
ope´rationnels et commerciaux pour l’instant non de´crits. Ceci aura deux principales conse´quences sur
les situations de trafic simule´es, dans la version actuelle du simulateur :
– les mouvements poste-a`-poste ne pourront eˆtre mode´lise´s ;
– l’e´tat d’occupation des parkings ne pourra eˆtre connu parfaitement, ce qui implique que l’affec-
tation des parkings aux mouvements ne pourra pas faire partie du proble`me d’optimisation.
B.3.3 Enregistrements radar
Les ae´roports comme Roissy et Orly sont munis d’un radar permettant la de´tection et le suivi
de tout objet mobile sur l’ae´roport. Les e´le´ments de´tecte´s par ce radar sont corre´le´s au syste`me de
traitement des plans de vol avant d’eˆtre repre´sente´s sur un e´cran de controˆle. Ceci permet au controˆleur
de tour d’avoir une vision synthe´tique de la situation sur toute la plate-forme.
Ces donne´es corre´le´es sont enregistre´es et archive´es chaque jour, ce qui permet de connaıˆtre la
trajectoire pre´cise de chaque avion (et de chaque ve´hicule) sur ces ae´roports.
Description des pistes radars
Pour chaque mobile repe´re´ par le radar, les enregistrements pre´cisent :
– Des informations sur l’identification du mobile. Chaque mobile est ainsi classifie´ en tant
que vol inconnu, vol identifie´, survol ou ve´hicule. Dans le cas d’un vol, les informations sont
semblables a` celles du plan de vol et elles contiennent notamment :
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– Le type avion ;
– Le parking et le QFU sur l’ae´roport concerne´ ;
– Les informations sur la re´gulation pour un de´part re´gule´.
– La trajectoire re´elle suivie par le mobile, sous forme d’une suite de plots radars. La fre´quence
des rele`vements de ces plots varie selon les fichiers. Elle est d’environ un plot toutes les une a`
trois secondes. Chaque plot est de´crit par :
– L’heure pre´cise du rele`vement radar, donne´e a` la seconde pre`s ;
– Une position sur l’ae´roport, donne´e par ses deux coordonne´es en me`tres et une altitude en
centaines de pieds ;
– Les composantes de la vitesse du mobile dans le repe`re de l’ae´roport.
Trajectoires radar vectorise´es
Les enregistrements des pistes radar sont e´galement disponibles sous forme de trajectoires vec-
torise´es : la trajectoire correspondant aux diffe´rents plots radar d’un avion est vectorise´e pour eˆtre
corre´le´e a` la description topologique de l’ae´roport par un algorithme d’intersection de polygones.
Ceci permet de localiser la trajectoire des avions par rapport aux e´le´ments descriptifs de l’ae´roport
pour en obtenir une description plus synthe´tique. Chaque vol est ainsi de´crit par :
– Les informations sur le plan de vol de l’avion ;
– Le cheminement de l’avion, de´crit par la suite des points nomme´s de l’ae´roport (lorsque ceux-ci
ont pu eˆtre identifie´s) accompagne´e des heures de passage sur ces points ;
– Les attentes du vol, localise´es par rapport aux e´le´ments descriptifs de l’ae´roport ;
– Pour un de´part, la description comple`te du de´collage (heure de fin de roulage, d’alignement, de
de´but et de fin de de´collage, bretelle d’entre´e emprunte´e et distance de de´collage) ;
– Pour une arrive´e, la description comple`te de l’atterrissage (heures du poser des roues et de
libe´ration de la piste) et e´ventuellement les traverse´es de piste apre`s l’atterrissage.
Limites identifie´es
Les enregistrements radars disponibles sont des donne´es pre´cieuses pour l’analyse a` posteriori des
proce´dures ope´rationnelles et des proble`mes de congestion au niveau de l’ae´roport. Ces informations
seront utilise´es pour comparer les situations ge´ne´re´es par le simulateur aux situations re´elles de la
meˆme journe´e de trafic. Les points suivants pre´cisent les limites de cette comparaison :
Les trajectoires d’entre´e et de sortie de parking ne sont pas enregistre´es (les de´tections du radar
sont trop impre´cises dans ces zones ou` de nombreux ve´hicules circulent). Il sera donc impos-
sible de confronter les trajectoires ge´ne´re´es par le simulateur aux trajectoires re´elles. En particu-
lier, les vitesses d’entre´e et de sortie de parking ainsi que la dure´e des attentes apre`s push-back
ne seront pas comparables.
Certaines trajectoires peuvent eˆtre errone´es, suite aux impre´cisions du radar ou aux dysfonction-
nements des traitements effectue´s au cours de l’archivage. On peut en effet constater exception-
nellement :
– des absences de de´tection d’un avion pendant une dure´e non ne´gligeable (supe´rieure a` une
minute) (figure B.7) ;
– des fusions de trajectoires de deux mouvements diffe´rents (figure B.8).
186 ANNEXE B. DONN ´EES DISPONIBLES
FIG. B.7 – Trace radar interrompue a` Roissy
0 1000
FIG. B.8 – Traces radar fusionne´es a` Orly
Annexe C
Traitement des plans de vol
C.1 Introduction
Les donne´es disponibles de´crivant le trafic ne sont pas toujours comple`tes (annexe B) et doivent
eˆtre traite´es avant d’eˆtre utilise´es :
– Certaines informations importantes peuvent ne pas avoir e´te´ archive´es.
– Dans d’autres cas, les informations archive´es ne correspondent a` aucun e´le´ment connu de
l’ae´roport (car elles font re´fe´rence a` de nouvelles infrastructures ou a` des e´le´ments dont le
nom a e´te´ modifie´).
Meˆme si cela ne concerne qu’une partie relativement faible du trafic, e´liminer syste´matiquement
les plans de vol posant de tels proble`mes serait inapproprie´ : les situations qui en de´couleraient dans
les simulations seraient moins denses et moins repre´sentatives des situations re´elles. Il sera donc
pre´fe´rable de comple´ter ou d’adapter ces plans de vol, a` condition que ces traitements respectent
quelques re`gles e´le´mentaires :
– Ils doivent eˆtre effectue´s de manie`re statique (donc avant la simulation proprement dite) : le but
des simulations e´tant de comparer entre elles diffe´rentes me´thodes d’optimisation, ces traite-
ments doivent eˆtre identiques pour toutes les simulations. Ils doivent eˆtre reproductibles et ne
pas de´pendre d’un e´tat particulier d’une des simulations.
– La cohe´rence de l’e´chantillon de trafic ne doit pas eˆtre mise en cause. Lors de l’affectation de
parking par exemple, il faut garantir que l’occupation des parkings reste re´aliste : elle ne doit
pas impliquer, par exemple, que deux de´parts libe`rent le meˆme parking a` quelques minutes
d’intervalle. De meˆme, l’affectation des pistes aux mouvements ne doit pas cre´er de situations
improbables ou` trop d’avions partageraient la meˆme piste (pendant qu’une autre piste serait
inutilise´e).
Cette annexe est consacre´e a` la description des traitements mis en œuvre pour extraire des fichiers
de plans de vol actuellement disponibles une description du trafic aussi cohe´rente que possible. Les
informations essentielles a` la description d’un vol sont e´tudie´es : le parking, la piste, la bretelle de piste
et l’heure du de´but du mouvement. Ces traitements sont de´taille´s ici pour illustrer les proble`mes devant
absolument eˆtre pose´s avant d’entreprendre toute simulation et pour rendre moins opaque le trafic qui
sera finalement simule´. Ces traitements restent cependant e´volutifs : ils demanderaient certainement a`
eˆtre adapte´s, a` chaque fois que de nouveaux e´chantillons de trafic seront utilise´s.
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Affectations de parking a` Roissy
Vols / Ae´rogare / Compagnie non pris en compte
18/06/1999 1421 4 311 24
24/03/2000 1419 1 30 5
29/01/2001 1419 32 9 3
22/03/2002 1461 88 18 5
5707 2% 6% 0.6%
Affectations de parking a` Orly
Vols / Ae´rogare / Compagnie non pris en compte
18/06/1999 807 59 2 3
24/03/2000 759 61 0 0
29/01/2001 737 67 3 0
22/03/2002 645 45 2 0
2974 8% 0.3% 0.2%
TAB. C.1 – Affectations de parking
C.2 Affectation de parkings
L’analyse des plans de vol (annexe B.3.2) montre que l’occupation des parkings tout au long d’une
journe´e ne peut eˆtre connue parfaitement car les mouvements poste-a`-poste ne sont pas de´crits. Dans
ce contexte, seules les occupations de parkings suˆres seront conside´re´es :
– Pour un couple arrive´e - de´part corre´le´ (meˆme immatriculation d’avion) ne changeant pas de
parking, l’avion sera suppose´ rester au parking du de´barquement a` l’embarquement (des pas-
sagers ou des marchandises) : le parking sera donc re´serve´ a` l’avion pendant toute la pe´riode
interme´diaire.
– Pour les autres mouvements (pre`s d’un quart du trafic), le parking ne sera re´serve´ que pendant la
phase de de´barquement (pour une arrive´e) ou d’embarquement (pour un de´part) : un parame`tre
Tpkg fixe alors le temps d’occupation du parking pour ces deux phases.
Pour affecter un parking aux plans de vol incomplets sans risquer de cre´er d’interfe´rences entre
les mouvements, il suffira de chercher un parking libre pendant la pe´riode d’occupation relative
au plan de vol (si un tel parking existe). Lorsque plusieurs parkings sont disponibles, ce choix
est oriente´ en fonction des re`gles ope´rationnelles suivantes :
1. Les ae´rogares correspondent a` un ensemble de parkings voisins. Lorsque le parking d’un
plan de vol est pre´cise´ mais ne correspond a` aucun parking connu, il peut eˆtre e´change´
avec un parking du meˆme ae´rogare (lorsque ce dernier est pre´cise´). Cette re`gle sera uti-
lise´e en priorite´ car elle assure que le cheminement du mouvement sera proche de son
cheminement re´el (ce cas correspond a` la cre´ation d’un nouveau parking dans l’ae´rogare).
2. Une compagnie utilise souvent les meˆmes parkings. Lorsqu’un de ces parkings est libre, il
pourra eˆtre affecte´ au mouvement : pour ce faire, la compagnie est de´duite de l’identifiant
OACI du plan de vol (les lettres d’en-teˆte correspondent a` l’identifiant de la compagnie),
et chaque compagnie est associe´e a` l’ensemble des parkings de ses plans de vol.
3. Si aucun parking ne peut eˆtre affecte´ par les re`gles 1 et 2, le plan de vol ne sera pas pris en
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Unicite´ du QFU
/ Configuration et type de mouvement
/ Parking / Orig.-Dest. / Parking et Orig.-Dest.
18/06/1999 61% 61% 97%
24/03/2000 47% 55% 97%
29/01/2001 43% 47% 96%
22/02/2002 49% 56% 96%
TAB. C.2 – Observations des affectations de QFU a` Roissy
compte (car choisir un parking totalement au hasard ne semble pas une solution re´aliste).
Dans ces conditions, le tableau C.1 donne les pourcentages d’affectation de parkings et de vols
non pris en compte pour des fichiers de plans de vol de diffe´rentes anne´es, avec des descriptions de
Roissy et d’Orly datant de 1999 : on constate que le nombre de re´affectations par ae´rogare (dues a` des
parkings pre´cise´s mais inconnus) augmente en 2002, mais que la grande majorite´ des vols (plus de
99%) est finalement prise en compte.
C.3 Affectation des pistes
C.3.1 Choix d’un QFU
La piste et son sens d’utilisation est de´finie par le QFU : comple´ter les plans de vol pour lesquels
le QFU n’est pas pre´cise´ ne´cessite la connaissance de la configuration de l’ae´roport au moment du
mouvement. De plus, des proce´dures d’exploitation peuvent eˆtre de´finies en fonction de la provenance
(pour une arrive´e) ou de la destination (pour un de´part) du vol :
–
`A Orly, seules deux pistes sont utilise´es : l’une est de´die´e aux de´parts, l’autre aux arrive´es.
L’affectation de QFU ne de´pend donc que de la configuration de l’ae´roport (face a` l’Est ou face
a` l’Ouest).
–
`A Roissy, trois pistes sont utilise´es actuellement, dont une est partage´e par les arrive´es et les
de´parts (la piste Nord). Deux QFU sont donc utilisables pour un mouvement d’un type donne´.
L’e´tude du trafic (tableau C.2) montre qu’e´tant donne´ une configuration de l’ae´roport et un type
de mouvement, le QFU affecte´ n’est pas directement corre´le´ au parking ni a` l’origine ou a` la
destination du vol, mais plutoˆt a` la re´union de ces deux informations (plus de 96% des cas sont
ainsi relie´s a` un unique QFU).
Dans le cas ge´ne´ral (sans pre´sager du nombre de pistes et des pratiques ope´rationnelles), le QFU
d’un mouvement, lorsqu’il n’est pas pre´cise´, sera choisi ale´atoirement parmi les QFU utilise´s dans la
meˆme configuration par les mouvements de meˆme type (arrive´e ou de´part), de meˆme parking et de
meˆme origine ou destination.
Une pre´caution doit cependant eˆtre prise concernant les arrive´es, pour assurer que les se´quences
d’atterrissages, qui seront conside´re´es comme une contrainte du proble`me, restent re´alisables : dans
certains cas, l’affectation de QFU ne´cessitera un de´calage des heures d’atterrissage, comme cela est
pre´cise´ dans la partie C.4.
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De´parts a` Roissy






19 5 66 73
Arrive´es a` Roissy
QFU Bretelle L M H
V2 11 16
26L V3 2 160 32
V4 13 59 2
10 11 137 6
27L 11 32 20
13 4 10
De´parts a` Orly
QFU Bretelle L M H
25 W41 2 235 25
W42 50 17
Arrive´es a` Orly
QFU Bretelle L M H
W34 43 17
26 W35 16 219 10
W36 8 5
W37 1 4 3
TAB. C.3 – Observation des affectations des bretelles de piste
C.3.2 Choix des bretelles de piste
Pour de´finir les chemins devant eˆtre envisage´s pour chaque mouvement, il est e´galement ne´cessaire
de fixer l’ensemble des bretelles de libe´ration ou d’acce`s a` la piste qui peuvent eˆtre emprunte´es par
l’avion. Dans la re´alite´, la bretelle emprunte´e est le re´sultat d’un accord entre les pilotes (ou les com-
pagnies) et les controˆleurs (ou les proce´dures d’exploitation de l’ae´roport) :
– Pour les de´parts, la bretelle doit eˆtre compatible avec la distance de de´collage re´glementaire
pour l’avion, mais cette re`gle est rarement restrictive sur des ae´roports comme Roissy ou Orly.
Le choix est en re´alite´ fonction des cate´gories de turbulence de sillage des avions, comme le
montrent les traces radar des avions (tableau C.3), meˆme si certaines bretelles sont partage´es
par plusieurs cate´gories.
– Pour les arrive´es, une bretelle est souvent conseille´e par le controˆle au sol, mais le choix final
revient au pilote, en fonction du de´roulement de l’atterrissage : le tableau C.3 montre une plus
grande diversite´ des bretelles utilise´es pour libe´rer la piste.
Dans le mode`le, une strate´gie d’affectation de bretelles est donc de´crite, sous forme de donne´es
ajoute´es en entre´e : cette strate´gie fixe un sous-ensemble de bretelles en fonction des informations
clefs disponibles sur le vol (comme la cate´gorie ou le type d’avion). La de´finition de ces affectations
reste naturellement e´volutive, pour rendre possible la comparaison de diffe´rentes strate´gies.
C.4 De´but des mouvements
Pour le controˆle au sol, le de´but d’un mouvement correspond a` l’heure d’atterrissage pour une
arrive´e et a` l’heure ou` l’avion est preˆt a` quitter le parking pour un de´part. Dans la description des
plans de vol, ces heures sont fournies a` la minute pre`s, ce qui pose deux principaux proble`mes :
– Il faut affiner ces heures pour simuler pre´cise´ment le trafic : ceci peut eˆtre effectue´ par ap-
plication d’un bruit gaussien (d’une minute d’amplitude maximale) sur les heures initialement
fournies.
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Roissy Orly
Arrive´es Retarde´es Retard max. Arrive´es Retarde´es Retard max.
18/06/1999 715 34 60 s 407 52 80 s
24/03/2000 719 36 80 s 380 33 20 s
29/01/2001 797 50 80 s 369 44 25 s
22/03/2002 738 69 80 s 324 23 45 s
TAB. C.4 – Adaptation des heures d’atterrissage
– Il faut e´galement assurer que les se´quences d’atterrissages sur chaque piste soient exploi-
tables : en effet, les re`gles de se´paration des mouvements au niveau de la piste (mode´lise´es
dans la partie 4.3.1) sont relatives aux se´parations « standards », de´crites par les ope´rationnels.
Dans les se´quences re´elles (qui de´coulent des plans de vol fournis), ces re`gles ne sont pas
force´ment respecte´es (adaptations des re`gles en fonction du vent ou de proce´dures exception-
nelles). Ajoute´s a` ces conside´rations, l’insertion des arrive´es lors de l’affectation de QFU et le
brouillage ne´cessaire des heures d’atterrissage risquent d’aboutir a` des situations sans solution
pour les simulations.
Le proble`me des se´quences d’atterrissage se situe en re´alite´ a` la limite du cadre e´tudie´, puisqu’il
est effectue´ a` la fois par les controˆleurs d’approche et par les controˆleurs au sol (comme cela est de´crit
dans la partie 1.2.1) :
– L’action des controˆleurs « LOC » (harmonisation et adaptation des vitesses en finale) est
mode´lise´e dans la partie 4.2.3 en tant que manœuvre imposable aux avions pour re´soudre une
situation de trafic.
– L’action des controˆleurs d’approche (se´paration pre´alable et plus grossie`re des arrive´es) est
quand a` elle effectue´e lors du traitement initial des heures d’atterrissages. Une dure´e minimale
(fonction du mode`le de se´paration pour les se´quences de piste) est impose´e entre chaque atter-
rissage sur chaque piste : le traitement initial de´cale donc les arrive´es (sans que leur ordre soit
change´) lorsque cela est ne´cessaire.
Le tableau C.4 donne le nombre et l’amplitude des de´calages ainsi ope´re´s sur les arrive´es, pour
quelques e´chantillons de trafic : ces modifications touchent une faible partie du trafic et restent tre`s
faibles (de´calages infe´rieurs a` 80 secondes), mais sont essentielles pour assurer l’existence de solu-
tions au proble`me du flux des arrive´es.
Annexe D
Algorithmes de parcours de graphe
D.1 Notations
Dans cette annexe, les notations de´finies dans les parties 3.3.1 et 6.2.2 sont conserve´es :
– G = (N ,A, c) de´signe un graphe oriente´ :
• N est un ensemble de nœuds, ou sommets ;
• A ∈ N ×N est un ensemble d’arcs reliant ces nœuds ;
• c : A → R+ est la fonction de couˆt, associant a` chaque arc (i, j) un re´el positif ou nul,
note´ cij .
– Fils(n) de´signe l’ensemble des nœuds fils d’un nœud n :
Fils(n) = {m ∈ N|(n,m) ∈ A}
– Pour tout couple de nœuds (s, t) de N 2, un chemin de s a` t est une suite finie (non vide) de




∀i ∈ {1, ..., l − 1}, (ni, ni+1) ∈ A
– La relation (·) de´signe la composition entre nœuds et chemins, qui permet d’ajouter un nœud a`
un chemin (aussi bien en aval qu’en amont) : un chemin γ = (ni)1≤i≤l de n1 a` nl peut ainsi
s’e´crire (n1 · n2 · ... · nl).





– Cst de´signe l’ensemble des chemins du graphe allant de s a` t.
– c¯st = Min
γ∈Cst
c¯γ , lorsqu’il est de´finit (Cst 6= {}), est appele´ couˆt minimal de s a` t.
– γ = (ni)1≤i≤l est appele´ plus court chemin lorsque c¯γ = c¯n1nl . Il peut naturellement exister
plusieurs plus courts chemins (de meˆme couˆt) entre deux nœuds donne´s du graphe.
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D.2 Algorithme de Floyd
L’algorithme de Floyd calcule toute la matrice (c¯) des couˆts minimaux c¯ij entre tous les couples
de nœuds (i, j) du graphe :
1. Initialement, chaque e´le´ment c¯ij vaut :
– 0 si i = j ;
– cij si (i, j) ∈ A ;
– +∞ sinon.
2. Chaque nœud k est ensuite envisage´ comme un nœud de passage d’un chemin entre chaque
couple de nœuds (i, j) : si le couˆt de ce chemin (c¯ik + c¯kj) est infe´rieur a` c¯ij , l’e´le´ment de la
matrice est mis a` jour (algorithme IV.1).
Floyd(G) :
soit c¯ij : +∞, pour chaque (i, j) ∈ N 2
pour chaque i ∈ N , c¯ii ← 0
pour chaque (i, j) ∈ A, c¯ij ← cij
pour chaque k ∈ N , pour chaque i ∈ N ,⌊ pour chaque j ∈ N ,⌊
si c¯ik < +∞ et c¯kj < +∞ alors c¯ij ← min(c¯ij , c¯ik + c¯kj)
retourner (c¯)
Algorithme IV.1 – Floyd : Couˆts minimaux entre tous les couples de nœuds
La complexite´ de l’algorithme est trivialement en O(n3), ce qui restreint son application a` des
graphes de tailles « raisonnables », pour lesquels une me´thode d’e´nume´ration exhaustive des nœuds
est connue. Son avantage est de simplifier ensuite la recherche de plus courts chemins entre tout couple
de nœuds : une fois les couˆts minimaux calcule´s, cette recherche est line´aire par rapport a` la longueur
(nombre de nœuds) du chemin.
D.3 Algorithme de Dijkstra
D.3.1 Description
L’algorithme de Dijkstra [Ahuja 93] permet de calculer tous les couˆts minimaux (et un ensemble
de plus courts chemins associe´s) depuis un nœud source s dans un graphe G = (N ,A, c) a` couˆts
positifs ou nuls. L’algorithme de´veloppe ite´rativement tous les plus courts chemins depuis s, par ordre
de couˆt croissant. Pour cela, il fait e´voluer deux structures a` chaque e´tape (algorithme IV.2) :
– Une file a` priorite´ Ψ de nœuds ge´ne´re´s, classe´e par couˆts, pour lesquels un chemin depuis s est
connu mais n’est pas ne´cessairement de couˆt minimal ;
– Une table associant a` chaque nœuds n de´veloppe´ (pour lequel un plus court chemin depuis s
est connu), le couˆt minimal cn depuis s et le pe`re pn de ce nœud dans un plus court chemin de
s a` n.
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Dijkstra(G, s) :
soient Φ : Table sur N et Ψ : {(0, s, s)} (Nœuds de´veloppe´s et nœuds ge´ne´re´s)
tant que Ψ 6= {}
soit (cn, pn, n) : Extraire min(Ψ) (Extraction d’un nœud ge´ne´re´ de c minimal)
si n /∈ Φ alors (Si n n’est pas encore de´veloppe´)⌊
Φ(n)← (cn, pn) (Me´morisation du couˆt minimal et du pe`re de n)
pour chaque m ∈ Fils(n)/Φ, Ψ← Ψ ∪ {(cn + cnm, n,m)} (Ge´ne´ration des fils de n)
retourner Φ (Couˆts minimaux et pe`res des nœuds)
Algorithme IV.2 – Dijkstra : Arbre des plus courts chemins depuis un nœud
D.3.2 Complexite´
L’ite´ration principale de l’algorithme de Dijkstra consiste a` de´velopper un nœud ge´ne´re´, ce
qui inclut la ge´ne´ration de ses fils. Cette ope´ration ne peut s’effectuer qu’une fois par nœud, soient
n = |N | de´veloppements au maximum.
– Chaque de´veloppement d’un nœud ne´cessite d’extraire de Ψ un nœud de c minimal. Comme Ψ
contient au maximum n nœuds, l’extraction peut eˆtre re´alise´e en O(log n) ope´rations, si la file
a` priorite´ des nœuds ge´ne´re´s est imple´mente´e par un arbre binaire e´quilibre´ par exemple.
– Chaque arc descendant du nœud de´veloppe´ permet e´ventuellement de ge´ne´rer un nœud fils :
cette ge´ne´ration ne´cessite une ve´rification de non-appartenance a` Φ et e´ventuellement une in-
sertion dans Ψ et peut donc eˆtre re´alise´e en O(log n) ope´rations e´le´mentaires si Ψ et Φ sont
imple´mente´s par des arbres binaires e´quilibre´s.
Chaque ge´ne´ration ne peut s’effectuer qu’une fois par arc du graphe, soit un nombre maximal
m = |A| de ge´ne´rations au total. Globalement, le nombre d’ope´rations e´le´mentaires s’e´crit donc :
O((n+m) log n)
On peut ainsi remarquer que l’algorithme de Dijkstra applique´ ite´rativement a` chaque nœud du
graphe donne le meˆme re´sultat que l’algorithme de Floyd, mais enO((n+m)n logn) ope´rations, ce
qui est plus efficace lorsque le degre´ moyen du graphe (rapport entre m et n) est faible.
De plus, si les couˆts du graphe sont discrets et borne´s (graphe a` couˆts unitaires par exemple) et que
le nombreK de valeurs possibles des couˆts est « raisonnable», Ψ peut eˆtre imple´mente´ par un tableau
indice´ par ces couˆts : les extractions s’effectuent alors en moins de K ope´rations et les insertions sont
e´le´mentaires. Dans ce cas, la complexite´ de l’algorithme de Dijkstra devient O(Kn+m).
D.4 L’algorithme A*
D.4.1 Description
L’algorithme A* trouve un chemin reliant un nœud source s a` l’un des nœuds terminaux T ⊂ N ,
dans un graphe G = (N ,A, c) a` couˆts positifs ou nuls (l’algorithme de´tecte e´galement le cas ou` un
tel chemin n’existe pas).
Il est en cela moins ambitieux que l’algorithme de Dijkstra (qui trouve l’inte´gralite´ d’un arbre
de tous les plus courts chemins depuis s) mais peut (pour cette raison) s’ave´rer beaucoup plus rapide :
l’exploration du graphe est cible´e par une fonction heuristique h, qui donne une estimation h(n) du
couˆt minimal entre un nœud n et les nœuds terminaux T :
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∀n ∈ N ,
si c¯(n) de´signe le couˆt minimal de s a` n,
alors f(n) = c¯(n) + h(n) est une estimation du couˆt minimal de s a` un nœud terminal.
L’exploration du graphe est similaire a` celle de l’algorithme de Dijkstra, mais les nœuds sont
explore´s par f croissants et non plus directement par couˆts croissants (algorithme IV.3). Sur ce point,
l’algorithme de Dijkstra s’apparente a` un A* dont l’heuristique est nulle.
A*(G, s, T , h) :
soient Φ : {} et Ψ : {(h(s), 0, (s))} (Nœuds de´veloppe´s et nœuds ge´ne´re´s)
tant que Ψ 6= {}
soit (fn, cn, γn) : Extraire Min(Ψ) (Extraction d’un e´le´ment de c maximal parmi ceux minimisant f )
soit n : le nœud final de γn
si n ∈ T alors retourner (cn, γn) (Chemin solution trouve´)
sinon si n /∈ Φ alors (si n n’est pas encore de´veloppe´)⌊
Φ← Φ ∪ {n} (De´veloppement de n)
pour chaque m ∈ Fils(n)/Φ, Ψ← Ψ ∪ {(cn + cnm + h(m), cn + cnm, (γn ·m))}
lever Aucun Chemin (Tout le graphe a e´te´ explore´ depuis s sans jamais atteindre un nœud terminal)
Algorithme IV.3 – A* : Recherche d’un chemin entre un nœud source et des nœuds terminaux
D.4.2 Complexite´
Dans le cas ge´ne´ral, la complexite´ de l’A* est identique a` celle de l’algorithme de Dijkstra
(soit O((n+m) log n)). Cependant, l’efficacite´ de l’algorithme de´pend de la qualite´ de l’heuristique,
qui correspond aux diffe´rences entre l’estimation h(n) du couˆt minimal d’un nœud n vers un nœud
terminal et le couˆt minimal re´el, note´ h∗(n).
Deux proprie´te´s particulie`res de l’heuristique sont souvent utilise´es :
– Une heuristique minorante (∀n ∈ N , h(n) ≤ h∗(n)) garantit l’obtention d’un plus court
chemin s’il en existe un (mais ne modifie pas la complexite´).
– Une heuristique presque parfaite (∀(u, v) ∈ N 2, h(u) < h(v) =⇒ h∗(u) < h∗(v)) im-
plique que l’algorithme ne va de´velopper que les nœuds d’un plus court chemin de s a` un nœud
terminal. La complexite´ de l’algorithme est donc re´duite a` O(n), mais dans ce cas, l’A* est
souvent moins efficace que d’autres algorithmes utilisant cette proprie´te´ forte de l’heuristique a`
meilleur escient (un Branch & Bound avec recherche meilleur en premier par exemple).
D.5 Algorithme de type Branch & Bound
Le terme tre`s ge´ne´ral de Branch & Bound de´signe une famille d’algorithmes de recherche qui
peuvent s’ave´rer tre`s diffe´rents les uns des autres et qu’il est parfois difficile de pre´senter sur le meˆme
plan : cette partie est essentiellement relative aux algorithmes utilise´s pour la re´solution de conflit par
la me´thode 1 contre n, ce qui n’en donne certainement qu’un aperc¸u simplifie´.
Globalement, les algorithmes de Branch & Bound poursuivent le meˆme objectif que celui d’un
A*, a` savoir la recherche d’un plus court chemin reliant un nœud source s a` l’un des nœuds terminaux
T ⊂ N dans un graphe G = (N ,A, c) a` couˆts positifs ou nuls. Cependant, ces algorithmes sont
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e´galement souvent utilise´s pour rechercher le minimum d’une fonction f de´finie sur un espace de
recherche E : dans ce cas, l’exploration de E doit eˆtre transpose´e en un parcours d’arbre, de´fini comme
suit :
– Chaque nœud repre´sente un sous-ensemble S ⊂ E et ses nœuds fils correspondent a` une parti-
tion de S. Pour de´finir cette partition, un principe de se´paration, de´termine si deux points de
S doivent ou non eˆtre repre´sente´s par le meˆme nœud fils.
– Le nœud source s repre´sente tout l’espace de recherche tandis que les nœuds terminaux a` at-
teindre sont des singletons de solutions admissibles.
– Les couˆts associe´s aux arcs doivent eˆtre de´finis de telle fac¸on que le couˆt d’un chemin reliant s
a` un nœud terminal t = {x} (avec x ∈ E) corresponde a` f(x).
L’exploration du graphe diffe`re de celle d’un A* sur les points suivants :
– Une strate´gie d’exploration de´finit l’ordre dans lequel les nœuds du graphe seront visite´s :
l’exploration n’est donc pas strictement de´finie par une heuristique et peut par exemple s’ef-
fectuer en profondeur d’abord. Ceci implique que le premier chemin admissible trouve´ ne cor-
respond pas force´ment a` une solution optimale : l’algorithme ne s’arreˆte ge´ne´ralement pas au
premier nœud terminal rencontre´ et doit reprendre l’exploration plus haut dans l’arbre par un
me´canisme de backtrack a` de´finir.
– Des bornes permettent d’abandonner l’exploration de certaines branches, lorsque les couˆts
des solutions qu’elles sont susceptibles de contenir se re´ve`lent sous-optimaux ou en dehors d’un
objectif fixe´. Pour cela, deux types de bornes, mises a` jour au fur et a` mesure de l’exploration,
peuvent eˆtre associe´es a` deux types d’heuristiques :
– La borne supe´rieure de´finit le couˆt maximal des solutions recherche´es (en ge´ne´ral, elle corres-
pond au couˆt d’une solution de´ja` trouve´e, mais qui n’est pas force´ment optimale). Elle peut
eˆtre associe´e a` une heuristique minorant le couˆt de la partie du chemin restant a` de´velopper,
pour e´liminer le plus de branches possible.
– La borne infe´rieure de´finit le couˆt minimal des solutions recherche´es (elle peut correspondre
a` la borne supe´rieure d’une exploration ante´rieure infructueuse, qui de´montre qu’aucune so-
lution ne peut eˆtre trouve´e avec un couˆt infe´rieur a` cette borne). Pour eˆtre utilisable, elle doit
eˆtre associe´e a` une heuristique majorant le couˆt d’un e´ventuel chemin solution passant par le
dernier nœud de´veloppe´ (si un tel chemin existe, son couˆt ne peut de´passer cette valeur).
Lorsque l’exploration d’une branche est abandonne´e a` cause d’une borne, le me´canisme de
backtrack doit de´finir l’endroit ou` l’exploration peut reprendre.
L’algorithme IV.4 est un exemple de Branch & Bound avec exploration meilleur en premier et en
profondeur d’abord : il n’utilise qu’une borne supe´rieure et explore les nœuds fils dans l’ordre donne´
par une heuristique h, suppose´e minorante. Le me´canisme de backtrack est ici pre´sente´ dans sa forme
la plus simple, puisqu’il est directement induit par le caracte`re re´cursif de la fonction d’exploration.
Le principal avantage de cet algorithme, par rapport a` un A*, est de ne pas ne´cessiter l’insertion et
l’extraction (couˆteuses en temps de calcul) de nœuds dans un ensemble classe´ par couˆts : dans beau-
coup de proble`mes, cette strate´gie d’exploration du graphe s’ave`re plus rapide bien que l’algorithme
explore plus de nœuds, comme cela est illustre´ dans la partie 7.5.2, lors de la re´solution du proble`me
1 contre n.
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BB(G, s, T , h) :
soit B : ∞ (Borne supe´rieure)
soit γ : () (Chemin trouve´)
Explorer(γn, cn) : (Exploration du nœud n)
soit n : nœud final de γn
si n ∈ T alors si cn < B alors (Un chemin plus court est trouve´)⌊ B← cn
γ ← γn
sinon si cn + h(n) < B alors (Exploration dans l’ordre donne´ par l’heuristique)⌊
pour chaque m ∈ Fils(n) dans l’ordre donne´ par cnm + h(m)⌊
Explorer((γn ·m), cn + cnm)
Explorer((s), 0)
retourner (γ, B)
Algorithme IV.4 – Branch & Bound avec recherche meilleur en premier
Glossaire
Airway : Route ae´rienne suivie par les avions en croisie`re.
AMAN : Arrival Manager. Syste`me diffusant les informations sur les vols a` l’arrive´e d’un ae´roport
pour pre´parer leur se´quencement.
APR : Airport operations PRogramme. De´partement d’EUROCONTROL charge´ des projets sur la
gestion des ae´roports.
ASMGCS : Advanced Surface Movement Guidance and Control System. Concepts de´finis par l’OACI
pour le futur syste`me de controˆle des avions au sol.
ATC : Air Traffic Control. Syste`me de controˆle du trafic ae´rien.
ATFM : Air Traffic Flow Management. Re´gulation des flux de trafic ae´rien.
ATHOS : Airport Tower Harmonised Controller System. Projet lance´ par la Commission Europe´enne,
e´tudiant l’ame´lioration de la position de controˆle d’ae´roport.
ATM : Air Traffic Management. Gestion du trafic ae´rien.
ATT : Ae´roports, Tours et zones Terminales. Division du CENA e´tudiant le controˆle d’ae´roport et
d’approche.
CAUTRA : Coordonnateur AUtomatique du TRafic Ae´rien. Syste`me assurant les traitements et la
diffusion des plans de vol aux controˆleurs.
CDM : Collaborative Decision Making. Projet visant a` ame´liorer le partage et la diffusion des infor-
mations entre tous les intervenants du transport ae´rien.
CENA : Centre d’Etudes de la navigation Ae´rienne.
CFMU : Central Flow Management Unit. Cellule europe´enne de re´gulation des flux de trafic.
Clairance : Autorisation donne´e par le controˆle a` un pilote, pour le roulage, le de´collage, l’atterris-
sage ou l’entre´e dans un espace controˆle´.
Conflits entre avions : Risques de pertes de se´paration.
COURAGE : Calcul Optimise´ des Uceso et des Re´gulations pour l’Ame´lioration de la Gestion de
l’Espace. Syste`me ope´rationnel facilitant l’adaptation du dispositif de controˆle dans la phase
pre´tactique et en temps re´el.
Data-Link : Liaison de donne´es. Syste`mes de transmission automatique des donne´es entre le sol et
les avions ou entre avions.
DEFAMM : Demonstration Facilities for Airport Movement Management. Projet de la Commission
Europe´enne visant a` centraliser les syste`mes d’aide au controˆle d’ae´roport et proposant notam-
ment l’affectation automatique de chemins aux avions.
DGAC : Direction Ge´ne´rale de l’Aviation Civile.
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D-GPS : Differential Global Positionning System.
DMAN : Departure Manager. Syste`me diffusant les informations sur les vols au de´part d’un ae´roport
vers les espaces qu’il va traverser.
DST : Decision Support Tools. Outils d’aide aux controˆleurs.
EDIT : Ecole Doctorale d’Informatique et Te´le´communications.
ENAC : Ecole Nationale de l’Aviation Civile.
EUROCAE : European Organisation for Civil Aviation Equipment. Organisme europe´en e´tudiant et
de´veloppant les e´quipements relatifs a` la gestion du trafic ae´rien.
EUROCONTROL : European Organisation for the Safety of Air Navigation. Organisme Europe´en
charge´ de la gestion du trafic ae´rien en Europe.
FAA : Federal Aviation Administration. Organisme de l’aviation civile ame´ricaine.
GPS : Global Positionning System. Syste`me de positionnement par satellite provenant du de´partement
de la de´fense ame´ricaine.
IFR : Instrument Flight Rules. Re`gles de vol aux instruments.
Incursion piste : Pe´ne´tration sans autorisation de tout mobile dans l’aire de piste.
Hub : Centralisation des lignes d’une compagnies sur un ae´roport, pour faciliter les correspondances
des passagers.
LEEA : Laboratoire d’ ´Economie et d’ ´Econome´trie de l’Ae´rien. Structure de recherche commune a`
l’ENAC et au CENA.
LEONARDO : Linking Existing ON-Ground, Arrival and Departure Operations. Projet de la Com-
mission Europe´enne e´tudiant l’inte´reˆt d’une centralisation des donne´es des compagnies et du
controˆle ae´rien, dans le cadre du CDM.
LOG : Laboratoire d’Optimisation Globale. Structure de recherche commune a` l’ENAC et au CENA.
Low cost : Principes de fonctionnement de nouvelles compagnies, visant a` diminuer les couˆts d’ex-
ploitation et de transport.
MACAD : MANTEA Airfield Capacity and Delay. Syste`me d’anticipation des retards pour MAN-
TEA.
MANTEA : Management of Surface Traffic in European Airports. Projet de la Commission Eu-
rope´enne de´finissant de nouveaux outils d’assistance au controˆle d’ae´roport.
MI : Mathe´matiques et Informatique. De´partement de l’ENAC.
NASA : National Aeronautics and Space Administration. Agence nationale ame´ricaine de l’ae´ro-
nautique et de l’espace.
Niveau de vol : Altitude de croisie`re d’un vol (exprime´e en centaines de pieds).
NLR : Nationaal Lucht & Ruimtevaartlaboratorium.
OACI : Organisation de l’Aviation Civile Internationale.
ODS : Operational Display System. Interface du poste de controˆle, pre´sentant les informations don-
ne´es par le radar aux controˆleurs.
OPAL : Optimisation Platform for Airports, including Land-side. Plateforme d’analyse de l’en-
semble des ope´rations ae´roportuaires, de´veloppe´e par le NLR.
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Plan de vol : Ensemble des informations de´crivant les intentions des compagnies pour chacun de
leurs vols.
Push-back : Sortie d’un parking en marche arrie`re, avec l’aide d’un ve´hicule tracteur.
Remise de gaz : Manœuvre d’urgence consistant a` annuler un atterrissage en cours dont la de´cision
appartient au pilote ou aux controˆleurs.
RFM : Re´seaux, Flux et Mode´lisation. Division du CENA e´tudiant les possibilite´s d’ame´liorations
du controˆle ae´rien en route.
Secteur de controˆle : Espace ae´rien de´limite´ sous la surveillance d’une position e´le´mentaire de
controˆle.
SIMMOD : SIMulation MODel. Simulateur de trafic ae´rien de´veloppe´ par la FAA.
SMA : Surface Movement Advisor. Projet d’optimisation du controˆle d’ae´roport, mene´ par la FAA.
SMGCS : Surface Movement Guidance and Control System. Concepts de´finis par l’OACI, ayant
aboutis a` l’actuel syste`me de surveillance du trafic au sol.
SMS : Surface Management System. Outils d’aide au controˆle d’ae´roport, de´veloppe´ par la FAA.
Stack : Hypodromes d’attente en l’air (dans les secteurs d’approche) pour les vols a` l’arrive´e.
Strips : Supports papier de format pre´de´fini permettant le suivi d’un avion par les controˆleurs.
TAAM : Total Airspace and Airport Modeler. Simulateur de trafic ae´rien.
Taxiway : Voie de circulation au sol, mate´rialise´e par une ligne continue que doit suivre le pilote.
TCAS : Traffic alert and Collision Avoidance System. Syste`me embarque´ de´tectant a` tre`s court terme
les pertes de se´parations en vol et donnant un conseil de descente ou de monte´e de dernier
recours aux pilotes.
UCESO : Unite´s de Controˆle d’Espace Simultane´ment Ouvrables. Ensemble des configurations des
centres de controˆle (de´finies commes des partitions de ses secteurs e´le´mentaires).
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