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Abstract
This research involves the design, implementation, and testing of a high-speed,
real-time kinematic, precise differential GPS positioning system for use in airborne
applications such as automated aerial-refueling and close formation flying. Although
many of the current ambiguity resolution techniques use the residuals from the least
squares position estimation to determine the true ambiguity set, this thesis presents
a novel approach to the ambiguity resolution problem, called the minimum indicator.
Instead of assuming the ambiguity set with the lowest residuals is the true set, other
special characteristics of the residuals are examined. This increases the confidence
that the algorithm has selected the true ambiguity set. The end result was the first-
ever successful in-flight demonstration of close formation flight, culminating in over
11 hours of close formation flying with a mean radial spherical error of 3.3 centime-
ters (0.108 feet). Other areas addressed include: the difference between “pre-fit” and
“post-fit” residuals in the conditional probability calculation, the impact of a simpli-
fied dynamics model on system performance, the effect of widelane observables on the
time-to-fix the correct double-difference ambiguities, and dynamically adjusting the
time constant and standard deviation of relative acceleration states in the FOGMA
model.
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DEVELOPMENT AND TESTING OF A HIGH-SPEED
REAL-TIME KINEMATIC PRECISE DGPS POSITIONING
SYSTEM BETWEEN TWO AIRCRAFT
I. Introduction
1.1 Background
As the 21st century begins, computers have become an instrumental part of the
human experience. From tiny microchips inside car keys, to huge super computers
like IBM’s Blue Gene/L, the uses for computer processing grows daily. In the world
of aviation, microprocessors have revolutionized the industry both in capability and
safety. In the same manner, GPS has ushered in a new era of navigation technologies.
Complex avionic systems are becoming more common, even on light civilian aircraft.
Technology has reached the point that even the pilot is being removed from the
cockpit. Unmanned aerial vehicles (UAVs) represent the future for many civil and
military airborne applications. UAVs such as the Predator and Global Hawk are
already actively used in military applications, including wartime operations.
The removal of the pilot and other support personnel from an aircraft leaves
room for items such as new hardware or more internal fuel. Additionally, human bio-
logical constraints are removed allowing for extended airborne operations. Sortie time
constraints are now based on consumables such as engine lubrication and fuel. Cur-
rently, UAVs are not capable of aerial refueling. In addition, they normally operate
single ship. Aerial refueling capability for UAVs would greatly increase their effec-
tiveness and operational range. Also, increased firepower and capability are possible
with formations of UAVs.
Both close formation flying and aerial refueling require precise flying. At the
time of this thesis, only limited testing had been done on UAV formation flying, and
almost no testing of autonomous aerial refueling. Most techniques for automated
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precise formation flying involve determining the relative position between the aircraft
and then building a flight controller around the position estimation. However, other
techniques such as video recognition are currently under development [5].
To fly in a stable relative position, a flight controller needs precise, real-time po-
sition information at a high data rate. There are numerous ways the relative position
can be determined. Some possible techniques include: laser ranging, video imaging,
air-to-air tactical air navigation (TACAN), and differential GPS (DGPS) systems.
This thesis involves a DGPS approach to the precise relative position problem.
DGPS is not concerned with absolute positioning, but the relative position be-
tween two or more receivers. DGPS is possible since many of the errors on the GPS
measurements are spatially correlated. In other words, signals from GPS satellites ex-
perience similar atmospheric effects, especially when the receivers are in close proxim-
ity (within approximately 5 kilometers). DGPS offers significantly better performance
than stand-alone GPS solutions. The typical accuracy of various GPS applications
are shown in Table 1.1 and Figure 1.1 [41].
Table 1.1: Typical GPS Accuracy
Mode Approximate Horizontal
Accuracy (m)
Civilian Receiver 6-10
Autonomous Military Receiver 3-6
Code DGPS 1-2
Differential Floating Point Carrier DGPS 0.2-0.5
Fixed Integer Carrier DGPS 0.01-0.02
DGPS systems provide two types of solutions: code-based and carrier-based so-
lutions. Code-based DGPS solutions rely on the pseudorange measurement generated
from the GPS receiver. The pseudorange measurement is derived by determining
the time difference between when the GPS signal is transmitted from the satellite
and when the user receives the signal. GPS receivers perform the time difference by
generating replica codes for known visible satellites, and then attempt to match the
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Figure 1.1: Typical GPS Accuracy [20]
incoming satellite codes with the receiver generated code using autocorrelation tech-
niques. Once the codes are matched, the receiver knows the time the signal was sent
and the time the signal was received. Since the GPS signal propagates through the
atmosphere at the speed of light, a measurement of the distance between the receiver
and satellite can be computed. The calculated range would be the actual distance
between the receiver and satellite if:
 The receiver and satellite clocks were perfectly synchronized.
 There were no errors from the atmosphere.
 There were no errors from multipath.
 There was no noise from the internal components, wiring, and antennas of the
satellite and receiver.
Unfortunately, all of those errors do exist, and the pseudorange is only an estimate
of the true range. Code DGPS techniques attempt to remove/reduce the errors on
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the pseudorange measurements. The Wide Area Augmentation System (WAAS) is a
good example of a code-based DGPS system in widespread use today [41].
Code-based DGPS solutions offer an increased reduction in position errors, but
they are still not accurate enough for applications such as precise formation flying
between two aircraft. Safety requirements drive the need for centimeter-level or better
position accuracy. Carrier-phase DGPS techniques can attain the needed position
accuracy. Like code DGPS, carrier-phase DGPS also removes/reduces errors in GPS
signal, but with greater effect.
There are two primary differences between code and carrier-phase DGPS. The
first difference is that the carrier-phase measurement is much more precise than the
code measurements, because it is based upon precisely tracking the phase of the GPS
carrier signal. The second difference is the integer ambiguity bias on the carrier-
phase measurements. Unlike the code measurements, which are an unambiguous
range measurement, the carrier-phase measurements only indicate the current location
within a cycle. There are an unknown number of integer cycles between the receiver
and satellite, plus the partial cycle that the receiver is already measuring. To make the
carrier-phase measurements unambiguous in range, the ambiguities must be estimated
or resolved.
Estimates of the ambiguities are usually obtained through a Kalman filter [32] or
simple code carrier differencing technique [47]. When the ambiguities are estimated in
this manner, it is called a floating-point solution. Although the ambiguity estimates
are not integers, they still allow for an unambiguous range measurement from the
phase observables. Floating-point solutions offer a smaller variance and more accurate
position solution than their code counter parts. However, the most accurate position
solutions come when the ambiguities are fixed integers.
Normally, the ambiguity estimates from a Kalman filter, along with their covari-
ance, are used to help resolve the integer ambiguities. Another technique for resolving
the integer ambiguities is simply rounding the floating-point ambiguity estimates. The
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rounding technique requires a wait time for the filter to converge properly. In either
case, once the ambiguities are fixed, centimeter-level position accuracy is possible
(assuming the correct ambiguity set is chosen).
There are generally two steps in the determination of the fixed-integer ambigu-
ities. The first step is to construct a search space of candidate ambiguity sets. Next,
the selection of the true, or most correct, ambiguity set is performed. There are many
techniques for both steps of the integer ambiguity resolution process. This thesis
used the Least-squares AMbiguity Decorrelation Adjustment (LAMBDA) method,
developed by Teunissen, as an efficient process for performing the first step [53]. De-
termination of the true ambiguity set was the major thrust of this thesis. A new
technique involving the special characteristics of the sum-of-squared (SOS) residuals
from the least squares position estimation was developed.
1.2 Problem Definition
The primary goal of this thesis was the development and testing of a high-speed,
real-time kinematic carrier-phase DGPS system for precise positioning between two
aircraft, for use in applications such as aerial refueling and close formation flying.
The system under development needed to be robust enough to deal with satellite
masking, cycle slips, and datalink transmission errors. For safety, the system had to
report the estimated accuracy to the pilot using an easy-to-understand scale. Next,
the algorithm/datalink had to be fast enough to deliver the precise relative position
at regular 20 Hertz intervals for use with a derivative-type flight controller. Finally,
the system had to provide a centimeter-level or better relative position solution con-
sistently during critical phases of flight, defined as when the aircraft were within 500
feet of each other.
1.3 Scope
The system was coded in C++ using the KDevelop environment in SUSE 9.2 [28,
42]. Data reduction on the output files was completed using MATLAB® [37]. All de-
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velopment and testing used actual GPS measurements from Javad® JNS100 receivers
(except the widelane example, which came from Ashtech GPS Z-Surveyors) [35].
Truth source data for all kinematic data sets, including the relative position, rela-
tive velocity, relative acceleration, and ambiguities, came from the GrafMov software
suite developed by Waypoint Consulting, Inc. [36]. The ground tests were conducted
at Wright-Patterson Air Force Base (AFB), OH from Jan 2005 to April 2005, and
included both static tests and kinematic driving tests. Flight testing was done at
Edwards AFB, CA in April and October 2005. April’s flight tests were performed
on two Air Force C-12s to verify the datalink functionality, and the algorithm’s abil-
ity to provide the required centimeter-level relative position data. The April flights
were a risk reduction step for the October flight tests, which included a flight con-
troller wrapped around the precise relative position. During the October flight tests,
a Calspan Learjet was used as the wing aircraft. It had a variable in-flight stability
system, which allowed the input of a specialized set of flight control laws. The same
Air Force C-12 from the April flight tests was used as the lead aircraft during the
October flight tests. The results from selected ground and flight tests are presented
in Chapter IV. Appendix A contains expanded results from all of the ground and
flight testing.
1.4 Related Research
There has been extensive research in the areas of Kalman filtering and DGPS.
Commercial industry has driven much of the research in both arenas, but academia
laid the foundation for many of the techniques in use today.
1.4.1 Kalman Filtering. The Kalman filter was an important aspect of this
thesis, but not the main thrust. An excellent background of Kalman filtering with
related references can be found in [20].
1.4.2 Global Position System. The Global Position System consists of a
baseline constellation of 24 satellites approximately 20,000 kilometers above the earth.
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The system gives the user segment an estimation of the receiver’s position and velocity.
Additionally, precise timing is possible since each satellite has an atomic clock. Two
kinds of service are currently offered by GPS: Standard Positioning Service (SPS)
and Precise Positioning Service (PPS). SPS is generally reserved for civilian users.
It offers an accuracy of approximately 6-10 meters, and was the service used during
this thesis. PPS is only available to military receivers with special encryption keys,
and has an accuracy of 3-6 meters. However, increased accuracy is possible using
differential techniques.
1.4.2.1 Code DGPS. Code-based DGPS solutions are in widespread
use today because of their relative ease. Code DGPS systems difference the pseu-
dorange measurements from two or more receivers to produce a position accuracy of
1-2 meters. Since the code measurements are unambiguous in range, they can be
used directly from the GPS receiver without any special processing. However, the
code measurements are noisier than the carrier-phase measurements. Thus, the code
measurements were not used to produce the final precise relative position output in
this thesis.
Reliable and robust code-base DGPS systems first appeared during the early
1990s. A few of the initial code DGPS systems were used in farming applications with
limited success [30,46]. The tedious nature of driving huge farm machinery, precisely
over long periods of time, during inclement weather or dusty conditions, drove the
desire for automation. Most farm machinery travel at relatively slow speeds compared
with highway traffic. However, car manufactures were investigating the use of DGPS
for driving automation at higher speeds during the same time period [9].
Airports were also looking for inventive ways to update aging instrument land-
ing systems (ILSs) with new low cost, low maintenance solutions. DGPS offered an
elegant solution to this problem. Initial testing of code-base DGPS systems for pre-
cision approaches began as early as 1986 using a surveyed location on the airfield for
the reference receiver [12]. As the systems matured, they proved reliable and accurate
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enough to meet ILS Category 1 requirements both laterally and vertically [21]. Today
GPS approaches can be found at airports around the country.
The United States Coast Guard was one of the major proponents for DGPS
systems. Due to the Coast Guard’s long history and expertise in the area of nav-
igation, in 1989 it was tasked by the Department of Transportation to be the lead
civil GPS interface. After taking over that role, the agency has help propel GPS
navigation technologies. In 1999, a code-based differential system for the entire U.S.
coastline, including the Great Lakes and major rivers was declared operational [52].
Properly equipped shipping vessels could navigate into port with an accuracy of 1-3
meters. These humble beginnings started a GPS expansion that would revolutionize
navigation.
1.4.2.2 Carrier-phase DGPS. To unlock the true accuracy potential of
DGPS positioning, the carrier-phase measurements must be utilized. Unfortunately,
the carrier-phase measurements are ambiguous in range, and require substantial pro-
cessing to resolve the integer ambiguities. Once the ambiguities are fixed though,
relative position estimates of 0.01-0.02 meters are possible.
In the mid 1990s, as ambiguity resolution techniques were maturing, carrier-
based DGPS solution became available. Initially, precise carrier-phase systems were
very expensive (tens of thousands of dollars), and required very long initialization
times (hours). As with the code-based DGPS system, farming was one of the largest
user segments of the new carrier-phase differential systems [43]. However, instead
of the DGPS system only being used to control the farm machinery, farmers also
used the precise positioning to create topographic maps for the targeted placement
of fertilizer [15]. The uses for carrier-phase DGPS has continued to grow, and the
process of resolving the carrier-phase ambiguities has been a major source of research
since GPS was first deployed.
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1.4.2.3 Ambiguity Resolution. The early development of ambiguity
resolution consisted of position-based approaches such as the Ambiguity Function
Method (AFM) [8,31,49]. Position-based approaches were computationally expensive
and time consuming. Generally, position-based approaches are no longer used.
In 1990, Hatch developed a new ambiguity resolution method called the Least
Squares Ambiguity Search Technique (LSAST) [19]. After determining a bank of
candidate ambiguity sets, a least squares position estimate of each ambiguity set was
computed. The set with the lowest residuals from the least squares estimate was
considered the true ambiguity set. While the LSAST technique was more efficient
than the AFM, it was still computationally expensive, and is also not commonly
used.
More advanced ambiguity-centered techniques, based on ambiguity estimates
and their covariance, were developed in the mid 1990s. Two of these techniques were
the Least-squares AMbiguity Decorrelation Adjustment (LAMBDA) [53] and Fast
Ambiguity Search Filter (FASF) [7]. The LAMBDA method was used in this thesis
for ambiguity set generation. More detailed information on the LAMBDA method is
presented in Section 2.3.
Later in 2001, an ambiguity resolution technique devised by Henderson was the
first to use a multiple filter approach [20]. He showed that multiple filters could suc-
cessful resolve the carrier-phase ambiguities in widelane measurements with a baseline
distance over 32 kilometers. The drawback to Henderson’s approach was the Bayesian
estimator used for the final state estimates. Incorrect ambiguity sets induced errors in
the relative position estimate. This thesis expanded on Henderson’s work and reduced
the error caused by the Bayesian estimator by eliminating low probability sets from
the estimation.
Although many of the current ambiguity resolution techniques use the residuals
from the least squares position estimation to determine the true ambiguity set, this
thesis presents a novel approach to the ambiguity resolution problem. Instead of as-
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suming the ambiguity set with the lowest residuals is the true set, other characteristics
of the residuals are examined. This increases the confidence that the algorithm has
selected the true ambiguity set.
1.4.2.4 Flight Oriented DGPS Systems. Until recently, there has not
been much research in the area of aircraft-to-aircraft DGPS systems since such sys-
tems are mostly confined to military applications. In 2002, the National Aeronautics
and Space Administration (NASA) demonstrated a semi-autonomous formation flight
between two F-18 Hornets [18]. The flight was designed as concept demonstration of
autonomous station keeping. The aircraft were no closer than 56 feet during testing
for safety considerations. Eventually, NASA intends on flying the aircraft closer to-
gether, with the ultimate goal of using the lead aircraft’s wingtip vortices for drag
reduction.
Another research project which investigated the drag reduction effect of the
wingtip vortices was conducted by Osteroos [45]. Unfortunately, required parameters
from the lead aircraft were not available in real-time, and the tests were eventually
flown single-ship. However, during the single-ship operations, a datalink connection
was still used to maintain formation position based on a “ghost” flight-lead. Osteroos
ran into more problems during testing due to intermittent datalink operation. His
lessons learned paid big dividends and resulted in the overall success of the October
flight tests [51].
The first documented report of actual UAVs flying in formation occurred in
August of 2004 [10]. Two Boeing X-45A aircraft were flown with a surrogate lead.
However, the formation flight was limited to only 1 nautical mile (NM) ranges. This
was a big step for the UAV community, but the aircraft were still not flown in close
formation positions. This thesis builds on previous research, but eventually leads to
the first documented report of two aircraft flying in autonomous, 6 degree of freedom
close formation and simulating aerial refueling [13].
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1.5 Methodology
The research in this thesis began with an in-depth study of Kalman filtering
and DGPS techniques. Additionally, significant time was spent learning how to code
in C++ and use the KDevelop environment. Next, the system hardware was built
in conjunction with code development. The system was first tested statically in the
laboratory with a known relative position. This verified the algorithm could handle
the simplest case and operate in real-time. Dynamic driving tests followed, which
stressed the system under kinematic conditions, verified the datalink operation to
useful ranges, and determined optimal tuning parameters for the Kalman filter. Fi-
nally, flight testing was conducted with an operational system. Results are presented
and recommendations are made in Chapters IV and V.
1.6 Thesis Overview
Chapter II lays the ground work for the information presented in future chapters.
Included is a discussion of the Extended Kalman Filter (EKF) and Multiple Model
Adaptive Estimation (MMAE). Basic GPS theory and other more involved subjects,
such as differential GPS (DGPS), are presented next. Finally, the nature of the phase
residuals from the EKF is presented.
Chapter III describes the hardware configuration, overall algorithm, system
models, and techniques used throughout this thesis. First, an overall system de-
scription is given, including the hardware, followed by a more detailed discussion of
each sub-system. Next, the Kalman filter states, equations, and other new techniques
developed are given. Finally, areas of additional functionality are explained.
Chapter IV presents the results and analysis from ground and flight testing of
the algorithm developed in Chapter III. First, background information to include
test methodology and data set descriptions are presented. Ground test results follow
for a static test and a dynamic driving test. Next, flight test results from April
and October 2005 are shown. Finally, special cases such as “pre-fit” and “post-fit”
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residual comparison, the floating filter in position-only mode, widelane measurements,
and dynamic Ta and σ
2
a are presented.
Chapter V summarizes the research effort, and presents conclusions and recom-
mendation for follow-on research.
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II. Theory
2.1 Overview
This chapter lays the groundwork for the information presented in future chap-
ters. Included is a discussion of basic GPS theory and differential GPS (DGPS). Ex-
tended Kalman Filtering (EKF) and Multiple Model Adaptive Estimation (MMAE)
are presented next. Much of the content for this chapter was adapted from [20,22].
2.2 Global Position System
GPS has been around since the early 1980s, but was not declared operational
until 1995 [41]. Since that time it has become one of the most widespread navigation
technologies in use throughout the world. GPS has three major segments: the Space
Segment, the Control Segment, and the User Segment [41]. The Space Segment
consists of the GPS satellites themselves. The Control Segment is concerned with
satellite management and estimation of satellite navigation parameters. Finally, the
User Segment consists of everyone that uses a receiver to acquire the GPS signals.
2.2.1 GPS Signal. Currently, each GPS satellite transmits continuously on
two carrier frequencies in the L-band, designated L1 (1575.42 MHz) and L2 (1227.60
MHz). The carrier frequencies are modulated by pseudo-random noise (PRN) codes.
The PRN codes are sequences of ones and zeros that uniquely identify each satel-
lite vehicle (SV). Since there are at least 24 satellites transmitting on the same two
frequencies, the PRN codes are carefully generated to prevent interference with each
other.
Each satellite transmits two different codes: a coarse/acquisition (C/A) code,
intended for civil use, and the precision (P) code, for military use. The L1 frequency
is modulated with both codes, but the L2 frequency is only modulated with the P-
code. The C/A-code is modulated at a chipping rate of 1023 chips per millisecond,
and it repeats every millisecond. The term chip rather than data bit is used for the
C/A-code and P-code since no data is transferred through the codes. Because of the
2-1
C/A-code’s high repeat rate, it is much easier to acquire than the P-code. The P-code
has a chipping rate ten times that of the C/A-code, and only repeats every 7 days.
Since 1994, the P-code has been encrypted with the Y-code, and this signal is often
referred to as the P(Y)-code. The encryption is intended to prevent an adversary
from transmitting a “copy-cat” P-code signal.
A 50-bit-per-second navigation message is also included on each frequency. The
navigation message consists of satellite health information, ephemeris (satellite posi-
tion and velocity), clock bias parameters, and an almanac giving reduced-precision
ephemeris data on all satellites in the constellation [41]. The code signals and nav-
igation message are first combined using modulo-2 arithmetic. The result is then
modulated on the carrier frequency using binary phase shift key (BPSK) modulation.
If the combined code/navigation message result is a zero, the carrier signal is left
unchanged. If the result is a one, the carrier is multiplied by -1, creating a 180 degree
phase shift in the carrier signal [41]. Table 2.1 gives a summary of the GPS signal
structure.
Table 2.1: GPS Signal Structure
Carrier Frequency Wavelength Modulation Chipping Rate Chip Length
C/A-code 1.023 Mchips/sec 293.0 m
L1 1575.42 MHz 19.03 cm P-code 10.23 Mchips/sec 29.3 m
Nav Message 50 bits/sec
L2 1227.60 MHz 24.42 cm P-code 10.23 Mchips/sec 29.3 m
Nav Message 50 bits/sec
Receivers are either dual-frequency or single-frequency capable. If the receiver is
dual-frequency capable, it can track both the L1 and L2 frequencies. Even though the
P(Y)-code is encrypted, civil receiver manufactures designed proprietary techniques
to pseudo-track the L2 frequency [55]. However, the measurements from the L2
frequency are not as robust as a military receiver with the encryption keys. Single-
frequency receivers can only track the L1 frequency. A majority of civil receivers
are single-frequency. Dual-frequency GPS receivers are generally better because they
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have the ability to form multiple measurement observables in order to reduce errors
from the atmosphere, or increase the ability of resolving the integer ambiguities on
the carrier-phase measurements.
The GPS signal is only a means to an end. The real power in GPS is its ability
to provide accurate position, velocity, and timing information to users around the
world. The following sections describe how precise positioning is accomplished.
2.2.2 GPS Measurements. There are two primary observables generated by
GPS receivers — a pseudorange based on the code signal and a phase measurement
based on the carrier-frequency. To obtain the code measurements, a receiver generates
a replica code and matches the transmit time from the appropriate SV by using an
autocorrelation process. The code measurements are unambiguous (i.e., they give a
direct reading of the range between the user and the satellite). The phase measure-
ments are an integration of the number of cycles of Doppler shift that have passed
since the receiver phase loop started tracking a particular signal. The carrier-phase
measurement is ambiguous since the receiver only knows the fractional portion of the
initial phase, but there are an unknown number of integer cycles between the receiver
and the satellite. This unknown bias in the phase measurements is referred to as the
integer ambiguity. Each measurement is discussed in detail next.
2.2.2.1 Code Measurements. Although a code measurement is un-
ambiguous, is still contains significant errors. These errors are the reason the code
measurement is called a pseudorange (i.e., it contains both the true range plus the
errors). The code measurement can be described by:
ρ = r + c(δtu − δtsv) + T + I +m+ v (2.1)
where
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ρ = pseudorange (m)
r = true range between the satellite and receiver (m)
c = speed of light (299792458 m/s)
δtu = user (receiver) clock error (sec)
δtsv = satellite clock error (sec)
T = measurement delay due to troposphere (m)
I = measurement delay due to ionosphere (m)
m = measurement delay due to multipath (m)
v = measurement noise (m)
Without any augmentation, single-point positioning based on the code measure-
ments is generally within 10 meters [41]. Considering GPS satellites are on average
20,000 km above earth, this is an amazing feat. To get more precise positioning, phase
measurements can be used.
2.2.2.2 Phase Measurements. The phase measurements are much
more accurate than their code counterparts. The increased accuracy comes from a
couple of sources. First, the multipath and noise errors on the phase measurements
are generally smaller than the code measurements [48]. Also, the length of one phase
cycle is three orders of magnitude smaller than the width of one code chip (0.2 m vs.
293.0 m). However, to utilize that accuracy, significantly more processing is required.
The phase measurement equation is similar to the code and is given as:
φ =
1
λ
[r + c(δtu − δtsv) + T − I +m+ v] +N (2.2)
where r, c, δtu, δtsv, T , I, m, and v are defined in Equation (2.1), and
φ = phase measurement (cycles)
λ = carrier wavelength (m/cycle)
N = integer carrier-phase cycle ambiguity (cycles)
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The phase measurement errors are similar to those from the code measurements.
In fact, the tropospheric error, T , and both clock errors, δtu and δtsv, are the same
values as the code equation. The only difference in the ionospheric error is the sign.
The ionosphere advances the phase, but delays the code [29]. The phase multipath
and noise use the same symbols, but their values will differ from the code (generally
smaller).
The last term in Equation (2.2) is the integer ambiguity. As mentioned at the
beginning of this section, the phase measurement is ambiguous in range. A GPS
receiver is continuously integrating the Doppler from the time the phase loop locks
onto the carrier signal. It “knows” how many cycles have past since the start of the
tracking loop, but there are an initial N cycles between the satellite and receiver when
the tracking loop started. N remains a constant bias unless a cycle slip or loss-of-
lock occurs. To use the phase measurements for positioning, (i.e., make the phase a
true range measurement) the integer ambiguity must be estimate or resolved. There
are many methods for resolving the carrier-phase ambiguities, and some of the more
advanced techniques can be found in [6, 7, 54, 56].
2.2.3 Single Differencing. Differencing techniques can be used to help re-
duce or eliminate the nuisance parameters from Equations (2.1) and (2.2). Differential
GPS got its namesake from the differencing techniques. Single differencing is the first
step in reducing GPS errors. Figure 2.1 shows the concept of single differencing.
Superscripts on the measurements signify satellite(s), while subscripts signify
the receiver(s). The actual single difference is formed by:
∆ρaxy = ρ
a
x − ρay (2.3)
where
ρax = pseudorange between satellite a and receiver x (m)
ρay = pseudorange between satellite a and receiver y (m)
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Figure 2.1: Single Difference [20]
Substituting the full code measurement specification from Equation (2.1) into
Equation (2.3) gives:
∆ρaxy = [r
a
x + c(δtu
a
x − δtsvax) + T ax + Iax +max + vax]
− [ray + c(δtuay − δtsvay) + T ay + Iay +may + vay]
(2.4)
Rearranging Equation (2.4) and collecting like terms gives:
∆ρaxy = (r
a
x − ray) +
[
c(δtu
a
x − δtuay)− c(δtsvax − δtsvay)
]
+ (T ax − T ay ) + (Iax − Iay ) + (max −may) + (vax − vay)
(2.5)
The satellite clock error, δtsv
a, completely cancels since the satellite transmitted
to both receivers at the same time. Also, both the tropospheric and ionospheric errors
are reduced. The closer the receivers are to each other, the more the atmospheric
errors cancel, since the signals travel through the same piece of sky. There is a
drawback to single differencing — the multipath and noise are amplified by a factor
of
√
2 [47]. Now that the single difference equation is built, the final single difference
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pseudorange equation is shown using the single difference notation from above:
∆ρaxy = ∆r
a
xy +∆cδtu
a
xy +∆T
a
xy +∆I
a
xy +∆m
a
xy +∆v
a
xy (2.6)
The same treatment is given to the phase measurements and results in the
following equation:
∆φaxy =
1
λ
[
∆raxy +∆cδtu
a
xy +∆T
a
xy −∆Iaxy +∆maxy +∆vaxy
]
+∆Naxy (2.7)
The only differences between the single difference code and single difference phase
equations are the additional ambiguity term in the phase equation, the units of each
equation, the magnitude of the error terms, and the sign on the ionospheric error term.
The new single difference ambiguity term, ∆Naxy, is still an integer, since substraction
was the only operation performed.
Single differencing reduces the error on the code and phase measurements, but
an additional difference further eliminates nuisance terms without a large penalty.
The additional difference is called double differencing.
2.2.4 Double Differencing. Double differencing is the difference between
two single difference measurements. An example of how double differencing works is
shown in Figure 2.2
The double difference observables are formed by:
∆∇ρabxy = ∆ρaxy −∆ρbxy (2.8)
where
∆ρaxy = single difference value between satellite a and receivers x and y (m)
∆ρbxy = single difference value between satellite b and receivers x and y (m)
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Figure 2.2: Double Difference [20]
Expanding Equation (2.8) and collecting like terms results in:
∆∇ρabxy = ∆raxy +∆cδtuaxy +∆T axy +∆Iaxy +∆maxy +∆vaxy
− ∆rbxy −∆cδtubxy −∆T bxy −∆Ibxy −∆mbxy −∆vbxy
(2.9)
The satellite clock errors were already removed during the single difference. The
double difference will also remove the user clock errors, under the assumption that
the measurements were received simultaneously at each receiver (i.e., δtu
a
x = δtu
b
x and
δtu
a
y = δtu
b
y). The tropospheric and ionospheric errors are still reduced. However, the
elimination of the user clock error term was not without cost, because the error on
the multipath and noise terms now increases by a factor of 2 [47]. Finally, the double
difference pseudorange equation becomes:
∆∇ρabxy = ∆∇rabxy +∆∇T abxy +∆∇Iabxy +∆∇mabxy +∆∇vabxy (2.10)
The phase measurements are developed in the same manner and result in:
∆∇φabxy =
1
λ
[
∆∇rabxy +∆∇T abxy −∆∇Iabxy +∆∇mabxy +∆∇vabxy
]
+∆∇Nabxy (2.11)
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Excellent discussions of the errors from Equations (2.10) and (2.11) can be found
in [41, 48].
Double difference code and phase measurements from the L1 frequency were
the primary observables used in this thesis. However, the benefits of using another
measurement observable based on an L1-L2 combination, called widelane (WL), is
shown in Chapter IV.
2.2.5 Widelane Measurements. The wavelength of the L1 and L2 signals are
approximately 19 and 24 centimeters respectively. However, if a receiver is capable
of tracking both the L1 and L2 signals, a new observable, called widelane (WL), is
formed by the following equation:
φWL = φL1 − φL2 (2.12)
where
φWL = Widelane phase observables
φL1 = L1 phase observables
φL2 = L2 phase observables
The widelane observable has the benefit of a much longer effective wavelength.
The new WL wavelength is defined by:
λWL =
λL1λL2
λL2 − λL1 (2.13)
where
λWL = Widelane wavelength (≈0.86192 m)
λL1 = L1 wavelength (≈0.19029 m)
λL2 = L2 wavelength (≈0.24421 m)
The longer wavelength makes determining the true integer ambiguity set more
apparent than with just the pure carrier-phase alone. However, the penalty is in-
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creased observation noise. The phase multipath, and noise on the position error,
increase by a factor of approximately 6.4 [47]. A more detailed discussion of the
costs and benefits of widelane measurements is in [48]. Although widelane measure-
ments make the carrier-phase ambiguities more apparent, a method is still needed to
construct the ambiguity search space and determine the true ambiguity set.
2.3 Carrier-Phase Ambiguity Resolution
To unlock the precise positioning with the carrier-phase measurements, the
ambiguity term must be resolved. There are many approaches to ambiguity reso-
lution. The early development of ambiguity resolution consisted of position-based
approaches such as the Ambiguity Function Method (AFM) [8,31,49]. Position-based
approaches were computationally expensive and time consuming. More advanced
ambiguity-centered techniques, based on ambiguity estimates and their covariance,
were developed in the mid 1990s. Two of these techniques were the Least-squares
AMbiguity Decorrelation Adjustment (LAMBDA) [53] and Fast Ambiguity Search
Filter (FASF) [7].
Generally, most carrier-phase resolution algorithms perform two steps. The first
step is to determine the ambiguity search space (i.e., a set of candidate ambiguity sets
that might be correct). The second step is to select the true ambiguity set (assuming
it exists in the search space). The LAMBDA function developed by Teunissen [26,53]
was used in this thesis to perform these functions.
2.3.1 LAMBDA. The algorithm used in this thesis came directly from [26].
A general overview of the LAMBDA method is provided as a reference for the reader.
More in-depth discussions of the LAMBDA method are in [23–25,27, 53, 54].
The ambiguity estimates from the floating filter contain a high degree of corre-
lation which make ambiguity resolution in their native form difficult. To help reduce
this correlation, Teunissen developed a Z-transform. After the ambiguities are trans-
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formed, a much quicker and efficient search can be performed. To preserve the integer
nature of the ambiguities, the transform must meet certain conditions:
1. Must be volume preserving (one-to-one relation).
2. Must reduce the product of ambiguity variances.
3. Must have integer elements.
The Z-transform is defined by:
z = ZTx zˆ = ZT xˆ Qzˆ = Z
TQxˆZ (2.14)
where
x, z = Untransformed and transformed ambiguities, respectively
Z = Transformation matrix
xˆ, zˆ = Untransformed and transformed ambiguity estimates, respectively
Qxˆ,Qzˆ = Untransformed and transformed covariance matrix, respectively
A simple example case is presented first. Assuming the ambiguity covariance
matrix is given by:
Qxˆ =

 σ21 σ12
σ21 σ
2
2

 (2.15)
The Z-transform matrices would then be:
Z1
T =

 1 int
(−σ12σ−22 )
0 1

 (2.16)
or
Z2
T =

 1 0
int
(−σ21σ−21 ) 1

 (2.17)
Either the upper (Z1
T ) or the lower (Z2
T ) triangular matrix can be used for the
transformation. The “int(·)” in Equations (2.16) and (2.17) refers to rounding (·) to
the nearest integer. This is done to preserve the integer nature of the ambiguities,
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otherwise the transformation matrix would transform the ambiguities into non-integer
quantities. Equations (2.16) and (2.17) worked for this simple case, but a more
advanced method is needed for decorrelating more than two ambiguities.
The method used in the LAMBDA software is based on an LDL decomposition
of Qxˆ. A complete discussion of how the decomposition is performed can be found
in [23]. After the decomposition is complete, the next step is to define the search
space. The search space needs to be scaled so that it includes at least one point
(usually two for validation purposes discussed later). The search space is described
by:
(zˆ− z)T Qzˆ−1 (zˆ− z) ≤ χ2 (2.18)
2.3.2 Ambiguity Set Determination. The search creates a collection of po-
tential candidate ambiguity sets to consider. Now the problem becomes determining
which candidate set is the true ambiguity set. To help determine the true ambiguity
set, a weighted square norm of the position estimation from each candidate ambiguity
set, xi, is calculated as:
Ωi = (xˆ− xi)T Q−1xˆ (xˆ− xi) (2.19)
Equation (2.19) represents the distance between the float vector and candidate
set under investigation. The candidate set with the lowest square norm is considered
the best set. To help discriminate between the best candidate set and the second best
candidate, a ratio test is performed. The ratio test is defined as:
ratio =
Ω2nd best
Ωbest
(2.20)
Generally, if the ratio is consistently above a certain threshold, the ambiguity
set corresponding with Ωbest is considered the true set. The threshold is typically set
at 2. An overview of Kalman filtering follows next.
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2.4 Kalman Filters
The Kalman filter is an optimal linear estimator based on linear stochastic sys-
tem models driven by Gaussian noise and implemented in a recursive data processing
algorithm [32,33]. The filter has two main components — a propagation cycle based
on the dynamics model of the system of interest and an update cycle based on the
model of the measurement errors. It incorporates information of known statistical
properties to provide the best estimate of the variables of interest. To accomplish
this estimate, it uses the statistical information regarding the uncertainty in the dy-
namics model, measurement errors, and initial conditions. It is not necessary to have
previous measurements to provide an optimal state estimate.
The filter has two stages of operation: the propagation stage and the update
stage. During the propagation stage, the filter predicts a new state estimated based on
the state estimate at a previous time and the imperfect dynamics model. The update
stage takes new measurements and incorporates them into the filter to produce the
optimal state estimate. There are three basic assumptions needed for the Kalman
filter to operate effectively: the system dynamics are linear, all noise processes are
white (i.e., not time-correlated), and all noise processes are jointly Gaussian.
Since the measurement variables in GPS systems are not linear, a specialized
Kalman filter implementation is needed. This generalized implementation is called an
extended Kalman filter (EKF). The EKF is a first-order approximation of an optimal
non-linear filter. The same assumptions and stages apply to the EKF as with the
normal Kalman filter. More complete information on EKFs can be found in [33].
2.4.1 State Equations. A first-order approximation of the system dynamics
for a non-linear state equation can be modeled as [33]:
x˙(t) = F(t)x(t) +G(t)w(t) (2.21)
where
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x(t) = the n-dimensional system state vector
F(t) = the n-by-n state dynamics matrix
G(t) = the n-by-s noise distribution matrix
w(t) = the s-dimensional dynamics driving noise vector
As mentioned earlier, all noise processes are assumed white and Gaussian. Based
on this assumption, the dynamics driving noise vector, w(t), mean and covariance are
defined by:
E {w(t)} = 0
E
{
w(t)wT (t+ τ)
}
= Q(t) δ(τ)
(2.22)
where δ(·) is the Dirac delta function
The equivalent discrete-time system dynamics equation is:
x(ti+1) = Φ (ti+1, ti) x(ti) +wd(ti) (2.23)
where
x(ti) = the n-dimensional system state vector
Φ (ti+1, ti) = the n-by-n state transition matrix associated
with F(t) in Equation (2.21)
The discrete-time white Gaussian dynamics driving noise vector, wd, is defined as:
wd(ti) =
∫ ti+1
ti
Φ (ti+1, τ) G(τ)w(τ)dτ (2.24)
with statistics:
E {wd(ti)} = 0
E
{
wd(ti)w
T
d (ti)
}
= Qd(ti) =
∫ ti+1
ti
Φ(ti+1, τ)G(τ)Q(τ)G
T (τ)ΦT (ti+1, τ) dτ
E
{
wd(ti)w
T
d (tj)
}
= 0, ti 6= tj
(2.25)
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2.4.2 State Transition Matrix. The state transition matrix, Φ, is used by
the EKF in this research (since the dynamics model is linear) to propagate the state
vector forward from time ti to time ti+1. The discrete-time state transition matrix
is related to the F matrix, in that it satisfies the differential equation and initial
condition:
d
dt
[Φ(t, t0)] = F(t)Φ(t, t0) (2.26)
Φ(t0, t0) = I (2.27)
Assuming F is time invariant, then Φ can be expressed as a matrix exponential:
Φ(ti+1, ti) = Φ(ti+1 − ti) = eF (∆t) (2.28)
where ∆t = ti+1 − ti.
2.4.3 Measurement Model. In sampled data form, the EKF measurement
equation is specified by:
z(ti) = h [x(ti), ti] + v(ti) (2.29)
where
z(ti) = the m-dimensional measurement vector at time ti
h [x(ti), ti] = the m-dimensional measurement model vector
v(ti) = the m-dimensional discrete-time noise vector
Once more, the discrete time noise vector, v(ti), is assumed to be white Gaussian
noise with mean and covariance:
E {v(ti)} = 0
E
{
v(ti)v
T (tj)
}
=


R(ti) ti = tj
0 ti 6= tj
(2.30)
where
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R(ti) = the m-by-m measurement error covariance matrix at time ti
Since the GPS measurements used in this thesis are non-linear, the state and
measurement equations must be linearized for use in the EKF. For linearization pur-
poses, we can define H
[
ti ; xˆ(t
−
i )
] ≡ dh[x,ti]
dx
∣∣∣
x=xˆ(t−i )
where xˆ(t−i ) is the state estimate
at time ti prior to incorporating the measurement at that time. A detailed discus-
sion of how the first-order linear approximations were formed, based on perturbations
about a nominal state trajectory, is developed in [33]. The final steps in the EKF
filter development are the state propagation and measurement incorporation.
2.4.4 State Estimates and Error Covariance Propagation. Propagation of
the filter takes place between measurement epochs. The following equation is used to
propagate the state estimates:
xˆ(t−i+1) = Φ(ti+1, ti) (2.31)
and to propagate the error covariance:
P(t−i+1) = Φ(ti+1, ti)P(t
+
i )Φ
T (ti+1, ti) +Qd(ti) (2.32)
where P(t−i+1) is the conditional covariance of x(ti+1) before the measurement z(ti+1)
is incorporated and xˆ(t+i ) is the state estimate at time ti after the measurement
incorporation at that time. The last step in the EKF is measurement incorporation.
2.4.5 Measurement Incorporation. Measurement incorporation is done each
time a new set of measurements is available to the filter. The new measurements
are incorporated to update the filter’s state estimate. The time the new measure-
ments became available is designated ti, and a superscript “-” and “+” is used to
indicate the state estimate before and after measurement incorporation, respectively.
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To accomplish the update the following equations are used [32]:
A(ti) = H(ti)P(t
−
i )H
T (ti) +R(ti) (2.33)
K(ti) = P(t
−
i )H
T (ti)A
−1(ti) (2.34)
r(ti) = z(ti)− h
[
x(t−i ), ti
]
(2.35)
xˆ(t+i ) = xˆ(t
−
i ) +K(ti) r(ti) (2.36)
P(t+i ) = P(t
−
i )−K(ti)H(ti)P(t−i ) (2.37)
When the filter is designed correctly and properly tuned, the residual vector,
r(ti), is zero-mean with a predicted covariance of A(ti). The optimal state estimates,
xˆ(t+i ), and their associated filter computed covariance, P(t
+
i ), are the primary outputs
from the EKF. Now that the EKF has been described, the adaptations required for
the MMAE are discussed.
2.5 Multiple Model Adaptive Estimation
All of the multiple model adaptive estimation theory used in this thesis was
based on previous research done by Henderson [20]. The theory is repeated here for
completeness and is similar to that shown in [20].
Most MMAEs are designed to look for changes within the system of interest.
The MMAE used in this thesis is based on a multiple model filter algorithm for GPS
carrier-phase ambiguity resolution derived in [33]. Figure 2.3 shows a block diagram
of the multiple model filter algorithm.
There are a total of K individual filters in the MMAE. The individual filters
are called elemental filters (EF). All K filters are given the same set of measurements
at time ti. However, each EF hypothesizes a different set of carrier-phase integer
ambiguities as represented by the parameter vector, ak. After each update cycle, the
residual vector, rk(ti), and its covariance matrix, Ak(ti) indicate how well EF filter
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Figure 2.3: Multiple Model Filter Algorithm [20]
k models the true system. In general, the EF with the lowest residuals most closely
matches the true system.
The EFs are propagated and updated in the same fashion as described in Sec-
tions 2.4.4 and 2.4.5. A k subscript is used on each vector and matrix to denote
the particular elemental filter of interest. At each epoch, all K filters generate an
optimal state estimate, xˆk(t
+
i ), covariance, Pk(t
+
i ), residual vector, rk(ti), and covari-
ance, Ak(ti), based on its own parameter vector. The residual vector, rk(ti), and
its covariance, Ak(ti), are of particular use in the MMAE, especially the conditional
probability calculations.
2.5.1 Conditional Probability Calculation. As seen in Figure 2.3, allK filters
have a conditional probability calculation performed at each epoch. The conditional
probability calculation at time, ti, is specified by:
pk(ti) = Prob (a = ak|Z(ti) = Zi) (2.38)
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The conditional probability is the probability that the random variable, a, represent-
ing the system characteristics is the realization of the variable in the kth elemental
filter, ak, given the time history of measurements up to and including that taken at
time ti. The time history of measurements is represented as:
Z(ti) =
[
zT (t1)
...zT (t2)
... · · · ...zT (ti)
]T
(2.39)
where Z(ti) is the vector of actually observed realizations of that history of measure-
ments.
From [33], the conditional probability is calculated using:
pk(ti) =
fz(ti)| a,Z(ti−1)(zi| ak,Zi−1) pk(ti−1)∑K
j=1 fz(ti)| a,Z(ti−1)(zi| aj,Zi−1) pj(ti−1)
(2.40)
The denominator in Equation (2.40) acts as a scaling function to ensure the probability
of each EF is properly defined in the sense that:
pk(ti) ≥ 0 for all k and
K∑
j=1
pj(ti) = 1 (2.41)
The conditional density function (the first part of the numerator) in Equa-
tion (2.40) is calculated by:
fz(ti)|a,Z(ti−1)(zi|ak,Zi−1) = 1(2pi)m/2√|Ak(ti)| e
{•}
{•} = −1
2
rTk (ti) A
−1
k (ti) rk(ti)
(2.42)
Equation (2.42) represents the conditional density function for the measurements at
time ti of the k
th EF, conditioned on ak and the time history of measurements up to
time ti−1, where rk(ti) and Ak(ti) are given by Equations (2.35) and (2.33). The m
in Equation (2.42) is the length of the measurement vector. If designed correctly, the
EF representing the true system will have zero-mean white Gaussian residuals with
consistently smaller values than the other EFs. Therefore, based on Equation (2.40),
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the probability of the correct filter increases while the probability of the other filters
decreases.
2.5.1.1 Lower Probability Bounds. Based on the recursive nature of
the conditional probability calculation, one change to the probability calculation is
needed. From Equation (2.40), the EF’s conditional probability at time ti is based on
the current epoch’s residuals and covariance and every previous probability calculated
for EF k up to and including time ti−1. Thus, if an EF is assigned a probability of
zero at any time, the EF’s conditional probability will remain at zero from that time
forward due to the iteration form of Equation (2.40). To alleviate this problem, a
lower probability bound, ε, is established for each filter. Normally, ε is between
0.001 and 0.01 [20]. If the calculated EF’s conditional probability is less than the
lower bound, the EF is assigned a probability of ε and all probabilities are then
rescaled to add to one. Selecting the appropriate value for ε is important for accurate
conditional probability calculations. If the value of the lower bound is too large, it
will inappropriately weight the wrong filter. On the other hand, very small values of
ε slow down the response of the MMAE to true parameter or system changes [33].
2.5.2 Overall MMAE State Estimate. The output of the MMAE algorithm
is a probabilistically weighted average of the outputs from the K EFs. The overall
state estimate of the MMAE is calculated as:
xˆ(t+i ) =
K∑
j=1
xˆj(t
+
i ) pj(ti) (2.43)
and the conditional covariance of the MMAE is calculated as:
P(t+i ) =
K∑
j=1
pj(ti)
{
Pj(t
+
i ) +
[
xˆj(t
+
i )− xˆ(t+i )
] [
xˆj(t
+
i )− xˆ(t+i )
]T}
(2.44)
Note that the output of the MMAE includes the outputs from all of the EFs,
even those that are wrong. Of course, the incorrect filters should have a very low
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probability, while the correct filter a very high probability. If that is the case, then
the MMAE blended solution is still relatively accurate based primarily on the EF that
matches the true parameter a (the correct ambiguity set, in this case).
This concludes the discussion of the MMAE. More detailed information on
MMAEs can be found in [20, 32, 33, 44].
2.6 Summary
Chapter II has described the theory required to form a basis for the remaining
chapters. First, an overview of GPS was given with emphasis on the GPS signal
structure and different measurement observables. After GPS, the LAMBDA method
for generating candidate ambiguity sets for the carrier-phase measurement observables
was discussed. Next, Kalman filtering was discussed, including the extended Kalman
filter (EKF) and multiple model adaptive estimation (MMAE). The implementation
of the theory presented in this chapter will be put into practice in Chapter III.
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III. Hardware Design and Algorithm Development
3.1 Overview
This chapter describes the hardware configuration, overall algorithm, system
models, and techniques used throughout this thesis. First, an overall system descrip-
tion is given, including the hardware, followed by a more detailed discussion of each
sub-system. Next, the Kalman filter states, equations, and other new techniques
developed are given. Finally, areas of additional functionality are explained. This
chapter closely follows [20] in both form and content.
3.2 System Configuration
The system was designed to provide a centimeter-level relative position be-
tween two aircraft for use in applications such as automated aerial-refueling or close
formation flying. A real-time kinematic (RTK) precise differential Global Position-
ing Satellite (DGPS) algorithm was developed to fulfill the requirement. Design and
initial testing of the system was conducted in the navigation laboratory at the Air
Force Institute of Technology (AFIT) including both static ground tests and dynamic
driving tests. Flight tests occurred at Edwards Air Force Base (EAFB), CA.
Four test units were built. The hardware consisted of a PC-104 stack with 256
MB of memory and a 600 MHz processor. Included on the stack, was a PC-104 version
of the Freewave modem built by MicroBee Systems, Incorporated and a Javad®
JNS100 GPS receiver. The PC-104 stack was housed within a Diamond System
Pandora Enclosure measuring 5” long, 5.5” wide, and 5.75” high. Lastly, a special
power supply was used which would work with the 28V aircraft electrical system
and absorb any aircraft power transients. Specifications for the Javad® JNS100,
Freewave modem, and the Diamond System enclosure can be found in [11, 35, 39]
respectively.
The test units had all of the functionality of a laptop computer. This included
four serial ports, mouse and keyboard ports, monitor hook-up, two USB ports, and
Ethernet. Also, for use on aircraft, a 1553 bus connector was included. In the lead
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aircraft’s test unit, an MT9 inertial navigation unit (INU) was attached inside the
test unit on the back plate of the aluminum hard shell via velcro [38]. The velcro was
used for easy installation and removal, but had the added benefit of dampening high
frequency vibrations. There was some concern about high frequency vibrations from
the engines on the C-12C. The hardware rack in the C-12C had rubber buffers to
help prevent any vibrations from propagating to the top platform, but the velcro was
additional protection. Figure 3.1 shows the test unit installed on the test aircraft, a
C-12C. Figure 3.2 depicts the inside back-plate of the lead test unit with the MT9
installed. Two test units were sent to EAFB for flight testing and two were kept at
AFIT for development and ground testing.
Figure 3.1: Test Unit Installed on C-12
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Figure 3.2: Inside Back-plate of Test Unit
The Javad® receiver had numerous configuration options. Table 3.1 shows some
of the receiver options used during testing. The multipath option significantly helped
Table 3.1: Javad® GPS Receiver Configuration
Option Value
Multipath Reduction On
Loop Bandwidth 25
Loop Order 3
WAAS On
reduce multipath errors on the code measurements, especially in multipath prone
environments such as near tall buildings. Javad® claimed a reduction of up to 50
percent on the multipath errors was possible with the multipath reduction option
turned on.
During lab testing, it was discovered that the lead Freewave modem would
retransmit packets which were not acknowledged by the wing modem. There were
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occasions when the wing modem would receive a packet, but the acknowledgment was
“lost”. Once the lead modem began retransmitting packets, the system delay became
unacceptably large. Since the algorithm ran in real-time, if a packet was lost, there
was no need to resend old information. Therefore, the retransmit feature in the lead
modem was turned off. If a packet was lost, the relative position update skipped an
epoch until two synchronized messages were available. Each modem was set at a 56K
baud rate, the highest available. The overall system configuration and message flow
can be seen in Figure 3.3.
Freewave Modem Datalink
Lead Aircraft
(reference rcvr)
Wing Aircraft
(mobile rcvr)
At Wing:
Message Rate Description
Javad JNS100 [rM] msg (20Hz) [wing raw GPS measurements]
Javad JSN100 [rV] msg (1 Hz) [wing position / velocity (Javad calculated)]
Javad JNS100 [GE] msg (Initial/new SV) [ephemeris data]
Precise relative position vector   (20Hz)   [Phase only position calculation]
From Lead to Wing:
Message Rate Description
Javad JNS100 [rM] msg (20Hz) [lead raw GPS measurements]
Javad JNS100 [rV] msg (1 Hz) [lead position / velocity (Javad calculated)]
MT-9 IMU Data (100 Hz) [lead’s IMU information]
Figure 3.3: Overall Message Flow
While in the navigation lab, the test units had dedicated monitors, mice and
keyboards. During the driving and flight testing, a secure shell was used to login
to the test units via a laptop and ethernet cable. For the driving tests, two of the
author’s personal vehicles were used. Two C-12Cs were used for the initial flight
tests in April 2005. The second set of flight tests, in October 2005, used one of
the previously modified C-12C and a highly modified Calspan Learjet 24 as the two
test aircraft. The C-12C aircraft had previously been modified for other research.
The modifications included a GPS Aided Inertial Navigation Reference (GAINR) [34]
GPS receiver for use as the truth source. However, the GAINR truth source was only
accurate to a couple of feet. Therefore, a commercial product was used to determine
the ambiguities and relative positions during post processing. GrafMov, developed
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by Waypoint Consulting Incorporated, was chosen for its ability to determine the
double-difference ambiguities with a roving base station [36].
3.2.1 Data Collection. Numerous output files were generated by the code
during a data run. First, the parsed and raw Javad® messages were saved for post-
processing capability. Also, a file containing a GPS time stamp with the associated
system delay, relative position and MT9 information was saved. Finally, three filter-
specific files were created that contained information on the floating filter, the sum-of-
squared (SOS) residuals for every candidate set, and a time-stamped list of minimum
indicator ambiguity sets chosen throughout the data run. Most of the data files were
stored in binary format to reduce file size. All of the binary files were decoded using
MATLAB® for easier processing and plotting [37].
3.3 Overall Algorithm Structure
Figure 3.4 gives a visual representation of the overall algorithmic flow. There
are four main areas of interest: the floating point DGPS Kalman filter, the candidate
ambiguity set generation, the Multiple Model Adaptive Estimation (MMAE) design,
and the minimum indicator design. All of these areas are described in the follow-
ing sections, along with some other areas of interest not specifically shown on the
Figure 3.4 graphic.
3.4 Floating Point DGPS Kalman Filter
The first section of interest is the floating point DGPS Kalman filter. Since there
was only one floating point DGPS Kalman filter in the software, it will be referred to
as the floating point filter from here forward. There were three primary functions of
the floating point filter. First, it estimated the relative position, and optionally the
relative velocity and relative acceleration between the phase center of the two GPS
antennas. Second, it fed the LAMBDA algorithm an estimate of the double-difference
phase ambiguities and the associated covariance matrix. Finally, the filter was used
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to initialize, or reinitialize, the elemental filters in the MMAE. The structure of the
floating point filter mimicked the construction found in [47], with minor modifications
for a roving reference station. For the purposes of this thesis, the mobile receiver was
the wing aircraft and the reference receiver was the lead aircraft.
The filter was originally coded in MATLAB® . However, due to MATLAB® ’s rela-
tively slow processing speed compared with C++, and the need to use Linux as the
operating system, the filter was coded using C++ and KDevelop [28] in SUSE LINUX
Professional 9.2 [42]. The driving factor for using Linux was the operating system’s
ability to access the serial ports in a reliable fashion. Under the original MATLAB®
and Windows® environment, system maintenance tasks periodically overrode the se-
rial I/O. With a filter running at 20 Hz, this was unacceptable. Joffrion had similar
problems using MATLAB® and Windows® in his thesis [22].
Since the algorithm was designed to run in real-time, it was necessary to make
the floating point filter a background thread during execution. This allowed the
program to maintain the 20 Hz precise DGPS relative position output (which was not
based on the floating filter) without waiting for the floating point filter to finish its
calculations at each one second interval. The floating point filter ran at a one Hz rate.
Using more than a one Hz update rate for the floating point filter broke the Extended
Kalman Filter (EKF) assumption that the errors in the measurements were white and
Gaussian in nature. Errors such as multipath are time-correlated, especially at short
intervals. A detailed view of the message flow can be seen in Figure 3.5.
The Javad® JNS100 receivers used in this thesis were single-frequency, L1 only.
Originally, the Javad® receivers were chosen for their ability to output raw GPS
measurements at 100 Hz rate. The program was designed to run at this rate, but
the Freewave modem data link would not reliably transmit all message traffic from
the lead to the wing unit during ground testing. The 20 Hz rate was chosen for its
reliability and still relatively high output rate. The single-frequency receiver made
determining the double-difference ambiguities more difficult than if it were a dual-
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Figure 3.5: Algorithm Message Flow
frequency receiver. For this reason, a two-minute convergence time was given for the
floating point filter before any floating point ambiguities were sent to the LAMBDA
function. The two-minute wait time was determined empirically. By waiting two
minutes and giving the floating point filter time to converge, the number of erroneous
ambiguity sets was significantly reduced. Usually, the correct ambiguity set was within
the top ten sets returned from the LAMBDA function. By reducing the number of
incorrect fixed ambiguity sets, the computational load was reduced and the MMAE
weighted position more accurate.
Another critical aspect of the floating point filter was timing. The filter needed
raw measurements from both receivers corresponding to the same GPS time. Timing
was performed by using a roving bank of ten measurements from each receiver. A
current position marker and a synchronization marker was used for each list. The
current position marker pointed to the most current measurement in the list, while the
synchronization marker pointed to the latest time that appeared in both the lead’s and
wing’s measurement list. Since the wing aircraft housed the floating point filter and
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the lead aircraft messages had to go through multiple serial ports before arriving at the
wing aircraft, the wing aircraft current position marker would usually be one message
ahead of the lead aircraft. On average, the total delay from when a GPS message
arrived until the precise relative position was calculated, was 80 milliseconds. This
value took into account all overhead, including parsing, synchronizing, and calculation
time.
The time delay was calculated using the computer clock. When the program
started, a running timer began as a reference point. Subsequently, when a Javad®
position message, rV message, was received on the wing aircraft, the system receive
time was noted. After all of the required processing was completed, and the precise
relative position message was copied to the output stream, the system sent time was
noted. The total delay was the difference between the system sent time and the
system receive time.
Finally, it should be noted that all computationally intensive functions such
as the floating point filter, LAMBDA function, minimum indicator calculation and
MMAE calculations were calculated at a one Hz rate in a separate thread from the
main program. However, critical functions such as parsing incoming messages, orga-
nizing data and precise DGPS relative positioning were accomplished at a 20 Hz rate.
More detailed discussions of each area will be addressed later in the chapter.
3.4.1 Floating Point Filter Model Equations. The floating point DGPS
filter varies, depending upon user input. To facilitate quicker design and testing,
an initialization file was created. Based on the initialization file, the floating point
filter could either have 9 + (n − 1) states with the relative velocity and acceleration
states included or 3 + (n − 1) states with relative position only; n was the number
of visible satellites (SV). Also, since the raw GPS measurements from the Javad®
JNS100 were in the Earth Centered Earth Fixed (ECEF) frame, all filter calculations
were conducted in the ECEF frame. The overall state vector for the floating point
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filter when the relative velocity and acceleration states were included was defined as:
x =
[
∆X ∆Y ∆Z ∆X˙ ∆Y˙ ∆Z˙ ∆X¨ ∆Y¨ ∆Z¨ ∆∇N12 · · ·∆∇N1n
]T
(3.1)
where
x1 = ∆X = Relative ECEF X position (m)
x2 = ∆Y = Relative ECEF Y position (m)
x3 = ∆Z = Relative ECEF Z position (m)
x4 = ∆X˙ = Relative ECEF X velocity (m/s)
x5 = ∆Y˙ = Relative ECEF Y velocity (m/s)
x6 = ∆Z˙ = Relative ECEF Z velocity (m/s)
x7 = ∆X¨ = Relative ECEF X acceleration (m/s
2)
x8 = ∆Y¨ = Relative ECEF Y acceleration (m/s
2)
x9 = ∆Z¨ = Relative ECEF Z acceleration (m/s
2)
x10 = ∆∇N12 = double-difference ambiguity
between satellites 1 & 2 (cycles)
...
x9+(n−1) = ∆∇N1n = double-difference ambiguity
between satellites 1 & n (cycles)
When the floating filter was running in position only mode, there were no velocity
and acceleration states and the double-difference ambiguity states started in x4.
During testing, the filter generally ran with the relative velocity and acceleration
states turned on. Based on a First Order Gauss Markov Acceleration (FOGMA)
model, the relative position and velocity states’ dynamics were defined as:
x˙1 = ∆X˙ = x4 x˙2 = ∆Y˙ = x5 x˙3 = ∆Z˙ = x6
x˙4 = ∆X¨ = x7 x˙5 = ∆Y¨ = x8 x˙6 = ∆Z¨ = x9
(3.2)
If the relative velocity and acceleration states were off, x4 thru x9 changed to the
ambiguity state estimates (assuming there were at least six ambiguity states).
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The relative acceleration states’ dynamics were modeled as First Order Gauss
Markov processes [47] as follows:
x˙7 = (−1/Ta) x7 + wa1(t)
x˙8 = (−1/Ta) x8 + wa2(t)
x˙9 = (−1/Ta) x9 + wa3(t)
(3.3)
The acceleration state process noises were defined as:
E {wa1(t)wa1(t+ τ)} = E {wa2(t)wa2(t+ τ)} = E {wa3(t)wa3(t+ τ)} =
2σ2a
Ta
δ(τ) = qaδ(τ) (3.4)
The time constant, Ta, and the variance, σ
2
a, were user defined tuning values. The initialization file
allowed for either static or dynamic setting of these values. In the case of static setting, the user
input the values for both of these variables and they did not change throughout the data run. Typical
static values for Ta and σ
2
a are shown in Table 3.3. In dynamic mode, the Ta and σ
2
a changed based
on the total acceleration,
√
x27 + x
2
8 + x
2
9, after measurement incorporation. As the total acceleration
increases, Ta generally deceases, since the higher accelerations generally don’t last long. In the same
manner σ2a generally increases since it is harder for the FOGMA model to accurately determine the
true accelerations during higher maneuvering periods. The above generalizations are especially true
of the aircraft used during testing in this thesis.
When dynamic Ta and σ
2
a mode was commanded via the initialization file, the time constant
and acceleration variance followed the progression in Table 3.2, based on the magnitude of the total
acceleration (TA) vector.
Table 3.2: Dynamic Ta and σ
2
a Progression
Total Acceleration (m/sec2) Ta (sec) σ
2
a (m
2/sec4) Resultant qa (m
2/sec5)
TA≤ 1 1000 25 0.05
1 <TA≤ 2 500 49 0.196
2 <TA≤ 4 20 49 4.9
4 <TA≤ 6 5 100 40
6 <TA≤ 8 2 169 169
TA> 8 1 169 338
The use of dynamic Ta and σ
2
a values was restricted to post-processing only. The values set
forth in Table 3.2 have not been flight tested, and are only initial estimates of potentially good
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candidate values. They could change depending upon the application and vehicle dynamics. More
testing is needed to validate other potential total acceleration break points, and the Ta and σ
2
a values.
Unlike the model set forth in [47], there were no clock error states. Since the floating fil-
ter used double-differenced pseudoranges, the user clock errors cancel and no clock estimates were
needed. The filter also used double-differenced carrier-phase measurements. In the software, the
phase measurements could be L1, L2, or widelane. However, since the Javad® JNS100 receivers
were only L1 capable, the bulk of the results in this thesis use L1 data. (An exception was one
ground test, described in Chapter IV, which shows the potential benefits of using widelane measure-
ment observables, namely quicker resolution of the carrier-phase ambiguities.) The ability for the
filter to use widelane measurements was also an option in the initialization file. As mentioned before,
in order to have precise relative positioning between the two receivers, the carrier-phase ambiguities
must be resolved. The final states in the filter were used to estimate these ambiguities. By definition,
the ambiguities were constant biases in the phase measurements (assuming no loss of lock or cycle
slips). However, if they were modeled as constant biases, the filter may have converged to the wrong
ambiguity set and would not be able to change as measurements dictated. To prevent this, the
ambiguity states were modeled as random walks (with very small process noise). The carrier-phase
ambiguity states dynamics were defined as:
x˙10 = w∆∇N12 x˙11 = w∆∇N13 · · · x˙9+(n−1) = w∆∇N1n (3.5)
and the process noise defined as:
E {w∆∇N12(t)w∆∇N12(t+ τ)} = · · · = E {w∆∇N1n(t)w∆∇N1n(t+ τ)} = qNδ(τ) (3.6)
The linear dynamics equation for the floating point filter was defined by:
x˙(t) = F(t)x(t) +G(t)w(t) (3.7)
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and represented in matrix form with:


x˙1
x˙2
x˙3
x˙4
x˙5
x˙6
x˙7
x˙8
x˙9
x˙10
x˙11
...
x˙9+(n−1)


=


0 0 0 1 0 0 0 0 0 0 0 · · · 0
0 0 0 0 1 0 0 0 0 0 0 · · · 0
0 0 0 0 0 1 0 0 0 0 0 · · · 0
0 0 0 0 0 0 1 0 0 0 0 · · · 0
0 0 0 0 0 0 0 1 0 0 0 · · · 0
0 0 0 0 0 0 0 0 1 0 0 · · · 0
0 0 0 0 0 0 −1/Ta 0 0 0 0 · · · 0
0 0 0 0 0 0 0 −1/Ta 0 0 0 · · · 0
0 0 0 0 0 0 0 0 −1/Ta 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 0 0 0 0 0 0 0 · · · 0




x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
...
x9+(n−1)


+


0
0
0
0
0
0
wa1
wa2
wa3
w∆∇N12
w∆∇N13
...
w∆∇N1n


(3.8)
The Ta in Equation (3.8) was the time constant described earlier for the FOGMA model.
Also, G(t), the Kalman gain matrix for the process noise was an identity matrix. When the floating
point filter was in position-only mode, the dynamics matrix, F(t), was all zeros. Therefore, the
system was driven entirely by process noise. The other difference in the position-only mode was the
addition of process noise on the three position states. In this case, there would be wp1 , wp2 and wp3 ,
respectively, in the first three positions of the white noise, w(t), vector.
Using the w(t) vector and assuming E {w} = 0, a dynamics noise matrix, Q, was defined as:
Q(t) δ(τ) = E
{
w(t)wT (t+ τ)
}
(3.9)
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in matrix form:
Q =


0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 0 0 0 0 0 · · · 0
0 0 0 0 0 0 qa 0 0 0 0 · · · 0
0 0 0 0 0 0 0 qa 0 0 0 · · · 0
0 0 0 0 0 0 0 0 qa 0 0 · · · 0
0 0 0 0 0 0 0 0 0 qN 0 · · · 0
0 0 0 0 0 0 0 0 0 0 qN · · · 0
...
...
...
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 0 0 0 0 0 0 0 · · · qN


(3.10)
If the floating filter was in position-only mode, rows and columns four thru nine were removed
and a qp term went in Q1, 1, Q2, 2 and Q3, 3. The remaining rows with qN values remained the same.
Table 3.3 displays the common noise values used throughout the thesis for both ground and
air testing. However, the time constant, Ta, and variance, σ
2
a, for the acceleration states could
dynamically change if the initialization file was set accordingly. Finally, the position noise, qp, and
acceleration values were mutually exclusive. The filter either had the acceleration states, in which
case all of the acceleration values applied, or it was in position-only mode and only the position noise
applied. In either case, the ambiguity noise remained the same.
Table 3.3: Static Floating Point Noise Values
Term Definition Value
σ2a Acceleration mean squared value (15 m/sec
2)2
Ta Acceleration time constant 3 sec
qa Acceleration noise 150 m
2/sec5
qp Position noise 200 m
2/sec
qN Ambiguity noise 1.1× 10−4 cycles2/sec
For the floating point filter to function efficiently and converge to the correct relative position
and double-differenced phase ambiguities, approximate initial conditions were needed in the state vec-
tor. The relative position states (x1, x2, x3) were initialized using position messages from the JNS100
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receivers (rV message). The actual relative position calculation was defined as wing minus lead. The
Javad® receivers were Wide Area Augmentation System (WAAS) capable. Therefore, their single-
point positioning algorithms were usually within 1-2 meters, which was sufficiently adequate for the
Kalman filter initialization. The double-differenced phase ambiguity states (x10, x11, x9+(n−1)) were
initialized using a code-carrier difference described by the following equation:
x1n = ∆∇N1n ≈ ∆∇φ1n − ∆∇ρ
1n
λ
(3.11)
where
∆∇φ1n = double-differenced phase between
satellites 1 & n (cycles, L1 or widelane)
∆∇ρ1n = double-differenced pseudorange between satellites 1 & n (m)
λ = carrier wavelength (m/cycle, L1 or widelane)
All other states were initialized to zero making the initial state vector:
x(t0) =
[
∆X0 ∆Y0 ∆Z0 0 0 0 0 0 0 ∆∇N120 ∆∇N130 · · · ∆∇N1n0
]T
(3.12)
The final part of the initial floating filter development was the covariance matrix, P. Since
accurate initial cross-covariance values were not known, all cross-covariance terms were set to zero.
As the filter converged, it would populate these values while it “learned” how each of the states were
related to the others. The initial P matrix was given by:
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P(t0)=


σ2∆X 0 0 0 0 0 0 0 0 0 0 · · · 0
0 σ2∆Y 0 0 0 0 0 0 0 0 0 · · · 0
0 0 σ2∆Z 0 0 0 0 0 0 0 0 · · · 0
0 0 0 σ2
∆X˙
0 0 0 0 0 0 0 · · · 0
0 0 0 0 σ2
∆Y˙
0 0 0 0 0 0 · · · 0
0 0 0 0 0 σ2
∆Z˙
0 0 0 0 0 · · · 0
0 0 0 0 0 0 σ2
∆X¨
0 0 0 0 · · · 0
0 0 0 0 0 0 0 σ2
∆Y¨
0 0 0 · · · 0
0 0 0 0 0 0 0 0 σ2
∆Z¨
0 0 · · · 0
0 0 0 0 0 0 0 0 0 σ2∆∇N12 0 · · · 0
0 0 0 0 0 0 0 0 0 0 σ2∆∇N13 · · · 0
...
...
...
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 0 0 0 0 0 0 0 · · · σ2∆∇N1n


(3.13)
The initial values for the diagonal of the P(t0) matrix are specified in Table 3.4 below.
Table 3.4: Initial Floating Point Filter Covariance Values
Term Definition Value
σ2∆X, ∆Y, ∆Z Position state variance (5.0 m)
2
σ2
∆X˙, ∆Y˙ , ∆Z˙
Velocity state variance (10.0 m/sec)2
σ2
∆X¨, ∆Y¨ , ∆Z¨
Acceleration state variance (5.0 m/sec2)2
σ2∆∇N12 = · · ·σ2∆∇N1n Ambiguity state variance
(
50
λ
cycles
)2
3.4.2 Differential GPS Measurement Model. Since the GPS measurements used
by the floating filter were non-linear, an extended Kalman filter formulation was chosen with non-
linear measurements. The non-linear measurement equation was specified by:
z(ti) = h [x(ti), ti] + v(ti) (3.14)
where
z(ti) = measurement vector at time ti
v(ti) = Zero-mean white Gaussian vector process of covariance R
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with the assumption:
E
{
v(ti)v
T (tj)
}
=


R ti = tj
0 ti 6= tj
(3.15)
Based on using both double-differenced pseudoranges and double-differenced phases, the mea-
surement vector, z(ti), had 2n− 2 states (where n was the number of measurements):
z(ti) =
[
∆∇ρ12xy ∆∇ρ13xy · · · ∆∇ρ1nxy ∆∇φ12xy ∆∇φ13xy · · · ∆∇φ1nxy
]T
(3.16)
where
∆∇ρ12xy = double-differenced code measurement between satellites 1 & 2
∆∇ρ13xy = double-differenced code measurement between satellites 1 & 3
...
∆∇ρ1nxy = double-differenced code measurement between satellites 1 & n
∆∇φ12xy = double-differenced phase measurement between satellites 1 & 2
∆∇φ13xy = double-differenced phase measurement between satellites 1 & 3
...
∆∇φ1nxy = double-differenced phase measurement between satellites 1 & n
From Section 2.2.2.1, the double-differenced code measurement was defined as:
∆∇ρabxy = ∆∇rabxy +∆∇T abxy +∆∇Iabxy +∆∇mabxy +∆∇vabxy (3.17)
By combining like terms the equation reduced to:
∆∇ρabxy = (ray − rax)− (rby − rbx) + ν∆∇ρ (3.18)
where
(ray − rax)− (rby − rbx) = ∆∇rabxy
ν∆∇ρ = ∆∇T abxy +∆∇Iabxy +∆∇mabxy +∆∇vabxy
The ν vector was assumed zero-mean, white and Gaussian in nature. The double-difference
tropospheric and ionospheric errors were assumed to be zero since the baseline distance was so short
(less than 5 km, typically less than 100 m). However, all the variables in the ν∆∇ρ term did have some
time correlation, except the noise variable, ∆∇vabxy . By using a sufficiently large update interval and
combining the terms, the resulting value was basically white in nature. By expanding the double-
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difference range term further and incorporating both the satellite and user position, Equation (3.18)
became:
∆∇ρabxy =
√
(x1 − xasv)2 + (x2 − yasv)2 + (x3 − zasv)2
−
√
(x1 − xbsv)2 + (x2 − ybsv)2 + (x3 − zbsv)2
+(rbx − rax) + ν∆∇ρ
(3.19)
where
xasv, y
a
sv, z
a
sv = ECEF coordinates for satellite a
xbsv, y
b
sv, z
b
sv = ECEF coordinates for satellite b
rbx = True range from satellite b to receiver x
rax = True range from satellite a to receiver x
In order to use Equation (3.19) in an EKF, it must be linearized to compute the filter gain
and filter-computed error covariance. The linearization occurred by using a Taylor series expansion
and first order approximation found in [33]. Thus, the partial derivative of the H matrix was defined
as:
H
[
ti ; xˆ(t
−
i )
] ≡ dh [x, ti]
dx
∣∣∣∣
x=xˆ(t−
i
)
(3.20)
The same treatment was also given to the phase measurement equation discussed in Sec-
tion 2.2.4. After expanding the double-difference range term and combining the error sources the
phase equation was:
∆∇φabxy =
1
λ
[
(ray − rax)− (rby − rbx)
]
+∆∇Nabxy + ν∆∇φ (3.21)
where
1
λ
[
(ray − rax)− (rby − rbx)
]
= 1λ
(
∆∇rabxy
)
∆∇Nabxy = Double-difference integer ambiguity
ν∆∇φ =
1
λ
(
∆∇T abxy +∆∇Iabxy +∆∇mabxy +∆∇vabxy
)
Using all of the same assumptions about the noise vector, ν, from Equation (3.18), an ex-
panded version of the Equation (3.21) is shown below with satellite and receiver ECEF positions
incorporated:
∆∇φabxy = 1λ
[√
(x1 − xasv)2 + (x2 − yasv)2 + (x3 − zasv)2
−
√
(x1 − xbsv)2 + (x2 − ybsv)2 + (x3 − zbsv)2
]
+ 1λ(r
b
x − rax) + x1n + ν∆∇φ
(3.22)
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The next step in development of the H matrix was taking the individual partial derivatives
of the h vector with respect to each of the x vector states in Equations (3.19) and (3.22). The
individual partial derivatives of the double-differenced code equation were:
dh[x, ti]
dx1
∣∣∣
x=xˆ(t−
i
)
=
x1−x
a
sv√
(x1−xasv)
2+(x2−yasv)
2+(x3−zasv)
2
− x1−xbsv√
(x1−xbsv)
2+(x2−ybsv)
2+(x3−zbsv)
2
≡ (ea1 − eb1)
(3.23)
dh[x, ti]
dx2
∣∣∣
x=xˆ(t−
i
)
=
x2−y
a
sv√
(x1−xasv)
2+(x2−yasv)
2+(x3−zasv)
2
− x2−ybsv√
(x1−xbsv)
2+(x2−ybsv)
2+(x3−zbsv)
2
≡ (ea2 − eb2)
(3.24)
dh[x, ti]
dx3
∣∣∣
x=xˆ(t−
i
)
=
x3−z
a
sv√
(x1−xasv)
2+(x2−yasv)
2+(x3−zasv)
2
− x3−zbsv√
(x1−xbsv)
2+(x2−ybsv)
2+(x3−zbsv)
2
≡ (ea3 − eb3)
(3.25)
Equations (3.23), (3.24) and (3.25) combine to form the difference between the unit line-of-
sight vector from satellite a to the mobile receiver, and the unit line-of-sight vector from satellite b
to the mobile receiver. For the purposes of this thesis, the unit line-of-sight vector is considered a
row vector. This vector denoted, (ea − eb), was comprised of the following three states:
(
ea − eb) = [ (ea1 − eb1) (ea2 − eb2) (ea3 − eb3)
]
(3.26)
Using the (ea − eb) notation, a single row in the H matrix for the double-difference code
measurement between satellites a and b was:
Hab =
[
(ea − eb) 0 0 0 0 0 0 0 0 · · · 0
]
(3.27)
The Hab vector was 9+ (n− 1) states long with the velocity and acceleration states included,
or 3 + (n − 1) when the filter was in position-only mode. The first three states were always the
difference between the unit line-of-sight vectors for the base satellite, a, and the current satellite, b.
The last (n− 1) states corresponded to the integer ambiguity states.
The double-difference phase measurement partial derivatives were identical to the code with
the addition of the wavelength term, 1/λ, and the ambiguity state. The value of λ would depend
upon the phase observables used. It could be either the L1, L2, or widelane wavelength. The phase
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partial derivatives were:
dh[x, ti]
dx1
∣∣∣
x=xˆ(t−
i
)
= 1λ
[
x1−x
a
sv√
(x1−xasv)
2+(x2−yasv)
2+(x3−zasv)
2
]
− 1λ
[
x1−x
b
sv√
(x1−xbsv)
2+(x2−ybsv)
2+(x3−zbsv)
2
]
≡ 1λ(ea1 − eb1)
(3.28)
dh[x, ti]
dx2
∣∣∣
x=xˆ(t−
i
)
= 1λ
[
x2−y
a
sv√
(x1−xasv)
2+(x2−yasv)
2+(x3−zasv)
2
]
− 1λ
[
x2−y
b
sv√
(x1−xbsv)
2+(x2−ybsv)
2+(x3−zbsv)
2
]
≡ 1λ(ea2 − eb2)
(3.29)
dh[x, ti]
dx3
∣∣∣
x=xˆ(t−
i
)
= 1λ
[
x3−z
a
sv√
(x1−xasv)
2+(x2−yasv)
2+(x3−zasv)
2
]
− 1λ
[
x3−z
b
sv√
(x1−xbsv)
2+(x2−ybsv)
2+(x3−zbsv)
2
]
≡ 1λ(ea3 − eb3)
(3.30)
dh[x, ti]
dx1n
∣∣∣
x=xˆ(t−
i
)
= 1 (3.31)
Using the (ea−eb) notation from above, a single row in the H matrix for the double-difference
phase measurement was:
Hab =
[
1
λ(e
a − eb) 0 0 0 0 0 0 · · · 1 · · · 0
]
(3.32)
The 1 towards the end of the vector in Equation (3.32) corresponds to the appropriate am-
biguity state in the x vector. The first (n − 1) rows of the H matrix were associated with the
double-differenced code measurements, with the last (n − 1) rows of the H matrix associated with
the double-differenced phase measurements. The complete H matrix was specified by, where the
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vector e1 represented the reference satellite:
H =


(e1 − e2) 0 0 0 0 0 0 0 0 · · · 0
(e1 − e3) 0 0 0 0 0 0 0 0 · · · 0
...
...
...
...
...
...
...
...
...
. . .
...
(e1 − en) 0 0 0 0 0 0 0 0 · · · 0
1
λ (e
1 − e2) 0 0 0 0 0 0 1 0 · · · 0
1
λ (e
1 − e3) 0 0 0 0 0 0 0 1 · · · 0
...
...
...
...
...
...
...
...
...
. . .
...
1
λ (e
1 − en) 0 0 0 0 0 0 0 0 · · · 1


(3.33)
In order to put the error vector, ν(ti), into a matrix form usable by the EKF, Equation (3.15)
was used to construct the measurement error covariance matrix, R. The R matrix basically corre-
sponds to the accuracy of the measurements. There are five cases which needed to be identified:
- Diagonal terms
 Case 1: Variance of code measurement errors
 Case 2: Variance of phase measurement errors
- Off-diagonal (covariance) terms
 Case 3: Covariance of two different code measurement errors
 Case 4: Covariance of two different phase measurement errors
 Case 5: Cross-covariance of code and phase measurement errors
Case 1: (Code Variance) Using Equation (3.18) gave:
rρij , ρij = E
{
ν∆∇ρij ν∆∇ρij
}
= E
{(
∆∇T ij +∆∇Iij +∆∇mij +∆∇vij)2} (3.34)
Since the baseline distance between the mobile and reference receivers in this research was
short (less than 5 km, typically less than 100 m), the double-differenced tropospheric, ∆∇T ij , and
ionospheric, ∆∇Iij , errors were negligible and were ignored. All that remained were the multipath
and noise errors. Based on the airborne testing environment, the multipath and noise errors were
assumed to be completely uncorrelated and zero-mean. With these assumptions, the code variance
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equation became:
rρij , ρij = E
{(
∆∇mij +∆∇vij)2}
= E
{[
mimob−miref−(mjmob−mjref)+vimob−viref−(vjmob−vjref)
]2}
= 4E
{
m2 + v2
}
(3.35)
Case 2: (Phase Variance) Case 2 was identical to case 1, the only differences were the units and
magnitude of the error variance.
Case 3: (Code Covariance) Now Equation (3.34) became:
rρij , ρxy = E
{
ν∆∇ρij ν∆∇ρxy
}
(3.36)
There are two subcases which must be considered under case 3.
 Case 3A: i 6= j 6= x 6= y. Since the satellites were generally in different parts of the sky, the
measurements from each satellite experienced different tropospheric, ionospheric, multipath
and noise effects. Therefore, all code errors were assumed uncorrelated between satellites.
Thus, rρij , ρxy = 0, when i 6= j 6= x 6= y.
 Case 3B: i = x 6= j 6= y. The same assumptions about tropospheric and ionospheric errors
from case 1 were used which reduced the problem to:
rρij , ρiy = E
{
ν∆∇ρij ν∆∇ρiy
}
= E
{(
∆∇mij +∆∇vij) (∆∇miy +∆∇viy)}
= E
{[
mimob−miref−(mjmob−mjref)+vimob−viref−(vjmob−vjref)
]
[
mimob−miref−(mymob−myref)+vimob−viref−(vymob−vyref )
]}
(3.37)
As in case 1, all code multipath and noise errors were completely uncorrelated. Thus, all of
the j and y terms in the final part of Equation (3.37) canceled. After expanding and combining like
terms:
rρij , ρiy = 2E
{
m2 + v2
}
=
r
ρij, ρij
2
(3.38)
Case 4: (Phase Covariance) Case 4 was identical to case 3, the only differences were the units
and magnitude of the error variance.
Case 5: (Code/Phase Cross-covariance) The base equation now became:
rρij , φxy = E
{
ν∆∇ρij ν∆∇φxy
}
(3.39)
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Assuming that the code and phase errors were uncorrelated, every value was zero. Thus, rρij , φxy = 0.
If for some reason the tropospheric errors were large, due to a long baseline distance for instance,
some of the terms would be non-zero.
Finally, The complete R matrix was specified by:
R =


rρij , ρij rρij , ρik · · · rρij , ρik 0 0 · · · 0
rρij , ρik rρij , ρij · · · rρij , ρik 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
rρij , ρik rρij , ρik · · · rρij , ρij 0 0 · · · 0
0 0 · · · 0 rφij , φij rφij , φik · · · rφij , φik
0 0 · · · 0 rφij , φik rφij , φij · · · rφij , φik
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 rφij , φik rφij , φik · · · rφij , φij


(3.40)
where
rρij , ρij = double-differenced code measurement error variance
rρij , ρik = double-differenced code measurement error covariance
rφij , φij = double-differenced phase measurement error variance
rφij , φik = double-differenced phase measurement error covariance
The values used during both air and ground testing are listed in Table 3.5. The phase error
numbers were based on data from Ashtech Z Surveyor receivers as given in [48]. Although not
identical to the Javad® JNS100 receivers used in this research, the phase values were assumed
close enough to model the phase measurement errors accurately. The code error was determined
empirically through ground testing. The 12-meter code error de-weighted the code measurements,
which forced the floating filter to rely more heavily on the accurate phase measurements for position
estimation. Also, it helped the LAMBDA algorithm consistently return the true ambiguity set earlier
in the data run.
3.4.3 Discrete-Time Models. The previous dynamics equations described a continuous-
time system. Since the Kalman filter ran at periodic intervals, these equations had to be converted
into discrete-time models in the following form [32]:
x(tk+1) = Φ(tk+1, tk)x(tk) +wd (3.41)
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Table 3.5: Floating Point Filter Covariance Error Values
Term Definition Value
rρij , ρij Code error variance 4 (12 m)
2 = 576 m2
rρij , ρik Code error covariance 2 (12 m)
2 = 288 m2
rφij , φij Phase error variance 4 (
0.03 m
λL1
)2 = 0.0994 cycles2
rφij , φik Phase error covariance 2 (
0.03 m
λL1
)2 = 0.0497 cycles2
where
E {wd} = 0
E
{
wd(tk)w
T
d (tk)
}
= Qd
E
{
wd(tj)w
T
d (tk)
}
= 0, tj 6= tk
(3.42)
The state transition matrix, Φ(∆t), was calculated by:
Φ(tk+1, tk) = Φ(∆t) = e
F∆t (3.43)
where ∆t ≡ tk+1 − tk, resulting in the matrix:
Φ(∆t) =


1 0 0 ∆t 0 0 A 0 0 0 0 · · · 0
0 1 0 0 ∆t 0 0 A 0 0 0 · · · 0
0 0 1 0 0 ∆t 0 0 A 0 0 · · · 0
0 0 0 1 0 0 B 0 0 0 0 · · · 0
0 0 0 0 1 0 0 B 0 0 0 · · · 0
0 0 0 0 0 1 0 0 B 0 0 · · · 0
0 0 0 0 0 0 C 0 0 0 0 · · · 0
0 0 0 0 0 0 0 C 0 0 0 · · · 0
0 0 0 0 0 0 0 0 C 0 0 · · · 0
0 0 0 0 0 0 0 0 0 1 0 · · · 0
0 0 0 0 0 0 0 0 0 0 1 · · · 0
...
...
...
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 0 0 0 0 0 0 0 · · · 1


(3.44)
where
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A = T 2a
(
e−∆t/Ta − 1)+ Ta∆t
B = Ta
(
1− e−∆t/Ta)
C = e−∆t/Ta
The above Φ(∆t) matrix was a square matrix of 9 + (n − 1) states and was only used when
the velocity and acceleration states were selected via the initialization file. In position-only mode,
the Φ(∆t) matrix was a 3 + (n− 1) identity matrix since the F matrix was all zeros.
In the general case, the discrete dynamics driving noise matrix was calculated by [32]:
Qd(tk) =
∫ tk+1
tk
Φ(tk+1, τ)G(τ)Q(τ)G
T (τ)ΦT (tk+1, τ) dτ (3.45)
Since the Kalman gain matrix, G, was an identity matrix, Equation (3.45) can be reduced to:
Qd =
∫ ∆t
0
Φ(τ)QΦT (τ) dτ (3.46)
resulting in the matrix:
Qd =


D 0 0 E 0 0 G 0 0 0 0 · · · 0
0 D 0 0 E 0 0 G 0 0 0 · · · 0
0 0 D 0 0 E 0 0 G 0 0 · · · 0
E 0 0 K 0 0 L 0 0 0 0 · · · 0
0 E 0 0 K 0 0 L 0 0 0 · · · 0
0 0 E 0 0 K 0 0 L 0 0 · · · 0
G 0 0 L 0 0 M 0 0 0 0 · · · 0
0 G 0 0 L 0 0 M 0 0 0 · · · 0
0 0 G 0 0 L 0 0 M 0 0 · · · 0
0 0 0 0 0 0 0 0 0 U 0 · · · 0
0 0 0 0 0 0 0 0 0 0 U · · · 0
...
...
...
...
...
...
...
...
...
...
...
. . .
...
0 0 0 0 0 0 0 0 0 0 0 · · · U


(3.47)
where
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D = 12 T
5
a qa
(
1− e−2∆t/Ta)+ T 4a qa∆t (1− 2e−∆t/Ta)− T 3a qa (∆t)2 + 13 T 2a qa (∆t)3
E = T 4a qa
(
1
2e
−2∆t/Ta − e−∆t/Ta + 12
)
+ T 3a qa∆t
(
e−∆t/Ta − 1)+ 12 T 2a qa (∆t)2
G = 12 T
3
a qa
(
1− e−2∆t/Ta)− T 2a qa∆t e−∆t/Ta
K = 12 T
3
a qa
(
−e−2∆t/Ta + 4e−∆t/Ta + 2∆tTa − 3
)
L = −12 T 2a qa
(−e−2∆t/Ta + 2e−∆t/Ta − 1)
M = −12 Ta qa
(
e−2∆t/Ta − 1)
U = qN ∆t
Just as with the Φ matrix, Qd was a 9 + (n − 1) square matrix when the filter had
the relative velocity and acceleration states. If the filter was in position-only mode, then
the Qd matrix was 3 + (n− 1) states defined by:
Qd =


T 0 0 0 0 · · · 0
0 T 0 0 0 · · · 0
0 0 T 0 0 · · · 0
0 0 0 U 0 · · · 0
0 0 0 0 U · · · 0
...
...
...
...
...
. . .
...
0 0 0 0 0 · · · U


(3.48)
where
T = qp ∆t
U = qN∆t
(Note: Ta, qa, qp and qN from Equations (3.47) and (3.48) are described in Table 3.3.)
That concludes the discussion on the design of the floating point Kalman filter. Now
that the Kalman filter is complete, estimates of the double difference ambiguities and their
associated covariance matrix can be used to generate candidate ambiguity sets.
3.5 Candidate Ambiguity Set Generation
The candidate ambiguity sets were generated using a three-step process. First, the
floating point ambiguity estimates were changed using the Z-transform. Next, a discrete
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search was performed over the ellipsoidal region described as the ambiguity search ellipsoid.
Finally, an inverse Z-transform was performed to bring the integer ambiguity estimates back
into the original measurement space. The LAMBDA routine used in this thesis was taken
directly from the Delft University of Technology website in the Geodetic section. It was
converted from MATLAB® into C++ by the author. A detailed description of the LAMBDA
process and associated MATLAB® code can be found in [23–25].
The LAMBDA code had the option to select the top m candidate sets from the search
process. This parameter was set using the initialization file. For the purposes of this re-
search, the top two candidate ambiguity sets were selected. Based on this decision, the
floating point filter was given a specified amount of time to converge to the correct floating
ambiguity values. As previously stated, a wait time of two minutes was selected for the
filter convergence time. Two minutes gave the best trade-off between minimal amount of
delay and necessary convergence time to a floating point solution, which when sent to the
LAMBDA function, generally yielded the correct set in the top two candidate sets. Of
course, the number of satellites in view played a very significant role in the LAMBDA func-
tion’s ability to determine the correct integer ambiguity set. The two-minute convergence
time assumed L1 phase observables. If the filter had widelane phase observables available,
no convergence time was needed.
The algorithm could have a total of 50 available candidate ambiguity sets at one time.
However, all 50 were not necessarily present. Each time the LAMBDA function was run,
the top two ambiguity sets returned were checked against those already in the candidate
ambiguity bank. If there was a new set, it was added to the bank. If there were already
50 candidate sets in the bank, the new set replaced the set with the highest minimum
indicator value (i.e., the “worst” set). The minimum indicator is described in Section 3.7.
During testing, if there were at least seven to eight satellites in view when the floating filter
initialized, usually a maximum of about fifteen unique candidate ambiguity sets were found
during an hour-long data run. Of the fifteen candidates sets, the correct set was usually in
one of the top two positions.
The correct integer ambiguity set was the key to unlocking the power of the high
accuracy phase measurements. There was no guarantee that the correct set would be found
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in the top two sets returned from the LAMBDA function. The floating point filter was
designed to help enhance the chances that the LAMBDA function would successfully return
the correct set. A good discussion of the candidate ambiguity reliability can be found
in [27]. However, once the correct set was determined, the desired centimeter-level accuracy
was attainable (assuming no cycle slips occurred).
3.6 Multiple Model Adaptive Estimator Design
TheMMAE portion of this thesis closely follows Henderson’s previous development [20].
Each elemental filter was also very similar to the floating point filter described previously.
The theory for the MMAE was laid out in Section 2.5, and that theory was put into prac-
tice during the MMAE design. Lastly, filter pruning logic was added to help increase the
accuracy of the MMAE blended solution and reduce the computational load.
3.6.1 Elemental Filter Design. Each elemental filter (EF) followed the form
of the floating filter minus the last (n − 1) ambiguity states. If the floating filter was in
position-only mode, then the elemental filter’s state vector was only three states, namely the
X, Y and Z ECEF relative positions. If the floating filter was in the velocity/acceleration
mode, then each elemental filter had nine states. The elemental filters also followed the same
FOGMA model from before. Each elemental filter was identical with respect to the system
dynamics, process noise and tuning values. The only difference between the elemental filters
was the incoming observables and their associated covariance matrix, since the filters started
at different times. Each filter assumed its current candidate ambiguity set was the correct
set and automatically adjusted the double-differenced phase observables accordingly. The
corrected phase measurements were used to generate new state values and their associated
residuals. The residuals were then used in the conditional probability calculation that
determined which candidate set was the true fixed solution.
3.6.1.1 Elemental Filter Model Equations. The elemental filter state
vector, dynamics matrix and dynamics driving noise matrix were identical to the floating
filter except that the ambiguity states were removed.
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The elemental filters were initialized by the current output of the floating point filter:
xk(t0) = x(1−9)(tn)
Pk(t0) = P(1−9)×(1−9)(tn)
(3.49)
where tn was the time that the elemental filter started with respect to the floating filter
start time.
3.6.1.2 Elemental Filter Measurement Model. The elemental filters used
an almost identical measurement model to the floating point filter. The biggest difference
was the removal of all code measurements. Due to the noisy nature of the code measure-
ments, they were precluded from the MMAE filters. The code measurements helped the
floating filter with a “ball park” starting point, and prevented phase errors from ruining the
floating point solution. Also, the phase measurements were pre-corrected for a particular
ambiguity set prior to incorporation. The measurement vector was (n− 1) states given by:
z(ti) =
[(
∆∇φ12xy
)′ (
∆∇φ13xy
)′ · · · (∆∇φ1nxy)′
]
(3.50)
where (
∆∇φ12xy
)′
= ambiguity-corrected double-differenced phase measurement
between satellites 1 and 2(
∆∇φ13xy
)′
= ambiguity-corrected double-differenced phase measurement
between satellites 1 and 3
...(
∆∇φ1nxy
)′
= ambiguity-corrected double-differenced phase measurement
between satellites 1 and n
The computation of the ambiguity corrected phase measurements was defined by:
(
∆∇φabxy
)′
= ∆∇φabxy −∆∇N˜abxy (3.51)
where
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∆∇φabxy = the raw double-differenced phase measurement
between satellites a and b
∆∇N˜abxy = the double-differenced candidate ambiguity
value between satellites a and b
A candidate ambiguity set was made up of (n − 1) candidate ambiguity terms from
Equation (3.51). Assuming no cycle slips or loss-of-locks, the ∆∇N˜abxy term for a particular
satellite set would remain constant. Each elemental filter had its own unique candidate
ambiguity set. There may have been repeats in individual terms, but at least one ∆∇N˜abxy
term was different for each set. This was the main difference between the elemental filters.
Also, since the elemental filters may have started at different times during a data run, their
associated covariance matrices could vary.
Combining Equations (3.21) and (3.51) gave:
(
∆∇φabxy
)′
=
1
λ
(
∆∇rabxy+∆∇T abxy+∆∇Iabxy+∆∇mabxy+∆∇vabxy
)
+∆∇Nabxy−∆∇N˜abxy (3.52)
As discussed before in Section 3.4.2, the measurement model must be in the form:
z(ti) = h [x(ti), ti] + v(ti) (3.53)
Expanding the range term, and combining the others from Equation (3.52) gave:
(
∆∇φabxy
)′
=
1
λ
[
ray − rax − (rby − rbx)
]
+ ν∆∇φ (3.54)
where
∆∇rabxy = 1λ
[
ray − rax − (rby − rbx)
]
v∆∇φ =
1
λ
(
∆∇T abxy+∆∇Iabxy+∆∇mabxy+∆∇vabxy
)
+∆∇Nabxy−∆∇N˜abxy
As with the floating filter, the ν∆∇φ vector was modeled as white noise and the same
assumptions apply. There was one big difference however. The ∆∇Nabxy −∆∇N˜abxy term was
not necessarily “white”. In fact, the only time this term was “white”, was when the candi-
date ambiguity set was the true ambiguity set. When this happened, ∆∇Nabxy −∆∇N˜abxy = 0.
For any other ambiguity set there would always be a constant bias in the term. This fact
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was leveraged in the residual calculations. The constant bias would increase the residuals,
making the true set stand out in comparison. There was an exception to this rule: when a
particular, but wrong, candidate ambiguity set actually “fit” the measurements better than
the true set. In this case the wrong set’s residuals would be lower than the true ambiguity
set’s residuals. When this occurred, the blended solution from the MMAE would be pulled
further away from the true relative position. The stronger the fit of the incorrect ambigu-
ity set, the further away the blended solution would be from the true solution [20]. This
property of the MMAE blended solution prompted the follow-on research in this thesis.
Continuing the MMAE development, the measurement model must be linearized for
use in the filter. The linearization process was the same as the floating filter discussed in
Section 3.4.3. However, the final H matrix is shown below since it did vary slightly from
the floating filter.
When the floating filter was in velocity/acceleration mode, a single row in MMAE H
matrix was:
Hab =
[
1
λ
(
eay − eby
)
0 0 0 0 0 0
]
(3.55)
If the floating filter was in position-only mode, then a single row became:
Hab =
[
1
λ
(
eay − eby
)]
(3.56)
where
eay =
[
ea1 e
a
2 e
a
3
]
= unit line-of-sight vector between receiver and satellite a.
eby =
[
eb1 e
b
2 e
b
3
]
= unit line-of-sight vector between receiver and satellite b.
The full MMAE H matrix was the last (n − 1) rows of the floating filter H matrix
shown in Equation (3.33), without the ones for the ambiguity states. The full MMAE H
matrix when in velocity/acceleration mode was an (n− 1)-by-9 matrix specified by:
H =


1
λ(e
1 − e2) 0 0 0 0 0 0
1
λ(e
1 − e3) 0 0 0 0 0 0
...
...
...
...
...
...
...
1
λ(e
1 − en) 0 0 0 0 0 0


(3.57)
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In position-only mode:
H =


1
λ(e
1 − e2)
1
λ(e
1 − e3)
...
1
λ (e
1 − en)


(3.58)
The measurement error covariance matrix R was identical to the last (n − 1) rows
and columns of the floating filter R matrix. The MMAE R matrix was still defined by
Equation (3.15). The full MMAE R matrix was specified by:
R =


rφij , φij rφij , φik · · · rφij , φik
rφij , φik rφij , φij · · · rφij , φik
...
...
. . .
...
rφij , φik rφij , φik · · · rφij , φij


(3.59)
where
rφij , φij = double-differenced phase measurement error variance
rφij , φik = double-differenced phase measurement error covariance
The values for rφij , φij and rφij , φik were the same as the floating filter shown in Table 3.5.
3.6.1.3 Elemental Filter Discrete-Time Models. Just as with the floating
filter, the elemental filter must use discrete-time models for implementation in an EKF
construct. The method described in Section 3.4.3 was used for the elemental filters, once
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again assuming ∆t ≡ tk+1 − tk.
Φ(∆t) =


1 0 0 ∆t 0 0 Ae 0 0
0 1 0 0 ∆t 0 0 Ae 0
0 0 1 0 0 ∆t 0 0 Ae
0 0 0 1 0 0 Be 0 0
0 0 0 0 1 0 0 Be 0
0 0 0 0 0 1 0 0 Be
0 0 0 0 0 0 Ce 0 0
0 0 0 0 0 0 0 Ce 0
0 0 0 0 0 0 0 0 Ce


(3.60)
where
Ae = T
2
a
(
e−∆t/Ta − 1)+ Ta∆t
Be = Ta
(
1− e−∆t/Ta)
Ce = e
−∆t/Ta
The above Φ(∆t) matrix was a square matrix of nine states and was only used when
the velocity and acceleration states were turned on in the floating filter. In position-only
mode, the Φ(∆t) matrix was a 3-by-3 identity matrix since the F matrix was all zeros.
The discrete driving noise matrix was defined by:
Qd =


De 0 0 Ee 0 0 Ge 0 0
0 De 0 0 Ee 0 0 Ge 0
0 0 De 0 0 Ee 0 0 Ge
Ee 0 0 Ke 0 0 Le 0 0
0 Ee 0 0 Ke 0 0 Le 0
0 0 Ee 0 0 Ke 0 0 Le
Ge 0 0 Le 0 0 Me 0 0
0 Ge 0 0 Le 0 0 Me 0
0 0 Ge 0 0 Le 0 0 Me


(3.61)
where
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De =
1
2 T
5
a qa
(
1− e−2∆t/Ta)+ T 4a qa∆t (1− 2e−∆t/Ta)− T 3a qa (∆t)2 + 13 T 2a qa (∆t)3
Ee = T
4
a qa
(
1
2e
−2∆t/Ta − e−∆t/Ta + 12
)
+ T 3a qa∆t
(
e−∆t/Ta − 1)+ 12 T 2a qa (∆t)2
Ge =
1
2 T
3
a qa
(
1− e−2∆t/Ta)− T 2a qa∆t e−∆t/Ta
Ke =
1
2 T
3
a qa
(
−e−2∆t/Ta + 4e−∆t/Ta + 2∆tTa − 3
)
Le = −12 T 2a qa
(−e−2∆t/Ta + 2e−∆t/Ta − 1)
Me = −12 Ta qa
(
e−2∆t/Ta − 1)
Just as with the Φ matrix, the Qd was a 9-by-9 square matrix when the filter has the
velocity and acceleration states. If the filter was in position-only mode, then the Qd matrix
was 3-by-3 states defined by:
Qd =


Te 0 0
0 Te 0
0 0 Te

 (3.62)
where
Te = qp ∆t
(Note: Ta, qa and qp from Equations (3.61) and (3.62) are described in Table 3.3)
3.6.2 Conditional Probability Calculations. The heart of the MMAE calcula-
tions was the conditional probability. The probability assigned to each candidate ambiguity
set was used to determine the weighted or blended MMAE position solution. An overview
of the conditional probability is shown in Figure 3.4 and described in detail in Section 2.5.1.
For clarification the probability equations are repeated below:
pk(ti) =
fz(ti)|a,Z(ti−1)(zi|ak,Zi−1) pk(ti−1)∑k
j=1 fz(ti)|a,Z(ti−1)(zi|aj ,Zi−1) pj(ti−1)
(3.63)
where
fz(ti)|a,Z(ti−1)(zi|ak,Zi−1) = 1(2pi)m/2√|Ak(ti)| e
{•}
{•} = −12 rTk (ti) A−1k (ti) rk(ti)
(3.64)
and
A(ti) = H(ti)P(t
−
i )H
T (ti) +R(ti)
r(ti) = zi − h
[
xˆ(t−i ), ti
] (3.65)
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Originally, Henderson [20] used the updated state estimate and covariance after mea-
surement incorporation, called “post-fit” residuals, to perform the probability calculations.
It was thought that the updated residuals would be less noisy and therefore provide a more
accurate probability estimate. However, further research performed by Ormsby [44], proved
that there was no theoretical difference between the “pre-fit” and “post-fit” residuals for
this type of MMAE. To test the theory proposed by Ormsby, both “pre-fit” and “post-fit”
residual calculations were performed during test runs. The results are shown in Chapter IV.
Also, since every elemental filter in Henderson’s thesis started at the same time, the
leading 1
(2pi)m/2
√
|Ak(ti)|
coefficient was removed during his testing [20]. For this thesis, each
elemental filter did not necessarily start at the same time, so the coefficient must be included.
3.6.2.1 Lower Probability Bounds. The lower probability bound, ε, de-
scribed in Section 2.5.1.1 was set at 0.001. The lower probability bound prevented the
MMAE from assigning a value of zero to a particular conditional probability set. Although
the probability of a particular elemental filter may be nonzero, the elemental filter’s condi-
tional probability would remain at zero if it were ever computed as zero, based on the nu-
merator in Equation (3.63). Also, to improve the weighted MMAE solution’s accuracy, only
candidate ambiguity sets with probabilities above 1 percent were included in the blended so-
lution. However, care was taken after any candidate set was removed ensuring the remaining
probabilities were re-weighted based on a total density of 100 percent.
3.6.3 Elemental Filter Pruning. Pruning elemental filters from the MMAE
served a dual purpose. First, it prevented an erroneous candidate set from degrading the
MMAE accuracy. Second, it significantly reduced the computational load. Along with all
of the required MMAE calculations on a candidate set, the minimum indicator calculations
also needed to be performed. Within the minimum indicator calculations (described below
in Section 3.7) was a second order least squares fit on the time history of the sum-of-
squared (SOS) residuals. The least squares fit was computationally expensive, especially as
the number of data points to be fit increased.
The method used to prune elemental filters was based on the floating filter’s relative
position standard deviation. If the difference between a candidate ambiguity set’s relative
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position and the floating filter’s relative position was outside of three standard deviations
(according to the floating filter estimation), the associated elemental filter was selected for
removal.
It should be noted that most MMAEs were designed to look for changes within a
particular system. This MMAE was no different. It also looked for changes in the phase
measurements that best matched the ambiguity candidates. However, since each elemental
filter represented a constant bias, namely a particular ambiguity set, once that set was
determined to be incorrect, in all likelihood it would not be the correct set at any time
during the remainder of a test run. But, there was a possibility that one of the incorrect
sets could become the correct set based on certain errors.
There was always the possibility of cycle slips or loss-of-lock during a data run. There-
fore, incorrect ambiguity sets in the candidate bank could potentially be the correct set at a
later time, if a cycle slip or loss-of-lock occurred. If a candidate set was within the previously
described three-sigma value, it was best to have the set in the candidate bank as a possible
solution should a cycle slip occur. The algorithm only used candidate sets which had a
conditional probability above 1 percent in the weighted position calculation. Thus, even
though there might have been numerous incorrect candidate ambiguity sets in the bank,
this usually would not grossly affect the blended relative position solution. The exception
to this rule was when an incorrect ambiguity set “fit” the measurements better than the
true ambiguity set, as discussed previously.
Finally, in order for the MMAE solution to be a true fixed-integer solution, a single
set must absorb all of the elemental probability. This, of course, cannot happen since
the algorithm artificially injected a lower probability bound on any candidate set which
was assigned a probability value lower than 0.001. However, in practice, one ambiguity
set would usually absorb almost all of the probability, leaving a very small amount to be
divided among the remaining candidate ambiguity sets. When this happened, the 1 percent
weighted position removal logic precluded every set except the “high” probability set from
being used in the relative position calculation. Now the MMAE “blended” solution only
contained one ambiguity set, so it was a true fixed-integer solution. Of course, the “high”
probability set was not necessarily the correct ambiguity set. In this case, the navigation
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solution was inaccurate, but based on the three-sigma pruning logic, the solution was still
reasonable.
3.7 Minimum Indicator Design
The major thrust of this thesis was the design and development of the new minimum
indicator variable for candidate ambiguity set verification. Certain characteristics of the
candidate ambiguity sets lend themselves to identifying the true ambiguity set properly over
time. First, conditional residuals must be calculated. There would be (n − 1) conditional
residuals, one for each individual ambiguity candidate in a particular ambiguity set. Next,
the SOS residuals for each candidate set was calculated. The time history of SOS residuals
for each candidate set was saved and used in a second order least squares fit to determine
the coefficients on the x2 and x terms. Finally, a combination of the average SOS residuals
and average coefficients was used to calculate the minimum indicator value.
3.7.1 Conditional Residuals Calculations. The first and most important part
of the minimum indicator section was the conditional residuals calculation. The conditional
residuals were the residuals conditioned on the fact that a particular candidate ambiguity set
was the true set. Unlike the residuals that were calculated by the MMAE elemental filters,
the conditional residuals were an epoch-by-epoch calculation with no knowledge of previous
measurements or residuals. The conditional residuals could be likened to a snapshot in time,
and were calculated for each candidate ambiguity set.
Before the conditional residual calculation was performed, a small correction was
applied to the raw double-differenced phase measurements. The correction term was due
to small differences in receiver clock errors. The receiver clock was used to determine
the transmit time for the GPS signal, which in turn determined satellite positions. The
difference in clock errors meant each receiver calculated a slightly different satellite position
for the same satellite at a particular GPS time.
The difference between the calculated satellite positions was specified by:
∆pa = pax − pay
∆pb = pbx − pby
(3.66)
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where
pax = ECEF position for satellite a from receiver x
pay = ECEF position for satellite a from receiver y
pbx = ECEF position for satellite b from receiver x
pby = ECEF position for satellite b from receiver y
The dot product of the delta terms and the satellite unit line-of-sight vectors form the
correction term:
1
λ
[
ea ·∆pa − eb ·∆pb
]
(3.67)
where
λ = wavelength (L1, L2, or widelane)
ea = unit line-of-sight vector for satellite a
eb = unit line-of-sight vector for satellite b
Finally, the double-difference phase was corrected by:
(∆∇φ)′ = ∆∇φ− 1
λ
[
ea ·∆pa − eb ·∆pb
]
(3.68)
where
∆∇φ = raw double-differenced phase measurements
Now that the double-differenced phase was corrected for receiver clock errors, a least
squares approach was used to calculate the conditional residuals. First, the measurement
vector, z, was defined as:
z = (∆∇φ)′ (3.69)
The measurements were modified by the candidate ambiguity sets just as with the elemental
filters in the MMAE by:
zn = z−∆∇N˜n (3.70)
The ∆∇N˜n term was a particular candidate ambiguity set. Now each candidate ambiguity
set was applied to the corrected double-differenced phase measurements forming K unique
measurement vectors, zn (K was the number of elemental filters, or equivalently, the number
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of candidate ambiguity sets). Using Equation (3.14) as a base and theHmatrix development
in the same section, the measurement vector was described by:
zn = H∆x (3.71)
The H matrix in Equation (3.71) was identical to the one described in Section 3.6.1.2. The
state estimate was calculated by rearranging Equation (3.71). Since the H matrix was not
square, a pseudo-inverse was performed using:
∆xˆ =
[(
HTH
)−1
HT
]
zn (3.72)
Looking back, it would have been more appropriate to include the measurement error covari-
ance matrix, R, in Equation (3.72). However, the results presented in Chapter IV should
not be significantly affected by its removal. From the development in Section 2.4.5 the
residual calculation was performed by:
r = zn −H∆xˆ (3.73)
Equation (3.73) was the basis from which a direct calculation of the residuals was possible
without explicitly calculating a state estimate. By combining Equations (3.72) and (3.73),
the resulting residual calculation became:
r = zn −H
[(
HT H
)−1
HT
]
zn
r =
[
I−H (HTH)−1HT ] zn
(3.74)
The bracketed portion in the final line of Equation (3.74) was calculated once per epoch
since its value did not change based on the candidate ambiguities. Finally, each candidate
zn vector was applied, resulting in the residuals conditioned upon a particular ambiguity
set.
Equation (3.74) allowed for a quick and efficient method of determining the residuals
for each candidate ambiguity set. The SOS residuals calculation was performed by:
SOS residuals = (r12)
2 + (r13)
2 + (r14)
2 + · · ·+ (r1n)2 (3.75)
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where
r12 = residual for double-differenced phase between satellites 1 and 2
r13 = residual for double-differenced phase between satellites 1 and 3
r14 = residual for double-differenced phase between satellites 1 and 4
...
r1n = residual for double-differenced phase between satellites 1 and n
The minimum SOS residuals was the primary indicator for the correct ambiguity
set. However, there were local minima for which a particular ambiguity set might “fit” the
measurements better that the true set. As time elapsed, the incorrect ambiguity set’s SOS
residuals began to increase again as seen in Figure 3.6. The time elapse was directly related
to satellite geometry. Satellite geometry was the main component in determining the proper
ambiguity set. The reason is apparent with the unit line-of-sight vectors included in the H
matrix.
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Figure 3.6: SOS Residuals Example
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3.7.2 Sum-of-Squared Residual Description. As mentioned above, the primary
thrust of this thesis was developing a new technique to determine the true ambiguity set
based on the nature of the sum-of-squared (SOS) residuals of the least squares position
estimate, after measurement incorporation. This new technique is called the minimum
indicator. The minimum indicator took advantage of unique properties of the true ambiguity
set’s residuals.
Normally, the true ambiguity set’s residuals were lower than any other candidate set.
However, errors on the phase measurements, such as multipath and noise, can make an
erroneous ambiguity set’s measurements appear to fit the position solution better than the
true set. This phenomenon normally only occurred for a short time. As satellite geometry
and errors changed, the erroneous set’s residuals began to increase again above those of the
true ambiguity set. The time frame when the erroneous ambiguity set’s residuals were below
the true set was described as a local minimum. The decrease-increase cycle of an erroneous
ambiguity set’s residuals formed a shape similar to a parabolic curve. In contrast, the true
ambiguity residuals were generally a horizontal line. Figure 3.7 shows an example of the
parabolic nature of the erroneous residuals, compared with the horizontal nature of the true
residuals. The data for Figure 3.7 came from the widelane data run on 28 May 2004 at the
Air Force Institute of Technology (AFIT). However, the SOS residuals for L1 observables
displayed the same characteristics.
The erroneous ambiguity set’s residuals followed the form of y = ax2+ bx+ c, but the
true set’s residuals were of the form y = bx + c. Since the true residuals were horizontal,
the b coefficient on the x term was theoretically zero (so were the coefficients on all other
higher-order terms, including the second-order a coefficient). Also, the true ambiguity set’s
y-axis intercept, c, should be the smallest based on the true set’s horizontal nature and low
residuals.
By using a least squares fit on the residuals, the a, b, and c coefficients can be
determined for each ambiguity set (assuming there are at least three data points). Based
on the discussion above, the set with the smallest coefficients should, in theory, be the true
ambiguity set. The minimum indicator got its namesake from the process of picking the
ambiguity set with the “minimum”, or smallest, coefficients.
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Figure 3.7: SOS Residual Comparison
3.7.3 Least Squares Fit Calculation. The previous section described in detail
the special characteristics of the SOS residuals for both correct and incorrect ambiguity sets.
By using the time history of SOS residuals and least squares fit equations, the algorithm
provided one more piece to the minimum indicator “puzzle”. The greatest discrimina-
tor/filter ever constructed was the human eye. A human could examine Figures 3.6 and 3.7
and determine the correct ambiguity set with relative ease. The trick was to determine the
elements which allow a human to identify the true ambiguity set correctly. One of those
elements was the slope of the SOS residual line.
In order to reduce the number of data points collected, the SOS residuals were saved
once every 10 seconds (the SOS residuals calculation was done every second). The data
point reduction served a dual purpose. First, it limited the amount of required memory,
and more importantly, significantly reduced the computational load of the least squares fit.
During an hour-long data run, the number of data points was reduced from 3600 to only
360. Since a general idea of the shape of the residuals was desired, there was no need to
collect data points at a one Hz rate.
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Before the least squares fit was accomplished, a sufficient amount of data points were
required. A two-minute, initial SOS residuals acquisition time was used before any least
squares fit calculations were performed. Based on the SOS residuals “save interval” of ten
seconds, the initial acquisition time resulted in 12 data points. This was more than enough
data points to perform the calculation and determine trends in the SOS residuals.
The least squares fit needed two vectors and the specified order to accomplish the
calculation. The first required vector was the actual data points, denoted as y. The m-by-1
y vector was specified by:
y =
[
y1 y2 y3 · · · ym
]T
(3.76)
where
y1 = the first data point
y2 = the second data point
y3 = the third data point
...
ym = the m
th data point
The second vector, denoted by x, was the time difference between each data point, and
specified as:
x =
[
∆t1 ∆t2 ∆t3 · · · ∆tm
]T
(3.77)
where
∆t1 = t1 - t0
∆t2 = t2 - t0
∆t3 = t3 - t0
...
∆tm = tm - t0
Since the sample rate of the SOS residuals was once every 10 seconds (0.1666 minutes),
the x vector was an m-by-1 vector, where ∆tm = 0.1666m minutes.
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From the x vector a new matrix, A, was constructed based on the desired order. It
was an m-by-(order+1) matrix given by:
A =


1 ∆t1 (∆t1)
2 · · · (∆t1)order
1 ∆t2 (∆t2)
2 · · · (∆t2)order
...
...
...
. . .
...
1 ∆tm (∆tm)
2 · · · (∆tm)order


(3.78)
Specifically for this thesis, the A matrix was:
A =


1 0.1666 0.0277
1 0.3333 0.1111
...
...
...
1 0.1666m (0.1666m)2


(3.79)
The units in Equation (3.79) are minutes. The conversion from seconds to minutes
was done to make the final computation easier and promote better discrimination between
different ambiguity set’s coefficients.
The final step was the computation of the coefficient vector, c. The coefficient calcu-
lation was:
c =
[(
ATA
)−1
AT
]
y (3.80)
The c vector was (order+1)-by-1 with the highest coefficient value in the last location.
3.7.4 Minimum Indicator Calculation. The minimum indicator calculation
used the previous development with some slight modifications to determine the correct
ambiguity set. Since the SOS residuals for each ambiguity set changed from epoch to
epoch, the coefficients from the least squares fit also changed slightly when the calculation
was performed. Therefore, the average SOS residuals and coefficients for each particular
ambiguity set was used in the minimum indicator calculation. The average SOS residuals
was calculated as:
SOS residualsk =
1
m
m∑
i=1
SOS residualsk(ti) (3.81)
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where
m = Number of individual SOS residuals for ambiguity set k
SOS residualsk(ti) = SOS residuals for ambiguity set k at epoch i
The minimum indicator calculation only used the c2 and c1 coefficients from the x
2
and x terms of the characteristic equation, c2 x
2 + c1 x + c0. Once again, the mean values
for both the c2 and c1 coefficients was calculated with a minor modification. Since the true
ambiguity set would have a slope of zero, the c2 and c1 should theoretically be zero. Of
course, in practice the slopes were not exactly zero, but very close. There may have been
sections of the SOS residuals that had a negative slope. The real indicator of interest was
the magnitude, not necessarily the direction of the slope. Therefore, the average for the
coefficients was the average of their magnitude calculated by:
ck2 =
1
l
∑l
i=1 |ck2(ti)|
ck1 =
1
l
∑l
i=1 |ck1(ti)|
(3.82)
where
l = Number of individual coefficients for ambiguity set k
ck2(ti) = c2 coefficient for ambiguity set k at epoch i
ck1(ti) = c1 coefficient for ambiguity set k at epoch i
As previously discussed, a wrong candidate ambiguity set may have a local minimum
where its SOS residuals were lower than those of the true ambiguity set. This was the
primary reason the least squares fit calculation was performed. The additional information
gathered from the coefficients helped discriminate between erroneous sets and the true
ambiguity set. However, there was still the possibility that a new ambiguity set returned
from the LAMBDA function would be in its local minimum stage. If so, the SOS residuals
and the slope would be less than or equal to the true ambiguity set’s values. If the floating
filter had been running for an extended time and the true ambiguity set was identified,
then the algorithm should not be deceived by the new ambiguity set. To help alleviate
this problem, the average SOS residuals and coefficients were divided by the total number
of epochs a candidate ambiguity set was “alive”. “Weighting” was increased the longer a
candidate ambiguity set remained in the ambiguity bank.
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The final value used in the minimum indicator calculation was the number of times a
candidate set was returned from the LAMBDA function as the number one set. This value
was added to the total number of epochs a candidate was alive, which increased the “weight”
of a particular candidate ambiguity set. Finally, the minimum indicator calculation became:
Minimum Indicatork =
SOS residualsk + ck2 + c
k
1
m+ i
(3.83)
where
m = Total number of epochs ambiguity set k has been alive
i = Number of times ambiguity set k has been the number
one set from the LAMBDA function
Although not explicitly used in the minimum indicator equation, the ratio test de-
scribed in Section 2.3.2 was used during the minimum indicator calculations. A candidate
ambiguity set had to brake a minimum ratio specified in the initialization file before consid-
eration as the minimum indicator. The ratio value was generally set at 1.5 or 2.0. As added
protection against an incorrect set being selected as the minimum indicator, a candidate set
must have been the top ambiguity set from LAMBDA at least once before it was considered
as the minimum indicator. These last two checks further protected against a local minima
set from being selected as the minimum indicator.
3.8 Relative Position Update
The relative position module ran at the raw measurement speed from the Javad®
receivers. It would sit idle until a new set of measurements arrived. The precise centimeter-
level navigation solution was the primary output from the algorithm. To provide this output
at high data rates, an efficient method was needed for calculating the relative position.
Much of the development for the relative position calculation has already been discussed in
Section 3.7.1.
The relative position calculation was accomplished using only phase measurements
since they were more precise and less noisy than the code measurements. The same phase
correction from Equation (3.68) was applied to the incoming raw phase measurements.
3-46
Next, an ambiguity set was applied to the phase measurements as in Equation (3.70). The
ambiguity set was either the current minimum indicator, or the blended ambiguity set from
the MMAE. A flag in the initialization file determined which value was used as shown in
Figure 3.5. Finally, the actual relative position calculation was Equation (3.72), repeated
here for clarity:
∆xˆ =
[(
HTH
)−1
HT
]
zn (3.84)
As shown in Figure 3.5, the “best” ambiguity set was only sent to the relative position
module once a second. Therefore, the ambiguities could not change before the next floating
filter update. The H matrix in Equation (3.84) was also constant over the time period
between floating filter updates. Since the unit line-of-sight vectors in the H matrix changed
very slowly, there was no degradation in the navigation solution by not calculating a new
H matrix each time new phase measurements arrived. This saved time and was much more
efficient. So, the only change in Equation (3.84) from epoch-to-epoch was the incoming raw
phase measurements, until a new filter update occurred. Once the floating filter update
occurred, a new H matrix and potentiality a new set of ambiguities were sent to the relative
position module. Potential problems such as cycle slips are discussed next.
3.9 Cycle Slips
The presence of cycle slips in the double-differenced phase observables posed a signif-
icant problem when trying to resolve the phase ambiguities. Newer receivers have done a
remarkable job reducing cycle slips, and some even set a flag when a cycle slip occurs. The
first step in fixing a cycle slip was accurate detection. After a cycle slip was detected, it
had to be repaired or reset. The proper handling of cycle slips was imperative to achieving
centimeter-level navigation accuracy.
3.9.1 Cycle Slip Detection. Since the algorithm ran in real-time, it needed to
detect and handle any potential cycle slips properly. Originally, it was believed that the
Javad® JNS100 had a cycle slip flag for the phase-lock loop (PLL). However, late in the
testing phase it was discovered that the JNS100 was not only missing the cycle slip flag, but
did not have any flags for the delay-lock loop (DLL) or PLL. The only functioning loop flag
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was a loss-of-lock flag on the DLL. A combination of the loss-of-lock flag, triple-differenced
phase observables, and a Doppler prediction method were used to detect cycle slips.
There has been much research in the area of cycle slip detection and correction [1–3,
14,17]. However, most research revolved around dual-frequency receivers. Since the JNS100
was L1 only, the triple-differenced phase observables and Doppler prediction methods were
the quickest, easiest way to detect cycle slips. The triple-differenced phase observables were
created by:
∇∆∇φabxy = ∆∇φabxy(ti)−∆∇φabxy(ti−1) (3.85)
where
∆∇φabxy = Double-differenced phase measurement
ti = time at epoch i
After the triple-differenced observables were formed, one final difference was made for
cycle slip detection. The difference between successive triple difference measurements was
formed by:
Error quantity = ∇∆∇φabxy(ti)−∇∆∇φabxy(ti−1) (3.86)
where
∇∆∇φabxy = Triple-differenced phase measurement
ti = time at epoch i
Expanding the triple-differenced phase observables from Equation (3.86) and col-
lecting like terms, reveals why the triple-difference phase observables detect cycle slips.
Expanding the triple-differenced phase term gave:
∇∆∇φabxy =
[
1
λ
(
∆∇rabxy+∆∇T abxy+∆∇Iabxy+∆∇mabxy+∆∇vabxy
)
+∆∇Nabxy
]
(ti)−[
1
λ
(
∆∇rabxy+∆∇T abxy+∆∇Iabxy+∆∇mabxy+∆∇vabxy
)
+∆∇Nabxy
]
(ti−1)
= 1λ
(
∆∇rabxy+∆∇T abxy+∆∇Iabxy+∆∇mabxy+∆∇vabxy
)
(ti)−
1
λ
(
∆∇rabxy+∆∇T abxy+∆∇Iabxy+∆∇mabxy+∆∇vabxy
)
(ti−1)+[
∆∇Nabxy(ti)−∆∇Nabxy(ti−1)
]
(3.87)
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The the bracketed portion of the final line of Equation (3.87) holds the key. Since the
ambiguities from one epoch to the next remained constant unless a cycle slip or loss-of-lock
occurred, the bracketed term,
[
∆∇Nabxy(ti)−∆∇Nabxy(ti−1)
]
, must be zero or a cycle slip had
occurred. The difference between triple-difference ambiguities from adjacent epochs would
also be zero unless a cycle slip occurred. Since all of the terms in Equation (3.87) canceled
except the noise and range terms, the final difference canceled the range term (the noise
terms could not be canceled). Therefore, if the error quantity in Equation (3.86) was much
greater than zero, a cycle slip had occurred. Normally, if a cycle slip occurred, the difference
from one epoch to the next would be an integer value equaling the size of the cycle slip.
However, since all of the terms did not completely cancel, there was some inherent noise in
the error quantity value.
The JNS100 exhibited some unusual behavior regarding cycle slips during the driving
tests. Occasionally, a single-cycle cycle slip would occur on certain satellites. There did
not appear to be any correlation between the satellite number, tracking loop or satellite
elevation and the possibility of the strange cycle slip. However, there were tall buildings,
trees and light poles in the driving area. The most likely cause was minor masking from
one of the obstacles mentioned above. All cycle slips during flight testing were attributed
to aircraft maneuvering.
Based on the driving tests, a 0.5 cycle threshold for triple-differenced observables was
set. Even with the low threshold, very few cycle slips were detected during testing both
on the ground and in flight. Ground testing revealed the triple-difference method was the
best at detecting cycle slips. However, the Doppler prediction method (described below)
was still used for redundancy.
The second technique used to catch cycle slips was the Doppler prediction method [47].
This approach generally works well when the data rate is relatively high. The smaller the
data interval, the more accurate the Doppler measurements become. Since the algorithm
ran at 20 Hz, the Doppler measurements from the Javad® receiver were a good prediction
of the expected phase. The base equation relating carrier-phase to Doppler was:
φ˜(ti) = φ(ti−1) + (ti − ti−1)∆f(ti) (3.88)
3-49
where
∆f = Doppler measurement (Hz)
φ = Carrier-phase measurement (cycles)
ti = time at epoch i (sec)
The predicted phase, φ˜(ti), was then compared against the raw phase measurement
from the same epoch. The difference between the two measurements was the prediction
error.
Error = φ˜(ti)− φ(ti) (3.89)
If the magnitude of the error from Equation (3.89) rose above a specified threshold, then a
cycle slip had occurred. The algorithm in this thesis used a threshold of one cycle for the
Doppler prediction method. This value was determined empirically.
The Javad® JNS100 periodically synchronized its internal clock to GPS time. This
caused a spike in the Doppler measurement, which looked like a cycle slip. The problem
was easily overcome since the clock shift was exactly one millisecond. The resulting Doppler
change is:
Doppler Shift =
c
1000λ
(3.90)
where
c = Speed of light in vacuum (m/sec)
λ = Carrier-phase wavelength (m/cycle, L1, L2, or Widelane)
Table 3.6 shows the values resulting from Equation (3.90).
Table 3.6: Doppler Change Caused by Clock Shift
Wavelength Value
L1 1575420 cycles/sec
Widelane 347820 cycles/sec
If a loss-of-lock flag was set or either of the two previously mentioned cycle slip
detection routines sensed a cycle slip, the associated satellite was flagged. The measurements
and ambiguities from affected satellites were not used until the cycle slip was corrected. The
next section describes how the algorithm handled cycle slip correction.
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3.9.2 Cycle Slip Correction. No attempt was made to correct cycle slips in
the algorithm. Instead, the affected ambiguity state was reset using Equation (3.11). Also,
the associated covariance row and column in the P matrix were zeroed with the ambiguity
variance reset to the ambiguity value in Table 3.4. Before the reset occurred, the PLL
and DLL were given ten seconds to stabilize. Since the flags for the PLL and DLL were
turned off in the JNS100, this wait time was imperative to ensure accurate phase and code
measurements. Testing showed significant improvement in the algorithm’s ability to handle
cycle slips when the wait time was included.
The only exception to the above rule was when a cycle slip occurred on the reference
satellite for the double-difference observables. If this happened, the entire filter was reset.
Although there are better ways to handle such a situation (see [4] or Section 3.10 for an
example), its occurrence was very low (the reference satellite was the highest elevated satel-
lite, making cycle slips much less likely). A trade-off between added value and time required
was made.
A cycle slip not only affects the floating filter, but also the MMAE, Minimum Indicator
and relative position update. The next section discusses the impact of cycle slips on the
MMAE and Minimum Indicator, followed by the relative position update.
3.9.3 MMAE and Minimum Indicator Cycle Slip Handling. Cycle slip cor-
rection was easy for the floating filter section, but much more involved and time consuming
for the candidate ambiguity sets. If a cycle slip occurred, then every candidate ambiguity
set was affected. The elemental filters from the MMAE and the Minimum Indicator section
used the same candidate ambiguity sets for their calculations. Therefore, the candidate
ambiguity sets were first corrected for cycle slips and then sent to each section.
First, the affected individual ambiguities were removed from each candidate set. Af-
ter that, a temporary relative position calculation was made for each candidate set. The
relative position was then used to estimate the affected ambiguities based on the raw phase
measurements. In equation form, the process was similar to Section 3.7.1.
The first step was to remove the affected ambiguities from the candidate sets. The H
matrix and raw phase measurements were also modified since an ambiguity was removed.
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The associated row from the H matrix, and raw phase measurement were removed before
the position calculation was performed. The estimated relative position conditioned on a
particular ambiguity set was specified by:
∆xˆ′ =
[(
(H′)TH′
)−1
(H′)T
]
z′n (3.91)
where
H′ = Modified H matrix with associated cycle slip rows removed
z′n = Modified zn vector with associated cycle slip raw phase
measurements and ambiguities removed
The temporary relative position, ∆xˆ′, was based only on the good (i.e., non-cycle slip)
ambiguity values from the previous epoch. Now the H matrix was returned to its original
form. New phase measurements based on the estimated relative position and original H
matrix were calculated by:
(∆∇φ)′′ = Hxˆ′ (3.92)
The estimated ambiguities were then calculated by subtracting the new phase measurements
in Equation (3.92) from the corrected phase measurements in Equation (3.68):
∆∇N˜ = (∆∇φ)′ − (∆∇φ)′′ (3.93)
The ambiguities in Equation (3.93) would not necessarily be integers after the calculation
(but they would be very close to integers). Therefore, the final step was to round each
individual ambiguity term to an integer value.
One potential problem must be addressed, however. There was a possibility, when
certain ambiguities were removed from the candidate ambiguity sets, that two or more sets
would now be the same. If this happened, when the reverse transformation occurred, the
ambiguity sets would still match. Since all of the candidate ambiguity sets must be unique,
any duplicate sets must be removed. The ambiguity set with the lowest minimum indicator
was kept, and all others were discarded.
3-52
3.9.4 Relative Position Update Cycle Slip Handling. Since the relative posi-
tion module was designed for speed, there was no attempt to fix any detected cycle slips.
If a cycle slip occurred, the associated satellite was flagged. The flag on that satellite re-
mained until the next floating filter update and a reset was performed. No measurements
from that satellite were used in the relative position calculation from the time the cycle slip
was detected until it was reset.
If a cycle slip occurred on the reference satellite, the relative position update was
stopped until the next floating filter update. This particular problem never occurred during
testing. The only other time the relative position update was stopped was when there
were fewer than four usable satellites, whether it was due to cycle slips or receiver antenna
masking. Again, this never happened during testing.
3.10 Losing/Gaining Satellites
Another potential problem when running in real-time was the loss or gain of satellites.
A satellite may be lost when it set below the elevation cutoff angle or was masked by an
obstacle. Usually, satellites were only gained when they rose above the elevation cutoff
angle. However, if the satellite was lost due to masking, then it could be reacquired when
the obstruction was removed.
Losing a satellite was the easier of the two problems. If a satellite was lost, the
associated ambiguity state and row and column from the P matrix were removed from
the floating filter. Also, the associate ambiguity state from the candidate ambiguities was
removed. The candidate ambiguities were checked to ensure each was unique, as described
in Section 3.9.3. These were the only changes required, aside from resizing other matrices
such as the F, R, etc.
If a satellite was gained, the problem became more complex. The floating filter needed
only to initialize a new ambiguity state in the state vector and insert rows and columns into
the P matrix. Next, the candidate ambiguities were corrected for the new satellite. The
process was very similar to that of the cycle slip discussion in Section 3.9.3. But, the first
step of removing a satellite was no longer needed. All of the other steps were identical. In
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fact, a cycle slip was handled as if a satellite was lost and then gained on the same epoch.
Lastly, the other affected matrices, F, R, etc., were resized.
3.11 Changing Reference Satellite
The possibility existed that the reference satellite would change during a data run.
A quick transformation of the ambiguity states and associated covariances allowed the al-
gorithm to retain all of the previous information when the change occurred. The ability
to transform the state vector and covariance matrix was based on the formulation of the
double-differenced phase observables. Within the double-differenced phase observables were
the associated ambiguity terms. With a as the reference satellite, a particular ambiguity
set for the phase observables was described by:
∆∇Nabxy = ∆Naxy −∆N bxy
∆∇Nacxy = ∆Naxy −∆N cxy
∆∇Nadxy = ∆Naxy −∆Ndxy
∆∇Naexy = ∆Naxy −∆N exy
(3.94)
Now if the reference satellite changed to e, the equations became:
∆∇N eaxy = ∆N exy −∆Naxy
∆∇N ebxy = ∆N exy −∆N bxy
∆∇N ecxy = ∆N exy −∆N cxy
∆∇N edxy = ∆N exy −∆Ndxy
(3.95)
Modifying Equation (3.95) to:
∆N exy = ∆N
a
xy +∆∇N eaxy
∆N bxy = ∆N
e
xy −∆∇N ebxy
∆N cxy = ∆N
e
xy −∆∇N ecxy
∆Ndxy = ∆N
e
xy −∆∇N edxy
(3.96)
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and substituting Equation (3.96) into Equation (3.94) gave:
∆∇Nabxy = ∆Naxy − (∆N exy −∆∇N ebxy)
∆∇Nacxy = ∆Naxy − (∆N exy −∆∇N ecxy)
∆∇Nadxy = ∆Naxy − (∆N exy −∆∇N edxy)
∆∇Naexy = ∆Naxy − (∆Naxy +∆∇N eaxy)
(3.97)
Combining terms and reducing resulted in:
∆∇Nabxy = ∆∇Naexy +∆∇N ebxy
∆∇Nacxy = ∆∇Naexy +∆∇N ecxy
∆∇Nadxy = ∆∇Naexy +∆∇N edxy
∆∇Naexy = −∆∇N eaxy
(3.98)
Finally, rearranging the equations so all of the new base satellite ambiguities are on the left
gave:
∆∇N ebxy = ∆∇Nabxy −∆∇Naexy
∆∇N ecxy = ∆∇Nacxy −∆∇Naexy
∆∇N edxy = ∆∇Nadxy −∆∇Naexy
∆∇N eaxy = −∆∇Naexy
(3.99)
The reason for the math may not be readily apparent at first, but all of the terms
on the right hand side of Equation (3.99) are available from the first set of equations in
Equation (3.94). Therefore, the pattern for changing the base satellite is now in a general
formula form.
Using the example above and Equation (3.99), a transformation matrix was specified
by:
W′ =


0 0 0 −1
1 0 0 −1
0 1 0 −1
0 0 1 −1


(3.100)
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Thus, to change the base satellite from a to e the following calculation was performed using
the W′ matrix: 

N eaxy
N ebxy
N ecxy
N edxy


=


0 0 0 −1
1 0 0 −1
0 1 0 −1
0 0 1 −1




Nabxy
Nacxy
Nadxy
Naexy


(3.101)
The W′ matrix would transform the ambiguities, but in order to transform the state
vector and P matrix, the relative position, velocity and acceleration states must be consid-
ered. When the reference satellite changes, there should be no change in any states except
the ambiguities. Therefore, an identity matrix was combined with the W′ matrix to form
the actual transformation matrix, W. If the floating filter had the velocity and acceleration
states, then using the previous example, the full W matrix was:
W =


1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 1 0 0 −1
0 0 0 0 0 0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 0 0 0 0 1 −1


(3.102)
The first nine rows and columns are the identity matrix, and theW′ matrix follows starting
in W10, 10. If the floating filter was in position-only mode, the identity matrix was only
3-by-3 followed by the W′ matrix in W4, 4. Finally, the transformation of the floating filter
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state vector, x, and its associated covariance matrix, P, was accomplished by:
x′ =Wx
P′ =WPWT
(3.103)
3.12 Summary
Chapter III has given a hardware design overview and discussed all of the major com-
ponents of the software algorithm. First, the floating filter design and considerations were
described, followed by the MMAE section. All of the MMAE structure and design was based
on previous research by Henderson. The ambiguity set generation was performed by the
LAMBDA method. Next, the new minimum indicator variable development was described.
A quick and efficient method to calculate the relative position using only phase measure-
ments was also described. Finally, other real-time aspects such as cycle slips, gaining/losing
satellites and changing the reference satellite were explained. The next chapter will show
the results from both ground and flight testing.
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IV. Results and Analysis
4.1 Overview
This chapter presents the results and analysis from ground and flight testing
of the algorithm developed in Chapter III. First, background information to include
test methodology and data set descriptions are presented. Ground test results follow
for a static test and a dynamic driving test. Next, flight test results from April
and October 2005 are shown. Finally, special cases such as “pre-fit” and “post-fit”
residual comparison, the floating filter in position-only mode, widelane measurements,
and dynamic Ta and σ
2
a are presented.
4.2 Test Background Information
4.2.1 Test Methodology. All laboratory and driving tests were conducted
at Wright-Patterson Air Force Base (WPAFB) in Dayton, OH, from 5 January to 10
April 2005. The author used two personal vehicles to perform the driving tests, a
1994 Honda Accord and a 2004 Toyota Avalon. The test objectives during this phase,
in order, were four-fold:
1. Verify the system would function in real-time.
2. Verify the data link was robust enough to handle minor obstructions and work
at sufficient ranges (1000-3000 feet [305-914 m]).
3. Determine the algorithm’s ability to resolve ambiguities successfully in both
static and dynamic situations.
4. Determine the best possible tuning parameters for the Kalman filter.
Based on the high cost of flight testing, a reliable system needed to be in place
prior to the first flight test. Well over 100 ground tests were performed. Not all of
the ground tests are discussed, only two to display the system’s performance under
different vehicle dynamics.
All ground test objectives were met. In order to meet those objectives, the
maneuvers listed in Table 4.1 were performed. The static sets were performed by
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placing two antennas at a known relative position from each other, and then comparing
the algorithm result to the true relative position. The true relative position for the
static tests was measured by hand (using a ruler or tape measure), with an estimated
accuracy of a few millimeters.
Table 4.1: Ground Maneuver Set for Relative GPS Position Testing
Maneuver Nominal Conditions Remarks
Static Tests 1 to 20 m True relative position hand measured
Driving Tests 3 to 1000 m, 0 to 55 mph True relative position from GrafMov
Note: m = meters and mph = miles-per-hour
For the dynamic driving tests, the lead vehicle maintained a constant speed,
depending on the speed limit, while the trail vehicle varied speed to close and open
the distance between the cars. Occasionally, the lead vehicle stopped for traffic lights,
and the trail vehicle simulated a “rejoin”. The truth data for the driving tests came
from the same GrafMov software described in Section 3.2.
All flight testing was conducted on either a C-12C or Calspan Learjet 24 at
Edwards Air Force Base (EAFB), CA by the Air Force Test Pilot School (TPS).
Students at TPS ran a Test Management Project (TMP) as their graduation exercise.
Two separate TMPs supported this research. The first project, designated “Lost
Wingman”, flew in April 2005 [16]. The second project, designated “No Gyro”, flew
in October 2005 [50].
Although not essential to the work in this thesis, the MT9 microelectromechan-
ical systems (MEMS) inertial measurement unit (IMU) was an integral part of the
final system used in October 2005. Little testing was done on the MT9 filter algo-
rithm in the lead aircraft prior to first flight. Therefore, many flight maneuvers were
included to test the IMU operation during the “Lost Wingman” TMP. The test ma-
neuvers included items such as, bank-to-bank rolls, straight-and-level unaccelerated
flight (SLUF), steady heading side slips (SHSS), level accelerations / decelerations,
climbs / descents, and discrete heading changes. The inertial information was critical
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for the success of the “No Gyro” project. Based on the results from the “Lost Wing-
man” TMP, the MT9 was replaced by a similar MEMS IMU developed by Microbotics,
Inc., the MIDG II INS/GPS, for use in the October flight tests [40].
The results of the DGPS algorithm from both TMPs are discussed later. How-
ever, the MT9 and MIDG II operations are outside the scope of this thesis, and no
IMU results are presented. A detailed discussion of the MT9 results are in [16]. Also,
further information on the MT9, with similar flight testing, can be found in [22]. The
MIDG II results are in [50]. The flight tests had similar objectives to the ground
testing. The general objectives for the flight tests were:
1. Determine relative position accuracy.
2. Determine data link robustness.
3. Determine IMU accuracy.
All flight test objectives were met. The maneuver set used for flight testing is
shown in Table 4.2. The aircraft configuration for all test points was gear up and flaps
up. In addition to the maneuvers listed in Table 4.2, the MT9 maneuvers described in
the paragraph above were flown between 120 to 230 knots indicated airspeed (KIAS),
and 8,000 to 20,000 feet pressure altitude (PA).
Table 4.2: C-12C Aircraft Maneuver Set for Relative GPS Position Testing
Maneuver Nominal Conditions Remarks
Pre-contact∗ 190 KIAS, 10,000 ft PA Tolerance: ±5 kts, ±100 ft
Contact∗ 190 KIAS, 10,000 ft PA Tolerance: ±5 kts, ±100 ft
Observation∗ 190 KIAS, 10,000 ft PA Tolerance: ±5 kts, ±100 ft
Pre-contact to Contact 190 KIAS, 10,000 ft PA Tolerance: ±5 kts, ±100 ft
Observation to Pre-contact 190 KIAS, 10,000 ft PA Tolerance: ±5 kts, ±100 ft
Pre-contact to Observation 190 KIAS, 10,000 ft PA Tolerance: ±5 kts, ±100 ft
∗Note: Stabilized maneuvers
4.2.2 Data Sets. The data sets are broken down into ground, flight, and
special sections. In the ground section, each data run was one complete set. There are
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one static case and one dynamic case presented. In the flight section, the data sets were
one hour long to reduce file size and to test the filter initialization/convergence during
flight conditions. Generally, there were two data sets for each flight. Finally, the
special section discusses areas such as, “pre-fit” and “post-fit” residual comparison,
the floating filter in position-only mode, widelane measurements, and dynamic Ta and
σ2a. For all test cases, the error was defined as:
xˆerror = xˆtype − xˆtrue (4.1)
where
xˆtype = estimated relative position from the floating filter (xˆfloat),
MMAE (xˆMMAE), or minimum indicator (xˆMin Ind)
xˆtrue = true relative position from GrafMov software, or
hand measured
Table 4.3 summarizes the details of each data set. Not all of the data sets listed
in Table 4.3 are discussed in this chapter. Only those sets where noteworthy events
occurred are mentioned. Every data set, with all of their associated plots, are in
Appendix A.
4.2.3 Data Reduction. As a reminder, the truth data for the relative position
and double-difference ambiguities were calculated using the GrafMov 7.50 software,
developed by Waypoint Consulting Inc., as described in Section 3.2. The GrafMov
program used the same measurement observables from the Javad® JSN100 receivers
that were used during the real-time execution. It would have been preferable to have
independent GPS measurements for use in the GrafMov software as the truth data.
Although the GAINR system was collecting GPS measurement data on the C-12Cs
during the flight tests, the data format was proprietary and the author did not have
access to the raw measurement data.
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Table 4.3: Data Set Summary
Data Set Length Date Time Location Description
(min:sec) (local)
G1 59:57 25 March 05 1731 WPAFB Static Ground Test
G2 59:54 30 March 05 1547 WPAFB Dynamic Ground Test
F1.1 59:32 18 April 05 0913 EAFB Flight Test 1.1
F1.2 59:32 18 April 05 1021 EAFB Flight Test 1.2
F2.1 42:54 27 April 05 0942 EAFB Flight Test 2.1
F2.2 23:46 27 April 05 1103 EAFB Flight Test 2.2
F3.1 59:33 5 October 05 0920 EAFB Flight Test 3.1
F3.2 37:00 5 October 05 1020 EAFB Flight Test 3.2
F4.1 38:08 6 October 05 1112 EAFB Flight Test 4.1
F5.1 59:33 11 October 05 1516 EAFB Flight Test 5.1
F5.2 33:47 11 October 05 1617 EAFB Flight Test 5.2
F6.1 59:33 12 October 05 0918 EAFB Flight Test 6.1
F6.2 51:50 12 October 05 1019 EAFB Flight Test 6.2
F6.3 59:33 12 October 05 1440 EAFB Flight Test 6.3
F6.4 30:55 12 October 05 1540 EAFB Flight Test 6.4
F7.1 59:33 13 October 05 1007 EAFB Flight Test 7.1
F7.2 41:34 13 October 05 1107 EAFB Flight Test 7.2
F8.1 59:33 14 October 05 0901 EAFB Flight Test 8.1
F8.2 39:28 14 October 05 1001 EAFB Flight Test 8.2
The GrafMov software was capable of running the data sets both forward and
backward to get the best solution. After processing, the forward and backward solu-
tions were combined using variance weighting. The combined solution was saved in a
*.cmb file with only the epochs based on fixed integers. Usually, only a few epochs,
out of approximately 72,000 epochs for an hour-long data run, were skipped by the
GrafMov software since it could not resolve the ambiguities. The author developed
a MATLAB® routine to read the *.cmb file and extract the precise relative position,
relative velocity, and relative acceleration for each epoch. The MATLAB® routine then
created three other files which had a GPS time stamp combined with the precise rela-
tive position, relative velocity, and relative acceleration. The final step was matching
the GPS times for each epoch between the test data and the truth data. If there was
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an epoch missing in the truth data, the epoch was skipped in the test data until the
next valid truth epoch was available.
The precise relative position, in ECEF coordinates, was on the line designated
“Ecf:” in the *.cmb file. The precise relative velocity and relative acceleration were in
the local level frame. The precise relative velocity was the second set of three values
on the “Loc:” line, and the precise relative acceleration was on the “Acc:” line (both
in the order East, North, Up).
In addition to the *.cmb file, the author also used the *.fwd and *.rev files to get
the ambiguities at each epoch. The ambiguities were extracted manually from each
file. The GrafMov software listed the ambiguities in a normalized form in the output
files. The output files had a “Bls:” section in each epoch that listed the number of
visible satellites, the base satellite for the double-difference calculations, and each
satellite with its normalized double-difference ambiguity. The author contacted Way-
point Consulting Inc. to determine the formula to extract the true double-difference
(DD) ambiguities, and was given the following:
DD Ambtrue = (Sat #− Base Sat #)1000−DD Ambnormalized (4.2)
where
DD Amb = double-difference ambiguity
Sat # = Satellite Number (e.g. 1-32)
Next, ground test results will be discussed.
4.3 Ground Tests
Two ground tests are discussed in this section. The first was a static case taken
at the AFIT navigation laboratory on 25 March 2005. Next, a dynamic driving case
is shown which shows some of the errors discussed in Chapter III.
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4.3.1 Case G1: Static Ground Test. Case G1 is the only static data set
discussed, other than the case involving widelane observables. The algorithm easily
handled the static case. Figure 4.1 displays the floating filter’s position error along
with the floating filter’s 1σ estimate. The dashed lines represent the floating filter’s
1σ estimate.
The title of each subplot contains the associated statistics for that plot. Ad-
ditionally, the distance root mean square (DRMS) and mean radial spherical error
(MRSE) are listed in the first (East) subgraph title. The DRMS can be thought
of as a horizontal 2-dimensional indicator of error, and the MRSE as a spherical 3-
dimensional indicator of error. These two values define system performance better
than the mean and standard deviation alone. The MRSE was used to determine the
algorithm accuracy for each data run. This value was then compared against the
centimeter-level requirement.
After an initial convergence period of approximately 10 minutes, the floating
filter “found” the correct relative position. As expected, the floating filter was very
accurate for a static case with an extremely short baseline (1 meter). Based on
the floating filter’s 1σ estimation, the floating filter required more tuning for this
particular case. However, the floating filter was designed to work with a variety
of vehicle dynamics and therefore was not perfectly tuned for the static case. The
floating filter was tuned to give the best possible outcome from the minimum indicator
and the best MMAE weighted position estimate. In order to do this, the LAMBDA
algorithm must return the true ambiguity set. The floating filter was only a tool to
help the LAMBDA function. Ensuring the LAMBDA algorithm returned the true
ambiguity set in the quickest possible time was the top priority, even at the expense
of not tuning the floating filter for a theoretically accurate covariance matrix.
Next, a single satellite’s measurement data is shown in Figure 4.2. The other
satellites’ plots are very similar and can be found in Appendix A. A small amount of
code multipath can be seen in the cyclic nature of the pseudorange residuals. Also,
4-7
0 10 20 30 40 50 60
−0.5
0
0.5
Floating Filter East Position Error (25 Mar 05, 1731L WPAFB, OH)  (Mean: 0.058  Std Dev: 0.022  Var: 0.000)
(RMS: 0.062  2−D DRMS: 0.075  3−D MRSE: 0.095)
Ea
st
 P
os
iti
on
 E
rro
r (
m)
East Pos Err
Filter Est. East Pos ±1σ
0 10 20 30 40 50 60
−0.5
0
0.5
Floating Filter North Position Error (25 Mar 05, 1731L WPAFB, OH)  (Mean: −0.023  Std Dev: 0.036  Var: 0.001  RMS: 0.042)
N
or
th
 P
os
iti
on
 E
rro
r (
m) North Pos Err
Filter Est. North Pos ±1σ
0 10 20 30 40 50 60
−0.5
0
0.5
Floating Filter Up Position Error (25 Mar 05, 1731L WPAFB, OH)  (Mean: −0.036  Std Dev: 0.046  Var: 0.002  RMS: 0.058)
Time since start of data (min)
Up
 P
os
itio
n 
Er
ro
r (
m) Up Pos Err
Filter Est. Up Pos ±1σ
Figure 4.1: Case G1: Floating Filter Position Errors
the decrease in the 1σ for the ambiguity estimate at 18.5 minutes was due to a change
in the reference satellite from pseudo-random noise (PRN) 18 to PRN 21. Figure 4.3
shows the number of visible satellites throughout the data run.
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Figure 4.2: Case G1: Satellite 26 Measurements
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Figure 4.3: Case G1: Visible Satellites
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After examining the output files from the data run, there were a total of 21
unique ambiguity sets returned from the LAMBDA algorithm. Since there was a
two minute convergence time for the floating filter prior to sending the floating filter
ambiguity estimates and their associated covariance to the LAMBDA algorithm, and
a two minute wait time prior to performing the minimum indicator calculations, the
earliest the correct ambiguity set could be discovered was four minutes into a data
run. In the first pair of candidates returned from LAMBDA, the true set was the
second candidate set. The top candidate was later culled from the ambiguity bank
as the floating filter converged to the correct relative position. This was the only
candidate pruned during the data run. The minimum indicator initially selected the
wrong ambiguity set at four minutes. However, at the next least squares fit epoch, ten
second later, the minimum indicator correctly selected the true ambiguity set. The
minimum indicator did not change throughout the rest of the data run. Also, the true
ambiguity set was returned from the LAMBDA function as the top set, 3411 out of
3600 epochs (94.8 percent). Finally, the highest ratio reached by the true ambiguity
set was 31.8.
All the candidate ambiguity set’s SOS residuals are shown in Figure 4.4 and
the probabilities in Figure 4.5. The EF[#] in the legend of the probability plot shows
which elemental filter (EF) was associated with the ambiguity set displayed beside it.
A slash in the EF number section indicates a lower EF candidate set was pruned and
the elemental filter’s new number is shown. In this example, the number one EF was
pruned. Therefore, all the elemental filters moved up one position. The parenthesis
in the legend are the PRN numbers with their associated double-difference ambiguity.
The true ambiguity set is explicitly identified with an arrow when required. To reduce
clutter, only candidate sets which rose above 49 percent are displayed.
One interesting aspect of Figure 4.5 is when the MMAE “found” the true ambi-
guity set. This occurred at four minutes, approximately the same time the minimum
indicator variable determined the correct set. Since each technique was independent
of the other, this did not always occur.
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Figure 4.4: Case G1: SOS Residuals
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An examination of the SOS residuals and conditional probability plots reveal
more interesting information. To help identify the true ambiguity set, its SOS residu-
als are denoted by grey asterisks in all the plots. By 10 minutes into the data run, the
true set became apparent to the human eye. As the floating filter continued to gather
more information from the measurements, and the covariance matrix “shrunk”, the
true set stood out even more, especially after 25 minutes. However, some erroneous
sets still managed to approach the true ambiguity set at 42 and 58 minutes in the run.
As the satellite geometry changed, certain erroneous ambiguity sets’ measurements
appeared to “fit” the position solution better due to errors such as multipath and
noise. This reduced their SOS residuals to a level equal to, or lower than, that of the
true set.
Two important times to note on the residual plot occur at 11 and 22 minutes.
At both locations there are erroneous candidate sets with residuals that are lower
than the true ambiguity set. In each case, the SOS residuals immediately begin to
grow and rise above those of the true set. These locations correspond to significant
dips in the true ambiguity set’s conditional probability, as shown in Figure 4.5. There
are smaller probability dips which correspond to other wrong candidate sets’ SOS
residuals approaching those of the true set. A recommendation for improvement of
the MMAE position estimation is discussed in Chapter V.
Dips in the true ambiguity set’s probability mean the MMAE blended solution
included an incorrect ambiguity set. Since the minimum indicator correctly chose the
true set at 4.166 minutes and never lost “lock”, the difference between the MMAE
and minimum indicator relative position estimates shows when the blended solution
of the MMAE is “pulled” away from the true position. Figure 4.6 shows the differ-
ence between the MMAE and the minimum indicator position solutions. The figure
starts at 4.5 minutes; directly after the true ambiguity set was found by the minimum
indicator variable. Any difference between the two positions was due to an incorrect
ambiguity set blending with the true ambiguity set. The effect of the reduced proba-
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bility is visible at 11 and 22 minutes. Also, the minor dips in the probability can be
seen in the position error later in the run.
5 10 15 20 25 30 35 40 45 50 55
−0.2
−0.1
0
0.1
0.2
0.3
Minimum Inidicator minus Weighted Position Difference  (25 Mar 05, 1731L WPAFB, OH)
X Mean : 0.000  X Std Dev : 0.053   X Var : 0.003  X RMS : 0.053   2−D DRMS: 0.147   3−D MRSE: 0.153
Y Mean : 0.022  Y Std Dev : 0.135   Y Var : 0.018  Y RMS : 0.137
Z Mean : 0.007  Z Std Dev : 0.042   Z Var : 0.002  Z RMS : 0.043
Po
si
tio
n 
D
iff
er
en
ce
 (m
)
Time since start of data (min)
X
Y
Z
Figure 4.6: Case G1: Minimum Indicator and MMAE Position Difference
Finally, Figure 4.7 displays the MMAE weighted position error. The MMAE po-
sition solution was “pulled” off at 10 and 22 minutes, corresponding to the probability
dips in Figure 4.5. Figure 4.8 shows the relative position error for the minimum indi-
cator variable. The minimum indicator performed as expected since it was “locked” to
the true ambiguity set during the entire data run. The scale on the minimum indicator
error plot is one order of magnitude less than on the MMAE error plot. Lastly, Ta-
ble 4.4 summarizes the floating point, MMAE and minimum indicator mean position
error, standard deviation, 2-D DRMS and 3-D MRSE.
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Figure 4.7: Case G1: MMAE Position Error
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Figure 4.8: Case G1: Minimum Indicator Position Error
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Table 4.4: Case G1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.058 0.022 -0.023 0.036 -0.036 0.046 0.075 0.095
MMAE 0.006 0.034 0.000 0.034 0.005 0.015 0.048 0.051
Min. Ind. 0.001 0.003 0.002 0.003 0.007 0.011 0.005 0.014
4.3.2 Case G2: Dynamic Driving Test. The second ground test was a
dynamic driving test conducted on 30 March 2005. During the test, the cars ranged
from 3.5 to 77.6 meters of separation. This test shows one of the single-cycle cycle slips
mentioned in Chapter III, and its effect on the floating filter, MMAE, and minimum
indicator. The minimum indicator selected the true ambiguity set immediately at
four minutes. There were no other sets chosen before the next true ambiguity set was
discovered at 50.8 minutes into the data run. The true ambiguity sets were the only
sets selected by the minimum indicator variable.
Throughout the data run, there were a total of 39 unique ambiguity sets returned
from the LAMBDA algorithm. The first true ambiguity set was the top candidate set
returned from the LAMBDA algorithm on the first call. Later in the run, LAMBDA
returned the second true ambiguity set 30 seconds after the cycle slip was detected.
In all, the true ambiguity set was returned as the top set from LAMBDA, 2984 of
3474 epochs (85.9 percent), and reached a maximum ratio of 4.4.
The floating filter performance is shown in Figure 4.9. The floating filter had
trouble converging initially. The most likely cause was the lower number of visible
satellites when the filter started. The filter initialized with seven satellites, but then
lost a satellite three minutes later. Six satellites were about the minimum required for
the floating filter to operate efficiently with only L1 observables. At 18 minutes into
the data run, the filter began converging properly. This coincides with two satellites
rising into view within three minutes of each other; denoting the importance of the
number of visible satellites and their associated geometry.
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Figure 4.9: Case G2: Floating Filter Position Errors
Figure 4.10 displays PRN 6 measurement information and the floating filter’s
ambiguity estimate. The cycle slip that caused the minimum indicator problems is
visible at approximately 46 minutes with a “jump” in the floating filter ambiguity
error. The floating filter’s 1σ estimate of the ambiguity state converged in one epoch.
Thus, there was only a tiny bump in the Pk(t
+
i ) 1σ value at the cycle slip, even though
PRN 6 variance was reset. Finally, the phase residuals were significantly higher than
those from Case G1, in Figure 4.2 (note scale difference). The higher phase residuals
were due to the vehicle dynamics.
Figure 4.11 shows the number of visible satellites. The satellite dropouts were
due to cycle slips (real or erroneous) or loss-of-lock. The only satellite vehicle (SV)
dropouts due to actual cycle slips were at approximately 46 and 51 minutes. PRN 6
had a cycle slip at 46 minutes, which initially caused the minimum indicator to be
incorrect. A few minutes later, PRN 22 also had a cycle slip, but was reset before the
minimum indicator determined the true ambiguity set.
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Figure 4.10: Case G2: Satellite 6 Measurements
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Figure 4.11: Case G2: Visible Satellites
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The residual plot, Figure 4.12, is expanded to show the true ambiguity set’s
residuals better. The probability plot, Figure 4.13, has three points of interest. The
first is at approximately three minutes where the MMAE determined the true ambi-
guity set. This was a full minute before the minimum indicator. Then at 10 minutes,
another false candidate set absorbed 50 percent of the conditional probability, which
corresponds to a rise in the true set’s residuals in Figure 4.12. Finally, at 46.33 min-
utes, the true ambiguity set’s probability immediately dropped when the cycle slip
occurred. After the cycle slip, numerous erroneous ambiguity sets vied for the re-
leased probability. After 30 seconds, the second true ambiguity set was returned from
LAMBDA, and absorbed all of the probability a minute later as seen in Figure 4.14.
The minimum indicator did not select the second correct set until 50.8 minutes
into the run, about four minutes after the cycle slip. The 30 seconds for true ambiguity
set to be returned from LAMBDA, coupled with the initial 2 minute SOS residuals
acquisition time, means it took the minimum indicator 1.5 minutes to find the true set.
The 1.5 minute delay was primarily driven by the fact that the minimum indicator
divides by the summation of total number of times a candidate was returned as the top
set from LAMBDA and the number of epochs it has been “alive”. Since the first true
ambiguity set had been the top set over 2200 epochs and was “alive” for approximately
3200 epochs, it took time for its minimum indicator value to grow (based on its much
higher residuals) above the new true ambiguity set. Time constraints limited the
author’s ability to address this problem in the code, but a potential fix is discussed
in Chapter V.
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Figure 4.12: Case G2: SOS Residuals
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Figure 4.13: Case G2: Conditional Probabilities for Selected MMAE
Elemental Filters
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Figure 4.14: Case G2: Conditional Probabilities for Selected MMAE
Elemental Filters Expanded
Figure 4.15 shows the MMAE position error. Since the MMAE quickly deter-
mined the true ambiguity set, it is relatively accurate from the beginning of the data
run, unlike the other ground case. However, the probability dip at 10 minutes and
the cycle slip at 46 minutes can both be seen in the plot.
Finally, Figure 4.16 displays the position error plot for the minimum indicator
variable and Table 4.5 gives a summary of each method’s position error. Even with the
cycle slip, the minimum indicator remained reasonably accurate. Since the filter was
using L1 observables, and only one satellite had a single-cycle cycle slip, the relative
position error remained small. The magnitude of the error was approximately 18.7
centimeters. As expected, the error was close to the L1 wavelength of 19.0 centimeters.
The reduced error from cycle slips and slightly better overall accuracy are the main
advantages of L1 observables over widelane observables.
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Figure 4.15: Case G2: MMAE Position Error
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Figure 4.16: Case G2: Minimum Indicator Position Error
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Table 4.5: Case G2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.186 0.156 -0.309 0.081 -0.005 0.402 0.401 0.567
MMAE 0.002 0.069 -0.017 0.040 0.030 0.110 0.082 0.141
Min. Ind. 0.006 0.021 0.004 0.013 0.011 0.038 0.026 0.047
4.3.3 Ground Test Summary. Two ground tests were discussed with a
total run time of approximately two hours. During the two hours there were five SV
dropouts, all during the dynamic driving test. Two were due to actual cycle slips and
three were due to erroneously detected cycle slips. The algorithm correctly handled
all of the SV dropouts. The base satellite changed twice during the two runs. Once
more, the algorithm correctly handled the base satellite changes. Most importantly,
all ground objectives were met. The system operated in real-time, the data link was
verified to useful ranges, the algorithm successfully resolved the true ambiguities, and
appropriate tuning values were determined for the Kalman filter. The system was
declared ready for flight test.
4.4 Flight Tests
Seventeen flight test data runs were performed for a total of approximately
14 hours. The algorithm did not crash a single time during the 14 hours of flight
testing. Even when messages were “lost”, satellites dropped out, the base satellite
changed, or cycle slips occurred, the algorithm handled all the contingencies. There
were a total of 91 satellite dropouts during actual flight testing. No dropouts while
the aircraft were on the ground are included since these dropouts were due to missed
messages (the antennas did not have clear line-of-sight). Of the 91 dropouts, 2 were
due to erroneously detected cycle slips, 6 were actual cycle slips, and the remaining
83 dropouts were due to masking. Also, the base satellite changed 10 times over the
14 hours of flight test. Table 4.6 summarizes the satellite information. The algorithm
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correctly handled every contingency, except when long strings of messages were “lost”,
causing erroneous cycle slips on all of the satellites.
Table 4.6: Satellite Summary for Flight Testing
Total Data Sets 17 sets
Total Hours 14 hours
Base Satellite Changes 10 changes
Total Satellite Dropouts 91 dropouts
Erroneous Cycle Slips 2
Actual Cycle Slips 6
Satellites Masks 83
Not only did the algorithm properly handle contingencies, it also had good
performance. The minimum indicator met the centimeter-level requirement in 13 of
the 17 data runs, four of which were in the millimeter range. The times when the
minimum indicator did not meet the centimeter-level requirement, it incorrectly chose
an erroneous ambiguity set for a portion of the run. Table 4.7 gives a summary of
the DRMS and MRSE for the MMAE and minimum indicator on each run. Runs in
bold are times when the minimum indicator did not meet the centimeter requirement.
Case F4.1 was the only run the that the MMAE performed better than the minimum
indicator. The reason is discussed later in Section 4.4.4. Also, an average is shown in
the last row.
Table 4.7 is a good summary of the errors during each data run. However, it
does not tell the entire story. The DGPS system designed in this thesis was for use
when the aircraft were in close formation (within 500 feet). Although interesting from
an academic stand point, the times when the aircraft were outside this range should
not be included in the error. For this reason, Figure 4.17 was constructed which
displays every epoch when the aircraft were within 500 feet of each other. Each data
run is separated by a black line with the appropriate date and time annotated on the
plot. The x-axis shows the time from each data run (i.e., a time referenced within a
particular data run in Figure 4.17 matches the time in the minimum indicator plots in
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Table 4.7: Flight Test Position Error Summary (m)
Min. Ind. MMAE
Data Set DRMS MRSE DRMS MRSE
F1.1 0.274 0.775 0.837 1.333
F1.2 0.041 0.085 0.363 0.417
F2.1 0.044 0.062 0.116 0.121
F2.2 0.004 0.023 0.343 0.738
F3.1 0.135 0.137 0.205 0.246
F3.2 0.090 0.153 0.192 0.229
F4.1 0.179 0.243 0.055 0.068
F5.1 0.002 0.011 0.004 0.013
F5.2 0.006 0.050 0.059 0.131
F6.1 0.003 0.010 0.074 0.138
F6.2 0.002 0.010 0.021 0.023
F6.3 0.004 0.007 0.012 0.021
F6.4 0.002 0.007 0.021 0.027
F7.1 0.002 0.008 0.011 0.015
F7.2 0.002 0.007 0.030 0.037
F8.1 0.003 0.012 0.054 0.072
F8.2 0.006 0.016 0.017 0.023
Average 0.047 0.095 0.142 0.215
Appendix A). The 1103L data run on 27 April was the only set in which the aircraft
were not within 500 feet.
Over the course of approximately 11 hours, the DRMS and MRSE for the com-
bined data runs was 1.9 and 3.3 centimeters, respectively! There was only one 40
second time period when the minimum indicator was not using the true ambiguity
set. This was due to intermittent datalink problems which caused a system reset
during the 1020L data run on 05 October data run. Excluding this 40 second pe-
riod from the data, results in a remarkable DRMS of 0.3 centimeters and MRSE of
1.0 centimeter. The system performed almost flawlessly in its designed operational
envelope.
The first flight data set, Case F1.1, is shown in its entirety, since it had the
highest minimum indicator MRSE. Otherwise, only interesting data from specific runs
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Figure 4.17: Every Epoch When the Aircraft Were Within 500 Feet
are displayed. The first four cases were from the April flight tests and the remaining
sets were from the October flight tests. The first set of tests in April were between two
C-12Cs. These tests verified the data link capability and DGPS algorithm position
solution. The second set of tests in October was between a C-12C and Learjet 24.
The Learjet had a modified flight control system that allowed the test team to input
its own flight control laws for simulated aerial-refueling. The non-inertial hardware
was identical between the April and October tests. Each flight test was divided into
two data runs of approximately one hour each. Due to hardware problems, cases F2.1
and F2.2 were only 43 and 23 minutes long, respectively.
4.4.1 Floating Filter Reset. The data for this example came from Case F1.1,
flown at EAFB on 18 April 2005. The flight took off at 0924L, and the weather was
clear with some gusty winds. The actual data set begins just after engine start, runs
through take-off and into the area work. During the test, the aircraft ranged from
18.8 to 1448.2 meters apart. Figure 4.18 shows the minimum indicator North, East,
Down relative positions. The data run went well except for take-off.
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Figure 4.18: Case F1.1: North, East, Down Relative Positions
For an unknown reason, the floating filter reset approximately 50 feet above the
ground during take-off. The lead aircraft had just begun a turn, masking the data
link antenna from the wing aircraft. During post-processing, the floating filter did
not reset, however five messages from the lead aircraft were lost at the exact time of
the in-flight filter reset. Most likely, the algorithm incorrectly detected cycle slips on
all of the satellites and set a reset flag.
It appears the missed messages caused the filter reset versus an algorithm prob-
lem. Also, the data link hardware was designed for line-of-sight operations only. For
these reasons, the final summary table includes lines to show what the floating filter,
minimum indicator and MMAE errors would be without the filter reset.
The LAMBDA function returned a total of 29 unique ambiguity sets during the
data run. The correct set was the top candidate returned from the first LAMBDA
pair. The minimum indicator correctly chose the true ambiguity set at four minutes.
It did not change again until after the floating filter reset. The true ambiguity set was
rediscovered at 15.16 minutes, after two other incorrect ambiguity sets were chosen.
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After the filter reset, the true ambiguity set was returned from LAMBDA as the
number one set, 2732 of 2876 epochs (95.0 percent), with a maximum ratio of 33.1.
Given the filter reset, the errors in the floating filter, minimum indicator and
MMAE were larger than other data runs without the filter reset. If a filter reset
occurred, the entire system was reset to include the floating filter, MMAE, and mini-
mum indicator. Basically, the system was re-initialized. Figure 4.19 shows the floating
filter position errors.
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Figure 4.19: Case F1.1: Floating Filter Position Errors
Figure 4.20 displays PRN 6 measurement information and the floating filter
ambiguity estimate. The extremely large phase residuals at approximately 11 minutes
coincide with the filter reset. The static initialization and other times when both
aircraft were stopped can be seen in the phase residual plot at zero, seven and ten
minutes.
Figure 4.21 shows the number of visible satellites. Most satellite dropouts were
due to aircraft maneuvering. The C-12C had high mounted horizontal stabilizers and
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the GPS antenna was mounted on the center of the tail. When the aircraft banked, the
horizontal stabilizer could mask certain satellites depending on the satellite geometry
and bank angle. Since the elevation cutoff angle for satellites was 10 degrees, bank
angles as small as 10 degrees could potentially mask satellites. It was not uncommon
for the aircraft to bank 30 degrees or more during a data run. Even though the
filter initialized with six satellites, the aircraft were static on the ramp with engines
running, and the floating filter was able to converge normally.
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Figure 4.20: Case F1.1: Satellite 6 Measurements
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Figure 4.21: Case F1.1: Visible Satellites
Once more, the residual plot, Figure 4.22, is expanded to help identify the true
ambiguity set’s residuals. The filter reset at 11 minutes is clearly visible with a “wall”
of erroneous ambiguity sets’ residuals. The probability plot, Figure 4.23, has one
point of interest. The filter reset occurred at 11 minutes when all the probabilities
simultaneously drop to zero. Interestingly, the original EF[1] and what eventually be-
came EF[15] have matching ambiguity sets. As the LAMBDA algorithm repopulated
the ambiguity bank, an incorrect set initially absorbed 50 percent of the probability.
Once the true set was returned from the LAMBDA function, it absorbed all of the
probability by 26 minutes.
The minimum indicator discovered the true set, the second time, at 15.8 minutes
(after selecting two wrong sets). The precise time the true ambiguity set was returned
from the LAMBDA algorithm was not known. Assuming the minimum indicator im-
mediately selected the true set after the initial two-minute SOS residuals acquisition
delay, the true ambiguity set was returned from LAMBDA at 13.8 minutes (approx-
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imately three minutes after the reset). After the minimum indicator reselected the
true set, it did not change during the remainder of the data run.
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Figure 4.22: Case F1.1: SOS Residuals
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EF[1]  [Ambiguities −  (2) 2  (5) 1  (6) −4  (10) −3  (21) −11]
EF[2]  [Ambiguities −  (2) 1  (5) 2  (6) −4  (10) −4  (21) −8]
EF[1]  [Ambiguities −  (2) 29  (5) −9  (6) 10  (10) 14  (21) −23]
EF[3]  [Ambiguities −  (2) −43  (5) −15  (6) −10  (10) −33  (21) −15]
EF[28/23/19/18/17/16/15/14/13/12]  [Ambiguities −  (2) −5  (5) 1  (6) −6  (10) −8  (21) −9]
EF[23/22/21/20/19/18/17/16/15]  [Ambiguities −  (2) 2  (5) 1  (6) −4  (10) −3  (21) −11]
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Figure 4.23: Case F1.1: Conditional Probabilities for Selected MMAE
Elemental Filters
The MMAE position error is shown in Figure 4.24. The majority of the error
was from the filter reset at 11 minutes. Smaller divergences in the MMAE position
error due to probability fluctuations are not visible.
Finally, Figure 4.25 displays the position error plot for the minimum indicator
variable, and Table 4.8 gives a summary of each method’s position error. Table 4.8
also includes the post-processing error numbers since the filter did not reset while in
post-processing. Just like the MMAE position errors, the minimum indicator error
also suffered from the filter reset. The error immediately dropped at 15.8 minutes
when the true ambiguity set was reacquired. There were no minimum indicator values
from the floating filter reset at 11 minutes, until the first incorrect ambiguity set was
selected at approximately 13 minutes. Therefore, there is a gap in the minimum
indicator during those times.
Unfortunately, the minimum indicator error was not within the desired centi-
meter-level accuracy for MRSE with the floating filter reset. Of course, without the
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Figure 4.24: Case F1.1: MMAE Position Error
filter reset, the minimum indicator remained well within the tolerance and was similar
in magnitude to the dynamic ground test results. Most importantly, the algorithm
and hardware performed extremely well during the flight for which the system was
designed to run (i.e., close formation). In every flight test run, when the aircraft were
in close formation, the algorithm was within the centimeter-level requirement.
Table 4.8: Case F1.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.203 0.361 0.071 0.232 -0.109 0.786 0.480 0.927
MMAE 0.152 0.743 0.082 0.343 -0.240 1.010 0.837 1.333
Min. Ind. 0.030 0.170 0.039 0.208 -0.116 0.716 0.274 0.775
Float Filter∗ 0.165 0.060 -0.046 0.087 0.169 0.144 0.201 0.299
MMAE∗ 0.001 0.024 -0.010 0.037 0.020 0.065 0.045 0.082
Min. Ind.∗ -0.000 0.001 -0.000 0.001 0.002 0.008 0.002 0.009
(Note: ∗ are the values without the floating filter reset at 11 minutes.)
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Figure 4.25: Case F1.1: Minimum Indicator Position Error
Case F1.1 is the last case shown in entirety. The following examples show
interesting events from selected cases during flight testing. The examples are still
broken down by case numbers. The first example is from Case F1.2; it shows what
happens when the true ambiguity set is not in the candidate ambiguity bank.
4.4.2 True Set Not in Candidate Ambiguity Bank. The data for this example
came from Case F1.2. It started eight minutes after the end of Case F1.1. Some
very aggressive maneuvering by both aircraft at 52 minutes into the data run caused
multiple cycle slips. Both aircraft were banking over 45 degrees in either direction
and pulling approximately 2.5 gs. Due to the cycle slips, the minimum indicator was
wrong during the last eight minutes of the data run. There was not enough time for
the LAMBDA function to return the true set before the end of the data run. More
discussion about the true ambiguity set follows with the SOS residuals plot.
The SOS residuals plot, Figure 4.26, shows some interesting results. The true
ambiguity set’s SOS residuals were easily detectable up until the cycle slips at 52
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minutes. After the cycle slips, no set appeared to “fill the gap” left by the true
ambiguity set. This was the tale-tell sign that the true ambiguity set was not in
the ambiguity bank. The probability plot, Figure 4.27, reveals the same information.
Numerous ambiguity sets absorbed over 99 percent of the conditional probability
during the last eight minutes of the run. Since the true ambiguity set was not in
the ambiguity bank, neither the minimum indicator nor the MMAE could correctly
identify the true set. However, even with the cycle slips, the minimum indicator
MRSE achieved the centimeter-level requirement. The next case is a good example
of a local minimum for an erroneous ambiguity set.
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Figure 4.26: Case F1.2: SOS Residuals
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EF[1]  [Ambiguities −  (2) 6  (5) 5  (10) 1  (18) −85  (21) −7  (26) 421  (29) 895  (30) 4]
EF[11]  [Ambiguities −  (10) 2  (15) 411  (18) −85  (21) −7  (30) 4]
EF[12]  [Ambiguities −  (10) 1  (15) 411  (18) −84  (21) −7  (30) 5]
EF[18/17/16/15]  [Ambiguities −  (10) 1  (15) 636  (16) −60  (18) −88  (21) −7  (26) 856  (29) −51  (30) 1]
EF[24]  [Ambiguities −  (10) 220  (18) −86  (21) −8  (26) 859  (29) −49  (30) 3]
EF[25]  [Ambiguities −  (10) 221  (15) −929  (18) −85  (21) −7  (26) 859  (29) −49  (30) 4]
EF[26]  [Ambiguities −  (10) 223  (15) −932  (18) −86  (21) −9  (26) 862  (29) −46  (30) 4]
EF[28]  [Ambiguities −  (10) 222  (15) −925  (16) −390  (18) −83  (21) −5  (26) 859  (29) −49  (30) 6]
EF[32]  [Ambiguities −  (10) 219  (15) −933  (16) −399  (18) −85  (21) −10  (22) −951  (26) 861  (29) −48  (30) 5]
EF[34]  [Ambiguities −  (10) 221  (15) −926  (16) −390  (18) −85  (21) −4  (22) −951  (26) 856  (29) −51  (30) 2]
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Figure 4.27: Case F1.2: Conditional Probabilities for Selected MMAE
Elemental Filters
4.4.3 Erroneous Ambiguity Set Local Minimum. The data for this example
came from Case F2.2. This was the second data set of the second test flight, flown on
27 April 2005. The data run was terminated early due to hardware problems with the
Javad® receiver in the trail aircraft. Therefore, some of the information was taken
from post-processed data. The SOS residuals plot and conditional probability plots
showed an unusual occurrence.
The SOS residuals plot and probability plot were constructed from post-process-
ed data. Figure 4.28 shows all of the candidate ambiguity sets’ SOS residuals. The
increase in the true set’s SOS residuals at 11.5 minutes occurred when the aircraft were
maneuvering 1.4 km apart. Figure 4.29 displays the MMAE conditional probability.
The true ambiguity set maintained over 49 percent of the total probability until 13
minutes. Then, an erroneous set slowly absorbed 99 percent of the probability. Once
the wrong ambiguity set reached 99 percent at 15 minutes, the true set slowly began
reabsorbing the probability back. An examination of the SOS residual plot shows
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why this phenomenon occurred. The erroneous set’s SOS residuals are highlighted by
gold open squares in Figure 4.28. The erroneous set’s residuals remain lower, on a
parallel course, to the true set’s residuals starting at approximately 13 minutes. Once
the wrong set’s residuals start growing again at 15 minutes, and the true set levels off,
the true ambiguity set begins to reabsorb the probability. This was a classic example
of how an incorrect ambiguity set can have a local minimum below the true ambiguity
set. The next example, Case 4.1, is discussed since it was the only test case in which
the average MMAE position solution was better than the average minimum indicator
position solution.
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Figure 4.28: Case F2.2: SOS Residuals
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EF[1]  [Ambiguities −  (15) −42  (16) 915  (18) −29  (21) −12  (22) −240  (26) −35  (29) −19  (30) 335]
EF[13]  [Ambiguities −  (6) 15  (15) −32  (16) 924  (18) −14  (22) −227  (26) −24  (29) −10]
True Ambiguity Set
Figure 4.29: Case F2.2: Conditional Probabilities for Selected MMAE
Elemental Filters
4.4.4 MMAE Outperforms Minimum Indicator. The data for this example
came from Case F4.1, flown on 6 October 2005. The flight terminated early due to
problems unrelated to the test hardware or software described in this thesis. There-
fore, there was only one data run collected and it was 38 minutes long. Case F4.1
was the only data set in which the average MMAE position solution was better than
the average minimum indicator position solution.
The system was started once airborne when the aircraft were 1530 meters apart.
The true ambiguity set was the third set returned from the LAMBDA function, 47
seconds after the first ambiguity set was returned. The minimum indicator initially
chose an incorrect ambiguity set at four minutes. It changed to the true ambiguity
set 50 seconds later. During the 50 second period when the minimum indicator chose
the wrong set, the total error was approximately two meters, as seen in Figure 4.30.
It was this 50 second period of two meter error that drove the minimum indicator
MRSE above the MMAE MRSE. However, the aircraft were 1500 meters apart during
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this time. Once the aircraft joined, for the critical part of the flight, the error was well
within the centimeter requirement. It is also interesting to note that, with the true
ambiguity set, a position accuracy under 0.5 meters was possible when the aircraft
were 3.5 kilometers apart. This is evident by the small “tail” at the end of the North
and Up subplots when the aircraft were separating for return to base (RTB).
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Figure 4.30: Case F4.1: Minimum Indicator Position Error
In contrast, the MMAE position error plot in Figure 4.31 is relatively accurate,
even at the start of the data run. The true ambiguity set had absorbed approximately
90 percent of the probability by four minutes into the run. Since the MMAE position
solution is weighted, and the true ambiguity had absorbed almost all of the probability
by four minutes, the average MMAE position solution was more accurate. However,
between 5 and 11 minutes, and at the end of the data run, the minimum indicator
was an order of magnitude more accurate than the MMAE. The next example will
show the power of the number of visible satellites.
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Figure 4.31: Case F4.1: MMAE Position Error
4.4.5 Twelve Visible Satellites. The data for this example came from Case
F5.1, flown on 11 October 2005 at 1516L. Case F5.1 is interesting because of the
number of visible satellites. The data run started with 10 satellites. Then, three
minutes into the run, another satellite rose into view for 11 total. For approximately
eight minutes in the middle of the data run, there were 12 visible satellites. The
Javad® JNS100 receivers only had 12 channels, so that was the maximum number of
useable satellites. Figure 4.32 shows the number of visible satellites. The reason the
number of satellites is so interesting is apparent in the SOS residual and conditional
probability plot.
Figure 4.33 shows all of the candidate ambiguity sets’ SOS residuals. The
importance of the number of satellites is dramatically evident in the residual plot.
From the beginning of the data run, there was not a single erroneous set’s residuals
near the true set. Even without the emphasis, the true set’s residuals are clearly
visible. As the number of satellites increased, it became much more difficult for an
incorrect ambiguity set’s measurements to “fit” the position solution. Starting at
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Figure 4.32: Case F5.1: Visible Satellites
approximately 25 minutes into the data run, when there were 12 visible satellites,
no incorrect set’s residuals are visible in the plot until approximately 40 minutes.
Figure 4.33 is similar to the widelane SOS residuals plot shown later in the chapter.
Figure 4.34 displays the MMAE conditional probability. The true ambiguity set
maintained over 49 percent of the total probability for the entire data run. After the
first two dips, the true set’s probability did not drop below 90 percent.
The final example comes from the last flight data set, Case F8.2. Case F8.2
shows the robustness of the algorithm in the face of numerous satellite dropouts.
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Figure 4.33: Case F5.1: SOS Residuals
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4.4.6 Multiple Satellite Dropouts. The data for this example came from
Case F8.2, and it was the final flight test data run. It started at 1001L on 14 October
2005. Figure 4.35 shows the number of visible satellites during the run. There was a
substantial amount of satellite activity during the data run. There were 28 dropouts,
with no satellites rising or setting. Of the 28 dropouts, three were due to cycle slips.
Each cycle slip was correctly identified by the triple-difference method discussed in
Section 3.9.1. The cycle slips occurred on PRNs 3, 8, and 20 at 9, 14, and 26 minutes,
respectively. PRN 8 had the most dropouts with 10. The rest were split fairly evenly
between PRNs 16, 19, and 20. The 28 dropouts were the most dropouts of any data
run. The most likely cause for the increase in dropouts and cycle slips was a third
aircraft in the formation taking video. The floating filter, MMAE, and minimum
indicator still performed very well, a testament to the algorithm’s robustness.
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Figure 4.35: Case F8.2: Visible Satellites
Finally, Figure 4.36 displays the position error plot for the minimum indica-
tor. The position errors on the minimum indicator had numerous small jittery spikes,
especially from 10 to 15 minutes, and from 20 to 35 minutes. These times corre-
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sponded to when there were numerous dropouts and cycle slips. Phase measurements
from the Javad® receivers were noisy (possibly due to aircraft masking of satellites
and potential multipath). The minimum indicator MRSE was still well within the
centimeter-level requirement at 0.016 meters. Case F8.2 concludes the flight test
results.
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Figure 4.36: Case F8.2: Minimum Indicator Position Error
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4.4.7 Real-time Timing. The algorithm developed in this thesis was de-
signed to run in real-time. The floating filter was updated every second, and the
precise relative position was output at a 20 Hz rate as discussed in Section 3.4. Two
important aspects needed to be addressed for the system to operate correctly. First,
the total delay from when a GPS measurement arrived until the precise relative posi-
tion message was output to aircraft bus needed to be small as possible. On average,
this delay was approximately 80 milliseconds, well within the desired tolerance.
The second aspect was the inter-message delay (i.e., the time between consecu-
tive messages). The aircraft interface had strict timing guidelines. If the inter-message
delay became too large, messages would be skipped. Prior to the October flight tests,
no investigation was made on the inter-message delay. During the October testing, a
one second anomaly in the precise relative GPS position data stream manifested itself
in the loss of a single relative position message. It did not always occur, and there
was seemingly no correlation to other factors when it happened. At first, the floating
filter update was suspected based on its one Hz update rate. However, since the filter
was running in a separate thread from the main program, this was a slim possibility.
During post-processing, it was discovered that the precise relative position mes-
sages were being sent at non-uniform intervals. Normally, the delay varied between
31 and 62 milliseconds. Sometimes the delay was 93 milliseconds. It was strange
that the delay increased in 31 millisecond intervals. Further, after summing the inter-
message delay for 20 messages, the total delay occasionally equaled 1.031 seconds.
The total delay should be one second, and the additional 0.031 seconds was exactly
one “normal” message delay period.
After some research, it was determined that the cause was most likely due to
context switching on the Intel® processor between the multiple program threads.
There were normally five threads running on the single processor in the trail aircraft.
The first thread was listening for incoming messages from the lead aircraft. The
second thread was the main program running. Third was the floating filter thread.
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The fourth was the thread listing for the precise relative position message. Finally,
there was a thread for message parsing / cyclic redundancy checks (CRC) and delivery
routing. Generally, there is a 5-10 millisecond delay between threads on the processor
used in this thesis. A few context switches could put the precise relative position
message thread behind. A faster processor or multiple processors could help the
situation.
4.4.8 Flight Test Summary. Six flight test examples were presented showing
the effects of a floating filter reset and cycle slips, an erroneous ambiguity set local
minimum, the power of the number of visible satellites, and the effect of multiple
satellite dropouts. Additional plots from the flight tests are in Appendix A. The
algorithm properly handled every unusual event. Unfortunately, there were some
timing problems, but the system as a proof-of-concept worked well. Most importantly,
all of the flight objectives were met.
The first objective was to determine the relative position accuracy. The average
minimum indicator position error was typically within the centimeter-level require-
ment during the hour-long data runs. However, the minimum indicator was always
within the centimeter-level requirement during all close formation flying (the critical
part of the flights).
The second objective was to determine data link robustness. The data link
operated reliably from fingertip formation (one meter wingtip clearance) out to ap-
proximately three kilometers. There was only one flight test in which the data link
had problems in relatively close formation (30 meters) for an unknown reason.
The final flight objective was to determine IMU accuracy. This was accom-
plished by the “Lost Wingman” test team during the April 2005 flight tests [16]. The
final section of Chapter IV discusses the special cases mentioned earlier.
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4.5 Special Cases
Four special cases are presented. The first special case is comparing “pre-fit”
and “post-fit” residuals. Next, the filter in position-only mode is shown, followed by
the widelane measurement observables example. Finally, an example of the floating
filter with the dynamic Ta and σ
2
a option turned on is presented.
4.5.1 “Pre-Fit” and “Post-Fit” Residual Comparison. As mentioned pre-
viously in Section 3.6.2, it was originally thought that “post-fit” residuals were less
“noisy” and would produce better results from the MMAE probability calculation.
Figure 4.37 shows an example of the noisy “pre-fit” residuals, contrasted with the
same “post-fit” residuals in Figure 4.38.
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Figure 4.37: “Pre-fit” Residuals
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Figure 4.38: “Post-fit” Residuals
Even though it appeared the “post-fit” residuals would produce better results,
Ormsby proved mathematically that the MMAE probability calculation was equiva-
lent with either “pre-fit” or “post-fit” residuals [44]. To determine if this was true,
the probability calculation was done with both “pre-fit” and “post-fit” residuals, and
then the results were compared. Before the results are displayed, it is important to
note that the comparison shown here is not exactly “apples-to-apples”. The “pre-fit”
residuals came from the MMAE, but the “post-fit” residuals were from the epoch-by-
epoch calculation described in Section 3.7.1. The real difference is that the MMAE
“remembers” previous information garnered during a data run, whereas the epoch-
by-epoch calculation has no “knowledge” of previous measurements. Therefore, the
probability calculations will not be exactly the same, but should be similar. Only one
comparison is shown here, but all of the comparison plots are in Appendix A.
Figure 4.39 is from the first data set of the first flight on 12 October 2005.
The top subplot is the raw probability data overlaid on each other. The bottom
subplot shows the difference between the two probabilities. As Ormsby proved, the
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plot proves that the probability calculation is almost identical between the “pre” and
“post-residuals”. The magnitude of the dip at 35 minutes was different by about 15
percent, however, the trend of each line is identical. Other probability plots from
different test cases were similar to Figure 4.39. The position-only filter is discussed
next.
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Figure 4.39: “Pre-fit”/“Post-fit” Residual Case: Probability Comparison
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4.5.2 Position-Only Filter Comparison. Since the Kalman filter designed in
this thesis was so heavily driven by the measurements and not the FOGMAmodel, the
prospect of reducing computational complexity by removing the relative velocity and
relative acceleration states was investigated. Also, since the filter was designed to run
in real-time, a reduction in computational complexity translated directly to less time
for floating filter and MMAE calculations. As a reminder, the relative position states,
in the position-only filter, had a noise value of 200 m2/sec in the process noise matrix,
Q, as specified in Table 3.3. The 200 m2/sec value was selected to be sufficiently large
that the filter would almost completely rely on the incoming measurements for the
position estimation.
Assuming an average of eight satellites, the state vector for the filter was 16
states with the relative velocity and relative acceleration states (i.e., the full filter).
In position-only mode, the state vector was reduced from 16 states to only 10 states.
If the position-only filter still converged properly, and the results for the minimum
indicator position error were similar to the full filter, then there would be no need for
relative velocity or relative acceleration states in this application.
To test this theory, each data set was post-processed with the position-only
filter. The position-only filter performed almost identically to the filter with the
relative velocity and relative acceleration states included. The following items were
compared to the real-time data: the time to the first fix of the true ambiguity set, the
total number of unique ambiguity sets returned from the LAMBDA function, and the
MRSE for the minimum indicator variable. If these items were similar between each
of the data sets, then it would be safe to use the position-only filter in this application.
Only flight test data sets were used for analysis, since that was the primary application
for the algorithm.
Some of the post-processed data did not experience the same filter resets as
during real-time, and thus the results from the real-time and post-processed runs
were significantly different. Those data sets are denoted with an asterisk. Finally,
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only the time to the fix for the first true ambiguity set is shown. If a filter reset
occurred which caused the minimum indicator to reset, the next time to fix for the
second true ambiguity set is not shown. This was primarily due to the fact that
not all of the post-processed data sets experienced the same filter resets. Table 4.9
summarizes the results from each data run.
Based on the results from Table 4.9, there was no measurable difference between
the two filter modes. Case F5.2 had 11 fewer unique ambiguity sets in the position-
only mode for an unknown reason. Otherwise, the number of unique ambiguity sets
returned from the LAMBDA function were always within two sets, and usually within
one (except for Cases F2.1 and F3.2, for which the exact number of unique ambiguity
set were unknown). The time to first fix was identical for every set. Since the true
ambiguity set was found at the exact same time for every data set, the minimum
indicator MRSE was necessarily the same as well (except for the data sets with filter
resets). The results are not entirely surprising since both filters relied so heavily on
the incoming measurements. The results from the position-only filter closely match
those from the relative velocity and relative acceleration filter. Therefore, it is safe to
use the position-only filter for future applications. The widelane example is discussed
next.
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Table 4.9: Velocity/Acceleration vs. Position-only
Data Set Number of Unique Ambiguity Time to First MRSE
Sets Returned from LAMBDA Fix (minutes) (meters)
F1.1 Velocity/Acceleration 29 4 0.030∗
F1.1 Position-only 29 4 0.030∗
F1.2 Velocity/Acceleration 41 4 0.085
F1.2 Position-only 27 4 0.069∗
F2.1 Velocity/Acceleration Unknown 4 0.062
F2.1 Position-only 27 4 0.033∗
F2.2 Velocity/Acceleration 21 4 0.023
F2.2 Position-only 22 4 0.023
F3.1 Velocity/Acceleration 28 4.833 0.137
F3.1 Position-only 30 4.833 0.137
F3.2 Velocity/Acceleration 50+ 4 0.153
F3.2 Position-only 50+ 4 0.153
F4.1 Velocity/Acceleration 31 4.833 0.243
F4.1 Position-only 30 4.833 0.243
F5.1 Velocity/Acceleration 18 4 0.011
F5.1 Position-only 17 4 0.011
F5.2 Velocity/Acceleration 31 4 0.050
F5.2 Position-only 20 4 0.050
F6.1 Velocity/Acceleration 30 4 0.010
F6.1 Position-only 30 4 0.010
F6.2 Velocity/Acceleration 30 4 0.010
F6.2 Position-only 30 4 0.010
F6.3 Velocity/Acceleration 33 4 0.007
F6.3 Position-only 33 4 0.007
F6.4 Velocity/Acceleration 20 4 0.007
F6.4 Position-only 20 4 0.007
F7.1 Velocity/Acceleration 25 4 0.008
F7.1 Position-only 25 4 0.008
F7.2 Velocity/Acceleration 25 4 0.007
F7.2 Position-only 25 4 0.007
F8.1 Velocity/Acceleration 29 4 0.012
F8.1 Position-only 28 4 0.012
F8.2 Velocity/Acceleration 30 4 0.016
F8.2 Position-only 30 4 0.016
∗Note: Post-processed data which did not experience same filter reset(s) as real-time data
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4.5.3 Widelane Observables Comparison. All the results presented in thesis
thus far were L1 only phase observables, due to the Javad® JNS100 receiver. Assum-
ing the receivers were dual channel capable, a new measurement observable called
widelane (WL) can be formed. The formation of the widelane observable was defined
in Section 2.2.5.
The algorithm in this thesis was coded for use with either L1 or WL observables.
A set of WL measurements were constructed from Ashtech GPS Z-Surveyor data
taken on 28 May 2004 at AFIT. The data set was static with a known baseline
distance. The receivers were approximately 1450 meters apart. The WL data run
was set up slightly differently from what was done in the previous examples. There
were two major differences. The first was the filter convergence time before the
floating ambiguities were sent to the LAMBDA function. Second, the number of
SOS residual points collected before performing the least squares fit calculation was
significantly reduced. As described in Sections 3.5 and 3.7.3, the filter was given a
two minute convergence time before the floating filter ambiguity estimates were sent
to the LAMBDA function, and two minutes worth of SOS residuals were collected
before the least squares fit calculation was performed. For the WL example, the filter
was not given any convergence time, and the least squares fit was performed after 20
seconds. Twenty seconds resulted in three SOS residuals data points to perform the
least squares fit, the minimum required.
Figure 4.40 and Figure 4.41 show the WL and L1 SOS residuals respectively.
The scale on the L1 plot is expanded more than that of the WL plot to show the
true ambiguity set better; at 0.09 meters on the y-axis, the true ambiguity set was
unidentifiable in the L1 plot. The difference between the two plots is dramatic. In
the WL plot, the true ambiguity set is clearly identifiable, even from the very first
epoch. The L1 example is another story. There were multiple erroneous ambiguity
sets’ residuals intermingled with the true set. Also, there were at least seven different
local minima where an erroneous ambiguity set’s residuals were below the true set’s
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residuals. The magnifying glass analogy discussed earlier is dramatically evident in
the WL plot compared with the L1 plot.
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Figure 4.40: WL SOS Residuals
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Figure 4.41: L1 SOS Residuals
An expanded plot of the WL SOS residuals is shown in Figure 4.42. The true
ambiguity set’s residuals are lower than all the erroneous ambiguity sets’ residuals
during the entire data run, even on the first epoch.
Next, the conditional probability plots for the WL and L1 observables are shown
in Figures 4.43 and 4.44 respectively. The true ambiguity set immediately absorbed all
of the probability in the WL example, and never dipped below 93 percent. However,
in the L1 example, the true ambiguity set did not absorb all of the probability until
20 minutes, and then dropped three more times, until 90 minutes when it absorbed
all the probability for the final time.
Finally, Table 4.10 summarizes the results from each of the data runs. The
WL run “found” the true ambiguity set a full eight minutes before the L1 run. The
L1 minimum indicator chose two erroneous ambiguity sets before selecting the true
set at 8.33 minutes. Interestingly, both runs had about the same number of unique
ambiguity sets returned from the LAMBDA function. Since many current receivers
are dual channel capable and only small changes to the filter are required to use
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Figure 4.42: WL SOS Residuals Expanded
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Figure 4.43: WL Conditional Probabilities for Selected MMAE Ele-
mental Filters
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Figure 4.44: L1 Conditional Probabilities for Selected MMAE Elemen-
tal Filters
widelane observables, the benefits from widelaning far outweigh the extra cost of
a dual channel receiver. The only caveat is the receiver must have the ability to
output the data from both frequencies at a sufficient rate (greater than or equal
to 20 Hz) for use in applications similar to the one tested in this thesis. The last
column in Table 4.10 shows the MRSE for the time period when both measurement
observables had the true ambiguity set selected. As expected, the position error on
the L1 observables is less than the WL observables. A dynamic Ta and σ
2
a comparison
is shown next.
Table 4.10: Widelane and L1 Observables Summary
Data Set Number of Unique Ambiguity Time to First Fix MRSE MRSE∗
Sets Returned from LAMBDA (minutes) (meters) (meters)
Widelane 27 0.33 0.051 0.051
L1 30 8.33 0.272 0.025
∗Note: This final MRSE was calculated from 8.33 minutes until the end of the data run,
when both measurement observables had the true ambiguity set selected.
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4.5.4 Dynamic Ta and σ
2
a Comparison. The final special case is a demon-
stration of dynamic Ta and σ
2
a in the FOGMA model described in Section 3.4.1. The
dynamic Ta and σ
2
a should make the floating filter’s 1σ estimate of the relative velocity
and relative acceleration more accurate. The dynamic Ta and σ
2
a example was post-
processed, so the errors on the relative velocity and relative acceleration states do not
exactly match the real-time data. Figure 4.45 shows the real-time relative velocity
error plot from 18 April 2005. The floating filter’s 1σ estimate of the relative velocity
errors remained constant throughout the run with a static Ta and σ
2
a. However, when
Ta and σ
2
a are allowed to change dynamically based on the total relative accelera-
tion vector, the filter more accurately models the relative velocity errors. Figure 4.46
shows the same data set with dynamic Ta and σ
2
a. Although not perfect, the dynamic
Ta and σ
2
a clearly modeled the velocity errors much better than the static case.
Next, the relative acceleration errors are shown. The plots are similar to the
relative velocity error plots. Once more, the dynamic Ta and σ
2
a modeled the relative
acceleration errors much more closely than the static case. Figure 4.47 shows the
static and Figure 4.48 shows the dynamic case.
Assuming accurate estimates of the error on the relative velocity and relative
acceleration states are needed, the dynamic filter provides a quick, easy solution.
Proper tuning of the Ta and σ
2
a values, based on system dynamics, could provide an
even more accurate estimate of the estimated errors than the results shown in this
thesis. Only minimal changes to the basic filter are required to implement dynamic
Ta and σ
2
a.
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Figure 4.45: Static Ta and σ
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a Floating Filter Velocity Errors
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Figure 4.47: Static Ta and σ
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Figure 4.48: Dynamic Ta and σ
2
a Floating Filter Acceleration Errors
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4.5.5 Special Case Summary. Four special cases were presented: “pre-fit”
and “post-fit” residuals, the filter in position-only mode, widelane measurement ob-
servables example, and the floating filter with the dynamic Ta and σ
2
a option turned on.
The equivalence of “pre-fit” and “post-fit” residuals in the probability calculation was
verified. Also, the special cases showed possible options to reduce the computational
load, increase the floating filter’s ability to resolve the true ambiguities, and improve
the floating filter’s 1σ estimate of the relative velocity and relative acceleration states.
4.6 Summary
Chapter IV presented the results and analysis from ground and flight testing.
Included in the results were a discussion of the test methodology and data set descrip-
tions. Next, the results from two ground tests were presented, static and dynamic.
Following the ground tests, specific flight tests were analyzed. Finally, special cases
such as, “pre-fit” and “post-fit” residual comparison, the floating filter in position-only
mode, widelane measurements, and dynamic Ta and σ
2
a were discussed. All objectives
were met, and the system achieved the centimeter-level requirement in all but four
out of seventeen data runs.
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V. Conclusions and Recommendations
5.1 Overview
The goal of this thesis was to develop and test a high-speed, precise DGPS
system for use with UAVs. To get the required precision for close formation flight,
a new ambiguity resolution technique was developed, based on special characteristics
of the carrier-phase residuals. In Chapter II, the theory behind design of the system
was presented including: EKFs, MMAEs, GPS theory, and the nature of the phase
residuals. Chapter III described the hardware configuration, overall algorithm, and
system models used in implementation of the theory from Chapter II. Finally, the
results and analysis from ground and flight testing were presented in Chapter IV.
The end result was the first-ever successful in-flight demonstration of automated close
formation flight, culminating in over 11 hours with a mean radial spherical error of
3.3 centimeters (0.108 feet). With this type of accuracy, automated aerial refueling
is now possible for UAVs and tankers equipped with DGPS, a datalink, and software
developed in this thesis. A concise summary of the conclusions and recommendations
follows next.
5.2 Conclusions
 The high-rate precise position system as a proof-of-concept was vali-
dated. Although the system was not without problems, it demonstrated that
a high-rate precise DGPS solution is adequate for derivative-type flight con-
trollers. Automated flight position changes between two aircraft were safely
conducted over 10 hours of flight testing during the October 2005 flight tests.
By the end of the flight testing, the pilots were able to “flip-the-switch” and
watch the system safely operate without any outside intervention.
 Consistent centimeter-level positioning was attained. Including ground
and flight testing, there were 19 data sets for a total of approximately 16 hours
of testing. Both ground tests achieved centimeter-level positioning. However,
the primary interest of this thesis was the flight testing, specifically when the
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aircraft were within 500 feet. During 16 of the 17 flight tests, the aircraft were
within 500 feet. On the one flight in which the aircraft did not break the 500
foot barrier, the minimum indicator was within the centimeter-level requirement
during the entire run.
The times when the aircraft were within 500 feet resulted in approximately
11 hours of data. During the 11 hours, there was only one 40 second period
when the minimum indicator selected an erroneous ambiguity set due to datalink
connection problems. Overall, the 3-D MRSE for the entire 11 hours was 3.3
centimeters.
 The algorithm was robust enough to handle most potential issues.
During the 16 hours of testing, numerous issues arose which needed to be han-
dled properly. GPS satellites rose and set over the horizon similar to the sun,
necessitating the addition and removal of satellites during data runs. Code was
put into place to deal with both cases. The algorithm correctly handled every
satellite addition and removal.
The reference satellite was chosen based on the elevation angle above
the horizon. More highly elevated satellites were not as prone to masking and
multipath. In addition, the satellite signal traveled through less atmosphere so
the measurement errors were usually smaller. However, since the satellites were
in constant motion, there was the potential for the maximally elevated satellite
to change during a data run. Instead of resetting the filter and losing all of
the information garnered up to that point, a transformation of the state vector
and covariance matrix was applied. The algorithm correctly handled all of the
maximally elevated satellite changes.
Since the phase measurements were being used for the final precise relative
position, it was imperative that any potential cycle slips were detected and
resolved. The algorithm set conservative limits for the two methods employed for
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cycle slip detection. As a result, there were a few erroneous cycle slip detections,
but every real cycle slip was identified and corrected.
Finally, datalink errors needed to be addressed. Generally, the algo-
rithm handled small datalink transmission errors, such as CRC failures and lost
messages. However, due to the conservative values in the cycle slip detection
methods, when long strings of messages were “lost”, the algorithm would er-
roneously detect cycle slips on all of the satellites, resulting in a system reset.
This problem usually appeared when the aircraft were beyond 500 feet from
each other. There was one instance, mentioned in Chapter IV, in which this
problem occurred when the aircraft were within 500 feet.
 Occasionally, a timing anomaly resulted in the skipping of a single
precise relative position message each second, as seen by the flight
controller. The algorithm received raw GPS measurements from the Javad®
JNS100 receiver at a 20 Hertz rate (i.e., a message every 50 milliseconds). The
precise relative position output should have been at that rate as well. Unfortu-
nately, it would generally stagger between 31 and 62 milliseconds. Occasionally,
the delay was 93 milliseconds or higher, but was always a multiple of 31 mil-
liseconds. The exact cause of the 31 millisecond stagger is not entirely known,
but is most likely due to context switching from the multiple algorithm threads
running on one processor. To investigate the one second periodic nature of the
problem further, the inter-message delay between 20 successive messages was
summed. The total was usually one second as expected, but occasionally was
1.031 seconds. The extra 31 milliseconds corresponded to exactly one “stan-
dard” message interval. Finally, the times when the flight controller skipped
a relative position message correlated to the times there was the additional 31
milliseconds.
The missing messages initially caused large errors in the flight controller,
and the in-flight variable stability system would disengage. To overcome this
problem, the flight controller would estimate the relative position based on the
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previous two epochs when a message was “lost”. This work-around eliminated
any deleterious effects of the missed data epochs.
 The newly developed minimum indicator method provided a more
stable and precise relative position output when compared against
the MMAE approach. The average minimum indicator 3-D MRSE was an
order of magnitude less than the average MMAE 3-D MRSE over the course
of all 17 flight tests (0.095 meters vs. 0.215 meters). There was only one case
for which the MMAE 3-D MRSE was lower than the minimum indicator 3-D
MRSE during the 17 flight tests. This occurred because the minimum indicator
chose an erroneous ambiguity set for the first minute of the data run while
the aircraft were rejoining. After the aircraft joined, the minimum indicator
remained within the centimeter-level requirement for the remainder of the run.
 The number of visible satellites and their associated geometry plays
an extremely important role in nature of the SOS residuals. As evi-
denced by Cases 5.1 and 5.2, the determination of the true ambiguity set be-
comes much easier with more visible satellites. With each new measurement, it
becomes more difficult for an erroneous ambiguity set to fit the measurements
better than the true set. The residual plot from Case 5.1, for which there are
12 visible satellites, looks very similar to the widelane example.
 “Pre-fit” and “post-fit” residuals result in the same MMAE condi-
tional probability calculation. The theory proposed by Ormsby [44] was
validated in this thesis. As seen in Chapter IV, there was almost no difference
between the two calculations even though the “pre-fit” and “post-fit” calcula-
tions came from different methods.
 A simplified dynamics model can be used without a noticeable degra-
dation in performance. When there were no filter resets, the position-only
filter performed identically to the full filter implementation. If estimates of the
relative velocity and relative acceleration are not needed, the processing require-
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ments can be significantly reduced by using the position-only filter. This allows
processing for additional enhancements or future growth.
 Widelane observables offer almost instantaneous ambiguity resolution
at the relative ranges in this thesis. The benefit of widelane observables
was clearly evident from the results in Chapter IV. Even when the baseline
relative distance was almost 1.5 kilometers, the true ambiguity set was the
top set returned from the LAMBDA function on the first epoch. Also, the
minimum indicator selected the true ambiguity set after the first three SOS
residual calculation epochs (20 seconds) and remained “locked” for the duration
of the run. Using the L1-only measurements, the algorithm took eight minutes
longer to determine the true ambiguity set, a 2400 percent increase! The main
drawback to the widelane observables is the increased position error. However,
the increase in the error was only 2.5 centimeters in this example. The incredible
increase in performance far outweighs the small increase in error.
 A dynamic correlation time constant, Ta, and dynamic mean squared
value, σ2
a
, for the FOGMA model significantly enhances the floating
filter’s 1σ estimates of the relative velocity and relative acceleration
states. As expected, the floating filter more closely modeled the relative ve-
locity and acceleration errors with dynamic Ta and σ
2
a values as seen in Fig-
ures 4.46 and 4.48. If accurate estimates of the relative velocity and relative
acceleration states are required, dynamic Ta and σ
2
a offer a simple and efficient
method. However, there is an increase in the computational requirements since
the dynamics matrix, F, dynamics noise matrix, Q, and the state transition
matrix, Φ, must be recomputed each time Ta and σ
2
a change.
5.3 Recommendations
The system proved to be robust and reliable. However, some issues were found
during testing which warrant further research. The recommendations listed below
summarize the more important issues.
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 Determine exact cause of timing problem. The biggest problem encoun-
tered during testing was the occasional timing issue resulting from extended
inter-message delays. Higher speed precise relative position output will not be
possible until this issue is resolved. If it is due to the processor, then new dual
core processors might offer a potential fix. Also, streamlining the number of
program threads may help improve the algorithm’s performance.
 Explore other variations on the minimum indicator equation. The min-
imum indicator added each element in the numerator of the equation. However,
multiplication might also be a viable option, or some other functional form to
include using weighting. A new form could potentially improve the performance
of the minimum indicator, especially to system changes such as cycle slips.
 Use the magnitude of the SOS residuals as an additional discriminator
of the true ambiguity set. Since the algorithm divided by the number of
epochs an ambiguity set was “alive” and the number of epochs it was returned as
the top set from LAMBDA, the minimum indicator value for the true ambiguity
set continually decreased throughout a data run. Unfortunately, if a cycle slip
occurred, it could take a significant amount of time for the minimum indicator
value of the previously true ambiguity set to increase, especially if it has been
“alive” for an extended time. This prevented the minimum indicator from the
selecting the true ambiguity set in a timely fashion, assuming it was in the
candidate ambiguity bank. Case G2 was a good example of this phenomenon.
After examining the SOS residuals plot for each data run, the true ambiguity
set’s residuals exceeded three millimeters in one case, and only for a few epochs.
An SOS residual ceiling could be imposed, based on vehicle dynamics and slant
range between the aircraft, which would prevent the minimum indicator from
selecting a candidate ambiguity set as true if its SOS residuals exceeded the
ceiling.
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 Use the position-only EKF (i.e., the simplified dynamic model). Based
on the results from Chapter IV, there is no need to run with relative velocity and
relative acceleration states in the EKF. The main output from the algorithm is
the high-speed precise relative position estimate, not estimates of the relative
velocity and relative acceleration. The reduction in the EKF states will make
the algorithm quicker and more efficient.
 Acquire a high-speed dual frequency receiver. A dual frequency receiver
will accomplish two things. First, it will make determination of the true ambi-
guity set much easier, almost instantaneous. Next, it will allow for more efficient
and precise methods to check and correct cycle slips [14].
 Increase the MMAE blended solution probability cutoff. Any ambiguity
set with a conditional probability at or below one percent was excluded from the
MMAE Bayesian position estimation. Although this helped make the MMAE
more accurate, a much larger cutoff, such as 30 to 40 percent, could increase
the MMAE accuracy even more.
 Improve the post-processing algorithm to match the real-time algo-
rithm more closely. One drawback of the algorithm was the inability to
make the post-processed data return exactly the same results as the real-time
data. By placing a time stamp on each message during real-time execution, the
post-processed data could reflect the real-time data more accurately.
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Appendix A. Data Set Plots
A.1 Ground Tests
Two ground tests are discussed in this section. The first was a static case taken
at the AFIT navigation laboratory on 25 March 2005. Next, a dynamic driving case
is shown. The dynamic case shows some of the errors discussed in Chapter III.
A.1.1 Case G1: Static Ground Test. Case G1 is the only static data set
discussed, other than the widelane observables. The algorithm easily handled the
static case. Figures A.1, A.2, and A.3 display the floating filter’s relative position,
velocity, and acceleration errors, respectively. The dashed lines represent the floating
filter’s 1σ estimation.
The title of each subplot contains the associated statistics for that plot. Ad-
ditionally, the distance root mean square (DRMS) and mean radial spherical error
(MRSE) are listed in the first (East) subgraph title. The DRMS can be thought
of as a horizontal 2-dimensional indicator of error, and the MRSE as a spherical 3-
dimensional indicator of error. These two values define system performance better
than the mean and standard deviation alone. The MRSE was used to determine the
algorithm accuracy for each data run. This value was then compared against the
centimeter-level requirement.
After an initial convergence period of approximately 10 minutes, the floating
filter “found” the correct relative position. As expected, the floating filter was very
accurate for a static case with an extremely short baseline (1 meter). Based on the
float filter’s 1σ estimation, the floating filter required more tuning for this particular
case. However, the floating filter was designed to work with a variety of vehicle
dynamics and therefore was not perfectly tuned for the static case. Finally, the
floating filter was tuned to give the best possible outcome from the minimum indicator
and the best MMAE weighted position estimate. In order to do this the LAMBDA
algorithm must return the true ambiguity set. The floating filter was only a tool to
help the LAMBDA function. Ensuring the LAMBDA algorithm returned the true
A-1
ambiguity set in the quickest possible time was the top priority, even at the expense
of not tuning the floating filter for a theoretically accurate covariance matrix.
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Figure A.1: Case G1: Floating Filter Position Errors
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Figure A.2: Case G1: Floating Filter Velocity Errors
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Figure A.3: Case G1: Floating Filter Acceleration Errors
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Next, each satellite’s measurement data is shown. Satellite 26 data is in Fig-
ure A.4. A small amount of code multipath can be seen in the cyclic nature of the
pseudorange residuals. Also, the decrease in the 1σ for the ambiguity estimate at 18.5
minutes was due to a change in the reference satellite from pseudo-random noise PRN
18 to PRN 21. The rest of the satellite’s plots follow in Figures A.5, A.6, A.7, A.8,
A.9, A.10, and A.11. Figure A.12 shows the number of visible satellites throughout
the data run.
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Figure A.4: Case G1: Satellite 26 Measurements
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Figure A.5: Case G1: Satellite 9 Measurements
0 10 20 30 40 50 60
−2
−1
0
1
2
PRN14 DD Pseudorange Residuals (25 Mar 05, 1731L WPAFB, OH)  (Mean: −0.007 Std Dev: 0.656 Var: 0.430 RMS: 0.656)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 10 20 30 40 50 60
−0.2
−0.1
0
0.1
0.2
PRN14 DD Phase Residuals (25 Mar 05, 1731L WPAFB, OH)  (Mean: 0.001 Std Dev: 0.058 Var: 0.003 RMS: 0.058)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 10 20 30 40 50 60
−4
−2
0
2
4
PRN14 DD Ambiguity Error (25 Mar 05, 1731L WPAFB, OH)  (Mean: 0.058 Std Dev: 0.087 Var: 0.008 RMS: 0.104)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.6: Case G1: Satellite 14 Measurements
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Figure A.7: Case G1: Satellite 15 Measurements
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Figure A.8: Case G1: Satellite 18 Measurements
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Figure A.9: Case G1: Satellite 21 Measurements
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Figure A.10: Case G1: Satellite 22 Measurements
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Figure A.11: Case G1: Satellite 29 Measurements
0 10 20 30 40 50
5
6
7
8
9
Number of SVs  (25 Mar 05, 1731L WPAFB, OH)
Time since start of data (min)
N
um
be
r o
f S
Vs
Figure A.12: Case G1: Visible Satellites
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After examining the output files from the data run, there were a total of 21
unique ambiguity sets returned from the LAMBDA algorithm. Since there was a
two minute convergence time for the floating filter prior to sending the floating filter
ambiguity estimates and their associated covariance to the LAMBDA algorithm, and
a two minute wait time prior to doing the minimum indicator calculations, the earliest
the correct ambiguity set could be discovered was four minutes into a data run. In the
first pair of candidates returned from LAMBDA, the true set was the second candidate
set. The top candidate was later culled from the ambiguity bank as the floating filter
converged to the correct relative position. This was the only candidate pruned during
the data run. The minimum indicator initially selected the wrong ambiguity set at
four minutes. However, at the next least squares fit epoch, ten second later, the
minimum indicator correctly selected the true ambiguity set. The minimum indicator
did not change throughout the rest of the data run. Also, the true ambiguity set was
returned from the LAMBDA function as the top set, 3411 out of 3600 epochs (94.8
percent). Finally, the highest ratio reached by the true ambiguity set was 31.8.
An examination of the SOS residuals and conditional probability plots reveals
more interesting information. All the candidate ambiguity set’s SOS residuals are
shown in Figure A.13 and the probabilities in Figure A.14. The EF[#] in the legend
of the probability plot shows which elemental filter (EF) was associated with the
ambiguity set displayed beside it. A slash in the EF number section indicates a lower
EF candidate set was pruned and the elemental filter’s new number is shown. In this
example, the number one EF was pruned. Therefore, all the elemental filters moved
down one position. The parenthesis in the legend are the PRN numbers with their
associated double-difference ambiguity. The true ambiguity set is explicitly identified
with an arrow when required. To reduce clutter, only candidate sets which rose above
49 percent are displayed.
One interesting aspect of Figure A.14 is when the MMAE “found” the true
ambiguity set. This occurred at four minutes, approximately the same time the
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minimum indicator variable determined the correct set. Since each technique was
independent of the other, this did not always occur.
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Figure A.13: Case G1: SOS Residuals
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Figure A.14: Case G1: Conditional Probabilities for Selected MMAE
Elemental Filters
The SOS residual plot may be difficult to interpret without color. To help
identify the true ambiguity set, its SOS residuals are denoted by grey asterisks in
all the plots. By 10 minutes into the data run, the true set became apparent to
the human eye. As the floating filter continued to gather more information from
the measurements, and the covariance matrix “shrunk”, the true set stood out even
more, especially after 25 minutes. However, some erroneous sets still managed to
approach the true ambiguity set at 42 and 58 minutes in the run. As the satellite
geometry changed, certain erroneous ambiguity set’s measurements appeared to “fit”
the position solution better due to errors such as multipath and noise. This reduced
their SOS residuals to a level equal to, or lower than the true set.
Two important times to note on the residual plot occur at 11 and 22 minutes. At
both locations there are erroneous candidate sets whose residuals are lower than the
true ambiguity set. In each case, the SOS residuals immediately begin to grow and rise
above the true set. These locations correspond to significant dips in the true ambiguity
A-11
set’s conditional probability as shown in Figure A.14. There are smaller probability
dips which correspond to other wrong candidate set’s SOS residuals approaching the
true set.
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.15 is EF[1], Figure A.16 is
EF[2], and Figure A.17 is EF[4].
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Figure A.15: Case G1: EF[1] Probability Comparison
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Figure A.16: Case G1: EF[2] Probability Comparison
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Figure A.17: Case G1: EF[4] Probability Comparison
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Dips in the true ambiguity set’s probability mean the MMAE blended solution
included an incorrect ambiguity set. Since the minimum indicator correctly chose the
true set at 4.166 minutes and never lost “lock”, the difference between the MMAE
and minimum indicator relative position estimates shows when the blended solution
of the MMAE is “pulled” away from the true position. Figure A.18 shows the differ-
ence between the MMAE and the minimum indicator position solutions. The figure
starts at 4.5 minutes; directly after the true ambiguity set was found by the minimum
indicator variable. Any difference between the two positions was due to an incorrect
ambiguity set blending with the true ambiguity set. The effect of the reduced proba-
bility is visible at 11 and 22 minutes. Also, the minor dips in the probability can be
seen in the position error later in the run.
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Figure A.18: Case G1: Minimum Indicator and MMAE Position Difference
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Finally, Figure A.19 displays the MMAE weighted position error. The MMAE
position solution was “pulled” off at 10 and 22 minutes, corresponding to the prob-
ability dips in Figure A.14. Figure A.20 shows the relative position error for the
minimum indicator variable. The minimum indicator preformed as expected since it
was “locked” to the true ambiguity set during the entire data run. The scale on the
minimum indicator error plot is one order of magnitude less than the MMAE error
plot. Lastly, Table A.1 summarizes the floating point, MMAE and minimum indicator
mean position error, standard deviation, 2-D DRMS and 3-D MRSE.
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Figure A.19: Case G1: MMAE Position Error
Table A.1: Case G1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.058 0.022 -0.023 0.036 -0.036 0.046 0.075 0.095
MMAE 0.006 0.034 0.000 0.034 0.005 0.015 0.048 0.051
Min. Ind. 0.001 0.003 0.002 0.003 0.007 0.011 0.005 0.014
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Figure A.20: Case G1: Minimum Indicator Position Error
A.1.2 Case G2: Dynamic Driving Test. The second ground test was a dy-
namic driving test conducted on 30 March 2005. During the test, the cars ranged
from 3.5 to 77.6 meters of separation. This test shows one of the single-cycle cycle
slips mentioned in Chapter III, and its effect on the floating filter, MMAE and min-
imum indicator. Once again, the minimum indicator selected the true ambiguity set
immediately at four minutes. There were no other sets chosen before the next true
ambiguity set was discovered at 50.8 minutes into the data run. The true ambiguity
sets were the only sets selected by the minimum indicator variable.
Throughout the data run, there were a total of 39 unique ambiguity sets returned
from the LAMBDA algorithm. The first true ambiguity set was the top candidate set
returned from the LAMBDA algorithm on the first call. Later in the run, LAMBDA
returned the second true ambiguity set 30 seconds after the cycle slip was detected.
In all, the true ambiguity set was returned as the top set from LAMBDA, 2984 of
3474 epochs (85.9 percent), and reached a maximum ratio of 4.4.
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The floating filter performance is shown in Figures A.21, A.22, and A.23. The
floating filter had trouble converging initially. The most likely cause was the lower
number of visible satellites when the filter started. The filter initialized with seven
satellites, but then lost a satellite three minutes later. Six satellites were about the
minimum required for the floating filter to operate efficiently with only L1 observables.
At 18 minutes into the data run, the filter began converging properly. This coincides
with two satellites rising into view within three minutes of each other; denoting the
importance of the number of visible satellites and their associated geometry.
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Figure A.21: Case G2: Floating Filter Position Errors
A-17
0 10 20 30 40 50 60
−5
0
5
Floating Filter East Velocity Error (30 Mar 05, 1547L WPAFB, OH)  (Mean: 0.000  Std Dev: 0.126  Var: 0.016)
(RMS: 0.126  2−D DRMS: 0.193  3−D MRSE: 0.204)
Ea
st
 V
el
oc
ity
 E
rro
r (
m/
s)
East Vel Err
Filter Est. East Vel ±1σ
0 10 20 30 40 50 60
−5
0
5
Floating Filter North Velocity Error (30 Mar 05, 1547L WPAFB, OH)  (Mean: −0.001  Std Dev: 0.147  Var: 0.022  RMS: 0.147)
N
or
th
 V
el
oc
ity
 E
rro
r (
m/
s)
North Vel Err
Filter Est. North Vel ±1σ
0 10 20 30 40 50 60
−5
0
5
Floating Filter Up Velocity Error (30 Mar 05, 1547L WPAFB, OH)  (Mean: 0.001  Std Dev: 0.066  Var: 0.004  RMS: 0.066)
Time since start of data (min)
Up
 V
el
oc
ity
 E
rro
r (
m/
s) Up Vel Err
Filter Est. Up Vel ±1σ
Figure A.22: Case G2: Floating Filter Velocity Errors
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Figure A.23: Case G2: Floating Filter Acceleration Errors
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Figure A.24 displays PRN 6 measurement information and the floating filter’s
ambiguity estimate. The cycle slip that caused the minimum indicator problems is
visible at approximately 46 minutes with a “jump” in the floating filter ambiguity
error. The floating filter’s 1σ estimate of the ambiguity state converged in one epoch.
Thus, there was only a tiny bump in the Pk(t
+
i ) 1σ value at the cycle slip, even
though PRN 6 variance was reset. Finally, the phase residuals were significantly
higher than those from Case G1, in Figure A.4 (note scale difference). The higher
phase residuals were due to the vehicle dynamics. The rest of the satellite’s plots
follow in Figures A.25, A.26, A.27, A.28, A.29, A.30, A.31, and A.32.
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Figure A.24: Case G2: Satellite 6 Measurements
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Figure A.25: Case G2: Satellite 9 Measurements
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Figure A.26: Case G2: Satellite 10 Measurements
A-20
0 10 20 30 40 50 60
−6
−4
−2
0
2
4
6
PRN15 DD Pseudorange Residuals (30 Mar 05, 1547L WPAFB, OH)  (Mean: 0.117 Std Dev: 1.220 Var: 1.489 RMS: 1.226)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 10 20 30 40 50 60
−20
−10
0
10
20
PRN15 DD Phase Residuals (30 Mar 05, 1547L WPAFB, OH)  (Mean: −0.008 Std Dev: 1.569 Var: 2.462 RMS: 1.569)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 10 20 30 40 50 60
−5
0
5
PRN15 DD Ambiguity Error (30 Mar 05, 1547L WPAFB, OH)  (Mean: 1.070 Std Dev: 1.099 Var: 1.208 RMS: 1.534)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.27: Case G2: Satellite 15 Measurements
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Figure A.28: Case G2: Satellite 18 Measurements
A-21
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Figure A.29: Case G2: Satellite 21 Measurements
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Figure A.30: Case G2: Satellite 22 Measurements
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Figure A.31: Case G2: Satellite 26 Measurements
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Figure A.32: Case G2: Satellite 29 Measurements
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Figure A.33 shows the number of visible satellites. The satellite dropouts were
due to cycle slips (real or erroneous) or loss-of-lock. The only satellite vehicle (SV)
dropouts due to actual cycle slips were at approximately 46 and 51 minutes. PRN 6
had a cycle slip at 46 minutes, which initially caused the minimum indicator to be
incorrect. A few minutes later, PRN 22 also had a cycle slip, but was reset before the
minimum indicator determined the true ambiguity set.
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Figure A.33: Case G2: Visible Satellites
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The residual plot, Figure A.34, is expanded to better show the true ambiguity
set’s residuals. The probability plot, Figure A.35, has three points of interest. The
first is at approximately 3 minutes where the MMAE determined the true ambigu-
ity set. This was a full minute before the minimum indicator. Then at 10 minutes,
another false candidate set absorbed 50 percent of the conditional probability, which
corresponds to a rise in the true set’s residuals in Figure A.34. Finally, at 46.33
minutes the true ambiguity set’s probability immediately dropped when the cycle slip
occurred. After the cycle slip, numerous erroneous ambiguity sets vied for the re-
leased probability. After 30 seconds, the second true ambiguity set was returned from
LAMBDA and absorbed all of the probability a minute later as seen in Figure A.36.
The minimum indicator did not select the second correct set until 50.8 minutes
into the run, about four minutes after the cycle slip. The 30 seconds for true ambiguity
set to be returned from LAMBDA, coupled with the initial 2 minute SOS residuals
acquisition time, means it took the minimum indicator 1.5 minutes to find the true set.
The 1.5 minute delay was primarily driven by the fact that the minimum indicator
divides by the summation of total number of times a candidate was returned as the top
set from LAMBDA and the number of epochs it has been “alive”. Since the first true
ambiguity set had been the top set over 2200 epochs and was “alive” for approximately
3200 epochs, it took time for its minimum indicator value to grow (based on its much
higher residuals) above the new true ambiguity set. Time constraints limited the
author’s ability to address this problem in the code, but a potential fix is discussed
in Chapter V.
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Figure A.34: Case G2: SOS Residuals
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Figure A.36: Case G2: Conditional Probabilities for Selected MMAE
Elemental Filters Expanded
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.37 is EF[1], Figure A.38 is
EF[2], Figure A.39 is EF[23], Figure A.40 is EF[34], Figure A.41 is EF[36], and Fig-
ure A.42 is EF[37].
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Figure A.37: Case G2: EF[1] Probability Comparison
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Figure A.38: Case G2: EF[2] Probability Comparison
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Figure A.39: Case G2: EF[23] Probability Comparison
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Figure A.40: Case G2: EF[34] Probability Comparison
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Figure A.41: Case G2: EF[36] Probability Comparison
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Figure A.42: Case G2: EF[37] Probability Comparison
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Figure A.43 shows the MMAE position error. Since the MMAE quickly deter-
mined the true ambiguity set, it is relatively accurate from the beginning of the data
run unlike the other ground case. However, the probability dip at 10 minutes and the
cycle slip at 46 minutes can both be seen in the plot.
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Figure A.43: Case G2: MMAE Position Error
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Finally, Figure A.44 displays the position error plot for the minimum indica-
tor variable and Table A.2 gives a summary of each method’s position error. Even
with the cycle slip, the minimum indicator remained reasonably accurate. Since the
filter was using L1 observables, and only one satellite had a single-cycle cycle slip,
the relative position error remained small. The magnitude of the error was approx-
imately 18.7 cm. As expected, the error was close to the L1 wavelength of 19.0 cm.
The reduced error from cycle slips and slightly better overall accuracy are the main
advantages of L1 observables over widelane observables.
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Figure A.44: Case G2: Minimum Indicator Position Error
Table A.2: Case G2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.186 0.156 -0.309 0.081 -0.005 0.402 0.401 0.567
MMAE 0.002 0.069 -0.017 0.040 0.030 0.110 0.082 0.141
Min. Ind. 0.006 0.021 0.004 0.013 0.011 0.038 0.026 0.047
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A.1.3 Ground Summary. Two ground tests were discussed with a total run
time of approximately two hours. During the two hours, there were five SV dropouts,
all during the dynamic driving test. Two were due to actual cycle slips and three
were due to erroneously detected cycle slips. The algorithm correctly handled all
of the SV dropouts. The base satellite changed twice during the two runs. Once
more, the algorithm correctly handled the base satellite changes. Most importantly,
all ground objectives were met. The system operated in realtime, the datalink was
verified to useful ranges, the algorithm successfully resolved the true ambiguities, and
appropriate tuning values were determined for the Kalman filter. The system was
declared ready for flight test.
A.2 Flight Tests
Seventeen flight test data runs were performed for a total of approximately 14
hours. The algorithm did not crash a single time during the 14 hours of flight test.
Even when messages were “lost”, satellites dropped out, the base satellite changed,
or cycle slips occurred, the algorithm handled all the contingencies. There were a
total of 91 satellite dropouts during actual flight testing. No dropouts while the
aircraft were on the ground were included, since all of the dropouts on the ground
were due to missed messages (the antennas did not have clear line-of-sight). Of the 91
dropouts, 2 were due to erroneously detected cycle slips, 6 were actual cycle slips, and
the remaining 83 dropouts were due to masking. Also, the base satellite changed 10
times over the 14 hours of flight test. Table A.3 summarizes the satellite information.
Except when long strings of messages were “lost”, causing erroneous cycle slips on all
of the satellites, the algorithm correctly handled every contingency.
Not only did the algorithm properly handle contingencies, it also had good
performance. The minimum indicator met the centimeter-level requirement 13 of
the 17 data runs, four of which were in the millimeter range. The times when the
minimum indicator did not meet the centimeter-level requirement, it incorrectly chose
an erroneous ambiguity set only for a portion of the run. Table A.4 gives a summary
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Table A.3: Satellite Summary for Flight Testing
Total Data Sets 17 sets
Total Hours 14 hours
Base Satellite Changes 10 changes
Total Satellite Dropouts 91 dropouts
Erroneous Cycle Slips 2
Actual Cycle Slips 6
Satellites Masks 83
of the DRMS and MRSE for the MMAE and minimum indicator on each run. Runs in
bold are times when the minimum indicator did not meet the centimeter requirement.
Case F4.1 was the only run the that the MMAE performed better than the minimum
indicator. The reason is discussed later in Section A.2.7. Also, an average is shown
in the last row.
Table A.4: Flight Test Position Error Summary (m)
Min. Ind. MMAE
Data Set DRMS MRSE DRMS MRSE
F1.1 0.274 0.775 0.837 1.333
F1.2 0.041 0.085 0.363 0.417
F2.1 0.044 0.062 0.116 0.121
F2.2 0.004 0.023 0.343 0.738
F3.1 0.135 0.137 0.205 0.246
F3.2 0.090 0.153 0.192 0.229
F4.1 0.179 0.243 0.055 0.068
F5.1 0.002 0.011 0.004 0.013
F5.2 0.006 0.050 0.059 0.131
F6.1 0.003 0.010 0.074 0.138
F6.2 0.002 0.010 0.021 0.023
F6.3 0.004 0.007 0.012 0.021
F6.4 0.002 0.007 0.021 0.027
F7.1 0.002 0.008 0.011 0.015
F7.2 0.002 0.007 0.030 0.037
F8.1 0.003 0.012 0.054 0.072
F8.2 0.006 0.016 0.017 0.023
Average 0.047 0.095 0.142 0.215
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Table A.4 is a good summary of the errors during each data run. However, it
does not tell the entire story. The DGPS system designed in this thesis was for use
when the aircraft were in close formation (within 500 feet). Although interesting from
an academic stand point, the times when the aircraft were outside this range should
not be included in the error. For this reason, Figure A.45 was constructed which
displays every epoch when the aircraft were within 500 feet of each other. Each data
run is separated by black lines with the appropriate date and time annotated on the
plot. The x-axis shows the time from each data run (i.e., a time referenced within a
particular data run in Figure A.45 matches the time in the minimum indicator plots
displayed later). The 1103L data run on 27 April was the only set where the aircraft
were not within 500 feet.
Over the course of approximately 11 hours, the DRMS and MRSE for the com-
bined data runs was 1.9 and 3.3 centimeters, respectively! There was only one 40
second time period when the minimum indicator was not using the true ambiguity
set. This was due to intermittent datalink problems which caused a system reset
during the 1020L data run on 05 October. Excluding this 40 second period from the
data, results in a remarkable DRMS of 0.3 centimeters and MRSE of 1.0 centimeter.
The system performed almost flawlessly in its designed operational envelope.
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Figure A.45: Every Epoch When the Aircraft Were Within 500 Feet
The first four cases were from the April flight tests and the remaining sets were
from the October flight tests. The first set of tests in April were between two C-12Cs.
These tests verified the data-link capability and DGPS algorithm position solution.
The second set of tests in October were between a C-12C and Learjet 24. The Learjet
had a modified flight control system that allowed the test team to input its own flight
control laws for simulated aerial-refueling. The non-inertial hardware was identical
between the April and October tests. Each flight test was divided into two data runs
of approximately one hour each. Due to hardware problems, cases F2.1 and F2.2 were
only 43 and 23 minutes long, respectively.
A.2.1 Case F1.1: Flight Test 1, First Data Set. Case F1.1 was flown at
EAFB on 18 April 2005. The flight took off at 0924L, and the weather was clear with
some gusty winds. The actual data set begins just after engine start, runs through
take-off and into the area work. During the test, the aircraft ranged from 18.8 to
1448.2 meters apart. Figure A.46 shows the minimum indicator North, East, Down
relative positions. The data run went well except for take-off.
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Figure A.46: Case F1.1: North, East, Down Relative Positions
For an unknown reason the floating filter reset approximately 50 feet above the
ground during take-off. The lead aircraft had just begun a turn, masking the data-
link antenna from the wing aircraft. During post-processing the floating filter did not
reset, however five messages from the lead aircraft were lost at the exact time of the
in-flight filter reset. Most likely, the algorithm incorrectly detected cycle slips on all
of the satellites and set a reset flag.
It appears the missing messages caused the filter reset versus an algorithm
problem. Also, the data-link hardware was designed for line-of-sight operations only.
For these reasons, the final summary table includes lines to show what the floating
filter, minimum indicator and MMAE errors would be without the filter reset.
The LAMBDA function returned a total of 29 unique ambiguity sets during the
data run. The correct set was the top candidate returned from the first LAMBDA
pair. The minimum indicator correctly chose the true ambiguity set at 4 minutes.
It did not change except after the floating filter reset. The true ambiguity set was
rediscovered at 15.16 minutes, after two other incorrect ambiguity sets were chosen.
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After the filter reset, the true ambiguity set was returned from LAMBDA as the
number one set, 2732 of 2876 epochs (95.0 percent), with a maximum ratio of 33.1.
Given the filter reset, the errors in the floating filter, minimum indicator and
MMAE were larger than other data runs without the filter reset. If a filter reset
occurred, the entire system was reset to include the floating filter, MMAE, and mini-
mum indicator. Basically, the system was re-initialized. Figures A.47, A.48, and A.49
shows the floating filter performance.
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Figure A.47: Case F1.1: Floating Filter Position Errors
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Figure A.48: Case F1.1: Floating Filter Velocity Errors
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Figure A.49: Case F1.1: Floating Filter Acceleration Errors
A-39
Figure A.50 displays PRN 6 measurement information and the floating filter
ambiguity estimate. The extremely large phase residuals at approximately 11 minutes
coincide with the filter reset. The static initialization and other times when both
aircraft were stopped can be seen in the phase residual plot at zero, seven and ten
minutes. The rest of the satellite’s plots follow in Figures A.51, A.52, A.53, A.54,
A.55, A.56, and A.57.
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Figure A.50: Case F1.1: Satellite 6 Measurements
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Figure A.51: Case F1.1: Satellite 2 Measurements
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Figure A.52: Case F1.1: Satellite 5 Measurements
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Figure A.53: Case F1.1: Satellite 10 Measurements
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Figure A.54: Case F1.1: Satellite 18 Measurements
A-42
0 10 20 30 40 50 60
−6
−4
−2
0
2
4
6
PRN21 DD Pseudorange Residuals (18 Apr 05, 0913L EAFB, CA)  (Mean: −0.139 Std Dev: 1.385 Var: 1.917 RMS: 1.391)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 10 20 30 40 50 60
−20
−10
0
10
20
PRN21 DD Phase Residuals (18 Apr 05, 0913L EAFB, CA)  (Mean: −0.027 Std Dev: 6.687 Var: 44.721 RMS: 6.686)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 10 20 30 40 50 60
−5
0
5
PRN21 DD Ambiguity Error (18 Apr 05, 0913L EAFB, CA)  (Mean: 0.301 Std Dev: 1.335 Var: 1.783 RMS: 1.369)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.55: Case F1.1: Satellite 21 Measurements
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Figure A.56: Case F1.1: Satellite 29 Measurements
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Figure A.57: Case F1.1: Satellite 30 Measurements
Figure A.58 shows the number of visible satellites. Most satellite dropouts were
due to aircraft maneuvering. The C-12C had high mounted horizontal stabilizers and
the GPS antenna was mounted on the center of the tail. When the aircraft banked, the
horizontal stabilizer could mask certain satellites depending on the satellite geometry
and bank angle. Since the elevation cutoff angle for satellites was 10 degrees, bank
angles as small as 10 degrees could potentially mask satellites. It was not uncommon
for the aircraft to bank 30 degrees or more during a data run. Even though the
filter initialized with six satellites, the aircraft were static on the ramp with engines
running, and the floating filter was able to converge normally.
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Figure A.58: Case F1.1: Visible Satellites
Once more, the residual plot, Figure A.59, is expanded to help identify the true
ambiguity set’s residuals. The filter reset at 11 minutes is clearly visible with a “wall”
of erroneous ambiguity set’s residuals. The probability plot, Figure A.60, has one
point of interest. The filter reset occurred at 11 minutes when all the probabilities
simultaneously drop to zero. Interestingly, the original EF[1] and what eventually be-
came EF[15] have matching ambiguity sets. As the LAMBDA algorithm repopulated
the ambiguity bank, an incorrect set initially absorbed 50 percent of the probability.
Once the true set was returned from the LAMBDA function, it absorbed all of the
probability by 26 minutes.
The minimum indicator discovered the true set, the second time, at 15.8 minutes
(after selecting two wrong sets). The precise time the true ambiguity set was returned
from the LAMBDA algorithm was not known. Assuming the minimum indicator im-
mediately selected the true set after the initial 2 minute SOS residuals acquisition
delay, the true ambiguity set was returned from LAMBDA at 13.8 minutes (approx-
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imately 3 minutes after the reset). After the minimum indicator reselected the true
set, it did not change during the remainder of the data run.
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Figure A.59: Case F1.1: SOS Residuals
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Figure A.60: Case F1.1: Conditional Probabilities for Selected MMAE
Elemental Filters
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.61 is EF[1], Figure A.62 is
EF[2], and Figure A.63 is EF[23].
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Figure A.61: Case F1.1: EF[1] Probability Comparison
0 10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Comparison of EF[2] Probabilities  [Ambiguities −  (2) 1  (5) 2  (6) −4  (10) −4  (21) −8]
(18 Apr 05, 0913L EAFB, CA)
Pr
ob
ab
ilit
y
Elem Prob (Post−fit)
Elem Fil Prob (Pre−fit)
0 10 20 30 40 50 60
−0.015
−0.01
−0.005
0
0.005
0.01
Difference between EF[2] Probabilities  [Ambiguities −  (2) 1  (5) 2  (6) −4  (10) −4  (21) −8]
(18 Apr 05, 0913L EAFB, CA)
Time since start of data (min)
∆ 
Pr
ob
ab
ilit
y
Figure A.62: Case F1.1: EF[2] Probability Comparison
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Figure A.63: Case F1.1: EF[23] Probability Comparison
The MMAE position error is shown in Figure A.64. The majority of the error
was from the filter reset at 11 minutes. Smaller divergences in the MMAE position
error due to probability fluctuations are not visible.
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Figure A.64: Case F1.1: MMAE Position Error
Finally, Figure A.65 displays the position error plot for the minimum indicator
variable, and Table A.5 gives a summary of each method’s position error. Table A.5
also includes the post processing error numbers since the filter did not reset while in
post processing. Just like the MMAE position errors, the minimum indicator error
also suffered from the filter reset. The error immediately dropped at 15.8 minutes
when the true ambiguity set was reacquired. There were no minimum indicator values
from the floating filter reset at 11 minutes, until the first incorrect ambiguity set was
selected at approximately 13 minutes. Therefore, there is a gap in the minimum
indicator during those times.
Unfortunately, the minimum indicator error was not within the desired centimeter-
level accuracy for MRSE with the floating filter reset. Of course, without the filter
reset the minimum indicator remained well within the tolerance and was similar in
magnitude to the dynamic ground test results. Most importantly, the algorithm and
hardware performed extremely well during the flight where the system was designed
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to run (i.e., close formation) . In every flight test run, when the aircraft were in close
formation, the algorithm was within the centimeter-level requirement.
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Figure A.65: Case F1.1: Minimum Indicator Position Error
Table A.5: Case F1.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.203 0.361 0.071 0.232 -0.109 0.786 0.480 0.927
MMAE 0.152 0.743 0.082 0.343 -0.240 1.010 0.837 1.333
Min. Ind. 0.030 0.170 0.039 0.208 -0.116 0.716 0.274 0.775
Float Filter∗ 0.165 0.060 -0.046 0.087 0.169 0.144 0.201 0.299
MMAE∗ 0.001 0.024 -0.010 0.037 0.020 0.065 0.045 0.082
Min. Ind.∗ -0.000 0.001 -0.000 0.001 0.002 0.008 0.002 0.009
(Note: ∗ are the values without the floating filter reset at 11 minutes.)
A.2.2 Case F1.2: Flight Test 1, Second Data Set. Case F1.2 starts while
both aircraft are airborne approximately eight minutes after case F1.1 end. Once
more, the data set is one hour long. During the test, the aircraft ranged from 34.4 to
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2483.6 meters apart. Figure A.66 shows the minimum indicator North, East, Down
relative positions.
0 10 20 30 40 50 60
−4000
−2000
0
2000
4000
6000
North (Lead to Wing)  (18 Apr 05, 1021L EAFB, CA)
N
or
th
 P
os
iti
on
 (ft
)
0 10 20 30 40 50 60
−10000
−5000
0
5000
East (Lead to Wing)  (18 Apr 05, 1021L EAFB, CA)
Ea
st
 P
os
iti
on
 (ft
)
0 10 20 30 40 50 60
−1000
0
1000
2000
Down (Lead to Wing)  (18 Apr 05, 1021L EAFB, CA)
Time since start of data (min)
D
ow
n 
Po
si
tio
n 
(ft)
Figure A.66: Case F1.2: North, East, Down Relative Positions
A-52
There is one point worth mentioning before the rest of data is displayed. Some
very aggressive maneuvering by both aircraft at 52 minutes into the data run caused
multiple cycle slips. Both aircraft were banking over 45 degrees in either direction
and pulling approximately 2.5 gs. Due to the cycle slips, the minimum indicator was
wrong during the last eight minutes of the data run. There was not enough time for
LAMBDA to return the true set before the end of the data run. More discussion
about the true ambiguity set follows with the SOS residuals plot.
The LAMBDA function returned a total of 41 unique ambiguity sets during the
data run. The correct set was the top candidate returned from the first LAMBDA pair.
The minimum indicator correctly chose the true ambiguity set at 4 minutes. It did
not change except once at 22.8 minutes when there were only five visible satellites.
The minimum indicator incorrectly chose a set with PRN 10 ambiguity off by one
cycle. The minimum indicator quickly changed back to the true set at 24.1 minutes.
The true set was returned from LAMBDA as number one, 2966 of 3436 epochs (86.3
percent), with a maximum ratio of 53.4.
Figures A.67, A.68, and A.69 show the floating filter errors. The floating filter
performance was generally very good, until approximately 52 minutes when the cycle
slips occurred. The floating filter performed as expected with an average of nine
visible satellites.
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Figure A.67: Case F1.2: Floating Filter Position Errors
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Figure A.68: Case F1.2: Floating Filter Velocity Errors
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Figure A.69: Case F1.2: Floating Filter Acceleration Errors
Figure A.70 displays PRN 15 measurement information and the floating filter
ambiguity estimate. PRN 15 was one of the satellites that experienced a cycle slip,
as seen in the small bumps in the filter estimated 1σ values for the ambiguity error at
52 minutes. The rest of the satellite’s plots follow in Figures A.71, A.72, A.73, A.74,
A.75, A.76, A.77, A.78, A.79, and A.80.
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Figure A.70: Case F1.2: Satellite 15 Measurements
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Figure A.71: Case F1.2: Satellite 2 Measurements
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Figure A.72: Case F1.2: Satellite 5 Measurements
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Figure A.73: Case F1.2: Satellite 10 Measurements
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Figure A.74: Case F1.2: Satellite 16 Measurements
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PRN18 DD Pseudorange Residuals (18 Apr 05, 1021L EAFB, CA)  (Mean: 0.115 Std Dev: 1.938 Var: 3.755 RMS: 1.941)
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Figure A.75: Case F1.2: Satellite 18 Measurements
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Figure A.76: Case F1.2: Satellite 21 Measurements
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Figure A.77: Case F1.2: Satellite 22 Measurements
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PRN26 DD Pseudorange Residuals (18 Apr 05, 1021L EAFB, CA)  (Mean: 0.127 Std Dev: 1.625 Var: 2.640 RMS: 1.629)
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Figure A.78: Case F1.2: Satellite 26 Measurements
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Figure A.79: Case F1.2: Satellite 29 Measurements
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PRN30 DD Pseudorange Residuals (18 Apr 05, 1021L EAFB, CA)  (Mean: 0.009 Std Dev: 1.764 Var: 3.112 RMS: 1.764)
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Figure A.80: Case F1.2: Satellite 30 Measurements
Figure A.81 shows the number of visible satellites. All of the satellite dropouts
prior to 52 minutes were due to aircraft maneuvering. With the low elevation cutoff
angle of ten degrees used during flight testing and the high mounted horizontal sta-
bilizer, any aircraft bank angle over ten degrees had the potential to mask a satellite.
Since the aircraft were operating at altitudes over 10,000 feet AGL, rising and setting
satellites were visible at elevations below the horizon. A lower elevation cutoff angle
could potentially be used for aircraft with lower mounted horizontal stabilizers, or for
very benign flying conditions.
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Figure A.81: Case F1.2: Visible Satellites
The SOS residuals plot, Figure A.82, shows some interesting results. The true
ambiguity set’s SOS residuals were easily detectable up until the cycle slip at 52
minutes. After the cycle slips, there was no set which appeared to “fill the gap” left
by the true ambiguity set. This was the tale-tell sign that the true ambiguity set
was not in the ambiguity bank. The probability plot, Figure A.83, reveals the same
information. Notice the numerous ambiguity sets which absorbed over 99 percent of
the conditional probability during the last eight minutes of the run. Since the true
ambiguity set was not in the ambiguity bank, neither the minimum indicator nor the
MMAE could correctly identify the true set.
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Figure A.82: Case F1.2: SOS Residuals
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Figure A.83: Case F1.2: Conditional Probabilities for Selected MMAE
Elemental Filters
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The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.84 is EF[1], Figure A.85 is
EF[21], Figure A.86 is EF[28], Figure A.87 is EF[37], and Figure A.88 is EF[39].
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Figure A.84: Case F1.2: EF[1] Probability Comparison
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Figure A.85: Case F1.2: EF[21] Probability Comparison
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Figure A.86: Case F1.2: EF[28] Probability Comparison
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Figure A.87: Case F1.2: EF[37] Probability Comparison
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Figure A.88: Case F1.2: EF[39] Probability Comparison
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The MMAE position error is shown in Figure A.89. The majority of the error
was from the cycle slips at 52 minutes, and at approximately 23 and 30 minutes when
erroneous ambiguity set’s SOS residuals were lower than the true set.
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Figure A.89: Case F1.2: MMAE Position Error
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Finally, Figure A.90 displays the position error plot for the minimum indicator
variable. The impact of the minimum indicator choosing the incorrect ambiguity set
at approximately 23 and 52 minutes is evident in the plot. It is interesting to note that,
when the minimum indicator chose the wrong set at 23 minutes, the true ambiguity’s
residuals are well above the incorrectly selected ambiguity’s residuals. Also, almost 90
percent of the MMAE probability was absorbed by the same incorrect set. At the same
time, the total number of satellites dropped to 5. This was the absolute minimum
number of satellites needed to determine the true ambiguity set. Even though the
minimum indicator did not have the true set after 52 minutes, the position errors
remained reasonable. The errors were similar to having a single ambiguity off by one
cycle. Finally, Table A.6 gives a summary of each method’s position error.
Even with the incorrect ambiguity set selected during the last eight minutes of
the data run, the minimum indicator error remained within the desired centimeter-
level accuracy for MRSE.
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Figure A.90: Case F1.2: Minimum Indicator Position Error
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Table A.6: Case F1.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.008 0.062 -0.117 0.045 0.109 0.193 0.140 0.262
MMAE -0.009 0.227 -0.048 0.280 0.070 0.193 0.363 0.417
Min. Ind. -0.012 0.033 0.002 0.020 0.043 0.062 0.041 0.085
A.2.3 Case F2.1: First Data Set Flight Test 2. Case F2.1 was the second of
two flight tests at Edwards AFB during April 2005. The flight took off at 0942L. The
weather was clear with light winds. Unfortunately, due to Javad hardware problems,
only a limited amount of data was collected. Also, the program was terminated prior
to the preset runtime, thus not all of the realtime data was saved. The actual data set
begins just after engine start, runs through take off, and into the area work. During
the test, the aircraft ranged from 19.1 to 1353.9 meters apart. Figure A.91 shows the
minimum indicator North, East, Down relative positions.
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Figure A.91: Case F2.1: North, East, Down Relative Positions
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Since not all off the realtime data was saved, information such as the number of
unique ambiguity sets returned by the LAMBDA function was unavailable. However,
a screen dump was saved for post-flight analysis which included some information.
For instance, the minimum indicator correctly chose the true ambiguity set at the first
available opportunity (four minutes). Also, the true set was returned from LAMBDA
as number one, 2321 of 2415 epochs (96.1 percent).
Figures A.92, A.93, and A.94 show the floating filter position errors. The floating
filter reset at 8.5 minutes is due to erroneously detected cycle slips. The aircraft were
810 meters apart while taxiing to the runway when the cycle slips occurred. The
data link was having significant problems with numerous lost messages and checksum
errors. After enough consecutive messages were lost, the Doppler prediction became
less accurate and the difference between adjacent phase measurements was above 1
cycle (which erroneously triggered a cycle slip). The minimum indicator identified
the true ambiguity set again, two minutes after the reset at 10.5 minutes. The true
set was the same as the first, indicating a cycle slip had not actually occurred.
Take-off was at approximately 22 minutes. This corresponded to an increase in
the floating filter’s position error and a small bump in the North’s estimated 1σ value.
Take-off did not seriously affect the floating filter, but it did impact the minimum
indicator, which will be discussed later.
A-70
0 5 10 15 20 25 30 35 40 45
−1
−0.5
0
0.5
1
Floating Filter East Position Error (27 Apr 05, 0942L EAFB, CA)  (Mean: −0.006  Std Dev: 0.212  Var: 0.045)
(RMS: 0.212  2−D DRMS: 0.229  3−D MRSE: 0.257)
Ea
st
 P
os
iti
on
 E
rro
r (
m) East Pos Err
Filter Est. East Pos ±1σ
0 5 10 15 20 25 30 35 40 45
−1
−0.5
0
0.5
1
Floating Filter North Position Error (27 Apr 05, 0942L EAFB, CA)  (Mean: −0.003  Std Dev: 0.087  Var: 0.007  RMS: 0.087)
N
or
th
 P
os
iti
on
 E
rro
r (
m) North Pos Err
Filter Est. North Pos ±1σ
0 5 10 15 20 25 30 35 40 45
−1
−0.5
0
0.5
1
Floating Filter Up Position Error (27 Apr 05, 0942L EAFB, CA)  (Mean: 0.011  Std Dev: 0.117  Var: 0.014  RMS: 0.117)
Time since start of data (min)
Up
 P
os
itio
n 
Er
ro
r (
m) Up Pos Err
Filter Est. Up Pos ±1σ
Figure A.92: Case F2.1: Floating Filter Position Errors
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Figure A.93: Case F2.1: Floating Filter Velocity Errors
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Figure A.94: Case F2.1: Floating Filter Acceleration Errors
Figure A.95 displays PRN 10 measurement information and the floating filter
ambiguity estimate. The filter reset is clearly visible in the floating filter ambiguity
estimate plot. The phase residuals just prior, during, and just after the reset also
indicate how bad the data link connectivity had become. Lastly, it is interesting to
note the times when the phase residuals are extremely small. This occurs at the
start of the run, at 10.5 minutes, and at 14.5 minutes. As in the previous flight
test examples, those times indicate that both aircraft were stopped. The rest of the
satellite’s plots follow in Figures A.96, A.97, A.98, A.99, A.100, A.101, A.102, A.103,
and A.104.
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Figure A.95: Case F2.1: Satellite 10 Measurements
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Figure A.96: Case F2.1: Satellite 2 Measurements
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Figure A.97: Case F2.1: Satellite 5 Measurements
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Figure A.98: Case F2.1: Satellite 15 Measurements
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Figure A.99: Case F2.1: Satellite 16 Measurements
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Figure A.100: Case F2.1: Satellite 18 Measurements
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Figure A.101: Case F2.1: Satellite 21 Measurements
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Figure A.102: Case F2.1: Satellite 26 Measurements
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Figure A.103: Case F2.1: Satellite 29 Measurements
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Figure A.104: Case F2.1: Satellite 30 Measurements
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Figure A.105 shows the number of visible satellites. The satellite dropouts at 7
minutes were due to erroneous cycle slip detections (the filter reset). The dropouts at
22 minutes, during take-off, were due to actual cycle slips. Finally, the single dropout
at 29 minutes was from aircraft maneuvering masking a satellite.
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Figure A.105: Case F2.1: Visible Satellites
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No SOS residuals plot or probability plot are available since the program was
terminated abnormally, but the MMAE position error is shown in Figure A.106. The
majority of the error occurred at 8 minutes when the filter was reset, and at 22 minutes
during take-off.
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Figure A.106: Case F2.1: MMAE Position Error
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Finally, Figure A.107 displays the position error plot for the minimum indicator
variable. The minimum indicator correctly chose the true ambiguity set at the begin-
ning of the data run and after the floating filter reset. However, during take-off, four
satellites experienced cycle slips. This reduced the number of usable satellites to six.
The minimum indicator changed to an incorrect set shortly after take-off, at 22.167
minutes. This is the first big jump in the minimum indicator position error. The
minimum indicator quickly changed to another erroneous ambiguity set 30 seconds
later (the second jump in the position error). It remained on this set for 6 minutes,
until it found the true ambiguity set once more. Unfortunately, the minimum indica-
tor changed again to a set that was off by one cycle on PRN 15 a minute later. Ten
seconds later, the minimum indicator transitioned to another incorrect set (it was off
by 1 cycle on three PRNs). Then, 30 seconds later it found the true ambiguity set
again. The minimum indicator did not change after it found the true set for the last
time. Although, the minimum indicator incorrectly chose four wrong ambiguity sets,
its MRSE was still well within the centimeter-level requirement and half as large as
the MMAE. Finally, Table A.7 gives a summary of each method’s position error.
Table A.7: Case F2.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.006 0.212 -0.003 0.087 0.011 0.117 0.229 0.257
MMAE 0.002 0.063 0.013 0.097 0.010 0.032 0.116 0.121
Min. Ind. -0.005 0.037 0.009 0.021 -0.011 0.042 0.044 0.062
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Figure A.107: Case F2.1: Minimum Indicator Position Error
A.2.4 Case F2.2: Flight Test 2, Second Data Set. Case F2.2 started 30
minutes after case F2.1. There were numerous attempts to get the hardware to
function properly before this run began; however, it only worked for about 24 minutes
on this run. The data run began at 1103L and the aircraft ranged from 155.2 to 1591.6
meters apart. Figure A.108 shows the minimum indicator North, East, Down relative
positions.
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Figure A.108: Case F2.2: North, East, Down Relative Positions
As with case F2.1, the program was terminated prior to the specified runtime,
and not all off the realtime data was saved. However, the post-processing data was
almost identical to the realtime data and will be displayed where specified.
Post-processing data was used to collect the following information. The LAMBDA
function returned a total of 21 unique ambiguity sets during the data run. The cor-
rect set was the top candidate returned from the first LAMBDA pair. The minimum
indicator correctly chose the true ambiguity set at 4 minutes. It did not change
throughout the data run. The true set was returned from LAMBDA as number one,
1327 of 1327 epochs (100.0 percent), with a maximum ratio of 109.8.
The rest of the plots are based on realtime data, except the SOS residuals
and MMAE probability plots. Figures A.109, A.110, and A.111 show the floating
filter errors. The floating filter performed as expected based on initializing with nine
satellites.
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Figure A.109: Case F2.2: Floating Filter Position Errors
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Figure A.110: Case F2.2: Floating Filter Velocity Errors
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Figure A.111: Case F2.2: Floating Filter Acceleration Errors
Figure A.112 displays PRN 15 measurement information and the floating filter
ambiguity estimate. The decrease in the floating filter 1σ ambiguity estimate at
approximately 12 minutes was due to a change in the maximum elevated satellite.
The spikes in the code / phase residuals were due to aircraft maneuvering. The rest
of the satellite’s plots follow in Figures A.113, A.114, A.115, A.116, A.117, A.118,
A.119, and A.120.
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Figure A.112: Case F2.2: Satellite 15 Measurements
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Figure A.113: Case F2.2: Satellite 6 Measurements
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Figure A.114: Case F2.2: Satellite 16 Measurements
0 5 10 15 20 25
−6
−4
−2
0
2
4
6
PRN18 DD Pseudorange Residuals (27 Apr 05, 1103L EAFB, CA)  (Mean: 0.073 Std Dev: 1.608 Var: 2.585 RMS: 1.609)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 5 10 15 20 25
−20
−10
0
10
20
PRN18 DD Phase Residuals (27 Apr 05, 1103L EAFB, CA)  (Mean: 0.012 Std Dev: 7.996 Var: 63.938 RMS: 7.993)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 5 10 15 20 25
−5
0
5
PRN18 DD Ambiguity Error (27 Apr 05, 1103L EAFB, CA)  (Mean: −0.159 Std Dev: 0.237 Var: 0.056 RMS: 0.285)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.115: Case F2.2: Satellite 18 Measurements
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Figure A.116: Case F2.2: Satellite 21 Measurements
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Figure A.117: Case F2.2: Satellite 22 Measurements
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Figure A.118: Case F2.2: Satellite 26 Measurements
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Figure A.119: Case F2.2: Satellite 29 Measurements
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Figure A.120: Case F2.2: Satellite 30 Measurements
Figure A.121 shows the number of visible satellites. The satellite dropouts at
17 and 23 minutes were due to aircraft maneuvering masking a satellite (PRN 16).
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Figure A.121: Case F2.2: Visible Satellites
The SOS residuals plot and probability plot were constructed from post-processed
data. Figure A.122 shows all of the candidate ambiguity set’s SOS residuals. The in-
crease in the true set’s SOS residuals at 11.5 minutes occurred when the aircraft were
maneuvering 1.4 km apart. Figure A.123 displays the MMAE conditional probability.
The true ambiguity set maintained over 49 percent of the total probability until 13
minutes. Then, an erroneous set slowly absorbed 99 percent of the probability. Once
the wrong ambiguity set reached 99 percent at 15 minutes, the true set slowly began
reabsorbing the probability back. An examination of the SOS residual plot shows
why this phenomenon occurred. The erroneous set’s SOS residuals are highlighted
by gold open squares in Figure A.122. The erroneous set’s residuals remain lower,
on a parallel course, to the true set’s residuals starting at approximately 13 minutes.
Once the wrong set’s residuals start growing again at 15 minutes, and the true set
levels off, the true ambiguity set begins to reabsorb the probability. This was a classic
example of how an incorrect ambiguity set can have a local minimum below the true
ambiguity set.
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Figure A.122: Case F2.2: SOS Residuals
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Figure A.123: Case F2.2: Conditional Probabilities for Selected
MMAE Elemental Filters
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The following figure shows the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.124 is EF[1].
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Figure A.124: Case F2.2: EF[1] Probability Comparison
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The MMAE position error is shown in Figure A.125. The probability shift from
above is visible in the growth of the MMAE position error from 12 to 16 minutes. The
total error grew to almost 2 meters during the four minute period, an unacceptable
amount for precise formation flying. Also, this was the major draw back to the MMAE
blended solution and the reason the minimum indicator method was developed.
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Figure A.125: Case F2.2: MMAE Position Error
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Finally, Figure A.126 displays the position error plot for the minimum indica-
tor variable. The minimum indicator MRSE remained at 2.2 cm for the 24 minute
run, well within the centimeter-level requirement. The minimum indicator was al-
ways “locked” to the true ambiguity set. Lastly, Table A.8 gives a summary of each
method’s position error.
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Figure A.126: Case F2.2: Minimum Indicator Position Error
Table A.8: Case F2.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.043 0.027 0.002 0.060 -0.209 0.251 0.079 0.336
MMAE -0.001 0.072 0.128 0.310 -0.295 0.584 0.343 0.738
Min. Ind. -0.000 0.002 0.000 0.004 -0.003 0.022 0.004 0.023
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A.2.5 Case F3.1: Flight Test 3, First Data Set . Case F3.1 was the first
flight test of the October 2005 set. Based on the extensive problems during take-
off in the April 2005 tests, the system was tested on the ground after engine start
to verify proper operation, and then terminated prior to taxi. Once both aircraft
were airborne, the system was re-engaged for testing. Also, for an unknown reason
during the October flight tests, the floating filter’s 1σ estimates of the relative position,
relative velocity, and relative acceleration states were much higher than the April flight
tests. When the April flight test data was post-processed using the code build from
the October flight tests, the floating filter’s 1σ estimates were similar to the October
flight tests. This indicated that some code change impacted the filter’s performance.
There were no changes made to the author’s code between the two flight test periods.
However, an underlying matrix library and some peripheral code did change. Time
did not permit the author to identify the exact cause, but the matrix library change
is the most likely culprit.
Each sortie was scheduled for a two hour duration. The two hours included a
small amount of taxi time as well as flight time. Each sortie was split into two one
hour data runs. Since the first data run did not start until after the aircraft were
airborne, most of the second hour data runs from the October tests were shorter than
one hour. The weather during the 05 October test was clear, with light winds. The
data run began at 0920L and the aircraft ranged from 13.0 to 1512.6 meters apart.
Figure A.127 shows the minimum indicator North, East, Down relative positions.
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Figure A.127: Case F3.1: North, East, Down Relative Positions
The LAMBDA function returned a total of 28 unique ambiguity sets during
the data run. The system was started once airborne when the aircraft were 1206
meters apart. Even with nine visible satellites, the true ambiguity set was the sixth
set returned from the LAMBDA function; a full 50 seconds after the first ambiguity
set was returned. The minimum indicator initially chose an incorrect ambiguity set
at 4 minutes, and quickly changed to another incorrect set 20 seconds later. Finally,
the minimum indicator selected the true ambiguity set at 4.8333 minutes, 30 seconds
after the second incorrect set. After the minimum indicator selected the true set it
did not change throughout the rest of the data run. The true set was returned from
LAMBDA as number one, 3378 of 3450 epochs (97.9 percent), with a maximum ratio
of 28.7.
Figures A.128, A.129, and A.130 show the floating filter errors. The floating
filter performed as expected based on initializing with nine satellites. The floating
filter’s 1σ estimate of the error is outside the plot scales in all three plots.
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Figure A.128: Case F3.1: Floating Filter Position Errors
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Figure A.129: Case F3.1: Floating Filter Velocity Errors
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Figure A.130: Case F3.1: Floating Filter Acceleration Errors
Figure A.131 displays PRN 16 measurement information and the floating fil-
ter ambiguity estimate. The decrease in the floating filter 1σ ambiguity estimate at
approximately 12 minutes was due to a change in the maximum elevated satellite.
Otherwise, the plot is unremarkable. The rest of the satellite’s plots follow in Fig-
ures A.132, A.133, A.134, A.135, A.136, A.137, A.138, A.139, and A.140.
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Figure A.131: Case F3.1: Satellite 16 Measurements
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Figure A.132: Case F3.1: Satellite 1 Measurements
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Figure A.133: Case F3.1: Satellite 3 Measurements
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Figure A.134: Case F3.1: Satellite 4 Measurements
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Figure A.135: Case F3.1: Satellite 13 Measurements
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Figure A.136: Case F3.1: Satellite 20 Measurements
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Figure A.137: Case F3.1: Satellite 23 Measurements
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Figure A.138: Case F3.1: Satellite 24 Measurements
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Figure A.139: Case F3.1: Satellite 25 Measurements
0 10 20 30 40 50 60
−6
−4
−2
0
2
4
6
PRN27 DD Pseudorange Residuals (05 Oct 05, 0920L EAFB, CA)  (Mean: −0.248 Std Dev: 0.592 Var: 0.350 RMS: 0.642)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 10 20 30 40 50 60
−20
−10
0
10
20
PRN27 DD Phase Residuals (05 Oct 05, 0920L EAFB, CA)  (Mean: 0.005 Std Dev: 0.895 Var: 0.801 RMS: 0.895)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 10 20 30 40 50 60
−5
0
5
PRN27 DD Ambiguity Error (05 Oct 05, 0920L EAFB, CA)  (Mean: −0.392 Std Dev: 0.269 Var: 0.072 RMS: 0.475)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s)
Amb Err
Filter Est. Amb ±1σ
Figure A.140: Case F3.1: Satellite 27 Measurements
A-103
Figure A.141 shows the number of visible satellites. The satellite dropouts at
20, 42, and 50 minutes were due to setting satellites (PRN 1, PRN 4, and PRN 24
respectively). The other dropouts at 22, 23, 25, and 32 minutes were due to satellite
masking. Finally, the small dropout at 49 minutes was a cycle slip on PRN 24 just
prior to the satellite setting below 10 degrees.
0 10 20 30 40 50
5
6
7
8
9
10
Number of SVs  (5 Oct 05, 0920L EAFB, CA)
Time since start of data (min)
N
um
be
r o
f S
Vs
Figure A.141: Case F3.1: Visible Satellites
A-104
Figure A.142 shows all of the candidate ambiguity set’s SOS residuals. It is
interesting to note the slow increase and then decrease of every candidate set’s SOS
residuals starting at 36 minutes until 44 minutes. Looking at the visible satellite plot
reveals the possible culprit. PRN 4 went below the satellite cutoff angle at 42 minutes.
Lower elevated satellites are effected more by the atmosphere and also more prone to
effects such as multipath and masking. It was highly likely that PRN 4 measurements
were corrupting the position solution. Once PRN 4 set, the residuals quickly returned
to their original state. Also, erroneous set’s residuals were below the true set at 11,
26, 49, 51, and 55 minutes. Figure A.143 displays the MMAE conditional probability.
The true ambiguity set maintained over 49 percent of the total probability starting
at 5 minutes into the data run. This was approximately the same time the minimum
indicator selected the true ambiguity set. The probability drops at 11, 26, 49, 51, and
55 minutes correlate directly to the SOS residual plot.
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Figure A.142: Case F3.1: SOS Residuals
A-105
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Figure A.143: Case F3.1: Conditional Probabilities for Selected
MMAE Elemental Filters
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.144 is EF[2], Figure A.145
is EF[4], Figure A.146 is EF[5], and Figure A.147 is EF[6].
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Figure A.144: Case F3.1: EF[2] Probability Comparison
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Figure A.145: Case F3.1: EF[4] Probability Comparison
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Figure A.146: Case F3.1: EF[5] Probability Comparison
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Figure A.147: Case F3.1: EF[6] Probability Comparison
A-108
The MMAE position error is shown in Figure A.148. Initially, the MMAE
solution was incorrect due to three erroneous ambiguity sets absorbing the bulk of
the probability as seen in Figure A.143. The smaller effects from the other probability
dips are not visible because of the scale.
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Figure A.148: Case F3.1: MMAE Position Error
A-109
Finally, Figure A.149 displays the position error plot for the minimum indicator
variable. Unfortunately, since the minimum indicator incorrectly chose two other sets
before finally selecting the true ambiguity set, the MRSE was outside the centimeter-
level requirement. However, the aircraft were 1200 meters apart when the error from
the minimum indicator was at it highest, 1.5 meters. Once the aircraft joined up, the
position solution from the minimum indicator was well within the centimeter-level
requirement for the remainder of the flight. Lastly, Table A.9 gives a summary of
each method’s position error.
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Figure A.149: Case F3.1: Minimum Indicator Position Error
Table A.9: Case F3.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.081 0.068 -0.131 0.098 0.107 0.052 0.195 0.228
MMAE -0.026 0.192 -0.010 0.066 0.025 0.134 0.205 0.246
Min. Ind. -0.000 0.027 -0.016 0.131 0.007 0.021 0.135 0.137
A-110
A.2.6 Case F3.2: Flight Test 3, Second Data Set. Case F3.2 started within
a minute of the end of Case F3.1. The data run began at 1020L and the aircraft
ranged from 13.0 to 1512.6 meters apart. Figure A.150 shows the minimum indicator
North, East, Down relative positions. The data run ended at 37 minutes since the
aircraft had separated for return to base (RTB).
0 5 10 15 20 25 30 35 40
−200
0
200
400
North (Lead to Wing)  (5 Oct 05, 1020L EAFB, CA)
N
or
th
 P
os
iti
on
 (ft
)
0 5 10 15 20 25 30 35 40
−400
−200
0
200
East (Lead to Wing)  (5 Oct 05, 1020L EAFB, CA)
Ea
st
 P
os
iti
on
 (ft
)
0 5 10 15 20 25 30 35 40
−100
−50
0
50
100
Down (Lead to Wing)  (5 Oct 05, 1020L EAFB, CA)
Time since start of data (min)
D
ow
n 
Po
si
tio
n 
(ft)
Figure A.150: Case F3.2: North, East, Down Relative Positions
A-111
Since the data set was terminated early, some information about the run was
unavailable. The LAMBDA function returned over 50 unique ambiguity sets during
the data run. The system started when the aircraft were 32.7 meters apart, with six
visible satellites. The true ambiguity set was the second set, of the first pair, returned
from the LAMBDA function. The minimum indicator correctly chose the true am-
biguity set at 4 minutes. The minimum indicator remained “locked” on the true set
until 13 minutes, when the filter was reset due to missing messages and checksum
failures. For an unknown reason the datalink was having problems communicating,
even though the aircraft were only 27 meters apart. Next, at 15.5 minutes, 2.5 min-
utes after the reset, the minimum indicator chose an erroneous ambiguity set. Then
40 seconds later, the minimum indicator chose the true ambiguity set, which was the
fifth set returned from the LAMBDA function after the reset. Interestingly, the am-
biguities for the second true set were the same as the first true set. Unfortunately, 14
seconds later, the datalink began to have problems again with the aircraft 70 meters
apart. The relative position module erroneously detected four cycle slips, one of which
was on the base satellite, and the filter was reset again. The minimum indicator found
the true ambiguity set, for the third time, at 18.5 minutes. This was two minutes
after the second filter reset. The third true ambiguity set was the first set returned
from the LAMBDA function after the second reset. The ambiguities were once again
the same as the previous two true ambiguity sets. The minimum indicator remained
“locked” to the true set for the remainder of the data run. The true set was returned
from LAMBDA as number one, 2021 of 2220 epochs (91.0 percent), even with the
filter resets.
Figures A.151, A.152, and A.153 show the floating filter errors. The two filter
resets at 13 and 16 minutes are visible in the relative position plot as jumps in the
floating filter position errors. The floating filter’s 1σ estimate of the error is outside
all three plot scales.
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Figure A.151: Case F3.2: Floating Filter Position Errors
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Figure A.152: Case F3.2: Floating Filter Velocity Errors
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Figure A.153: Case F3.2: Floating Filter Acceleration Errors
Figure A.154 displays PRN 16 measurement information and the floating filter
ambiguity estimate. The filter resets are once more visible in the plot. Otherwise, the
plot is unremarkable. The rest of the satellite’s plots follow in Figures A.155, A.156,
A.157, A.158, A.159, A.160, and A.161.
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Figure A.154: Case F3.2: Satellite 16 Measurements
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Figure A.155: Case F3.2: Satellite 3 Measurements
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Figure A.156: Case F3.2: Satellite 8 Measurements
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Figure A.157: Case F3.2: Satellite 13 Measurements
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Figure A.158: Case F3.2: Satellite 19 Measurements
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Figure A.159: Case F3.2: Satellite 20 Measurements
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Figure A.160: Case F3.2: Satellite 23 Measurements
0 5 10 15 20 25 30 35 40
−6
−4
−2
0
2
4
6
PRN27 DD Pseudorange Residuals (05 Oct 05, 1020L EAFB, CA)  (Mean: 0.009 Std Dev: 0.626 Var: 0.392 RMS: 0.626)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 5 10 15 20 25 30 35 40
−20
−10
0
10
20
PRN27 DD Phase Residuals (05 Oct 05, 1020L EAFB, CA)  (Mean: −0.004 Std Dev: 1.658 Var: 2.749 RMS: 1.658)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 5 10 15 20 25 30 35 40
−5
0
5
PRN27 DD Ambiguity Error (05 Oct 05, 1020L EAFB, CA)  (Mean: 0.899 Std Dev: 1.073 Var: 1.151 RMS: 1.400)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.161: Case F3.2: Satellite 27 Measurements
Figure A.162 shows the number of visible satellites. The satellite dropout at 16
minutes was from an erroneously detected cycle slip, as mention earlier.
A-118
0 5 10 15 20 25 30 35
5
6
7
8
9
Number of SVs  (5 Oct 05, 1020L EAFB, CA)
Time since start of data (min)
N
um
be
r o
f S
Vs
Figure A.162: Case F3.2: Visible Satellites
Figure A.163 shows all of the candidate ambiguity set’s SOS residuals, and Fig-
ure A.164 displays the MMAE conditional probability. The three true ambiguity sets
are clearly visible in probability plot. At 11 minutes, before the first filter reset, the
true ambiguity set’s probability sharply declined as EF[7] absorbed over 50 percent of
the probability. Looking at the SOS residual plot, Figure A.163, reveals the reason.
An erroneous set’s residuals (black dots on the plot) were well below the true ambi-
guity set starting at 11 minutes until the first filter reset. Also, the other probability
dip at 22 minutes was due to an erroneous set’s residuals approaching the true set’s
residuals (gold dots on the plot).
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Figure A.163: Case F3.2: SOS Residuals
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Figure A.164: Case F3.2: Conditional Probabilities for Selected
MMAE Elemental Filters
A-120
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.165 is EF[1], Figure A.166
is EF[1A], Figure A.167 is EF[1B], Figure A.168 is EF[2], Figure A.169 is EF[2A],
Figure A.170 is EF[2B], and Figure A.171 is EF[5].
0 5 10 15 20 25 30 35 40
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Comparison of EF[1] Probabilities  [Ambiguities −  (3) 222  (13) 105  (16) 3  (20) 115  (27) −950]
(5 Oct 05, 1020L EAFB, CA)
Pr
ob
ab
ilit
y
Elem Prob (Post−fit)
Elem Fil Prob (Pre−fit)
0 5 10 15 20 25 30 35 40
−5
0
5
10
15
x 10−3
Difference between EF[1] Probabilities  [Ambiguities −  (3) 222  (13) 105  (16) 3  (20) 115  (27) −950]
(5 Oct 05, 1020L EAFB, CA)
Time since start of data (min)
∆ 
Pr
ob
ab
ilit
y
Figure A.165: Case F3.2: EF[1] Probability Comparison
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Figure A.166: Case F3.2: EF[1A] Probability Comparison
The MMAE position error is shown in Figure A.172. The MMAE solution
started off relatively accurate, but diverged at 11 minutes when EF[7] absorbed over
50 percent of the probability. Next, the filter resets caused the MMAE position
solution to remain inaccurate. Once the filter stabilized at approximately 18 minutes,
the MMAE position solution remained accurate.
A-122
0 5 10 15 20 25 30 35 40
0
0.2
0.4
0.6
0.8
1
Comparison of EF[1] Probabilities  [Ambiguities −  (3) 219  (8) 375  (13) 105  (16) 2  (19) 156  (20) 113  (27) −951]
(5 Oct 05, 1020L EAFB, CA)
Pr
ob
ab
ilit
y
Elem Prob (Post−fit)
Elem Fil Prob (Pre−fit)
0 5 10 15 20 25 30 35 40
−0.1
0
0.1
0.2
0.3
0.4
Difference between EF[1] Probabilities  [Ambiguities −  (3) 219  (8) 375  (13) 105  (16) 2  (19) 156  (20) 113  (27) −951]
(5 Oct 05, 1020L EAFB, CA)
Time since start of data (min)
∆ 
Pr
ob
ab
ilit
y
Figure A.167: Case F3.2: EF[1B] Probability Comparison
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Figure A.168: Case F3.2: EF[2] Probability Comparison
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Figure A.169: Case F3.2: EF[2A] Probability Comparison
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Figure A.170: Case F3.2: EF[2B] Probability Comparison
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Figure A.171: Case F3.2: EF[5] Probability Comparison
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Figure A.172: Case F3.2: MMAE Position Error
A-125
Finally, Figure A.173 displays the position error plot for the minimum indicator
variable. Unfortunately, since the minimum indicator incorrectly chose an erroneous
ambiguity set after the first reset, the MRSE was outside the centimeter-level re-
quirement. However, if the datalink had functioned properly, the minimum indicator
would have remained “locked” to the true ambiguity set and met the centimeter re-
quirement. The only jump in the minimum indicator plot is at 15.5 minutes when it
chose the wrong set for 40 seconds. There was no minimum indicator from 13 to 15.5
minutes. Lastly, Table A.10 gives a summary of each method’s position error.
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Figure A.173: Case F3.2: Minimum Indicator Position Error
Table A.10: Case F3.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.133 0.180 0.073 0.121 0.083 0.164 0.265 0.322
MMAE 0.029 0.123 -0.003 0.144 0.039 0.120 0.192 0.229
Min. Ind. -0.013 0.087 -0.003 0.019 0.023 0.121 0.090 0.153
A-126
A.2.7 Case F4.1: Flight Test 4. Case F4.1 was flown on 6 October 2005.
The flight terminated early due to problems unrelated to the test hardware or software
described in this thesis. Therefore, there was only one data run collected and it was
38 minutes long. The data run began at 1112L and the aircraft ranged from 7.5 to
3648.9 meters apart. Figure A.174 shows the minimum indicator North, East, Down
relative positions.
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Figure A.174: Case F4.1: North, East, Down Relative Positions
A-127
The LAMBDA function returned a total of 31 unique ambiguity sets during the
data run. The system was started once airborne when the aircraft were 1530 meters
apart. Eight satellites were visible when the data run started. The true ambiguity
set was the third set returned from the LAMBDA function, 47 seconds after the
first ambiguity set was returned. The minimum indicator initially chose an incorrect
ambiguity set at 4 minutes. It changed to the true ambiguity set 50 seconds later,
and remained “locked” for the remainder of the data run. The true set was returned
from LAMBDA as number one, 2120 of 2168 epochs (97.8 percent), with a maximum
ratio of 37.7. The MMAE selected the true ambiguity set at three minutes, a full
two minutes before the minimum indicator. When the minimum indicator selected
the incorrect set at four minutes, the true set had already absorbed 92 percent of the
conditional probability in the MMAE.
Figures A.175, A.176, and A.177 show the floating filter errors. The floating
filter’s 1σ estimate of the error is outside the plot scales in all three figures.
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Figure A.175: Case F4.1: Floating Filter Position Errors
A-128
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Figure A.176: Case F4.1: Floating Filter Velocity Errors
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Figure A.177: Case F4.1: Floating Filter Acceleration Errors
A-129
Figure A.178 displays PRN 16 measurement information and the floating filter
ambiguity estimate. There is no information for PRN 16 at 6.5 minutes for approx-
imately 20 seconds since the satellite was masked. The rest of the satellite’s plots
follow in Figures A.179, A.180, A.181, A.182, A.183, A.184, A.185, and A.186.
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Figure A.178: Case F4.1: Satellite 16 Measurements
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Figure A.179: Case F4.1: Satellite 3 Measurements
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Figure A.180: Case F4.1: Satellite 8 Measurements
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Figure A.181: Case F4.1: Satellite 10 Measurements
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Figure A.182: Case F4.1: Satellite 19 Measurements
A-132
0 2 4 6 8 10 12
−6
−4
−2
0
2
4
6
PRN20 DD Pseudorange Residuals (06 Oct 05, 1112L EAFB, CA)  (Mean: −0.586 Std Dev: 0.888 Var: 0.788 RMS: 1.063)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 2 4 6 8 10 12
−20
−10
0
10
20
PRN20 DD Phase Residuals (06 Oct 05, 1112L EAFB, CA)  (Mean: 0.034 Std Dev: 2.493 Var: 6.216 RMS: 2.492)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 2 4 6 8 10 12
−5
0
5
PRN20 DD Ambiguity Error (06 Oct 05, 1112L EAFB, CA)  (Mean: −3.588 Std Dev: 2.066 Var: 4.268 RMS: 4.140)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.183: Case F4.1: Satellite 20 Measurements
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Figure A.184: Case F4.1: Satellite 23 Measurements
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Figure A.185: Case F4.1: Satellite 27 Measurements
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Figure A.186: Case F4.1: Satellite 28 Measurements
A-134
Figure A.187 shows the number of visible satellites. The satellite dropouts at
7, 10, and 28 minutes were from satellite masking. At 7 and 10 minutes, the aircraft
were in close formation during simulated air refueling. The dropout at 28 minutes
was PRN 10 which had risen two minutes earlier and was still low on the horizon.
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Figure A.187: Case F4.1: Visible Satellites
A-135
Figure A.188 shows all of the candidate ambiguity set’s SOS residuals, and
Figure A.189 displays the MMAE conditional probability. The probability plot shows
a dip in the true ambiguity’s probability at seven minutes. There was an erroneous
set’s residuals near the true set’s residuals at that time in Figure A.188. Also, the
dip coincided with PRN 16 masking. A similar event occurred between 26 and 28
minutes when PRN 10 rose above the elevation cutoff angle. This shows how a lower
elevated satellite, which was affected more by atmospheric errors, can detrimentally
affect the position solution. Finally, all of the residuals began to grow in the last 30
seconds of the data run when the aircraft were almost four kilometers apart.
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Figure A.188: Case F4.1: SOS Residuals
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Figure A.189: Case F4.1: Conditional Probabilities for Selected
MMAE Elemental Filters
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.190 is EF[1], Figure A.191
is EF[2], and Figure A.192 is EF[3].
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Figure A.190: Case F4.1: EF[1] Probability Comparison
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Figure A.191: Case F4.1: EF[2] Probability Comparison
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Figure A.192: Case F4.1: EF[3] Probability Comparison
The MMAE position error is shown in Figure A.193. The MMAE solution was
accurate, except at five minutes when the true ambiguity set’s probability dropped,
and at the end of the data run when the aircraft began to separate. The last 30 second
of data was included to show how the position errors grow with aircraft separation.
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Figure A.193: Case F4.1: MMAE Position Error
Finally, Figure A.194 displays the position error plot for the minimum indicator
variable. Unfortunately, since the minimum indicator chose an erroneous ambiguity at
four minutes, the MRSE was outside the centimeter-level requirement. However, like
Case 3.1, the filter was initialized when the aircraft were 1530 meters apart. Once the
aircraft joined (the critical part of the flight) the MRSE was well within the centimeter
requirement. It is also interesting to note that with the true ambiguity set, a position
accuracy under 0.5 meters was possible when the aircraft were 3.5 kilometers apart.
Lastly, Table A.11 gives a summary of each method’s position error.
Table A.11: Case F4.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.078 0.090 -0.175 0.271 -0.159 0.195 0.344 0.426
MMAE 0.005 0.044 -0.005 0.033 0.004 0.040 0.055 0.068
Min. Ind. -0.019 0.161 -0.009 0.075 -0.010 0.164 0.179 0.243
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Figure A.194: Case F4.1: Minimum Indicator Position Error
A.2.8 Case F5.1: Flight Test 5, First Data Set . Case F5.1 was flown on 11
October 2005 at 1516L and lasted 59 minutes, 33 seconds. The weather during the
test was clear with light winds. The aircraft ranged from 15.0 to 455.6 meters apart
during the data run. Figure A.195 shows the minimum indicator North, East, Down
relative positions.
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Figure A.195: Case F5.1: North, East, Down Relative Positions
The LAMBDA function returned a total of 18 unique ambiguity sets during the
data run. The system was started once airborne when the aircraft were 456 meters
apart, with ten visible satellites. During the middle of the data run, the system
was tracking twelve visible satellites; the maximum the Javad receiver could track.
The true ambiguity set was the first set returned from the LAMBDA function. The
minimum indicator correctly chose the true ambiguity set at 4 minutes. After the
minimum indicator selected the true set it did not change throughout the rest of the
data run. The true set was returned from LAMBDA as number one, 3452 of 3452
epochs (100.0 percent), with a maximum ratio of 161.2.
Figures A.196, A.197, and A.198 show the floating filter errors. The floating
filter performed extremely well, as it should with an average of eleven satellites. The
floating filter’s 1σ estimate of the error is outside the plot scales in all three figures.
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Figure A.196: Case F5.1: Floating Filter Position Errors
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Figure A.197: Case F5.1: Floating Filter Velocity Errors
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Figure A.198: Case F5.1: Floating Filter Acceleration Errors
Figure A.199 displays PRN 17 measurement information and the floating filter
ambiguity estimate. The decrease in the floating filter 1σ ambiguity estimate at
approximately 8.5 minutes, was due to a change in the maximum elevated satellite.
The rest of the satellite’s plots follow in Figures A.200, A.201, A.202, A.203, A.204,
A.205, A.206, A.207, A.208, A.209, and A.210.
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Figure A.199: Case F5.1: Satellite 17 Measurements
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Figure A.200: Case F5.1: Satellite 4 Measurements
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Figure A.201: Case F5.1: Satellite 7 Measurements
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Figure A.202: Case F5.1: Satellite 8 Measurements
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Figure A.203: Case F5.1: Satellite 9 Measurements
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Figure A.204: Case F5.1: Satellite 11 Measurements
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Figure A.205: Case F5.1: Satellite 24 Measurements
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Figure A.206: Case F5.1: Satellite 26 Measurements
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Figure A.207: Case F5.1: Satellite 27 Measurements
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Figure A.208: Case F5.1: Satellite 28 Measurements
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Figure A.209: Case F5.1: Satellite 29 Measurements
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Figure A.210: Case F5.1: Satellite 31 Measurements
A-150
Figure A.211 shows the number of visible satellites. The satellite dropout at
25 minutes was due to an erroneously detected cycle slip on PRN 9, which had just
risen one minute earlier and was still low on the horizon. The satellite dropouts at
approximately 39 minutes were due to masking of lower elevated satellites, PRN 9
and 11. One of the dropouts, at 40.8 minutes, was due to a cycle slip on PRN 11,
seven minutes prior to the satellite setting below ten degrees.
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Figure A.211: Case F5.1: Visible Satellites
A-151
Figure A.212 shows all of the candidate ambiguity set’s SOS residuals. The
importance of the number of satellites is dramatically evident in the residual plot.
Even from the beginning of the data run, there was not a single erroneous set’s
residuals near the true set. As the number of satellites increase, it becomes much
more difficult for an incorrect ambiguity set’s measurements to “fit” the position
solution. Starting at approximately 25 minutes into the data run, when there were
12 satellites visible, no incorrect set’s residuals are visible in the plot. Figure A.212
is similar to widelane SOS residuals plot.
Figure A.213 displays the MMAE conditional probability. The true ambiguity
set maintained over 49 percent of the total probability for the entire data run. After
the first two dips, the true set’s probability did not drop below 90 percent.
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Figure A.212: Case F5.1: SOS Residuals
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Figure A.213: Case F5.1: Conditional Probabilities for Selected
MMAE Elemental Filters
The following figure shows the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.214 is EF[1].
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Figure A.214: Case F5.1: EF[1] Probability Comparison
The MMAE position error is shown in Figure A.215. The MMAE solution
was almost as good the minimum indicator since the true ambiguity set’s probability
remained high during the data run. There were a few spikes when an incorrect
ambiguity set blended with the true set.
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Figure A.215: Case F5.1: MMAE Position Error
Finally, Figure A.216 displays the position error plot for the minimum indicator
variable. The MRSE was almost in the millimeter range for the 60 minute data
run. The scale on Figure A.216 is four times smaller than the MMAE plot. Lastly,
Table A.12 gives a summary of each method’s position error.
Table A.12: Case F5.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.045 0.028 -0.036 0.072 0.157 0.064 0.096 0.195
MMAE -0.000 0.003 -0.001 0.002 0.010 0.007 0.004 0.013
Min. Ind. -0.000 0.001 -0.001 0.002 0.009 0.005 0.002 0.011
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Figure A.216: Case F5.1: Minimum Indicator Position Error
A.2.9 Case F5.2: Flight Test 5, Second Data Set . Case F5.2 started one
minute after the end of Case F5.1. The data run was cut short for RTB and lasted
33 minutes, 47 seconds. The aircraft ranged from 10.6 to 4740.4 meters apart during
the data run. The 4740.4 meter point occurred at the very end of the data run as
the aircraft were separating. Figure A.217 shows the minimum indicator North, East,
Down relative positions.
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Figure A.217: Case F5.2: North, East, Down Relative Positions
The LAMBDA function returned a total of 31 unique ambiguity sets during
the data run. The aircraft were 38.4 meters apart when the system started, with
ten visible satellites. The true ambiguity set was the first set returned from the
LAMBDA function. The minimum indicator correctly chose the true ambiguity set
at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 1897 of 1907 epochs (99.5 percent).
Figures A.218, A.219, and A.220 show the floating filter errors. The floating
filter performed extremely well, as it should with an average of eleven satellites. The
floating filter’s 1σ estimate of the position error is outside the plot scales in all three
figures.
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Figure A.218: Case F5.2: Floating Filter Position Errors
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Figure A.219: Case F5.2: Floating Filter Velocity Errors
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Figure A.220: Case F5.2: Floating Filter Acceleration Errors
Figure A.221 displays PRN 8 measurement information and the floating filter
ambiguity estimate. The break in the floating filter 1σ ambiguity estimate at approx-
imately 28 minutes was due to a cycle slip. The rest of the satellite’s plots follow in
Figures A.222, A.223, A.224, A.225, A.205, A.227, A.228, A.229, and A.230.
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Figure A.221: Case F5.2: Satellite 8 Measurements
5 10 15 20 25 30 35
−6
−4
−2
0
2
4
6
PRN2 DD Pseudorange Residuals (11 Oct 05, 1617L EAFB, CA)  (Mean: −0.540 Std Dev: 0.668 Var: 0.446 RMS: 0.858)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
5 10 15 20 25 30 35
−20
−10
0
10
20
PRN2 DD Phase Residuals (11 Oct 05, 1617L EAFB, CA)  (Mean: 0.061 Std Dev: 1.454 Var: 2.114 RMS: 1.455)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
5 10 15 20 25 30 35
−5
0
5
PRN2 DD Ambiguity Error (11 Oct 05, 1617L EAFB, CA)  (Mean: 0.653 Std Dev: 0.075 Var: 0.006 RMS: 0.657)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.222: Case F5.2: Satellite 2 Measurements
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Figure A.223: Case F5.2: Satellite 4 Measurements
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Figure A.224: Case F5.2: Satellite 7 Measurements
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Figure A.225: Case F5.2: Satellite 9 Measurements
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Figure A.226: Case F5.2: Satellite 24 Measurements
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Figure A.227: Case F5.2: Satellite 26 Measurements
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Figure A.228: Case F5.2: Satellite 28 Measurements
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Figure A.229: Case F5.2: Satellite 29 Measurements
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Figure A.230: Case F5.2: Satellite 31 Measurements
A-164
Figure A.231 shows the number of visible satellites. The satellite dropout at 28
minutes was due to a cycle slip on PRN 8, as discussed previously.
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Figure A.231: Case F5.2: Visible Satellites
A-165
Figure A.232 shows all of the candidate ambiguity set’s SOS residuals. The
residual plot is very similar to Case 5.1. There were eleven visible satellites from eight
minutes until the end of the data run. Figure A.233 displays the MMAE conditional
probability. The true ambiguity set maintained over 49 percent of the total probability
for the entire data run after an initial dip at the very beginning of the run. Once
there were eleven visible satellites, the true set’s probability did not drop below 90
percent.
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Figure A.232: Case F5.2: SOS Residuals
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Figure A.233: Case F5.2: Conditional Probabilities for Selected
MMAE Elemental Filters
The following figure shows the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.234 is EF[1].
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Figure A.234: Case F5.2: EF[1] Probability Comparison
The MMAE position error is shown in Figure A.235. The MMAE solution
was almost as good the minimum indicator since the true ambiguity set’s probability
remained high during the data run. There were a few spikes when an incorrect
ambiguity set blended with the true set. Also, at the end of the data run, the MMAE
position solution grew considerably due to erroneous ambiguity sets absorbing most
of the probability.
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Figure A.235: Case F5.2: MMAE Position Error
Finally, Figure A.236 displays the position error plot for the minimum indicator
variable. Since the minimum indicator was “locked” to the true ambiguity set for
the entire run, the position errors were very small. Even when the aircraft were
almost 5 kilometers apart, the North and East errors remain extremely low. The
largest contributor to the total error came from the Up error. In fact, the DRMS was
6 millimeters for the entire data run! Lastly, Table A.13 gives a summary of each
method’s position error.
Table A.13: Case F5.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.025 0.031 0.047 0.062 0.111 0.128 0.087 0.191
MMAE 0.000 0.018 -0.002 0.056 0.018 0.116 0.059 0.131
Min. Ind. 0.001 0.004 0.002 0.004 0.013 0.049 0.006 0.050
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Figure A.236: Case F5.2: Minimum Indicator Position Error
A.2.10 Case F6.1: First Flight of Flight Test 6, First Data Set . There
were two test flights on 12 October 2005. Each flight had two data runs for a total of
four runs. The first data run started at 0918L and lasted 59 minutes, 33 seconds. The
aircraft ranged from 12.3 to 156.1 meters apart during the data run. Figure A.237
shows the minimum indicator North, East, Down relative positions.
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Figure A.237: Case F6.1: North, East, Down Relative Positions
A total of 30 unique ambiguity sets were return from the LAMBDA function
during the data run. The aircraft were 156 meters apart when the system started,
with eight visible satellites. The true ambiguity set was the first set returned from
the LAMBDA function. The minimum indicator correctly chose the true ambiguity
set at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 3453 of 3453 epochs (100.0 percent),
with a maximum ratio of 74.7.
Figures A.238, A.239, and A.240 show the floating filter position errors. The
floating filter performed very well. The floating filter’s 1σ estimate of the position
error is outside the plot scales in all three figures.
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Figure A.238: Case F6.1: Floating Filter Position Errors
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Figure A.239: Case F6.1: Floating Filter Velocity Errors
A-172
0 10 20 30 40 50 60
−10
−5
0
5
10
Floating Filter East Acceleration Error (12 Oct 05, 0918L EAFB, CA)  (Mean: 0.005  Std Dev: 0.207  Var: 0.043)
(RMS: 0.207  2−D DRMS: 0.355  3−D MRSE: 0.682)
Ea
st
 A
cc
el
er
at
io
n 
Er
ro
r (
m/
s2  
)
East Acc Err
Filter Est. East Acc ±1σ
0 10 20 30 40 50 60
−10
−5
0
5
10
Floating Filter North Acceleration Error (12 Oct 05, 0918L EAFB, CA)  (Mean: −0.005  Std Dev: 0.288  Var: 0.083  RMS: 0.288)
N
or
th
 A
cc
el
er
at
io
n 
Er
ro
r (
m/
s2
 
)
North Acc Err
Filter Est. North Acc ±1σ
0 10 20 30 40 50 60
−10
−5
0
5
10
Floating Filter Up Acceleration Error (12 Oct 05, 0918L EAFB, CA)  (Mean: 0.009  Std Dev: 0.583  Var: 0.339  RMS: 0.583)
Time since start of data (min)
Up
 A
cc
el
er
at
io
n 
Er
ro
r (
m/
s2  
)
Up Acc Err
Filter Est. Up Acc ±1σ
Figure A.240: Case F6.1: Floating Filter Acceleration Errors
Figure A.241 displays PRN 16 measurement information and the floating filter
ambiguity estimate. The rest of the satellite’s plots follow in Figures A.242, A.243,
A.244, A.245, A.246, A.247, A.248, and A.249.
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Figure A.241: Case F6.1: Satellite 16 Measurements
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Figure A.242: Case F6.1: Satellite 3 Measurements
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Figure A.243: Case F6.1: Satellite 4 Measurements
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Figure A.244: Case F6.1: Satellite 8 Measurements
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Figure A.245: Case F6.1: Satellite 13 Measurements
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Figure A.246: Case F6.1: Satellite 19 Measurements
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Figure A.247: Case F6.1: Satellite 20 Measurements
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Figure A.248: Case F6.1: Satellite 24 Measurements
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Figure A.249: Case F6.1: Satellite 27 Measurements
Figure A.250 shows the number of visible satellites. All of the satellite dropouts
were due to satellite masking. Masking of PRN 3 occurred at 3, 34, and 48 minutes.
PRN 8 masked at 47 minutes, four minutes after it had risen. PRN 4 set at 12 minutes
and PRN 25 set at 24 minutes. Later in the data run, PRN 8 rose at 43 minutes and
PRN 19 rose at 49 minutes.
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Figure A.250: Case F6.1: Visible Satellites
Figure A.251 shows all of the candidate ambiguity set’s SOS residuals. In stark
contrast to the residual plots from Cases 5.1 and 5.2, there were many erroneous
ambiguity set’s residuals near or below the true ambiguity set. This was especially
true during the middle of the data run when there were only six visible satellites.
Figure A.252 displays the MMAE conditional probability. At 10, 32, and 40 minutes,
there were three large dips in the true ambiguity set’s probability. At each location
in the SOS residuals plot, there was an erroneous ambiguity set’s residuals clearly
below the true set’s residuals. At 10 minutes, the erroneous set’s residuals are open
green squares; at 32 minutes, the residuals are open red diamonds; at 40 minutes, the
residuals are open gold triangles.
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Figure A.251: Case F6.1: SOS Residuals
0 10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Elemental Probabilities over 49% (Based on conditional post−fit residuals)  (12 Oct 05, 0918L EAFB, CA)
Time since start of data (min)
Pr
ob
ab
ilit
y
EF[1]  [Ambiguities −  (3) −44  (4) −18  (13) −2  (16) −2  (20) 0  (24) 4  (27) 0]
EF[2]  [Ambiguities −  (3) −54  (4) −15  (13) 1  (16) −6  (20) −4  (24) 4  (27) 1]
EF[18/17]  [Ambiguities −  (3) −42  (13) −2  (16) 0  (20) −1  (27) −1]
True Ambiguity Set
Figure A.252: Case F6.1: Conditional Probabilities for Selected
MMAE Elemental Filters
A-180
The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.253 is EF[1], Figure A.254
is EF[2], and Figure A.255 is EF[18].
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Figure A.253: Case F6.1: EF[1] Probability Comparison
A-181
0 10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Comparison of EF[2] Probabilities  [Ambiguities −  (3) −54  (4) −15  (13) 1  (16) −6  (20) −4  (24) 4  (27) 1]
(12 Oct 05, 0918L EAFB, CA)
Pr
ob
ab
ilit
y
Elem Prob (Post−fit)
Elem Fil Prob (Pre−fit)
0 10 20 30 40 50 60
−0.1
−0.05
0
0.05
0.1
0.15
Difference between EF[2] Probabilities  [Ambiguities −  (3) −54  (4) −15  (13) 1  (16) −6  (20) −4  (24) 4  (27) 1]
(12 Oct 05, 0918L EAFB, CA)
Time since start of data (min)
∆ 
Pr
ob
ab
ilit
y
Figure A.254: Case F6.1: EF[2] Probability Comparison
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Figure A.255: Case F6.1: EF[18] Probability Comparison
A-182
The MMAE position error is shown in Figure A.256. The times described above,
where an erroneous set’s solution was blended with the true set’s solution, are clearly
evident. Otherwise, the MMAE position solution was generally accurate.
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Figure A.256: Case F6.1: MMAE Position Error
A-183
Finally, Figure A.257 displays the position error plot for the minimum indicator
variable. Since the minimum indicator was “locked” to the true ambiguity set for the
entire run, the position errors were incredibly small. Also, due to the extremely short
base line distance, the MRSE was within one centimeter for the 60 minute data run!
Lastly, Table A.14 gives a summary of each method’s position error.
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Figure A.257: Case F6.1: Minimum Indicator Position Error
Table A.14: Case F6.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.107 0.048 -0.034 0.058 0.103 0.056 0.136 0.179
MMAE -0.010 0.046 -0.017 0.054 0.044 0.108 0.074 0.138
Min. Ind. -0.000 0.002 -0.001 0.002 0.007 0.006 0.003 0.010
A-184
A.2.11 Case F6.2: First Flight of Flight Test 6, Second Data Set . The
second data set for the first flight started at 1019, one minute after Case 6.1 ended.
The run lasted 51 minutes, 50 seconds, and the aircraft ranged from 14.5 to 619.6
meters apart during the data run. Figure A.258 shows the minimum indicator North,
East, Down relative positions.
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Figure A.258: Case F6.2: North, East, Down Relative Positions
A-185
Approximately 30 unique ambiguity sets were returned from the LAMBDA func-
tion during the data run. The aircraft were 38.3 meters apart when the system started,
with eight visible satellites. The true ambiguity set was the first set returned from
the LAMBDA function. The minimum indicator correctly chose the true ambiguity
set at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 2988 of 2988 epochs (100.0 percent).
Figures A.259, A.260, and A.261 show the floating filter errors. Once again, The
floating filter performed very well. The floating filter’s 1σ estimate of the position
error is outside the plot scales in all three figures.
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Figure A.259: Case F6.2: Floating Filter Position Errors
A-186
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Figure A.260: Case F6.2: Floating Filter Velocity Errors
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Figure A.261: Case F6.2: Floating Filter Acceleration Errors
A-187
Figure A.262 displays PRN 16 measurement information and the floating filter
ambiguity estimate. The break in the floating filter’s 1σ estimation at 31 minutes
was due to masking. The rest of the satellite’s plots follow in Figures A.263, A.264,
A.265, A.266, A.267, A.268, A.269, and A.270.
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Figure A.262: Case F6.2: Satellite 16 Measurements
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Figure A.263: Case F6.2: Satellite 3 Measurements
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Figure A.264: Case F6.2: Satellite 8 Measurements
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Figure A.265: Case F6.2: Satellite 13 Measurements
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Figure A.266: Case F6.2: Satellite 19 Measurements
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Figure A.267: Case F6.2: Satellite 20 Measurements
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Figure A.268: Case F6.2: Satellite 23 Measurements
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Figure A.269: Case F6.2: Satellite 27 Measurements
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Figure A.270: Case F6.2: Satellite 28 Measurements
A-192
Figure A.271 shows the number of visible satellites. All of the satellite dropouts
were due to satellite masking. Masking of PRNs 8 and 19 caused the dropouts at
three minutes. The dropout at 31 minutes was masking of PRN 16. PRN 28 rose at
35 minutes, and PRNs 20 and 16 set at 40.5 and 45.5 minutes, respectively.
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Figure A.271: Case F6.2: Visible Satellites
A-193
Figure A.272 shows all of the candidate ambiguity set’s SOS residuals. Case
6.2 residual plot was “cleaner” than the previous case. The true ambiguity set stood
out much clearer because of the information garnered from just two extra satellites
(eight visible satellites compared to just six in Case 6.1) made a large difference. The
only time when an erroneous ambiguity set’s residuals were below the true ambiguity
set was at 15.5 minutes. Figure A.273 displays the MMAE conditional probability.
There was only one large dip in the true ambiguity set’s probability at approximately
15 minutes, which corresponded to the residual plot discussed previously.
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Figure A.272: Case F6.2: SOS Residuals
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Figure A.273: Case F6.2: Conditional Probabilities for Selected
MMAE Elemental Filters
The following figures show the difference between the “pre” and “post-fit”
residuals in the conditional probability calculation. Figure A.274 is EF[1], and Fig-
ure A.275 is EF[2].
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Figure A.274: Case F6.2: EF[1] Probability Comparison
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Figure A.275: Case F6.2: EF[2] Probability Comparison
A-196
The MMAE position error is shown in Figure A.276. The error in the position
solution, due to the probability drop at 15 minutes, is evident in the plot. Otherwise,
the MMAE position solution was generally accurate.
0 10 20 30 40 50 60
−0.05
0
0.05
0.1
MMAE East Position Error (12 Oct 05, 1019L EAFB, CA)  (Mean: −0.002  Std Dev: 0.007  Var: 0.000)
(RMS: 0.008  2−D DRMS: 0.021  3−D MRSE: 0.023)
Ea
st
 P
os
iti
on
 E
rro
r (
m)
0 10 20 30 40 50 60
−0.05
0
0.05
0.1
0.15
MMAE North Position Error (12 Oct 05, 1019L EAFB, CA)  (Mean: 0.003  Std Dev: 0.019  Var: 0.000  RMS: 0.019)
N
or
th
 P
os
iti
on
 E
rro
r (
m)
0 10 20 30 40 50 60
−0.05
0
0.05
0.1
0.15
MMAE Up Position Error (12 Oct 05, 1019L EAFB, CA)  (Mean: 0.008  Std Dev: 0.007  Var: 0.000  RMS: 0.011)
Time since start of data (min)
Up
 P
os
itio
n 
Er
ro
r (
m)
Figure A.276: Case F6.2: MMAE Position Error
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Finally, Figure A.277 displays the position error plot for the minimum indicator
variable. Since the minimum indicator was “locked” to the true ambiguity set for
the entire run, the position errors were incredibly small. Once more, the MRSE was
within one centimeter for the 50 minute data run. Lastly, Table A.15 gives a summary
of each method’s position error.
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Figure A.277: Case F6.2: Minimum Indicator Position Error
Table A.15: Case F6.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.038 0.033 0.005 0.040 0.051 0.045 0.065 0.094
MMAE -0.002 0.007 0.003 0.019 0.008 0.007 0.021 0.023
Min. Ind. -0.000 0.001 0.000 0.002 0.009 0.005 0.002 0.010
A-198
A.2.12 Case F6.3: Second Flight of Flight Test 6, First Data Set . The
second flight’s first data run, on 12 October 2005, started at 1440L and lasted 59
minutes, 33 seconds. The aircraft ranged from 12.4 to 228.5 meters apart during the
data run. Figure A.278 shows the minimum indicator North, East, Down relative
positions.
0 10 20 30 40 50 60
−1000
−500
0
500
North (Lead to Wing)  (12 Oct 05, 1440L EAFB, CA)
N
or
th
 P
os
iti
on
 (ft
)
0 10 20 30 40 50 60
−600
−400
−200
0
200
East (Lead to Wing)  (12 Oct 05, 1440L EAFB, CA)
Ea
st
 P
os
iti
on
 (ft
)
0 10 20 30 40 50 60
−100
0
100
200
300
Down (Lead to Wing)  (12 Oct 05, 1440L EAFB, CA)
Time since start of data (min)
D
ow
n 
Po
si
tio
n 
(ft)
Figure A.278: Case F6.3: North, East, Down Relative Positions
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A total of 33 unique ambiguity sets were returned from the LAMBDA function
during the data run. The aircraft were 188.7 meters apart when the system started,
with nine visible satellites. The true ambiguity set was the first set returned from the
LAMBDA function. The minimum indicator correctly chose the true ambiguity set
at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 3452 of 3452 epochs (100.0 percent),
with a maximum ratio of 243.6.
Figures A.279, A.280, and A.281 show the floating filter errors. The floating
filter’s 1σ estimate of the position error is outside the plot scales in all three figures.
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Figure A.279: Case F6.3: Floating Filter Position Errors
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Figure A.280: Case F6.3: Floating Filter Velocity Errors
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Figure A.281: Case F6.3: Floating Filter Acceleration Errors
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Figure A.282 displays PRN 17 measurement information and the floating filter
ambiguity estimate. The jump in the pseudorange residuals and the floating filter’s
1σ estimation was due to a change in the base satellite from PRN 31 to PRN 7. The
rest of the satellite’s plots follow in Figures A.283, A.284, A.285, A.286, A.287, A.288,
A.289, A.290, A.291, A.292, and A.293.
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Figure A.282: Case F6.3: Satellite 17 Measurements
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Figure A.283: Case F6.3: Satellite 4 Measurements
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Figure A.284: Case F6.3: Satellite 7 Measurements
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Figure A.285: Case F6.3: Satellite 8 Measurements
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Figure A.286: Case F6.3: Satellite 9 Measurements
A-204
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Figure A.287: Case F6.3: Satellite 11 Measurements
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Figure A.288: Case F6.3: Satellite 24 Measurements
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Figure A.289: Case F6.3: Satellite 26 Measurements
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Figure A.290: Case F6.3: Satellite 27 Measurements
A-206
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Figure A.291: Case F6.3: Satellite 28 Measurements
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Figure A.292: Case F6.3: Satellite 29 Measurements
A-207
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Figure A.293: Case F6.3: Satellite 31 Measurements
Figure A.294 shows the number of visible satellites. There were no satellite
dropouts during the run. In fact, no satellites set during the run, but three other
satellites were gained. PRNs 28, 4, and 9 rose at 19.5, 34, and 56 minutes respectively.
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Figure A.294: Case F6.3: Visible Satellites
Figure A.295 shows all of the candidate ambiguity set’s SOS residuals. The
residual plot is similar to Cases 5.1 and 5.2; once more, showing the power of the
number of satellites and their associated geometry. Figure A.296 displays the MMAE
conditional probability. After a few dips, the true ambiguity set’s probability remains
above 90 percent for the entire run.
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Figure A.295: Case F6.3: SOS Residuals
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Figure A.296: Case F6.3: Conditional Probabilities for Selected
MMAE Elemental Filters
A-210
The following figure shows the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.297 is EF[1].
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Figure A.297: Case F6.3: EF[1] Probability Comparison
A-211
The MMAE position error is shown in Figure A.298. The few dips in the true
ambiguity’s probability are manifested in position error at the beginning of the data
run. After that, MMAE position solution remained accurate.
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Figure A.298: Case F6.3: MMAE Position Error
A-212
Finally, Figure A.299 displays the position error plot for the minimum indicator
variable. For the first time, the average minimum indicator position error was within
millimeters! Lastly, Table A.16 gives a summary of each method’s position error.
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Figure A.299: Case F6.3: Minimum Indicator Position Error
Table A.16: Case F6.3: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.024 0.034 -0.060 0.083 0.214 0.170 0.111 0.295
MMAE -0.003 0.009 -0.000 0.006 0.005 0.017 0.012 0.021
Min. Ind. -0.003 0.002 -0.000 0.002 0.005 0.004 0.004 0.007
A-213
A.2.13 Case F6.4: Second Flight of Flight Test 6, Second Data Set . The
final data run for Case F6 started at 1540L, immediately after Case F6.3 ended.
The run lasted 30 minutes, 55 seconds and the aircraft ranged from 11.6 to 116.5
meters apart. Figure A.300 shows the minimum indicator North, East, Down relative
positions.
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Figure A.300: Case F6.4: North, East, Down Relative Positions
A-214
A total of 20 unique ambiguity sets were returned from the LAMBDA function
during the data run. The aircraft were 49.8 meters apart when the system started,
with twelve visible satellites. The true ambiguity set was the first set returned from
the LAMBDA function. The minimum indicator correctly chose the true ambiguity
set at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 1734 of 1734 epochs (100.0 percent).
Figures A.301, A.302, and A.303 show the floating filter errors. The floating
filter’s 1σ estimate of the position error is outside the plot scales in all three figures.
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Figure A.301: Case F6.4: Floating Filter Position Errors
A-215
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Figure A.302: Case F6.4: Floating Filter Velocity Errors
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Figure A.303: Case F6.4: Floating Filter Acceleration Errors
A-216
Figure A.304 displays PRN 11 measurement information and the floating filter
ambiguity estimate. All of the breaks in the floating filter’s 1σ estimation were due
to masking. PRN 11 was about to set, at 18.5 minutes, and was low on the horizon.
The rest of the satellite’s plots follow in Figures A.305, A.306, A.307, A.308, A.309,
A.310, A.311, A.312, A.313, A.314, and A.315.
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Figure A.304: Case F6.4: Satellite 11 Measurements
A-217
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Figure A.305: Case F6.4: Satellite 4 Measurements
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Figure A.306: Case F6.4: Satellite 7 Measurements
A-218
0 5 10 15 20 25 30 35
−6
−4
−2
0
2
4
6
PRN8 DD Pseudorange Residuals (12 Oct 05, 1540L EAFB, CA)  (Mean: −0.166 Std Dev: 0.556 Var: 0.309 RMS: 0.580)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 5 10 15 20 25 30 35
−20
−10
0
10
20
PRN8 DD Phase Residuals (12 Oct 05, 1540L EAFB, CA)  (Mean: 0.006 Std Dev: 1.103 Var: 1.216 RMS: 1.103)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 5 10 15 20 25 30 35
−5
0
5
PRN8 DD Ambiguity Error (12 Oct 05, 1540L EAFB, CA)  (Mean: 0.214 Std Dev: 0.443 Var: 0.196 RMS: 0.492)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.307: Case F6.4: Satellite 8 Measurements
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Figure A.308: Case F6.4: Satellite 9 Measurements
A-219
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Figure A.309: Case F6.4: Satellite 17 Measurements
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Figure A.310: Case F6.4: Satellite 24 Measurements
A-220
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Figure A.311: Case F6.4: Satellite 26 Measurements
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Figure A.312: Case F6.4: Satellite 27 Measurements
A-221
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Figure A.313: Case F6.4: Satellite 28 Measurements
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Figure A.314: Case F6.4: Satellite 29 Measurements
A-222
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Figure A.315: Case F6.4: Satellite 31 Measurements
Figure A.316 shows the number of visible satellites. All of the satellite dropouts
during the run were due to masking. Two satellites set during the run; PRN 27 at
four minutes and PRN 11 at 18.5 minutes.
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Figure A.316: Case F6.4: Visible Satellites
Figure A.317 shows all of the candidate ambiguity set’s SOS residuals. The true
ambiguity set’s residuals are easily identifiable, even without the added emphasis.
Figure A.318 displays the MMAE conditional probability. It is almost identical to
Case 6.3.
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Figure A.317: Case F6.4: SOS Residuals
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Figure A.318: Case F6.4: Conditional Probabilities for Selected
MMAE Elemental Filters
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The following figure shows the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.319 is EF[1].
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Figure A.319: Case F6.4: EF[1] Probability Comparison
A-226
The MMAE position error is shown in Figure A.320. The spikes in the position
error correspond directly to the dips on the probability plot, Figure A.318.
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Figure A.320: Case F6.4: MMAE Position Error
A-227
Finally, Figure A.321 displays the position error plot for the minimum indicator
variable. For the second time, the minimum indicator MRSE was within millimeters.
Lastly, Table A.17 gives a summary of each method’s position error.
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Figure A.321: Case F6.4: Minimum Indicator Position Error
Table A.17: Case F6.4: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.027 0.078 0.043 0.028 0.073 0.114 0.098 0.167
MMAE 0.000 0.015 -0.001 0.014 0.004 0.017 0.021 0.027
Min. Ind. 0.000 0.001 -0.001 0.002 0.003 0.005 0.002 0.007
A-228
A.2.14 Case F7.1: Flight Test 7, First Data Set . One test flight was flown
on 13 October 2005. The first data run started at 1007L and lasted 59 minutes, 33
seconds. The weather was clear with light winds, and the aircraft ranged from 10.4
to 347.4 meters apart during the run. Figure A.322 shows the minimum indicator
North, East, Down relative positions.
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Figure A.322: Case F7.1: North, East, Down Relative Positions
A-229
A total of 25 unique ambiguity sets were returned from the LAMBDA function
during the data run. The aircraft were 347.4 meters apart when the system started,
with eight visible satellites. The true ambiguity set was the first set returned from
the LAMBDA function. The minimum indicator correctly chose the true ambiguity
set at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 3453 of 3453 epochs (100.0 percent),
with a maximum ratio of 142.8.
Figures A.323, A.324, and A.325 show the floating filter errors. The floating
filter performed as expected. The floating filter’s 1σ estimate of the position error is
outside the plot scales in all three figures.
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Figure A.323: Case F7.1: Floating Filter Position Errors
A-230
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Figure A.324: Case F7.1: Floating Filter Velocity Errors
0 10 20 30 40 50 60
−10
−5
0
5
10
Floating Filter East Acceleration Error (13 Oct 05, 1007L EAFB, CA)  (Mean: −0.001  Std Dev: 0.142  Var: 0.020)
(RMS: 0.142  2−D DRMS: 0.255  3−D MRSE: 0.444)
Ea
st
 A
cc
el
er
at
io
n 
Er
ro
r (
m/
s2  
)
East Acc Err
Filter Est. East Acc ±1σ
0 10 20 30 40 50 60
−10
−5
0
5
10
Floating Filter North Acceleration Error (13 Oct 05, 1007L EAFB, CA)  (Mean: 0.002  Std Dev: 0.212  Var: 0.045  RMS: 0.212)
N
or
th
 A
cc
el
er
at
io
n 
Er
ro
r (
m/
s2
 
)
North Acc Err
Filter Est. North Acc ±1σ
0 10 20 30 40 50 60
−10
−5
0
5
10
Floating Filter Up Acceleration Error (13 Oct 05, 1007L EAFB, CA)  (Mean: −0.001  Std Dev: 0.363  Var: 0.132  RMS: 0.363)
Time since start of data (min)
Up
 A
cc
el
er
at
io
n 
Er
ro
r (
m/
s2  
)
Up Acc Err
Filter Est. Up Acc ±1σ
Figure A.325: Case F7.1: Floating Filter Acceleration Errors
A-231
Figure A.326 displays PRN 16 measurement information and the floating filter
ambiguity estimate. The break in the floating filter’s 1σ estimation at 29 minutes
was due to masking. The rest of the satellite’s plots follow in Figures A.327, A.328,
A.329, A.330, A.331, A.332, A.333, and A.334.
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Figure A.326: Case F7.1: Satellite 16 Measurements
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Figure A.327: Case F7.1: Satellite 3 Measurements
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Figure A.328: Case F7.1: Satellite 8 Measurements
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Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 2 4 6 8 10 12 14
−20
−10
0
10
20
PRN13 DD Phase Residuals (13 Oct 05, 1007L EAFB, CA)  (Mean: −0.005 Std Dev: 0.318 Var: 0.101 RMS: 0.318)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 2 4 6 8 10 12 14
−5
0
5
PRN13 DD Ambiguity Error (13 Oct 05, 1007L EAFB, CA)  (Mean: 0.613 Std Dev: 0.716 Var: 0.513 RMS: 0.942)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.329: Case F7.1: Satellite 13 Measurements
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Figure A.330: Case F7.1: Satellite 19 Measurements
A-234
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Figure A.331: Case F7.1: Satellite 20 Measurements
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Figure A.332: Case F7.1: Satellite 23 Measurements
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Figure A.333: Case F7.1: Satellite 27 Measurements
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Figure A.334: Case F7.1: Satellite 28 Measurements
A-236
Figure A.335 shows the number of visible satellites. There were multiple satellite
dropouts during the run, and all were due to satellite masking. PRN 8 masked at 13.5
and 40.5 minutes, PRN 16 at 29 minutes, PRN 20 at 30.5 minutes, PRN 19 at 42.5
minutes, and PRN 28 at 58 minutes. One satellite rose, PRN 28, at 42.5 minutes,
and two satellites set, PRN 20 and 16, at 48.7 and 55 minutes, respectively.
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Figure A.335: Case F7.1: Visible Satellites
A-237
Figure A.336 shows all of the candidate ambiguity set’s SOS residuals. The
residual plot is similar to the other plots with eight visible satellites. Figure A.337
displays the MMAE conditional probability. Interestingly, the true set’s probability
did not dip, even at the end of the run, when there were only six visible satellites.
The MMAE had garnered so much information on the system dynamics from previous
measurements, it was not “confused” by erroneous ambiguity sets. There were a cou-
ple of erroneous data set’s residuals at or below the true set’s residuals in Figure A.336
at 58 minutes.
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Figure A.336: Case F7.1: SOS Residuals
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Figure A.337: Case F7.1: Conditional Probabilities for Selected
MMAE Elemental Filters
The following figure shows the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.338 is EF[1].
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Figure A.338: Case F7.1: EF[1] Probability Comparison
The MMAE position error is shown in Figure A.339. The MMAE performed
extremely well. The few spikes in the position error corresponds to places on the
probability plot where the true ambiguity set’s probability dipped.
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Figure A.339: Case F7.1: MMAE Position Error
Finally, Figure A.340 displays the position error plot for the minimum indica-
tor variable. The minimum indicator position solution was within millimeters. It
appears the incoming phase measurements were noisy around 30 minutes. This also
corresponded to two different satellites masking. The aircraft were most like maneu-
vering and there was possibly some very small phase multipath between the aircraft.
The other spikes in the position error at 15 and 40 minutes also corresponded to satel-
lite masking. Lastly, Table A.18 gives a summary of each method’s position error.
Table A.18: Case F7.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.070 0.033 -0.113 0.213 0.187 0.266 0.253 0.412
MMAE -0.000 0.006 -0.000 0.009 0.006 0.009 0.011 0.015
Min. Ind. -0.000 0.001 0.000 0.002 0.006 0.006 0.002 0.008
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Figure A.340: Case F7.1: Minimum Indicator Position Error
A.2.15 Case F7.2: Flight Test 7, Second Data Set . Case 7.2 started at
1107L, immediately after the end of Case 7.1. The run lasted 41 minutes, 34 sec-
onds and the aircraft ranged from 11.6 to 342.1 meters apart during the data run.
Figure A.341 shows the minimum indicator North, East, Down relative positions.
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Figure A.341: Case F7.2: North, East, Down Relative Positions
A total of 25 unique ambiguity sets were returned from the LAMBDA function
during the data run. The aircraft were 42.8 meters apart when the system started,
with seven visible satellites. The true ambiguity set was the first set returned from
the LAMBDA function. The minimum indicator correctly chose the true ambiguity
set at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 2395 of 2395 epochs (100.0 percent),
with a maximum ratio of 49.3.
Figures A.342, A.343, and A.344 show the floating filter position errors. The
floating filter performed as expected. The floating filter’s 1σ estimate of the position
error is outside the plot scales in all three figures.
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Figure A.342: Case F7.2: Floating Filter Position Errors
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Figure A.343: Case F7.2: Floating Filter Velocity Errors
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Figure A.344: Case F7.2: Floating Filter Acceleration Errors
Figure A.345 displays PRN 10 measurement information and the floating filter
ambiguity estimate. The breaks in the floating filter’s 1σ estimation at 9.5, 22, and
30 minutes were due to masking. The floating filter had trouble converging on the
true ambiguity for PRN 10. This was due, in part, to the satellite’s low elevation.
However, the three resets were the largest contributors to the error (i.e. the filter did
not have time converge, especially with a low elevated SV). The rest of the satellite’s
plots follow in Figures A.346, A.347, A.348, A.349, A.350, and A.351.
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Figure A.345: Case F7.2: Satellite 10 Measurements
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Figure A.346: Case F7.2: Satellite 3 Measurements
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Figure A.347: Case F7.2: Satellite 8 Measurements
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Figure A.348: Case F7.2: Satellite 19 Measurements
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Figure A.349: Case F7.2: Satellite 23 Measurements
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Figure A.350: Case F7.2: Satellite 27 Measurements
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Figure A.351: Case F7.2: Satellite 28 Measurements
Figure A.352 shows the number of visible satellites. There were three satellite
dropouts during the run, and all of the dropouts were due to masking of PRN 10.
PRN 10 was the satellite that rose at two minutes. It was low on the horizon, and
prone to being masked by the horizontal tail or lead aircraft.
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Figure A.352: Case F7.2: Visible Satellites
Figure A.353 shows all of the candidate ambiguity set’s SOS residuals. Up until
22 minutes into the data run, there were numerous erroneous ambiguity set’s residuals
near the true set. After 22 minutes, the true ambiguity set is clearly visible which
coincided with PRN 10 unmasking the second time. Figure A.354 displays the MMAE
conditional probability. The probability plot is similar to several others with eight
visible satellites. By three minutes, the true ambiguity set’s probability was already
83 percent, and rising quickly.
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Figure A.353: Case F7.2: SOS Residuals
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Figure A.354: Case F7.2: Conditional Probabilities for Selected
MMAE Elemental Filters
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The following figures show the difference between the “pre” and “post-fit”
residuals in the conditional probability calculation. Figure A.355 is EF[1], and Fig-
ure A.356 is EF[2].
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Figure A.355: Case F7.2: EF[1] Probability Comparison
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Figure A.356: Case F7.2: EF[2] Probability Comparison
The MMAE position error is shown in Figure A.357. The plot is similar to the
last few data runs.
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Figure A.357: Case F7.2: MMAE Position Error
Finally, Figure A.358 displays the position error plot for the minimum indicator
variable. For the fourth straight data run, the minimum indicator MRSE was within
millimeters. Lastly, Table A.19 gives a summary of each method’s position error.
Table A.19: Case F7.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter 0.015 0.074 -0.118 0.048 0.170 0.052 0.148 0.231
MMAE -0.000 0.027 -0.002 0.012 0.005 0.022 0.030 0.037
Min. Ind. 0.000 0.001 -0.001 0.001 0.005 0.004 0.002 0.007
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Figure A.358: Case F7.2: Minimum Indicator Position Error
A.2.16 Case F8.1: Flight Test 8, First Data Set . The last flight test
was flown on 14 October 2005. The first data run started at 0901L and lasted 59
minutes, 33 seconds. The weather was clear with light winds, and the aircraft ranged
from 11.0 to 125.8 meters apart during the run. Figure A.359 shows the minimum
indicator North, East, Down relative positions.
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Figure A.359: Case F8.1: North, East, Down Relative Positions
A total of 29 unique ambiguity sets were returned from the LAMBDA function
during the data run. The aircraft were 125.8 meters apart when the system started,
with nine visible satellites. The true ambiguity set was the first set returned from the
LAMBDA function. The minimum indicator correctly chose the true ambiguity set
at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 3390 of 3451 epochs (98.2 percent),
with a maximum ratio of 303.9.
Figures A.360, A.361, and A.362 show the floating filter position errors. The
floating filter performed as expected, and was very similar to the previous data runs.
The floating filter’s 1σ estimate of the error is outside the plot scales in all three
figures.
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Figure A.360: Case F8.1: Floating Filter Position Errors
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Figure A.361: Case F8.1: Floating Filter Velocity Errors
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Figure A.362: Case F8.1: Floating Filter Acceleration Errors
Figure A.363 displays PRN 4 measurement information and the floating filter
ambiguity estimate. The breaks in the floating filter’s 1σ estimation at 10.5 and 24
minutes were due to masking, and the satellite set at 25.5 minutes. The rest of the
satellite’s plots follow in Figures A.364, A.365, A.366, A.367, A.368, A.369, A.370,
A.371, A.372, and A.373.
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Figure A.363: Case F8.1: Satellite 4 Measurements
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Figure A.364: Case F8.1: Satellite 1 Measurements
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Figure A.365: Case F8.1: Satellite 3 Measurements
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Figure A.366: Case F8.1: Satellite 8 Measurements
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Figure A.367: Case F8.1: Satellite 13 Measurements
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Figure A.368: Case F8.1: Satellite 16 Measurements
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Figure A.369: Case F8.1: Satellite 19 Measurements
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Figure A.370: Case F8.1: Satellite 20 Measurements
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Figure A.371: Case F8.1: Satellite 24 Measurements
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Figure A.372: Case F8.1: Satellite 25 Measurements
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Figure A.373: Case F8.1: Satellite 27 Measurements
Figure A.374 shows the number of visible satellites. There was a lot of satellite
activity during this data run. Five dropouts occurred, and seven satellites rose/set,
the most of any data run. PRNs 1 and 24 set at 3 and 33 minutes, respectively.
PRN 25 masked at 5 minutes, and then set at 9 minutes. PRN 4 masked at 10.5
and 24 minutes, and then set at 25.5 minutes. PRNs 8 and 19 rose at 52 and 58
minutes, respectively. Finally, PRN 3 rose at 10 minutes and then masked at 17
and 29 minutes. Even with all of the low elevated satellites and maskings, the filter,
MMAE, and minimum indicator performed well.
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Figure A.374: Case F8.1: Visible Satellites
Figure A.375 shows all of the candidate ambiguity set’s SOS residuals. At ap-
proximately 32 minutes, when there were only six visible satellites, the true ambiguity
set’s residuals would be unidentifiable without emphasis. At 52 minutes, when PRN 8
rose, the true ambiguity set’s residuals became easy to recognize. To efficiently deter-
mine the true ambiguity set with the algorithm developed in this thesis, a minimum
of six visible satellites were required. Figure A.376 displays the MMAE conditional
probability. The large dip in the true ambiguity set’s probability, starting at 11 min-
utes, was due to an erroneous ambiguity set’s residuals going below the true set. The
erroneous set is identified by open blue squares in Figure A.375. The other small
dip in the true set’s probability from 25 to 30 minutes was due to another erroneous
set, represented by red dots on the residual plot. After 30 minutes, there were only
six visible satellites. That was the reason there were numerous erroneous ambiguity
set’s residuals close to the true set, which caused the small probability dips from 30
minutes until 40 minutes.
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Figure A.375: Case F8.1: SOS Residuals
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Figure A.376: Case F8.1: Conditional Probabilities for Selected
MMAE Elemental Filters
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The following figures show the difference between the “pre” and “post-fit” resid-
uals in the conditional probability calculation. Figure A.377 is EF[1], Figure A.378
is EF[2], and Figure A.379 is EF[9].
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Figure A.377: Case F8.1: EF[1] Probability Comparison
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Figure A.378: Case F8.1: EF[2] Probability Comparison
0 10 20 30 40 50 60
0
0.2
0.4
0.6
0.8
1
Comparison of EF[9/8] Probabilities  [Ambiguities −  (3) −268  (4) −3  (13) 20  (16) −2  (20) 28  (24) 37  (27) 88]
(14 Oct 05, 0901L EAFB, CA)
Pr
ob
ab
ilit
y
Elem Prob (Post−fit)
Elem Fil Prob (Pre−fit)
0 10 20 30 40 50 60
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
Difference between EF[9/8] Probabilities  [Ambiguities −  (3) −268  (4) −3  (13) 20  (16) −2  (20) 28  (24) 37  (27) 88]
(14 Oct 05, 0901L EAFB, CA)
Time since start of data (min)
∆ 
Pr
ob
ab
ilit
y
Figure A.379: Case F8.1: EF[9] Probability Comparison
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The MMAE position error is shown in Figure A.380. The one large spike cor-
related to the large dip in the probability plot.
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Figure A.380: Case F8.1: MMAE Position Error
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Finally, Figure A.381 displays the position error plot for the minimum indicator
variable. The minimum indicator performed great. The spike in the Up error at 29
minutes corresponded to PRN 3 masking, a low elevated satellite. Lastly, Table A.20
gives a summary of each method’s position error.
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Figure A.381: Case F8.1: Minimum Indicator Position Error
Table A.20: Case F8.1: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.061 0.060 -0.031 0.080 0.084 0.086 0.121 0.171
MMAE 0.005 0.040 0.009 0.035 -0.002 0.047 0.054 0.072
Min. Ind. -0.000 0.002 -0.001 0.002 0.008 0.008 0.003 0.012
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A.2.17 Case F8.2: Flight Test 8, Second Data Set . Case F8.2 was the final
flight test data run. The run started at 1001L and lasted 39 minutes, 28 seconds. The
aircraft ranged from 10.9 to 633.5 meters apart during the run. Figure A.382 shows
the minimum indicator North, East, Down relative positions.
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Figure A.382: Case F8.2: North, East, Down Relative Positions
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A total of 30 unique ambiguity sets were returned from the LAMBDA function
during the data run. The aircraft were 77.9 meters apart when the system started,
with eight visible satellites. The true ambiguity set was the first set returned from
the LAMBDA function. The minimum indicator correctly chose the true ambiguity
set at four minutes, and did not change throughout the rest of the data run. The true
set was returned from LAMBDA as number one, 2247 of 2247 epochs (100.0 percent),
with a maximum ratio of 311.9.
Figures A.383, A.384, and A.385 show the floating filter position errors. The
floating filter performed well, and was very similar to the previous data runs. The
floating filter’s 1σ estimate of the error is outside the plot scales in all three figures.
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Figure A.383: Case F8.2: Floating Filter Position Errors
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Figure A.384: Case F8.2: Floating Filter Velocity Errors
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Figure A.385: Case F8.2: Floating Filter Acceleration Errors
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Figure A.386 displays PRN 8 measurement information and the floating filter
ambiguity estimate. PRN 8 masked nine times and had one cycle slip during the
run. The cycle slip occurred at 14 minutes. The rest of the satellite’s plots follow in
Figures A.387, A.388, A.389, A.390, A.391, A.392, and A.393.
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Figure A.386: Case F8.2: Satellite 8 Measurements
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Figure A.387: Case F8.2: Satellite 3 Measurements
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Figure A.388: Case F8.2: Satellite 13 Measurements
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Figure A.389: Case F8.2: Satellite 16 Measurements
0 5 10 15 20 25 30 35 40
−6
−4
−2
0
2
4
6
PRN19 DD Pseudorange Residuals (14 Oct 05, 1001L EAFB, CA)  (Mean: −0.129 Std Dev: 0.793 Var: 0.629 RMS: 0.803)
Ps
eu
do
ra
ng
e 
Re
sid
ua
l (m
)
0 5 10 15 20 25 30 35 40
−20
−10
0
10
20
PRN19 DD Phase Residuals (14 Oct 05, 1001L EAFB, CA)  (Mean: 0.016 Std Dev: 1.222 Var: 1.493 RMS: 1.221)
Ph
as
e 
R
es
id
ua
l (c
yc
les
)
0 5 10 15 20 25 30 35 40
−5
0
5
PRN19 DD Ambiguity Error (14 Oct 05, 1001L EAFB, CA)  (Mean: 0.379 Std Dev: 0.648 Var: 0.419 RMS: 0.750)
Time since start of data (min)
Am
bi
gu
ity
 E
rro
r (
cy
cle
s) Amb Err
Filter Est. Amb ±1σ
Figure A.390: Case F8.2: Satellite 19 Measurements
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Figure A.391: Case F8.2: Satellite 20 Measurements
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Figure A.392: Case F8.2: Satellite 23 Measurements
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Figure A.393: Case F8.2: Satellite 27 Measurements
Figure A.394 shows the number of visible satellites. There was substantial
satellite activity during the data run. There were 28 dropouts, with no satellites
rising or setting. Of the 28 dropouts, three were due to cycle slips. Each cycle slip
was correctly identified by the triple-difference method discussed in Section 3.9.1. The
cycle slips occurred on PRNs 3, 8, and, 20 at 9, 14, and 26 minutes, respectively. PRN
8 had the most dropouts with 10. The rest were split fairly evenly between PRNs 16,
19, and 20. This was the most dropouts and cycle slips of any data run. There was a
third aircraft in the formation taking video, which was the most likely cause for the
increase in dropouts and cycle slips. The filter, MMAE, and minimum indicator still
performed very well, a testament to the algorithm’s robustness.
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Figure A.394: Case F8.2: Visible Satellites
Figure A.395 shows all of the candidate ambiguity set’s SOS residuals. The
residual plot is very similar to the last data run. Nothing in particular stands out.
Figure A.396 displays the MMAE conditional probability. The probability plot was
a little surprising, especially considering the number of satellite dropouts. However,
the MMAE was able to correctly identify the true ambiguity set for the entire run.
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Figure A.395: Case F8.2: SOS Residuals
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The following figures show the difference between the “pre” and “post-fit”
residuals in the conditional probability calculation. Figure A.397 is EF[1], and Fig-
ure A.398 is EF[2].
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Figure A.397: Case F8.2: EF[1] Probability Comparison
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Figure A.398: Case F8.2: EF[2] Probability Comparison
The MMAE position error is shown in Figure A.399.
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Figure A.399: Case F8.2: MMAE Position Error
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Finally, Figure A.400 displays the position error plot for the minimum indi-
cator variable. The position errors on the minimum indicator had numerous small
jittery spikes, especially from 10 to 15 minutes, and from 20 to 35 minutes. These
times corresponded to when there were numerous dropouts and cycle slips. Phase
measurements from the Javad® receivers were noisy (possibly due to aircraft masking
of satellites and potential multipath). The minimum indicator MRSE was still well
within the centimeter-level requirement at 0.016 meters. Lastly, Table A.21 gives a
summary of each method’s position error.
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Figure A.400: Case F8.2: Minimum Indicator Position Error
Table A.21: Case F8.2: Position Error Summary (m)
East North Up
Error Std Error Std Error Std DRMS MRSE
Float Filter -0.021 0.026 0.019 0.058 -0.017 0.079 0.070 0.106
MMAE -0.000 0.006 0.002 0.015 0.005 0.015 0.017 0.023
Min. Ind. 0.001 0.003 0.001 0.005 0.005 0.013 0.006 0.016
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