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a b s t r a c t
This paper deals with distributed video coding (DVC) for multi-view sequences. DVC of multi-view
sequences is a recent field of research, with huge potential impact in applications such as videosurveil-
lance, real-time event streaming from multiple cameras, and, in general, immersive communications. It
raises however several problems, and in this paper we tackle two of them. Based on the principles of
Wyner–Ziv (WZ) coding, in multi-view DVC many estimations can be generated in order to create the
side information (SI) at the decoder. It has been shown that the quality of the SI strongly influences
the global coding performances. Therefore, this paper proposes to study the contribution of multiple SI
estimations (in the temporal and view directions) to the global performances. Moreover, we propose
new symmetric schemes for longer group of pictures (GOP) in multi-view DVC and show that we can fur-
ther exploit the long-term correlations using a new kind of estimation, called diagonal. For such schemes,
several decoding strategies may be envisaged. We perform a theoretical study of the temporal and inter-
view dependencies, and confirm by experiments the conclusion about the best decoding strategy.
! 2008 Elsevier Inc. All rights reserved.
1. Introduction
A new paradigm in video coding is the distributed video coding
(DVC) which allows to move the computation complexity from the
encoder to the decoder. This can be interesting in many applica-
tions, whenever a compression is due to be done with a light hard-
ware. This new coding paradigm is based on two results of
information theory appeared in the 70’s [1,2], which show that
with two correlated sources encoded independently and decoded
jointly one can achieve the same performances as with the two
sources encoded and decoded jointly. Therefore, the correlation
between the frames is not exploited anymore at the encoder but
only at the decoder. Theoretically, the performances of such a
method can attain the ones of classical hybrid codecs (H.263,
MPEG-4, H.264, etc.). In practice, for the moment, the perfor-
mances are still below even though, in most cases, DVC performs
better than Intra coding [3–5]. In this paper, we propose to study
the distributed video coding of multi-view sequences. This recent
field of research is very interesting for a wide range of applications,
such as videosurveillance, real-time event streaming frommultiple
cameras, and immersive communications in general. We propose
to tackle two of the numerous problems raised by DVC of multi-
view sequences. In Wyner–Ziv coding, one or several estimations
are generated at the decoder in order to build the side information
(SI). It is proven that the general coding performances highly de-
pend on the quality of this SI. We thus propose to study the contri-
bution of multiple existing estimations for building the SI, and
propose a new kind of estimation exploiting further dependencies.
Moreover, we propose new symmetric schemes, in which many
decoding strategies may be conceivable. We thus perform a theo-
retical study based on temporal and inter-view dependencies in or-
der to propose the best decoding strategy.
After presenting a short summary of the theoretical distributed
source coding framework in Section 2, we expose the main features
of DVC implementation, the problems and their existing answers in
Section 3. In Section 4, we introduce a new model for rate-distor-
tion analysis of video sequences. In Section 5, we analyze the ideal
estimation achieved by side information in a multi-view setting
and we then propose new symmetric schemes with longer GOPs,
based on the previous proposed model. This is followed by exper-
imental results in Section 6, and finally the conclusion and future
work are drawn in Section 7.
2. Theoretical results
2.1. Slepian and Wolf
In 1973, Slepian and Wolf [1] studied the performances of the
transmission of two correlated sources X and Y in many cases,
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summarized in Fig. 1. The connections S1 to S4 can be open or
closed, depending on whether the information is known or not
by the encoder or decoder. In each of the sixteen possible cases,
Slepian and Wolf found the performances of the coding scheme,
and plot the admissible rate region R. Among these sixteen cases,
two can be highlighted: the one which corresponds to the classical
coding scheme (Fig. 2 left) and the one which corresponds to the
distributed coding scheme (Fig. 2 right). These results bring the
fundamental and surprising conclusion that the performances
can be the same if the two sources are encoded jointly (S1 and S2
closed) or not (S1 and S2 open). As described in Section 2.2, Wyner
and Ziv extended the previous results to the case of lossy
transmission.
2.2. Wyner and Ziv
In similar conditions (one source X to transmit with side infor-
mation Y at the encoder and/or the decoder) Wyner and Ziv [2]
studied the rate-distortion function in the cases of classical coding,
RXjYðdÞ, and distributed coding, R#ðdÞ. Consider the following obvi-
ous inequality:
RXjY ðdÞ 6 R#ðdÞ ð1Þ
They found the expression of the rate-distortion function and
showed that the inequality (1) was usually strict but in some partic-
ular cases, like for example for Gaussian sources, the equality could
be proven:
RXjY ðdÞ ¼ R#ðdÞ ð2Þ
meaning that the distributed source coding can achieve the same
performances as classical coding schemes for lossy transmission,
too.
The rate-distortion function R#ðdÞ was studied from an experi-
mental point of view in a practical case of DVC in [6,7]. Under a
state-space model using Kalman filtering, the rate-distortion func-
tion is determined and is used to theoretically study the efficiency
of DVC.
In our work, we will also make a rate-distortion analysis,
involving the temporal and view correlations in a multi-view
scheme, in order to find the best decoding strategy for a new mul-
ti-view scheme. This is described in Section 4.
3. Distributed video coding
The above theoretical results have been brought into practice in
video coding much later [5,8], when the above principles have
been applied to the case of mono-source and multi-source video
encoding. We summarize in this section the main ideas behind
the two settings.
3.1. Mono-source case
From one video, one first has to create two correlated sources.
The frames are thus separated in two groups: the key frames
(KFs) and the Wyner–Ziv frames (WZFs). The Groups of Pictures
(GOPs) have generally the following structure [3]: one KF, n WZF.
Here, n is often fixed, but some papers [9] propose methods in
which n can vary in order to find the optimal value.
The KFs are encoded and decoded with a classical Intra codec. At
the decoder, the decoded KF contribute to generate an estimation,
called side information (SI), of the WZF in the middle of the GOP.
The WZF processing is different. First a spatial transformation is
applied (very often, a 4 % 4 DCT or integer DCT). This operation is
optional and not performed in all practical DVC schemes, but the
results in the DCT-domain are often better than in the pixel-do-
main [3,10]. Then the frame is quantized. This step is the link be-
tween the Slepian–Wolf and Wyner–Ziv theories, because it is
where the loss appears. Afterwards, the frame is channel encoded
using performant channel codes such as turbo codes [3] or LDPC
[11]. At the output of this channel coding, only the parity bits are
sent. That is the key idea of practical distributed coding. It is as-
sumed that the estimation error at the decoder (between the gen-
erated SI and the original frame) can be assimilated to a channel
error, so that the parity bits, introducing the redundancy necessary
for correcting channel errors, correct in fact the estimation error
through a channel decoder and a reconstruction step. This channel
decoding is done iteratively by estimating the error probability of
the decoded frame. If that probability is too high, the decoder asks
more parity bits to the buffer, through a backward channel. This
process is done until the error probability is low enough. Another
solution is to estimate at the encoder the number of parity bits
to send [12]. Finally, an inverse transform is applied to the recon-
structed frame. The adopted scheme is illustrated in Fig. 3 and is
based on a turbo coder with a backward channel. The experiments
in Section 6 are run with this coding scheme.
Analyzing this encoding/decoding process, one can see that the
complexity was shifted from the encoder to the decoder. Indeed,
H264 intra encoder is lighter than any inter encoder, and WZ
encoding is even more light because the coding process only con-
sist of a transformation, a quantization and a very fast channel
encoding. This last step is less complex than the entropy coding
used by intra source encoders. The reconstruction is, on the con-
trary, much more complex, relying on an iterative channel
decoding.
3.2. DVC of multi-view sequences
For multi-view sequences, the coding process is very similar to
the mono-source case. The frames of each view are also separated
in KFs and WZFs. The former ones are Intra coded, while the latter
ones are Wyner–Ziv coded. Having many cameras brings a new
estimation direction, in addition to the temporal one: the view
Fig. 1. Sixteen cases of encoding-decoding, depending on the ON/OFF position of
the connections S1 to S4.
Fig. 2. Admissible rate regions R for: (left) classical coding with joint encoding and
joint decoding, (right) distributed coding with separated encoding and joint
decoding.
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axis. As illustrated in Fig. 4(a), this raises new problems and brings
additional challenges for multi-view DVC. Indeed, though this fig-
ure is a simple representation of the disposition of frames in the
time-view space, we notice that choosing the repartition of the
WZFs and KFs is more complicated than in the mono-view case,
where the only degree of freedom is the length of the GOP. The side
information is not anymore generated only along the temporal
direction, but also between the different views. So for one WZF,
many estimations can be generated, and another problem is the
method to generate an estimation between different views. A last
issue, which will not be tackled in this work, is the fusion of these
estimations to create a unique side information.
First, we summarize the different problems, and see what are
the solutions proposed in the literature.
3.2.1. The scheme
The first problem to solve is to set the positions of the KFs and
the WZFs. The way of generating side information also depends on
this disposition. We can think about many strategies, but in the lit-
erature the solutions are not so numerous and can be classified in
three categories. Before enumerating the three kinds of schemes, it
is important to classify the cameras. There are:
& Key cameras: all of their frames are KFs. They can be encoded
with an Intra coder but also with an Inter coder, involving only
frames from other Key cameras. Anyway, these cameras need to
be more powerful.
& Wyner–Ziv cameras: all of their frames are WZFs. The side-infor-
mation for them is built based on the KFs of the other cameras.
These cameras can be less powerful.
& Hybrid cameras: their frames can be KFs or WZFs. The side-infor-
mation is built thanks to the KFs of the other cameras and also
thanks to their own KFs. The advantage of using this type of
cameras is that the problem becomes symmetric, all the cameras
in the system can be identical.
Using all these types of cameras, many possible settings are con-
ceivable. The following shows the one present in the literature.
In Fig. 4(b–d), the KFs are in black and the WZFs in white. Three
main schemes appear:
Fig. 4. Frame disposition in the time-view space for different schemes. (a) Time-view space representation. (b) The asymmetric scheme. (c) The hybrid 1/2 scheme. (d) The
symmetric 1/2 scheme. KFs are in black, WZFs in white. Arrows indicate the directions for generating the SI.
Fig. 3. Adopted DVC scheme.
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[r] The asymmetric scheme (AS): the type of cameras alternates
between Key and Wyner–Ziv, as shown in Fig. 4(b). Then the
side-information is built using the closest frames in the view
direction. This principle is used for example in [13].
[r] The hybrid 1/2 scheme (Hyb2): one camera over two is a Key
camera and between them, there are hybrid cameras. The
scheme K ' H ' K ' H ' . . . is illustrated in Fig. 4(c). In this
case, the side-information can be estimated in the temporal
and in the view direction. Then the problem of fusion of the
two estimations appears. This scheme was proposed for exam-
ple in [13,14].
[r] The symmetric 1/2 scheme (Sym2): the cameras are all
hybrid with one KF for one WZF. This H ' H ' H ' H scheme
is presented in Fig. 4(d). There is a shift in the role of the cam-
eras, the KFs and the WZFs being placed on a quincunx grid in
the time-view axes. The side-information for each WZF can be
then computed in the view direction and in the time direction.
This case also has to cope with the fusion problem. It was pro-
posed in [3,15].
3.2.2. Side information generation
[r] Temporal estimation: in the literature, many solutions are
proposed for the interpolation between two frames. Most of
them are motion estimation based. The underlying assump-
tions are the ones made in inter codecs when estimating
the B frames: the motion between successive frames is sup-
posed uniform and the motion vectors between the WZF
and the KF can be deducted from the motion vectors between
two KF. The performances of distributed coding highly depend
on the quality of side information. That is why we have to
give a particular attention to these interpolation methods. In
our codec we use the estimator proposed by Ascenso et al.
in [4,16–18], shown in Fig. 5. First, the KFs are low-pass fil-
tered, then a block-based motion estimation is performed
between them. Then, the motion vectors obtained in the pre-
vious step are refined by using a bidirectional motion estima-
tion scheme. The vector field is then smoothed with a median
filter.
[r] Inter-view estimation: many solutions have been proposed
in the literature [19,13]. For the moment we use the above tem-
poral interpolation method also for the inter-view estimation. It
is not the best disparity estimation method, but the decoder is
simpler with one single estimation method.
3.2.3. The fusion
The last problem to solve is the fusion. When many estimations
are generated for one WZF, how can be created a unique side infor-
mation? The purpose is to estimate an image I which is a matrix of
n%m pixels. Let us assume that we have several estimations I^i of I,
i 2 f1; . . . ; sg. Let Ei be the error matrices:
8i 2 f1; . . . ; sg; Eiðk; lÞ ¼ jIðk; lÞ ' I^iðk; lÞj; 8k 2 f0; . . . ;n' 1g;
8l 2 f0; . . . ;m' 1g ð3Þ
The purpose of the fusion is to find for each pixel the best estima-
tion. We denote the final estimation by I^. Ideally, it is obtained as:
8k 2 f0; . . . ; n' 1g; 8l 2 f0; . . . ;m' 1g; I^ðk; lÞ ¼ I^iðk; lÞ ð4Þ
such as:
Eiðk; lÞ ¼ min
j2f1;...;sg
ðEjðk; lÞÞ
The difficulty in practice is to estimate the matrices Ei, because the
original frame is not available at the decoder. In order to estimate
the error matrices, different methods have been proposed in the lit-
erature [13,14,20] and they can be classified in two categories:
[r] A first category tries to replace the original frame I in Eq. (3).
For instance, the method proposed in [13] uses the previous or
next frames instead of the original frame. Other methods have
been proposed in [14], using the frames available from the clos-
est cameras.
[r] The second category of methods estimates directly the error
matrices by exploiting a certain quality criterion. For example,
in [13], the criterion can be based on the fact that the estima-
tion is not good when the motion is too quick, so we can set a
threshold for the motion vectors in order to locate where the
motion estimation failed. In [20], the proposed methods com-
pute the mask of the previously decoded WZF and directly uses
this mask or a motion compensated mask to estimate the cur-
rent mask.
Fig. 5. Frame interpolation architecture proposed in [4,16].
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Fig. 6. Comparison of the rate-distortion performances for the ‘‘Ballet” sequence of
an intra codec (H.264), an inter codec (JMVM), and a distributed codec (Hyb2).
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As for the mono-source case, the performances of multi-view
DVC do not reach the ones of classical inter codecs such as
JMVM [21]. In Fig. 6, we present experimental results run with
the ‘‘Ballet” sequence, for H.264 intra-frame codec (all cameras
are intra, and all the frames are intra), JMVM inter codec,
mono-view distributed video codec applied independently on
each view (the mono-view DVC curve represents an average of
the seven single camera curves), and Hyb2 multi-view distrib-
uted video codec presented above. One can see that the multi-
view DVC performs better than intra coding but is not efficient
enough to reach the inter coding performances. One can also re-
mark that it is worth taking into account the inter-view depen-
dencies in DVC, but only at medium and high bitrate. Indeed, at
lower bitrate, the quality of the KFs is too low to allow a good
estimation of the disparity (using the block-based method pre-
sented above).
4. Rate-distortion model
In this section, a rate-distortion model for video sequences is
introduced. Based on classical assumptions and on fundamental re-
sults of information theory [22–24], our model yields an interest-
ing expression of frame estimation error which is separated in
two independent terms and permits to make a recursive analysis
of error propagation in closed-loop predictive schemes.
We set the problem as illustrated in Fig. 7. The frames A and G
are the original KFs used to generate the SI, eA and eG are their quan-
tized versions. We denote by !A and !G the quantized motion or dis-
parity compensed KFs. We assume that the generated SI is the
linear combination between !A and !G. The weighting coefficients
in this combination, kA 2 ½0;1) and kG 2 ½0;1), depend on the dis-
tance (in number of frames) to the KFs A and G, and are such that
kA þ kG ¼ 1. If dKF is the distance between the two KFs A and G, and
dA (respectively, dG) the distance between the estimatedWZF B and
the KF A (respectively, G), then the weights are:
kA ¼ dKF ' dAdKF ; kG ¼
dKF ' dG
dKF
ð5Þ
We denote by eB the estimation error for the B frame.
First, let us calculate the variance of eB. In this calculation we
notice that for a vector p ¼ ðn;mÞ corresponding to the pixel in line
n and column m, the motion compensated frame reads
AðpÞ ¼ eAðp' dpÞ (the same remark can be done for GðpÞ) where
dp is the motion vector associated with the position p in frame A.
We assume that the motion estimation error and the quantization
error are independent. Then we have:
r2eB ¼ E BðpÞ ' kAAðpÞ ' kGGðpÞ
! "2# $
¼ E BðpÞ ' kAeAðp' d1pÞ ' kGeGðp' d2pÞ! "2# $:
Writing again this expression as:
r2eB ¼ E BðpÞ'kAAðp'd1pÞ'kGGðp'd2pÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
motion estimation error
0B@
264
þkAðAðp'd1pÞ' eAðp'd1pÞÞþkGðGðp'd2pÞ' eGðp'd2pÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
quantization error
1CA
2375 ð6Þ
one can remark that the first term corresponds to the motion esti-
mation error, while the second term represents the quantization er-
ror of the reference frames. At this step, we introduce MdA ;dG which
is the variance of the motion estimation error (with the non-quan-
tized frames). This error depends on dA and dG, which are the dis-
tances from the current frame B to the two frames used to
generate the SI. We also denote by DA and DG the two quantization
distortions of the reference frames which are supposed, without
loss of generality, to be independent. Then, the previous relations
yield:
r2eB ¼ E ðBðpÞ ' kAAðp' d1pÞ ' kGGðp' d2pÞÞ
2
h i
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
MdA ;dG
þk2A
% E ðAðp' d1pÞ ' eAðp' d1pÞÞ2h i|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
DA
þk2G
% E ðGðp' d2pÞ ' eGðp' d2pÞÞ2h i|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
DG
r2eB ¼ MdA ;dG þ k
2
ADA þ k2GDG ð7Þ
We notice that the estimation error r2eB is divided into two indepen-
dent terms:MdA ;dG , the motion estimation error computed with per-
fect reference frames and k2ADA þ k2GDG, the quantization distortions
of the reference frames. Based on this equation, it is easy to make a
recursive analysis of the estimation error. A classical result of infor-
mation theory gives the general expression of the rate-distortion
function of a frame X, under the assumption of high bitrate
[22,23]: DX ¼ aXr2X2'2RX , where RX is the allocated rate in bits per
pixel, r2X the spatial variance of the frame X and aX is a constant
depending on the source distribution. Then, if a frame F00 is esti-
mated from two reference frames F10 and F
1
1 (respectively, at a dis-
tance of d10 and d
1
1), we can write:
DF00 ¼ aF00r
2
e
F0
0
2
'2R
F0
0 ¼ aF00 Md10 ;d11 þ k
2
F10
DF10 þ k
2
F11
DF11
! "
2
'2R
F0
0 ð8Þ
If we assume that, without loss of generality, F10 was itself previ-
ously estimated from the two frames F20 and F
2
1 and that the corre-
sponding distances are d20 and d
2
1, we can write:
DF00 ¼aF00 Md10 ;d11 þk
2
F10
aF10 Md20 ;d21 þk
2
F20
DF20 þk
2
F21
DF21
! "
2
'2R
F1
0 þk2F11DF11
! "
2
'2R
F0
0
ð9Þ
More generally, if we assume that the frame Fji is estimated from the
two reference frames Fjþ1iðjþ1Þ and F
jþ1
iðjþ1Þþ1, we have to replace DFj
i
at
iteration j, i 2 f0; . . . ;2j ' 1g by
DFj
i
¼ aFj
i
Mdjþ1
iðjþ1Þ ;d
jþ1
iðjþ1Þþ1
þ k2Fjþ1
iðjþ1Þ
DFjþ1
iðjþ1Þ
þ k2Fjþ1
iðjþ1Þþ1
DFjþ1
iðjþ1Þþ1
& '
2
'2R
Fj
i ð10Þ
Fig. 7. Problem statement: A, G are the KFs, eA and eG their quantized versions, and !A
and !G are the motion/disparity compensated (M/D C) frames, generating the SI for
the frame B.
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This recursive analysis is doneby repeating thisprocess for all frames,
until the last frames are KFs, not estimated from other frames. In that
case, we have the corresponding distortion DKF ¼ ar2KF2'2RKF , where
RKF is the allocated rate in bits per pixel, r2KF the spatial variance of
the original key frame and a is a constant depending on the source
distribution. We can finally have an expression of the rate-distortion
functionwhere all the parameters (estimation error:Mx;y and quanti-
zation constant: a) can be experimentally estimated.
5. Proposed solutions for multi-view DVC
After drawing the different problems involved in multi-view
distributed video coding, we propose some new solutions for two
of them based on the theoretical study of Section 4. In Section
5.1, long term estimations for SI are proposed, while in Section
5.2 we introduce a new symmetric scheme and use the theoretical
analysis proposed in Sec 4 to study the SI estimation efficiency for
different situations.
5.1. Long-term estimation for side information
In the SI generation step, many estimations may be computed.
For us, the first question was the real contribution of having all
these estimations to build a single better SI. In [13,15,20], some
authors have already shown that when an ideal fusion of temporal
and inter-view estimations is done, the performance is about 1 dB
better than when the side information is only build with a tempo-
ral estimation. However, the existing work by now does not con-
sider more than two estimations. We investigate here the
contribution of exploiting further dependencies present in other
estimations. At this point, we do not take into account the real fu-
sion issue, and only make an ideal fusion. Thus, the error matrices
are not estimated but simply computed using the original frame. Of
course, this cannot be done in a real implementation and that does
not solve the problem of fusion. But this approach will provide not
just an upper bound of the performances one can obtain with these
schemes but a more meaningful indication of the contribution one
can expect from the long-term estimations and answer many ques-
tions: Is it useful to search better new estimations? Is it useful to
search fusion methods able to create a unique side information
from many estimations?
We adopted the existing symmetric scheme, Sym2, and com-
puted at the decoder the temporal, the inter-view and what we call
the ‘‘diagonal” estimations. The diagonal estimations are the two
represented in Fig. 8. Actually, as presented in Fig. 8, four diagonal
estimations can be generated, but we only use the ones correspond-
ing to a longer distance along the temporal axis. This is because we
usea temporal estimator also fordisparity estimation, not really effi-
cient for the other diagonal estimations. In Section 6, thanks to our
approach, we present the advantages of exploiting these long-term
dependencies. Note that these diagonal estimations introduce some
additional complexity at the decoder, related to the motion estima-
tions between KFs. This is however much less complex (almost 10
times faster) than the existing channel decoding operations. In the
following, we will study the Sym2 scheme, in which three methods
are compared. The first, called Sym2 T in the sequel, only uses the
temporal estimation. The second, calledSym2T+V, is the ideal fusion
between the temporal and the inter-viewestimation. The last, called
Sym2 T+V+D, is the ideal fusion between the Sym2 T+V and the two
diagonal estimations introduced above.
5.2. New symmetric scheme
5.2.1. Symmetric 1/4 scheme (Sym4)
Based on the analysis of the dependency between the number
of estimations and the quality of the side information, we propose
a new symmetric scheme. Our first goal is to preserve the symmet-
ric nature of the schemes. We notice that in the mono-view distrib-
uted video coding the length of the GOP can be more than 2. Why
not also decrease the number of KF in the multi-view distributed
case? This is why we propose a scheme called symmetric 1=4
(Sym4) in Fig. 9. This scheme, if its performances prove to be
acceptable, has the advantage of being even less complex at the en-
coder, and this is one of the main goals of distributed coding. How-
ever, the decoder complexity is increased, since the number of
WZFs which need to be channel decoded has grown.
We did not consider a scheme similar to the one used for hier-
archical B frames (in multi-view source coding [21]), with I frames
obtained only by a dyadic subsampling of the video sequence, since
we wanted to fully exploit the correlations in both temporal and
view directions for each WZF. Indeed, in the JMVM approach, the
first motion/disparity compensated interpolations are done in a
single direction (temporal or view).
5.2.2. Decoding strategy
With this new symmetric scheme, many ways of decoding are
conceivable. In this section we propose a theoretical study, in order
to choose the one having the best rate-distortion (RD) perfor-
mances. Based on the recursive rate-distortion analysis introduced
in Section 4, we will first study the mono-dimensional case, and
Fig. 8. Diagonal estimations used (full line) and potentially useful but not used
(dashed line) for the generation of SI. KF are in black, WZF in white. Fig. 9. Symmetric 1/4 scheme (Sym4). KF are in black, WZF in white.
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then we will extend the found conclusions for multi-dimensional
(temporal and view) conditions.
In one dimension, corresponding to the view or time axis in the
Sym4 scheme, three decoding strategies may be envisaged, as illus-
trated in Fig. 10. In the first strategy, the twoWZFs closest to the KFs
are first decoded and thanks to them, the SI of the middle WZF is
then interpolated. In the second strategy, very similar in spirit with
the ‘‘hierarchical B frames” [25], the middle WZF is first decoded
and then it is used to generate the SI necessary for decoding the
two other WZFs. In the third strategy, all the WZFs are simulta-
neously decoded, thanks to the SI generated from the two KFs.
In order to choose the best decoding strategy, let us study the
theoretical dependencies between frames in the three situations.
Based on the RD model introduced in Section 4, and with the nota-
tions in Fig. 10, let us calculate the rate-distortion function for each
of the three strategies, and compare them. We call the middle WZF,
WZm, and the two others are called lateral frames, WZl. We do not
make the difference between the two WZl, because the three
decoding strategies give an identical role to both lateral WZFs.
Denoting by Dl and Dm (resp. by Rl and Rm) the variances of the esti-
mation errors (resp. the rates) of the frames WZl and WZm, let us
calculate the total distortion: D ¼ 2Dl þ Dm. We denote by DK the
distortion of a KF.
Strategy 1: Following the temporal order for estimating the SI
illustrated in Fig. 10, we can first write the distortion of the lateral
frames generated by two KFs at a distance of 1 and 3. With the
notation of Section 4, the coefficient kA and kG are then 34 and
1
4.
Eq. 10 leads to:
Dl ¼ ar2l 2'2Rl ¼ a M1;3 þ
3
4
& '2
DK þ 14
& '2
DK
 !
2'2Rl ¼ ar2l 2'2Rl
¼ a M1;3 þ 58DK
& '
2'2Rl
Following the same methods, the distortion of the middle frame,
after reconstructing the lateral WZFs, is:
Dm ¼ ar2m2'2Rm ¼ a M1;1 þ
1
2
& '2
Dl þ 12
& '2
Dl
 !
2'2Rm
¼ a M1;1 þ 12Dl
& '
2'2Rm
¼ aM1;12'2Rm þ a2 12 M1;3 þ
5
8
DK
& '
2'2ðRmþRlÞ
Strategy 2: Again according to the temporal estimation order in
Fig. 10, the distortion of the middle frame is:
Dm ¼ ar2m2'2Rm ¼ a M2;2 þ
1
2
DK
& '
2'2Rm
Then the distortion of the lateral frames reads:
Dl ¼ ar2l 2'2Rl ¼ a M1;1 þ
1
4
Dm þ 14DK
& '
2'2Rl
¼ aðM1;1 þ 14DKÞ2
'2Rl þ a2 1
4
M2;2 þ 12DK
& '
2'2ðRmþRlÞ
Strategy 3: We start by estimating the distortion of the middle
frame:
Dm ¼ ar2m2'2Rm ¼ a M2;2 þ
1
2
DK
& '
2'2Rm
Then, the distortion of the lateral frames is:
Dl ¼ ar2l 2'2Rl ¼ a M1;3 þ
5
4
DK
& '
2'2Rl
Then, it is possible to compute the total distortion of the WZFs for
each strategy:
D1 ¼ Dm þ 2Dl ð11Þ
In order to plot these three rate-distortion functions, we have
to estimate the quantities: r2K , M1;3, M1;1 and M2;2 using the max-
imum number of frames in each direction in order to have the
best estimation of these coefficients (100 frames of the first cam-
era for temporal coefficients and four times 8 frames at the same
temporal instant for the view coefficients). Fig. 11 presents these
coefficients estimated on two multi-view test sequences, in the
time direction and in the view direction. Three remarks can be
made at this point: first, as expected, the motion/disparity pre-
Fig. 10. Three decoding strategies for Sym4. The numbers indicate the temporal
order of estimating the SI for the different WZFs.
Fig. 11. Values of the different dependency coefficients for ‘‘Ballet” and ‘‘Break-
dancer” sequences.
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diction errors, as well as the quantization errors, are much lower
than the variance of the KFs. Secondly, we notice that the esti-
mation error is lower when the maximum distance (i.e., the dis-
tance to the furthest frame) is small. Indeed, M1;1 < M2;2 < M3;1.
Finally, the estimation errors are more important for ‘‘Break-
dancer” sequence than for ‘‘Ballet” sequence. We can thus expect
worse results for this sequence and in general, estimating these
prediction errors gives a good idea about the coding perfor-
mances that may be expected for a given sequence. The estima-
tion of ai coefficients is based on a detailed rate-distortion
analysis presented in [26]. For the KFs, the hypotheses are:
Gaussian distribution, high bitrate, while for WZFs we consid-
ered a Laplacian distribution. Note also that, in this reference,
we deduce rate-distortion models for theoretical sources and
low bitrates. However, these are less practical to exploit, so here
we keep with the classical high bitrate rate-distortion model.
The ai coefficients can also be estimated from the real RD func-
tions of the KFs or WZFs, not necessarily be computed based on
a theoretical model of the source.
Using these estimated values, we plot the different rate-distor-
tion functions for the two test sequences, ‘‘Ballet” and ‘‘Break-
dancer” in temporal and view directions. Fig. 12 shows the
experimental results and one can see that the best strategy is the
second one.
We have thus the best solution for the one-dimensional prob-
lem. Fig. 13 shows the proposed two-dimensional solution corre-
sponding to the previous analysis. Indeed, separately in the view
direction and in the temporal direction, the best decoding strategy
is the second one. We have kept in mind the ideal fusion approach
in order to compare this scheme with the Sym2 T+V+D. Fig. 13 pre-
sents the decoding strategy, and the different estimations made for
each WZF. For the first WZF to decode, we make the fusion be-
tween three estimations (temporal, inter-view and diagonal). For
the second, we compute the fusion of temporal and view
estimations.
6. Experimental results
In this section we test the proposed approaches. We use
again the two multi-view test sequences: ‘‘Breakdancer” and
‘‘Ballet”. For reasons of computation complexity, we reduce the
spatial resolution to 256% 192 after a low-pass filtering as it is
done in [20]. For both, the time resolution is 15 fps and we used
the 8 cameras with the first 20 frames per view.1 The results are
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Fig. 12. Rate-distortion functions for the test sequences ‘‘Ballet” and ‘‘Breakdancer” (8 cameras, 256% 192, 15 fps per view). D1, D2 and D3 are the distortions corresponding
to the three estimation strategies.
1 The number of frames used for experiments is different in Section 5.2.2 and here.
This is not a problem because in Section 5.2.2 the experiments were done in order to
confirm the RD model for the whole video sequence.
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presented through rate-distortion performance. The rates pre-
sented are the total rates (WZF + KF) per camera (because the
schemes used are symmetric) for the luminance component (as
usual for WZ coding).
6.1. Influence of the diagonal estimations on the side information
quality
As presented below, the first experiments are made in order to
show the contributions of further KF. In Fig. 14 is presented the
quality of the SI generation when using original KFs for PSNR esti-
mation and the three estimation strategies. We can clearly notice
that diagonal estimations increase the performances by more than
0.5 dB. This is also visible in Fig. 15. One can see in the first three
images the difference of the SI generated with Sym2 T, Sym2
T+V, Sym2 T+V+D. In the remaining of the experiments, the KFs
are lossy encoded and the quantization parameters are adjusted
in order to obtain a similar visual quality along the sequence.
It is well-known that the quality of the side information has a
direct impact on the final rate-distortion performance. In order to
verify this affirmation we have made the experiments to assess the
relation between the PSNR of the SI using different types of estima-
tion and the global quality of the decoded sequence. We compare
these three ways of coding with the Intra coding and the Hyb2
scheme described in Fig. 4(c). The Intra codec is H264 intra. For
the Hyb2, columns of Key cameras and Hybrid cameras alternate
in the two-dimensional time-view space. In each of the Hybrid
cameras, the WZFs are estimated using the ideal fusion of temporal
Fig. 14. PSNR of SI for ‘‘ Ballet” (left) and for ‘‘ Breakdancer” (Right) with Sym2 and different strategies for SI generation (T, temporal; T+V, ideal temporal and view fusion;
T+V+D, temporal, view and diagonal estimations). All the estimations are generated with lossless KFs.
Fig. 13. Decoding strategy for Sym4.
Fig. 15. Visual comparison of the generated SI, depending on schemes, for the ‘‘ Ballet” sequence, 256% 192, view 2, temporal instant 3.
T. Maugey, B. Pesquet-Popescu / J. Vis. Commun. Image R. 19 (2008) 589–599 597
and view predictions. The rate presented is, as in the other schemes,
the average of the different rates per camera. Fig. 16 shows the re-
sults and, as expected, the diagonal estimations improve the perfor-
mances. The improvement is not of 0.5 dB anymore as in Fig. 14,
because the estimations are now generated with lossy KFs, but the
contribution of diagonal estimations is still clearly visible. It is there-
fore interesting to further investigate the contribution of diagonal
estimations, using a real fusion strategy (as in [20]).
Indeed, we present in Table 1, the computational complexity
(time in seconds per frame), at the encoder and at the decoder
for different schemes. This was measured on a ‘‘Intel Core 2 Duo”
machine, 2.66 GHz, under linux, for ‘‘Breakdancer” sequence, on 5
views and 5 frames per view. The reported results are average
computation times per frame. The experimental results confirm
that computing more estimations (at the decoder) does not affect
the encoding complexity. At the decoder, while the motion estima-
tion complexity is negligible compared to the turbodecoding com-
Fig. 16. Comparison of the RD performance for ‘‘Ballet” and ‘‘Breakdancer” (8 cameras, 256% 192, 15 fps per view) for different SI estimation strategies.
Table 1
Complexity comparison (computation time in seconds per frame) at the encoder and
at the decoder, for different schemes
Scheme Encoder Decoder
H.264 Intra 0.25 0.03
Hyb2 T+V 0.21 5.11
Sym2 T 0.13 13.39
Sym2 T+V 0.13 14.45
Sym2 T+V+D 0.13 15.08
Sym4 0.07 17.46
Fig. 17. Comparison of the RD performance for ‘‘Ballet” and ‘‘Breakdancer” (8 cameras, 256% 192, 15 fps per view) for different coding schemes.
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plexity, the computation of diagonal estimations does not increase
sensibly the decoding time. Note that the number of diagonal esti-
mations is smaller than that of the temporal and view estimations
(for example, for 5 views and 5 frames we have 4 diagonal estima-
tions and 16 time or view estimations).
6.2. The symmetric 1/4 scheme (Sym4)
In this section, the test results concerning the new Sym4
scheme are shown. First, one can see the visual difference between
Sym2 and Sym4, for the SI quality in Fig. 15. The SI quality is rela-
tively equivalent between Sym2 T+V+D and Sym4. In experiments
shown in Fig. 17, we compare the Sym4 with the Sym2 T+V+D of
the previous experiments and with the Hyb2 (as presented in Sec-
tion 6.1). We notice that, when the performance of Sym2 is better
than the Intra coding, the Sym4 is better than both Sym2 and Hyb2.
This is normal, since the Intra frames are replaced by WZFs, using
lower bit rates. However, for ‘‘Breakdancer” sequence, the coding
efficiency is lower for the WZFs than for the Intra frames, and thus
replacing KFs by WZFs degrades the performances. This explains
why for this sequence Sym4 has lower performance than Hyb2,
but we notice that Sym4 is better than Sym2 T+V+D. The results
are interesting because they show the potential of Sym4. More-
over, as presented in Table 1, the encoding complexity of Sym4
represents only 50% of the Sym2 complexity and only 30% of the
Intra configuration complexity.
7. Conclusion and future work
In this paper we first proposed several symmetric schemes for
multi-view DVC. In this framework, we investigated the potential
advantages of building several estimations for the side information
(SI). A new way of long-term prediction for the SI, called ‘‘diago-
nal”, was also proposed. For one of the proposed schemes, having
the distance between KFs of 4, we have provided a theoretical anal-
ysis of several decoding strategies, based on a rate-distortion mod-
el involving a first term only depending on the motion/disparity
fields in the sequence, and a second term only depending on the
quantization. We have confirmed it by experimental results, both
for the temporal and inter-view prediction. This scheme allows
to increase the performances of the distributed coding for high-
correlated sequences, while further reducing the complexity at
the encoder. However, the decoding complexity is slightly in-
creased, so in practice, a trade-off between performances and com-
plexity has to be considered.
Future work will focus on the study of different techniques to
construct the SI given many reference frames. Moreover, the re-
sults we have shown need to be confirmed in schemes involving
performant strategies for real fusion.
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