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Abstract
Proving completeness of NC-resolution under a linear restriction has been elusive; it is proved
here for formulas in negation normal form. The proof uses a generalization of theAnderson–Bledsoe
excess literal argument, which was developed for resolution. That result is extended to NC-resolution
with partial replacement. A simple proof of the completeness of regular, connected tableaux for
formulas in conjunctive normal form is also presented. These techniques are then used to establish
the completeness of regular, connected tableaux for formulas in negation normal form.
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1. Introduction
Automated deduction techniques are often implemented with a linear restriction; that is,
the result of each step in a deduction is used in the next step. This restriction is convenient
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in the general theorem proving setting and virtually a necessity in the logic programming
setting. It is therefore desirable for a linear inference rule to be complete. Nonetheless,
proving non-clausal resolution (NC-resolution) complete under a linear restriction has been
elusive. It is proved here for formulas in negation normal form using a generalization of the
Anderson–Bledsoe excess literal argument [1].
Robinson [22] developed semantic trees to provide completeness proofs for resolution
and related inference systems; these arguments were not entirely transparent. The excess
literal technique discovered by Anderson and Bledsoe, which is strictly syntactic, was
a considerable simpliﬁcation. Their technique, which is an induction on the size of the
formula, was the basis for the ﬁrst completeness proofs of certain reﬁnements of resolution.
Their technique has been considered by other authors but has seldom been applied to non-
resolution systems. (There have been some non-resolution applications: Baumgartner and
Furbach [4], where a similar technique is applied tomodel elimination, and Letz [12], where
such an induction is made implicitly. Bibel’s connection graph resolution completeness
result [5] uses a related technique.)
Reducing the size of the search space is an important consideration in most automated
deduction systems.With resolution, this is sometimes done with subsumption checking and
the linear restriction. Analogously, the search space for the tableau method can be reduced
using regularity and connectivity. The ﬁrst proof that the tableau method is complete with
these restrictions is due to Letz [12] (proofs for closely related systems were presented
previously in [11,13]; other restrictions have been investigated by Wallace and Wrightson
[25]). While elegant and insightful, Letz’ proof is not the easiest to follow. The proof
presented here is shorter and simpler and provides a slight generalization by disallowing
extensions by unit clauses. The slight generalization is not the focus of this paper; rather,
the focus is on the proof technique, which may be of interest in other settings, and on the
results for negation normal form.
Effective proof methods that do not rely on conjunctive normal form (CNF) are often
desirable forAI applications since reliance on clause form can create an exponential blow-up
even before inference procedures are applied. Efﬁcient clause form translations commonly
used in theorem provers preserve unsatisﬁability but not logical equivalence. Thus, any
system—for example, the diagnosis system reported in [20], based onReiter’s theory [21]—
that depends on logical equivalence cannot use these translations. One difﬁculty with non-
clausal proof methods is that relatively few reﬁnements have been developed for restricting
the search space. Among the many reﬁnements for CNF based systems, linear restrictions
are of considerable importance.
In this paper, the Anderson–Bledsoe technique is adapted to paradigms that employ
negation normal form (NNF). Completeness is proved for NNF inference techniques under
a kind of linearity restriction as well as with a regularity condition, while preserving the
simplicity and elegance of their technique. In particular, the completeness of connected
tableaux, of connected regular tableaux, and of linear NC-resolution for formulas in NNF
(deﬁned below) are established. The latter result is extended to linear NC-resolution with
partial replacement. Some of the results can be found in [10]; here, they are extended and
the discussion is considerably expanded. Attention is restricted to the ground case; the
results lift with the usual techniques developed for non-clausal proof procedures (as brieﬂy
discussed in Section 4.2).
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Apowerful—andquite different—proof technique for proving completeness of resolution
systems based on model forcing was developed by Bachmair and Ganzinger [3]. The idea is
to show by induction on a suitable well-founded ordering of formulas that any formula set
that is saturated with respect to a given resolution rule must either contain the empty clause
or possess a (Herbrand) model. This technique is general and works for many reﬁnements
of resolution. Perhaps its strongest point is the comparatively easy handling of redundancy
elimination techniques. Unfortunately, forcing cannot be directly used for linearity-based
restrictions. The reason is that there is no knownmethod for extending a clause set saturated
with respect to a linear derivation to a model.
To make use of forcing, it would be necessary to transform a clause set in such a way that
every derivation becomes linear. Completeness then follows by completeness of resolution
with selection function plus the observation that at least one of the possible linear derivations
on the original clause set corresponds to the derivation on the modiﬁed set. This idea is
sketched in [3, p. 87] for conjunctive normal form. In order to make it work for the calculi
considered in the present paper, it would be necessary to generalize it to NNF formulas.
This may be feasible, but it would be a non-trivial project and is beyond the scope of this
paper. If successful, it might lead to linear NNF calculi with stronger redundancy criteria,
provided that such results exist.
The original Anderson–Bledsoe excess literal proof of the completeness of resolution—
the basis for many of the main results in this paper—is presented in Section 2. It is also
generalized to prove the completeness of linear resolution. An alternative generalization
demonstrates the completeness of regular connected tableaux with CNF input. Some basic
properties ofNNF formulas are reviewed in Section 3, and in Section 4, non-clausal tableaux
are deﬁned and shown to be complete. This result is extended to connected, regular NNF
tableaux. In Section 5, the completeness of linear non-clausal resolution is proved.
2. Conjunctive normal form
Recall that a clause is a set of literals (and so identical literals are automatically merged).
A formula in conjunctive normal form (CNF) is a set of clauses. Clauses are interpreted as
disjunctions of literals, and formulas as conjunctions of clauses. A link is a complementary
pair of literals occurring in different clauses, and a literal occurrence is said to be pure if it
is not linked to any literal in the clause set. It is easy to verify the pure rule:
Lemma 1 (Pure rule). If a clause set with a pure literal is unsatisﬁable, then so is the set
of clauses produced by removing the clause containing the pure literal.
The pure rule preserves unsatisﬁability but not equivalence. Moreover, unsatisﬁability
can never be proved with the pure rule alone: If applications of the pure rule remove all
clauses from a formula, the formula has been reduced to the empty conjunction; i.e., to the
constant true.
2.1. Resolution
The work described here was inspired in part by theAnderson–Bledsoe [1] excess literal
proof of the completeness of resolution, and we begin with that proof.
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Theorem 1 (Anderson–Bledsoe). Binary resolution is refutation complete for propositional
logic.
Proof. Let S = {C1, C2, . . . , Cm} be an unsatisﬁable set of clauses. If S contains the
empty clause, we are done; otherwise we must show that there is a refutation of S using
resolution. Let n be the number of excess literals inS , i.e., the number of literal occurrences
in S minus the number of clauses in S , and proceed by induction on n. If n = 0, then
every clause is a unit clause. Since S is unsatisﬁable, there must be two clauses consisting
of complementary literals; their resolvent is the empty clause.
Suppose now that there is a resolution proof of any unsatisﬁable clause set with at most
n excess literals, and suppose that S has n+ 1 excess literals. At least one clause, say C1,
contains more than one literal. Let C′1 be the result of removing one literal, say p, from C1,
and let S ′ be the result of replacing C1 by C′1 in S . Since any satisfying interpretation forS ′ would satisfy S (i.e., if C′1 is true, so is C1), S ′ must be unsatisﬁable. Since S ′ has n
excess literals, there exists a resolution proof of S ′. That proof produces the empty clause
from S ′. Thus, if it is applied 1 to S , it will either produce the empty clause (in which case
we are done) or a clause containing only the literal p.
We now have a set of clauses containing S ′′ = {{p}, C2, C3, . . . , Cm}, which is unsat-
isﬁable since any satisfying interpretation would satisfy S . Finally, S ′′ has fewer excess
literals than S , so there is a proof of S ′′; the two proofs together provide a proof of S .

An interesting variation of this proof applies the induction to the number of distinct
atoms that appear in S . This alternate technique is illustrated by proving that resolution
with the linear restriction is complete. For CNF formulas, linearity can also be obtained by
the induction technique of Theorem 1. As will be seen, however, each of the two induction
techniques yields some NNF results not easily obtained by the other.
Formally, a resolution proof is linear if one parent of each resolvent, except for the ﬁrst,
is the most recently derived clause. We require the following two lemmas. The ﬁrst is [13,
Lemma 2.3.2, p. 63], and the second is a variant.
Lemma 2. Let S be a minimally unsatisﬁable set of clauses, let B be a subset of the clause
C ∈ S , and let S ′ = (S − {C}) ∪ {B}; i.e., replace C in S with B. Then every minimally
unsatisﬁable subset of S ′ contains B.
Lemma 3. Let S = {C0, C1, C2, . . . , Ck} be a minimally unsatisﬁable set of clauses,
and suppose C0 = {p} ∪ {q1, . . . , qn}, where n0. Obtain S ′ from S by deleting every
occurrence of the literal p in S , and obtain S ′′ by applying the pure rule to S ′, i.e., by
deleting clauses containing the complement p of p. We denote by C′i and C′′i the clauses in,
respectively, S ′ and S ′′ corresponding to Ci . Note that C′′0 = C′0 = {q1, . . . , qn}. Then
1. S ′ is unsatisﬁable;
2. S ′′ is unsatisﬁable;
1 Saying that the refutation ofS ′ is “being applied” to the clause setS means that each resolution step involving
a clause C′ ∈ S ′ is applied to the clause C ∈ S that produced C′. This is always possible since C′ ⊆ C.
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3. C′0 is a member of any minimally unsatisﬁable subset of S ′;
4. C′′0 is a member of any minimally unsatisﬁable subset of S ′′.
Proof. Every clause in S ′ subsumes a clause in S , so S ′ is unsatisﬁable, and S ′′ is
unsatisﬁable by the pure rule. Consider an interpretation I0 that falsiﬁes C0 but satisﬁes all
other clauses inS . Theremust be such an I0, since otherwiseC0 would not be in aminimally
unsatisﬁable clause set. In particular, I0(p) = false and I0(C′0) = false. Thus, in S , I0
satisﬁes a literal other than p in every clause other than C0. This implies that I0 satisﬁes
every clause in S ′ other than C′0. But this means that C′0 is in any minimally unsatisﬁable
subset of S ′. Since C′0 is the only clause in S ′ falsiﬁed by I0, and since S ′′ ⊂ S ′, C′0 must
be in any unsatisﬁable subset of S ′′. 
Theorem 2. Linear binary resolution (with merging) is refutation complete for proposi-
tional logic.
Proof. Let S = {C1, C2, . . . , Cm} be an unsatisﬁable set of clauses. We assume that S
is minimally unsatisﬁable; otherwise, restrict attention to a minimally unsatisﬁable subset.
We must show that there is a refutation of S using linear resolution. We will prove the
following slightly stronger proposition: There is a refutation of S in which any clause may
be used as the top clause (i.e., one used in the ﬁrst step).
Proceed by induction on the number of distinct atoms in S . If there are none, then S
contains the empty clause, and we are done. Otherwise, suppose that all unsatisﬁable sets of
clauses with at most n atoms can be refuted with linear resolution, and assume that S has
n+1 atoms including the atom p. If S contains the unit clause {p}, ﬁne; otherwise, remove
all occurrences of p fromS . This formula is unsatisﬁable since any satisfying interpretation
would also satisfy S . Consider a minimally unsatisﬁable subset; by Lemma 3, every clause
that had contained p in S is in this set. Also, since no occurrence of p is linked, no clause
containing p is present. By the induction hypothesis, there is a refutation R p by linear
resolution. Note that if that refutation is applied to S—call the resulting refutationR ′p—
none of the clauses containing p are resolved upon, and that the result is either the empty
clause 2 or the clause {p}; (merging several copies of p may be required). This clause is of
course the last resolvent.
Analogously, if we begin by deleting p, a proof R p can be found that, when applied
to S—let the resulting proof be R ′p—will produce the empty clause or the clause {p}.
If either R ′p or R ′p did produce the empty clause, then we are done. Otherwise, we may
assume that the latter proof began with a clause C containing p. The two proofs are linear,
and we can put them together, maintaining linearity, by resolving {p} and C. This proof
may still produce the unit clause {p} because of multiple occurrences of p. However, by
resolving with the unit {p}, linearity is maintained and the empty clause is the result. 
2 In fact, this cannot happen because of minimality, but this is not really relevant.
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The above induction is somewhat reminiscent of the Davis–Putnam procedure [7]. Refu-
tations are obtained from the induction hypothesis by removing all occurrences of a given
atom. We will refer to this technique as an atom-based induction and to the original
Anderson–Bledsoe technique as a size-based induction. Completeness for connected CNF
tableaux can be proved with an atom-based induction; In Theorem 3 below, the size-based
induction technique is adapted to obtain Letz’ result [12] (with a slight strengthening) that
completeness also holds when a regularity restriction is imposed along with connectivity. In
subsequent sections, both induction techniques are used to prove completeness for several
non-clausal systems.
2.2. Analytic tableaux
There are variations—all minor—in the way different authors deﬁne the tableau method.
One issue is whether the initial formula is part of the tableau. Letz [12], for example,
brings subformulas into the tableau only after the application of a beta rule. The deﬁnition
below forms an initial tableau with the original formula. This is convenient for formulas in
negation normal form.While the difference is minor, it does have some effect. For example,
unit clauses are handled differently, and the deﬁnitions of connectedness vary slightly. It
should be noted that many authors do not restrict attention to clause form. Some references
for the tableau method are [24,8,6,9].
Deﬁnition. A tableau proof tree (or simply tableau) for a set (conjunction) S of clauses is
a set of nodes that forms a tree in which each node is labeled with a formula; the tableau is
constructed as follows:
1. The tree consisting of the single root node labeled with S is a tableau; this tree is the
initial tableau.
2. IfT is a tableau containing a node labeled C on the branch, where C is the conjunction
of the clausesC1, C2, . . . , Cn, then a new tableau may be obtained by replacing the node
labeled C with n new nodes, labeled C1, C2, . . . , Cn, all on the branch . This is the
alpha rule.
3. If T is a tableau with a node labeled with a clause C = {l1, l2, . . . , ln}, n2, then a
new tableau may be obtained by extending a branch  below C by appending n new
leaves to labeled with unit clauses {l1}, {l2}, . . . , {ln}. This is the beta rule.
Applications of the alpha or beta rules are often referred to as alpha or beta extensions. A
branch point in a tableau is deﬁned to be a node that has at least two children. For any tableau
T, the head of T is deﬁned to be those nodes above or including the highest branch point.
A branch is closed if it contains a pair of nodes labeled with complementary literals, and a
tableau is closed if each branch is closed. In that case we speak of a proof or a refutation
of S .
Observe that, for a set of clauses, the alpha rule is applied exactly once: to the initial
tableau. In the CNF case, many authors omit alpha rules to simplify the deﬁnition of the
tableau. The alpha rule is employed here because it makes CNF tableaux and the deﬁnitions
in the next paragraph special cases of NNF tableaux. In addition there is a slight technical
advantage: All unit clauses in S are placed (by the ﬁrst and only alpha extension) on the
R. Hähnle et al. / Theoretical Computer Science 328 (2004) 325–354 331
initial branch and therefore need never be used for beta extensions.As a result, henceforward
we assume that unit clauses are never beta extended. Also observe that, for a set of clauses,
every node below the ﬁrst branch point is labeled with a unit clause.
Two clauses C1 and C2 are connected if there is a link (complementary pair of literals)
consisting of one literal from each clause. This deﬁnition extends naturally to nodes in a
tableau proof tree: N1 and N2 are connected if they are on the same branch and the clauses
labeling them are connected. A tableau is weakly connected if for any branch point B, at
least one child N of B is connected to B or to a node above it, and, if B is not the ﬁrst branch
point, the connection is to a unit. The tableau is connected if it is weakly connected and if
one child of each branch point is connected either to the branch point or to a node in the
head.
Two observations are useful: First, the initial tableau and the tableau produced by the
ﬁrst alpha extension are automatically connected (even if every literal is pure!). Secondly,
every branch point other than the ﬁrst is labeled with a unit.
The deﬁnition of connectedness is a property of tableaux. For a tableau proof to be con-
nected, each step must be connected.We thus say that an extension of a clause is connected
(weakly connected ) if the tableau produced by it is, and a tableau proof is connected (weakly
connected ) if every extension in the proof is. Observe that the ﬁrst beta extension will al-
ways be connected (unless every literal in the extended clause is pure!), and, in a connected
tableau, it is the only extension that may be linked to a non-unit clause. Demanding that
tableau deductions be connected is similar to the linear restriction for resolution.
A tableau proof tree with CNF input is regular if no branch contains distinct nodes labeled
with identical unit clauses. Observe that a clause set with two identical clauses can have a
regular tableau proof tree, and that identical clauses is the only way in which a regular alpha
step can introduce repeated formulas on a branch. Observe also that regularity precludes
extensions by unit clauses. This is not a problem. Quite the contrary: No closure is ever
enabled by such an extension since the unit clauses produced by the ﬁrst (and only) alpha
step are in the head of the tree and thus occur on every branch in the tree.The formal inclusion
of that ﬁrst alpha step also makes possible connected proofs that are free of (unnecessary!)
unit extensions.
The next theorem demonstrates that Letz’ result can be obtained in a straightforward
manner by adapting the induction argument from Theorem 1. Theorem 3 slightly enhances
Letz’ in that extensions with unit clauses are disallowed.
Theorem 3. The tableau method restricted to regular connected tableaux, free of unit
extensions, is complete for unsatisﬁable sets of (ground ) clauses.
Proof. Let S = {B1, B2, . . . , Bm} be an unsatisﬁable set of clauses. Assume that S is
minimally unsatisﬁable; otherwise, restrict attention to a minimal subset. We shall prove
the following slightly stronger proposition: Given any (non-unit) clause in S , there is a
closed, regular, connected tableau for S in which that clause is the ﬁrst to which a beta rule
is applied. We proceed by induction on the number n of literal occurrences in S .
If n = 0, the result is trivial. The case n = 1 is not possible by minimality. If n = 2,
there must be two unit clauses containing complementary literals, no beta rule is necessary,
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Fig. 1. Tableau T from the proof of Theorem 3.
and again the result is trivial. Observe, also because of minimality, that this is the only case
in which S contains only unit clauses.
Assume now that there is a closed regular connected tableau for every unsatisﬁable
formula with at most n literal occurrences, and that S is a minimally unsatisﬁable clause
set with n+ 1 literal occurrences (n2). Let B1 = {l1, l2, . . . , lk} be the (non-unit) clause
in S selected for the ﬁrst extension step, and let T be the resulting tableau—see Fig. 1.
Observe that T is both regular and connected: Were T irregular, some branch would have
duplicate literals, which is to say, for some i, 1 ik, S contains the unit clause {li}. But
that clause would subsume B1, contrary to minimality. That T is connected follows for the
same reason: Were some li not linked, B1 would be pure and thus unnecessary.
Consider any branch, sayi with leaf {li}, that is not closed. The node set ofi contains
the set B = {{li}, B2, B3, . . . , Bm}. Let B ′ be a minimally unsatisﬁable subset of B ; by
Lemma 2, B ′ contains {li}. Choose a clause Bi′ in B ′ that is linked to li . Note that Bi′
is not a unit since i is not closed. The induction hypothesis applies to this minimally
unsatisﬁable subset, so there is a regular connected closed tableau for i in which the
ﬁrst beta rule is applied to Bi′ . Repeating this procedure for every open branch produces a
closed tableau for S . The branches of this tableau are identical to the branches created by
each application of the induction hypothesis, so the tableau must be regular. It is connected
because eachBi′ is linked to li ; i.e., this ensures that the ﬁrst beta rule application along each
branch is connected, and the induction ensures that succeeding beta rule applications are
connected. 
3. Negation normal form
In this section, we consider formulas in negation normal form (NNF): The only bi-
nary connectives are conjunction and disjunction, and all negations are at the atomic level.
Semantic graphs are a graphical representation of NNF formulas that will be useful for the
analysis that follows.
Deﬁnition. A semantic graph is
1. one of the constants true or false,
2. a literal occurrence p or p,
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3. a c-arc, which is a conjunction of two semantic graphs, or
4. a d-arc, which is a disjunction of two semantic graphs.
We use the notation (X, Y )c for the c-arc from X to Y and similarly use (X, Y )d for a
d-arc; the subscript may be omitted when no confusion is possible. Each semantic graph
used in the construction of a semantic graph G is called an explicit subgraph of G . If G =
(X, Y )c, then X (respectively, Y ) is a fundamental subgraph of G if X (respectively, Y ) is
not a c-arc; otherwise the fundamental subgraphs of X (respectively, Y ) are fundamental
subgraphs of G . Similarly if G = (X, Y )d , then X (respectively, Y ) is a fundamental
subgraph of G if X (respectively, Y ) is not a d-arc; otherwise the fundamental subgraphs
of X (respectively, Y ) are fundamental subgraphs of G . If conjunction and disjunction are
viewed as n-ary commutative and associative operators, then the fundamental subgraphs
of an explicit subgraph are its arguments. For example, the fundamental subgraphs of the
upper disjunction in Fig. 2 are ( r ∧ p) and the literals s and t.
A full block is a subset of the fundamental subgraphs of one explicit subgraph. Speciﬁcally,
if G = F 1 ◦ · · · ◦ F m, where ◦ ∈ {∧,∨}, and if {i1, . . . , ir} ⊆ {1, . . . , m}, then F i1 ◦
· · · ◦ F ir is a full block in G . Moreover, each full block in each F i , 1 im, is a
full block in G . 3 In [17], full blocks are deﬁned in terms of paths, and the Isomorphism
Theorem in that paper proves that the two deﬁnitions are equivalent. One interpretation of
that theorem is that full blocks may be treated as essentially explicit subgraphs (up to the
order of arguments), and that they are the only structures that may be so treated. In the
literature, the term subformula is sometimes used to mean explicit subgraph and sometimes
used to mean full block. The distinction is rarely important and is ignored by most authors,
primarily because associativity and commutativity of the operators ∧ and ∨ is taken for
granted. In this paper, the terms full block and subformula will be used interchangeably.
In essence, the only difference between a semantic graph and a formula is the point
of view, and we will use either term depending upon the desired emphasis. For a more
detailed exposition, see [18]. In both paradigms, the distinction between literal and literal
occurrence may be relevant. Whenever discussing issues related to graph structures (e.g.,
paths, blocks), any mention of literal should be interpreted as literal occurrence unless
otherwise speciﬁed. We will also assume, unless otherwise stated, that for any formula, the
following simpliﬁcation rules have been applied; in them, p is a literal and S is an arbitrary
formula.
p ∨ · · · ∨ p = p ∧ · · · ∧ p = p, (1)
p ∨ ¬p = true and p ∧ ¬p = false, (2)
S ∨ false = S ∧ true = S , (3)
S ∧ false = false and S ∨ true = true. (4)
If p and q are literal occurrences in a graph G , and if (X, Y ) is an arc ( = c or  = d)
with p in X and q inY, we say that (X, Y ) is the arc connecting p and q, and that p and q are
-connected. A link is a pair of c-connected complementary literal occurrences. A partial
3 Thus is-a-full-block-of is a transitive relation.
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r
∧ ∨ s ∨ t
p
(( r ∧ p) ∨ s ∨ t) ∧ ( p ∨ (q ∧ r)) ≡ ∧
q
p ∨ ∧
r
Fig. 2. NNF displayed in two dimensions.
c-path through G is a set of literals such that each pair of distinct literals is c-connected,
and a c-path through G is a partial c-path that is not properly contained in any partial
c-path. Partial d-paths and d-paths are similarly deﬁned using d-arcs in place of c-arcs. The
c-paths of a formula correspond to the clauses of one of its disjunctive normal form (DNF)
equivalents. Similarly, the d-paths correspond to the clauses of a CNF equivalent. The next
lemma, from [17], is easy to prove.
Lemma 4. A formula is satisﬁable if and only if some c-path in it is satisﬁable, and a c-path
is satisﬁable if and only if it does not contain a link.
For example, consider the semantic graph depicted in Fig. 2. The literal r is c-connected
to each of q, p, r , s, and t, and is d-connected to p. The c-paths of the graph in Fig. 2 are
{r , p, p},{r , p, q, r},{s, p},{s, q, r},{t,p},{t, q, r}.
The tableau method does not require the restriction to clause form employed in the
previous section. Neither implications nor negations at any level pose any difﬁculties. Such
formulas can be converted to NNF in linear time.Alternatively, one could introduce tableau
rules that account for implications and arbitrary negations. To simplify the discussion here,
formulas are assumed to be in NNF. For the remainder of the paper, we will consider a
set S of NNF formulas to be the conjunction of its members, and we will assume that the
members of such a set are either literals or disjunctions. (The latter restriction is trivial:
Conjunctions can be separated into their conjuncts.) In particular, complementary literals
residing in different formulas are c-connected and thus constitute a link. Links may also
reside within a single formula.
The completeness argument in Theorem 5 below requires the removal of syntactic objects
from formulas in an unsatisﬁability preserving way. This is more complicated for NNF
formulas than it is for clause form, where all that is necessary is the removal of literal
occurrences from the clauses in which they appear. One way to remove an object P from
an unsatisﬁable formula S to produce an unsatisﬁable formula S P is to remove all c-paths
containing P . Since S is unsatisﬁable, all c-paths of S contain a link. Since the c-paths
of S P will be a subset of the c-paths of S , S P will also be unsatisﬁable.
It turns out that a good choice for S P is the c-path complement of P in S , denoted
CC(P ,S ). We use a deﬁnition of CC(P ,S ) that is tailored to the special case required
in this paper; for the general case, see [18]. LetP be a full block in the formula S . Then the
c-path complement of P with respect to S , denoted CC(P ,S ), is the formula produced
by replacing P by false and applying simpliﬁcation rules (3) and (4).
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Fig. 3. Removing c- and d-extensions.
It is useful to note thatCC(P ,S ) can also be characterizedwith the c-extension operator:
If P is a full block in an NNF formula S , then the c-extension of P , denoted CE(P ), is
P itself ifP is the entire formula or ifP is part of a disjunction. Otherwise, CE(P ) is the
smallest conjunction containingP . The d-extension, denotedDE(P ), is similarly deﬁned.
Observe that one ofDE(P ) and CE(P ) must be P itself, and the other cannot be (unless
S = P ).
Observe that replacingP by true and simplifying amounts to removingDE(P ). Observe
also that replacing P by false and simplifying produces CC(P ,S ), which amounts to
removingCE(P ).We use the notation S −H to denote the formula produced by removing
H from S , whether H be DE(P ) or CE(P ). See for example Fig. 3.
Henceforward, we will consider c-extensions, d-extensions, and c-path complements
only of literals. The next theorem characterizes the relationship between c-extensions and
c-path complements.
Theorem 4. If p is a literal occurrence in S , then CC(p,S ) = S − CE(p), and the
c-paths of CC(p,S ) are precisely the c-paths of S that do not contain p.
Proof. That CC(p,S ) = S − CE(p) is immediate from the deﬁnitions of the CC, CE
and removal operators.
Any formula is logically equivalent to the disjunction of its c-paths and to the conjunction
of its d-paths. In particular, the empty set of c-paths is equivalent to false, and the empty
set of d-paths is equivalent to true.
Proceed now by induction on the size of S . If S is a literal, then {p} = S , and the
result is trivial. Otherwise, S must be either a conjunction or a disjunction; suppose ﬁrst
that S = F 1 ∧ . . . ∧ F m, where each F i is a disjunction or a literal. Let p occur in
F i0 . If {p} = F i0 , then all c-paths of S go through {p}. Hence, the complementary set
of c-paths is empty. At the same time, CC(p, S ) = false by deﬁnition. Otherwise, the
induction hypothesis applies to F i0 , and the theorem in this case follows from the fact that
CC(p, S ) = (S − {F i0}) ∧ CC(p, F i0).
Suppose now that S = F 1 ∨ . . . ∨ F m. Again, let p occur in F i0 . If {p} = F i0 ,
then, by deﬁnition of CC, CC(p, S ) = (S − {F i0}) is the disjunction of the other F i’s.
Otherwise, CC(p, S ) = (S −{F i0}) ∨ CC(p, F i0), which completes the proof, since
the induction hypothesis ensures that the theorem holds in F i0 . 
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Recall that for NNF formulas a link is a complementary pair of c-connected literals, and
a literal occurrence is said to be pure if it is not linked to any literal in the formula set.
The pure rule is valid for NNF formulas [17] but requires some care. In essence, the NNF
equivalent of the clause containing a given literal p is DE(p), and the reader may ﬁnd it
helpful to note that applying the pure rule to the literal p amounts to replacing p and thus
DE(p) with true and simplifying.
Lemma 5 (Pure rule for negation normal form). If an occurrence of the literal p is pure in
an unsatisﬁable NNF formula S , then S −DE(p) is unsatisﬁable.
The next two lemmas generalize Lemma 3 to NNF formulas and are useful for the proofs
ofTheorems 5 and 6 in the next section.Theorem5 establishes completeness for unrestricted
NNF tableaux, while Theorem 6 shows that NNF tableaux with a connectivity restriction
are complete. An unsatisﬁable set of NNF formulas is said to be minimally unsatisﬁable if
removing any member produces a satisﬁable set.
Lemma 6. Suppose S = {F 0,F 1, . . . ,F m} is a minimally unsatisﬁable set of NNF
formulas, where each F i is either a literal or a disjunction. Let p be a literal occurring in
F 0, and letF ′0 be the result of removingCE(p) fromF 0. Then S ′ = (S −{F 0})∪{F ′0}
is unsatisﬁable and any minimally unsatisﬁable subset of S ′ contains F ′0 or a conjunct
of F ′0.
Proof. If F 0 = {p}, then F ′0 = false, and the minimally unsatisﬁable subset is { false}.
OtherwiseF ′0 cannot be empty, although it can be a conjunction. Since {p} is trivially a full
block, F ′0 = CC(p,F 0) by Theorem 4. In other words, the c-paths of S ′ are precisely
those of S not containing the occurrence of p in F 0. Since every c-path in S contains
a link, every c-path in S ′ contains a link; i.e., S ′ is unsatisﬁable. Since S is minimally
unsatisﬁable, {F 1, . . . ,F k} is satisﬁable. Thus, any unsatisﬁable subset ofS ′must contain
F ′0; in the case that F ′0 is a conjunction, its conjuncts become members of S ′ and at least
one such is in any unsatisﬁable subset. 
Corollary. Let S = {F 0,F 1,F 2, . . . ,F k} be a minimally unsatisﬁable set of NNF
formulas, and let p be a literal in S . Obtain S ′ from S by removing every occurrence of
CE(p) in S (and similarly obtain F ′i from F i , 0 ik). Then S ′ is unsatisﬁable, and,
for someF i containing p,F ′i or a conjunct ofF ′i is a member of a minimally unsatisﬁable
subset of S ′.
It is worth noting that the apparent asymmetry between the removal of p and p is in fact
part of a larger symmetry.When removing p, we remove the c-extensions of its occurrences,
while it is the d-extensions that are then removed by the pure rule for p. On the other hand,
by Theorem 4, removing the c-extension of a literal is equivalent to replacing the literal
by false and then applying the simpliﬁcation rules. Thus complementary literals must be
replaced by true: Removing the d-extension of a literal is equivalent to replacing the literal
by true and simplifying.
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The next lemma relates the removal of all occurrences of a given literal and its complement
from a formula, to satisﬁability properties of the formula. The removals are accomplished
in two stages; this breaks up and simpliﬁes the analysis considerably.
Lemma 7. Let S = {F 0,F 1,F 2, . . . ,F k} be a minimally unsatisﬁable set of NNF
formulas, and let p be a literal in S . Obtain S ′ from S by removing CE(p) for every
occurrence of p in S . Obtain S ′′ by applying the pure rule to occurrences of p in S ′
(possibly repeatedly).We denote by F ′i and F ′′i the formulas in, respectively, S ′ and S ′′
corresponding to F i . Then S ′′ is unsatisﬁable, and for some F i containing p, F ′′i or a
conjunct of F ′′i is a member of a minimally unsatisﬁable subset of S ′′.
Proof. Note ﬁrst that from the corollary to Lemma 6 and from Lemma 5, both S ′ and S ′′
are unsatisﬁable.
Let S ′min be a minimally unsatisﬁable subset of S ′. If S ′min is the constant false, it must
be the case that for some F i containing p, F ′i or a conjunct of F ′i is false.
Otherwise, for someF i containing p,F ′i or a conjunct ofF ′i is in S ′min. Call it F˜
′
i . As
a result, there must be a satisfying interpretation I0 for S ′min − {F˜ ′i} and a corresponding
linkless c-path P ′ through S ′min − {F˜ ′i}. Therefore, I0 falsiﬁes F˜ ′i , and, for any extension
P ′ext of P ′ through F˜
′
i , P
′
ext must contain a link to F˜
′
i (i.e., at least one node of the link is in
F˜ ′i). Partition the nodes ofP ′ext into two setsQ andR, whereR consists of all nodes that occur
in someDE(p). Since by the Pure Lemma removal ofDE(p) preserves unsatisﬁability, at
least one link to F˜ ′i in P ′ext is between nodes in Q.
Let S′′min be a minimally unsatisﬁable subset of the set produced by removing every
DE(p) from S′min. Note that the c-path P ′′ext in S′′min that corresponds to P ′ext is a subset of
Q. By the Pure Lemma, P ′′ext contains a link, and this link must be to a descendant of F˜
′
i ,
which is the desired member of S′′min. 
4. Tableaux in negation normal form
Webegin this sectionwith a deﬁnition ofNNF tableaux. Since only atoms are negated, and
since conjunction and disjunction are the only binary operators, the rules for constructing
an NNF tableau are the obvious generalizations of the alpha and beta rules for CNF tableaux
and are quite simple. The alpha rule, which applies to conjunctions, does not increase the
number of branches. Furthermore, it is convenient to have immediately available nodes
labeled with the conjunction’s arguments. As a result, we adopt the convention of applying
the alpha rule automatically whenever it is possible. The beta rule, which is used with
disjunctions, does increase the number of branches and is not applied automatically.
Deﬁnition. A tableau proof tree (or simply tableau) for an NNF formula S is a set of nodes
that forms a tree labeled with formulas, constructed as follows:
1. The tree consisting of a single node labeled S is a tableau; this tree is the initial tableau.
2. If T is a tableau, and if N is a node in T labeled with S = ∧ni=1S i , n2, where eachS i is a disjunction or a literal, then a tableau may be obtained by replacing N by n new
nodes on the same branch labeled S 1,S 2, · · · ,S n. This is the alpha rule, and we say
that has been alpha extended by S .
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3. If T is a tableau, and if N is a node in T labeled with S = ∨ni=1S i , n2, where each S i
is a conjunction or a literal, then a tableau may be obtained by appending n new nodes
below any branch  containing N; each new node is uniquely labeled with some S i ,
1 in. This is the beta rule, and we say that has been beta extended by S .
The terms branch point and head are deﬁned for NNF tableaux as they were for CNF
tableaux. It will be necessary to deal with the set of nodes produced by an alpha extension,
and so we deﬁne the segment of a node N on a branch  as follows: If N is a branch point
or a leaf, then the segment of N is the set consisting of N plus the nodes on above N but
below (and not including) the ﬁrst branch point above N. If N is not a branch point or a leaf,
then the segment of N is the segment of the branch point or leaf immediately below N. Note
that the head of the tableau is the segment of the ﬁrst branch point (or of the leaf if there
are none). Note also that each branch point must have at least two segments immediately
below it; in the sequel, the phrase, “segment below a branch point” refers to one of those
segments.
A tableau is closed if each branch contains a node labeled false or contains a pair of
nodes labeled with unit clauses containing complementary literals. A literal is essentially
a unit (clause), and the two terms are used interchangeably. The next theorem provides
a completeness proof for the tableau method with NNF formulas using an atom-based
induction; semantic proofs can be found in [24,8].
4.1. Completeness for NNF tableaux
Both induction techniques 4 used to prove completeness delete part of the formula in
order to apply the induction hypothesis. The deleted part is then restored into the proof
provided by the induction hypothesis. This is straightforward with resolution on clause
sets: When the removed literals are restored, they are added to every clause from which
they were deleted and to every descendant of those clauses in the proof. This process is
more complicated with negation normal form. Removing pwhile preserving unsatisﬁability
requires removing all ofCE(p). It is removed fromDE(CE(p)), which is theNNF analogue
of a CNF clause containing CE(p). Note that if more than one occurrence of p is removed,
the corresponding CE(p)’s are not in general identical as formulas. In and of itself, this
does not pose any difﬁculties, but restoring the CE(p)’s does require care.
Remark (Tableaux removal-replacement rule). Let F ′ be the formula produced when a
subformula (full block) E is removed from a formula F . Our goal is to create from a
sequence S′ of tableau steps applied to F ′ a corresponding sequence S of tableau steps
for F . The subformula E is either part of a conjunction or a disjunction. (Were E all of
F , F ′ would be empty and there would be nothing to do.) Speciﬁcally, let G = E ∧ G ′,
where G is a fundamental subgraph of a disjunction, or let G = E ∨ G ′, where G is a
fundamental subgraph of a conjunction. Note thatF ′ isF withG replaced byG ′; consider
a sequence S′ of tableau steps applied to F ′. Observe that any element of S′ that leaves G ′
4 Induction on the number of atoms and induction on the number of literal occurrences.
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intact can be directly applied to F (using G in place of G ′). Whether G be a conjunction
or a disjunction, G ′ may be a conjunction or a disjunction.
RR1. Suppose ﬁrst that G = E ∧ G ′.
a. IfG ′ is a conjunction, it is unaffected by S′ unless it is alpha extended.The corresponding
step in S is to alpha extend G . Any further step in S′ is directly applicable and thus is
identical in S.
b. If G ′ is a disjunction or a single literal, then it is part of a larger disjunction D ′ in
F ′ and is unaffected by S′ unless D ′ is beta extended. Let D be the corresponding
disjunction inF : i.e.,D contains G instead of G ′. Three steps are necessary in S. First,
D is beta extended, and G becomes a single leaf instead of the several leaves created
by the disjuncts of G ′. Secondly, there is an automatic alpha extension that creates a leaf
segment with two (or more if E is a conjunction) nodes, labeled E and G ′. Thirdly, G ′
is beta extended. Observe that an extra branch point has been created, but there are no
new leaves.
RR2. Suppose now that G = E ∨ G ′.
a. If G ′ is a disjunction, it is unaffected by S′ unless it is beta extended. The corresponding
step in S is to beta extend G , creating an extra leaf, labeled E (or extra leaves, labeled
with the disjuncts of E if E is a disjunction). Any further step in S′ is directly applicable
and thus is identical in S.
b. If G ′ is a conjunction or a single literal, then it is part of a larger conjunction C ′ in F ′
and is unaffected by S′ unless C ′ is alpha extended. Two steps are necessary in S. First,
the corresponding alpha extension creates G as a single node in a leaf segment instead of
the several nodes created by the conjuncts of G ′. Secondly, G is beta extended. Observe
that an extra branch point has been created, and there is a new leaf, labeled E (or several,
if E is a disjunction).
Theorem 5. The tableau method is a complete refutation procedure for unsatisﬁable sets
of (ground ) NNF formulas.
Proof. Let S be an unsatisﬁable set of ground NNF formulas; proceed by induction on the
number n of distinct atoms in S . If n = 0, then S = false, and there is nothing to prove;
so assume the theorem holds for all formulas with at most n distinct atoms, and let S be a
set of formulas with n+ 1 distinct atoms.
Let p be a non-pure atom in S ; we begin by showing that a tableau can be developed in
which every open branch contains a node labeled p. Suppose ﬁrst that one of the formulas in
S is the unit p. After the alpha rule is applied to the initial tableau, there is a single branch.
That branch is either closed, in which case we are done, or else it is open and contains a
node labeled p.
Otherwise, remove from S all occurrences of CE(p). Applying the pure rule (Lemma 5)
to the resulting unlinked occurrences of p removes the d-extensions of all occurrences of
p; let S p be the set of formulas produced. By Lemma 7, S p is unsatisﬁable, so by the
induction hypothesis, there is a proof Tp forS p. Let T ′p be the tableau produced by repeated
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applications of the tableau removal-replacement rules. The RR1 rules handle the DE(p)
removals, and the RR2 rules handle the CE(p) removals. Observe that the RR1 rules do
not create any new leaves. Furthermore, any new leaf segments produced by the RR2 rules
are c-extensions of p. If T ′p is closed, we are done. If not, then all open branches in T ′p must
have leaf segments containing p.
Similarly, by deleting occurrences of CE(p) and DE(p) to produce the set of formulas
S p, the induction hypothesis provides a proof Tp of S p and a corresponding proof tree
T ′p of S . The leaves of all open branches of T ′p are labeled p. Finally, to obtain a closed
tableau from T ′p and T ′p, apply the steps of T
′
p along each open branch (containing {p}) of
T ′p. Observe that any branch not closed by (the steps of) T ′p or by T ′p has nodes labeled p
and labeled p and thus can be closed. 
The deﬁnition of connectedness for NNF tableaux is similar to, but not identical to, the
deﬁnition for CNF tableaux. The difference stems from the fact that beta extensions do not
always produce units. We say that an NNF tableau is weakly connected if for any branch
point B, at least one node N in a segment below B is connected to B or to a node above
it, and, if B is not the ﬁrst branch point and that connection is to the head, then it must be
to a unit. The tableau is connected if it is weakly connected, and if one node of a segment
below each branch point is connected either to a node in the segment of the branch point or
to a node (unit) in the head. An extension is connected (weakly connected ) if the tableau
produced by it is, and a tableau proof is connected (weakly connected ) if every extension in
the proof is. Since alpha extensions do not produce branch points, an alpha extension must
be connected (weakly connected) if the tableau to which it is applied is connected (weakly
connected).
The next theorem strengthens Theorem 5 by adding weak connectedness and by disal-
lowing unit extensions; the proof is a reasonably straightforward size-based adaptation of
the proof of Theorem 5.
Theorem 6. The tableau method restricted to weakly connected tableaux without unit ex-
tensions is a complete inference procedure for sets of (ground ) NNF formulas.
Proof. LetS be aminimally unsatisﬁable set of NNF formulas (otherwise, restrict attention
to a minimally unsatisﬁable subset). It will be convenient to prove the following slightly
stronger proposition: Given any non-unit formula F in S , there is a weakly connected
closed tableau (without unit extensions) for S in which F is the ﬁrst formula used for a
beta extension. Proceed by induction on the number n of literal occurrences in S , noting
that the result is trivial for n = 0 and for n = 2, and the case n = 1 is impossible.
Assume now that the theorem holds for any formula with at most n literal occurrences,
and assume that S has n+ 1. IfF = p for some literal p, ﬁne. (Note that p cannot be pure
since S is minimally unsatisﬁable.) Otherwise, let p be any linked literal in F . Remove
CE(p) from S to produce S p, a minimally unsatisﬁable set of formulas with fewer literal
occurrences. By Lemma 6, if F p is the formula produced by removing CE(p) from F , 5
5 Since F is a disjunction, CE(p) cannot be all of F .
R. Hähnle et al. / Theoretical Computer Science 328 (2004) 325–354 341
then S p either contains F p, or, if F p is a conjunction, one or more of the conjuncts of
F p. Let G = CE(p)∨ G ′, where G is either a fundamental subgraph of a conjunction in
F or G = F .
The induction hypothesis provides a closed, weakly connected tableau Tp, free of unit
extensions, for S p. If F p is a disjunction, select it for the ﬁrst beta extension in Tp. If
not—i.e., if F = G and G ′ is a literal or a conjunction—select any non-unit formula
from S p for the ﬁrst beta extension. Let T ′p be the tableau for S produced by repeated
applications of the tableau removal-replacement rules.
The proof is complete if there are no open branches in T ′p. If there are open branches,
they can arise only from the RR2 rules. In the case that F p is not a disjunction, then the
application of rule RR2b to the initial alpha extension in Tp creates a beta extension of F
in T ′p. Also, a new leaf segment labeled with the conjuncts of CE(p) is created, and, in
particular, there is a node on that new leaf segment labeled {p}. IfF p is a disjunction—i.e.,
if F p is selected for the ﬁrst beta extension in Tp—then RR2a applies, and the result in T ′p
is that F is selected for the ﬁrst beta extension. New branches in T ′p can only be created if
there is an application of the RR2 rules to steps in Tp that affect G ′. The result of each such
application is a new leaf segment labeled with the conjuncts of CE(p), and, in particular,
there is a node on that new leaf segment labeled {p}.
Similarly, we may obtain T ′p, a weakly connected tableau without unit extensions in
which the ﬁrst formula extended is one containing p, and all open branches contain a node
in their leaf segment labeled {p}. By applying the steps of T ′p along the open branches of
T ′p, a closed, weakly connected NNF tableau is produced. 
At ﬁrst glance, the proof of Theorem 6 may appear to yield completeness for connected
tableaux. The reason it does not is that the tableau removal-replacement rules create new
branch points, which could create weak connections in T ′p from connections in Tp.
4.2. Regularity and u-connectivity
Theorem 6 has two shortcomings: No notion of regularity is enforced, and only weak
connectivity is guaranteed. A simple example demonstrates that with full connectivity, unit
extensions cannot be excluded. Let H be the conjunction of the two unit clauses {p} and
{q} and the formula (l ∧ (p ∨ q)) ∨ p, and let S = ( r ∧ (r ∨H ))—see Fig. 4.
After the ﬁrst alpha rule application, the only possible non-unit extension is with (r ∨H ).
Further automatic alpha extensions will create units {p} and {q} that do not reside in the
head of the tableau. A second (non-unit) beta extension and another alpha extension create
nodes labeled l and p∨q. To complete the proof tree without unit extensions, (p ∨ q)must
be extended, and connectivity cannot be maintained. But note that the nodes in this ﬁnal
beta extension (labeled p and q) are linked to unit clauses in the node above.As a result, the
violation of connectivity in this example is necessary but also harmless. As we shall see,
this situation is more than fortuitous: The only time connectivity need be violated is when
there are links to units.
A tableau is deﬁned to be u-connected if for each branch point B there is a node N in one
of the segments below B that is either connected to the segment of B or has the following
property: Each connection from N to a node above it is to a unit, and there is at least one
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Fig. 4. Connectivity requires unit extensions.
such connection. An (alpha or beta) extension is u-connected if the tableau it produces is u-
connected. Observe that a connected tableau need not be u-connected. A tableau deduction
is u-connected if every step (extension) in the deduction is u-connected.
Both semantic and proof theoretic issuesmust be considered to generalize regularity to the
NNF case in a useful way. It is tempting to characterize extension by a formula as irregular
when it is entailed by the other formulas on that branch. However, there is an immediate
problem with such an approach: The initial branch of an NNF tableau is unsatisﬁable (with
formulas for which a proof can be found). Thus, as the proof tree grows, any formula 
labeling a node below the initial branch is entailed by some subset of the formulas above
it. Strangely enough, each such  is individually unnecessary in some sense; we can avoid
extensions with it by restricting attention to a minimally unsatisﬁable subset of formulas
on that branch not containing . By doing so, however, we may merely embark on a new
derivation of .
The point is, we may restrict attention to a minimally unsatisﬁable subset not including
, provided that the proof proceeds from that subset under no further restrictions. However,
if we continuously remove semantically entailed formulas, we may forever postpone the
completion of a proof. One way to ensure that this does not happen is to verify that any
proof obtainable after extension with could have been constructed with no additional (and
perhaps less) effort prior to extension with .
An analogous situation occurred in the early study of subsumed clauses. Removal of
clause B when it is subsumed by C from a set containing both is obviously unsatisﬁability
preserving. This was assumed to be essentially completeness preserving. Sibert [23] was the
ﬁrst to point out that this semantic observation, combined with completeness of resolution,
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guaranteed only that a refutation was available at any point, provided that only resolution
was employed from that point onward. The point is the gap in the reasoning, not any problems
that it may cause, which for resolution turn up only in the ﬁrst order case. These issues were
subsequently investigated in great detail—see [13].
The deﬁnition of regularity below encompasses the notion of proof theoretic redundancy
and accounts for automatic applications of the alpha rule. Since nodes labeled by conjunc-
tions are automatically replaced by the alpha rule, the nodes of an NNF tableau are always
labeled by either literals or disjunctions.
Suppose we have a node labeled F = (F 1 ∨ F 2 ∨ · · · ∨ F n) on a branch  in an
NNF tableau. Suppose, further that we beta extend to create n new branches1, . . . ,n,
where i =  ∪ {F i}. Note that if F i is a literal, then it labels the single new node on
i ; otherwise,F i = F i1∧F i2∧· · ·∧F iq , the alpha rule applies, and eachF ij labels a
new node oni . We say that this beta extension is irregular if for somei , the new nodes
on i are a subset of the nodes on ; i.e., the extension is irregular if for some F i , every
node produced by the application of the alpha rule toF i is labeled with a formula identical
to that labeling some node on . The step is regular if it is not irregular. (Letz similarly
deﬁnes regularity in [6, Deﬁnition 94, p. 155].) Observe that all alpha steps are regular.
A tableau proof tree is regular if every extension is regular.
This deﬁnition of regularity may appear somewhat disappointing in that the conditions
seem strong and thus the likelihood that they will be present small. This is a byproduct of the
arbitrary nested structure of NNF:An automatic alpha extension after a beta extension may
create a segment with many new nodes, only a few of which are relevant. To be certain that
the beta extension is unnecessary, at least one new leaf segment must be entirely redundant.
Note, however, that when applied to unit leaves, this is just the usual notion of regularity
deﬁned for CNF tableaux.
Care is required in the ﬁrst-order case for both regularity and connectivity. If arbitrary
quantiﬁed formulas and free variables are allowed, it is not straightforward to syntactically
separate the propositional and the ﬁrst-order parts of a non-clausal tableau. One possible
strategy is to assume closed formulas to be skolemized and apply a non-clausal version
of Herbrand’s theorem (see [2, Theorem 1A]). This yields a ﬁnite set of ground substitu-
tions 1, . . . ,n, such that a truth functionally unsatisﬁable F ′ can be obtained from an
unsatisﬁable ﬁrst-order formula F as follows: Replace each subformula in F of the form
∀xG by (1G ∧ . . . ∧ nG ). Thus gamma rules provide “enough” ground instances for
a propositional proof to be found. As a consequence, a proof of a ﬁrst-order non-clausal
formula can be directly replaced by a proof of one of its groundings, and the appropriate
regularity or connectivity conditions apply. This simple approach is merely a starting point;
Theorem 1B from [2] shows that only outermost quantiﬁers need be considered. For un-
skolemized formulas, an even stronger version of Herbrand’s theorem would be required.
The proof of Theorem 7 requires yet another variant of [13, Lemma 2.3.2, p. 63]. The
statement of the lemma is more difﬁcult than its proof because two separate cases are
required to properly state the lemma. It starts with a minimally unsatisﬁable set S =
{F 1,F 2, . . . ,F n}, where each F i is a disjunction or a literal. If F 1 is a disjunction,
B is deﬁned to be the disjunction of some but not all of the disjuncts of F 1, and S ′ =
(S − {F 1}) ∪ {B} is considered. It is easy to see that S ′ is unsatisﬁable, but minimally
unsatisﬁable subsets of S ′ depend on how many disjuncts are selected to form B. If more
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than one is selected, B is a disjunction; if only one is selected, then B is a literal or a
conjunction.
Lemma 8. LetS = {F 1,F 2, . . . ,F n} be aminimally unsatisﬁable set of NNF formulas,
where the F i’s are either literals or disjunctions, and suppose F 1 = D1 ∨ · · · ∨Dr . Let
B be the disjunction of a non-empty subset of the Di’s (thus B is a full block), and let
S ′ = (S − {F 1}) ∪ {B}. Then S ′ is unsatisﬁable. Moreover, if B is a disjunction or a
literal, then every minimally unsatisﬁable subset of S ′ includes B. If B is a conjunction,
then every minimally unsatisﬁable subset of S ′ includes one of the conjuncts of B.
Proof. If r = 1, then F 1 is a literal, so B = F 1, and there is nothing to prove. If r > 1,
the unsatisﬁability of S ′ is immediate since F 1 is a consequence of B; in particular, B is
false whenever F 1 is. Since S is minimally unsatisﬁable, there is an interpretation I that
falsiﬁes F 1 and satisﬁes F i , 2 in. Thus, a minimally unsatisﬁable subset of S ′ must
include B (or one of its conjuncts if it is a conjunction). 
Theorem 7. The tableau method restricted to regular u-connected tableaux, free of unit
extensions, is a complete refutation procedure for unsatisﬁable sets of (ground ) NNF
formulas.
Proof. LetS be an unsatisﬁable set of NNF formulas.AssumeS to be minimal; otherwise,
restrict attention to a minimal subset. We will prove the following slightly stronger propo-
sition: Given any (non-unit) formula in S , there is a closed regular u-connected tableau for
S in which that formula is the ﬁrst to which a beta rule is applied.We proceed by induction
on the number n of literal occurrences in S .
If n = 0, the result is trivial, and the case n = 1 is not possible by minimality. If n = 2,
there must be two complementary literals, no beta rule is necessary, and again the result is
trivial. Observe, again because of minimality, that this is the only case in which S contains
only literals.
Assume now that there is a regular u-connected tableau for all unsatisﬁable NNF formu-
las with at most n literal occurrences, and let S = {F 1,F 2, . . . ,F m} be a minimally
unsatisﬁable set of formulas (where each F i is a disjunction or a literal) with n + 1 lit-
eral occurrences (n2). Suppose F 1 = (D1 ∨ D2 ∨ · · · ∨ Dk) is the (non-unit) formula
in S selected for the ﬁrst extension. Let S˜ = S − {F 1} = {F 2, . . . ,F m}, and let T
be the tableau produced by that ﬁrst extension. Unlike the CNF case, the Di’s may be
literals or conjunctions; in the latter case, automatic application of the alpha rule is re-
quired. Let Di = Di1 ∧ Di2 ∧ · · · ∧ Diqi , qi1. Observe that if qi = 1, then Di is a
unit.
Were T irregular, some Di would be contained in S . Then Di would be redundant in
S ′ = (S − {F 1}) ∪ {Di}, so S − {F 1} would be unsatisﬁable by Lemma 8, contrary
to the minimality of S . The connectivity of T follows for the same reason: Were F 1 not
linked to S , either it or the rest of S would be unnecessary.
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Fig. 5. Construction for Theorem 7
Let S i = S˜ ∪Di = {Di1,Di2, . . . , Diqi ,F 2, . . . ,F m}, for 1 ik. 6 The induction
hypothesis applies to (a minimally unsatisﬁable subset of) each S i ; i.e., there is a regular,
closed, u-connected tableau Ti for each S i . In fact, the induction hypothesis provides
several choices for Ti , depending upon which non-unit formula is selected for the ﬁrst beta
extension. Let T˜i be all of Ti except the head. Form the tableau T ∗ by attaching, for each i,
T˜i to the leaf segment Di in T. Then all of Ti is present in T ∗, 7 and T ∗ is a closed tableau
for S . The reader may ﬁnd Fig. 5 helpful for envisioning the construction of T ∗.
The proof will be complete if we show that the Ti’s can be constructed so that T ∗ is
regular and u-connected. It is easy to see that T ∗ is regular since the Ti’s are, and since
regularity is a property of branches, independent of branch points. Connectivity is another
matter: The Dij ’s, which are in the head of Ti , are below the ﬁrst branch point in T ∗. As a
result, a connection from a node in a segment created by the ﬁrst extension in Ti to a node
above the Dij ’s is sufﬁcient to make that extension connected in Ti but not in T ∗.
Let S ′i be a minimally unsatisﬁable subset of S i . We must show that a closed, regular,
u-connected tableau Ti can be constructed forS i in such a way that T ∗ will be u-connected.
We shall consider four cases. Suppose ﬁrst thatDi is unsatisﬁable; i.e., S ′i may be selected
as a subset of Di . Any u-connected step in Ti is certainly u-connected in T ∗. Also, any
beta extension in Ti , other than the ﬁrst, with a connection to the segment of a parent will
certainly be connected to the segment of the same parent in T ∗. It is only the ﬁrst beta
6 Technically, if Di is a unit, then S i = S˜ ∪ {Di }.
7 Note that the head of T ∗ includes all of F 1, and the heads of the Ti ’s do not, but this is not relevant. What
matters is that all of Ti is in T ∗.
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extension that could be connected in Ti but not in T ∗. But Di is unsatisﬁable: In this ﬁrst
extension, there must be a connection to one of the Dij ’s. In T ∗, the segment of the parent
is precisely the set of Dij ’s.
Suppose now that there is a connection between two distinct Dij ’s. If it is between two
units, then the branch is closed in T after the ﬁrst beta extension. If one is not a unit, then
we may select it for the ﬁrst beta extension in Ti , and the situation is the same as the ﬁrst
case. 8
The third case to consider is the existence of a fundamentalG ofS ′i with the property that
every link from a literal inside G to a literal outside G is to a unit. Then, by the induction
hypothesis, we may select G for the ﬁrst beta extension in Ti . This step is obviously u-
connected in Ti , so it is also u-connected in T ∗. 9
Suppose ﬁnally that Di is satisﬁable, there is no connection between two distinct Dij ’s,
and no such G as in the previous case exists. By Lemma 8, the minimally unsatisﬁable
subset S ′i of S i contains some Dij (or Di if Di is a unit). Let S ′i1 be the subset of S ′i
consisting of theDij ’s and any units. SinceDi is satisﬁable and there are no links between
distinct Dij ’s, S ′i1 must be satisﬁable. That is, were it unsatisﬁable, there would be links
between one of the Dij ’s and the units in S ′i1, but that would mean that the third case
applies. Thus S ′i contains at least one non-unit F j (j2). Let S ′i2 be the subset of S ′i
consisting of theF k’s (which may include units). Since S ′i is minimally unsatisﬁable, S ′i2
is satisﬁable. Let p1 be a satisﬁable c-path through S ′i1, and let p2 be a satisﬁable c-path
through S ′i2. All units in S ′ are on both p1 and on p2 (since a c-path through a unit is the
unit). Thus, p1 ∪p2 is a c-path through S ′ and hence must contain a link. That link cannot
be between units because p1 is satisﬁable, and that link cannot be between two of theF j ’s
since p2 is satisﬁable. The link must therefore connect a Dij and a non-unit F k . If F k is
selected for the ﬁrst beta extension in Ti , then F k will be connected toDij , which is in the
segment of the parent of F k in T ∗. This completes the proof. 
5. Linear non-clausal resolution
Webegin this section with a precise deﬁnition ofNC-resolution in the ground case. LetF
andG be elements of a setS of arbitrary (not necessarily NNF) ground formulas, and letH
occur as a subformula of both F and G . If  = true or  = false, we denote by F [/H ]
the result of replacing all occurrences of H in F by  and performing truth-functional
simpliﬁcations (1–4). Then the formula
F [true/H ] ∨ G [ false/H ]
is called an NC-resolvent of F and G on the subformula H and may be soundly added
(conjoined) to the set S .
8 The ﬁrst case may appear to be a special case of this one, but that is not quite true: This case does not apply
if one Dij is unsatisﬁable.
9 In Ti , every connection from G to a node outside G is to a unit in the head of Ti . In T ∗, since some of
those units may be among the Dij ’s, some of the connections to units are not to the head. This is why we require
u-connectedness and not just connectedness.
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This inference is easily seen to be sound for any logical formulas, but in this paper,
attention will be restricted to NNF and to the case where H is an atom. Note that the
restriction to NNF means that the results of Section 3 apply, and that F and G are either
atoms or disjunctions.
It turns out that it is sound and sometimes useful to modify the above inference rule to
allow replacement of some but not necessarily all occurrences ofH in the parent formulas.
Thus, if  = true or  = false, we denote by F [/H ]+ the result of replacing at least one
occurrence of H in F by  and of performing truth-functional simpliﬁcations. Then the
formula
F [true/H ]+ ∨ G [ false/H ]+
is called an NC+-resolvent of F and G on the subformulaH .
IfR is an NC(orNC+)-resolution step, then for notational convenience we useR t (F )
to denote F [true/H ] and R f (G ) to denote G [ false/H ]; thus the NC-resolvent is
R t (F ) ∨R f (G ). More generally, if Q is any subformula of F , thenR t (Q ) denotes
Q [true/H ]; R f (Q ) is similarly deﬁned if Q is a subformula of G . Given a particular
occurrence of Q , we will write R (Q ) to denote the formula that results from the appli-
cation ofR to F and G , without regard to the particular truth functional simpliﬁcation(s)
employed within that occurrence ofQ .
The NC-resolution rule can also be restricted in accordance with a polarity strategy
[14–16]. The polarity of subformulas in NNF is especially simple because negations apply
only to atoms: An unnegated atom occurrence is positive, a negated atom occurrence is
negative, and all other subformula occurrences are positive. Thus, technically, all literals,
including those consisting of a negated atom, occur positively, because the negation is part
of the literal. It will be convenient, however, to refer to negated atoms as negative literals
and to unnegated atoms as positive literals.
The polarity restriction is the requirement that the NC-resolution rule be applied only
whenH has at least one negative occurrence (literal) in F and at least one positive occur-
rence (literal) in G . Theorem 8 establishes the completeness of NC-resolution with both a
polarity and a linear restriction.
The deﬁnition of linear NC-resolution is analogous to that of ordinary linear resolution:
An NC-resolution proof is linear if one parent of each resolvent, except for the ﬁrst, is the
most recently derived formula.
The completeness proof for linearNC-resolution is an induction on the number of distinct
atoms.All occurrences of p are removed, rendering all occurrences ofp pure. In fact, thep’s
are more than pure: There are no occurrences of p anywhere in the formula. This stronger
notion of purity is required for the commutativity lemmas, which in turn are used in the
completeness proof. We thus deﬁne the literal p to be totally pure in the formula F if p
does not occur in F .
Lemma 10, which in essence says that NC-resolution refutations are unaffected by ap-
plications of the pure rule, is useful in the proof of Theorem 8. It is an almost immediate
consequence of Lemma 9, which ensures that NC-resolution steps commute with applica-
tions of the pure rule to totally pure literals. Its proof is surprisingly complicated. 10 We
10 There may well be an easier proof, but it has eluded us.
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remind the reader that the pure rule applied to a literal p amounts to replacing p, and thus
DE(p), with true and simplifying.
Lemma 9. Let S = {F 0,F 1, . . . ,F n} be a set of formulas in which the F i’s are either
literals or disjunctions, and let p be a totally pure literal occurrence in S , say in F 0. Let
S ′ be obtained from S by applying the pure rule to p: S ′ = (S − {F 0}) ∪ F ′0, where
F ′0 = F 0 − DE(p). Suppose further that R is an NC-resolution (or NC+-resolution)
step in S ′. Then if R is applied to S , and the pure rule is applied both to p and to any
inherited occurrence of p, the resulting formula, call it S 1, is identical to S ′1, the formula
produced whenR is applied to S ′.
Proof. IfR resolves on literals not in F ′0—for example, if F 0 = {p} or F 0 = DE(p),
in which case F ′0 is empty—there is nothing to prove. So assume that F 0 is a disjunction
different from DE(p), the literal resolved upon is q, and that at least one occurrence of
q is in F ′0; consider the possible NC-resolvents when R is applied both to S and to
S ′. Since p is not a disjunct of F 0, DE(p) = p ∨ D (D could be empty) must be a
conjunct of a proper subformula of F 0. Let C be this subformula: C = C ′ ∧ (p ∨D ) =
C 1∧ . . .∧C n∧ (p∨D ), n1. Thus, there are (not necessarily proper) subformulasF S0
and F S0
′
of F 0 and F ′0, respectively, of the form
F S0 =
C 1
∧
...
∧
C n
∧
p ∨D
∨ Q and F S0
′ =
C 1
∧
...
∧
C n
∨ Q ,
where Q is not empty.
Note ﬁrst that NC-resolving cannot introduce links to a totally pure literal, so applying
the pure rule after applying R to S will remove all traces of the subformula p ∨ D . If
no resolved upon literal occurrence is in one of the Ci’s, there is nothing to prove. If some
R (C i ) = false, then R (C ) = R (C ′) = false. In that case, R (F S0 ) = R (F S0
′
) =
R (Q), and S 1 and S ′1 are identical. If R (C i ) = true for each i, then R (C ′) = true,
and henceR (F S0
′
) = true. Then in S , F S0 reduces to p ∨D ∨Q , which is precisely
DE(p). Thus, simplifying in S ′ and applying the pure rule in S produce the identical
formula. Finally, if R (C ′) is not a constant in S ′, then neither is R (C ) in S , and again
S 1 is identical to S ′1. 
There is a slight technical ﬂaw in the case ofNC+-resolution:R is notwell-deﬁned onS
if there are occurrences ofq inDE(p). But this is a triviality because anyof those occurrences
not included in the NC+-resolution step are removed by the subsequent application of the
pure rule.
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Consider the following diagram, where the ﬁrst subscript indicates the number of NC-
resolution steps that have been performed, and the second indicates the number of pure rule
applications. Thus, S 0,0 = S , and S 1,0 is the result of one NC-resolution step applied
to S 0,0. The lemma says that the diagram is commutative; i.e., whether we go across and
down or down and across, we end up with the same formula.
S 0,0 → S 0,1
↓ ↓
S 1,0 → S 1,1
Extend this diagram to an n×m array representing n NC-resolution steps and m appli-
cations of the pure rule to totally pure literals. The lemma says that each 2 × 2 box in the
array is commutative, which implies that the entire array is commutative. This observation
together with the fact that the pure rule cannot by itself produce the empty clause proves
Lemma 10 (DE-commutativity lemma). Let S = {F 0,F 1, . . . ,F n} be a set of formu-
las, where the F i’s are either literals or disjunctions, let P = {p1, p2, . . . , pm} be a set
of totally pure literals occurring in S , and let R = {R 1,R 2, . . . ,R n} be a sequence
of NC-resolution (or NC+-resolution) steps. Let S i,j be the set of formulas obtained from
S by applying the pure rule to {p1, . . . , pj } and then activating R 1, . . . ,R i . Then any
interleaving of the pure rule applications and the NC-resolution steps (in the given order)
will produce S i,j . In particular, if S 0,m, the formula produced by applying the pure rule
to each literal in P , is unsatisﬁable and R is an NC-resolution proof of S 0,m; i.e., if
R produces the empty clause from S 0,m, then R is also a proof of S , i.e., if the same
inferences are applied to S , the end result is the empty clause.
The lemma can be interpreted as saying that if the pure rule is delayed until all steps
of R have been applied to S , then the truth-functional simpliﬁcations will have already
reduced S to false. The important point is that the lemma assures us that nothing “goes
wrong” along the way.
The following notion will be useful in the proof of Theorem 8. A formula F is said
to be l-dominant if every literal in F is in the c-extension of some occurrence of the
literal l. Observe that if l is false, each such c-extension evaluates to false, and thus so will
any l-dominant formula. Equivalently, every c-path of an l-dominant formula contains l. As
a result, it would be possible to factor l out of F , i.e., use propositional transformations,
to turn F into an equivalent formula l ∧ F ′.
The next lemma is immediate.
Lemma 11. Let F be a p-dominant formula, and let q be a literal in F distinct from p.
ThenF [true/q] is p-dominant, andF [ false/q] is either p-dominant or false. Moreover, if
F has the formp∧D, then the formula produced by the substitution has the formp∧D′. 11
We observed above that applying the pure rule to p is equivalent to replacing DE(p)
with true and simplifying. Similarly, substituting false for p in effect substitutes false for
11 If F [ false/q] reduces to false, then D′ = false.
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CE(p) and is equivalent to deleting CE(p). The next two lemmas provide a commutativity
between deletion of CE(p) and applications of NC-resolution. The proof of Lemma 12 is
similar to the proof of Lemma 9, but there are more cases to consider.
Lemma 12. LetS = {F 0,F 1, . . . ,F n} be a set of formulas in which theF i’s are either
literals or disjunctions, and let p be a literal occurring in S , say inF 0. Let S ′ be obtained
from S by removing CE(p): S ′ = (S − {F 0}) ∪ {F ′0}, where F ′0 = F 0 − CE(p). 12
Suppose further thatR is an NC-resolution (or NC+-resolution) step in S ′. Then ifR is
applied to S , and both the original and inherited occurrences of CE(p) are removed, the
resulting formula, call it S 1, is identical to S ′1, the formula produced whenR is applied
to S ′.
Proof. If R resolves on literals not in F ′0—for example, if F 0 = {p}—there is nothing
to prove. So assume that the two elements of S ′ upon which R NC-resolves are F ′0 and
F ′j . 13 Note that p cannot be a conjunct of F 0, i.e., CE(p) cannot be all of F 0, since
members of S are literals or disjunctions.
Consider ﬁrst the case where p is a disjunct ofF 0. ThenCE(p) = p, andF 0 = p∨F ′0.
Since R resolves on literal occurrences different from p, R (F 0) = p ∨ R (F ′0), and
deleting CE(p) producesR (F ′0).
Suppose now that p is not a disjunct of F 0. Then, as in Lemma 9, if DE(p) = p ∨D ,
DE(p) must be a conjunct of a proper subformula C of F 0. Let C = C ′ ∧ (p ∨ D ) =
C 1 ∧ . . . ∧ C n ∧ (p ∨D ). Note that p could be either a conjunct of, or a disjunct within,
C , depending upon whether D is empty or not.
Assume ﬁrst that D is not empty. Then there are (not necessarily proper) subformulas
F S0 and F S0
′
of F 0 and F ′0, respectively, of the form
F S0 =
C 1
∧
...
∧
C n
∧
p ∨D
∨ Q and F S0
′ =
C 1
∧
...
∧
C n
∧
D
∨ Q .
There is nothing to prove if the literals resolved upon by R are not in F S0 . If R (Q) =
true, then R (F S0 ) = true, and again there is nothing to prove. If R (Q) = false, then
R (F S ′0 ) = R (C ′ ∧ D ), and R (F S0 ) = R (C ) = R (p ∨ D ) ∧ R (C′) = (p ∨
R (D )) ∧R (C′). Removing CE(p) just producesR (D ) ∧R (C′) = R (C ′ ∧D ).
Suppose now that R (C i ) = false for some i. Then R (C ) = R (C ′) = false,
R (F S0 ) = R (F S0
′
) = R (Q ), and S 1 and S ′1 are identical. If every R (C i ) = true,
12 If F ′0 is a conjunction, then S ′ = (S − {F 0}) ∪F ′0.
13 The case j = 0 represents a self-resolving formula but poses no problem for the proof.
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then, inS ′,R (F S0
′
) = R (D )∨R (Q ), while inS ,R (F S0 ) = p∨R (D )∨R (Q ),
and removing CE(p) producesR (F S0
′
).
IfR (C ′) is not a constant, consider D . IfR (D ) = true, thenR (F S0 ) = R (C ′) ∨
R (Q ) = R (F S0
′
). If R (D ) = false, then R (F S0
′
) = R (Q ), R (F S0 ) = (p ∧
R (C ′)) ∨ R (Q ), and CE(p) = p ∧ R (C ′); removing CE(p) produces R (Q ). If
R (D ) is not a constant, thenR (F S0
′
) = ((p∨R (D ))∧R (C ′))∨R (Q ). Removing
CE(p) produces (R (D ) ∧R (C ′)) ∨R (Q ) = R (F S0
′
).
Consider now the case that D is empty. Then CE(p) = p ∧ C ′, and there are (not
necessarily proper) subformulas F S0 and F S0
′
of F 0 and F ′0, respectively, of the form
F S0 =
C 1
∧
...
∧
C n
∧
p
∨ Q and F S0
′ = Q .
ThenR (F S0 ) = (p∧R (C ))∨R (Q ). IfR (C ) = false, then this producesR (Q );
otherwise removal of CE(p) producesR (Q ) = R (F S0
′
). 
The commutative diagram argument can be used to extend Lemma 12 as it was used to
extend Lemma 9, but there is a difference: If deletion of CE(p) from a formula produces
an empty formula, it is an empty disjunction. As a result, the conclusion of Lemma 13 is
different from the conclusion of Lemma 10 and depends on Lemma 12.
Lemma 13 (CE-commutativity lemma). Let S = {F 0,F 1, . . . ,F n} be a set of formu-
las, where the F i’s are either literals or disjunctions, let P = {p1, p2, . . . , pm} be a set
of literal occurrences, and let R = {R 1,R 2, . . . ,R n} be a sequence of NC-resolution
(or NC+-resolution) steps. Let S i,j be the set of formulas obtained from S by remov-
ing CE(p1), . . . , CE(pj ) and then activating R 1, . . . ,R i . Then any interleaving of the
c-extension removals and the NC-resolution steps (in the given order) will produce S i,j .
Moreover, suppose S 0,1 is unsatisﬁable—i.e., suppose removal of CE(p1) from S
results in an unsatisﬁable formula—and suppose R is a proof by NC-resolution of S 0,1.
Then if the steps of R are applied to S , the resulting formula S R is p1-dominant; i.e.,
S R − CE(p1) = false.
Observe that Lemmas 9–13 remain valid under the polarity restriction.
The next theorem (Theorem 8) establishes completeness for the linear restriction of NC-
resolution. The proof technique is an induction on the number of distinct atoms, as in
Theorem 5. Linear NC+-resolution is also complete (Theorem 9), and the proof is similar
to that of Theorem 8.
Theorem 8. Linear non-clausal resolution under the polarity restriction is complete for
sets of (ground) NNF formulas.
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Proof. Let S = {F 0,F 1, . . . ,F m} be an unsatisﬁable set of NNF formulas. Assume
S to be minimally unsatisﬁable; otherwise, restrict attention to a minimally unsatisﬁable
subset.
We must show that there is a refutation of S using linear NC-resolution with the polarity
restriction. We will prove the following slightly stronger proposition: There is a linear
refutation of S in which any formula may be chosen as the top formula, i.e., the one that
begins the ﬁrst step. Proceed by induction on the number n of distinct atoms in S .
The result is trivial for n = 0 or n = 1, so suppose the theorem holds for all formulas
having n or fewer distinct atoms. LetS have n+1 distinct atoms, and let p be a linked literal
that occurs inS . If one of theF i’s is p-dominant, ﬁne. Otherwise, wewill use the induction
hypothesis to show that either false, in which case we are done, or a p-dominant formula
can be derived from S . First remove every occurrence of CE(p) from S to produce S p ′;
then use the pure rule to remove every occurrence of DE(p) from S p ′ to produce S p.
We denote by F pi
′
and F pi the formulas in, respectively, S p ′ and S p that correspond toF i . By Lemma 7, S p is unsatisﬁable. LetM p denote that subset of S p whose members
correspond to formulas in S containing p and are also in a minimally unsatisﬁable subset
of S p;M p cannot be empty by Lemma 7.
Since S p has n or fewer distinct atoms, the induction hypothesis applies, and there is a
refutation R p of S p by linear NC-resolution that begins with a memberM pi ofM p.
Furthermore,R p obeys the polarity restriction. By Lemma 10, the steps ofR p applied to
S p ′ is a refutationR p ′; this refutation obeys the polarity restriction.
Now apply R p ′ to S . By Lemma 13, the result is either false, in which case we are
done, or a p-dominant formula C p. Note that the polarity restriction is not violated.
We could alternatively begin by deleting p from S and ﬁnding a proofR p ′ that, when
applied to S , either will produce false or a p-dominant formula C p.
If eitherR p ′ orR p ′, when applied to S , did produce false, we are done. Otherwise, we
will be done if these two proofs can be put together in a linearity preserving manner. The
induction hypothesis allows us to assume that the latter proof began with a formulaM pj
corresponding to one that contains p. BothR p ′ andR p ′ are linear and obey the polarity
restriction, and they can be combined into a single proof by NC-resolving C p andM pj on
the literal p (obeying polarity). The NC-resolvent is
C p[ false/p] ∨ M pj [true/p] = false ∨ M pj [true/p] = M pj [true/p].
This formula is precisely the top formula ofR p ′ applied toS with all occurrences ofCE(p)
removed. Since the proofsR p andR p ′ were determined with p, p, and CE(p) removed,
their steps resolve only on literals distinct from p and p occurring outside any CE(p). As
a result, beginning withM pj [true/p] as the top formula, every step of R p
′
applies, and
the combined proof will produce either false or a formula C p ′, which is p-dominant by
Lemma 13.
If we add to this linear proof a ﬁnal NC-resolution step with the ancestor C p, the result
is
C p[ false/p] ∨ C p ′[true/p] = false ∨ false = false. 
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Observe that the correspondence between a formula F i in S and its counterpart F pi
in S p is crucial for the proof above. This correspondence is straightforward in all but one
case: If F i = D1 ∨D2, CE(p) = D1, and D2 is a conjunction, then F pi is a conjunction
and its conjuncts are separate formulas in S p. (Actually, F pi = D2 unless p also occurs
in D2.) This turns out to be a minor technicality: Whenever a step in R p involves any
conjunct of F pi , this step is applied to the corresponding conjunct of D2 in F i .
It is interesting to observe how the above proof differs in structure from corresponding
size-based proofs typically employed for linear restrictions with clausal systems. If S were
in CNF, C p would be a unit clause smaller than F 0 that could serve directly as top clause
in a proof of (S − {F 0})∪ {p}. But here, not only is C p in general not a unit, it may well
be larger than F 0. As a result, in a size-based induction, the induction hypothesis may not
apply to (S − {F 0}) ∪ {C p}. This is what necessitates separately establishing R p and
R p and then carefully linking them together.
The next theorem establishes completeness for the linear restriction of NC+-resolution.
The proof technique is the same predicate-based induction used in Theorem 8, and the proof
itself is almost identical. The difference between NC-resolution andNC+-resolution arises
in the NC+-resolution steps involving C p and C p ′. Enough (for example, all) occurrences
of p and p must be chosen for replacement to reduce these formulas to false. With this
simple modiﬁcation, 14 the proof of Theorem 8 gives us
Theorem 9. LinearNC+-resolution is a complete inference procedure for sets of (ground )
NNF formulas.
The rather general polarity strategy can be sharpened for NC+-resolution. Suppose H
has at least one negative occurrence in F and at least one positive occurrence in G . Then
we may NC+-resolve F and G to produce F [true/H ]+ ∨ G [ false/H ]+, where all
positive occurrences of H in F are replaced by true, all negative occurrences of H in
G are replaced by false, and no other replacements are performed. It is easy to see that
Theorem 9 remains valid with this variation of the polarity strategy: It is the combination
of Lemmas 10 and 13 that assures that the particular choice of literals for replacement is
irrelevant to completeness. This, under the assumption of course, that the chosen strategy
has the appropriate effect when employed in the crucial step linking the two proofs provided
by the induction hypothesis.
A quantitative analysis of these replacement strategies is likely to be non-trivial and is
beyond the scope of this paper. Informally, there is some justiﬁcation for preferring the
sharpened polarity strategy. In a refutation system, inferring formula A rather than B is
preferred if A is “closer” to false. Only substituting false for positive atoms and true for
negative atoms can contribute to falsifying the resulting formula (see [16, p. 72, Theorem
1]). It thus seems likely that selecting only positive literals for replacement in one parent
formula and only negative literals for replacement in the other is a good strategy.
14 There is a subtle difference in the behavior of the two rules with respect to c-extensions present in S but not
in S p ′. SinceNC+-resolution steps affect only speciﬁc occurrences, they have no effect within such c-extensions
when applied to S . In contrast, NC-resolution steps capture all occurrences of a given literal, including any that
might be in such a c-extension. Note, however, that Lemma 13 assures us that this difference can be ignored.
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