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Resumo
Bernadelli, C. R. & Veiga, A. C. P. Reconhecimento Biome´trico Considerando a De-
formac¸a˜o na˜o Linear da I´ris Humana.
Processamento Digital de Imagens - FEELT-UFU, Uberlaˆndia, 2016, 100p.
Os sistemas biome´tricos que utilizam a informac¸a˜o contida na textura da ı´ris teˆm re-
cebido grande atenc¸a˜o nos u´ltimos anos. A grande variac¸a˜o em textura da ı´ris permite o
desenvolvimento de sistemas de reconhecimento e de identificac¸a˜o com taxas de erro quase
nulas. Entretanto, de forma geral, as pesquisas nesta a´rea ignoram os problemas associados
aos movimentos de contrac¸a˜o e dilatac¸a˜o da ı´ris que geram diferenc¸as significativas entre
as imagens inscritas em uma base de dados e a imagem de teste.
Este trabalho, ale´m de desenvolver um sistema de reconhecimento de ı´ris tradicional,
composto pelas etapas de detecc¸a˜o, segmentac¸a˜o, normalizac¸a˜o, codificac¸a˜o e comparac¸a˜o,
determina de forma quantitativa o efeito dos movimentos da ı´ris na precisa˜o do sistema
de reconhecimento. Ale´m disso, este trabalho propo˜e um novo me´todo para diminuir
a influeˆncia da dinaˆmica da ı´ris, verificado pela decidibilidade e pela Taxa de Erro Igual
(EER), obtidas na comparac¸a˜o entre co´digos de ı´ris em estados de dilatac¸a˜o bem diferentes.
O novo me´todo utiliza a te´cnica Dynamic Time Warping para corrigir e comparar os
vetores de gradientes extra´ıdos da textura da ı´ris. Dessa forma, as caracter´ısticas mais
discriminantes da imagem de teste e da imagem da galeria sa˜o alinhadas e comparadas,
considerando a deformac¸a˜o na˜o linear do tecido da ı´ris.
Os resultados experimentais, utilizando imagens dinaˆmicas, indicam que a performance
do sistema piora quando a comparac¸a˜o e´ feita com imagens em estados de contrac¸a˜o dife-
rentes. Para a comparac¸a˜o direta entre ı´ris bem contra´ıda com ı´ris bem dilatada o me´todo
proposto melhora a decidibilidade de 3, 50 para 4, 39 e a EER de 9, 69% para 3, 36%.
Palavras-chave
Biometria, CASIA-IRIS-Lamp, decidibilidade, Dynamic Time Warping, EER, Histo-
grama de Gradientes Orientados.
Abstract
Bernadelli, C. R. & Veiga, A. C. P. Biometric Recognition Considering Nonlinear
Deformation of Human Iris.
Digital Image Processing - FEELT-UFU, Uberlaˆndia, 2016, 100p.
The biometric systems that use the information on iris texture has received great at-
tention in recent years. The extraordinary variation in iris texture allows the creation of
recognition and identification systems with almost zero error rates. However, in general, re-
searches ignore the problems associated with contraction and dilation iris movements that
can result in significant differences between the enrollment images and the probe image.
This work, in addition to developing a traditional iris recognition system, comprising
the steps of detection, segmentation, normalization, encoding and comparison, determines
quantitatively the iris motion effect in recognition system accuracy. In addition, this paper
proposes a new method to reduce the influence of dynamic iris, verified by decidability
and the Equal Error Rate (EER), obtained in the comparison between iris codes in very
different expansion states.
The new method uses Dynamic Time Warping technique to correct and compare the
gradient vectors extracted from iris texture. Thus, the most discriminant features of the
test image and enrollment image are aligned and compared, considering the non-linear
distortion of the iris tissue.
Experimental results using dynamic images indicate that system performance gets worse
with comparison on images in different states contraction. For direct comparison with
contracted and dilated iris the proposed method improves the decidability of 3.50 to 4.39
and EER of 9.69% to 3.36%.
Keywords
Biometrics, CASIA-IRIS-Lamp, Decidability, EER, Dynamic Time Warping,Histogram
of Oriented Gradients.
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1
Introduc¸a˜o
1.1 A I´ris Humana
Na imagem do olho de uma pessoa, a ı´ris e´ a regia˜o anular localizada entre a pupila
e o tecido branco que reveste o globo ocular, denominado de esclera. A ı´ris humana e´
formada por um tecido conjuntivo contendo fibras musculares, vasos sangu´ıneos e ce´lulas
pigmentares [1].
(a) Imagem frontal do olho humano. (b) Sec¸a˜o frontal da estrutura da
ı´ris.
Figura 1.1: Elementos vistos em uma imagem t´ıpica do olho humano.
Conforme mostra a Figura 1.1, anatomicamente a ı´ris e´ dividida em duas partes deno-
minadas Zona pupilar, que e´ relativamente plana, pore´m apresenta dobras (folds) que se
movimentam de acordo com a contrac¸a˜o e a dilatac¸a˜o da ı´ris e a Zona ciliar, que assemelha-
se a um conjunto de estrias entrelac¸adas em raza˜o de sua vascularizac¸a˜o [1] e [2].
Outras variac¸o˜es na apareˆncia da ı´ris sa˜o provenientes das criptas (formac¸a˜o irregular
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da superf´ıcie), de pequenas elevac¸o˜es da superf´ıcie e das sardas (concentrac¸a˜o de ce´lulas
pigmentadas). Todas estas estruturas constituem o que e´ denominado de caracter´ısticas
da ı´ris e sa˜o consideradas u´nicas para cada pessoa [1], [3].
Pro´ximo ao centro da ı´ris encontra-se a pupila, responsa´vel por controlar a quantidade
de luz que alcanc¸a a retina. Para proteger a retina de uma carga muito intensa de luz dois
sistemas musculares controlam o tamanho da ı´ris e consequentemente ajustam o diaˆmetro
da pupila. Conforme descrito em [4], va´rios fatores podem alterar ou iniciar o processo de
movimentac¸a˜o da ı´ris. Basicamente esses movimentos sa˜o: (i) a acomodac¸a˜o, que ocorre
devido ao processo de foco, (ii) o reflexo pupilar a luz (Pupil Light Reflex - PLR), que e´ o
reflexo da pupila para adaptar o sistema visual ao ambiente e (iii) o hippus, uma oscilac¸a˜o
que ocorre constantemente como parte de um processo de convergeˆncia disparado pela
acomodac¸a˜o e pelo PLR.
1.2 Reconhecimento Biome´trico da I´ris
O reconhecimento biome´trico da ı´ris e´ um me´todo automa´tico de identificac¸a˜o que usa o
padra˜o aleato´rio da textura da ı´ris. Modelos digitais, ou templates codificam estes padro˜es
e permitem a identificac¸a˜o do indiv´ıduo. Esses modelos digitais inscritos em uma base
de dados podem ser comparados e associados com taxas de erro extremamente baixas,
pro´ximas de zero [1].
Muitos sistemas de reconhecimento de ı´ris foram propostos, pore´m o mais conhecido
e´ o sistema desenvolvido por John Daugman [5] que obteve taxas de erro pro´xima de
zero utilizando uma enorme bases de dados - cerca de 632.500 imagens e 200 bilho˜es de
comparac¸o˜es. O proto´tipo proposto por Wildes et al. [6] usou um conjunto de 520 imagens
e na˜o reportou nenhuma falha. Um outro sistema, proposto por Lim et al. [7] utilizou
cerca de 5.292 imagens e obteve taxa de reconhecimento de 98, 4%.
Normalmente, os sistemas de reconhecimento de ı´ris possuem as seguintes etapas [8]:
• A localizac¸a˜o e a segmentac¸a˜o da regia˜o da ı´ris na imagem do olho;
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• A normalizac¸a˜o que corresponde a` representac¸a˜o retangular da regia˜o anular da ı´ris;
• A codificac¸a˜o que e´ responsa´vel por analisar e representar a informac¸a˜o contida na
ı´ris; e
• E a comparac¸a˜o, onde uma me´trica e´ utilizada para verificar ou identificar os co´digos.
Comparado com outros sistemas de biometria, tais como reconhecimento de face, de
voz ou de digital, o reconhecimento de ı´ris e´ o mais confia´vel [1]. Entretanto, a maioria dos
resultados publicados foram obtidos utilizando imagens de ı´ris em condic¸o˜es favora´veis e
na˜o levam em conta seu comportamento dinaˆmico, ou seja, sua variac¸a˜o de a´rea devido ao
seu movimento de contrac¸a˜o e dilatac¸a˜o [9], [10], [11] e [12].
1.3 Motivac¸a˜o: Deformac¸a˜o da I´ris e o Reconheci-
mento Biome´trico
O movimento da ı´ris tem va´rias consequeˆncias. A pressa˜o no tecido da ı´ris durante seu
movimento pode fazer com que algumas pequenas regio˜es se dobrem por baixo de outras.
Isso significa que pequenas partes do padra˜o desaparecera´ e nenhum modelo de deformac¸a˜o
sera´ capaz de representar essa transformac¸a˜o [13].
Outro problema gerado pelo movimento da ı´ris e´ a falsa rejeic¸a˜o entre co´digos corres-
pondentes em condic¸o˜es extremas, onde a textura da ı´ris sob forte compressa˜o produz uma
imagem normalizada com muitas diferenc¸as da imagem normalizada em condic¸o˜es normais
[12] e [13]. Dessa forma, as regio˜es na˜o afetadas ou menos afetadas pelos movimentos da
ı´ris devem fornecer informac¸o˜es suficientes para o processo de reconhecimento.
A maioria dos me´todos de reconhecimento de ı´ris assume o modelo proposto por Daug-
man [14], denominado homogeneous rubber sheet, o qual projeta linearmente a regia˜o anular
da ı´ris em um regia˜o retangular fixa. Esse modelo, segundo Daugman, proporciona a ge-
rac¸a˜o de co´digos de ı´ris que sa˜o invariantes sob distorc¸o˜es ela´sticas na˜o afins.
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Entretanto, Wyatt [2] explicou que o modelo homogeneous rubber sheet na˜o representa
a verdadeira deformac¸a˜o do tecido da ı´ris e concluiu em seu trabalho que um modelo
na˜o linear e´ mais adequado. Resultados experimentais comprovaram que o me´todo de
Wyatt tornou o sistema de reconhecimento mais robusto contra est´ımulos externos, como
a variac¸a˜o da iluminac¸a˜o.
Por sua vez, Wei et al. [15] usaram em seu trabalho um algoritmo para modelar a
deformac¸a˜o na˜o linear da ı´ris utilizando uma deformac¸a˜o linear mais um desvio aditivo
calculado por uma func¸a˜o Gaussiana.
1.4 Objetivos
O principal objetivo deste trabalho e´ comprovar e avaliar a influeˆncia dos movimentos
da ı´ris no processo de reconhecimento biome´trico e propor um novo me´todo capaz de reduzir
esta influeˆncia. O me´todo e´ baseado no reconhecimento parcial e considera as regio˜es da
ı´ris com maior similaridade, apesar da sua deformac¸a˜o na˜o linear. A proposta foi baseada
nos algoritmos de histogramas de gradientes orientados e Dynamic Time Warping. Os
resultados obtidos com a te´cnica proposta foram comparados com os resultados do sistema
tradicional, implementado inicialmente.
A metodologia baseia-se no Desenvolvimento Ra´pido de Aplicac¸a˜o (RAD) utilizando o
MatlabR©. A aplicac¸a˜o e´ composta por subsistemas que correspondem a`s etapas t´ıpicas dos
sistemas de reconhecimento de ı´ris, baseado na implementac¸a˜o realizada por Libor Masek
[16].
Para tanto, este trabalho utilizou dois conjuntos distintos de imagens. A base de
dados CASIA-IRIS-Lamp, formada por 16.212 imagens com resoluc¸a˜o de 640× 480 pixels,
obtidas de 411 indiv´ıduos diferentes e divididas em 819 classes. Durante o processo de
aquisic¸a˜o do conjunto CASIA-IRIS-Lamp uma laˆmpada intermitente pro´xima ao indiv´ıduo
foi responsa´vel por introduzir maior variac¸a˜o intraclasse, ou seja, deformac¸o˜es ela´sticas
na textura da ı´ris devido a` contrac¸a˜o e a dilatac¸a˜o da pupila sob diferentes condic¸o˜es de
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iluminac¸a˜o.
O outro conjunto utilizado e´ formado pelas imagens da base CASIA-IrisV1 que conte´m
756 imagens de 108 olhos (7 imagens de cada olho), capturadas em duas sesso˜es e com
resoluc¸a˜o de 320 × 280 pixels. Neste conjunto a regia˜o da pupila foi substitu´ıda por uma
regia˜o circular de intensidade constante para mascarar o efeito da reflexa˜o especular da
iluminac¸a˜o infravermelha (NIR). Dessa forma, a detecc¸a˜o da borda interna da ı´ris fica mais
fa´cil e com mı´nimo ou nenhum efeito em outros componentes do sistema de reconhecimento
de ı´ris.
1.4.1 Objetivos Espec´ıficos deste Trabalho
Os objetivos espec´ıficos deste trabalho sa˜o:
• Fazer uma pesquisa bibliogra´fica destacando os principais trabalhos da a´rea e as
principais te´cnicas empregadas em cada etapa de processamento de um sistema de
reconhecimento de ı´ris;
• Analisar e simular um sistema de reconhecimento de ı´ris, utilizando te´cnicas de pro-
cessamento tradicionais, aplicado em dois banco de imagens; um banco de imagens
mais tradicional e outro de imagens com maior variabilidade intraclasse;
• Avaliar a influeˆncia dos movimentos da ı´ris no processo de reconhecimento biome´trico;
• Apresentar a proposta de uma nova te´cnica para extrac¸a˜o de caracter´ısticas persis-
tentes ao movimento da ı´ris; e
• Construir utilizando o MatlabR©, o me´todo proposto e realizar todos os testes e simu-
lac¸o˜es necessa´rios para avaliar a eficieˆncia desse me´todo;
1.5 Estrutura do Documento
Esta tese esta´ dividida da seguinte forma:
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• Cap´ıtulo 1 : Introduc¸a˜o do assunto deste trabalho, apresentac¸a˜o dos objetivos e da
estrutura desta tese;
• Cap´ıtulo 2 : Descreve em detalhes os dois principais me´todos de segmentac¸a˜o utiliza-
dos nos sistemas de reconhecimento de ı´ris: a transformada de Hough e o operador
integro-diferencial. Sa˜o mostrados outros me´todos de segmentac¸a˜o, apresentando o
estado da arte das pesquisas nesta a´rea. Descreve a implementac¸a˜o da etapa de seg-
mentac¸a˜o utilizada neste trabalho e apresenta os resultados obtidos com as imagens
dos conjuntos CASIA-IRIS-Lamp e CASIA-IrisV1;
• Cap´ıtulo 3 : Apresenta em detalhes o modelo de normalizac¸a˜o proposto por Daugman
e descreve outros me´todos de normalizac¸a˜o, apresentando o estado da arte das pes-
quisas nesta a´rea. Mostra a implementac¸a˜o da etapa de normalizac¸a˜o utilizada neste
trabalho e apresenta os resultados obtidos com as imagens dos conjuntos CASIA-
IRIS-Lamp e CASIA-IrisV1;
• Cap´ıtulo 4 : Descreve em detalhes os filtros de Gabor utilizados por Daugman e o
ca´lculo da distaˆncia de Hamming (HD) que tambe´m foi usado por Daugman como
me´trica. Mostra outros me´todos de extrac¸a˜o de caracter´ısticas, apresentando o estado
da arte nesta a´rea. Apresenta a implementac¸a˜o da etapa de codificac¸a˜o e comparac¸a˜o
utilizada neste trabalho e os resultados obtidos com as imagens dos conjuntos CASIA-
IRIS-Lamp e CASIA-IrisV1;
• Cap´ıtulo 5 : Mostra o desempenho do sistema para os dois conjuntos de imagens uti-
lizados. Define o ambiente de decisa˜o e apresenta os resultados dos treˆs experimentos
realizados, usando as curvas Receiver Operating Characteristic (ROC) e Cumulative
Match Characterist (CMC);
• Cap´ıtulo 6 : Apresenta o me´todo proposto para extrac¸a˜o de caracter´ısticas perma-
nentes da textura da ı´ris, detalhando o algoritmo utilizado para sua implementac¸a˜o.
Finalmente, mostra os resultados experimentais e a comparac¸a˜o entre os algoritmos;
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• Cap´ıtulo 7 : Resumo das implementac¸o˜es e dos resultados obtidos, principais conclu-
so˜es, contribuic¸o˜es, sugesto˜es de trabalhos futuros e artigos publicados.
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Segmentac¸a˜o
2.1 Introduc¸a˜o
O primeiro passo para o reconhecimento da ı´ris e´ a segmentac¸a˜o da imagem, isto e´,
isolar a regia˜o da ı´ris do restante da imagem que conte´m o olho. O sucesso da segmentac¸a˜o
depende da qualidade da imagem adquirida, pois padro˜es corrompidos da ı´ris podem gerar
modelos digitais pouco significativos, resultando em baixa taxa de reconhecimento [5].
Alguns fatores que podem alterar a qualidade da imagem sa˜o: a interfereˆncia da pa´lpe-
bra, dos c´ılios e da reflexa˜o especular que ocultam parte da informac¸a˜o contida na textura
da ı´ris, o baixo contraste entre a esclera, a ı´ris e a pupila que dificulta ou impossibilita a
correta detecc¸a˜o das bordas, ale´m de imagens sem foco que diminui a nitidez e a definic¸a˜o
das estruturas da ı´ris.
As duas pro´ximas sec¸o˜es descrevem em detalhes os dois principais me´todos de seg-
mentac¸a˜o: A transformada de Hough e o operador integro-diferencial. Em seguida sa˜o
mostrados outros me´todos apresentando o estado da arte das pesquisas e das te´cnicas
utilizadas em segmentac¸a˜o de ı´ris. Depois, mostra-se a implementac¸a˜o utilizada neste
trabalho. E finalmente, sa˜o apresentados os resultados obtidos usando as imagens dos
conjuntos CASIA-IRIS-Lamp e CASIA-IrisV1.
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2.2 Transformada de Hough
A maioria das te´cnicas de segmentac¸a˜o aproximam as bordas da ı´ris e da pupila por
c´ırculos e elipses. Dessa forma, a transformada de Hough pode ser utilizada para determinar
os paraˆmetros geome´tricos desses objetos. Alguns trabalhos que utilizam a aproximac¸a˜o
por c´ırculos e variac¸o˜es da transformada de Hough sa˜o bem conhecidos [8].
Nesta abordagem, a imagem da regia˜o do olho e´ transformada em um mapa de bordas
utilizando, por exemplo, o operador de Canny, como mostra a Figura 2.1. Cada ponto da
borda define um conjunto de c´ırculos. Estes c´ırculos sa˜o definidos para todos os valores
poss´ıveis de raio e sa˜o centrados nas coordenadas de cada ponto de borda, de acordo com
a Equac¸a˜o (2.1).
(x− x0)2 + (y − y0)2 = r2 (2.1)
onde x0 e y0 sa˜o as coordenadas do centro do c´ırculo, r e´ o raio do c´ırculo e x e y sa˜o as
coordenadas de um ponto pertencente ao c´ırculo.
(a) Imagem do olho. (b) Detecc¸a˜o de bordas. (c) Suavizac¸a˜o.
Figura 2.1: Detecc¸a˜o de bordas pelo me´todo de Canny.
Os pontos da equac¸a˜o que pertencem a` cada poss´ıvel c´ırculo recebe um voto no espac¸o
acumulador de Hough. O ponto ma´ximo no espac¸o de Hough corresponde a`s coordenadas
do centro e ao raio do melhor c´ırculo definido pelo mapa de bordas, conforme mostra a
Figura 2.2, adaptada de [17].
Alguns problemas podem ser encontrados na aplicac¸a˜o deste me´todo. A imagem de
bordas gerada e´ sens´ıvel a` escolha de um limiar. Dessa forma alguns pontos cr´ıticos podem
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(a) Imagem da borda. (b) Imagem dos votos. (c) Espac¸o acumulador.
Figura 2.2: Transformada de Hough para c´ırculos.
ser removidos resultando em falhas na detecc¸a˜o dos c´ırculos. Outro problema e´ o seu custo
computacional impossibilitando aplicac¸o˜es em tempo real [17].
2.3 Operador Integro-diferencial
Daugman usou o operador integro-diferencial para localizar a regia˜o circular da ı´ris,
da pupila e tambe´m dos arcos superior e inferior das pa´lpebras [1]. O operador integro-
diferencial e´ definido como mostrado na Equac¸a˜o (2.2).
max
(r,x0,y0)
∣∣∣∣∣Gσ(r) ∗
∂
∂r
∮
r,x0,y0
I(x, y)
2pir
ds
∣∣∣∣∣ (2.2)
em que: ∗ representa a operac¸a˜o de convoluc¸a˜o, Gσ(r) e´ uma func¸a˜o Gaussiana de suavi-
zac¸a˜o com escala σ, I(x, y) e´ a imagem do olho, r e´ o raio de busca e s e´ o contorno do
c´ırculo, descrito por r, x0, y0.
Variando o raio e a posic¸a˜o do centro do contorno circular, o operador integro-deferencial
busca a ma´xima mudanc¸a no valor dos pixels do caminho. O operador e´ aplicado iterati-
vamente com uma quantidade de suavizac¸a˜o progressivamente reduzida. O contorno das
pa´lpebras sa˜o localizados de maneira semelhante, com o caminho de integrac¸a˜o de um arco.
Apesar de na˜o existir problemas de escolha de limiar, o operador integro-diferencial e´
mais sens´ıvel a` ru´ıdo e pode falhar, por exemplo, quando a imagem apresenta reflexos [16].
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2.4 Estado da Arte
Outras abordagens para a segmentac¸a˜o tambe´m sa˜o encontradas. Pereira et al. [18]
utilizaram algoritmo gene´tico associado a` Transformada Circular de Hough (CHT) para
encontrar os paraˆmetros dos c´ırculos da ı´ris e da pupila com um tempo de processamento
adequado, tornando o processo menos oneroso computacionalmente. Lili e Mei [19] utiliza-
ram os principais picos em um histograma para distinguir a posic¸a˜o da pupila, da ı´ris e da
esclera. Xu et al. [20] dividiram a imagem do olho em uma malha retangular e utilizaram
a intensidade mı´nima me´dia para gerar um limiar de binarizac¸a˜o e encontrar a pupila. A
busca continua fora da regia˜o da pupila para encontrar a borda da ı´ris.
Bonney et al [21] encontraram a pupila utilizando operac¸o˜es com bits menos signifi-
cativos, erosa˜o e dilatac¸a˜o. A borda da ı´ris e´ encontrada calculando o desvio padra˜o nas
direc¸o˜es horizontal e vertical e as bordas da pupila e da ı´ris sa˜o modeladas como elipses.
El-Bakry [22] propoˆs uma rede neural para segmentar a ı´ris. He et al. [23] utilizaram o
me´todo de Viola para a classificac¸a˜o em cascata e detectaram a pupila, seguido de um
ajuste o´timo para determinar as bordas.
Alguns assuntos relacionados a segmentac¸a˜o ainda permanecem sendo estudados, como
por exemplo, o tratamento na˜o circular das bordas da ı´ris e da pupila, o tratamento de
ocluso˜es por c´ılios, pa´lpebras e reflexos e a segmentac¸a˜o robusta onde as imagens dos olhos
mostram o uso de lentes de contato e o´culos.
Em [5], Daugman utilizou a te´cnica de contorno ativo para modelar com maior preci-
sa˜o as bordas da pupila e da ı´ris. Kong and Zhang [24] apresentaram um me´todo para
verificar a presenc¸a dos c´ılios e das reflexo˜es especulares. Segundo eles, os c´ılios podem
ser diferenciados da textura da ı´ris ou obstruir parte da informac¸a˜o da ı´ris. Os resultados
obtidos apresentaram uma melhora de 3% na Taxa de Erro Igual (EER). Huang et al. [12]
utilizaram um me´todo baseado em fusa˜o de bordas e regio˜es de informac¸a˜o para diminuir
o efeito do ru´ıdo ou ocluso˜es devido as pa´lpebras, os c´ılios e as reflexo˜es.
Cla´riton Rodrigues Bernadelli UFU
SEC¸A˜O 2.5 IMPLEMENTAC¸A˜O 12
2.5 Implementac¸a˜o
Foram utilizados neste trabalho o operador integro-diferencial, adaptado da implemen-
tac¸a˜o disponibilizada por Anirudh S. [25], e a transformada circular de Hough, baseada no
sistema proposto por Libor Masek [16], por se tratarem de abordagens mais tradicionais
de detecc¸a˜o.
Foi acrescentado uma etapa de reduc¸a˜o do espac¸o acumulador para melhorar o desem-
penho do sistema constru´ıdo e diminuir o tempo de processamento da transformada de
Hough. Esta etapa reduz sucessivamente o espac¸o acumulador desconsiderando regio˜es
com poucos votos [17].
Para a detecc¸a˜o das pa´lpebras Libor Masek utilizou a transformada de Hough linear
que encontra uma reta correspondente a` borda da pa´lpebra superior e uma reta correspon-
dente a` borda da pa´lpebra inferior. Uma terceira reta e´ enta˜o desenhada horizontalmente
interceptando a primeira no ponto de borda da ı´ris mais pro´ximo a` pupila. Este procedi-
mento e´ realizado para as pa´lpebras superior e inferior e sa˜o exclu´ıdas as regio˜es acima da
reta horizontal referente a` pa´lpebra superior e abaixo, referente a` pa´lpebra inferior. Este
processo, adaptado de [16], e´ mostrado na Figura 2.3.
Pode acontecer de na˜o existir em algumas imagens a oclusa˜o da ı´ris pelas pa´lpebras.
Assim, se o ma´ximo valor no espac¸o de Hough for menor do que um limiar preestabelecido,
enta˜o, nenhuma reta e´ identificada e isso representa uma na˜o oclusa˜o. Ale´m disso, uma
reta so´ e´ considerada se esta´ fora da regia˜o da pupila e dentro da regia˜o da ı´ris.
Ale´m disso, Libor Masek [16] utilizou uma te´cnica baseada no estabelecimento de um
limiar para isolar os c´ılios. Ele considerou que os c´ılios sa˜o sempre mais escuros quando
comparados com o resto da imagem. Assim, todos os pixels da imagem com tom de cinza
mais escuro do que o limiar estabelecido sa˜o considerados pixels pertencentes aos c´ılios e
sa˜o exclu´ıdos.
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(a) Imagem original. (b) Detecc¸a˜o das pa´lpebras.
(c) Retas horizontais. (d) Exclusa˜o das regio˜es.
Figura 2.3: Processo de exclusa˜o das pa´lpebras.
2.6 Resultados
Como primeiro esta´gio, a segmentac¸a˜o da ı´ris e´ muito importante para o sistema de
reconhecimento. Se a regia˜o da ı´ris na˜o for segmentada corretamente, possivelmente os ru´ı-
dos causados pelos c´ılios, pa´lpebras, reflexo˜es especulares e outras regio˜es na˜o pertencentes
a` ı´ris resultara˜o no deterioramento da performance do sistema.
Para o sistema que utiliza a transformada de Hough, os raios de busca da pupila e da
ı´ris sa˜o inseridos manualmente, assim como os limiares para o mapa de bordas e para a
detecc¸a˜o dos c´ılios. Para o banco de imagens CASIA-IrisV1, o raio de busca da pupila
variou de 28 a 75 pixels e o da ı´ris variou de 80 a 150 pixels. Os mesmos valores foram
utilizados para o banco de imagens CASIA-IRIS-Lamp.
O limiar para o mapa de bordas utilizado foi 0, 2 e, conforme a implementac¸a˜o de
Libor Masek, o gradiente na direc¸a˜o horizontal do mapa de bordas foi desconsiderado,
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pois normalmente as pa´lpebras ficam alinhadas nesta direc¸a˜o e nem todos os pontos sa˜o
necessa´rios para detectar o c´ırculo, tornando a transformada de Hough mais ra´pida. O
limiar utilizado para separar os c´ılios foi de 100 e 50 para os conjuntos CASIA-IrisV1 e
CASIA-IRIS-Lamp, respectivamente.
Utilizando estes valores e por inspec¸a˜o visual o sistema segmentou corretamente 85% e
75% das imagens dos conjuntos CASIA-IrisV1 e CASIA-IRIS-Lamp, respectivamente. A
detecc¸a˜o dos c´ılios e das pa´lpebras apresentou resultados satisfato´rios para a maioria das
imagens, como mostrado na Figura 2.4.
(a) CASIA-IRIS-Lamp. Detecc¸a˜o
considerada correta.
(b) CASIA-IRIS-Lamp. Detecc¸a˜o
considerada correta.
(c) CASIA-IrisV1. Detecc¸a˜o con-
siderada correta.
(d) CASIA-IrisV1. Detecc¸a˜o
considerada correta..
Figura 2.4: Imagens da ı´ris segmentada.
A Figura 2.5 mostra algumas falhas na segmentac¸a˜o. Geralmente a segmentac¸a˜o falha
nas imagens com baixo contraste entre a pupila e a ı´ris e entre a ı´ris e a esclera. Entre-
tanto, problemas mais graves ocorrem quando os c´ılios e as pa´lpebras na˜o sa˜o detectados
corretamente e quando a forma circular na˜o corresponde a` forma da ı´ris e da pupila, pois
nestes casos, parte da informac¸a˜o da ı´ris e´ perdida, comprometendo as etapas posteriores
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no processo de reconhecimento.
(a) CASIA-IRIS-Lamp. Cı´lios e
pa´lpebras na˜o foram detectados
corretamente.
(b) CASIA-IRIS-Lamp. Baixo
contraste entre ı´ris e esclera.
(c) CASIA-IrisV1. Cı´lios e pa´l-
pebras na˜o foram detectados cor-
retamente.
(d) CASIA-IrisV1. Baixo con-
traste entre a ı´ris e a esclera.
Figura 2.5: Falhas no processo de segmentac¸a˜o.
O sistema que utilizou o operador integro-diferencial na˜o apresentou resultados satisfa-
to´rios. Ale´m do tempo excessivo de processamento, a taxa de segmentac¸a˜o correta para os
conjuntos de imagens utilizados foi na faixa de 45 a` 52%. Essa taxa foi considerada muito
baixa.
2.7 Considerac¸o˜es Finais do Cap´ıtulo
Neste cap´ıtulo foram abordados o operador integro-diferencial e a transformada de
Hough, principais te´cnicas de segmentac¸a˜o, responsa´veis por isolar a regia˜o da ı´ris do
restante da imagem que conte´m o olho. Outras abordagens para a etapa de segmentac¸a˜o
foram apresentadas na sec¸a˜o 2.4.
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Na sec¸a˜o 2.5 foram definidas as estrate´gias de detecc¸a˜o das bordas da ı´ris e da pupila
e o tratamento de ocluso˜es. E finalmente, a sec¸a˜o 2.6 mostra os resultados obtidos na
segmentac¸a˜o das imagens pertencentes aos bancos CASIA-IrisV1 e CASIA-IRIS-Lamp.
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Normalizac¸a˜o
3.1 Introduc¸a˜o
Apo´s a segmentac¸a˜o, o pro´ximo passo e´ organizar a informac¸a˜o contida na ı´ris de forma
a permitir futuras verificac¸o˜es e identificac¸o˜es. Entre as imagens a serem comparadas pode
existir um grande nu´mero de inconsisteˆncias dimensionais, como por exemplo, a deformac¸a˜o
da ı´ris causada pelo reflexo pupilar a` luz, a variac¸a˜o da distaˆncia da imagem, a rotac¸a˜o da
caˆmera, a inclinac¸a˜o da cabec¸a e a rotac¸a˜o dos olhos [16].
A grande maioria dos estudos e dos sistemas propostos utilizam a normalizac¸a˜o para
produzir imagens com dimenso˜es constantes [15]. Dentre os me´todos de normalizac¸a˜o mais
utilizados esta´ o modelo homogeneous rubber sheet proposto por Daugman [14]. Neste mo-
delo, o sistema assume que as caracter´ısticas utilizadas no processo de reconhecimento esta˜o
na mesma posic¸a˜o espacial, inclusive para imagens sob diferentes condic¸o˜es de iluminac¸a˜o,
rotac¸a˜o e distaˆncia da caˆmera.
A pro´xima sec¸a˜o descreve o modelo de normalizac¸a˜o proposto por Daugman, pois este
trabalho utiliza uma versa˜o deste modelo. Em seguida, sa˜o mostrados outros me´todos
apresentando o estado da arte das pesquisas e das te´cnicas utilizadas em normalizac¸a˜o
da ı´ris. Depois, descreve-se a implementac¸a˜o utilizada neste trabalho. E, finalmente, sa˜o
apresentados os resultados obtidos com as imagens dos conjuntos CASIA-IRIS-Lamp e
CASIA-IrisV1.
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

x(ρ, θ) = (1− ρ)xp(θ) + ρxi(θ)
y(ρ, θ) = (1− ρ)yp(θ) + ρyi(θ)
(3.3)
com 

xp(θ) = xcp + rp cos(θ)
yp(θ) = ycp + rp sen(θ)
(3.4)


xi(θ) = xci + ri cos(θ)
yi(θ) = yci + ri sen(θ)
(3.5)
em que: I(x, y) e´ a imagem da regia˜o da ı´ris, (x, y) sa˜o coordenadas cartesianas originais,
(ρ, θ) sa˜o coordenadas polares normalizadas correspondentes, (xp, yp) e (xi, yi) sa˜o coorde-
nadas da borda da pupila e da ı´ris na direc¸a˜o θ, enquanto (xcp, ycp) e rp sa˜o coordenadas
do centro da pupila e (xci, yci) e ri sa˜o coordenadas do centro da ı´ris.
3.3 Estado da Arte
Outros pesquisadores notaram que a dilatac¸a˜o da ı´ris afeta a qualidade da correspon-
deˆncia entre as imagens de um mesmo olho e, apesar de uma boa aproximac¸a˜o, o modelo
homogeneous rubber sheet na˜o descreve o verdadeiro movimento da ı´ris por se tratar de
um movimento na˜o linear [15], [9] e [13]. Dessa forma, e´ necessa´rio modelar a deformac¸a˜o
da ı´ris para, enta˜o aplicar a normalizac¸a˜o na˜o linear. Va´rios modelos de deformac¸a˜o na˜o
linear da ı´ris foram propostos [12], [13] e [26].
Existem ainda alguns trabalhos que evitam os tradicionais processos de normalizac¸a˜o.
Birgale et. al. [27] propuseram a utilizac¸a˜o de diferentes ma´scaras para filtrar as informa-
c¸o˜es contidas na ı´ris e compara seu me´todo com o proposto por Daugman. Li e Xie [28]
propuseram um me´todo baseado na extrac¸a˜o parcial da informac¸a˜o contida na ı´ris. Eles
utilizaram imagens isome´tricas, consideraram a posic¸a˜o do centro da pupila e o tamanho
do raio da ı´ris fixos para coletar pontos equidistantes.
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3.4 Implementac¸a˜o
A etapa de normalizac¸a˜o utilizada neste trabalho e´ a mesma desenvolvida por Libor
Masek [16] onde, como mostra a Figura 3.2, uma determinada quantidade de pontos e´ sele-
cionada uniformemente ao longo de cada linha radial, considerando o centro da pupila como
ponto de refereˆncia. Essa quantidade de pontos representa a resoluc¸a˜o radial que define a
dimensa˜o vertical da representac¸a˜o retangular. A quantidade de linhas radiais representa
a resoluc¸a˜o angular que define a dimensa˜o horizontal da representac¸a˜o retangular.
Figura 3.2: Normalizac¸a˜o com resoluc¸a˜o radial igual a 10 pixels e resoluc¸a˜o angular igual
a 40 pixels.
Como as regio˜es da pupila e da ı´ris podem ser na˜o conceˆntricas, Libor Masek [16]
sugeriu, a utilizac¸a˜o da Equac¸a˜o (3.6) para redimensionar os pontos dependendo do valor
do aˆngulo θ.
r′ =
√
αβ ±
√
αβ2 − α− r2I (3.6)
com α = o2x + o
2
y e β = cos(pi − arctan( oyox )− θ).
A Equac¸a˜o (3.6) fornece o raio da regia˜o da ı´ris em func¸a˜o do aˆngulo θ, em que ox e
oy representam o deslocamento do centro da pupila em relac¸a˜o ao centro da ı´ris, r
′ e´ a
distaˆncia entre as bordas da pupila e da ı´ris para um determinado valor de θ e rI e´ o raio
da ı´ris.
Para garantir uma dimensa˜o constante na representac¸a˜o retangular, e´ selecionado um
nu´mero constante de pontos ao longo de cada linha radial, independente da largura da
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regia˜o entre as bordas da pupila e da ı´ris para determinado aˆngulo.
O me´todo utilizado para a localizac¸a˜o da ı´ris pode na˜o apresentar uma precisa˜o perfeita,
assim, para tentar evitar que a´reas na˜o pertencentes a` ı´ris sejam utilizadas na representac¸a˜o
normalizada, sa˜o desconsiderados os pontos da borda da pupila e da ı´ris.
Uma vez obtidas as posic¸o˜es radial e angular dos pontos selecionados, sa˜o encontradas as
coordenadas cartesianas correspondentes, utilizando a Equac¸a˜o (3.3). A sa´ıda normalizada
e´ gerada ao extrair os valores de intensidade de tons de cinza da imagem original nas
posic¸o˜es cartesianas obtidas.
Segundo Daugman [1] e [14] , esse procedimento, ale´m de considerar o fato da pupila e da
ı´ris na˜o serem conceˆntricas, tambe´m elimina os problemas da dilatac¸a˜o da pupila e do zoom
da imagem, gerando uma sa´ıda representativa da regia˜o da ı´ris com dimenso˜es constantes.
Pore´m, este me´todo na˜o compensa as inconsisteˆncias rotacionais da imagem do olho. Neste
trabalho, seguindo o procedimento adotado por Libor Masek [16], tais inconsisteˆncias sa˜o
tratadas na fase de comparac¸a˜o, onde a template de uma ı´ris e´ deslocada na direc¸a˜o de θ
ate´ que as templates das duas iris fiquem alinhados.
Para marcar os pixels pertencentes a`s pa´lpebras e aos c´ılios, que foram detectados na
etapa de localizac¸a˜o e interferem na regia˜o da ı´ris, uma ma´scara de ru´ıdos e´ gerada com a
mesma dimensa˜o da representac¸a˜o retangular da ı´ris. Para gerar esta ma´scara os pontos
que foram identificados como ru´ıdo na etapa de segmentac¸a˜o recebem o valor 1, enquanto
todos os outros pixels sa˜o representados pelo valor 0.
3.5 Resultados
A Figura 3.3 mostra o resultado da etapa de normalizac¸a˜o. A Figura 3.4 mostra a
normalizac¸a˜o da imagem do mesmo olho, pore´m observa-se que a pupila da imagem superior
e´ menor e que o processo de normalizac¸a˜o retorna imagens retangulares com dimenso˜es
20 × 240 pixels, constantes para as duas iris. Nesta etapa, segundo Daugman [1], a u´nica
inconsisteˆncia entre as imagens e´ a rotacional que sera´ corrigida no etapa de comparac¸a˜o.
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(a) Pixels selecionados na ima-
gem original para a gerac¸a˜o da re-
presentac¸a˜o retangular da ı´ris.
(b) Representac¸a˜o retangular da regia˜o da ı´ris
com dimenso˜es de 20× 240 pixels.
(c) Ma´scara de ru´ıdos com dimenso˜es de 20 ×
240 pixels. A parte branca representa as regio˜es
que teˆm interfereˆncia das pa´lpebras e c´ılios.
Figura 3.3: Resultado da aplicac¸a˜o do algoritmo de normalizac¸a˜o em uma imagem.
(a) Imagem da ı´ris com pupila
menor.
(b) Representac¸a˜o retangular da regia˜o da ı´ris
com dimenso˜es de 20× 240 pixels.
(c) Ma´scara de ru´ıdos com dimenso˜es de 20 ×
240 pixels. A parte branca representa as regio˜es
que teˆm interfereˆncia das pa´lpebras e c´ılios.
(d) Imagem da ı´ris com pupila
maior.
(e) Representac¸a˜o retangular da regia˜o da ı´ris
com dimenso˜es de 20× 240 pixels.
(f) Ma´scara de ru´ıdos com dimenso˜es de 20 ×
240 pixels. A parte branca representa as regio˜es
que teˆm interfereˆncia das pa´lpebras e c´ılios.
Figura 3.4: Normalizac¸a˜o das imagens de duas ı´ris em instantes diferentes.
3.6 Considerac¸o˜es Finais do Cap´ıtulo
Neste cap´ıtulo foi abordado o modelo de normalizac¸a˜o homogeneous rubber sheet pro-
posto por Daugman [14]. Outras abordagens para a etapa de normalizac¸a˜o foram apresen-
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tadas na sec¸a˜o 3.3.
Na sec¸a˜o 3.4 foram definidas a resoluc¸a˜o radial e a resoluc¸a˜o angular do processo de
amostragem. Foi apresentada a representac¸a˜o retangular e a ma´scara de ru´ıdo. E, final-
mente, a sec¸a˜o 3.5 mostra os resultados obtidos na normalizac¸a˜o das imagens pertencentes
aos bancos CASIA-IrisV1 e CASIA-IRIS-Lamp.
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Codificac¸a˜o e Comparac¸a˜o
4.1 Introduc¸a˜o
A ana´lise da textura da ı´ris e´ a a´rea mais popular da pesquisa em reconhecimento
biome´trico. Basicamente, a maioria dos trabalhos utilizam algum tipo de filtro para obter
uma representac¸a˜o bina´ria da ı´ris, chamada de co´digo da ı´ris ou enta˜o geram um vetor com
caracter´ısticas da ı´ris representadas por nu´meros reais. Para aumentar a precisa˜o apenas
as caracter´ısticas mais significativas devem ser codificadas e comparadas [29].
A comparac¸a˜o e´ realizada utilizando uma me´trica capaz de medir o grau de similaridade
entre os co´digos. A comparac¸a˜o intraclasse ocorre quando os co´digos da mesma ı´ris sa˜o
comparados, e a comparac¸a˜o interclasse ocorre quando os co´digos de iris diferentes sa˜o
comparados. Para esses dois casos, a me´trica deve retornar uma faixa de valores distintos
e separados para que a decisa˜o de aceitar ou rejeitar a comparac¸a˜o tenha alto grau de
confiabilidade [1] e [29].
A pro´xima sec¸a˜o descreve os filtros de Gabor utilizados por Daugman, pois este trabalho
utiliza uma versa˜o deste modelo. Depois e´ mostrado o ca´lculo da distaˆncia de Hamming
que tambe´m foi usada por Daugman como me´trica. Em seguida, sa˜o descritos outros
me´todos apresentando o estado da arte das pesquisas e das te´cnicas utilizadas em extrac¸a˜o
de caracter´ısticas da ı´ris e a implementac¸a˜o utilizada neste trabalho. E, finalmente, sa˜o
apresentados os resultados obtidos com as imagens dos conjuntos CASIA-IRIS-Lamp e
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CASIA-IrisV1.
4.2 Filtros de Gabor
Os filtros de Gabor sa˜o um conjunto de func¸o˜es Gaussianas moduladas por func¸o˜es
sinusoidais complexas, bidimensionais e capazes de extrair atributos que caracterizam dife-
rentes tipos de texturas descritas pela frequeˆncia e orientac¸a˜o. A Equac¸a˜o (4.1) representa
uma famı´lia de func¸o˜es de Gabor.
G(x, y) =
1
2piσxσy
e
[− 1
2
( x
2
σ2x
+ y
2
σ2y
)]
e(2pijfx) (4.1)
Na Equac¸a˜o (4.1), a parte real e a imagina´ria sa˜o conhecidas, respectivamente, como
componente de simetria par e componente de simetria ı´mpar. A parte real e´ representada
por uma cossenoide modulada por uma Gaussiana e a parte imagina´ria e´ representada por
uma senoide tambe´m modulada por uma Gaussiana. A frequeˆncia central e´ determinada
pela frequeˆncia da exponencial complexa e a largura de faixa do filtro e´ determinada pela
largura da Gaussiana [16].
Daugman utilizou uma versa˜o 2D do filtro de Gabor para codificar a informac¸a˜o contida
na textura da ı´ris. O filtro de Gabor 2D no o domı´nio (x, y) da imagem e´ mostrado na
Equac¸a˜o (4.2).
G(x, y) = e−pi[(x−x0)
2/α2+(y−y0)2/β2]e−2pii[u0(x−x0)+v0(y−y0)] (4.2)
em que: (x0, y0) e´ uma a posic¸a˜o na imagem, (α, β) a largura e o comprimento eficaz e
(u0, v0) e´ a modulac¸a˜o que possui frequeˆncia espacial ω0 =
√
u20 + v
2
0.
Entretanto, conforme descrito em [16], o filtro de Gabor possui algumas limitac¸o˜es.
Sempre que a largura de faixa do filtro de Gabor for maior do que uma oitava, a componente
de simetria par ira´ possuir uma componente dc devido a` sobreposic¸a˜o das caudas das
gaussianas. Uma alternativa para resolver esse problema e´ o filtro Log-Gabor.
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Neste caso, a Gaussiana e´ representada em uma escala logar´ıtmica e assim, e´ poss´ıvel
obter uma componente dc igual a zero para qualquer largura de faixa utilizada. A resposta
em frequeˆncia do filtro Log-Gabor e´ obtida pela Equac¸a˜o (4.3).
G(f) = e
−(log(f/fc))
2
2(log(σ/fc))2 (4.3)
em que: fc e´ a frequeˆncia central e σ e´ a largura de faixa do filtro.
4.3 Distaˆncia de Hamming
Diversas me´tricas podem ser utilizadas para comparac¸a˜o. As mais populares sa˜o a
distaˆncia de Hamming (HD), a distaˆncia euclidiana ponderada e a correlac¸a˜o normalizada.
Va´rios trabalhos utilizam a distaˆncia de Hamming, por exemplo, os de John Daugman
[1], de Vatsa et al. [30] e de Li Ma et al. [3]. Essa distaˆncia fornece uma medida da
quantidade de bits que sa˜o comuns entre duas templates comparadas. Ela e´ definida como
a soma dos bits discordantes ao longo do nu´mero total de bits N .
HD =
1
N
N∑
j=1
Xj ⊕ Yj (4.4)
em que: Xj e Yj sa˜o os bits dos dois padro˜es e ⊕ e´ a operac¸a˜o de ou exclusivo.
Se dois padro˜es de bits sa˜o completamente independentes, tais como modelos gerados a
partir de diferentes iris, a distaˆncia de Hamming entre os dois padro˜es deve ser igual a 0, 5.
Isso ocorre porque a independeˆncia entre os dois padro˜es de bits e´ totalmente aleato´ria,
com 50% de chance para qualquer bit 0 ou 1. Portanto, metade dos bits va˜o concordar
e metade va˜o discordar entre os dois padro˜es. Se dois padro˜es sa˜o derivados das mesmas
ı´ris, a distaˆncia de Hamming entre eles sera´ pro´xima de 0, uma vez que eles sa˜o altamente
correlacionados e os bits devem concordar entre os dois co´digos de ı´ris [1] e [16].
A distaˆncia euclidiana ponderada pode ser utilizada quando as templates sa˜o compostas
de valores inteiros. Ela fornece uma medida da similaridade de um conjunto de valores
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provenientes de dois templates. Esta te´cnica foi empregada por Zhu et al. [31]. A correlac¸a˜o
normalizada foi utilizada como me´trica para comparac¸a˜o de duas templates por Wildes et
al. [26] e por Kim et al [32].
4.4 Estado da Arte
4.4.1 Ana´lise e representac¸a˜o da textura da ı´ris
Muitos tipos de filtros ja´ foram sugeridos para a extrac¸a˜o das caracter´ısticas da ı´ris.
Sun et al [33] utilizaram o filtro Gaussiano convolu´ıdo com o vetor gradiente da imagem
da ı´ris. Eles quantizaram o aˆngulo da sa´ıda do filtro em seis quadrantes e na˜o em quatro
com fez Daugman.
Ma et al. [34] utilizaram a transformada de wavelet para desenvolver um co´digo bina´rio
a partir da informac¸a˜o contida na regia˜o mais interna da ı´ris. O me´todo proposto e´ compa-
rado com outros me´todos dos mesmos autores e com os me´todos de Daugman [1], Wildes
[26], e Boles e Boashash [35], sem a detecc¸a˜o da pa´lpebra e dos c´ılios. Como resultado
e´ relatado que o me´todo atingiu 0, 07% de taxa de erro global, e 0, 09% de erro para a
comparac¸a˜o entre as imagens adquiridas com aproximadamente um meˆs de diferenc¸a.
Chenhong e Zhaoyang [36] convolu´ıram a imagem da ı´ris com um filtro Laplaciano-
Gaussiano. Eles utilizaram esse filtro para encontrar pontos na imagem que sa˜o relativa-
mente mais escuros do que as regio˜es circundantes. Um co´digo de ı´ris e´ enta˜o constru´ıdo
com base na presenc¸a ou na auseˆncia de manchas.
Chou et. al. [37] utilizaram filtros derivados do Laplaciano-Gussiano. Uma medida
da distaˆncia entre duas imagens da ı´ris e´ enta˜o representada pela relac¸a˜o entre o nu´mero
de pixels correspondentes em que os mapas de borda descordam dividido pelo nu´mero no
qual eles concordam. Eles sugerem um algoritmo gene´tico para encontrar os paraˆmetros
do filtro.
Yao et al. [38] utilizaram filtros Log-Gabor modificados, pois os filtros Log-Gabor sa˜o
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estritamente passa banda e os filtros de Gabor na˜o sa˜o. Eles afirmaram que os filtros
de Gabor comuns representam fielmente componentes naturais de alta frequeˆncia e que a
utilizac¸a˜o do filtro modificado melhora a EER de 0, 36% para 0, 28%.
Alguns trabalhos recomendam a utilizac¸a˜o da Wavelet Packet Decomposition (WPD)
ao inve´s da transformada wavelet padra˜o (DWT). Rydgren et al. [39] afirmaram que a
abordagem da WPD pode ser uma boa alternativa, uma vez que oferece uma divisa˜o mais
detalhada do plano de frequeˆncia. Eles consideraram va´rios tipos diferentes de ondas: Haar,
Daubechies, bi-ortogonal, coiflet e symlet e relataram que o desempenho para a wavelet
Gabor e´ superior. Os resultados experimentais foram obtidos utilizando 82 imagens de um
total de 33 ı´ris diferentes.
Krichen et al. [40] tambe´m consideraram a WPD. Eles relataram que para seu pro´prio
conjunto de imagens capturadas com luz vis´ıvel, o desempenho da WPD e´ melhor quando
comparado com a abordagem cla´ssica DWT, mas que, para o conjunto de imagem CASIA
1 que utiliza luz infravermelha, os dois me´todos teˆm desempenho similar.
O desempenho de um sistema de reconhecimento de ı´ris na˜o depende somente do filtro
escolhido, mas tambe´m dos paraˆmetros e das escalas utilizadas no filtro. Thornton et al.
[41] realizaram uma comparac¸a˜o detalhada com sete tipos diferentes de filtros e relataram
que wavelets de Gabor sa˜o filtros de banda mais discriminantes para os padro˜es da ı´ris.
Pore´m, essas wavelets sa˜o altamente dependentes dos paraˆmetros que determinam a sua
forma espec´ıfica.
Huang e Hu [42] apresentaram uma abordagem para encontrar a escala correta para a
ana´lise de imagens da ı´ris. Eles realizaram uma ana´lise wavelet em mu´ltiplas escalas para
encontrar cruzamentos por zero e extremos locais e determinaram que a escala apropri-
ada para uma transformada wavelet deve estar entre 0 e 6, minimizando a distaˆncia de
Hamming.
Outros pesquisadores tambe´m adotaram wavelets, mas em vez de utilizar a sa´ıda da
transformada para construir um vetor bina´rio de caracter´ıstica, mantiveram como sa´ıda
um vetor de valores reais e utilizaram me´tricas diferentes da distaˆncia de Hamming para
comparac¸a˜o.
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Sanchez-Avila e Sanchez-Reillo [43] codificaram a textura da ı´ris considerando um con-
junto de sinais 1D a partir de regio˜es anulares da ı´ris. A transformada wavelet e´ realizada
neste sinal 1D e uma representac¸a˜o zero-crossing e´ extra´ıda. A distaˆncia euclidiana dos
valores de caracter´ısticas originais, a distaˆncia de Hamming dos valores de caracter´ısticas
binarizados e uma medida de distaˆncia mais diretamente relacionadas com a representac¸a˜o
de cruzamento por zero sa˜o comparadas. Eles conclu´ıram que a abordagem de Daugman,
usando filtros de Gabor, possui melhor desempenho do que a abordagem de passagens por
zero. Eles tambe´m relataram que a abordagem dos cruzamentos por zero e´ mais ra´pida do
que a abordagem de Daugman.
Alim e Sharkas [44] testaram quatro me´todos diferentes: coeficientes de fase Gabor,
histograma de coeficientes de fase, decomposic¸a˜o em quatro e seis n´ıveis da wavelet Dau-
bechies, e a transformac¸a˜o de cosseno discreta (DCT). A sa´ıda de cada me´todo de extrac¸a˜o
de caracter´ıstica e´ enta˜o usada para treinar uma rede neural. O melhor desempenho,
com 96% de reconhecimento, foi encontrado utilizando a DCT e uma rede neural com 50
neuroˆnios de entrada e 10 neuroˆnios escondidos.
Jang et al. [45] utilizaram a transformada wavelet de Daubechies para compor a imagem
em sub-bandas. A me´dia, a variaˆncia, o desvio padra˜o e a energia encontradas a partir do
histograma de n´ıvel de cinza das sub-bandas sa˜o utilizados como vetores de caracter´ısticas.
Eles testaram dois algoritmos de correspondeˆncia diferentes e conclu´ıram que o me´todo
support vector machine (SVM) tem melhor desempenho do que a distaˆncia euclidiana
simples.
Um outro grupo de trabalho combinou os dois diferentes tipos de vetores de caracter´ıs-
ticas. Por exemplo, Sun et al. [46] utilizaram um sistema em cascata em que a primeira
fase e´ um classificador tradicional baseado no trabalho de Daugman. Se a semelhanc¸a entre
as iris esta´ acima de um limite e´ aceita a verificac¸a˜o. Caso contra´rio, se a similaridade esta´
abaixo de um limiar e´ rejeitada a verificac¸a˜o. Se a semelhanc¸a esta´ entre os limiares, a
decisa˜o e´ passada para um segundo classificador baseado em cruzamentos por zero.
Existem me´todos estat´ısticos que podem ser utilizados como uma alternativa ou com-
plemento a` wavelets na extrac¸a˜o de caracter´ısticas. Huang et al. [47] utilizaram ana´lise de
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componentes independentes (ICA) para a extrac¸a˜o de caracter´ısticas. Dorairaj et al. [48]
usaram ana´lise de componentes principais (PCA) e ana´lise de componentes independentes
(ICA). No entanto, ao contra´rio de Huang et al. [47], eles aplicaram o PCA e a ICA em
toda a regia˜o da ı´ris ao inve´s de pequenas janelas.
Ma et al. [49] utilizaram uma variante do filtro Gabor em duas escalas para analisar a
textura da ı´ris. Eles usaram discriminante linear de Fisher para reduzir as 1.536 caracte-
r´ısticas originais dos filtros de Gabor para um vetor de caracter´ısticas de tamanho 200. Os
resultados experimentais mostraram que o me´todo proposto apresenta resultados ta˜o bons
como a implementac¸a˜o do algoritmo proposto por Daugman. Os resultados experimentais
sa˜o apresentados utilizando curvas ROC, com intervalos de confianc¸a de 95%.
Chu et al. [50] utilizaram Linear Prediction Cepstral Coeficientes (LPCC)e Linear
Discriminant Analysis (LDA) para extrair as caracter´ısticas da ı´ris. LPCC e´ um algoritmo
que e´ comumente utilizado para a extrac¸a˜o de caracter´ısticas em sinais de voz. Para
correspondeˆncia, eles usaram uma rede neural probabil´ıstica otimizada.
Algumas pesquisas consideram as deformac¸o˜es na˜o-lineares da ı´ris que ocorrem quando
a pupila dilata. Thornton et al. [13] encontraram a estimativa ma´xima de probabilidade a
posteriori dos paraˆmetros da deformac¸a˜o relativa entre um par de imagens. Eles utilizam
dois me´todos para extrair informac¸o˜es de textura da imagem: Wavelet de fase e filtros de
correlac¸a˜o. Os testes desse algoritmo e´ realizado utilizando os banco de dados CASIA 1
e Carnegie Mellon University. Os resultados mostraram que a estimativa da deformac¸a˜o
relativa entre as duas imagens melhora o desempenho, na˜o importa qual o banco de dados e´
usado, independentemente se sa˜o utilizados co´digos de fase wavelet ou filtros de correlac¸a˜o.
Como citado anteriormente, Wei et al. [15] modelaram o movimento na˜o linear da
ı´ris como uma soma de estiramento linear e um termo de desvio Gaussiano. Esse modelo
tambe´m resulta em melhoria no modelo linear simples.
Alguns trabalhos relataram me´todos u´nicos de extrac¸a˜o de caracter´ısticas que na˜o se-
guem as principais tendeˆncias. Takano et al. [51] evitaram o uso de qualquer tipo trans-
formada. Eles usaram redes neurais e a pro´pria imagem normalizada da ı´ris como vetor de
caracter´ıstica.
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Ives et al. [52] compararam os histogramas normalizados das imagens segmentadas.
Segundo eles, a estreita correspondeˆncia entre os histogramas permite a verificac¸a˜o de
identidade. Uma motivac¸a˜o para esta abordagem e´ que o histograma correspondente evita
a necessidade de utilizar o co´digo da ı´ris, e assim pode permitir um reconhecimento mais
ra´pido. No entanto, o EER relatado a partir de experieˆncias usando o conjunto de dados
CASIA 1 e´ de 14%.
Gu et al. [53] utilizaram decomposic¸a˜o em piraˆmide para decompor uma imagem da ı´ris
em um conjunto de sub-bandas. Em seguida, e´ aplicado um estimador de dimensa˜o fractal
em cada sub-banda da imagem, obtendo-se um conjunto de caracter´ısticas faixa-a-faixa
que medem a auto-similaridade em uma base. Hosseini et al. [54] utilizaram uma te´cnica
de ana´lise de formas. Formas de exemplo detectadas na ı´ris sa˜o representadas utilizando
func¸o˜es de raio-vetor e func¸o˜es de apoio.
4.4.2 Ana´lise e representac¸a˜o da correspondeˆncia entre co´digos
de ı´ris
Analisando especificamente o processo de comparac¸a˜o, uma se´rie de artigos mostraram
que o desempenho pode ser melhorado usando mu´ltiplas imagens da mesma ı´ris. Du [55] re-
alizou experimentos utilizando uma, duas e treˆs imagens inscritas de uma determinada ı´ris.
As taxas de reconhecimento resultantes foram de 98, 5%, 99, 5% e 99, 8% respectivamente.
Liu e Xie [56] apresentaram um algoritmo que utiliza a ana´lise discriminante linear
direta (DLDA). Ao testar o seu algoritmo em 1.200 imagens do conjunto de dados CA-
SIA 2, eles mostraram que o desempenho do reconhecimento aumenta dramaticamente se
aumentar de duas amostras de treinamento para quatro amostras de treinamento, e, em
seguida, de forma incremental de 4 para 8.
Ma et al. [49] sugeriram analisar va´rias imagens inscritas e manter a de melhor quali-
dade. Em outro trabalho os mesmos autores utilizaram um vetor de caracter´ısticas formado
pela me´dia de treˆs modelos da mesma classe. Krichen et al. [57] sugeriram o valor mı´nimo
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ao inve´s do valor me´dio para formar o vetor de caracter´ısticas baseado nos treˆs modelos,
pois geralmente pode ocorrer erros at´ıpicos na formac¸a˜o de algum modelo.
Hollingsworth et al. [10] utilizaram va´rios co´digos do mesmo olho para avaliar quais bits
sa˜o os bits mais consistentes no co´digo ı´ris. Eles sugeriram mascarar os bits inconsistentes
no co´digo da ı´ris para melhorar o desempenho. Roy e Bhattacharya [58] utilizaram seis
imagens de cada ı´ris para treinar um classificador baseado em ma´quina de vetores de
suporte (SVM).
Alguns trabalhos recomendaram que parte da ı´ris, como por exemplo a regia˜o mais
pro´xima da pupila, pode ser mais u´til do que a regia˜o mais externa, pro´xima a´ esclera.
Sanchez-Reillo e Sanchez-Avila [59] dividiram a ı´ris em quatro partes (superior, inferior,
esquerda e direita) e as porc¸o˜es superior e inferior sa˜o desconsideradas devido a` poss´ıvel
oclusa˜o.
Ma et al. [60] escolheram uma parte diferente da ı´ris. Eles usaram treˆs quartos da
regia˜o da ı´ris mais pro´ximo da pupila. Pereira et al. [18] na˜o utilizaram uma selec¸a˜o
uniforme dos pixels da ı´ris. Eles dividiram a ı´ris em 10 regio˜es anulares e um algoritmo
gene´tico seleciona os pontos que resulta na maior decidibilidade.
Outros trabalhos acrescentaram etapas ao processo de reconhecimento que sa˜o capazes
de selecionar um subconjunto mais adequado de imagens inscritas no sistema. Qui et al.
[61] dividiram as imagens em categorias com base em caracter´ısticas visuais. Eles usaram
um algoritmo K-means para determinar qual categoria uma ı´ris pertence e obtiveram uma
taxa de classificac¸a˜o correta de 95% em suas cinco categorias.
Yu et al. [62] calcularam a dimensa˜o fractal de uma zona superior e de uma zona
inferior da imagem da ı´ris e utilizaram dois limiares para classificar a ı´ris em uma das
quatro categorias. Usando um pequeno nu´mero de regras de classificac¸a˜o, eles obtiveram
uma classificac¸a˜o correta em 98% usando 872 imagens de 436 ı´ris.
Ainda existem va´rios autores que contribu´ıram para o desenvolvimento de uma teoria
da tomada de deciso˜es no contexto de co´digos bina´rios. Daugman e Downing [63] descre-
veram um experimento para determinar a variabilidade estat´ıstica dos padro˜es da ı´ris. Seu
experimento avalia 2, 3 milho˜es de comparac¸o˜es entre diferentes pares de ı´ris. A distaˆncia
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me´dia de Hamming entre duas ı´ris diferentes e´ 0, 499, com um desvio padra˜o de 0, 032.
Esta distribuic¸a˜o segue de perto uma distribuic¸a˜o binomial com 244 graus de liberdade.
Bolle et al. [64] consideraram a probabilidade dos valores de bits em um co´digo de ı´ris
e a distaˆncia de Hamming entre os co´digos da ı´ris para desenvolver um modelo anal´ıtico de
falsa taxa de rejeic¸a˜o (FRR) e falsa taxa de aceitac¸a˜o (FAR), em func¸a˜o da probabilidade
p de um bit inverter seu valor devido ao ru´ıdo. O modelo preveˆ que desempenho da FAR
e´ relativamente esta´vel e na˜o e´ afetado por p e que o desempenho da FRR degrada rapida-
mente quando a taxa de inversa˜o do bit, ou seja p, aumenta. Eles tambe´m indicaram que
o desempenho FAR previsto pelo modelo e´ excelente de acordo com os nu´meros emp´ıricos
relatados por Daugman.
4.5 Implementac¸a˜o
As linhas da imagem normalizada correspondem a` direc¸a˜o angular, ou seja, aos ane´is
circulares na regia˜o da ı´ris. Devido a` maior independeˆncia das caracter´ısticas ocorrer nesta
direc¸a˜o a extrac¸a˜o das caracter´ısticas e´ realizada pela convoluc¸a˜o de cada linha com o filtro
Log-Gabor 1D.
Os pixels das regio˜es de ru´ıdo, detectados na etapa de segmentac¸a˜o, sa˜o substitu´ıdos
pelo valor me´dio da intensidade de tom de cinza dos outros pixels para evitar que eles
interfiram na filtragem.
A informac¸a˜o de fase contida na sa´ıda do filtro e´ quantizada em quatro n´ıveis de acordo
com o quadrante do plano complexo, como mostra a Figura 4.1. Foi mostrado por Oppe-
nheim and Lim [65] que as informac¸o˜es de fase sa˜o melhores do que as de amplitude para
fornecer as informac¸o˜es mais significativas de uma imagem, uma vez que na codificac¸a˜o sa˜o
desconsideradas as informac¸o˜es irrelevantes como a iluminac¸a˜o, que e´ representada pela
amplitude.
Quando utilizado apenas um filtro, a quantidade de bits de uma template e´ a resoluc¸a˜o
angular multiplicada pela resoluc¸a˜o radial multiplica por dois bits. O processo de codi-
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Figura 4.1: Nı´veis de quantizac¸a˜o de acordo com o quadrante do plano complexo.
ficac¸a˜o gera, ale´m da template contendo os bits de informac¸o˜es da ı´ris, uma ma´scara de
ru´ıdo correspondente que representa as a´reas corrompidas. Essa ma´scara e´ gerada a partir
daquela fornecida na fase de normalizac¸a˜o e possui a mesma dimensa˜o do template.
Para processar a comparac¸a˜o entre duas templates foi utilizada a distaˆncia de Hamming
apresentada na Equac¸a˜o (4.4) e foi inclu´ıda as informac¸o˜es da ma´scara de ru´ıdo gerada na
fase de codificac¸a˜o, de forma que somente os bits significativos sejam utilizados, ou seja,
somente os bits que realmente pertencem a` regia˜o da ı´ris sa˜o utilizados para o ca´lculo da
HD.Assim, a distaˆncia de Hamming deve ser modificada como mostrado na Equac¸a˜o (4.5).
HD =
1
N −∑Nk=1Xnk ∪ Y nk
N∑
j=1
Xj ⊕ Yj ∩Xn′j ∩ Y n′j (4.5)
em que: Xj e Yj sa˜o os bits das templates a serem comparadas; Xn
′
j e Y n
′
j sa˜o o comple-
mento de Xnj e Y nj, respectivamente e N e´ o numero total de bits de cada template.
Segundo Daugman, a u´nica inconsisteˆncia entre os co´digos gerados e´ o desalinhamento
causado por variac¸o˜es rotacionais no momento da aquisic¸a˜o da imagem e, conforme citado
anteriormente, a etapa de comparac¸a˜o pode minimizar este efeito. A Figura 4.2 ilustra o
me´todo adotado.
Depois que e´ calculada a DH entre duas templates, uma das templates e´ deslocada
para a esquerda ou para a direita. Este deslocamento na direc¸a˜o horizontal corresponde
a uma rotac¸a˜o da regia˜o original da ı´ris de um aˆngulo devido a` resoluc¸a˜o angular usada
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Figura 4.2: Ca´lculo da DH para templates deslocados.
na normalizac¸a˜o. Durante cada deslocamento sa˜o movidos dois bits da template, uma
vez que o processo de codificac¸a˜o gera dois bits de informac¸a˜o para cada pixel da regia˜o
normalizada da ı´ris. A cada deslocamento, as templates sa˜o comparados e e´ calculado o
correspondente valor de DH.
Ao final de sucessivos deslocamentos, e´ escolhido o menor valor de DH que corresponde
ao melhor casamento entre as templates. O nu´mero de deslocamentos requeridos devido
as inconsisteˆncias rotacionais e´ determinado pela diferenc¸a angular ma´xima entre duas
imagens da mesma ı´ris. Um deslocamento e´ definido por um deslocamento para a esquerda
e, em seguida, um deslocamento para a direita a partir da posic¸a˜o inicial.
4.6 Resultados
Na˜o foi poss´ıvel utilizar todas as imagens de cada conjunto devido a` taxa de segmen-
tac¸a˜o na˜o ser perfeita. Portanto, na etapa de comparac¸a˜o, apenas parte das imagens dos
bancos CASIA-IrisV1 e CASIA-IRIS-Lamp foram usadas para testar o sistema. A Ta-
bela 4.1 resume a quantidade de imagens utilizadas em cada conjunto e a quantidade de
comparac¸o˜es intraclasse e interclasse geradas a partir de cada subconjunto.
A Figura 4.3 mostra uma representac¸a˜o normalizada da ı´ris e uma ma´scara de ru´ıdos,
ambas adquiridas na etapa de normalizac¸a˜o, com dimenso˜es de 20× 240 pixels. A Figura
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Tabela 4.1: Imagens utilizadas para realizar testes com sistema.
Conjunto Imagens utilizadas Intraclasse Interclasse
CASIA-IrisV1 608 1.536 183.760
CASIA-IRIS-Lamp 1.753 28.608 1.521.324
4.3 tambe´m mostra uma template bina´ria e uma ma´scara com dimenso˜es de 20×480 pixels,
geradas a` partir da codificac¸a˜o dos pixels da representac¸a˜o normalizada. Nessa codificac¸a˜o
cada pixel foi codificado usando dois bits.
(a) I´ris normalizada - 20× 240 pixels.
(b) Ma´scara de ru´ıdo - 20× 240 pixels.
(c) Template bina´ria - 20× 480 pixels.
(d) Ma´scara codificada - 20× 480 pixels.
Figura 4.3: Template bina´ria e a ma´scara de ru´ıdos gerados a partir de uma imagem
normalizada da ı´ris.
As Figuras 4.4 e 4.5 mostram o efeito do deslocamento horizontal das templates para
obter a menor distaˆncia de Hamming. Como mencionado anteriormente, este deslocamento
na direc¸a˜o horizontal corresponde a uma rotac¸a˜o da regia˜o original da ı´ris e e´ necessa´rio
para tratar as inconsisteˆncias rotacionais determinadas pela diferenc¸a angular entre duas
imagens da mesma ı´ris.
A cada deslocamento, as templates sa˜o comparadas e e´ calculado o valor de DH. A
Figura 4.4 mostra a distribuic¸a˜o com a menor distaˆncia de Hamming encontrada com 8
deslocamentos para esquerda e para a direita, enquanto que a Figura 4.5 mostra a distri-
buic¸a˜o das distaˆncias de Hamming sem deslocamentos.
Nesse caso, observa-se que as distribuic¸o˜es sem deslocamento de bits, ou seja, sem
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o alinhamento rotacional, sa˜o mais espalhadas, indicando que o desempenho do sistema
pode ser comprometido, pois a sobreposic¸a˜o intraclasse e interclasse aumenta. Quanti-
tativamente essa sobreposic¸a˜o pode ser medida usando a decidibilidade. Quanto maior
for a decidibilidade maior e´ a capacidade do sistema em decidir qual classe pertence cada
amostra do conjunto. A decidibilidade sera´ definida no Cap´ıtulo 5.
Para o conjunto CASIA-IrisV1, a decidibilidade sem deslocamento de bits tem uma de-
gradac¸a˜o de 5, 19 para 4, 56, ou 12, 18%. No conjunto CASIA-IRIS-Lamp a degradac¸a˜o e´ de
4, 76 para 3, 90, ou 18, 06%. Observa-se tambe´m que independente do alinhamento as dis-
tribuic¸o˜es para o conjunto CASIA-IRIS-Lamp apresentam pior decidibilidade comparadas
com o conjunto CASIA-IrisV1.
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(a) Conjunto CASIA-IrisV1.
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(b) Conjunto CASIA-IRIS-Lamp.
Figura 4.4: Distribuic¸a˜o das distaˆncias de Hamming com deslocamento de bits para as
imagens utilizadas. Melhor distribuic¸a˜o encontrada com ate´ 8 deslocamentos.
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(a) Conjunto CASIA-IrisV1.
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(b) Conjunto CASIA-IRIS-Lamp.
Figura 4.5: Distribuic¸a˜o das distaˆncias de Hamming sem deslocamento de bits para as
imagens utilizadas.
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Desempenho do Sistema
5.1 Introduc¸a˜o
O principal objetivo de um sistema de reconhecimento de ı´ris e´ ser capaz de obter
uma boa separac¸a˜o entre as distribuic¸o˜es geradas a partir de comparac¸o˜es intraclasse e
interclasse. O sistema e´ mais confia´vel quanto mais separados os dois casos estiverem, uma
vez que a sobreposic¸a˜o entre as distribuic¸o˜es originam taxas de erro.
A Figura 5.1 mostra um exemplo de ambiente de decisa˜o onde as distribuic¸o˜es sa˜o
separadas pela distaˆncia de Hamming. O crite´rio de decisa˜o e´ baseado no limiar S e sua
movimentac¸a˜o pode definir estrate´gias diferentes dependendo do tipo de erro tolera´vel em
uma determinada aplicac¸a˜o.
Figura 5.1: Representac¸a˜o das distribuic¸o˜es intraclasse e interclasse - Ambiente de decisa˜o.
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Um paraˆmetro chamado decidibilidade [1] mede a separac¸a˜o entre as distribuic¸o˜es,
independente do limiar adotado para decisa˜o, levando em considerac¸a˜o a me´dia e o desvio
padra˜o de cada uma. Sendo µ1 e µ2 as me´dias e σ1 e σ2 os desvios padro˜es das duas
distribuic¸o˜es, a decidibilidade e´ obtida pela Equac¸a˜o (5.1).
d′ =
| µ1 − µ2 |√
(σ21 + σ
2
2)/2
(5.1)
A performance de qualquer sistema de biometria pode ser ajustada pelo seu valor de
decidibilidade. Quanto maior a decidibilidade, maior a separac¸a˜o entre as distribuic¸o˜es
intraclasse e interclasse e, consequentemente, maior a precisa˜o no reconhecimento.
O software implementado fornece a distribuic¸a˜o dos co´digos correspondentes (match)
e dos co´digos na˜o correspondentes (non-match), ou seja, ele determina o histograma das
distaˆncias de Hamming intraclasse e interclasse, conforme mostra a Figura 5.2.
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(a) Conjunto de imagens CASIA-IrisV1.
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(b) Conjunto de imagens CASIA-IRIS-Lamp.
Figura 5.2: Distribuic¸a˜o das distaˆncias de Hamming para os conjuntos de imagens CASIA-
IrisV1 e CASIA-IRIS-Lamp.
Pode-se observar claramente na Figura 5.2 que existe sobreposic¸a˜o de valores entre as
duas distribuic¸o˜es para os dois conjuntos de imagens. Normalmente, nesse caso a sobrepo-
sic¸a˜o representa a taxa de erro do sistema que necessariamente devera´ escolher um valor
de distaˆncia de Hamming para ser o limiar e garantir que a probabilidade de uma falsa
correspondeˆncia fique abaixo de um n´ıvel especificado.
A proporc¸a˜o esperada de bits concordantes entre os co´digos de duas iris diferentes e´ de
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50%, o que corresponde a uma distaˆncia de Hamming igual a 0, 5 [1]. Contudo, pode-se
reduzir este valor para HD = 0, 45 devido a` correc¸a˜o no alinhamento dos co´digos [16]. No
trabalho de Daugman [1], a me´dia das distaˆncias de Hamming para a distribuic¸a˜o match
foi de 0, 110 e a me´dia das distaˆncias de Hamming para a distribuic¸a˜o non-match foi de
0, 458, resultando em uma decidibilidade de 7, 3. Ale´m disso, Daugman utilizou um limiar
adaptativo, variando de 0, 27 a 0, 33, para separar as distribuic¸o˜es match e non-match.
A me´dia da distribuic¸a˜o match do conjunto Casia-IrisV1 na Figura 5.2 e´ de 0, 29.
Ale´m disso, 100% destas amostras possuem HD menor do que o limiar de 0, 45 (nenhum
falso negativo). Por sua vez, a me´dia da distribuic¸a˜o non-match e´ de 0, 47 e 19, 24% destas
amostras possuem HD menor do que o limiar de 0, 45 (falso positivo). Aqui a decidibilidade
foi de 5, 19.
Para o conjunto Casia-IRIS-Lamp a me´dia da distribuic¸a˜o match na Figura 5.2 e´ de
0, 27. Ale´m disso, 1, 60% destas amostras possuem HD maior ou igual ao limiar de 0, 45
(falso negativo). Por sua vez, a me´dia da distribuic¸a˜o non-match e´ de 0, 47 e 20, 98%
destas amostras possuem HD menor do que o limiar de 0, 45 (falso positivo). Aqui a
decidibilidade foi de 4, 76, que corresponde a uma degradac¸a˜o de aproximadamente 8% em
relac¸a˜o ao conjunto Casia-IrisV1.
A Figura 5.2 tambe´m mostra que o melhor limiar para separar as distribuic¸o˜es match e
non-match e´ de 0, 40 para os dois conjuntos de imagens. Conforme citado anteriormente,
esse valor influencia o erro do sistema e pode variar dependendo da estrate´gia adotada para
a aplicac¸a˜o.
5.2 Resultados Experimentais
Para verificar a influeˆncia do movimento de contrac¸a˜o e dilatac¸a˜o da ı´ris no processo
de reconhecimento biome´trico, treˆs experimentos foram realizados. Os resultados sera˜o
avaliados utilizando a decidibilidade, a matriz de confusa˜o, mostrada na Tabela 5.1, e
ainda as curvas receiver operating characteristic (ROC), no cena´rio de verificac¸a˜o e a curva
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Tabela 5.1: Matriz de confusa˜o utilizada para mostrar o desempenho do sistema.
True positive - TP False positive - FP Positive predictive value TP
TP+FP
False negative - FN True negative - TN Negative predictive value TN
FN+TN
Sensitivity TP
TP+FN
Specificity TN
FP+TN
Accuracy TP+TN
TP+FN+FP+TN
cumulative match characteristic (CMC), no cena´rio de identificac¸a˜o.
Considerando o cena´rio de identificac¸a˜o, uma amostra biome´trica e´ adquirida sem qual-
quer declarac¸a˜o de identidade associada. A tarefa e´ identificar a amostra desconhecida
como sendo correspondente a uma amostra inscrita e previamente conhecida no banco de
dados. O conjunto de amostras inscritas e´ frequentemente chamado de galeria e a amostra
desconhecida e´ muitas vezes denominada de prova.
A prova e´ comparada com todas as entradas da galeria. Caso o sistema encontre
imagens afins, a correspondeˆncia mais pro´xima e´ usada para identificar a amostra desco-
nhecida. O desempenho em um cena´rio de identificac¸a˜o e´ frequentemente resumido em
uma curva cumulative match characteristc (CMC) onde a pontuac¸a˜o de similaridade para
cada comparac¸a˜o e´ colocada em ordem crescente.
O processo de identificac¸a˜o pode obter quatro poss´ıveis resultados. Um verdadeiro po-
sitivo (TP) ocorre quando o sistema determina que uma amostra desconhecida corresponde
a uma pessoa em particular na galeria e a correspondeˆncia esta´ correta. Um falso positivo
(FP) ocorre quando o sistema determina que uma amostra desconhecida corresponde a
uma pessoa em particular na galeria e a correspondeˆncia na˜o e´ correta. Um verdadeiro
negativo (TN) ocorre quando o sistema determina que a amostra na˜o corresponde a qual-
quer das entradas pertencentes a` galeria e a amostra verdadeiramente na˜o pertence. Um
falso negativo (FN) ocorre quando o sistema determina que a amostra na˜o corresponde a
qualquer das entradas na galeria, mas a amostra de fato pertence a algue´m na galeria.
No cena´rio de verificac¸a˜o, o sistema e´ utilizado para verificar ou rejeitar uma identidade
particular com base na validac¸a˜o de uma amostra coletada contra uma amostra biome´trica
do individuo previamente inscrita. Da mesma forma, o processo de verificac¸a˜o pode obter
quatro resultados poss´ıveis. Um verdadeiro positivo (TP) ocorre quando o sistema aceita,
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ou verifica, uma declarac¸a˜o de identidade, e a afirmac¸a˜o e´ verdadeira. Um falso positivo
(FP) ocorre quando o sistema aceita uma declarac¸a˜o de identidade, mas a alegac¸a˜o na˜o e´
verdadeira. Um verdadeiro negativo (TN) ocorre quando o sistema rejeita uma declarac¸a˜o
de identidade e a verificac¸a˜o realmente e´ falsa. Um falso negativo (FN) ocorre quando o
sistema rejeita uma declarac¸a˜o de identidade, mas a verificac¸a˜o e´ verdadeira. Os dois tipos
de erros que podem ocorrer sa˜o um falso aceite e uma falsa rejeic¸a˜o.
O desempenho do sistema de biometria em um cena´rio de verificac¸a˜o e´ frequentemente
resumido em uma curva receiver operating characteristic (ROC) constru´ıda em termos
de treˆs taxas de erros. A taxa de falsa rejeic¸a˜o (FRR), representada no eixo Y da ROC,
indica a probabilidade do indiv´ıduo apto ser considerado impostor e, portanto, ser recusado
pelo sistema. A taxa de falsa aceitac¸a˜o (FAR), mostrada no eixo X da ROC, indica a
probabilidade de um impostor ser aceito pelo sistema.
A taxa de erro igual (EER), u´nico nu´mero frequentemente citado a partir da curva
ROC, representa o valor onde a FRR e´ igual a` FAR. Quanto menor for a EER maior sera´
a capacidade do sistema classificar corretamente uma amostra.
5.2.1 Experimento 1
Para este experimento foi considerado o cena´rio de identificac¸a˜o e de verificac¸a˜o para
as imagens do conjunto CASIA-IrisV1 e CASIA-IRIS-Lamp. Os resultados sa˜o mostrados
na matriz de confusa˜o para cada conjunto utilizado, de acordo com a Tabela 5.2, e pelas
curvas CMC e ROC.
Ale´m dos resultados de falso positivo (FP), falso negativo (FN), verdadeiro positivo
(TP) e verdadeiro negativo (TN) a matriz de confusa˜o informa a sensibilidade, a especifi-
cidade, a precisa˜o, o valor preditivo positivo e o valor preditivo negativo.
A sensibilidade (St) mede a proporc¸a˜o de verdadeiro positivo que e´ corretamente iden-
tificada pelo sistema, ou seja, a proporc¸a˜o de correspondeˆncia correta encontrada pelo sis-
tema. A especificidade (Sf ) mede a proporc¸a˜o de verdadeiro negativo que e´ corretamente
identificado pelo sistema, ou seja, a proporc¸a˜o de na˜o correspondeˆncia correta encontrada
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pelo sistema. A precisa˜o (A) indica a proporc¸a˜o de predic¸o˜es corretas realizada pelo sis-
tema, sem levar em conta o que e´ positivo e o que e´ negativo. Uma precisa˜o de 100% indica
que o sistema classificou corretamente todas as amostras utilizadas no teste.
O valor preditivo positivo (Pp) e o valor preditivo negativo (Pn) representam a propor-
c¸a˜o de verdadeiros positivos em relac¸a˜o a todas as predic¸o˜es positivas e a proporc¸a˜o de
verdadeiros negativos em relac¸a˜o a todas as predic¸o˜es negativas, respectivamente.
Tabela 5.2: Matriz de confusa˜o do melhor resultado - Threshold = 0, 40.
(a) CASIA-IrisV1
TP = 437, 96 FP = 379, 57 Pp = 0, 45
FN = 5, 78 TN = 85.162, 00 Pn = 0, 99
St = 0, 98 Sf = 0, 99 A = 0, 99
(b) CASIA-IRIS-Lamp
TP = 7.712, 4 FP = 13.941, 00 Pp = 0, 35
FN = 275, 46 TN = 703.380, 00 Pn = 0, 99
St = 0, 96 Sf = 0, 98 A = 0, 98
As curvas CMC das Figuras 5.3 apresentam as taxas de reconhecimento rank-one,
ou seja, mostram o desempenho do sistema para as melhores correspondeˆncias entre as
imagens de teste e da galeria. A taxa inicial de reconhecimento e´ bem pro´xima para os
dois conjuntos, contudo para outras posic¸o˜es do rank o conjunto CASIA-IrisV1 apresenta
taxas de reconhecimento maiores que o conjunto CASIA-IRIS-Lamp.
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Figura 5.3: Cumulative Match Characteristc para CASIA-IrisV1 e CASIA-IRIS-Lamp.
As curvas ROC da Figura 5.4 determinam as taxas de erro igual (EER) para os con-
juntos de imagens utilizados. Para o conjunto CASIA-IrisV1 a EER foi de 0, 75% e para
o conjunto CASIA-IRIS-Lamp a EER foi de 2, 16%. Isso representa uma degradac¸a˜o de
288%.
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Figura 5.4: Receiver Operating Characteristic para CASIA-IrisV1 e CASIA-IRIS-Lamp.
5.2.2 Experimento 2
Para este experimento foi utilizado apenas o conjunto CASIA-IRIS-Lamp, contudo as
imagens deste conjunto foram dividas em treˆs grupos de acordo com a taxa de dilatac¸a˜o
da pupila. Durante a segmentac¸a˜o, a transformada de Hough fornece o raio da pupila e o
raio da ı´ris. Para determinar a taxa de dilatac¸a˜o o raio da pupila foi dividido pelo raio da
ı´ris. Dessa forma, como o raio da pupila e´ sempre menor do que o raio da ı´ris, a relac¸a˜o de
dilatac¸a˜o deve ser sempre um nu´mero entre 0 e 1. Para todas as 1.753 imagens do conjunto
CASIA-IRIS-Lamp utilizadas, a taxa de dilatac¸a˜o ficou entre 0, 20 e 0, 70.
A Figura 5.5 mostra a distribuic¸a˜o das imagens do conjunto CASIA-IRIS-Lamp de
acordo com a taxa de dilatac¸a˜o. Dessa forma, o primeiro subconjunto, denominado de
Subconjunto (1), consiste das imagens com pupilas menores ou com pupilas contra´ıdas,
onde as taxas de dilatac¸a˜o sa˜o menores do que 0, 36. O segundo subconjunto, denominado
de Subconjunto (2), compreende as imagens com pupilas de tamanho intermedia´rio, com
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taxas de dilatac¸a˜o entre 0, 36 e 0, 52. O terceiro subconjunto, denominado de Subconjunto
(3), conte´m as imagens com pupilas maiores ou dilatadas, onde as taxas de dilatac¸a˜o sa˜o
maiores do que 0, 52.
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Figura 5.5: Distribuic¸a˜o da taxa de dilatac¸a˜o. Raio da pupila dividido pelo raio da ı´ris.
A Figura 5.6 mostra a distribuic¸a˜o das distaˆncias de Hamming para cada um dos
subconjuntos. Para o Subconjunto (1) a me´dia das distribuic¸o˜es correspondentes foi de
0, 26, com desvio padra˜o de 0, 0512. Para as distribuic¸o˜es na˜o correspondentes do mesmo
subconjunto a me´dia foi de 0, 47, com desvio padra˜o de 0, 0161 e a decidibilidade encontrada
foi 5, 53.
Para o Subconjunto (2) a me´dia das distribuic¸o˜es correspondentes foi de 0, 27, com
desvio padra˜o de 0, 0562. Para as distribuic¸o˜es na˜o correspondentes do mesmo subconjunto
a me´dia foi de 0, 47, com desvio padra˜o de 0, 0185 e a decidibilidade encontrada foi 4, 78.
Para o Subconjunto (3) a me´dia das distribuic¸o˜es correspondentes foi de 0, 25, com
desvio padra˜o de 0, 0519. Para as distribuic¸o˜es na˜o correspondentes do mesmo subconjunto
a me´dia foi de 0, 46, com desvio padra˜o de 0, 0228 e a decidibilidade encontrada foi 5, 24.
As matrizes de confusa˜o para cada subconjunto sa˜o mostradas na Tabela 5.3. O sistema
apresenta uma precisa˜o de 99% para o Subconjunto (1), onde a taxa de dilatac¸a˜o e´ a menor.
O Subconjunto (2) possui o maior nu´mero de imagens e a pior sensibilidade, cerca de 96%,
ou seja, a pior proporc¸a˜o de verdadeiro positivo.
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(a) Taxa de dilatac¸a˜o < 0, 36.
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(b) Taxa de dilatac¸a˜o < 0, 36 e > 0, 52.
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(c) Taxa de dilatac¸a˜o > 0, 52.
Figura 5.6: Distribuic¸a˜o das distaˆncias de Hamming de acordo com a taxa de dilatac¸a˜o.
E´ importante ressaltar que os valores das matrizes de confusa˜o sa˜o obtidos em func¸a˜o
do limiar adotado. Ale´ disso, o limiar pode variar de acordo com a distribuic¸a˜o das dis-
taˆncias de Hamming e, conforme descrito na sec¸a˜o 4.5, o alinhamento dos co´digos interfere
diretamente nesse valor.
As curvas ROC da Figura 5.7 determinam as EER para os treˆs subconjuntos. Para os
Subconjuntos (1), (2) e (3) as EER foram de 0, 98, 1, 76 e 1, 55, respectivamente.
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Tabela 5.3: Matriz de confusa˜o do melhor resultado para cada subconjunto.
(a) Imagens com menor taxa de dilatac¸a˜o.
TP = 1.913, 3 FP = 793, 46 Pp = 0, 71
FN = 30, 02 TN = 99.417, 00 Pn = 0, 99
St = 0, 98 Sf = 0, 99 A = 0, 99
(b) Imagens com taxa de dilatac¸a˜o intermedia´ria.
TP = 3.021, 9 FP = 1.950, 40 Pp = 0, 61
FN = 108, 22 TN = 199.920, 00 Pn = 0, 99
St = 0, 96 Sf = 0, 99 A = 0, 98
(c) Imagens com maior taxa de dilatac¸a˜o.
TP = 336, 30 FP = 87, 67 Pp = 0, 79
FN = 6, 6 TN = 5.402, 8 Pn = 0, 99
St = 0, 98 Sf = 0, 98 A = 0, 98
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Figura 5.7: ROC para os treˆs intervalos de taxa de dilatac¸a˜o.
5.2.3 Experimento 3
Neste experimento as imagens comparadas, obrigatoriamente, pertencem a` subconjun-
tos diferentes. Nesse caso, as distribuic¸o˜es das distaˆncias de Hamming referem-se a`s com-
parac¸o˜es entre as imagens com taxas de dilatac¸a˜o bem diferentes. A Tabela 5.4 mostra, de
forma simplificada, as comparac¸o˜es realizadas neste experimento.
Tabela 5.4: Experimento 3. Verificac¸a˜o entre imagens de subconjuntos diferentes.
Amostra coletada Amostra inscrita
Subconjunto (1) (Taxa de dilatac¸a˜o<0,36) X Subconjunto (3) (Taxa de dilatac¸a˜o>0,52)
Subconjunto (1) (Taxa de dilatac¸a˜o<0,36) X Subconjunto (2) (0,36<Taxa de dilatac¸a˜o<0,52)
Subconjunto (2) (0,36<Taxa de dilatac¸a˜o<0,52) X Subconjunto (3) (Taxa de dilatac¸a˜o>0,52)
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A Figura 5.8 mostra a distribuic¸a˜o das distaˆncias de Hamming para as comparac¸o˜es
entre os subconjuntos. A Figura 5.8a mostra a distribuic¸a˜o das distaˆncias de Hamming
para os Subconjuntos (1) e (2) onde a me´dia das distribuic¸o˜es correspondentes foi de 0, 29
com desvio padra˜o de 0, 0547. Para as distribuic¸o˜es na˜o correspondentes a me´dia foi de
0, 47 com desvio padra˜o de 0, 0173. A decidibilidade encontrada foi 4, 44.
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(a) Comparac¸o˜es entre os Subconjuntos (1) e (2).
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(b) Comparac¸o˜es entre os Subconjuntos (1) e (3).
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(c) Comparac¸o˜es entre os Subconjuntos (2) e (3).
Figura 5.8: Distribuic¸a˜o das distaˆncias de Hamming entre os Subconjuntos (1 e 2), (1 e
3) e (2 e 3).
A Figura 5.8b mostra a distribuic¸a˜o das distaˆncias de Hamming para os Subconjuntos
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(1) e (3), onde a me´dia das distribuic¸o˜es correspondentes foi de 0, 33, com desvio padra˜o de
0, 0532 e para as distribuic¸o˜es na˜o correspondentes a me´dia foi de 0, 47, com desvio padra˜o
de 0, 0194. A decidibilidade encontrada foi de 3, 50.
A Figura 5.8c mostra a distribuic¸a˜o das distaˆncias de Hamming para os Subconjuntos
(2) e (3), onde a me´dia das distribuic¸o˜es correspondentes foi de 0, 30, com desvio padra˜o de
0, 0560. Para as distribuic¸o˜es na˜o correspondentes a me´dia foi de 0, 46, com desvio padra˜o
de 0, 0209. A decidibilidade encontrada foi 3, 79.
As matrizes de confusa˜o para as comparac¸o˜es entre os subconjuntos sa˜o mostradas na
Tabela 5.5. Para a verificac¸a˜o entre os Subconjuntos (1) e (3) o sistema apresenta uma
precisa˜o de 97%. Para a verificac¸a˜o entre os Subconjuntos (1) e (2) o sistema apresenta
uma precisa˜o de 99%. Para a verificac¸a˜o entre os Subconjuntos (2) e (3) o sistema apresenta
uma precisa˜o de 98%.
Tabela 5.5: Matriz de confusa˜o do melhor resultado para comparac¸a˜o entre subconjuntos.
(a) Distribuic¸a˜o das distaˆncias de Hamming entre os
Subconjuntos (1) e (2).
TP = 802, 25 FP = 754, 86 Pp = 0, 51
FN = 59, 04 TN = 155.240, 00 Pn = 0, 99
St = 0, 93 Sf = 0, 99 A = 0, 99
(b) Distribuic¸a˜o das distaˆncias de Hamming entre
os Subconjuntos (1) e (3).
TP = 54, 65 FP = 639, 67 Pp = 0, 078
FN = 10, 67 TN = 27.974, 00 Pn = 0, 99
St = 0, 83 Sf = 0, 97 A = 0, 97
(c) Distribuic¸a˜o das distaˆncias de Hamming entre
os Subconjuntos (2) e (3).
TP = 339, 30 FP = 679, 91 Pp = 0.33
FN = 17, 67 TN = 37.884, 00 Pn = 0, 99
St = 0, 95 Sf = 0, 98 A = 0, 98
As curvas ROC da Figuras 5.9 determinam as EER para a comparac¸a˜o entre os treˆs
subconjuntos. Para a comparac¸a˜o entre os Subconjuntos (1 e 3), (1 e 2) e (2 e 3) as EER
foram de 9, 69%, 3, 52% e 2, 64%, respectivamente. Para uma ra´pida comparac¸a˜o, a Figura
5.9 tambe´m mostra a EER de 2, 16%, referente a` verificac¸a˜o utilizando todas as imagens.
Lembrando que quanto menor for a EER maior sera´ a capacidade do sistema em classificar
corretamente uma amostra.
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Figura 5.9: ROC para a comparac¸a˜o entre os subconjuntos.
5.3 Discussa˜o
Os resultados experimentais mostraram que a reposta do sistema e´ bastante influenciada
quando sa˜o utilizadas imagens com maior variabilidade intraclasse, ou seja, imagens com
diferentes taxas de dilatac¸a˜o. Dessa forma, os experimentos sugerem, de forma noto´ria, que
o conjunto CASIA-IRIS-Lamp esta´ mais sujeito a erros por apresentar maior variabilidade
devido ao movimento do tecido da ı´ris.
Existem claros ind´ıcios que o espac¸amento temporal entre as imagens a serem compa-
radas deve ser levado em conta e que, ao contra´rio do que Daugman [14] afirmou, o modelo
homogeneous rubber sheet na˜o e´ capaz de eliminar os problemas causados pela contrac¸a˜o e
dilatac¸a˜o do tecido da ı´ris.
No primeiro experimento ficou evidente que a variac¸a˜o no tamanho da ı´ris causou
variac¸o˜es nas taxas de erro falso positivo e falso negativo. Esse fato pode ser evidenciado
pela decidibilidade, que e´ menor para o conjunto CASIA-IRIS-Lamp quando comparada
com a decidibilidade do conjunto CASIA-IrisV1 e pela EER.
As EER, mostradas nas curvas ROC do primeiro experimento, tambe´m indicaram a
maior dificuldade do sistema em classificar corretamente as amostras. Para os conjuntos
CASIA-IrisV1 e CASIA-IRIS-Lamp as EER foram 0, 76 e 2, 16, respectivamente. Esse
resultado mostrou de forma significativa a degradac¸a˜o do sistema quando as imagens apre-
sentam maior variabilidade.
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A precisa˜o e a especificidade foram de 99% para o conjunto CASIA-IrisV1. Para o
conjunto CASIA-IRIS-Lamp a precisa˜o e a especificidade foram de 98%. A sensibilidade
para o conjunto CASIA-IrisV1 foi 98% e para o conjunto CASIA-IRIS-Lamp foi de 96%.
De forma geral, a comparac¸a˜o entre os resultados das matrizes mostrados na Tabela 5.2
indicam o melhor desempenho do sistema para o conjunto de imagens CASIA-IrisV1.
A curva CMC rank-one, tambe´m do primeiro experimento, mostrou que no processo
de identificac¸a˜o o sistema e´ mais preciso para o conjunto CASIA-IrisV1, pois sua taxa de
identificac¸a˜o para a mesma posic¸a˜o do rank e´ em me´dia 6% maior do que a do conjunto
CASIA-IRIS-Lamp.
No segundo experimento, existe uma clara indicac¸a˜o que, para imagens com a taxa de
dilatac¸a˜o intermedia´ria, entre 0, 36 e 0, 52, a decidibilidade diminui, deteriorando a resposta
do sistema. Para imagens com taxa de dilatac¸a˜o menor do que 0, 36 e maior do que 0, 52
as decidibilidades se aproximam. Para o primeiro caso a decidibilidade e´ de 5, 53 e para o
segundo caso a decidibilidade e´ de 5, 25, uma diferenc¸a de apenas 5%. Esse fato evidencia
a influeˆncia da variac¸a˜o no tamanho da ı´ris no desempenho do sistema de reconhecimento.
Uma poss´ıvel justificativa para o resultado acima pode ser encontrada no fato de que
imagens com baixa taxa de dilatac¸a˜o possuem ı´ris com a´rea maior e portanto, os pontos
amostrados para formar a template possuem caracter´ısticas mais discriminantes, pois esta˜o
mais afastados entre si. Pelo mesmo racioc´ınio, imagens com maior taxa de dilatac¸a˜o
possuem menor a´rea de ı´ris, pore´m as estruturas da ı´ris esta˜o mais comprimidas formando
uma textura com grande quantidade de bordas e cantos que representam caracter´ısticas
mais discriminantes.
Por outro lado, imagens com taxa de dilatac¸a˜o intermedia´ria apresentam uma textura
com baixa frequeˆncia e poucas caracter´ısticas devido ao menor espac¸amento entre os pontos
amostrados. Dessa forma, os co´digos da ı´ris gerados a partir dessas imagens apresentam
poucos bits significativos, aumentando a intersecc¸a˜o das distribuic¸o˜es match e non-match
no ambiente de decisa˜o e diminuindo a decidibilidade.
De forma clara, as curvas ROC dos treˆs conjuntos que foram separados pela taxa de
dilatac¸a˜o, seguem a mesma tendeˆncia das distribuic¸o˜es de HD. Como citado anteriormente,
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quanto menor a EER maior e´ a capacidade do sistema em decidir corretamente a qual classe
a amostra pertence.
Assim, verifica-se que o subconjunto com menor taxa de dilatac¸a˜o apresenta a menor
EER, 0, 98, enquanto o subconjunto com taxa de dilatac¸a˜o intermedia´ria apresenta a maior
EER, 1, 76, mostrando a influeˆncia dos movimentos da ı´ris no processo de reconhecimento.
No terceiro experimento fica mais evidente a influeˆncia da dinaˆmica pupilar no sistema
de reconhecimento. Nas treˆs comparac¸o˜es realizadas, as decidibilidades representam os
piores resultados. A decidibilidade de 3, 50 na comparac¸a˜o entre os Subconjuntos (1) e (3),
que corresponde a` comparac¸a˜o entre imagens com pupilas contra´ıdas e pupilas dilatadas,
representa o pior resultado.
A decidibilidade para a comparac¸a˜o entre os Subconjuntos (2) e (3) foi de 3, 79 e
para a comparac¸a˜o entre os Subconjuntos (1) e (2) foi de 4, 44. As EER para o terceiro
experimento seguem a mesma direc¸a˜o da decidibilidade. A EER de 9, 69 para a comparac¸a˜o
entre os Subconjuntos (1) e (3) representa o pior resultado, considerando todos os cena´rios.
A EER para a comparac¸a˜o entre os Subconjuntos (2) e (3) foi de 2, 64 e para a comparac¸a˜o
entre os Subconjuntos (1) e (2) foi de 3, 52.
Assim, pode-se comprovar que o modelo homogeneous rubber sheet realmente na˜o e´ o
mais adequado, pois a deformac¸a˜o da ı´ris presente na comparac¸a˜o entre os Subconjuntos (1)
e (3) e´ a ma´xima poss´ıvel, e portanto, as caracter´ısticas utilizadas na etapa de comparac¸a˜o
esta˜o desordenadas.
5.4 Conclusa˜o
Pelos experimentos realizados foi poss´ıvel caracterizar quantitativamente o efeito da
movimentac¸a˜o do tecido da ı´ris no desempenho do sistema de reconhecimento biome´trico.
As distribuic¸a˜o das distaˆncias de Hamming para as imagens com pupilas dilatadas ou com-
primidas apresentaram decidibilidade maior do que as distribuic¸o˜es para pupilas com taxas
de dilatac¸a˜o intermedia´ria. Ale´m disso, as distribuic¸a˜o das distaˆncias de Hamming para
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imagens com pupilas contra´ıdas e pupilas dilatadas apontam a influeˆncia da deformac¸a˜o
na˜o linear do tecido da ı´ris.
Apesar do melhor desempenho apresentado por Daugman, o software desenvolvido neste
trabalho pode ser utilizado para mostrar como a movimentac¸a˜o da pupila interfere na
escolha do limiar. Apesar de todas as te´cnicas utilizadas para construir um co´digo de ı´ris
invariante a` rotac¸a˜o, translac¸a˜o e transformac¸o˜es afins, os resultados indicaram que alguns
bits no co´digo da ı´ris sa˜o inconsistentes, ou seja, em uma comparac¸a˜o direta alguns bits
sa˜o mais confia´veis do que outros, indicando que o modelo linear homogeneous rubber sheet
realmente na˜o e´ o mais adequado.
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Me´todo Proposto para a Extrac¸a˜o das Caracter´ısticas
Permanentes da I´ris
6.1 Introduc¸a˜o
Conforme descrito nos cap´ıtulos 2, 3 e 4 os sistemas de reconhecimento de ı´ris alcanc¸a-
ram alto n´ıvel de sucesso sob condic¸o˜es restritas. No entanto, como comprovado no cap´ıtulo
5, ainda existem desafios quando as imagens apresentam alto grau de deformac¸a˜o causado
pela variac¸a˜o de iluminac¸a˜o.
De forma geral, a informac¸a˜o da variac¸a˜o da ı´ris e´ desconsiderada quando a imagem
e´ normalizada [9]. Atualmente, alguns trabalhos tratam, de forma parcial, o problema
associado com as variac¸o˜es de tamanho entre a ı´ris cadastrada no sistema (enrollment
image) e a imagem a ser identificada ou verificada. Pore´m, os trabalhos mais relevantes
nesta a´rea apenas apresentam modelos matema´ticos probabil´ısticos, aplicados na etapa de
normalizac¸a˜o ou logo apo´s.
Wei et. al. [15], propuseram um algor´ıtimo de normalizac¸a˜o na˜o linear para corrigir a
deformac¸a˜o da ı´ris, onde a distaˆncia de qualquer ponto da regia˜o da ı´ris ate´ a borda da
pupila e´ considerada como sendo a distaˆncia da deformac¸a˜o linear mais um desvio aditivo.
Como modelo de desvio foi utilizado uma func¸a˜o Gaussiana e os seus resultados compro-
varam uma reduc¸a˜o na Taxa de Erro Igual (EER) quando comparado com os me´todos de
normalizac¸a˜o lineares.
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Thornton et. al. [13], estimaram a ma´xima probabilidade a posteriori dos paraˆmetros
relativos a` deformac¸a˜o causada por alguma transformac¸a˜o (possivelmente na˜o linear) en-
tre duas imagens com o objetivo de normalizar o padra˜o de deformac¸a˜o e retornar uma
me´trica de similaridade tolerante a` esta deformac¸a˜o. Segundo esses autores, esse me´todo
probabil´ıstico pode ser utilizado em qualquer tipo de padra˜o que experimenta deforma-
c¸o˜es na˜o lineares no plano. Seus resultados demonstraram uma significativa melhora na
correspondeˆncia entre as imagens.
Ma et. al. [3] descreveram um algoritmo capaz de registrar as variac¸o˜es locais da
estrutura da ı´ris. O principal objetivo e´ que os pontos com variac¸o˜es locais bruscas denotem
o aparecimento ou o desaparecimento de estruturas importantes da ı´ris que podem ser
utilizadas para representar suas caracter´ısticas. Dessa forma, por meio de uma classe
particular de wavelets, uma vetor de posic¸o˜es das variac¸o˜es bruscas na imagem normalizada
e´ gravado como caracter´ıstica da ı´ris.
6.2 Definindo o Problema
O me´todo proposto, que sera´ detalhado na Sec¸a˜o 6.3, foi motivado pelos trabalhos de
Hollingsworth et. al. [10] e Monro et. al [66].
Hollingsworth et. al. [10] abordam a definic¸a˜o de bits fra´geis, sugerida por Bolles [64].
Esses autores consideraram que alguns bits do co´digo da ı´ris teˆm maior probabilidade de
inverterem devido ao ru´ıdo nas imagens. Desse modo, o processo de quantizac¸a˜o dos bits
pro´ximos aos eixos de quantizac¸a˜o pode ser altamente inconsistente, conforme mostra a
Figura 6.1.
Contudo, para a identificac¸a˜o dos bits menos consistentes e´ preciso armazenar e pro-
cessar va´rias imagens da mesma ı´ris. Ale´m disso, Hollingsworth et. al. [10] utilizaram
imagens normalizadas e na˜o consideraram a dinaˆmica da ı´ris e, finalmente, a definic¸a˜o de
bits fra´geis so´ se aplica aos sistemas baseados na proposta de Daugman, onde os coefici-
entes complexos da sa´ıda do filtro de textura sa˜o transformados em um co´digo composto
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Figura 6.1: Mapeamento de 54 nu´meros complexos que representam a sa´ıda do filtro de
extrac¸a˜o de caracter´ısticas da mesma regia˜o da ı´ris.
por bits.
Na transformac¸a˜o da sa´ıda do filtro em dois bits, o primeiro bit sera´ igual a 1 se a
parte real do coeficiente for positiva e o segundo bit sera´ igual a 1 se a parte imagina´ria
for positiva. No exemplo da Figura 6.1, se uma regia˜o da ı´ris for associada ao coeficiente
complexo com a parte imagina´ria pro´xima a zero, enta˜o pequenos ru´ıdos neste coeficiente
podem alternar o co´digo bina´rio desta regia˜o de 10, em algumas situac¸o˜es para 11 em
outras situac¸o˜es. Assim, e´ poss´ıvel dizer que o bit em questa˜o pode ser considerado um bit
fra´gil, interferindo na precisa˜o do sistema de reconhecimento.
Por sua vez, Monro et al. [66] utilizaram a transformada discreta do cosseno (DCT)
para a extrac¸a˜o de caracter´ısticas da imagem normalizada da ı´ris. Eles aplicaram a DCT
em regio˜es retangulares sobrepostas. As diferenc¸as entre os coeficientes da DCT para
regio˜es adjacentes sa˜o enta˜o calculadas e um co´digo bina´rio e´ gerado a partir de seus cru-
zamentos por zero. Com a finalidade de aumentar a velocidade da correspondeˆncia, os treˆs
coeficientes mais discriminantes da DCT sa˜o mantidos e os restantes sa˜o desconsiderados.
Mais uma vez, os autores utilizaram imagens normalizadas e na˜o consideraram a di-
naˆmica da ı´ris. Ale´m disso, e´ necessa´rio estimar e subtrair o n´ıvel de iluminac¸a˜o de cada
imagem para tentar nivelar os coeficientes da DCT.
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Dessa forma, considerando um ambiente mais real, espera-se um incremento na in-
consisteˆncia entre os co´digos gerados a partir da mesma ı´ris, na˜o so´ pela proximidade
dos coeficientes complexos em relac¸a˜o os eixos, mas tambe´m pela dinaˆmica do tecido da
ı´ris. Essa hipo´tese e´ reforc¸ada pelos experimentos realizados no cap´ıtulo 5 e pelos motivos
descritos na sec¸a˜o 1.3 do cap´ıtulo 1 deste trabalho, resumidos nos itens a seguir:
• A pressa˜o no tecido da ı´ris durante seu movimento pode fazer com que algumas
pequenas regio˜es se dobrem por baixo de outras. Isso significa que pequenas partes
do padra˜o desaparecera´ e nenhum modelo de deformac¸a˜o sera´ capaz de representar
essa transformac¸a˜o [13];
• Sob forte compressa˜o, a textura da ı´ris produz uma imagem normalizada com muitas
diferenc¸as da imagem normalizada em condic¸o˜es normais [12] e [13]. Dessa forma,
as regio˜es na˜o influenciadas ou menos influenciadas pelos movimentos da ı´ris devem
fornecer informac¸o˜es suficientes para o processo de reconhecimento; e
• Omodelo homogeneous rubber sheet na˜o representa a verdadeira deformac¸a˜o do tecido
da ı´ris e, segundo Wyatt [15], um modelo na˜o linear e´ mais adequado.
6.3 Me´todo Proposto
Como citado anteriormente, a ı´ris e´ formada por pequenos blocos irregulares com distri-
buic¸a˜o aleato´ria e constitu´ıdos por estrias, criptas, sulcos, sardas e assim por diante. Essa
distribuic¸a˜o aleato´ria e o conjunto de blocos representam as caracter´ısticas mais distintivas
da ı´ris.
Infelizmente, a posic¸a˜o de cado bloco e sua variac¸a˜o local tambe´m sa˜o aleato´rias quando
leva-se em considerac¸a˜o o deslocamento na˜o linear do tecido da ı´ris durante sua contrac¸a˜o
e dilatac¸a˜o.
Assim, para resolver o problema e alinhar corretamente as caracter´ısticas a serem com-
paradas, propo˜e-se o uso do histograma de gradientes orientados (HoG) para descrever os
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movimentos realizado pelo tecido da ı´ris, associado ao algor´ıtimo Dynamic Time Warping
(DTW) para alinhar as caracter´ısticas que sofreram deformac¸o˜es na˜o lineares e calcular a
similaridade entre a imagem armazenada e a imagem de teste.
A abordagem proposta baseia-se na te´cnica de reconhecimento parcial da ı´ris, onde o
teste de correspondeˆncia entre as imagens e´ feito apenas nas regio˜es mais similares, consi-
derando o estado de contrac¸a˜o e dilatac¸a˜o da ı´ris. O objetivo e´ aumentar a decidibilidade
e diminuir a EER de sistemas que utilizam imagens dinaˆmicas.
As duas pro´ximas subsec¸o˜es descrevem as te´cnicas HoG e DTW. Em seguida, e´ mos-
trado a implementac¸a˜o da abordagem proposta, os experimentos realizados e os resultados
obtidos. Posteriormente, os resultados obtidos sa˜o comparados com os resultados apresen-
tados no cap´ıtulo 5. E, finalmente, sa˜o apresentadas as concluso˜es deste cap´ıtulo.
6.3.1 Histogramas de Gradientes Orientados - HoG
As caracter´ısticas dos objetos em imagens digitais, como por exemplo a forma, a cor
e a textura, podem ser mensuradas e agrupadas em um vetor de escalares, denominado
descritor de imagem.
Dessa forma, cada objeto pode ser representado por um ponto em um espac¸o Rn, para
n caracter´ısticas. E´ deseja´vel que um descritor seja invariante a transformac¸o˜es afins.
O algoritmo histograma de gradientes orientados (HoG), proposto por [67], e´ um descri-
tor que calcula o histograma da orientac¸a˜o dos gradientes na imagem e e´ representado por
um vetor de histogramas extra´ıdos da imagem. O HoG tem como objetivo extrair informa-
c¸o˜es referentes a` intensidade dos gradientes ou a direc¸a˜o das bordas, sem um conhecimento
pre´vio da posic¸a˜o de tais bordas.
Normalmente, o processo para gerar o descritor e´ dividido em quatro etapas: ca´lculo
do gradiente em cada pixel, agrupamento dos pixels em ce´lulas, agrupamento das ce´lulas
em blocos e obtenc¸a˜o do descritor.
Na primeira etapa, calcula-se o gradiente de cada pixel na imagem em escala de cin-
zas. Dada uma imagem Im sa˜o calculados os gradientes Gx e Gy, utilizando ma´scaras
UFU Cla´riton Rodrigues Bernadelli
CAP. 6 ME´TODO PROPOSTO PARA A EXTRAC¸A˜O DAS
CARACTERI´STICAS PERMANENTES DA I´RIS 59
unidimensionais de derivada discreta pontual, como mostrado nas Equac¸o˜es (6.1) e (6.2)
[−1, 0, 1] (6.1)
[−1, 0, 1]T (6.2)
A magnitude e a orientac¸a˜o do gradiente sa˜o obtidos pelas Equac¸o˜es (6.3) e (6.4)
G =
√
G2x +G
2
y (6.3)
θ = arctan
Gy
Gx
(6.4)
O passo seguinte e´ responsa´vel por agrupar os pixels de uma determinada regia˜o, criando
as ce´lulas. Todas as ce´lulas criadas na imagem possuem mesmo formato e tamanho. Para
cada ce´lula e´ determinado um histograma com orientac¸a˜o do vetor gradiente dos seus
pixels, onde sa˜o computados os valores de magnitude de acordo com o aˆngulo do vetor. O
histograma possui uma quantidade finita de diviso˜es, normalmente com nove diviso˜es.
Apo´s a segunda etapa, os blocos sa˜o criados atrave´s do agrupamento de ce´lulas de uma
certa regia˜o. Assim como as ce´lulas, os blocos tambe´m sempre possuem o mesmo formato
e tamanho em toda a imagem. Existem a´reas dos blocos em que ha´ uma sobreposic¸a˜o
proposital com o bloco vizinho, o que torna o me´todo mais eficiente em relac¸a˜o a uma
abordagem sem essas sobreposic¸o˜es [67].
Na etapa final, cria-se o descritor que nada mais e´ do que uma lista dos histogramas
de todas as ce´lulas de todos os blocos. A Figura 6.2 mostra as etapas do algoritmo e a
representac¸a˜o final do descritor HoG.
Vale ressaltar que os descritores sa˜o invariantes a mudanc¸as homogeˆneas de brilho da
imagem, uma vez que esta variac¸a˜o representa uma adic¸a˜o a todos os pixels da imagem
de uma constante, e os descritores sa˜o calculados por diferenc¸as de pixels. Quanto a
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Figura 6.2: Representac¸a˜o gra´fica do processo de extrac¸a˜o de caracter´ısticas HoG.
mudanc¸as homogeˆneas de contraste, representadas pela multiplicac¸a˜o de todos os pixels
por uma constante, elas sa˜o corrigidas com a normalizac¸a˜o dos descritores.
Variac¸o˜es na˜o lineares, causadas por saturac¸a˜o das caˆmeras ou por efeito de iluminac¸a˜o
de superf´ıcies tridimensionais em diferentes orientac¸o˜es, podem provocar elevada influeˆncia
sobre as magnitudes dos descritores, mas com pouca influeˆncia na orientac¸a˜o. Reduz-se este
efeito impondo um valor ma´ximo a`s magnitudes. Apo´s a normalizac¸a˜o, todos os valores
acima de um determinado limiar sa˜o ajustados para este limiar. Isto e´ feito para que
direc¸o˜es com magnitude muito grande na˜o dominem a representac¸a˜o do descritor.
6.3.2 Dynamic Time Warping - DTW
Dynamic time warping (DTW) e´ uma te´cnica bem conhecida e utilizada para encon-
trar o alinhamento otimizado entre duas sequeˆncias, dependentes do tempo, sob certas
restric¸o˜es. Normalmente, as sequeˆncias sa˜o deformadas de forma na˜o linear para coinci-
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dir uma com a outra. Originalmente, DTW foi usada no reconhecimento automa´tico de
fala. Na a´rea de minerac¸a˜o de dados e de recuperac¸a˜o de informac¸a˜o a DTW tem sido
aplicada com sucesso para tratar automaticamente de deformac¸o˜es temporais e fontes de
dados dependentes do tempo com velocidades diferentes [68] e [69].
O objetivo da DTW e´ comparar duas sequeˆncias dependentes do tempo; X := (x1, x2, ..., xN)
de comprimento N ∈ N e Y := (y1, y2, ..., yM) de comprimentoM ∈ N e calcular o caminho
de deformac¸a˜o o´timo entre as duas sequeˆncias. O caminho o´timo e´ escolhido minimizando
a distaˆncia entre o ponto de teste e o ponto de refereˆncia.
Considerando as sequeˆncias X e Y , com tamanhos diferentes, o algoritmo calcula a
distaˆncia absoluta entre os elementos das sequeˆncias. O resultado e´ uma matriz com
M ×N elementos, geralmente determinados pela Equac¸a˜o (6.5).
di,j =| xi − yj | (6.5)
em que: i = 1, 2, ..., N e j = 1, 2, ...,M .
Na matriz de distaˆncias, a distaˆncia min´ıma entre duas sequeˆncias e´ determinada uti-
lizando o crite´rio de otimizac¸a˜o definido na Equac¸a˜o (6.6).
Di,j = di,j +min(Di−1,j−1, Di−1,j, Di,j−1) (6.6)
em que: Di,j e´ a distaˆncia mı´nima entre as sequeˆncias.
Um caminho deformado e´ um caminho atrave´s da matriz de distaˆncias, a partir do
elemento D1,1 ate´ o elemento DM,N formado pelos elementos Di,j. A Figura 6.3 mostra o
processo da DWT.
De forma mais gene´rica, para comparar duas caracter´ısticas diferentes entre a sequeˆncia
X e a sequeˆncia Y , normalmente e´ utilizado uma matriz de custo local c. Quando x e y
sa˜o similares, c(x, y) possui baixo custo. Caso contra´rio c(x, y) possui alto custo. Assim, o
alinhamento entre X e Y ocorre quando obte´m o custo total mı´nimo.
O custo global da deformac¸a˜o entre as sequeˆncias e´ mostrado na Equac¸a˜o (6.7), em que
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Os histogramas das ce´lulas pertencentes a` mesma posic¸a˜o espacial da imagem inscrita
e da imagem de teste sa˜o denominados histogramas correspondentes por fornecerem os
vetores de caracter´ısticas das regio˜es correspondentes entre as imagens. As ce´lulas corres-
pondentes ou histogramas correspondentes que possuem grau de similaridade menor que
um limiar sa˜o descartadas no processo de reconhecimento. Para isso, a ma´scara dinaˆmica
e´ gerada para indicar a posic¸a˜o destas ce´lulas.
A Figura 6.5, mostra a template de uma imagem da galeria, sua ma´scara de ru´ıdo
determinada pelo sistema, uma template de teste e sua ma´scara de ru´ıdo e, finalmente, a
ma´scara dinaˆmica que indica a regia˜o onde a similaridade entre as imagens e´ menor que o
limiar adotado. Para a ma´scara dinaˆmica da Figura 6.5 o limiar adotado foi determinado
empiricamente considerando a similaridade ma´xima encontrada entre as ce´lulas menos
quatros vezes o desvio padra˜o.
(a) Template da imagem inscrita na galeria. (b) Template da imagem de teste.
(c) Ma´scara de ru´ıdo da imagem da galeria. (d) Ma´scara de ru´ıdo da imagem de teste.
(e) Ma´scara dinaˆmica da imagem inscrita na
galeria.
(f) Ma´scara dinaˆmica da imagem de teste.
Figura 6.5: Indicac¸a˜o da posic¸a˜o das ce´lulas menos similares entre as imagens da galeria
e da imagem de teste.
6.5 Resultados Experimentais
Os experimentos 2 e 3 da Sec¸a˜o 5.2 do Cap´ıtulo 5 foram repetidos para avaliar a
efica´cia da te´cnica proposta, pore´m as ma´scaras de ru´ıdo foram transformadas em ma´scaras
dinaˆmicas. As novas distribuic¸o˜es de distaˆncia de Hamming e as novas curvas ROC, do
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experimento 2, que representam a sa´ıda do sistema de reconhecimento para os subconjuntos
(1), (2) e (3) sa˜o apresentadas nas Figuras 6.6 e 6.7, respectivamente.
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(a) Taxa de dilatac¸a˜o < 0,36 e ma´scara dinaˆmica.
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(b) Taxa de dilatac¸a˜o < 0,36 e > 0, 52 e ma´scara dinaˆmica.
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(c) Taxa de dilatac¸a˜o > 0,52 e ma´scara dinaˆmica.
Figura 6.6: Distribuic¸a˜o das distaˆncias de Hamming de acordo com a taxa de dilatac¸a˜o
utilizando ma´scara dinaˆmica.
Considerando o desempenho da ma´scara dinaˆmica, elaborada para cada comparac¸a˜o
entre as imagens do Subconjunto (1), a me´dia das distribuic¸o˜es correspondentes foi de
0, 27, com desvio padra˜o de 0, 0519. Para as distribuic¸o˜es na˜o correspondentes do mesmo
subconjunto a me´dia foi de 0, 46, com desvio padra˜o de 0, 0272 e a decidibilidade encontrada
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foi 4, 59.
Da mesma forma, considerando o desempenho da ma´scara dinaˆmica, elaborada para
cada comparac¸a˜o entre as imagens do Subconjunto (2), a me´dia das distribuic¸o˜es correspon-
dentes foi de 0, 27, com desvio padra˜o de 0, 0545. Para as distribuic¸o˜es na˜o correspondentes
do mesmo subconjunto a me´dia foi de 0, 45, com desvio padra˜o de 0, 0351 e a decidibilidade
encontrada foi 3, 92.
Finalmente, considerando o desempenho da ma´scara dinaˆmica, elaborada para cada
comparac¸a˜o entre as imagens do Subconjunto (3), a me´dia das distribuic¸o˜es corresponden-
tes foi de 0, 25, com desvio padra˜o de 0, 0511. Para as distribuic¸o˜es na˜o correspondentes do
mesmo subconjunto a me´dia foi de 0, 44, com desvio padra˜o de 0, 0384 e a decidibilidade
encontrada foi 4, 20.
As curvas ROC da Figura 6.7, determinam as EER para os treˆs subconjuntos, consi-
derando o desempenho da ma´scara dinaˆmica. Para os Subconjuntos (1), (2) e (3) as EER
foram de 2, 51%, 4, 63% e 4, 84%, respectivamente. A Figura 6.7 tambe´m mostra a EER
de 4, 64% referente a` comparac¸a˜o entre todas as imagens dos Subconjuntos (1), (2) e (3).
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Figura 6.7: ROC para os treˆs intervalos de taxa de dilatac¸a˜o utilizando ma´scara dinaˆmica.
As matrizes de confusa˜o, utilizando as ma´scara dinaˆmicas, para cada subconjunto sa˜o
mostradas na Tabela 6.1. O sistema apresenta uma precisa˜o e um especificidade de 90%
para o Subconjunto (1), onde a taxa de dilatac¸a˜o e´ a menor. O Subconjunto (2) possui
uma precisa˜o e uma especificidade de 89%. O Subconjunto (3) possui uma precisa˜o e uma
especificidade de 87%. A sensibilidade para os Subconjuntos (1), (2) e (3) foi de 98%, 96%
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e 87%, respectivamente.
Tabela 6.1: Matriz de confusa˜o do melhor resultado para cada subconjunto.
(a) Imagens com menor taxa de dilatac¸a˜o.
TP = 1.971, 70 FP = 9.356, 00 Pp = 0, 17
FN = 37, 64 TN = 90.992, 00 Pn = 0, 99
St = 0, 98 Sf = 0, 90 A = 0, 90
(b) Imagens com taxa de dilatac¸a˜o intermedia´ria.
TP = 2.996, 70 FP = 20.508, 00 Pp = 0, 12
FN = 116, 06 TN = 179.140, 00 Pn = 0, 99
St = 0, 96 Sf = 0, 89 A = 0, 89
(c) Imagens com maior taxa de dilatac¸a˜o.
TP = 333, 18 FP = 699, 54 Pp = 0, 32
FN = 10, 78 TN = 4.717, 40 Pn = 0, 99
St = 0, 96 Sf = 0, 87 A = 0, 87
As novas distribuic¸o˜es de distaˆncia de Hamming e as novas curvas ROC, do experimento
3, que representam a sa´ıda do sistema de reconhecimento para os Subconjuntos (1 e 2), (1
e 3) e (2 e 3) sa˜o apresentadas nas Figuras 6.8 e 6.9, respectivamente.
Considerando o desempenho da ma´scara dinaˆmica, elaborada para cada comparac¸a˜o
entre as imagens dos Subconjuntos (1) e (2), a me´dia das distribuic¸o˜es correspondentes
foi de 0, 27, com desvio padra˜o de 0, 0548. Para as distribuic¸o˜es na˜o correspondentes do
mesmo subconjunto a me´dia foi de 0, 46, com desvio padra˜o de 0, 0323 e a decidibilidade
encontrada foi 4, 23.
Da mesma forma, considerando o desempenho da ma´scara dinaˆmica, elaborada para
cada comparac¸a˜o entre as imagens dos Subconjuntos (1) e (3), a me´dia das distribuic¸o˜es
correspondentes foi de 0, 27, com desvio padra˜o de 0, 0535. Para as distribuic¸o˜es na˜o
correspondentes do mesmo subconjunto a me´dia foi de 0, 46, com desvio padra˜o de 0, 0297
e a decidibilidade encontrada foi 4, 39.
Finalmente, considerando o desempenho da ma´scara dinaˆmica, elaborada para cada
comparac¸a˜o entre as imagens dos Subconjuntos (2) e (3), a me´dia das distribuic¸o˜es cor-
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respondentes foi de 0, 27, com desvio padra˜o de 0, 0553. Para as distribuic¸o˜es na˜o corres-
pondentes do mesmo subconjunto a me´dia foi de 0, 45, com desvio padra˜o de 0, 0356 e a
decidibilidade encontrada foi 3, 87.
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(a) Comparac¸o˜es entre os Subconjuntos (1) e (2) utilizando ma´scara dinaˆmica.
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(b) Comparac¸o˜es entre os Subconjuntos (1) e (3) utilizando ma´scara dinaˆmica.
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(c) Comparac¸o˜es entre os Subconjuntos (2) e (3) utilizando ma´scara dinaˆmica.
Figura 6.8: Distribuic¸a˜o das distaˆncias de Hamming entre os Subconjuntos (1), (2) e (3)
utilizando ma´scara dinaˆmica.
As curvas ROC da Figura 6.9 determinam as EER para os treˆs subconjuntos, conside-
rando o desempenho da ma´scara dinaˆmica. Para os Subconjuntos (1 e 2), (1 e 3) e (2 e 3)
as EER foram de 4, 30%, 3, 36% e 5, 04%, respectivamente. A Figura 6.9 tambe´m mostra
Cla´riton Rodrigues Bernadelli UFU
SEC¸A˜O 6.6 DISCUSSA˜O 68
a EER de 4, 64% referente a` comparac¸a˜o entre todas as imagens dos Subconjuntos (1), (2)
e (3).
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Figura 6.9: ROC para a comparac¸a˜o entre os subconjuntos utilizando ma´scara dinaˆmica.
As matrizes de confusa˜o da comparac¸a˜o entre os subconjuntos, utilizando as ma´scara
dinaˆmicas, sa˜o mostradas na Tabela 6.2. O sistema apresenta uma precisa˜o e um espe-
cificidade de 91% para as comparac¸o˜es entre as imagens dos Subconjuntos (1) e (2). A
comparac¸a˜o entre as imagens dos Subconjunto (1) e (3) possui uma precisa˜o e uma espe-
cificidade de 88%. A comparac¸a˜o entre as imagens dos Subconjuntos (2) e (3) possui uma
precisa˜o e uma especificidade de 88%.
A sensibilidade, a especificidade e a precisa˜o para a comparac¸a˜o entre todas as imagens
dos Subconjuntos (1), (2) e (3) foi de 96%, 86% e 86%, respectivamente.
6.6 Discussa˜o
Os resultados experimentais indicam claramente que a te´cnica proposta na˜o e´ indicada
para comparac¸o˜es entre as imagens com taxas de dilatac¸a˜o pro´ximas. Na repetic¸a˜o do
experimento 2, utilizando a ma´scara dinaˆmica, os resultados da decidibilidade e da EER
pioraram. Para o subconjunto (1) a decidibilidade passou de 5, 53, sem ma´scara para 4, 59,
com ma´scara. Para o subconjunto (2) a decidibilidade passou de 4, 78, sem ma´scara para
3, 92, com ma´scara. Finalmente, para o subconjunto (3) a decidibilidade passou de 5, 24,
sem ma´scara para 4, 20, com ma´scara.
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Tabela 6.2: Matriz de confusa˜o do melhor resultado para comparac¸a˜o entre subconjuntos.
(a) Distribuic¸a˜o das distaˆncias de Hamming entre os
Subconjuntos (1) e (2).
TP = 6.581, 30 FP = 48.844, 00 Pp = 0, 11
FN = 271, 04 TN = 533.990, 00 Pn = 0, 99
St = 0, 96 Sf = 0, 91 A = 0, 91
(b) Distribuic¸a˜o das distaˆncias de Hamming entre os
Subconjuntos (1) e (3).
TP = 2.415, 50 FP = 17.980, 00 Pp = 0, 11
FN = 57, 60 TN = 13.650, 00 Pn = 0, 99
St = 0, 97 Sf = 0, 88 A = 0, 88
(c) Distribuic¸a˜o das distaˆncias de Hamming entre os
Subconjuntos (2) e (3).
TP = 3.997, 70 FP = 30.529, 00 Pp = 0.11
FN = 156, 44 TN = 242.950, 00 Pn = 0, 99
St = 0, 96 Sf = 0, 88 A = 0, 88
Para o subconjunto (1) a EER passou de 0, 98%, sem ma´scara para 2, 51%, com ma´scara.
Para o subconjunto (2) a EER passou de 1, 76%, sem ma´scara para 4, 63%, com ma´scara.
Finalmente, para o subconjunto (3) a EER passou de 1, 55%, sem ma´scara para 4, 84%,
com ma´scara.
Esse resultado ja´ era esperado, pois a taxa de dilatac¸a˜o das imagens de cada subconjunto
sa˜o pro´ximas e, portanto, qualquer perda de informac¸a˜o provocada pela ma´scara dinaˆmica
prejudica ainda mais a performance do sistema, conforme comprova tambe´m os valores das
matrizes de confusa˜o.
Na repetic¸a˜o do experimento 3, utilizando a ma´scara dinaˆmica, as comparac¸o˜es entre
as imagens dos Subconjuntos (1 e 2) e (2 e 3) tambe´m na˜o tiveram melhoria nos resultados.
Contudo, os resultados comprovam que a utilizac¸a˜o da te´cnica proposta e´ u´til no teste de
comparac¸a˜o que envolve as imagens dos Subconjuntos (1) e (3). Estes subconjuntos sa˜o
constitu´ıdos pelas imagens com menores e maiores taxas de dilatac¸a˜o, portanto a variac¸a˜o
da a´rea da ı´ris e sua deformac¸a˜o na˜o linear esta˜o mais evidentes.
A decidibilidade e a EER para a comparac¸a˜o entre as imagens dos Subconjuntos (1) e
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(3), sem o uso da ma´scara dinaˆmica foi de 3, 5 e 9, 69%, respectivamente. Com o uso da
ma´scara dinaˆmica a decidibilidade e a EER passaram para 4, 39 e 3, 36% respectivamente.
A matriz de confusa˜o mostra um aumento no valor preditivo positivo e na sensibilidade,
de 0, 078 para 0, 11 e de 0, 83 para 0, 97, respectivamente. Esse fato indica uma taxa maior
de verdadeiro positivo, pore´m a precisa˜o do sistema fica menor devido ao aumento na taxa
de falso positivo, indicada pela especificidade que passou de 0, 97 para 0, 88.
6.7 Considerac¸o˜es Finais
O argumento teo´rico apresentado foi comprovado nos experimentos. Com o me´todo
proposto foi poss´ıvel aumentar a decidibilidade e diminuir a EER do sistema de reconheci-
mento da ı´ris para o caso em que a taxa de dilatac¸a˜o entre as imagens sa˜o bem diferentes.
No caso de imagens com taxas de dilatac¸a˜o pro´ximas o me´todo na˜o e´ indicado, pois a perda
de informac¸a˜o provocada pela ma´scara dinaˆmica prejudica a performance do sistema.
Potencialmente, os sistemas de reconhecimento de ı´ris podem ser utilizados em larga
escala e com alta precisa˜o. Assim, considerar a dinaˆmica da ı´ris no processo biome´trico pode
ser a chave para o desenvolvimento de um sistema verdadeiramente automa´tico, confia´vel
e independente da variabilidade intraclasse.
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Concluso˜es, Contribuic¸o˜es e Sugesto˜es de Trabalhos
Futuros
7.1 Resumo das Implementac¸o˜es
Nos quatro primeiros cap´ıtulos deste trabalho, foram descritas todas as etapas de pro-
cessamento de um sistema de reconhecimento de ı´ris utilizando me´todos tradicionais. Ale´m
disso, os resultados da implementac¸a˜o, as abordagens adotadas e as dificuldades encontras
em cada etapa foram apresentadas e discutidas.
As etapas tradicionais correspondem a` segmentac¸a˜o, normalizac¸a˜o, codificac¸a˜o e com-
parac¸a˜o. A segmentac¸a˜o da regia˜o da ı´ris foi descrita no cap´ıtulo 2. Nesta etapa os
me´todos implementados foram a transformada circular de Hough (TCH) para a detecc¸a˜o
da ı´ris na imagem do olho, a transformada linear de Hough para a detecc¸a˜o das pa´lpebras
e o estabelecimento de um limiar em escala cinza para detectar a interfereˆncia dos c´ılios
no interior da regia˜o da ı´ris. Utilizando as imagens da base de dados CASIA-Iris-V1 e
CASIA-IRIS-Lamp, a etapa de segmentac¸a˜o obteve 85% e 75% de segmentac¸o˜es corretas,
respectivamente.
No cap´ıtulo 3, foi descrito o me´todo utilizado na etapa de normalizac¸a˜o, responsa´vel
por gerar uma imagem retangular com dimenso˜es constantes independente dos tamanhos
da pupila e da ı´ris, detectados na etapa anterior. O me´todo implementado foi proposto por
John Daugman, denominado de homogeneous rubber sheet. Esse me´todo modela a regia˜o
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da ı´ris como um anel de borracha e utiliza uma amostragem uniforme dos pixels da ı´ris.
Todas as imagens da base de dados CASIA-Iris-V1 e CASIA-IRIS-Lamp foram nor-
malizadas com sucesso. Ao final dessa etapa, a representac¸a˜o retangular da regia˜o da ı´ris
possui dimenso˜es de 20× 240 pixels e uma ma´scara de ru´ıdo com as mesmas dimenso˜es foi
gerada para representar as regio˜es que possuem interfereˆncia das pa´lpebras e c´ılios.
No cap´ıtulo 4, as caracter´ısticas da ı´ris foram extra´ıdas da representac¸a˜o normalizada
e codificadas. A extrac¸a˜o das caracter´ısticas foi implementada utilizando um filtro Log-
Gabor 1D e a quantizac¸a˜o da fase do sinal de sa´ıda desse filtro gerou a tempalte bina´ria de
dimenso˜es 20× 480 pixels. Essa template representa o co´digo da ı´ris.
Para realizar a comparac¸a˜o entre duas templates foi utilizada como me´trica a distaˆncia
de Hamming. O valor da distaˆncia de Hamming fornece uma medida da quantidade de bits
que sa˜o correspondentes entre as duas templates. Um limiar define se as duas templates sa˜o
provenientes da mesma ı´ris ou na˜o. As inconsisteˆncias rotacionais tambe´m foram tratadas
nesta etapa.
Para as imagens codificadas da base de dados CASIA-Iris-V1 e CASIA-IRIS-Lamp,
foram utilizadas ate´ oito deslocamentos para esquerda e para a direita, e apenas o melhor
resultado da distaˆncia de Hamming foi considerado. Um histograma das distaˆncias de
Hamming foi gerado para mostrar o grau de sobreposic¸a˜o entre as amostras intraclasse e
interclasse.
No cap´ıtulo 5 o sistema implementado foi testado utilizando 608 imagens do conjunto
CASIA-Iris-V1 que geraram 1.536 comparac¸o˜es intraclasse e 183.760 comparac¸o˜es inter-
classe e 1.753 imagens do conjunto CASIA-IRIS-Lamp que geraram 28.608 comparac¸o˜es
intraclasse e 1.521.324 comparac¸o˜es interclasse.
Com o objetivo de demonstrar a influeˆncia dos movimentos do tecido da ı´ris no processo
de reconhecimento biome´trico, treˆs experimentos foram desenvolvidos e os paraˆmetros de-
cidibilidade e EER foram utilizados para medir a capacidade do sistema em separar as
distribuic¸o˜es intraclasse e interclasse.
No primeiro experimento a decidibilidade foi de 5, 19 e 4, 76 para os conjuntos CASIA-
Iris-V1 e CASIA-IRIS-Lamp, respectivamente. A EER, foi de 0, 75% e 2, 16% para os
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conjuntos CASIA-Iris-V1 e CASIA-IRIS-Lamp, respectivamente. Esses resultados sugerem
de forma noto´ria que o conjunto CASIA-IRIS-Lamp esta´ mais sujeito a erros.
No segundo experimento, o conjunto CASIA-IRIS-Lamp foi dividido empiricamente em
treˆs grupos de acordo com a taxa de dilatac¸a˜o, ou seja, a raza˜o entre o raio da pupila e o
raio da ı´ris. O Subconjunto (1), constitu´ıdo pelas imagens com taxa de dilatac¸a˜o menor
do que 0, 36, apresentou decidibilidade de 5, 53 e EER de 0, 98%. O Subconjunto (2),
constitu´ıdo pelas imagens com taxa de dilatac¸a˜o maior do que 0, 36 e menor do que 0, 52,
apresentou decidibilidade de 4, 78 e EER de 1, 76%. O Subconjunto (3), constitu´ıdo pelas
imagens com taxa de dilatac¸a˜o maior do que 0, 52, apresentou decidibilidade de 5, 24 e
EER de 1, 55%.
Os resultados do experimento 2 indicam que o estado de contrac¸a˜o e dilatac¸a˜o da ı´ris
interferem na precisa˜o do sistema de reconhecimento. O sistema apresentou as melhores
respostas para as imagens dos Subconjuntos (1) e (3). Nestes dois subconjuntos a quan-
tidade de informac¸a˜o discriminante e´ maior, pois para o primeiro caso a a´rea da ı´ris e´
proporcionalmente maior e no segundo caso a compressa˜o das estruturas da ı´ris formam
uma textura mais rica em bordas.
No terceiro experimento, os co´digos comparados pertenciam, obrigatoriamente, a` sub-
conjuntos diferentes, ou seja, as comparac¸o˜es foram realizadas entre imagens com taxas
de dilatac¸a˜o bem diferentes. A decidibilidade e a EER para as comparac¸o˜es entre os Sub-
conjuntos, (1) e (3), (1) e (2) e (2) e (3) sa˜o 3, 5 e 9, 69%, 4, 44 e 3, 52% e 3, 79 e 2, 64%,
respectivamente.
Os resultados do terceiro experimento evidenciaram ainda mais a influeˆncia dos mo-
vimentos da pupila no sistema de reconhecimento. Esse fato comprovou que o modelo
homogeneous rubber sheet realmente na˜o e´ adequando para os sistemas que utilizam ima-
gens com variac¸o˜es no estado da ı´ris.
A Tabela 7.1 resume os resultados encontrados nos treˆs experimentos realizados. Quanto
maior a decidibilidade, maior e´ a separac¸a˜o entre as distribuic¸o˜es intraclasse e interclasse
e, consequentemente, maior a precisa˜o no reconhecimento. Quanto menor a EER, maior e´
a capacidade do sistema em classificar corretamente uma amostra.
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Tabela 7.1: Resultados dos treˆs experimentos realizados - Resumo.
Experimento Imagens decidibilidade EER
1
CASIA-Iris-V1 5, 19 0, 75%
CASIA-IRIS-Lamp 4, 76 2, 16%
2
Subconjunto (1) 5, 53 0, 98%
Subconjunto (2) 4, 78 1, 76%
Subconjunto (3) 5, 24 1, 55%
3
Subconjuntos (1) e (3) 3, 50 9, 69%
Subconjuntos (1) e (2) 4, 44 3, 52%
Subconjuntos (2) e (3) 3, 79 2, 64%
No cap´ıtulo 6, foi apresentado o me´todo proposto para aumentar a decidibilidade e
diminuir a EER. O me´todo foi fundamentado na criac¸a˜o de ma´scaras dinaˆmicas, respon-
sa´veis por descartar as regio˜es da ı´ris com baixo grau de similaridade, considerando sua
deformac¸a˜o na˜o linear e o desalinhamento das caracter´ısticas discriminantes em ı´ris que se
encontram em estados diferentes.
Todos os detalhes para gerar a ma´scara dinaˆmica, utilizado o histograma de gradientes
orientados e o alinhamento dos vetores resultantes, alinhados e comparados pelo algor´ıtimo
Dynamic Time Warping, foram apresentados. Os resultados obtidos foram satisfato´rios
para o caso de imagens em estados diferentes e sa˜o apresentados, de forma resumida na
Tabela 7.2.
A Tabela 7.2 tambe´m permite a comparac¸a˜o direta dos resultados obtidos com e sem
o uso do me´todo proposto, ou seja, com e sem a influeˆncia da ma´scara dinaˆmica.
Tabela 7.2: Resultados dos experimentos realizados utilizando ma´scara dinaˆmica - Resumo.
Com ma´scara Sem ma´scara
Experimento Imagens decidibilidade EER decidibilidade EER
1
CASIA-Iris-V1 - - 5, 19 0, 75%
CASIA-IRIS-Lamp 4, 17 4, 64% 4, 76 2, 16%
2
Subconjunto (1) 4, 59 2, 51% 5, 53 0, 98%
Subconjunto (2) 3, 92 4, 63% 4, 78 1, 76%
Subconjunto (3) 4, 20 4, 84% 5, 24 1, 55%
3
Subconjuntos (1) e (3) 4, 39 3, 36% 3, 50 9, 69%
Subconjuntos (1) e (2) 4, 23 4, 30% 4, 44 3, 52%
Subconjuntos (2) e (3) 3, 87 5, 04% 3, 79 2, 64%
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7.2 Concluso˜es e Contribuic¸o˜es
A construc¸a˜o de um sistema de reconhecimento biome´trico, utilizando te´cnicas tradi-
cionais pode ser considerada a primeira contribuic¸a˜o deste trabalho. Juntamente com o
desenvolvimento do sistema, destaca-se a apresentac¸a˜o do estado da arte que serve como
refereˆncia para trabalhos futuros e como fonte de consulta para trabalhos na a´rea de bio-
metria da ı´ris.
Outra contribuic¸a˜o extremamente importante foi a avaliac¸a˜o quantitativa da influeˆncia
dos movimentos pupilares no processo de reconhecimento. A dinaˆmica pupilar foi conside-
rada em todas as etapas do processamento e seu impacto na decidibilidade e na EER foi
avaliado para diferentes estados de contrac¸a˜o e dilatac¸a˜o da ı´ris.
Desse modo, ficou explicito que o modelo tradicional de normalizac¸a˜o na˜o e´ o mais ade-
quado para sistemas que utilizam imagens dinaˆmicas. O processo de amostragem tambe´m
e´ influenciado pela deformac¸a˜o na˜o linear da estrutura da ı´ris, pois o alinhamento entre as
caracter´ısticas da imagem da galeria e da imagem de teste na˜o se mante´m o mesmo para
ı´ris em diferentes estados de contrac¸a˜o.
Entretanto, a principal contribuic¸a˜o deste trabalho foi o me´todo proposto para melhorar
o desempenho do sistema quando se compara co´digos de ı´ris em estados bem diferentes de
contrac¸a˜o. O uso da te´cnica Dynamic Time Warping para o alinhamento dos vetores de
histogramas orientados na etapa de comparac¸a˜o foi inovador e eficaz, conforme mostraram
os resultados obtidos.
7.3 Sugesto˜es de Trabalhos Futuros
Todos os objetivos inicias deste trabalho foram atendidos, no entanto o seu desenvolvi-
mento ofereceu condic¸o˜es para a realizac¸a˜o de outros trabalhos, como por exemplo:
• Implementac¸a˜o do sistema de reconhecimento, juntamente com a te´cnica proposta,
em linguagem de programac¸a˜o compilada, especifica para processamento de imagens,
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como por exemplo C++, associada a` biblioteca OpenCV de visa˜o computacional.
• Utilizac¸a˜o de outro banco de imagens dinaˆmicas para que os resultados sejam com-
parados com os obtidos neste trabalho.
• Devido a` grande quantidade de imagens testadas, alguns paraˆmetros do Gradiente de
histogramas orientado na˜o foram modificados. Por exemplo, o tamanho das ce´lulas,
dos blocos, da sobreposic¸a˜o dos blocos e as ma´scaras de gradiente. O mesmo vale
para o limiar utilizado na comparac¸a˜o realizada pelo algoritmo da Dynamic Time
Warping.
• Utilizac¸a˜o de te´cnicas diferentes em todas as etapas do sistema de reconhecimento,
principalmente novas te´cnicas de comparac¸a˜o e alinhamento para a comparac¸a˜o dos
resultados com os obtidos neste trabalho.
7.4 Principais Publicac¸o˜es
Artigos publicados:
• Latin America Transactions, IEEE (Revista IEEE Ame´rica Latina) - ISSN 1548-0992.
Iris Movements: The Best State to Dynamic Biometric Recognition Process.Vol 14,
Issue 5, May 2016.
• Latin America Transactions, IEEE (Revista IEEE Ame´rica Latina) - ISSN 1548-0992.
Influence of Source Light in Clinical Parameters of Pupillary Cycle. Vol. 13, Issue
12, December 2015.
• Confereˆncia de Estudos em Engenharia Ele´trica (CEEL) 2014 - ISSN 2178-8308.
Sistema embarcado para controle de iluminac¸a˜o na Aquisic¸a˜o de Ciclos Pupilares.
• Confereˆncia de Estudos em Engenharia Ele´trica (CEEL) 2014 - ISSN 2178-8308.
Fundamentos da Te´cnica de Fluxo O´ptico e sua Aplicac¸a˜o em Pupilometria.
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Artigos Submetidos:
• Pattern Recognition Letters 2015 - ISSN 0167-8655. Analysis of the Influence of
Pupil Dilatation and Contraction in Biometric Recognition.
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