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MULTIDIMENSIONAL TAUBERIAN THEOREMS FOR
WAVELET AND NON-WAVELET TRANSFORMS
STEVAN PILIPOVIC´ AND JASSON VINDAS
Abstract. We study several Tauberian properties of regularizing
transforms of tempered distributions with values in Banach spaces,
that is, transforms of the form M fϕ(x, y) = (f ∗ ϕy)(x), where the
kernel ϕ is a test function and ϕy(·) = y−nϕ(·/y). If the zeroth
moment of ϕ vanishes, it is a wavelet type transform; otherwise,
we say it is a non-wavelet type transform.
The first aim of this work is to show that the scaling (weak)
asymptotic properties of distributions are completely determined
by boundary asymptotics of the regularizing transform plus natu-
ral Tauberian hypotheses. Our second goal is to characterize the
spaces of Banach space-valued tempered distributions in terms of
the transform M fϕ(x, y). We investigate conditions which ensure
that a distribution that a priori takes values in locally convex space
actually takes values in a narrower Banach space. Special atten-
tion is paid to find the optimal class of kernels ϕ for which these
Tauberian results hold.
We give various applications of our Tauberian theory in the
pointwise and (micro-)local regularity analysis of Banach space-
valued distributions, and develop a number of techniques which
are specially useful when applied to scalar-valued functions and
distributions. Among such applications, we obtain the full weak-
asymptotic series expansion of the family of Riemann-type dis-
tributions Rβ(x) =
∑
∞
n=1 e
ipixn2/n2β, β ∈ C, at every rational
point. We also apply the results to regularity theory within gener-
alized function algebras, to the stabilization of solutions for a class
of Cauchy problems, and to Tauberian theorems for the Laplace
transform; in addition, we find a necessary and sufficient condition
for the existence of f(t0, ξ) ∈ S ′(Rnξ ), where f(t, ξ) ∈ S ′(Rnt ×Rnξ ).
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1. Introduction
In this article we investigate several Tauberian aspects of integral
transforms arising from regularizations of distributions. The seminal
work of Drozhzhinov and Zavialov [9, 10, 12] has been used as the
starting point for our analysis. We shall connect our work with those
of Meyer, Jaffard, Estrada, Holschneider and collaborators. This will
be done via the fine pointwise analysis of vector-valued functions and
distributions.
Fix ϕ ∈ S(Rn) and set ϕy(·) = y−nϕ(·/y). To a tempered distribu-
tion f , we associate the regularizing transform, given by
(1.1) Mfϕ(x, y) := (f ∗ ϕy)(x) , (x, y) ∈ Rn × R+.
Such a transform is extremely important and useful in mathematical
analysis. If the integral of ϕ vanishes, one obtains the widely studied
wavelet transform. In contrary case, the transform is rather obtained
through an old procedure in analysis, namely, convolution with an ap-
proximation of the unity; we therefore choose to make a distinction and
call it the non-wavelet transform.
The aims of this article are the following:
1. To obtain a complete characterization of scaling (weak) asymp-
totic properties of distributions in terms of the transform (1.1).
2. To show that (1.1) intrinsically characterizes the spaces of tem-
pered distributions with values in arbitrary Banach spaces.
3. To identify the optimal class of kernels ϕ suitable for the Taube-
rian analysis of the two problems stated above.
4. To develop a number of techniques which can be used as stan-
dard devices for pointwise and (micro-)local analysis of func-
tions and distributions.
The study and determination of the local behavior of functions (or
generalized functions) is a fundamental necessity in almost any area
of mathematical analysis and its applications. In the case of Schwartz
distributions, the problem is not easy to handle: Distributions are not
pointwisely defined objects, so, how can one study their behavior at
individual points? There are various different views of the problem.
One approach consists in fixing a global space of functions, typically
a Ho¨lder or Besov type space, and measuring the local regularity with
respect to it: a distribution is said to be regular at a point if it coincides
near the point with an element of the global space, see e.g., [34, 63, 84].
In several contexts, such as propagation of singularities of PDE [4, 5],
image or signal processing [1], or multifractal analysis [45, 46, 47], one
is most interested in finer pointwise measurements that allow one to
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distinguish special features of a distribution in an irregular background.
Such a pointwise behavior may drastically and suddenly change from
point to point, which makes the local regularity approach sometimes
inadequate for these purposes. Perhaps a quite representative ex-
ample of a function exhibiting this phenomenon is Riemann’s “non-
differentiable” function,
(1.2)
∞∑
n=1
sin(πn2t)
n2
,
which have attracted for more than a century the attention of many
researchers [30, 32, 28, 14, 36, 44, 49]. Its behavior at a point deeply de-
pends on Diophantine approximation properties of the point, and that
makes it change radically from point to point [44]. Another instance is
provided by the related family of Riemann type distributions
(1.3) Rβ(t) =
∞∑
n=1
eipin
2t
n2β
, β ∈ C,
whose pointwise properties at rational points will be throughly inves-
tigated in this article.
Jaffard and Meyer [49] showed that a better understanding of (1.2),
and other functions, can be achieved via the transform (1.1) and a care-
ful analysis of the fine scaling and oscillating properties of distributions.
The key pointwise scaling notion involved in their analysis is that of
2-microlocal spaces, introduced by Bony [4, 5] in the context of PDE
and subsequently studied by many authors [43, 48, 49, 52, 61, 63, 80].
Back in the early 1970’s, Zavialov introduced a natural notion of
measuring for scaling asymptotic properties of distribution, which is
actually closely related to the 2-microlocal spaces. His notion was
originated in the setting of quantum field theory [99, 100, 104] and it has
been extensively investigated by him, Drozhzhinov, and Vladimirov,
see e.g., [8, 10, 11, 13, 98]. Meyer rediscovered in [61] a particular
case of this scaling concept and used it to define the pointwise weak
scaling exponent. The study of Zavialov scaling asymptotics is the core
of problem 1 stated above.
In this article we will employ the name weak-asymptotics for Za-
vialov’s notion, though we should mention that the same concept is
more often known in the literature as quasiasymptotics. The idea of
the weak-asymptotic behavior is to look for scaling self-similarity prop-
erties of a distribution f ∈ S ′(Rn) at either small or large scale, so one is
interested in asymptotic representations of the form f(ht) ∼ c(h)g(t),
in the distributional sense, that is, holding after evaluation at test
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functions ρ ∈ S(Rn),
(1.4) 〈f(ht), ρ(t)〉 ∼ c(h) 〈g(t), ρ(t)〉 .
One quickly realizes [24, 69, 98] that the comparison function c(h) must
be asymptotically self-similar, i.e., a Karamata regularly varying func-
tion [3, 79]. Familiar functions such as hα, hα |log h|β , hα |log |log h||β,
..., are regularly varying. Similarly, one can define f(ht) = O(c(h)) in
the weak sense through
(1.5) 〈f(ht), ρ(t)〉 = O(c(h)).
By translating and looking at small scales, both notions provide a natu-
ral and qualitative measure of the pointwise regularity of distributions.
The connection between weak-asymptotics and 2-microlocal spaces is
as follows. It was shown by Meyer in [61]. A tempered distribution f
belongs (locally) to the 2-microlocal space [61] Cα,sx0 for some s if and
only if it satisfies (1.5) with c(h) = hα, as h→ 0+, for all test function
in the Lizorkin [35, 57, 73] space S0(Rn) ⊆ S(Rn), i.e., for all those test
functions with all vanishing moments. Therefore, we may say that the
weak-asymptotics have a microlocal character.
The weak-asymptotics admit a precise characterization in terms of
(1.1). Our aim 1 is to establish such a characterization. For a suitable
kernel ϕ, we shall show that (1.5) holds (up to a possible polynomial
correction) for all ρ ∈ S(Rn) if and only if there is k such that
(1.6)
∣∣Mfϕ(hx, hy)∣∣ ≤ y−kO(c(h)), uniformly for |x|2 + y2 = 1.
On the other hand, the weak-asymptotic behavior f(ht) ∼ c(h)g(t)
holds if and only if (1.1) has a related angular asymptotic behavior
plus the Tauberian estimate (1.6). Drozhzhinov and Zavialov made
quite substantial progress toward the understanding of such a charac-
terization [9, 10]. The problem was considered by Meyer as well [61].
We will revisit the problem and obtain optimal results.
Naturally, we cannot expect the characterization to hold for any
kernel ϕ. Thus, we have partly arrived to the aim 3: The determina-
tion of the biggest class of kernels that makes possible such a result.
Drozhzhinov and Zavialov proved that the desired characterization is
valid if ϕˆ, the Fourier transform of ϕ, satisfies a non-degenerateness re-
quirement; specifically, if it has a Taylor polynomial at the origin that
is non-degenerate, in the sense that such a Taylor polynomial does not
identically vanish on any ray through the origin. We will identify the
biggest class of kernels associated to this Tauberian problem by find-
ing a more general condition of non-degenerateness. It turns out that
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the structure of the Taylor polynomials does not play any role in our
condition.
In Wiener Tauberian theory [54, 103] and its extensions [27, 55, 68]
the Tauberian kernels are those whose Fourier transforms do not vanish
at any point. In our theory the Tauberian kernels will be those ϕ such
that ϕˆ does not identically vanish on any ray through the origin. This
is precisely our notion of non-degenerateness, which fully answers the
problem 3.
We now explain the problem 2 stated above. We claim that the
mere knowledge of the transform (1.1) along with its growth properties
suffice to conclude whether a vector-valued distribution takes values in
a Banach space (up to some correction term). More precisely, suppose
that the vector-valued tempered distribution f takes a priori values
in a “broad” locally convex space which contains as a continuously
embedded subspace the narrower Banach space E, and thatM fϕ(x, y) ∈
E, for almost every value of (x, y). If it is a priori known that f takes
values in E, then one can directly verify that it satisfies the estimate
(1.7)
∥∥M fϕ(x, y)∥∥E ≤ C (1 + y)k (1 + |x|)lyk ,
for some k, l, and C. We call (1.7) a class estimate. The problem of
interest is the converse one: Up to what extend does the class estimate
(1.7) allow one to conclude that f actually takes values in E?
The aim 2 is to address this question. We shall show that if f satisfies
(1.7), where ϕ is non-degenerate in our sense, then f takes values in
E up to vector-valued entire functions whose Fourier transforms have
compact supports that are totally controlled by ϕ.
We point out that this problem was first raised and studied by
Drozhzhinov and Zavialov [9, 10]. Their results are robust and they
demonstrated their usefulness with several very interesting applica-
tions; for example, they discovered a general abstract class of one-
dimensional Besov type spaces in [9], and established in [12] useful norm
estimates in various Banach spaces for solutions to the Schro¨dinger
equation. However, their theory excludes a wide number of kernels
that are of great interest in harmonic analysis. For instance, their the-
ory does not cover wavelets with all vanishing moments, ϕ ∈ S0(Rn).
Observe that the wavelets that are involved in (continuous) Littlewood-
Paley decompositions [38] are of this kind. Our results will incorporate
those (and many other) important types of wavelets.
The two type of Tauberian results described above are powerful tools,
especially when they are combined together. It is important to em-
phasize that they provide a new perspective in the study of classical
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pointwise and local regularity properties of ordinary functions as well.
They even supply techniques to study global properties, since, as we
will show, global regularity may be explicitly transfer into weak point-
wise properties of vector-valued distributions.
Our aim 4 is to illustrate these facts with several concrete applica-
tions. Such applications will be detailed in the next subsection. Per-
haps the most representative of them concerns the pointwise analysis
of the Riemann type distributions (1.3). We show that for any β the
distribution (1.3) admits a full weak-asymptotic series at every ratio-
nal point. Interestingly, the pointwise behavior of (1.3) is intimately
related to the analytic continuation properties of the generalized zeta-
type function
ζr(z) :=
∞∑
n=1
eipirn
2
nz
, ℜe z > 1,
provided in this article for r ∈ Q.
1.1. Outline of Contents. The paper is organized as follows.
Section 2 is of preliminary character, we recall there basic facts about
Banach space-valued (Schwartz and Lizorkin [73]) distribution spaces
and the notion of weak-asymptotics. Several special cases of weak-
asymptotics will be introduced as examples in order to show how such
a kind of asymptotic behavior is involved in familiar notions from dis-
tribution theory. Those particular instances are:  Lojasiewicz point
values [58, 59] and jump behavior of distributions [25, 89, 91], the
Estrada-Kanwal moment asymptotic expansion [22, 24], and Meyer’s
weak scaling exponents [61].
We discuss in Section 3 properties of the regularizing transform and
extend the wavelet analysis given in [35] to Banach space-valued distri-
butions. We first treat the basic properties that are common to both
the wavelet and non-wavelet transforms. After a normalization, we
will follow [26, 92] and use the terminology φ-transform for the non-
wavelet case. We introduce here the crucial concept of non-degenerate
test functions, which is wider than that introduced by Drozhzhinov and
Zavialov in [11] and called here strong non-degenerateness. They will
be indeed the Tauberian kernels of our theory. We mention that the
same class of test functions has been already used by other authors in
other contexts, see e.g., [41].
The extension of the scalar distribution wavelet analysis from [35]
to Banach space-valued Lizorkin distributions will be accomplished in
Subsection 3.3 with the aid of the nuclearity of the Schwartz spaces
[83]. The wavelet desingularization formula and the characterization of
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bounded sets of Banach space-valued Lizorkin distributions will prepare
the ground for the vector-valued theory given in the next four sections.
The Abelian results from Section 4 are essentially due to Drozhzhinov
and Zavialov [9, 10], but we shall refine their results by adding new
information through uniformity conditions occurring in the angular
asymptotic behavior of the transform (1.1).
Section 5 is devoted to the Tauberian characterization of weak-
asymptotics in the space S ′0(Rn, E), i.e., the space of Lizorkin distribu-
tions with values in a Banach space E (cf. Subsection 2.1). The key
condition in our theory will be an E-norm version of the Tauberian
estimate (1.6) on the half-sphere of Rn ×R+. We have extended all of
the one-dimensional results from [95]. We highlight that the technique
employed here, comparing it with that from [95], has been considerably
simplified and refined.
The main results of the article are obtained in Section 6 and Section
7. In Section 6 we undertake the Tauberian study of weak-asymptotics
in S ′(Rn, E), the space of tempered distributions with values in a Ba-
nach space E. In Subsection 6.2 we characterize the weak-asymptotics
in terms of the φ−transform, while in Subsection 6.3 we show that such
asymptotic properties can be also fully characterized (up to a polyno-
mial correction) via the wavelet transform. The estimate (1.6) will play
again the role of the Tauberian hypothesis. An important achievement
here is the analysis of the weak-asymptotics of critical degrees, namely,
positive integral degrees, not present in [9, 10] nor in Meyer’s work
[61]. In such a critical case the classes of associate homogeneous and
homogeneously bounded functions [86, 88], defined in Subsection 6.1,
will appear as natural terms in the polynomial correction.
Section 7 deals with the characterization of S ′(Rn, E) and S ′0(Rn, E),
where E is a Banach space, through global and local class estimates. We
assume that f takes a priori values in a broad locally convex space which
contains the narrower Banach space E as a continuously embedded
subspace, and that M fφ(x, y) ∈ E, for almost every value of (x, y),
satisfies the Tauberian class estimate (1.7). We show first that the
global class estimate (1.7) determines S ′0(Rn, E) if the wavelet is non-
degenerate. On the other hand, for S ′(Rn, E), we prove the existence
of G, with values in the broad space, such that supp Gˆ ⊆ {0} and
(1.8) f −G ∈ S ′(Rn, E).
In case when the broad space is a normed one, G reduces simply to a
polynomial. The important notions of strong non-degenerateness and
that of degree of non-degenerateness, introduced in Subsections 7.2 and
7.4, enable us to analyze a local version of the class estimate (1.7), that
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is, when it is assumed to hold just for (x, y) ∈ Rn× (0, 1]. For strongly
non-degenerate wavelet, the result described above remains unchanged
if one replaces the global class estimate (1.7) by a local one. It is then
shown that if ϕ is non-degenerate, (1.8) remains true where the support
of Gˆ may not be any longer the origin but it is completely determined
by the wavelet. For the φ−transform, G does not occur. Our results
are sharp; we supply various examples to support this claim.
On the basis of previous the two sections, we develop in Section 8
several useful techniques which aim to be tools for the pointwise, as-
ymptotic, and (micro-)local analysis of functions and distributions. It
is not the scope of this section to investigate general problems. Our
purpose is rather to explore the applicability of our Tauberian theo-
rems in concrete situations which allow us to show the methods and
relate them with the work of other authors. Nevertheless, many of the
methods provided here seem most likely to be generalizable to other
contexts (such as a more detailed analysis of the classical 2-microlocal
spaces [4, 5, 49] or the generalized ones in the sense of Jaffard [48]).
We introduce in Section 8.1 a new class of pointwise spaces of Ba-
nach space-valued distributions, the pointwise weak Ho¨lder space with
respect to regularly varying functions, and characterize them by growth
estimates on the wavelet transform. These spaces are extended versions
of Meyer’s pointwise spaces Os(x0) and Γs(x0) from [61]. Remarkably,
although our spaces are pointwisely defined, they are also very effective
tools for studying global regularity. The key point is to translate weak
pointwise behavior of vector-valued distributions into global regularity
for scalar-valued distributions. For instance, this approach will lead
to a generalization of Holschneider’s wavelet inverse theory for global
regularity [34, 35]. As a second application, we recover two Tauberian
theorems of Meyer [61] and Jaffard [43] on the determination of point-
wise Ho¨lder exponents from size estimates of the wavelet transform.
In Subsection 8.2 we study sufficient conditions for asymptotic stabi-
lization in time of solutions to the evolution equation Ut−P (∂/∂x)U =
0, U|t=0 = f ∈ S ′, where P is a homogeneous polynomial such that
ℜe P (iu) is negative with respect to a cone. Subsection 8.3 explores
applications of our Tauberian techniques to regularity theory within
generalized function algebra [6, 39, 65]; we show the regularity theorem
from [39]: under certain growth condition for (f ∗ϕε)ε, the distribution
f must be smooth with all derivatives being polynomially bounded.
Subsection 8.4 provides a wavelet characterization of Estrada’s distri-
butionally small distributions [19, 24], namely, the elements of the dual
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space of K (the space of symbols studied in [29]). The pointwise anal-
ysis of the family of Riemann’s distributions (1.3) at the rationals will
carried out in Subsection 8.5. We discuss in Subsection 8.6 Taube-
rian theorems for Laplace transforms of distributions with supports in
cones. Such theorems will be obtained under milder conditions over
the cone than those from [7, 98]. We apply then these ideas to produce
a new proof of Littlewood’s Tauberian theorem [31, 55, 56]. As our
last application, we give in Subsection 8.7 a new and very short proof
of the fact that the weak-asymptotics of f ∈ S ′(Rn;E) over D(Rn) is
equivalent to the weak-asymptotics over S(Rn).
In Section 9 we extend our considerations to a more general set-
ting; we explain that all Abelian and Tauberian results from Sections
4–7 remain true if we replace the Banach space by a DFS space [77]
(strong duals of Fre´chet-Schwartz spaces), or more generally, by a reg-
ular inductive limit of an increasing sequence of Banach spaces which
additionally has the Montel property [53]. Most spaces of generalized
functions, such as spaces of distributions, ultradistributions [53] and
Fourier hyperfunctions [50], are of either this kind or projective limits
of this kind of spaces. As an illustration of these abstract consid-
erations, we give a necessary and sufficient condition for a tempered
distribution f on Rnt ×Rmξ to have trace at t = t0, i.e., for the existence
of f(t0, ·) ∈ S ′(Rm).
Finally, the purpose of the Appendix is to establish the precise con-
nection between weak-asymptotics in S ′0(Rn, E) and S ′(Rn, E). Such
a relation showed to be a valuable part of the technique employed in
Section 6.
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2. Notation and Preliminaries
We use the notation Hn+1 = Rn ×R+; Sn−1 is the unit sphere; |x| is
the Euclidean norm, x ∈ Rn; |m| = m1 +m2 + · · ·+mn, for m ∈ Nn,
where N includes 0; ϕ(m) = (∂|m|/∂xm)ϕ, m ∈ Nn.
The space E always denotes a fixed, but arbitrary, Banach space
with norm ‖ · ‖.
If a : I 7→ E and T : I 7→ R+, where I = (0, A) (resp. I = (A,∞))
we write a(y) = o(T (y)) as y → 0+ (resp. y →∞) if ‖a(y)‖ = o(T (y)).
We shall use a similar convention for the big O Landau symbol. Let
v ∈ E, we write a(y) ∼ T (y)v if a(y) = T (y)v + o(T (y)).
2.1. Spaces of E-valued Distributions. The Schwartz spaces [76]
of smooth compactly supported and rapidly decreasing test functions
are denoted by D(Rn) and S(Rn); their dual spaces, the scalar spaces
of distributions and tempered distributions, are D′(Rn) and S ′(Rn).
We denote by E(Rn) the space of C∞-functions, while E ′(Rn) stands
for the space of compactly supported distributions. We will use the
Fourier transform
ϕˆ(u) =
∫
Rn
ϕ(t)e−iu·tdt, u ∈ Rn, ϕ ∈ S(Rn).
Following [35], the space S0(Rn) of highly time-frequency localized
functions over Rn is defined as the subspace of S(Rn) consisting of
those elements for which all their moments vanish, i.e.,
η ∈ S0(Rn) if and only if
∫
Rn
tmη(t)dt = 0, for all m ∈ Nn.
It is provided with the relative topology inhered from S(Rn). This
space is also known as the Lizorkin space of test functions [57, 73], and
it is invariant under Riesz potential operators. We must emphasize
that S0(Rn) is different from the one used in [11]. The corresponding
space of highly localized function over Hn+1 is denoted by S(Hn+1). It
consists of those Φ ∈ C∞(Hn+1) for which
sup
(x,y)∈Hn+1
(
y +
1
y
)k1
(1 + |x|)k2
∣∣∣∣ ∂l∂yl ∂m∂xmΦ(x, y)
∣∣∣∣ <∞,
for all k1, k2, l ∈ N and m ∈ Nn. The canonical topology of this space
is defined in the standard way [35].
Let A(Ω) be a topological vector space of test function over an open
subset Ω ⊆ Rn. We denote by A′(Ω, E) = Lb(A(Ω), E), the space
of continuous linear mappings from A(Ω) to E with the topology of
uniform convergence over bounded subsets of A(Ω) [83]. We are mainly
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concerned with the spaces D′(Rn, E), S ′(Rn, E), S ′(Hn+1, E), and the
Lizorkin type space S ′0(Rn, E); see [78] for vector-valued distributions.
Let f be in one of these spaces of E-valued generalized functions and
let ϕ be in the corresponding space of test functions; the value of f at ϕ
will be denoted by 〈f , ϕ〉 = 〈f(t), ϕ(t)〉 ∈ E. If f is a scalar generalized
function and v ∈ E, we denote by fv = vf the E-valued generalized
function given by 〈f(t)v, ϕ(t)〉 = 〈f, ϕ〉v. The Fourier transform of
f ∈ S ′(Rn, E) is defined in the usual way,〈
fˆ(u), ϕ(u)
〉
= 〈f(t), ϕˆ(t)〉 , ϕ ∈ S(Rn).
Observe that we have a well defined continuous linear projector from
S ′(Rn, E) onto S ′0(Rn, E) as the restriction of E-valued tempered dis-
tributions to the closed subspace S0(Rn). It is clear that this map is
surjective. However, it has no continuous right inverse [21]. We do
not want to introduce a notation for this map, so if f ∈ S ′(Rn, E), we
will keep calling by f its projection onto S ′0(Rn, E). Note also that the
kernel of this map is the space of polynomials over Rn with coefficients
in E (E-valued polynomials). Therefore, S ′0(Rn, E) can be regarded as
the quotient space of S ′(Rn, E) by the space of E-valued polynomials.
If f is a continuous E-valued function of tempered growth on Rn, we
make the usual identification with the element f ∈ S ′(Rn, E), that is,
〈f(t), ϕ( t)〉 :=
∫
Rn
f(t)ϕ(t)dt.
On the other hand, our convention is different for the space S ′(Hn+1, E).
Let K ∈ C(Hn+1, E), we say that it is of slow growth on Hn+1 if there
exist C > 0 and k, l ∈ N such that
‖K(x, y)‖ ≤ C
(
1
y
+ y
)k
(1 + |x|)l, (x, y) ∈ Hn+1;
we shall identify K ∈ S ′(Hn+1, E) by
〈K(x, y),Φ(x, y)〉 :=
∫ ∞
0
∫
Rn
K(x, y)Φ(x, y)
dxdy
y
, Φ ∈ S(Hn+1).
The choice of y−1dxdy instead of dxdy will be clear in Subsection 3.3
below.
2.2. Weak-asymptotics. The weak-asymptotics measure the scaling
asymptotic properties of a distribution by asymptotic comparison with
Karamata regularly varying functions [10, 11, 24, 69, 85, 86, 94, 98].
As previously mentioned in the introduction, “quasiasymptotics” is the
usual name employed in the literature for this concept; however, we will
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use the name weak-asymptotics which better reflects the distributional
nature of this notion.
Recall that a measurable real-valued function, defined and positive
on an interval (0, A] (resp. [A,∞)), A > 0, is called slowly varying at
the origin (resp. at infinity) [3, 51, 79] if
lim
ε→0+
L(aε)
L(ε)
= 1
(
resp. lim
λ→∞
L(aλ)
L(λ)
= 1
)
, for each a > 0.
Observe that slowly varying functions are very convenient objects to be
employed in wavelet analysis since they are asymptotic invariant under
rescaling at small scale (resp. large scale). Familiar functions such as
L(t) = |log t|γ , |log |log t||β , . . . , are slowly varying at both the origin
and infinity.
In the next definition A(Rn) is assumed to be a space of functions for
which the dilations and translations are continuous operators; conse-
quently, these two operations can be canonically defined on A′(Rn, E).
Our interest is in A = D,S,S0.
Definition 2.1. Let f ∈ A′(Rn, E) and let L be slowly varying at the
origin (resp. at infinity). We say that:
(i) f is weak-asymptotically bounded of degree α ∈ R at the point
x0 ∈ Rn (resp. at infinity) with respect to L in A′(Rn, E) if
sup
0<ε≤1
1
εαL(ε)
‖〈f (x0 + εt) , ϕ(t)〉‖ <∞, for each ϕ ∈ A(Rn)(
resp. sup
1≤λ
1
λαL(λ)
‖〈f (λt) , ϕ(t)〉‖ <∞
)
.
In such a case we write,
f (x0 + εt) = O (ε
αL(ε)) as ε→ 0+ in A′(Rn, E)
(resp. f (λt) = O (λαL(λ)) as λ→∞ in A′(Rn, E) ) .
(ii) f has weak-asymptotic behavior of degree α ∈ R at the point
x0 ∈ Rn (resp. at infinity) with respect to L in A′(Rn, E) if
there exists g ∈ A′(Rn, E) such that for each ϕ ∈ A(Rn) the
following limit holds, with respect to the norm of E,
lim
ε→0+
1
εαL(ε)
〈f (x0 + εt) , ϕ(t)〉 = 〈g(t), ϕ(t)〉 ∈ E(
resp. lim
λ→∞
1
λαL(λ)
〈f (λt) , ϕ(t)〉
)
.
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We write
(2.1) f (x0 + εt) ∼ εαL(ε)g(t) as ε→ 0+ in A′(Rn, E)
(resp. f (λt) ∼ λαL(λ)g(t) as λ→∞ in A′(Rn, E) ) .
We shall also employ the following notation for denoting the weak-
asymptotic behavior (2.1)
f (x0 + εt) = ε
αL(ε)g(t) + o (εαL(ε)) as ε→ 0+ in A′(Rn, E)
(resp. f (λt) = λαL(λ)g(t) + o (λαL(λ)) as λ→∞ in A′(Rn, E) ) ,
which has certain advantage when considering (weak-)asymptotic ex-
pansions.
It is easy to show [24, 69, 98] that g in (2.1) must be homogeneous
with degree of homogeneity α as a generalized function in A′(Rn, E),
i.e., g(at) = aαg(t), for all a ∈ R+. We refer to [11] for an excellent pre-
sentation of the theory of multidimensional homogeneous distributions;
such results are valid for E-valued distributions too.
Let f ∈ S ′(Rn, E) have weak-asymptotic behavior (resp. be weak-
asymptotically bounded) in S ′(Rn, E), it is trivial to see that f has
the same weak-asymptotic properties when it is seen as an element of
S ′0(Rn, E); however, the converse is in general not true. The precise
relation between weak-asymptotics in S ′0(Rn, E) and S ′(Rn, E) will be
of vital importance for our further investigations, it will be studied in
detail in the Appendix A (see Propositions A.1 and A.2).
Let us discuss some examples of weak-asymptotics.
Example 2.2. Pointwise weak scaling exponents. Meyer [61] defined
the weak scaling exponent of f ∈ S ′(Rn) at x0 ∈ Rn as the supremum
over all α such that
f(x0 + εt) = O(ε
α) as ε→∞ in S ′0(R).
The weak scaling exponent is connected with the (local) membership of
f to 2-microlocal spaces [61]. The motivation behind the introduction
of this scaling exponent is to consider the smallest pointwise scaling
exponent that is stable under any differentiation and bigger or equal to
the usual Ho¨lder exponent. The wavelet transform is an effective tool
in the calculation of the pointwise weak scaling exponent.
The pointwise weak scaling exponent of a function may be rather
big without having the function to be even differentiable at the point.
This phenomenon is due to cancellation caused by rapid oscillation.
For example the function tγ sin(t−β), t > 0, admits a regularization
at the origin which has weak scaling exponent ∞ at x0 = 0, this can
be done for all γ ∈ R and β > 0 [58]. In [72], Saka provided useful
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bounds for pointwise weak scaling exponents of self-similar functions,
they allow one to relate such a weak exponent with the Ho¨lder one.
For example, consider the Weierstrass function
f(t) =
∞∑
j=1
aj sin(2j),
where 0 < a < 1; it is shown in [72, p. 1044] that at any point x0 ∈ R
the pointwise weak scaling and Ho¨lder exponents of f coincide, and
actually, they equal the constant − log a/ log 2.
Meyer [61] calls a point where the weak scaling and Ho¨lder expo-
nents of a function coincide (and are finite) a cusp singularity ; on the
other hand, if the weak exponent is strictly bigger than the Ho¨lder
one, the point is said to be an oscillating singularity. So, the Weier-
strass function defined above has cusp singularities everywhere, while
the functions tγ sin(t−β), β > 0, γ ≥ 0, have oscillating singularities at
the origin.
Example 2.3.  Lojasiewicz point values. If A′(Rn, E) = D′(Rn, E),
α = 0 and g(t) = v ∈ E, a constant E-valued distribution, in (ii) of
Definition 2.1 (as ε → 0+), then we say that the distributional point
value of f at x0 is v. We denote this by f(x0) = v, distributionally. The
notion of point values for distributions is due to  Lojasiewicz [58, 59]
(see also [26, 89, 102]). It will be very important for us in the future.
 Lojasiewicz concept of point values is an average notion. In fact,
it can be shown [58, 59] that f (x0) = v, distributionally, if and only
if there exists a multi-index m0 ∈ Nn such that for all multi-indices
m ≥ m0 there exists an m-primitive of f , G with G(m) = f , that is a
continuous function in a neighborhood of x0 and satisfies
(2.2) G (x) =
(x− x0)m
m!
v + o
(
|x− x0||m|
)
, as x→ x0.
In the case of periodic distributions over the real line, it was shown in
[18] that there is a characterization of the Fourier series at points where
the distributional point value exists; indeed, if f ∈ S ′(R) has Fourier
series
∑∞
n=−∞ cne
int and x0 ∈ R, then f(x0) = β, distributionally, if
and only if there exists k such that
lim
x→∞
∑
−x≤n≤ax
cne
inx0 = β (C, k),
for each a > 0, where (C, k) means in the Cesa`ro sense. Remarkably,
an analog result is true for Fourier transforms of arbitrary tempered
distributions [90].
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Example 2.4. Moment asymptotic expansions. Let f ∈ E ′(Rn, E),
a compactly supported E-valued distribution. Then f satisfies the
Estrada-Kanwal moment asymptotic expansion [22, 24],
(2.3) f(λt) ∼
∞∑
|m|=0
(−1)|m|
m!λ|m|+n
δ(m)(t)µm(f) as λ→∞ in S ′(Rn, E),
where µm(f) = 〈f(t), tm〉 ∈ E are the moments of f , in the sense that
if ϕ ∈ S(Rn), then, for each N ∈ N,
〈f(λt), ϕ(t)〉 =
∑
|m|≤N
ϕ(m)(0)
m!λ|m|+n
µm(f) +O
(
1
λN+n+1
)
as λ→∞.
Consequently, this shows that the weak-asymptotics of distributions is
not a local notion at infinity; in contrast with the case at finite points
where the notion is actually local (cf. Subsection 8.7, where this well
known [94, 105] fact is reproved). The moment asymptotic expansion is
valid in many other important distribution spaces [24]. Distributions
having an expansion of the type (2.3) are said to be distributionally
small at infinity, we shall provide a wavelet characterization of such
distributions in Subsection 8.4. We refer to [24] for the numerous and
interesting applications of the moment asymptotic expansions.
Example 2.5. Let f ∈ S ′(R) satisfy the moment asymptotic expan-
sion at infinity. Denote by H the Heaviside function, i.e., the character-
istic function of (0,∞). Then, it is easy to verify that the distributions
g±(t) = |t|γ f((t− x0)−β)H(±(t− x0)), t 6= x0, β > 0, γ ∈ R,
admit unique extensions to the whole R so that they are supported in
(−∞, x0] and [x0,∞), respectively, and they have weak scaling expo-
nent equal to ∞ at the point x0. For instance, consider the Riemann
“non-differentiable function”
w(t) =
∞∑
n=1
sin(πtn2)
n2
.
Jaffard and Meyer showed [49, Thm 7.1] that it has a trigonometric
chirp at each rational point of the form r = (2ν+1)/(2j+1), ν, j ∈ Z;
this gives in particular that in a neighborhood of any such a point w
can be written as
w(r + t) = |t| 32 (f+ (t−1)H(t) + f− (t−1)H(−t))+G(t),
where G ∈ C∞(R) and f± are distributionally small at infinity [24, p.
146]. Thus, we conclude that w has pointwise weak scaling exponent
equal to ∞ at those rational points. It can be also shown that the
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pointwise scaling Ho¨lder exponents at those points is equal to 3/2.
Therefore, w has oscillating singularities at the points r = (2ν+1)/(2j+
1), ν, j ∈ Z.
We shall analyze in Subsection 8.5 the pointwise properties of the
family of Riemann type distributions
Rβ(t) =
∞∑
n=1
eipitn
2
n2β
, β ∈ C,
and obtain their complete pointwise weak-asymptotic expansion at ev-
ery rational point.
Example 2.6. Distributional jump behavior. An useful extension of
the notion of  Lojasiewicz point values is that of pointwise jump behav-
ior of distributions [25, 89, 91]. Let f ∈ S ′(R). Recall H denotes the
Heaviside function. We say f has distributional jump behavior at x0 if
(2.4) f (x0 + εt) = β−H(−t) + β+H(t) + o(1) as ε→ 0+ in D′(R).
for constants β± := f(x
±
0 ), its distributional lateral point values. Nat-
urally, this notion can be considered for E-valued distributions as well.
Suppose that f is either a periodic distribution or an element of
Lp(R), p ∈ (1,∞). Under this assumption we can speak about its
Hilbert transform, i.e., the distribution
f˜ =
1
π
p.v.
1
t
∗ f.
It can be shown [91] that (2.4) implies the following weak-asymptotic
behavior for the Hilbert transform
(2.5) f˜(x0 + εt) ∼ −1
π
[f ]x=x0 log(1/ε) as ε→ 0+ in S ′(R),
where [f ]x=x0 = β+−β−, the pointwise jump of f at x0. If f is periodic
with Fourier series
f(t) =
a0
2
+
∞∑
n=0
(an cosnt + bn sinnt) ,
then the weak-asymptotic behavior (2.5) can be used to extend Zyg-
mund [106] and Mo´ricz [62] versions of the classical Luka´cs theorem,
that is, we can recover the jump from the Abel-Poisson means of the
conjugate series [91],
(2.6) lim
r→1−
1
log(1− r)
∞∑
n=1
(an sin nx0 − bn cos nx0) rn = 1
π
[f ]x=x0 .
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When f ∈ Lp(R), 1 < p < ∞, the jump can be determined by its
conjugate Poisson integral,
(2.7) lim
y→0+
1
log y
∫ ∞
−∞
x0 − t
(x0 − t)2 + y2 f(t)dt = [f ]x=x0 .
Observe that we may single out a canonical Hilbert transform even in
less restrictive situations, for example as in [23], and an appropriate
version of (2.6) and (2.7) still holds in those cases.
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3. Wavelet and Non-Wavelet Transforms of E-valued
Distributions
We shall present in Subsection 3.1 some basic properties of wavelet
and non-wavelet transforms of E-valued tempered distributions. We
then discuss examples in Subsection 3.2. Section 3.3 deals with wavelet
analysis on the space S ′0(Rn, E). For test functions we set ϕˇ(·) = ϕ(−·)
and ϕy(·) = y−nϕ(·/y). The moments of ϕ are denoted by
µm(ϕ) =
∫
Rn
tmϕ(t)dt, m ∈ Nn.
3.1. Regularizing Transforms. Let f ∈ S ′(Rn, E). We set, as in the
introduction,
(3.1) M fϕ(x, y) := (f ∗ ϕy)(x) ∈ E, (x, y) ∈ Hn+1,
the regularizing transform of f with respect to the test function ϕ ∈
S(Rn). Notice that M fϕ ∈ C∞(Hn+1, E).
We shall distinguish two cases of the regularizing transform.
If µ0(ϕ) 6= 0, we say that (3.1) is a non-wavelet type transform.
Furthermore, let φ ∈ S(Rn) be such that µ0(φ) =
∫
Rn
φ(t)dt = 1. The
φ−transform of f is
(3.2) Fφf(x, y) :=M
f
φˇ
(x, y) = 〈f(x+ yt), φ(t)〉 ∈ E, (x, y) ∈ Hn+1.
It should be observed that the φ−transform essentially encloses all
non-wavelet cases of (3.1) after a normalization. The terminology of
φ−transforms is from [26, 89, 92, 93].
The second case of (3.1) is when µ0(ϕ) = 0, namely, the wavelet
one. Let ψ ∈ S(Rn) satisfy µ0(ψ) =
∫
Rn
ψ(t)dt = 0, we then call ψ a
wavelet. The wavelet transform of f with respect to ψ is defined by
(3.3) Wψf(x, y) := M fˇ¯ψ(x, y) =
〈
f(x+ yt), ψ¯(t)
〉 ∈ E, (x, y) ∈ Hn+1.
In the subsequent sections we shall restrict our attention to those
wavelets which posses nice reconstruction properties (cf. Subsection
3.3 below).
Definition 3.1. We say that the test function ϕ ∈ S(Rn) is non-
degenerate if for any ω ∈ Sn−1 the function of one variable Rω(r) =
ϕˆ(rω) ∈ C∞[0,∞) is not identically zero, that is,
suppRω 6= ∅, for each ω ∈ Sn−1.
We say that ψ ∈ S(Rn) is a non-degenerate wavelet if it is a non-
degenerate test function and additionally µ0(ψ) = 0.
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Obviously, test functions for which µ0(ϕ) 6= 0 are always non-degenerate.
We will discuss particular important cases of non-degenerate wavelets
in Example 3.8.
There is a remarkable difference between the wavelet and non-wavelet
transforms. Indeed, the following proposition shows such a difference.
We give a quick proof of it by using  Lojasiewicz point values (cf. Ex-
ample 2.3); the argument is essentially the same as in [92].
Proposition 3.2. Let f ∈ S ′(Rn, E) and let ϕ ∈ S(Rn), then
(3.4) lim
y→0+
M fϕ(·, y) = µ0(ϕ)f , in S ′(Rn, E).
Proof. Since S(Rn) is a Montel space [83], the Banach-Steinhaus theo-
rem implies that it is enough to show the convergence of (3.4) for the
topology of pointwise convergence [83]. Let ρ ∈ S(Rn), we have〈
M fϕ (x, y) , ρ (x)
〉
= 〈h (yt) , ϕ (t)〉 , 0 < y < 1,
where
h (u) = 〈f (x) , ρ (x+ u)〉 , u ∈ Rn,
is a smooth E-valued function of slow growth. The  Lojasewicz point
value h (0) exists and equals the ordinary value and thus
lim
y→0+
〈h (yt) , ϕ (t)〉 = h (0)
∫
Rn
ϕ(t)dt = µ0(ϕ) 〈f (x) , ρ (x)〉 ,
as required. 
Proposition 3.2 therefore tells us that in the non-wavelet case we can
always recover f as the distributional boundary values of its regularizing
transform, while this is not any longer true for the wavelet transform.
Since for the φ−transform
lim
y→0+
Fφf(·, y) = f, in S ′(Rn),
the Hahn-Banach theorem implies the ensuing important corollary.
Corollary 3.3. Let ϕ ∈ S(Rn) and let σ > 0. Then, the linear span
of the set of the dilates (at scale less than σ) and translates of ϕ, that
is,
{ϕ(( · − x)/y) : (x, y) ∈ Rn × (0, σ)} ,
is dense in S(Rn) if and only if µ0(ϕ) 6= 0.
A property shared by the wavelet and non-wavelet transforms is
the following one: They map continuously tempered distributions to
smooth functions of slow growth on Hn+1.
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Proposition 3.4. Let f ∈ S ′(Rn, E) and let ϕ ∈ S(Rn). Then, M fϕ ∈
C∞(Hn+1, E) is a function of slow growth on Hn+1. In addition, the
linear map
f ∈ S ′(Rn, E) 7→ M fϕ ∈ S ′(Hn+1, E)
is continuous for the topologies of uniform convergence over bounded
sets. Furthermore, if B ⊂ S ′(Rn, E) is bounded for the topology of
pointwise convergence, then there exist k, l and C > 0 such that
(3.5)
∥∥M fϕ(x, y)∥∥ ≤ C (1y + y
)k
(1 + |x|)l , for all f ∈ B.
Proof. Since S ′(Rn, E) is the inductive limit of a strictly increasing
sequence of Banach spaces [83, 97], it is bornological. Therefore, we
should show that this map takes bounded sets to bounded ones. Let
B ⊂ S ′(Rn, E) be a bounded set. The Banach-Steinhaus theorem
implies that B is bounded for the topology of bounded convergence if
and only if it is bounded for the topology of pointwise convergence; it
is also an equicontinuous set, from where we obtain the existence of
k1 ∈ N and C1 > 0 such that for all ρ ∈ S(Rn) and f ∈ B,
‖〈f , ρ〉‖ ≤ C1 sup
t∈Rn,|m|≤k1
(1 + |t|)k1 ∣∣ρ(m)(t)∣∣ .
Consequently,∥∥M fϕ(x, y)∥∥ = 1yn
∥∥∥∥〈f(t), ϕ(x− ty
)〉∥∥∥∥
≤ C1
(
1
y
+ y
)n+k1
sup
u∈Rn,|m|≤k1
(1 + |x|+ y |u|)k1 ∣∣ϕ(m) (u)∣∣
≤ C
(
1
y
+ y
)n+2k1
(1 + |x|)k1, for all f ∈ B,
where
C = C1 sup
u∈Rn,|m|≤k1
(1 + |u|)k1 ∣∣ϕ(m) (u)∣∣ .
So, we obtain (3.5) with k = n + 2k1 and l = k1. If C ⊂ S(Hn+1) is a
bounded set of test functions, we have∥∥〈M fϕ(x, y),Φ(x, y)〉∥∥ = ∥∥∥∥∫ ∞
0
∫
Rn
M fϕ(x, y)Φ(x, y)
dxdy
y
∥∥∥∥
≤ C
∫ ∞
0
∫
Rn
(
1
y
+ y
)k
(1 + |x|)l |Φ(x, y)| dxdy
y
,
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which stays bounded as f ∈ B and Φ ∈ C. Therefore, the set{
M fϕ : f ∈ B
} ⊂ S ′(Hn+1, E)
is bounded; hence the map is continuous. 
The regularizing transforms enjoy excellent localization properties
as shown by the following simple proposition. This holds for both the
wavelet and non-wavelet cases.
Proposition 3.5. Let f ∈ S ′(Rn, E) and let ϕ ∈ S(Rn). Suppose that
K ⊂ Rn \ supp f is a compact set. Then, for any positive integer k ∈ N
there exists C = Ck such that
(3.6) sup
x∈K
∥∥M fϕ(x, y)∥∥ ≤ Cyk, for all 0 < y < 1.
Proof. Define the C(K,E)-valued tempered distribution whose evalu-
ation at ρ ∈ S(Rnt ) is given by
〈G(t), ρ(t)〉 (ξ) = (f ∗ ρ)(ξ), ξ ∈ K.
Clearly, G ∈ S ′(Rnt , C(Kξ, E)). Then, since K ⊂ Rn \ supp f , we have
that for each ρ ∈ D(Rn),
〈G(εt), ρ(t)〉 = 0,
for sufficiently small ε > 0. In particular, we obtain that, for a fixed
k ∈ N,
(3.7) G(εt) = O(εk) as ε→ 0+ in D′(Rnt , C(K,E)).
Now, it is well know that the weak-asymptotic boundedness (3.7) re-
mains valid in the space S ′(Rnt , C(K,E)). This fact is shown in [94,
105], but actually, we shall give a new proof in Corollary 8.32 of Sub-
section 8.7. Thus, we have the right to evaluate the relation (3.7) at
ϕ ∈ S(Rn), which immediately yields
sup
x∈K
∥∥M fϕ(x, y)∥∥ = ‖〈G(yt), ϕ(t)〉‖C(K,E)
≤ Cyk,
for some C > 0, as claimed. 
3.2. Examples of Regularizing Transforms. Let us discuss some
examples of regularizing transforms. We shall return to these exam-
ples in Section 8 where we will provide applications of the Tauberian
theorems from Section 6 and Section 7.
Our first example is one-dimensional and shows how the φ−transform
is related to summability of numerical series.
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Example 3.6. The φ−transform and summability of series. Let {cn}∞n=0
be a sequence of complex numbers and let ρ ∈ S(R) with ρ(0) = 1. We
say that the (possible divergent) series
∑∞
n=0 cn is (ρ) summable to β
if
(3.8)
∞∑
n=0
cnρ(yn) converges for all y > 0,
and
(3.9) lim
y→0+
∞∑
n=0
cnρ(yn) = β.
One readily verifies that this summability method is regular [31], in
the sense that it sums convergent series to their actual values of con-
vergence. Furthermore, different choices of the kernel ρ lead to many
familiar methods of summability. For example, if ρ(u) = e−u for u > 0,
one then recovers the well known Abel method [31, 55], in such a case
one writes for Abel summable series
∞∑
n=0
cn = β (A).
Another instance is provided by ρ(u) = u/(eu−1), u > 0, the kernel of
Lambert summability which is so important in number theory [55, 103].
Assume further that {cn}∞n=0 is of slow growth, i.e., there is k ∈ N
such that cn = O
(
nk
)
. Obviously, (3.8) is always fulfilled under this
assumption. Define f(t) =
∑∞
n=0 cne
itn, a periodic distribution over
the real line. Moreover, set φ = (1/2π)ρˆ; thus, the φ−transform of f
is precisely
Fφf(x, y) =
1
2π
〈
eixufˆ(u), ρ(yu)
〉
=
∞∑
n=0
cne
ixnρ(yn).
Consequently, (3.9) becomes equivalent to a statement on the (radial)
boundary behavior of the φ−transform at the origin, namely,
lim
y→0+
Fφf(0, y) = β.
We shall use in Subsection 8.6 these ideas to produce a new proof of
Littlewood’s Tauberian theorem for power series (Example 8.29).
Example 3.7. Embedding of distributions into generalized function
algebras. The second important example of φ−transforms points out
its relation with the theory of algebras of generalized functions [6, 65].
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If φ ∈ S(Rn) is a mollifier with all higher order vanishing moments,
i.e., a test function such that
(3.10) µ0(φ) = 1 and µm(φ) = 0, for all |m| ≥ 1,
then, for scalar distributions, the φ−transform is nothing but the stan-
dard embedding of f ∈ S ′(Rn) into the special Colombeau algebra
G(Rn) of generalized functions (cf. Subsection 8.3), namely, the net
fε(x) = Fφf(x, ε), 0 < ε < 1, x ∈ Rn,
which determines the class [fε] ∈ G(Rn). Likewise, the φ−transform
also induces the embedding of f ∈ S ′(Rn) into the algebra Gτ (Rn) of
tempered generalized functions [6, 65]. We will use this interpretation
of the φ−transform in Subsection 8.3 to give applications to regularity
theory within the framework of algebras of generalized functions.
We now give examples of non-degenerate wavelets.
Example 3.8. Drozhzhinov-Zavialov wavelets. We say that a polyno-
mial P is non-degenerate (at the origin) if for each ω ∈ Sn−1 one has
that
P (rω) 6≡ 0, r ∈ R+.
Drozhzhinov and Zavialov have considered the class of wavelets ψ ∈
S(Rn), µ0(ψ) = 0, for which there exists N ∈ N such that
TN
ψˆ
(u) =
∑
|m|≤N
ψˆ(m)(0)um
m!
,
the Taylor polynomial of order N at the origin, is non-degenerate; these
wavelets were used in [10] to obtain Tauberian theorems for distribu-
tions. It should be noticed that this type of wavelets are included
in Definition 3.1; naturally, Definition 3.1 gives much more wavelets.
For instance, any non-degenerate wavelet from S0(Rn) obviously fails
to be of this kind. An explicit example of a non-degenerate wavelet
ψ ∈ S0(Rn) is given in the Fourier side by
ψˆ(u) = e−|u|−(1/|u|), u ∈ Rn.
Furthermore, if ψ1 ∈ S(Rn) satisfies
ψˆ1(u) = e
−|u|−(1/|u|) + u21, for |u| < 1,
where u = (u1, u2, . . . , un), then ψ1 ∈ S(Rn)\S0(Rn) is a non-degenerate
wavelet but all its Taylor polynomials vanish on the axis u1 = 0.
Let φ ∈ S(Rn) be a mollifier that satisfies (3.10) (cf. Example
3.7) and let P be a non-degenerate polynomial of degree k, then ψ =
P (−i∂/∂t)φ is a wavelet of the type considered by Drozhzhinov and
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Zavialov; indeed, T k
ψˆ
(u) = P (u). Wavelets of the form ψ = ∆dφ were
used in [40] to study Ho¨lder-Zygmund regularity in algebras of gener-
alized functions.
Example 3.9. The φ−transform as solution to Cauchy problems. When
the test function is of certain special form, the φ−transform can become
the solution to a PDE. We discuss a particular case in this example.
Let the set Γ ⊆ Rn be a closed convex cone with vertex at the origin. In
particular, we may have Γ = Rn. Let P be a homogeneous polynomial
of degree d such that
ℜe P (iu) < 0 for all u ∈ Γ \ {0} .
We denote [97, 98] by S ′Γ ⊆ S ′(Rn) the subspace of distributions sup-
ported by Γ.
Consider the Cauchy problem
(3.11)
∂
∂t
U(x, t) = P
(
∂
∂x
)
U(x, t), lim
t→0+
U(x, t) = f(x) in S ′(Rnx),
supp fˆ ⊆ Γ, (x, t) ∈ Hn+1,
within the class of functions of slow growth over Hn+1, that is,
sup
(x,t)∈Hn+1
|U(x, t)|
(
t+
1
t
)−k1
(1 + |x|)−k1 <∞, for some k1, k2 ∈ N.
One readily verifies that (3.11) has a unique solution. Indeed,
U(x, t) =
1
(2π)n
〈
fˆ(u), eix·uetP (iu)
〉
=
1
(2π)n
〈
fˆ(u), eix·ueP(it
1/du)
〉
is the sought solution. We can find [98] a test function η ∈ S(Rn) with
the property
η(u) = eP (iu), u ∈ Γ.
Setting φ = (2π)−nηˆ, we express U as a φ−transform,
(3.12)
U(x, t) =
〈
f(ξ),
1
tn/d
φ
(
ξ − x
t1/d
)〉
= Fφf(x, y), with y = t
1/d.
If d = 2k is a positive even integer and P (ξ) = (−1)k−1 |ξ|d, then
we may take Γ = Rn, the differential operator becomes P (∂/∂x) =
(−1)k−1∆d, and φ is the Fourier inverse transform of η(u) = e−|u|d.
In particular, when d = 2, (3.11) is the Cauchy problem for the heat
equation and φ(ξ) = (2
√
π)−ne−ξ
2/4.
We will study in Subsection 8.2 sufficient conditions for the asymp-
totic stabilization in time of the solution U to (3.11).
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Example 3.10. Laplace transforms as φ−transforms. Let Γ be a
closed convex acute cone [97, 98] with vertex at the origin. Its con-
jugate cone is denoted by Γ∗. The definition of an acute cone tells us
that Γ∗ has non-empty interior, set
CΓ = int Γ
∗ and TCΓ = Rn + iCΓ.
We denote by S ′Γ(E) the subspace of E-valued tempered distributions
supported by Γ. Given h ∈ S ′Γ(E), its Laplace transform [97] is
L{h; z} = 〈h(u), eiz·u〉 , z ∈ TCΓ ;
it is a holomorphic E-valued function on the tube domain TCΓ. Fix ω ∈
CΓ. We may write L{h; x+ iσω}, x ∈ Rn, σ > 0, as a φ−transform.
In fact, choose ηω ∈ S(Rn) such that
ηω(u) = e
−ω·u, u ∈ Γ.
Then, with φω = (2π)
−nηˆω and fˆ = (2π)
nh,
(3.13) L{h; x+ iσω} = Fφωf(x, σ).
Notice that this is a particular case of Example 3.9 with Pω(ξ) = iω · ξ.
3.3. Wavelet Analysis on S ′0(Rn, E). In this subsection we indicate
how to extend the scalar distribution wavelet analysis given in [35] to
E-valued generalized functions. We complement the theory with some
new results.
Although Proposition 3.2 makes impossible to recover an E-valued
tempered distribution as the boundary value of its wavelet transform,
the non-degenerate wavelets from S0(Rn) enjoy excellent reconstruction
properties as long as we are interested in the projection of the tempered
distribution onto S ′0(Rn, E). Observe that if the wavelet belongs to
S0(Rn), the wavelet transform with respect to this wavelet is continuous
S ′(Rn, E) 7→ S ′(Hn+1, E), as can be inferred from Proposition 3.4;
however it is not injective, since it maps every E-valued polynomial
to 0, as follows from the moment vanishing properties of the wavelet.
This fact makes necessary to work on S ′0(Rn, E) if one wishes to have
reconstruction of distributions from their wavelet transforms.
Let ψ ∈ S0(Rn). We have that [35, Thm 19.0.1] Wψ : S0(Rn) 7→
S(Hn+1) is a continuous linear map. We are interested in those wavelets
for which Wψ admits a left inverse. For wavelet-based reconstruction,
we shall use the wavelet synthesis operator [35]. Given Φ ∈ S(Hn+1),
we define the wavelet synthesis operator with respect to the wavelet ψ
as
(3.14) MψΦ(t) =
∫ ∞
0
∫
Rn
Φ(x, y)
1
yn
ψ
(
t− x
y
)
dxdy
y
, t ∈ Rn.
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One can show that Mψ : S(Hn+1)→ S0(Rn) is continuous [35, p. 74].
We shall say that the wavelet ψ ∈ S0(Rn) admits a reconstruction
wavelet if there exists η ∈ S0(Rn) such that
(3.15) cψ,η(ω) =
∫ ∞
0
ψˆ(rω)ηˆ(rω)
dr
r
, ω ∈ Sn−1,
is independent of the direction ω; in such a case we set cψ,η := cψ,η(ω).
The wavelet η is called a reconstruction wavelet for ψ.
It is easy to find explicit examples of wavelets admitting reconstruc-
tion wavelets; in fact, any non-trivial rotation invariant element of
S0(Rn) is itself its own reconstruction wavelet.
If ψ is admits the reconstruction wavelet η, one has the reconstruc-
tion formula [35] for the wavelet transform on S0(Rn)
(3.16) IdS0(Rn) =
1
cψ,η
MηWψ.
We now characterize those wavelets which have a reconstruction
wavelet. Actually, the class of non-degenerate wavelets from S0(Rn)
(cf. Definition 3.1) coincides with the class of wavelets admitting re-
construction wavelets.
Proposition 3.11. Let ψ ∈ S0(Rn). Then, ψ admits a reconstruction
wavelet if and only if it is non-degenerate.
Proof. The necessity is clear, for if ψˆ(rw0) identically vanishes in the
direction of w0 ∈ Sn−1, then cψ,η(w0) = 0 (cf. (3.15)) for any η ∈
S0(Rn).
Suppose now that ψ is non-degenerate, we will construct a recon-
struction wavelet for it. As in (3.15), we write
cψ,ψ(ω) =
∫ ∞
0
|ψˆ(rω)|2dr
r
> 0, ω ∈ Sn−1.
Set
̺(r, w) =
ψˆ(rw)
cψ,ψ(w)
, (r, w) ∈ [0,∞)× Sn−1;
obviously, if we prove that ̺(|u| , u/ |u|) ∈ S(Rn) and all its partial
derivatives vanish at the origin, then η given by ηˆ(u) = ̺(|u| , u/ |u|)
will be a reconstruction wavelet for ψ; actually, cψ,η = 1. By the char-
acterization theorem of test functions from S(Rn) in polar coordinates
[11, Prop. 1.1], the fact ηˆ ∈ S(Rn) is a consequence of the relations
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(
∂
∂r
)k
̺(r, ω)
∣∣∣∣∣
r=0
= 0, k = 0, 1, . . . ;
the same relations show that all partial derivatives of ηˆ vanish at the
origin, and hence η ∈ S0(Rn). 
In [35], (3.16) was extended to S ′0(Rn) via duality arguments, the
main step being the formula∫ ∞
0
∫
Rn
Wψf(x, y)Φ(x, y)dxdy
y
=
〈
f(t),Mψ¯Φ (t)
〉
,
valid for Φ ∈ S(Hn+1) and f ∈ S ′0(Rn). It can be easily extended to
the E-valued case, as the next proposition shows.
Proposition 3.12. Let f ∈ S ′0(Rn, E) and ψ ∈ S0(Rn). Then
(3.17)
∫ ∞
0
∫
Rn
Wψf(x, y)Φ(x, y)dxdy
y
=
〈
f(t),Mψ¯Φ (t)
〉
,
for all Φ ∈ S(Hn+1).
Proof. The same argument used in Proposition 3.4 shows that
Wψ : S ′0(Rn, E) 7→ S ′(Hn+1, E)
is continuous. The linear map T : S ′0(Rn, E) 7→ S ′(Hn+1, E) given by
〈(T f)(x, y),Φ(x, y)〉 = 〈f(t),Mψ¯Φ (t)〉 ,
is continuous as well. Thus, if we show that Wψ and T coincide on a
dense subset of S ′0(Rn, E), we would have (3.17). The nuclearity [83] of
S ′0(Rn) implies that S ′0(Rn)⊗E ⊂ S ′0(Rn, E) is dense; thus, it is enough
to verify (3.17) for f = fv, where f ∈ S ′0(Rn) and v ∈ E. Now, the
scalar case implies
〈Wψ(fv)(x, y),Φ(x, y)〉 = 〈Wψf(x, y),Φ(x, y)〉v
=
〈
f(t),Mψ¯Φ (t)
〉
v
=
〈
f(t)v,Mψ¯Φ (t)
〉
,
as required. 
We now extend the definition of the wavelet synthesis operator (3.14)
to S ′0(Hn+1, E). Let K ∈ S ′0(Hn+1, E). We defineMψ : S ′0(Hn+1, E) 7→
S ′0(Rn, E), a continuous linear map, as
〈MψK(t), ρ(t)〉 =
〈
K(x, y),Wψ¯ρ(x, y)
〉
, ρ ∈ S0(Rn).
So, we have the ensuing reconstruction formula for the wavelet trans-
form.
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Proposition 3.13. Let ψ ∈ S0(Rn) be non-degenerate and let η ∈
S0(Rn) be a reconstruction wavelet for it. Then,
(3.18) IdS′0(Rn,E) =
1
cψ,η
MηWψ.
Furthermore, we have the desingularization formula,
(3.19) 〈f(t), ρ(t)〉 = 1
cψ,η
∫ ∞
0
∫
Rn
Wψf(x, y)Wη¯ρ(x, y)dxdy
y
,
for all f ∈ S ′0(Rn, E) and ρ ∈ S0(Rn).
Proof. We apply the definition of Mη, Proposition 3.12, (3.16), and
use the fact that cψ,η = cη¯,ψ¯,
1
cψ,η
〈MηWψf(t), ρ(t)〉 = 1
cψ,η
∫ ∞
0
∫
Rn
Wψf(x, y)Wη¯ρ(x, y)dxdy
y
=
1
cψ,η
〈Wψf(x, y),Wη¯ρ(x, y)〉
=
〈
f ,
1
cη¯,ψ¯
Mψ¯Wη¯ρ
〉
= 〈f(t), ρ(t)〉 ,
so both (3.18) and (3.19) have been established. 
The next result provides a second characterization of non-degenerate
wavelets from S0(Rn).
Corollary 3.14. Let ψ ∈ S0(Rn). Then, the linear span of the set of
dilates and translates of ψ¯,
{
ψ¯(( · − x)/y) : (x, y) ∈ Hn+1}, is dense in
S0(Rn) if and only if ψ is a non-degenerate wavelet.
Proof. The direct implication is a consequence of the Hahn-Banach
theorem and the inversion formula (Proposition 3.13). On the other
hand, suppose that there is ω0 ∈ Sn−1 such that ψˆ(rω0) = 0 for all
r ∈ R+. Let f ∈ S ′(Rn) be the distribution whose Fourier transform is
given by
〈fˆ , ρ〉 =
∫ ∞
0
ρ(rω0)dr,
then Wψf(x, y) = 0, for all (x, y) ∈ Hn+1, which implies that f iden-
tically vanishes on the closure of the linear span of the dilates and
translates of ψ¯. This yields the converse. 
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In analogy to [35, Thm. 28.0.1], we can characterize the bounded
sets of S ′0(Rn, E). One can also characterize some types of convergent
nets. The next propositions will be very important for the subsequent
sections.
Proposition 3.15. Let ψ ∈ S0(Rn) be a non-degenerate wavelet. A
necessary and sufficient condition for a setB ⊂ S ′0(Rn, E) to be bounded
for the topology of pointwise convergence (or bounded convergence) of
S ′0(Rn, E) is the existence of k, l ∈ N and C > 0 such that
(3.20) ‖Wψf(x, y)‖ ≤ C
(
1
y
+ y
)k
(1 + |x|)l , for all f ∈ B.
Proof. The necessity can be established as in the proof of Proposition
3.4. For the sufficiency, we only need to show the boundedness of B
for the topology of pointwise convergence [83], in view of the Banach-
Steinhaus theorem. Let η be a reconstruction wavelet for ψ. Let ρ ∈
S0(Rn), by the wavelet desigularization formula (cf. Proposition 3.13)
and (3.20),
‖〈f , ρ〉‖ ≤ C
cψ,η
∫ ∞
0
∫
Rn
(
1
y
+ y
)k
(1 + |x|)l |Wη¯ρ(x, y)| dxdy
y
,
and the last quantity is uniformly bounded for f ∈ B since Wη¯ρ ∈
S(Hn+1). This completes the proof. 
Proposition 3.16. Let ψ ∈ S0(Rn) be a non-degenerate wavelet. Nec-
essary and sufficient conditions for the net {fλ}λ∈R+ to be convergent
(λ → ∞), for the topology of pointwise convergence (or bounded con-
vergence) of S ′0(Rn, E), are the existence of the limits (with respect to
the norm of E)
(3.21) lim
λ→∞
Wψfλ(x, y), for each (x, y) ∈ Hn+1,
and the existence of k, l ∈ N and C, λ0 > 0 such that
(3.22) ‖Wψfλ(x, y)‖ ≤ C
(
1
y
+ y
)k
(1 + |x|)l , for all λ0 ≤ λ.
In such a case, the limit generalized function h = limλ→∞ fλ satisfies
Wψh(x, y) = lim
λ→∞
Wψfλ(x, y),
uniformly over compact subsets of Hn+1.
Proof. By Proposition 3.15, (3.22) is itself equivalent to the bounded-
ness of {fλ} for large values of λ, which in turn is equivalent to the
32 S. PILIPOVIC´ AND J. VINDAS
equicontinuity of the set for large values of λ (Banach-Steinhaus the-
orem). Because of the standard result [83, p. 356], the convergence
of {fλ}λ∈R+ is then equivalent to the pointwise convergence of the net
of linear mappings over a dense subset of S0(Rn). But (3.21) gives
precisely this convergence over the linear span of{
ψ¯(( · − x)/y) : (x, y) ∈ Hn+1} ,
which is actually dense (Corollary 3.14). The last property follows
by the definition of convergence in S ′0(Rn, E), since if K ⊂ Hn+1
is a compact set, then
{
y−nψ¯(( · − x)/y) : (x, y) ∈ K} is compact in
S0(Rn). 
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4. Abelian Results
We present in this section an Abelian proposition for the transform
M fϕ. Its Tauberian counterparts will be the main subject of the next
two sections. This Abelian result is essentially due to Drozhzhinov and
Zavialov [9, 10] (cf. [93, 95]), but we refine their results by adding
some information about uniformity in the asymptotics. Let x0 ∈ Rn
and 0 ≤ ϑ < π/2, we denote by Cx0,ϑ the cone of angle ϑ in Hn+1 with
vertex at x0, namely,
Cx0,ϑ =
{
(x, y) ∈ Hn+1 : |x− x0| ≤ (tanϑ)y
}
= (x0, 0) + C0,ϑ.
Proposition 4.1. Let L be slowly varying at the origin (resp. at in-
finity) and let f ∈ S ′(Rn, E).
(i) Assume that f is weak-asymptotically bounded of degree α at
the point x0 (resp. at infinity) with respect to L in S ′(Rn, E).
Then, there exist k, l ∈ N, C > 0 and ε0 > 0 (resp. λ0 > 0)
such that for all (x, y) ∈ Hn+1
(4.1)∥∥M fϕ(x0 + εx, εy)∥∥ ≤ CεαL(ε)(1y + y
)k
(1 + |x|)l , 0 < ε ≤ ε0,(
resp.
∥∥M fϕ(λx, λy)∥∥ ≤ CλαL(λ)(1y + y
)k
(1 + |x|)l , λ0 ≤ λ
)
.
(ii) If f ∈ S ′(Rn, E) has the weak-asymptotic behavior f (x0 + εt) ∼
εαL(ε)g(t) as ε → 0+ (resp. f (λt) ∼ λαL(λ)g(t) as λ → ∞)
in S ′(Rn, E), and if 0 ≤ ϑ < π/2, then
(4.2) lim
(x,y)→(0,0)
(x,y)∈C0,ϑ
|(x, y)|−α
∥∥∥∥ 1L (|(x, y)|)M fϕ(x0 + x, y)−Mgϕ (x, y)
∥∥∥∥ = 0
resp. lim
|(x,y)|→∞
(x,y)∈C0,ϑ
|(x, y)|−α
∥∥∥∥ 1L (|(x, y)|)M fϕ(x, y)−Mgϕ (x, y)
∥∥∥∥ = 0
 ;
in particular, for each fixed (x, y) ∈ Hn+1,
(4.3) lim
ε→0+
1
εαL (ε)
M fϕ(x0 + εx, εy) = M
g
ϕ (x, y) in E(
resp. lim
λ→∞
1
λαL (λ)
M fϕ(λx, λy) = M
g
ϕ(x, y)
)
.
34 S. PILIPOVIC´ AND J. VINDAS
Proof. The estimate (4.1) from Part (i) follows immediately from Propo-
sition 3.4 by considering the bounded set{
1
εαL(ε)
f(x0 + ε · ) : 0 < ε ≤ 1
} (
resp.
{
1
λα/L(λ)
f(λ · ) : 1 ≤ λ
})
.
For (ii), we may assume that x0 = 0. Next, observe that (x, y) ∈ C0,ϑ
can be written as x = rξ and y = r cos θ, where r > 0, ξ ∈ Rn,
|ξ| = sin θ and 0 ≤ θ ≤ ϑ. So,
M fϕ(rξ, r cos θ) =
〈
f(rt),
1
(cos θ)n
ϕ
(
ξ − t
cos θ
)〉
.
Since
C =
{
1
cos θ
ϕ
(
ξ − ·
cos θ
)
: |ξ| = sin θ, 0 ≤ θ ≤ ϑ
}
is a compact set in S(Rn), the Banach-Steinhaus theorem implies that
the weak-asymptotic behavior of f holds uniformly when evaluated at
test functions of C. Then, as r → 0+ (resp. r →∞),
1
rαL(r)
M fϕ(rξ, r cos θ)→
〈
g(t),
1
(cos θ)n
ϕ
(
ξ − t
cos θ
)〉
= Mgϕ(ξ, cos θ),
uniformly in |ξ| = sin θ and 0 ≤ θ ≤ ϑ. Thus, we have shown (4.2).
On the other hand, if again x = rξ and y = r cos θ, where r, ξ and θ
are fixed, we have that, as h→ 0+ (resp. h→∞),
M fϕ(hx, hy) ∼ (rh)αL(hr)
〈
g(t),
1
(cos θ)n
ϕ
(
ξ − t
cos θ
)〉
= hαL(hr)
〈
g(rt),
1
(cos θ)n
ϕ
(
ξ − t
cos θ
)〉
∼ hαL(h)Mgϕ(x, y), in E,
because of the homogeneity of g and the fact that L is slowly varying.
Hence, (4.3) has been proved. 
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5. Wavelet Tauberian Characterization of
Weak-asymptotics in S ′0(Rn, E)
The purpose of this section is to characterize the weak-asymptotic
behavior in the space S ′0(Rn, E) in terms of the asymptotic behavior
of the wavelet transform with respect to non-degenerate wavelets from
S0(Rn). Our characterization is of Tauberian character and it is related
to (4.1) and (4.3) for the wavelet transform. Notice that the results
below extend those from [95]. Related results in terms of orthogonal
wavelet expansions have been considered in [70, 74].
We begin with a preliminary proposition which shows that the con-
ditions (4.1) and (4.3) are equivalent to (apparently) weaker ones.
Proposition 5.1. Let f ∈ S ′(Rn, E), ϕ ∈ S(Rn), and let L be slowly
varying at the origin (resp. at infinity). Then,
(i) The estimate (4.1) is equivalent to one of the form (k may be
a different exponent)
(5.1) lim sup
ε→0+
sup
|x|2+y2=1, y>0
yk
εαL(ε)
∥∥M fϕ (x0 + εx, εy)∥∥ <∞
(
resp. lim sup
λ→∞
sup
|x|2+y2=1, y>0
yk
λαL(λ)
∥∥M fϕ (λx, λy)∥∥ <∞
)
.
(ii) If
(5.2) lim
ε→0+
1
εαL(ε)
M fϕ(x0 + εx, εy) =Mx,y ∈ E
(
resp. lim
λ→∞
1
λαL(λ)
M fϕ(λx, λy) = Mx,y ∈ E
)
exists for each (x, y) ∈ Hn+1 ∩ Sn, then it exists for all (x, y) ∈
Hn+1.
Proof. By translating, we may assume that x0 = 0.
Part (i). We only need to show that (5.1) implies (4.1). Our as-
sumption is that there are constants C1, h0 > 0 such that∥∥M fϕ (hξ, h cosϑ)∥∥ < C1(cosϑ)khαL(h),
for all |ξ|2 + (cos ϑ)2 = 1 and 0 < h ≤ h0 (resp. h0 ≤ h).
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We can assume that 1 + |α| ≤ k and h0 < 1 (resp. 1 < h0). Potter’s
estimate [3, p. 25] implies that we may assume that
L(hr)
L(h)
< C2
(1 + r)2
r
, for h, hr ∈ (0, h0](5.3)
(resp. h, hr ∈ [h0,∞) ).
In addition, since 1/L(h) = o(h−1) as h→ 0+ (resp. 1/L(h) = o(h), as
h→∞) [3, 79], we can assume
(5.4)
1
L(h)
<
C3
h
, for 0 < h ≤ h0
(
resp.
1
L(h)
< C3h, for h0 ≤ h
)
.
After this preparation, we are ready to give the proof. For (x, y) ∈ Hn+1
write x = rξ and y = r cosϑ, with r = |(x, y)|. We always keep h ≤ h0
(resp. h0 ≤ h). If rh ≤ h0 (resp. h0 ≤ rh), we have that∥∥M fϕ (hrξ, hr cosϑ)∥∥ < C1yk hαL(hr)rα+k < C1C2hαL(h)(1 + r)α+k+1yk
< C4h
αL(h)
(
1
y
+ y
)α+2k+1
(1 + |x|)α+k+1 ,
with C4 = 2
α+k+1C1C2. We now analyze the case h0 < hr (resp.
hr < h0). Proposition 3.4 implies the existence of k1, l1 ∈ N, k1 ≥ k,
and C5 such that∥∥M fϕ (hx, hy)∥∥ < C5( 1hy + hy
)k1
(1 + h |x|)l1
< C5h
αL(h)
(
1
y
+ y
)k1
(1 + |x|)l1 1
hα+k1L(h)(
resp. < C5h
αL(h)
(
1
y
+ y
)k1
(1 + |x|)l1 h
k1+l1
hαL(h)
)
< C3C5h
αL(h)
(
1
y
+ y
)k1
(1 + |x|)l1
(
r
h0
)k1+α+1
(
resp. < C3C5h
αL(h)
(
1
y
+ y
)k1
(1 + |x|)l1
(
h0
r
)k1+l1−α+1)
< C6h
αL(h)
(
1
y
+ y
)α+2k1+1
(1 + |x|)α+l1+k1+1(
resp. < C6h
αL(h)
(
1
y
+ y
)2k1+l1−α+1
(1 + |x|)l1
)
,
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with C6 = C3C5(2/h0)
α+k1+1 (resp. C6 = C3C5h
k1+l1−α+1
0 ). Therefore,
if C = max {C4, C6}, k2 > |α|+ 2k1 + l1 + 1 and l2 > α + l1 + k1 + 1,∥∥M fϕ (hx, hy)∥∥ < ChαL(h)(1y + y
)k2
(1 + |x|)l2 ,
for all (x, y) ∈ Hn+1 and 0 < h ≤ h0 (resp. h0 < h).
Part (ii). Fix (x, y) ∈ Hn+1 and write it as (x, y) = (rξ, r cosϑ),
where (ξ, cosϑ) ∈ Hn+1 ∩ Sn. Then, as h → 0+ (resp. h → ∞), we
have
1
hαL(h)
M fϕ(hrξ, hr cosϑ) =
L(hr)
L(h)
rα
(
1
(hr)αL(hr)
M fϕ(hrξ, hr cosϑ)
)
−→ 1 · rαMξ,cosϑ , in E.

We now state the Tauberian characterization of weak-asymptotics in
the space S ′0(Rn, E). The simple proof of the following theorem is a
consequence of our previous work.
Theorem 5.2. Let ψ ∈ S0(Rn) be a non-degenerate wavelet and let L
be slowly varying at the origin (resp. at infinity).
(i) A necessary and sufficient condition for f ∈ S ′(Rn, E) to be
weak-asymptotically bounded of degree α at the point x0 (resp.
at infinity) with respect to L in S ′0(Rn, E) is the existence of
k ∈ N such that
(5.5) lim sup
ε→0+
sup
|x|2+y2=1, y>0
yk
εαL(ε)
‖Wψf (x0 + εx, εy)‖ <∞
(
resp. lim sup
λ→∞
sup
|x|2+y2=1, y>0
yk
λαL(λ)
‖Wψf (λx, λy)‖ <∞
)
.
(ii) The existence of the limits
(5.6)
lim
ε→0+
1
εαL(ε)
Wψf(x0 + εx, εy) =Wx,y , for each (x, y) ∈ Hn+1 ∩ Sn(
resp. lim
λ→∞
1
λαL(λ)
Wψf(λx, λy) =Wx,y ∈ E
)
,
and the estimate (5.5), for some k ∈ N, are necessary and
sufficient for f to have weak-asymptotic behavior of degree α at
the point x0 (resp. at infinity) with respect to L in the space
S ′0(Rn, E).
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Proof. The equivalence between the weak-asymptotic boundedness and
the estimate (5.5) follows at once on combining Proposition 5.1 with
Proposition 3.15 when considering the set (in S ′0(Rn, E)){
1
εαL(ε)
f(x0 + ε · ) : 0 < ε ≤ 1
}(
resp.
{
1
λαL(λ)
f(λ · ) : 1 ≤ λ
})
,
while Part (ii) follows from Proposition 5.1 and Proposition 3.16. 
We will need the following proposition for future applications when
studying Tauberian theorems for the non-wavelet case and wavelet
transforms with respect to non-degenerate wavelets from S(Rn)\S0(Rn).
It tells us the weak-asymptotic properties of the projection of a tem-
pered distribution onto S ′0(Rn, E) when its transform M fϕ has asymp-
totics as in Proposition 5.1.
Proposition 5.3. Let ϕ ∈ S(Rn) be non-degenerate and let L be slowly
varying at the origin (resp. at infinity). Suppose that f ∈ S ′(Rn, E).
(i) If there exists k ∈ N such that the estimate (5.1) holds, then f is
weak-asymptotically bounded of degree α at the point x0 (resp.
at infinity) with respect to L in the space S ′0(Rn, E).
(ii) If the limit (5.2) exists for each (x, y) ∈ Hn+1 ∩ Sn, and there
is a k ∈ N such that the estimate (5.1) is satisfied, then f has
weak-asymptotic behavior of degree α at the point x0 (resp. at
infinity) with respect to L in the space S ′0(Rn, E).
Proof. Translating f , we can assume that x0 = 0. Consider the non-
degenerate wavelet ψ ∈ S0(Rn) given by ψˆ(u) = e−|u|−(1/|u|). Set ψ1 =
ˇ¯ϕ ∗ ψ, then, ψ1 ∈ S0(Rn) is also a non-degenerate wavelet. Indeed,
ψˆ1 = ̂ˇ¯ϕψˆ and its partial derivatives of any order vanish at the origin.
First notice that Wψ1f is given by
Wψ1f(x, y) =
〈
f(x+ yt), ϕˇ ∗ ψ¯(t)〉
=
〈
f(x+ yt),
∫
Rn
ψ¯(u)ϕ(u− t)du
〉
=
∫
Rn
ψ¯(u) 〈f(x+ yt), ϕ(u− t)〉 du
=
∫
Rn
ψ¯(u)(f ∗ ϕy)(x+ yu)du
=
∫
Rn
M fϕ(x+ yu, y)ψ¯(u)du.
Part (i). By Proposition 5.1, (5.1) is equivalent to an estimate (4.1)
(k may be a different number). Our strategy will be to show that
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Wψ1f satisfies (5.5), and then the result would follow immediately from
Theorem 5.2. Indeed, for all (x, y) ∈ Hn+1 ∩ Sn, and 0 < h ≤ ε0 (resp.
λ0 ≤ h) we have the estimate∥∥M fϕ(hx+ hyu, hy)∥∥ ≤ 2kCyk hαL(h) (1 + |x|+ y |u|)l
<
C1
yk
hαL(h)(1 + |u|)l,(5.7)
with C1 = 2
k+lC. Therefore, Wψ1f satisfies (5.5), namely,
sup
|x|2+y2=1, y>0
yk ‖Wψ1f(hx, hy)‖ < C2hαL(h),
where C2 = C1
∫
Rn
(1 + |u|)l ∣∣ψ¯(u)∣∣du.
Part (ii). If the limit (5.2) exists for each (x, y) ∈ Hn+1 ∩ Sn−1, then
so does it for all (x, y) ∈ Hn+1. The estimate (5.7) allows us to use
the dominated convergence theorem for Bochner integrals and conclude
that, for each fixed (x, y) ∈ Hn+1 ∩ Sn,
1
hαL(h)
Wψf(hx, hy) =
∫
Rn
1
hαL(h)
M fϕ(hx+ hyu, hy)ψ¯(u)du
−→
∫
Rn
Mx+yu,y ψ¯(u)du,
as h→ 0+ (resp. h→∞). Thus, Theorem 5.2 yields the result. 
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6. Tauberian Theorems in S ′(Rn, E)
We will state and prove in this section Tauberian theorems for weak-
asymptotics of tempered E-valued distributions.
6.1. Associate Asymptotically Homogeneous and Homogeneously
Bounded Functions. We need to introduce a class of functions which
is of great importance in the study of asymptotic properties of distri-
butions. They appear naturally in the statements and proofs of our
Tauberian theorems. The terminology is from [85, 86, 87, 88, 94] (see
also de Haan theory in [3]).
Definition 6.1. Let c : (0, A) → E (resp. (A,∞) → E), A > 0, be a
continuous E-valued function and let L be slowly varying function at
the origin (resp. at infinity). We say that:
(i) c is associate asymptotically homogeneous of degree 0 with re-
spect to L if for some v ∈ E
c(aε) = c(ε) + L(ε) log a v + o(L(ε)) as ε→ 0+, for each a > 0
(resp. c(aλ) = c(λ) + L(λ) log a v + o(L(λ)) as λ→∞ ) .
(ii) c is asymptotically homogeneously bounded of degree 0 with re-
spect to L if
c(aε) = c(ε) +O(L(ε)) as ε→ 0+, for each a > 0
(resp. c(aλ) = c(λ) +O(L(λ)) as λ→∞ ) .
If c satisfies either condition (i) or (ii) of Definition 6.1, one can show
as in [85, Prop. 2.3] that given any σ > 0
‖c(ε)‖ = o(ε−σ) as ε→ 0+ (resp. ‖c(λ)‖ = o(λσ) as λ→∞ ) .
6.2. Tauberian Theorem for φ−transforms. The ensuing theorem
characterizes weak-asymptotic boundedness in terms of the φ−transform.
Theorem 6.2. Let φ ∈ S(Rn) be such that µ0(φ) = 1 and let L be
slowly varying at the origin (resp. at infinity). A necessary and suffi-
cient condition for f ∈ S ′(Rn, E) to be weak-asymptotically bounded of
degree α ∈ R at the point x0 ∈ Rn (resp. at infinity) with respect to L
is the existence of k ∈ N such that
(6.1) lim sup
ε→0+
sup
|x|2+y2=1, y>0
yk
εαL(ε)
‖Fφf (x0 + εx, εy)‖ <∞(
resp. lim sup
λ→∞
sup
|x|2+y2=1, y>0
yk
λαL(λ)
‖Fφf (λx, λy)‖ <∞
)
.
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We shall present two different proofs of this theorem. The two meth-
ods of proof are applicable to both the case of behavior at infinity and
the one at finite points. We concentrate in showing the sufficiency be-
cause the necessity follows at once from the Abelian result (Proposition
4.1).
First proof of Theorem 6.2. We show the case of behavior at the point
x0 in this first proof. We first need to prove the following claim:
Claim 6.3. Given a set of distinct multi-indices {ml}ql=1, a point u =
(u1, · · · , uq) ∈ Rq, and an arbitrary positive number σ, there exists a
test function ρ in the linear span of {y−nφ(( · − x)/y) : (x, y) ∈ Hn+1}
such that
|ul − µml(ρ)| < σ, l = 1, · · · , q.
Proof of Claim 6.3. The linear continuous map
T : η ∈ S(Rn) 7→ (µm1(η), . . . , µmq(η)) ∈ Rq,
is clearly surjective, as can be verified directly or by using general
results (e.g., Borel theorem or results from [15, 20]). Corollary 3.3
implies that the image under T of the linear span of{
φ
( · − x
y
)
: (x, y) ∈ Hn+1
}
is dense in Rq, from where we obtain the claimed approximation prop-
erty. 
We now divide the proof of Theorem 6.2 into two cases.
Case α /∈ N.
Proposition 5.3 and Proposition A.2 imply the existence of an E-
valued polynomial
P(t) =
∑
|m|≤d
tmwm
such that
f(x0 + εt) = P(εt) +O (ε
αL(ε)) in S ′(Rn, E).
We must show that P(εt) = O (εαL(ε)). We may assume that d < α
because: εν−α = O(L(ε)) whenever ν > α [3, 79]. On the other hand,
since L(ε) = O(ε−σ), for any σ > 0, we obtain that
(6.2) f(x0 + εt) = P(εt) +O
(
εd+κ
)
in S ′(Rn, E),
where κ is chosen so that 0 < κ < α − d. Take ρ in the linear span
of {y−nφ(( · − x)/y) : (x, y) ∈ Hn+1}
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moment but its properties will be appropriately chosen later. The hy-
pothesis (6.1) implies that ‖〈f(x0 + εt), ρ(t)〉‖ = O(εd+κ). Evaluation
of (6.2) at ρ and the last fact yield
d∑
ν=0
εν
∑
|m|=ν
µm(ρ)wm = O(ε
d+κ),
which readily implies that,
(6.3)
∑
|m|=ν
µm(ρ)wm = 0, for ν = 0, 1, · · · , d.
For a fixed index 0 ≤ ν ≤ d, let q = qν be the number of multi-indices
such that |m| = ν; moreover, index such multi-indices as {ml}ql=1.
Given an arbitrary 0 < σ < 1, we select ρ as in Claim 6.3 with u =
el ∈ Rq, the vector with 1 in the lth component and zeros in the other
entries. Then, (6.3) with this ρ gives
‖wml‖ <
σ
1− σ
q∑
i=1,i 6=l
‖wmi‖ ,
and taking σ → 0+, we conclude wml = 0. Since the argument works
for all l and ν, it follows that wm = 0, for all |m| ≤ d. This completes
the proof in the first case.
Case α = p ∈ N.
In this case, Proposition 5.3 and Proposition A.2 imply the existence
of wj , |j| < p, and asymptotically homogeneously bounded functions
cm, |m| = p, of degree 0 with respect to L such that
f(x0+ εt) =
∑
|j|<p
ε|j|tjwj + ε
p
∑
|m|=p
tmcm(ε) +O (ε
pL(ε)) in S ′(Rn, E).
We have that each cm satisfies cm(ε) = O(ε
−1/2) (cf. Subsection 6.1),
and thus
f(x0 + εt) =
∑
|j|<p
ε|j|tjwj +O
(
εp−1/2
)
in S ′(Rn, E).
Proceeding as in the preceding case, we conclude that each wj = 0.
Summarizing, we have shown so far
(6.4) f(x0 + εt) = ε
p
∑
|m|=p
tmcm(ε) +O (ε
pL(ε)) in S ′(Rn, E).
Let now q be the number of multi-indices such that |m| = p, once
again, we index those multi-indices as {ml}ql=1, and consider the vectors
el ∈ Rq with 1 in the lth component and zeros in the other entries. Let
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σ > 0 be small enough such that if the q×q matrix A = (al,ν)l,ν satisfies
|al,ν − δl,ν | < σ, then A is invertible (δl,ν is the Kronecker delta). For
each 1 ≤ l ≤ q, find ρl satisfying the conclusions of Claim 6.3 for σ and
el, that is, |µmν (ρl)− δl,ν | < σ. Then, the matrix A := (µmν (ρl))l,ν is
invertible. Evaluation of (6.4) at the ρl and the hypothesis (6.1) yield
the q × q system of inequalities
q∑
ν=1
µmv(ρl)cmν(ε) = O(L(ε)), l = 1, · · · , q.
Multiplication by A−1 implies that cm(ε) = O(L(ε)), for each |m| = p,
which turns out to prove
f(x0 + εt) = O (ε
pL(ε)) in S ′(Rn, E),
as required. 
Second proof of Theorem 6.2. In this second proof we only consider the
behavior at infinity. As in the first proof, we can conclude the existence
of an E-valued polynomial, which can be assumed to have the form
P(t) =
∑
α<|m|≤d t
mwm, such that
f(λt) = P(λt) +O(λαL(λ))
if α /∈ N, or
f(λt) = P(λt) + λp
∑
|m|=p
cm(λ)t
m +O(λpL(λ))
if α = p ∈ N, where the cm are asymptotically homogeneously bounded
of degree 0 with respect to L; either asymptotic formula holding as
λ → ∞ in the space S ′(Rn, E). We first show that P = 0 in both
cases. Select α < κ < [α]+1, since both L(λ) and the cm are O(λ
κ−α),
we obtain in either case that
f(λt) = P(λt) +O(λκ) as λ→∞ in S ′(Rn).
If we use the estimate for Fφf(λx, λy), we have that for each (fixed)
(x, y) ∈ Hn+1,
FφP(λx, λy) =
∑
α<|m|≤d
(−λi)|m| ∂
|m|
∂um
(
eix·uφˆ(−yu)
)∣∣∣
u=0
wm = O(λ
κ),
λ → ∞. This allows us to conclude that, for each (x, y) ∈ Hn+1 and
α < ν ≤ d,
0 =
∑
|m|=ν
∂|m|
∂um
(
eix·uφˆ(−yu)
)∣∣∣
u=0
wm =
∑
|m|=ν
(ix)mwm+
ν∑
q=1
(iy)qRq(x),
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for certain E-valued polynomials Rq. But we can take y → 0+ in the
above equation, which implies that wm = 0 for |m| = q, and since
the same holds for every α < ν ≤ d, we have just shown that P = 0.
Therefore, the case α /∈ N has been established. The case α = p ∈ N
would now follow if we were able to prove that
C(λ, t) :=
∑
|m|=p
tmcm(λ) = O(L(λ))
as λ→∞ in S ′(Rn, E). We keep (x, y) ∈ B(0, 1)×(0, 1), where B(0, 1)
is the unit ball in Rn. By Proposition 3.4, applied to
1
λpL(λ)
f(λt)− λp ∑
|m|=p
tmcm(λ)
 ,
and (6.1), there are constants λ0, C > 0 and l ∈ N such that∥∥∥∥∥∥λp
∑
|m|=p
(−λi)p ∂
|m|
∂um
(
eix·uφˆ(−yu)
)∣∣∣
u=0
cm(λ)
∥∥∥∥∥∥ ≤ CylλpL(λ),
for all (x, y) ∈ B(0, 1)× (0, 1) and λ0 ≤ λ, that is,∥∥∥∥∥C(λ, x) +
p∑
ν=1
yνCν(λ, x)
∥∥∥∥∥ ≤ CL(λ)yl ,
for suitable E-valued functions Cν(λ, x). If we now select p+ 1 points
0 < y1 < y2 · · · < yp < 1, we obtain a system of p+ 1 inequalities with
Vandermonde matrix A = (yνj )j,ν. Multiplying by A
−1 and setting
x = t/(1 + |t|), we can find a constant C1 such that
‖C(λ, t)‖ ≤ C1(1 + |t|)pL(λ), for all t ∈ Rn and λ0 ≤ λ.
This completes the proof.

We now investigate the weak-asymptotic behavior.
Theorem 6.4. Let φ ∈ S(Rn) be such that µ0(φ) = 1 and let L be
slowly varying at the origin (resp. at infinity). Then, the existence of
the limits
(6.5) lim
ε→0+
1
εαL(ε)
Fφf(x0+εx, εy) = Fx,y, for each (x, y) ∈ Hn+1∩Sn(
resp. lim
λ→∞
1
λαL(λ)
Fφf(λx, λy) = Fx,y ∈ E
)
,
and the estimate (6.1), for some k ∈ N, are necessary and sufficient
for f to have weak-asymptotic behavior in the space S ′(Rn, E), namely,
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the existence of an E-valued homogeneous distribution g ∈ S ′(Rn, E)
such that
(6.6) f(x0 + εt) ∼ εαL(ε)g(t) as ε→ 0+ in S ′(Rn, E)
(resp. f (λt) ∼ λαL(λ)g(t) as λ→∞ in S ′(Rn, E) ) .
In such a case, g is completely determined by Fφg(x, y) = Fx,y.
Proof. Theorem 6.2 gives the equivalence of (6.1) with the weak-asymptotic
boundedness of f . So, by the Banach-Steinhaus theorem, (6.6) is
now equivalent to the convergence of (ε−α/L(ε))f(x0 + ε · ) (resp.
(λ−α/L(λ))f(λ · )) over a dense subset of S(Rn). By Corollary 3.3,
the linear span of the set {y−nφ(( · − x)/y) : (x, y) ∈ Hn+1} is dense in
S(Rn), it remains only to observe that (6.5) gives precisely convergence
over such a dense subset. 
Remark 6.5. We have stated the theorems of this subsection only for
φ−transforms, but they are obviously true for any non-wavelet trans-
form M fϕ if we just assume that µ0 = µ0(ϕ) =
∫
Rn
ϕ(t)dt 6= 0. Indeed,
it follows simply by considering the φ−transform with kernel φ = µ−10 ϕˇ.
6.3. Tauberian Theorems for Wavelet Transforms. We now present
the Tauberian theorems for wavelet transforms. We begin with weak-
asymptotic boundedness.
Theorem 6.6. Let f ∈ S ′(Rn, E), let ψ ∈ S(Rn) be a non-degenerate
wavelet, and let L be slowly varying at the origin (resp. at infinity).
The estimate (5.5), for some k ∈ N, is sufficient for the existence of
an E-valued polynomial P, of degree less than α (resp. of the form
P(t) =
∑
α<|m|≤d t
mwm, for some d ∈ N), such that:
(i) If α /∈ N, f−P is weak-asymptotically bounded of degree α at the
point x0 (at infinity) with respect to L in the space S ′(Rn, E).
(ii) If α = p ∈ N, there exist asymptotically homogeneously bounded
E-valued functions cm, |m| = p, of degree 0 with respect to L
such that f has the following asymptotic expansion
f(x0 + εt) = P(εt) + ε
p
∑
|m|=p
tmcm(ε) +O (ε
pL(ε))
resp. f (λt) = P(λt) + λp ∑
|m|=p
tmcm(λ) +O (λ
pL(λ))
 ,
as ε→ 0+ (resp. λ→∞) in the space S ′(Rn, E).
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Moreover, denote by Pq the homogeneous terms of the Taylor poly-
nomials of ψˆ at the origin, that is,
(6.7) Pq(u) =
∑
|m|=q
ψˆ(m)(0)um
m!
, q ∈ N.
Then, the E-valued polynomial P must satisfy
(6.8) Pq
(
∂
∂t
)
P = 0, for all q ∈ N.
Proof. By Proposition 5.3, (5.5) implies that f is weak-asymptotically
bounded in the space S ′0(Rn, E). The existence of the E-valued poly-
nomial P and the cm, in case (ii), is then a direct consequence of
Proposition A.2. The assertion about the degree of P follows from the
growth properties of L (in the case (ii) the terms of order |m| = p can
be assumed to be absorbed by the cm). It remains to establish that
P satisfies the equations (6.8). We show this fact only in the case of
infinity; the proof of the case of behavior at finite points is completely
analogous. Suppose the E-valued polynomial has the form
P(t) =
∑
α<|m|≤d
tmwm =
d∑
ν=[α]+1
Qν(t),
where each Qν is homogeneous of degree ν. Choose α < κ < [α] + 1.
Then, since L(λ) = O(λκ−α) and cm(λ) = O(λ
κ−α), we obtain that
f(λt) = P(λt) +O(λκ) as λ→∞ in S ′(Rn, E).
But, then, for each fixed (x, y) ∈ Hn+1, the assumption on the size of
Wψf(λx, λy) implies that
WψP(λx, λy) =
∑
α<|m|≤d
(−λi)|m| ∂
|m|
∂um
(
eix·uψˆ(yu)
)∣∣∣
u=0
wm = O(λ
κ),
λ→∞. Then, we infer that for each α < ν ≤ d and each (x, y) ∈ Hn+1,
0 =
∑
|m|=ν
∂|m|
∂um
(
eix·uψˆ(yu)
)∣∣∣
u=0
wm =
ν∑
q=0
(iy)q(Pq (∂/∂x)Qν)(x).
Thus
Pq
(
∂
∂x
)
Qν = 0, for all q, ν ∈ N,
as required. 
We now consider the weak-asymptotic behavior.
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Theorem 6.7. Let f ∈ S ′(Rn, E), let ψ ∈ S(Rn) be a non-degenerate
wavelet, and let L be slowly varying at the origin (resp. at infinity).
Suppose that the estimate (5.5) holds for some k ∈ N, and that the
limits (5.6) exist. Then, there exist an E-valued tempered distribution
g, which satisfies Wψg(x, y) = Wx,y, and an E-valued polynomial P,
of degree less than α (resp. of the form P(t) =
∑
α<|m|≤d t
mwm, for
some d ∈ N), such that:
(i) If α /∈ N, g is homogeneous of degree α and
f(x0 + εt)−P(εt) ∼ εαL(ε)g(t) as ε→ 0+ in S ′(Rn, E)
(resp. f (λt)−P(λt) ∼ λαL(λ)g(t) as λ→∞ in S ′(Rn, E) ) .
(ii) If α = p ∈ N, there exist associate asymptotically homogeneous
E-valued functions cm, |m| = p, of degree 0 with respect to L
such that f has the following weak-asymptotic expansion
f(x0 + εt) = P(εt) + ε
pL(ε)g(t) + εp
∑
|m|=p
tmcm(ε) + o (ε
pL(ε))
resp. f (λt) = P(λt) + λpL(λ)g(t) + λp ∑
|m|=p
tmcm(λ) + o (λ
pL(λ))
 ,
as ε→ 0+ (resp. λ→∞) in the space S ′(Rn, E).
Furthermore, P satisfies the equations (6.8).
Proof. Proposition 5.3, under the assumptions (5.5) and (5.6), implies
that f has weak-asymptotic behavior in the space S ′0(Rn, E). An appli-
cation of Proposition A.1 yields now the existence of g, P, and the cm
in case (ii). That P satisfies the equations (6.8) actually follows from
Theorem 6.6. 
When α /∈ N in Theorem 6.7, the condition Wψg(x, y) = Wx,y
uniquely determines g, in view of its homogeneity. On the other hand,
if α ∈ N, the prescribed values of Wψg can only determine g modulo
polynomials which are homogeneous of degree α.
At this point it is worth to point out that the use of non-degenerate
wavelets in Theorem 6.6 and Theorem 6.7 is absolutely imperative.
Clearly, if ψˆ identically vanishes on a ray through the origin, then there
are distributions for which Wψf is identically zero and hence for those
distributions the hypothesis (5.5) is satisfied for all α. However, among
such distributions f , it is easy to find explicit examples for which the
conclusion of Theorem 6.6 does not hold for a given α.
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Observe that if ψ ∈ S0(Rn) in Theorem 6.6 and Theorem 6.7, then
the converses are also true, as follows from the moment vanishing prop-
erties of ψ. This is actually the content of Theorem 5.2. The same
consideration holds for the case of weak-asymptotics at finite points if
we employ wavelets ψ that have all vanishing moments µm(ψ) = 0 up
to the order [α].
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7. Tauberian Class Estimates
In this section we show that the estimate of type
(7.1)
∥∥M fϕ(x, y)∥∥ ≤ C (1 + y)k (1 + |x|)lyk , (x, y) ∈ Hn+1,
characterizes the space S ′(Rn, E). We call (7.1) a global class estimate,
and we may say that it has an intrinsic Tauberian nature. Specifically,
we prove that if f takes values in a “broad” locally convex space which
contains the narrower Banach space E, and if f satisfies (7.1) for a non-
degenerate test function ϕ, then, there is a distribution G with values
in the broad space such that supp Gˆ ⊆ {0} and f − G ∈ S ′(Rn, E).
In case when the broad space is a normed one, G reduces simply to a
polynomial. This will be done in Subsection 7.1.
We shall also investigate in Subsection 7.2 the consequences of (7.1)
when it is only assumed to hold for (x, y) ∈ Rn × (0, 1], we call it then
a local class estimate. In this case the situation is slightly different and
we obtain that f −G ∈ S ′(Rn, E), where Gˆ has compact support but
its support may not be any longer the origin. We may take G with
supp Gˆ ⊆ {0} if we employ the wavelets introduced in the Example 3.8
(Subsection 7.4). For the φ−transform G does not occur (Subsection
7.3).
We point out that the results of this section extend in several direc-
tions those of Drozhzhinov and Zavialov from [9, 10].
Throughout this section, unless specified, X is assumed to be a (ar-
bitrary) Hausdorff locally convex topological vector space such that the
Banach space E ⊂ X and the embedding E → X is linear and con-
tinuous. Observe that the transform (3.1) makes sense for X-valued
distributions as well. Measurability for E-valued functions is meant in
the sense of Bochner (i.e., a.e. pointwise limits of E-valued continuous
functions); likewise, integrals for E-valued functions are taken in the
Bochner sense.
7.1. Global Class Estimates. We begin with wavelets in S0(Rn).
Proposition 7.1. Let f ∈ S ′0(Rn, X) and let ψ ∈ S0(Rn) be a non-
degenerate wavelet. The following two conditions,
Wψf(x, y) ∈ E, for almost all value of (x, y) ∈ Hn+1,(7.2)
and it is measurable as an E-valued function,
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and there are constants k, l ∈ N and C > 0 such that
‖Wψf(x, y)‖ ≤ C
(
1
y
+ y
)k
(1 + |x|)l ,(7.3)
for almost all (x, y) ∈ Hn+1,
are necessary and sufficient for f ∈ S ′0(Rn, E).
Proof. The necessity is clear (Proposition 3.15). We show the suffi-
ciency. Let η be a reconstruction wavelet for ψ. We apply the wavelet
synthesis operator to K(x, y) = Wψf(x, y), this is valid because our
assumptions (7.2) and (7.3) ensure that K ∈ S ′(Hn+1, E). So, set
f˜ :=MηK ∈ S ′0(Rn, E) ⊂ S ′0(Rn, X).
We must therefore show f˜ = f . Let ρ ∈ S0(Rn). We have, by definition,
(3.14), and (3.16),
〈f˜ , ρ〉 = 1
cψ,η
∫ ∞
0
∫
Rn
〈
f(t),
1
yn
ψ¯
(
t− x
y
)
Wη¯ρ(x, y)
〉
dxdy
y
and
〈f , ρ〉 = 1
cψ,η
〈
f ,Mψ¯Wη¯ρ
〉
=
1
cψ,η
〈
f(t),
∫ ∞
0
∫
Rn
1
yn
ψ¯
(
t− x
y
)
Wη¯ρ(x, y)
〉
dxdy
y
.
Thus, with
Φ(x, y; t) =
1
yn+1
ψ¯
(
t− x
y
)
Wη¯ρ(x, y),
our problem reduces to justify the interchange of the integrals with the
dual pairing in ∫ ∞
0
∫
Rn
〈f(t),Φ(x, y; t)〉dxdy =(7.4) 〈
f(t),
∫ ∞
0
∫
Rn
Φ(x, y; t)dxdy
〉
.
To show (7.4), we verify that〈
w∗,
∫ ∞
0
∫
Rn
〈f(t),Φ(x, y; t)〉dxdy
〉
=(7.5) 〈
w∗,
〈
f(t),
∫ ∞
0
∫
Rn
Φ(x, y; t)dxdy
〉〉
,
for arbitrary w∗ ∈ X ′ (here is where the local convexity of X plays
a role). Since the integral involved in the left hand side of the above
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expression is a Bochner integral in E and the restriction of w∗ to E
belongs to E ′, we obtain at once the exchange formula〈
w∗,
∫ ∞
0
∫
Rn
〈f(t),Φ(x, y; t)〉dxdy
〉
=(7.6) ∫ ∞
0
∫
Rn
〈w∗, 〈f(t),Φ(x, y; t)〉〉 dxdy.
On the other hand, we may write∫ ∞
0
∫
Rn
Φ(x, y; t)dxdy
as the limit of Riemann sums, convergent in S0(Rnt ), we then easily
justify the exchanges that yield〈
w∗,
〈
f(t),
∫ ∞
0
∫
Rn
Φ(x, y; t)dxdy
〉〉
=(7.7) ∫ ∞
0
∫
Rn
〈w∗, 〈f(t),Φ(x, y; t)〉〉 dxdy.
The equality (7.5) follows now by comparing (7.6) and (7.7). 
Proposition 7.1 provides a full characterization of S ′0(Rn, E).
We now aboard the general wavelet case. The φ−transform will be
studied separately in Subsection 7.3 because a stronger result holds for
it.
Theorem 7.2. Let f ∈ S ′(Rn, X) and let ψ ∈ S(Rn) be a non-
degenerate wavelet. Sufficient conditions for the existence of an X-
valued distribution G ∈ S ′(Rn, X) such that f − G ∈ S ′(Rn, E) and
supp Gˆ ⊆ {0} are:
(i) Wψf(x, y) takes values in E for almost all (x, y) ∈ Hn+1 and is
measurable as an E-valued function.
(ii) There exist constants k, l ∈ N and C > 0 such that (7.3) holds.
Proof. Let ψ1 ∈ S0(Rn) be the non-degenerate wavelet given by ψˆ(u) =
e−|u|−(1/|u|). Set ψ2 = ψ1∗ψ, then, ψ2 ∈ S0(Rn) is also a non-degenerate
wavelet. Using the same argument as in the proof of Proposition 7.1,
the exchange of integral and dual paring performed in the proof of
Proposition 5.3 is valid and so we have the formula
Wψ2f(x, y) =
∫
Rn
Wψf(x+ yu, y)ψ1(u)du,
where the integral is taken in the sense of Bochner. Thus, the restriction
of f to S0(Rn) satisfies the hypotheses of Proposition 7.1, and hence
there exists g ∈ S ′(Rn, E) such that 〈f − g, ρ〉 = 0 for all ρ ∈ S0(Rn).
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This gives at once that G = f − g satisfies supp Gˆ ⊆ {0} and f −G ∈
S ′(Rn, E). 
WhenX is a normed space, we obviously have that the onlyX-valued
distributions with support at the origin are precisely those having the
form ∑
|m|≤N
δ(m)wm, wm ∈ X.
Thus, we have:
Corollary 7.3. Let X be a normed space. Then, the conditions (i)
and (ii) of Theorem 7.2 imply the existence of an X-valued polynomial
P such that f −P ∈ S ′(Rn, E).
Moreover, if Pq denote the homogeneous terms of the Taylor polyno-
mials of ψˆ at the origin (cf. (6.7)), then
(7.8) Pq
(
∂
∂t
)
f ∈ S ′(Rn, E), for all q ∈ N.
Proof. By Theorem 7.2, one can find P ∈ S ′(Rn, X) such that f −P ∈
S ′(Rn, E) and supp Pˆ ⊆ {0}. Since X is normed, the point support
property of Pˆ implies that P is a polynomial. Next, write
P(t) =
∑
|m|≤N
i|m|tmwm, with wm ∈ X.
The relation (7.8) would follow immediately if we show that Pq (∂/∂t)P
is an E-valued polynomial. Observe that the hypotheses imply that
WψP(x, y) ∈ E, for almost all (x, y). Hence, for almost all (x, y),
WψP(x, y) = 1
(2π)n
〈
Pˆ(u), eix·uψˆ(yu)
〉
=
∑
|m|≤N
∂|m|
∂um
(
eix·uψˆ(yu)
)∣∣∣
u=0
wm
=
N∑
q=0
yq
∑
|m|=q
ψˆ(m)(0)
∑
|j|≤N−q
(
m+ j
m
)
(ix)jwm+j
=
N∑
q=1
(iy)q(Pq (∂/∂x)P)(x) ∈ E.
But the latter readily implies that (Pq (∂/∂x)P)(x) ∈ E, for all 0 ≤
q ≤ N and x ∈ Rn. 
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In general, it is not possible to replace the G by an X-valued poly-
nomial in Theorem 7.2. However, we know some valuable information
about Gˆ. Since it is supported by the origin, it is easy to show that
Gˆ =
∑
m∈Nn
(−1)|m|δ(m)
m!
µm(Gˆ),
where
µm(Gˆ) =
〈
Gˆ(u), um
〉
∈ X
are its moments and the series is convergent in S ′(Rn, X). This series
is “weakly finite”, in the sense that for each w∗ ∈ X ′ there exists
Nw∗ ∈ N such that
〈w∗, 〈Gˆ, ρ〉〉 =
∑
|m|≤N
w
∗
ρ(m)(0)
m!
〈
w∗, µm(Gˆ)
〉
, for all ρ ∈ S(Rn).
Furthermore, given any continuous seminorm p on X , one can find an
Np ∈ N such that
p
〈Gˆ, ρ〉 − ∑
|m|≤Np
ρ(m)(0)
m!
µm(Gˆ)
 = 0,
for all ρ ∈ S(Rn). Finally, we remark that G, its inverse Fourier
transform, can be naturally identified with an entire X-valued function
(cf. Subsection 7.2).
Example 7.4. We consider X = C(R) and E = Cb(R), the space
of continuous bounded functions. Let χν ∈ C(R) be non-trivial such
that suppχν ⊂ (ν, ν + 1), ν ∈ N. Furthermore, for each ν ∈ N find
a harmonic homogeneous polynomial Qν of degree ν, i.e., ∆Qν = 0.
Consider the E-valued distribution
G(t, ξ) =
∞∑
ν=0
Qν(t)χν(ξ) ∈ S ′(Rnt , C(Rξ)) \ S ′(Rnt , Cb(Rξ)).
Its Fourier transform is given by an infinite multipole series supported
at the origin, i.e.,
Gˆ(u, ξ) = (2π)n
∞∑
ν=0
(Qν (i∂/∂u) δ) (u) χν(ξ).
Let h ∈ S ′(Rn, Cb(R)) and let ψ ∈ S(Rn)\S0(Rn) be a non-degenerate
wavelet such that its Fourier transform satisfies ψˆ(u) = |u|2 +O(|u|N)
as u→ 0, for all N > 2. If
f = h+G ∈ S ′(Rn, C(R)),
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then Wψf(x, y) = Wψh(x, y) for all (x, y) ∈ Hn+1. Thus, f satisfies
all the hypotheses of Theorem 7.2; however, there is no C(R)-valued
polynomial P such that f −P ∈ S ′(Rn, Cb(R)).
7.2. Local Class Estimates. We now proceed to study local class
estimates, namely, (7.1) only assumed to hold for (x, y) ∈ Rn × (0, 1].
Let us start by pointing out that M fϕ(x, y) may sometimes be trivial
for y ∈ (0, 1), this may happen even if ϕ is non-degenerate:
Example 7.5. Let ω ∈ Sn−1, r ∈ R+; denote [0, rω] = {σω : σ ∈ [0, r]}.
Suppose that f ∈ S ′(Rn, X) is such that supp fˆ ⊂ [0, rω] and ψ ∈
S0(Rn) is any wavelet satisfying supp ψˆ ⊂ Rn \ [0, rω], then
Wψf(x, y) = 1
(2π)n
〈
fˆ(u), eixuψˆ(yu)
〉
= 0, for all y ∈ (0, 1).
Fortunately, we will show that the only distributions f ∈ S ′(Rn, X)\
S ′(Rn, E) that may satisfy a local class estimate, with respect to a non-
degenerate wavelet, are those whose Fourier transforms are compactly
supported.
We need to introduce some terminology in order to move further
on. We will make use of weak integrals for X-valued functions as
defined, for example, in [71, p. 77]. We say that a tempered X-valued
distribution g ∈ S ′(Rn, X) is weakly regular if there exists an X-valued
function g˜ such that ρg˜ is weakly integrable over Rn for all ρ ∈ S(Rn)
and
〈g, ρ〉 =
∫
Rn
ρ(t)g˜(t)dt ∈ X,
where the last integral is taken in the weak sense. We identify g with
g˜, so, as usual, we write g = g˜.
Let us recall some facts about (vector valued) compactly supported
distributions [75]. Let g ∈ S ′(Rn, X) have support in B(0, r), the
closed ball of radius r. Then, the following version of the Schwartz-
Paley-Wiener theorem holds:
G(z) =
〈
g(u), e−iz·u
〉
, z ∈ Cn,
is an X-valued entire function which defines a weakly regular tempered
distribution, and G(ξ) = gˆ(ξ), ξ ∈ Rn; moreover, G is of weakly
exponential type, i.e., for all w∗ ∈ X ′ one can find constants Cw∗ > 0
and Nw∗ ∈ N with
(7.9) |〈w∗,G(z)〉| ≤ Cw∗(1 + |z|)Nw∗er|ℑm z|, z ∈ Cn.
TAUBERIANS FOR WAVELET AND NON-WAVELET TRANSFORMS 55
Conversely, if G is an X-valued entire function which defines a weakly
regular tempered distribution and for all w∗ ∈ X∗ there exist Cw∗ > 0
and Nw∗ ∈ N such that (7.9) holds, then Gˆ = g, where g ∈ S ′(Rn, X)
and supp g ⊆ B(0, r).
The following concept for non-degenerate test functions is of much
relevance for the problem under consideration.
Definition 7.6. Let ϕ ∈ S(Rn) be non-degenerate. Given ω ∈ Sn−1,
consider the function of one variable Rω(r) = ϕˆ(rω) ∈ C∞[0,∞). We
define the index of non-degenerateness of ϕ as the (finite) number
τ = inf
{
r ∈ R+ : suppRω ∩ [0, r] 6= ∅, ∀ω ∈ Sn−1
}
.
We are ready to state and prove the main Tauberian result of this
subsection. We shall consider slightly more general norm estimates for
the regularizing transform M fϕ in terms of functions Ψ : R
n × (0, 1]→
R+ which satisfy, for some constants C1 > 0 and k, l ∈ N,
(7.10) Ψ(0, y) ≤ C1
yk
and Ψ(x+ ξ, y) ≤ C1Ψ(x, y)(1 + |ξ|)l,
for all x, ξ ∈ Rn and y ∈ (0, 1].
Theorem 7.7. Let f ∈ S ′(Rn, X) and let ϕ ∈ S(Rn) be a non-
degenerate test function with index of non-degenerateness τ . Assume:
(i) M fϕ(x, y) takes values in E for almost all (x, y) ∈ Rn × (0, 1]
and is measurable as an E-valued function on Rn × (0, 1].
(ii) There is a function Ψ : Rn× (0, 1] that satisfies (7.10) and such
that∥∥M fϕ(x, y)∥∥ ≤ Ψ(x, y), for almost all (x, y) ∈ Rn × (0, 1].
Then, for any r > τ , there exists an X-valued entire function G, which
defines a weakly regular tempered X-valued distribution and satisfies
(7.9), such that
f −G ∈ S ′(Rn, E).
Furthermore, there exists C such that∥∥M f−Gϕ (x, y)∥∥ ≤ CΨ(x, y), for almost all (x, y) ∈ Rn × (0, 1],
and we can choose G so that Gˆ = χfˆ , where χ ∈ D(Rn) is an arbi-
trary test function that satisfies χ(t) = 1 for |t| ≤ τ and has support
contained in the ball of radius r and center at the origin.
Proof. Let r1 be such that τ < r1 < r. It is easy to find a reconstruction
wavelet η ∈ S0(Rn) for ϕ, in the sense that
1 =
∫ ∞
0
ϕˆ(rω)ηˆ(rω)
dr
r
, for every ω ∈ Sn−1,
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with the property supp ηˆ ⊂ B(0, r1). Indeed, if we choose a non-
negative κ ∈ D(Rn) with support in B(0, r1) \ {0} and being equal
to 1 in a neighborhood of the sphere τSn−1 = {u ∈ Rn : |u| = τ}, then
the same argument given in the proof of Proposition 3.11 shows that
ηˆ(x) =
κ(x)ϕˆ(x)∫ ∞
0
κ(rx) |ϕˆ(rx)|2 dr
r
fulfills the requirements. The usual calculation [35, p. 66] is valid and
so, for ρ ∈ S0(Rn),
ρ(t) =
∫ ∞
0
∫
Rn
1
yn
ϕ
(
x− t
y
)
Wη¯ρ(x, y)dxdy
y
.
Observe now that if supp ρˆ ⊆ Rn \B(0, r1), then
Wη¯ρ(x, y) = 1
(2π)n
∫
Rn
eix·uρˆ(u)ηˆ(−yu)du = 0, for all y ∈ [1,∞).
Thus, the same argument employed in Proposition 7.1 applies to show
(7.11) 〈f, ρ〉 =
∫ 1
0
∫
Rn
M fϕ(x, y)Wη¯ρ(x, y)
dxdy
y
,
for all ρ ∈ S(Rn) with supp ρˆ ⊆ Rn \ B(0, r1). Choose χ1 ∈ C∞(Rn)
such that χ1(u) = 1 for all u ∈ Rn\B(0, r) and suppχ1 ∈ Rn\B(0, r1).
Now, χˆ1∗f is well defined since χˆ1 ∈ O′C(Rn) (the space of convolutors,
cf. [76]), and actually (7.11) and the continuity of Wη¯ imply that
(2π)−nχˆ1 ∗ f ∈ S ′(Rn, E). Therefore, G = f − (2π)−nχˆ1 ∗ f satisfies
the requirements because Gˆ = χfˆ , where χ = 1−χ1, and so supp Gˆ ⊆
B(0, r). Since χˆ1 = (2π)
nδ − χˆ and so
M f−Gϕ (x, y) =M
f
ϕ(x, y)−
1
(2π)n
〈
f(ξ),
〈
1
yn
ϕ
(
x− ξ − t
y
)
χˆ(t)
〉〉
=M fϕ(x, y)−
1
(2π)n
∫
Rn
M fϕ(x− t, y)χˆ(t)dt,
we obtain the norm estimate for M f−Gϕ with the constant C = C1(1 +
(2π)−n
∫
Rn
(1 + |t|)l|χˆ(t)|dt). 
Clearly, if the estimate for M fϕ(x, y) in Theorem 7.7 is satisfied for
all (x, y) ∈ Rn × (0, 1], so does the one for M f−Gϕ (x, y).
One may be tempted to think that in Theorem 7.7 it is possible to
take G with support in B(0, τ); however, this is not true, in general,
as the following counterexample shows.
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Example 7.8. Let X , E, and the sequence {χν}∞ν=1 be as in Exam-
ple 7.4. We work in dimension n = 1. We assume additionally that
supξ |χν(ξ)| = 1, for all ν ∈ N. Let τ ≥ 0, the wavelet ψ, given by
ψˆ(u) = e−|u|−(1/(|u|−τ)) for |u| > τ and ψˆ(u) = 0 for |u| ≤ τ,
has index of non-degenerateness τ . Consider the C(R)-valued distri-
bution
f(t, ξ) =
∞∑
ν=1
eν+i(τ+
1
ν )tχν(ξ) ∈ S ′(Rt, C(Rξ)) \ S ′(Rt, Cb(Rξ)).
Then,
Wψf(x, y)(ξ) =
∑
1≤ν< y
τ(1−y)
eν+(ix−y)(τ+
1
ν )−
ν
y−ντ(1−y)χν(ξ), 0 < y < 1.
and hence,
‖Wψf(x, y)‖Cb(R) ≤ 1, for all 0 < y < 1.
Therefore, the hypotheses of Theorem 7.7 are fully satisfied, however,
f −G /∈ S ′(R, Cb(R)), for any G ∈ S ′(R, C(R)) with supp Gˆ ⊆ [−τ, τ ].
7.3. The φ−transform. Theorem 7.7 can be greatly improved for
the φ−transform. Observe that the index of non-degenerateness of φ
is now τ = 0. Remarkably, one gets a full characterization of the space
S ′(Rn, E).
Theorem 7.9. Let f ∈ S ′(Rn, X) and let φ ∈ S(Rn) be such that
µ0(φ) = 1. Necessary and sufficient conditions for f to belong to the
space S ′(Rn, E) are:
(i) Fφf(x, y) takes values in E for almost all (x, y) ∈ Rn × (0, 1]
and is measurable as an E-valued function on Rn × (0, 1], and,
(ii) There exist constants k, l ∈ N and C > 0 such that
‖Fφf(x, y)‖ ≤ C (1 + |x|)
l
yk
, for almost all (x, y) ∈ Rn × (0, 1].
Proof. By Theorem 7.7, one may assume that supp fˆ ⊆ B(0, 1). So, f
is given by an entire function of weakly exponential type which defines
a weakly regular X-valued tempered distribution. Let ρ ∈ S(Rn) such
that ρ(u) = 1 for u ∈ B(0, 3/2) and supp ρ ⊂ B(0, 2). Choose 2σ < 1
such that |φˆ(u)| > 0 for all u ∈ B(0, 2σ). For a fixed x ∈ Rn, the
function
χˆx(u) = e
ixu ρ(u)
φˆ(−σu)
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defines an element of S(Rn). Thus,
f(x) =
1
(2π)n
〈
fˆ(u), eix·u
〉
=
1
(2π)n
〈
fˆ(u), χˆx(u)φˆ(−σu)
〉
=
1
σn
〈
f(t),
∫
Rn
χx(ξ)φ
(
t + ξ
σ
)
dξ
〉
=
∫
Rn
χx(ξ)Fφf(−ξ, σ)dξ ∈ E,
where the exchange with the integral sign can be established as in the
proof of Proposition 7.1. Hence the entire function f takes values in
E. Moreover,
‖f(x)‖ < C
σk
∫
Rn
(1 + |ξ|)l |χx(ξ)| dξ
≤ C1(1 + |x|)N , for all x ∈ Rn,
for some constants C1 > 0 and N ∈ N. Clearly, the last E-norm
estimate over the growth of f implies that f ∈ S ′(Rn, E), as required.

7.4. Strongly Non-degenerate Wavelets. A strengthened version
of both Theorem 7.2 and Theorem 7.7 holds if we restrict the non-
degenerate wavelets to those fulfilling the requirements of the following
definition.
Definition 7.10. Let ψ ∈ S(Rn) be a wavelet. We call ψ strongly
non-degenerate if there exist constants N ∈ N, r > 0, and C > 0 such
that
(7.12) C |u|N ≤ |ψˆ(u)| , for all |u| ≤ r.
Theorem 7.11. Let f ∈ S ′(Rn, X) and let ψ ∈ S(Rn) be a strongly
non-degenerate wavelet. Assume:
(i) Wψf(x, y) takes values in E for almost all (x, y) ∈ Rn × (0, 1]
and is measurable as an E-valued function on Rn × (0, 1].
(ii) There exist constants k, l ∈ N and C > 0 such that
‖Wψf(x, y)‖ ≤ C (1 + |x|)
l
yk
, for almost all (x, y) ∈ Rn × (0, 1].
Then, there exists G ∈ S ′(Rn, X) such that f − G ∈ S ′(Rn, E) and
supp Gˆ ⊆ {0}.
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Proof. As in Theorem 7.9, we may assume that supp fˆ ⊆ B(0, 1). Let
ρ ∈ S(Rn) be the same as in the proof of Theorem 7.9. We can find
σ, C1 > 0 and N ∈ N such that 2σ ≤ 1 and C1|u|N ≤ |ψˆ(u)|, for all
u ∈ B(0, 2σ). Given η ∈ S0(Rn), then
χˆ(u) = χˆη(u) = ρ(u)
ηˆ(−u)
ψˆ(σu)
defines an element of S(Rn) in a continuous fashion, consequently, the
mapping γ : S0(Rn) 7→ [0,∞) given by
γ(η) =
∫
Rn
(1 + |ξ|)l |χ(ξ)| dξ
is a continuous seminorm over S0(Rn). Now, for any η ∈ S0(Rn),
〈f , η〉 = 1
(2π)n
〈
fˆ(u), χˆ(u)ψˆ(σu)
〉
=
∫
Rn
χ(ξ)Wψf(−ξ, σ)dξ.
Therefore,
‖〈f , η〉‖ ≤ (C/σk)γ(η), for all η ∈ S0(Rn),
and the latter implies that the restriction of f to S0(Rn) belongs to
S ′0(Rn, E). The standard argument (see the proof of Theorem 7.2)
yields the existence of G satisfying all the requirements.

It should be noticed that the class of strongly non-degenerate wavelets
coincides with that of Drozhzhinov-Zavialov wavelets, introduced in
Example 3.8. Indeed, the condition (7.12) holds if and only if the Tay-
lor polynomial of order N at the origin of ψˆ is non-degenerate in the
sense of Example 3.8.
In dimension n = 1, there is no distinction between non-degenerateness
and strong non-degenerateness, whenever we consider wavelets in S(R)\
S0(R). Actually, a stronger result than Theorem 7.11 holds in the one-
dimensional case.
Proposition 7.12. Let f ∈ S ′(R, X) and let ψ ∈ S(R) be a wavelet
with µd(ψ) 6= 0, for some d ∈ N. If the conditions (i) and (ii) of
Theorem 7.11 are satisfied, then there exists an X-valued polynomial
P of degree at most d− 1 such that f −P ∈ S ′(R, E).
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Proof. There exists φ ∈ S(R) such that φ(d) = (−1)dψ, and we may
assume that µ0(φ) = 1. Then,
Fφ(f
(d))(x, y) =
1
yd
Wψf(x, y).
Hence, an application of Theorem 7.9 gives that f (d) ∈ S ′(R, E), and
this clearly implies the existence of P with the desired properties. 
Observe that the conclusion of Proposition 7.12 does not hold for
multidimensional wavelets, in general, even if they are strongly non-
degenerate. This fact is shown by Example 7.4.
Naturally, if X is a normed space in Theorem 7.11, then G must
be an X-valued polynomial, this fact is stated in the next corollary.
Corollary 7.13 extends an important result of Drozhzhinov and Zavialov
[10, Thm. 2.1].
Corollary 7.13. Let the hypotheses of Theorem 7.11 be satisfied. If
X is a normed space, then there is an X-valued polynomial P such
that f −P ∈ S ′(Rn, E). Moreover, if Pq, q ∈ N, are the homogeneous
terms of the Taylor polynomials of ψˆ at the origin (cf. (6.7)), then
Pq (∂/∂t)P is an E-valued polynomial, for each q ∈ N.
Proof. The existence of the polynomial is clear. The proof of the re-
maining assertion is identically the same as that of Corollary 7.3. 
In general, the degree of the the polynomial P occurring in Corol-
lary 7.13 depends merely on f , and not on the wavelet. However, when
the Taylor polynomials of the wavelet ψˆ posses a rich algebraic struc-
ture, it is possible to say more about the degree of P. This fact was
already observed in [10, Thm. 2.2] for Banach spaces X . We de-
note by Pd(R
n) the ideal of (scalar-valued) polynomials of the form
Q(t) =
∑
d≤|m|≤N amt
m, for some N ∈ N.
Corollary 7.14. Let the hypotheses of Corollary 7.13 be satisfied. If
there exists d ∈ N such that Pd(Rn) is contained in the ideal generated
by the polynomials P1, P2, . . . , Pd, where the Pq, q ∈ N, are the homo-
geneous terms of the Taylor polynomials of ψˆ at the origin (cf. (6.7)),
then there exists an X-valued polynomial P of degree at most d−1 such
that f −P ∈ S ′(Rn, E).
Proof. Corollary 7.13 yields the existence of an X-valued polynomial
P˜(t) = P(t) +
∑
d≤|m|≤N wmt
m such that f − P˜ ∈ S ′(Rn, E) and P
has degree at most d − 1. Then, we must show that wm ∈ E, for
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d ≤ |m| ≤ N. But Corollary 7.13 also implies that Pq(∂/∂t)P˜ is an E-
valued polynomial for q = 1, . . . , d, and since Pd(R
n) is also contained
in the ideal generated by P 1, . . . , P d, we obtain at once that
wm = m!((∂
|m|/∂tm)P˜)(0) ∈ E, for d ≤ |m| ≤ N.

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8. Regularity and Asymptotic Properties of Functions
and Distributions - Several Applications
In this section we illustrate our ideas with several applications and
examples. In Subsection 8.1 we give applications of our Tauberian
theory in the analysis of pointwise and global regularity properties of
distributions, where we extend or recovered a number of classical re-
sults due to Meyer, Jaffard, and Holschneider [34, 43, 61]. We study
in Subsection 8.2 sufficient conditions for stabilization in time of the
solution to the Cauchy problem discussed in Example 3.9. Subsec-
tion 8.3 deals with applications to regularity theory in the setting of
generalized function algebras. In Subsection 8.4, we provide a wavelet
characterization of the distributionally small distributions at infinity
(cf. Example 2.4). Section 8.5 is devoted to the pointwise analysis
of Riemann type distributions at the rationals. We obtain Tauberian
theorems for Laplace transforms in Subsection 8.6. Finally, we show
in Subsection 8.7 that for tempered E-valued distributions the weak-
asymptotics in D′(Rn, E) and S ′(Rn, E) are equivalent.
8.1. Applications to Pointwise and Local Analysis of Distribu-
tions. In [61] Meyer has proposed the use of weak scaling exponents at
small scale in the pointwise analysis of functions and distributions (cf.
Example 2.2). Moreover, he introduced some useful pointwise spaces
of distributions in order to measure such scaling properties. They are
natural generalizations of the classical pointwise Ho¨lder spaces Cα(x0).
Recall a function f belongs to Cα(x0), α > 0, if there exists a polyno-
mial P such that
|f(x0 + h)− P (h)| = O(|h|α)
as h → 0. It is also worth mentioning that [61] Meyer’s spaces are
unions of the (local) 2-microlocal spaces, introduced by Bony [4, 5, 49,
61] and so useful in the study of non-linear PDE.
We shall extend in this subsection the spaces of Meyer. Furthermore,
we will consider E-valued distributions and make use of slowly varying
functions for our scaling measurements. Interestingly, despite the fact
that our spaces are essentially pointwisely defined, they are, in turn,
effective tools in the study of global regularity as well, as we show below
with several applications.
Definition 8.1. Let f ∈ S ′(Rn, E) and let L be slowly varying at the
origin. For x0 ∈ Rn and α ∈ R, we write:
(i) f ∈ Oα,L(x0, E) if f is weak-asymptotically bounded of degree α
at x0 with respect to L (in S ′(Rn, E)).
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(ii) f ∈ Cα,Lw (x0, E) if there is an E-valued polynomial P such that
f −P ∈ Oα,L(x0, E).
(iii) f ∈ Cα,L∗,w (x0, E) if f is weak-asymptotically bounded of degree α
at x0 with respect to L in the space S ′0(Rn, E).
We call Cα,Lw (x0, E) the pointwise weak Ho¨lder space of exponent
α, with respect to L. When dealing with scalar-valued distributions,
we simply write Oα,L(x0), Cα,Lw (x0) and Cα,L∗,w (x0) for these spaces; fur-
thermore, if L ≡ 1, we then write Cαw(x0, E) = Cα,Lw (x0, E), and sim-
ilarly for the other two spaces. It should be mentioned that Oα(x0)
coincides with the one introduced by Meyer in [61, p. 13], while
Cα∗,w(x0) = Γ
α(x0) in Meyer’s notation.
Let us discuss some properties of our pointwise spaces. First of all,
we obviously have:
Oα,L(x0, E) ⊆ Cα,Lw (x0, E) ⊆ Cα,L∗,w (x0, E).
A more precise inclusion relation is obtained if we employ Proposition
A.2, this is the content of the next proposition.
Proposition 8.2. If α /∈ N, we then have Cα,Lw (x0, E) = Cα,L∗,w (x0, E).
When α < 0, we have Oα,L(x0, E) = Cα,Lw (x0, E) = Cα,L∗,w (x0, E). If
α = p ∈ N, then f ∈ Cp,L∗,w(x0, E) if and only if f has a weak-asymptotic
expansion of the form (A.7) at the point x0.
Therefore, when α ∈ N, the difference between Cp,L∗,w(x0, E) and
Cα,Lw (x0, E) lies in the occurrence of associate asymptotically homoge-
neously bounded functions in the expansion (A.7). Let c : (0, A]→ E
be asymptotically homogeneously bounded of degree 0 (at the origin)
with respect to L ≡ 1 (cf. Definition 6.1). Since c(aε) = c(ε) + O(1)
holds uniformly for a in compacts (see for instance [86, Chap. 10]), it
is not difficult to prove that ‖c(ε)‖ = O(log(1/ε)). This bound and
Proposition 8.2 immediately show the ensuing inclusion relation.
Corollary 8.3. Let p ∈ N. Then, Cp∗,w(x0, E) ( Cp,|log|w (x0, E).
Theorem 6.6 yields the characterization of Cα,L∗,w (x0, E) through the
wavelet transform. We rephrase this result in the following proposition.
Proposition 8.4. Let α ∈ R and let ψ ∈ S(Rn) be a non-degenerate
wavelet such that its moments satisfy µm(ψ) = 0 for every |m| ≤ [α].
Then, f ∈ Cα,L∗,w (x0, E) if and only if there is k ∈ N such that (5.5)
holds.
We can characterize Oα,L(x0, E) as well, but we should then employ
φ−transforms: f ∈ Oα,L(x0, E) if and only if (6.1) is satisfied for some
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k ∈ N. In the one-dimensional case, it is also possible to character-
ize Cα,Lw (x0, E), α ∈ N, via an estimate of the form (5.5), this time
the wavelet must satisfy µ0(ψ) = · · · = µα−1(ψ) = 0 and µα(ψ) 6= 0;
however, such a characterization is no longer possible in the multidi-
mensional case.
It is worth pointing out that if f ∈ Cα,L∗,w (x0, E) and α > 0, then
the  Lojasiewicz point values (cf. Example 2.3) f (m)(x0) exist, distribu-
tionally, for all |m| < α. Moreover, f ∈ Cα,Lw (x0, E) if and only if the
following “Taylor formula” holds,
f(t)−
∑
|m|<α
f (m)(x0)
m!
(t− x0)m ∈ Oα,L(x0, E).
We now move to applications. The next result characterizes global
regularity of distributions in terms of the wavelet transform, it gen-
eralizes the well known wavelet criterion for global Ho¨lder continuity
[36, 38, 82]. Let α ∈ R+ \N and let L be a slowly varying function such
that L and 1/L are locally bounded on (0, 1]. We say that f belongs
to Cα,L(Rn) if f ∈ C [α](Rn) and
‖f‖α,L :=
∑
|j|≤[α]
sup
t∈Rn
∣∣f (j)(t)∣∣+ ∑
|m|=[α]
sup
0<|t−x|≤1
∣∣f (m)(t)− f (m)(x)∣∣
|t− x|α−[α] L(|t− x|)
<∞.
The conditions imposed over L ensure that Cα,L(Rn) depends only on
the behavior of L near 0; therefore, it is invariant under dilations.
When L ≡ 1, this space reduces to Cα,L(Rn) = Cα(Rn), the usual
global Ho¨lder space [38, 61]. Consequently, we call Cα,L(Rn) the global
Ho¨lder space with respect to L. Note also the following inclusion rela-
tions:
Cβ(Rn) ⊂ Cα,L(Rn) ⊂ Cγ(Rn), whenever 0 < γ < α < β.
Observe that the essential technique in the proof of the following
theorem is to turn pointwise weak regularity for vector-valued distri-
butions into global information for scalar-valued distributions.
Theorem 8.5. Let α ∈ R+ \N and let ψ ∈ S(Rn) be a non-degenerate
wavelet such that its moments µm(ψ) = 0 for every |m| ≤ [α]. Assume
that f ∈ S ′(Rn) satisfies
(8.1) |Wψf(x, y)| ≤ CyαL(y) for all (x, y) ∈ Rn × (0, y0],
for some constants C > 0 and 0 < y0 ≤ 1, where L ∈ L∞loc(0, 1] is
slowly varying at the origin and 1/L ∈ L∞loc(0, 1]. Then, there exists an
entire function of exponential type G such that
f −G ∈ Cα,L(Rn).
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Moreover, if τ is the index of non-degenerateness of ψ and r > τ , then
G can be chosen so that, for some constants C1 and N ∈ N,
(8.2) |G(z)| ≤ C1(1 + |z|)Ne
r
y0
|ℑm z|
, z ∈ Cn.
Proof. By rescaling, we may assume that y0 = 1. Define the vector-
valued distribution f ∈ S ′(Rnt , C(Rnξ )) as f(t)(ξ) = f(t+ ξ), i.e.,
〈f(t), ϕ(t)〉 (ξ) = 〈f(t+ ξ), ϕ(t)〉 = (f ∗ ϕˇ)(ξ).
Observe its wavelet transform Wψf(x, y) ∈ C(Rnξ ) is given by
Wψf(x, y)(ξ) =Wψf(ξ + x, y).
By (8.1) and Theorem 7.7, applied with E = Cb(R
n), the Banach
space of bounded continuous functions, there exists an entire function
G ∈ S ′(Rnt ), which satisfies (8.2), such that
g(t)(ξ) := g(t+ ξ) ∈ S ′(Rnt , Cb(Rnξ )),
where g = f − G. Furthermore, Theorem 7.7 also yields that for
(x, y) ∈ Rn × (0, 1],
‖Wψg(x, y)‖Cb(Rn) ≤ C2yαL(y),
for some constant C2 > 0, and in particular,
lim sup
ε→0+
sup
(x,y)∈(0,1]×Rn
yσ
εαL(ε)
‖Wψg(εx, εy)‖Cb(Rn) <∞,
for any σ > 0. Employing now Proposition 8.4, we conclude that
g ∈ Cα,Lw (0, Cb(Rn)). Thus, the  Lojasiewicz point value at the origin
g(m)(0) = vm ∈ Cb(Rn) exists, distributionally, for each |m| ≤ [α].
If we fix φ ∈ S(Rn) with µ0(φ) = 1, the definition of distributional
point values tells us that, for each |m| ≤ [α], limε→0+ g(m) ∗ φˇε =
limε→0+
〈
g(m)(εt), φ(t)
〉
= vm in Cb(R
n), consequently g(m) = vm, is
a bounded continuous function. Finally, let |m| = [α], observe that
g(m)(t)(ξ) = g(m)(t+ ξ) ∈ Cα−[α],Lw (0, Cb(Rnξ )), i.e.,
µ0(ϕ)g
(m)(ξ)−
∫
Rn
g(m)(ξ + εt)ϕ(t)dt = O(εα−[α]L(ε))
in Cb(R
n
ξ ), for each test function ϕ ∈ S(Rn). Hence, if 0 < |h| ≤ 1, φ is
as before (µ0(φ) = 1), and we use the fact that {φ− φ( · − ω) : ω ∈ Sn−1}
is compact in S(Rn), we have
sup
ξ∈Rn
∣∣g(m)(ξ + h)− g(m)(ξ)∣∣ ≤ 2 sup
ξ∈Rn
∣∣∣∣g(m)(ξ)− ∫
Rn
g(m)(|h| t+ ξ)φ(t)dt
∣∣∣∣
+ sup
ξ∈Rn
∣∣∣∣∫
Rn
g(m)(ξ + |h| t)(φ(t)− φ (t− |h|−1 h))dt
∣∣∣∣ = O(|h|α−[α] L(|h|)),
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and this completes the proof. 
As a second application of our pointwise spaces, we obtain some
Tauberian criteria which allow us to compute pointwise Ho¨lder expo-
nents in terms of size estimates on the wavelet transform. The first
part of the next theorem is originally due to Jaffard [43].
Theorem 8.6. Let α > 0 and let ψ ∈ S(Rn) be a non-degenerate
wavelet with moments µm(ψ) = 0 for every |m| ≤ [α]. Assume that
f ∈ S ′(Rn) satisfies
(8.3) |Wψf(x0 + x, y)| ≤ C(|x| + y)α, for all |x|+ y < σ,
for some constants C, σ > 0.
(i) If there are constants C1, γ > 0 and y0 ∈ (0, 1) such that
(8.4) |Wψf(x0 + x, y)| ≤ C1yγ, for all (x, y) ∈ Rn × (0, y0],
then there exists a polynomial P such that
f(x0 + t) = P (t) +O (|t|α log(1/ |t|)) as t→ 0,
in the ordinary sense. In particular, f ∈ Cα1(x0) for all α1 < α.
(ii) If there are constants, N > 0, C2 > 0 and y0 ∈ (0, 1)such that
(8.5)
|Wψf(x0 + x, y)| ≤ C2
(log(1/y))N+1
, for all (x, y) ∈ Rn × (0, y0],
then f ∈ C(Rn) and f ∈ Cα− αN (x0).
We shall use a continuous Littlewood-Paley decomposition of the
unity in the proof of Theorem 8.6. Let φ1 ∈ S(Rn) be radial such that
φˆ1 is real-valued, φˆ1(u) = 0 for |u| ≥ 1 and φˆ1(u) = 1 for |u| ≤ 1/2.
Furthermore, define ψ1 ∈ S0(Rn) so that
ψˆ1(u) = − d
dr
φˆ1(ru) |r=1 = −u · ∇φˆ1(u).
Then, for each fix b > 0, in the sense of convergence in S ′(Rn),
Fφ1f( · , b) +
∫ b
0
Wψ1f( · , r)
dr
r
: = lim
a→0+
Fφ1f( · , b) +
∫ b
a
Wψ1f( · , r)
dr
r
= lim
a→0+
Fφ1f( · , a),
which is precisely the meaning of the formula
(8.6) f(x) = Fφ1f(x, b) +
∫ b
0
Wψ1f(x, r)
dr
r
, in S ′(Rnx).
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Proof. We may assume x0 = 0. Let φ1 and ψ1 be as defined above.
Observe first that (8.3) gives at once f ∈ Cα,|log|w (x0), by Proposition
8.4 and Corollary 8.3 (indeed, f ∈ Cαw(x0) if α /∈ N). So, for some
polynomial P ,
Fφ1f(x, |x|) = Fφ1P (x, |x|) +O(|x|α log(1/ |x|)), i.e.,
(8.7) Fφ1f(x, |x|) = P (x) +O(|x|α log(1/ |x|)) as x→ 0;
as follows directly from the Abelian result (cf. Proposition 4.1).
(i) We show that we may assume ψ = ψ1. In view of Theorem 8.5,
we may assume that f ∈ Cγ(Rn); otherwise, we subtract an entire
function and replace f by the so newly obtained function. Thus, the
assumption f ∈ Cγ(Rn) implies that we can suppose (8.3) to hold
actually for all (x, y) ∈ Hn+1 and ψ = ψ1 in (8.4). If we consider
f(t)(ξ, s) = f(ξ + st) ∈ S ′(Rnt , C(Hn+1(ξ,s))), Theorem 7.2, applied with
the Banach space E ⊂ C(Hn+1(ξ,s)) of functions having finite norm
‖v‖ := sup
(ξ,s)∈Hn+1
|v(ξ, s)|
(|ξ|+ s)α <∞,
and (8.3) yield that f(ξ + st) ∈ S ′0(Rnt , E); thus, we may replace ψ in
(8.3) by any wavelet from S0(Rn), in particular, by ψ1. Obviously, we
can also suppose γ < α. Finally, because of (8.4), we obtain that the
improper integral in (8.6) is actually absolutely convergent in Cb(R),
and hence, taking b = |x|, we conclude
f(x) = Fφ1f(x, |x|) +
∫ 1
0
Wψ1f(x, r |x|)
dr
r
= Fφ1f(x, |x|) +O
(
|x|α
∫ 1
|x|
α
γ
1 + rα
r
dr +
∫ |x|αγ
0
rγ−1dr
)
= P (x) +O(|x|α log(1/ |x|)).
(ii) Suppose that we were able to show that it is possible to assume
ψ = ψ1 in (8.3) and (8.5), then the Littlewood-Paley decomposition
(8.6) would be an equality between continuous functions and so f ∈
Cα−
α
N (x0) would be a consequence of (8.7) and the estimate∫ 1
0
Wψ1f(x, r |x|)
dr
r
= O
|x|α ∫ 1
e−|x|
− α
N
1 + rα
r
dr +
∫ e−|x|− αN
0
dr
r |log r|N+1

= O(|x|α− αN ) +O(|x|α) = O(|x|α− αN ).
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Let us then show first that (8.5) holds for ψ1 in place of ψ. By The-
orem 7.7 applied to f1(t)(ξ) = f(t + ξ) ∈ S ′(Rnt , C(Rnξ )), we may as-
sume that f(t+ ξ) ∈ S ′(Rnt , Cb(Rnξ )), because subtraction of an entire
function does not change the hypotheses nor the conclusion. Thus,
by Proposition 8.4, f1 ∈ C0,|log|
−N−1
∗,w (0, Cb(R)), and hence, evaluation
at ψ1 gives precisely Wψ1f(ξ, ε) = O((log(1/ε))−N−1) uniformly in
ξ ∈ Rn. Finally, the last relation implies that the integral in (8.6)
is absolutely convergent and so f ∈ Cb(Rn); therefore, (8.3) holds for
all (x, y) ∈ Hn+1, and exactly the same argument used in the proof of
(i) yields (8.3) for ψ = ψ1. 
Remark 8.7. Theorem 8.6 may be restated in terms of 2-microlocal
spaces. Indeed, the condition (8.3) is equivalent to say that f coincides
near x0 with an element of the 2-microlocal space C
α,−α
x0 , see [61].
Concerning Part (ii) of Theorem 8.6, Meyer has considered the Taube-
rian condition f ∈ C(Rn) and, for every N > 0,
(8.8)
|f(t+ h)− f(t)| ≤ O((log(1/ |h|))−N), for all t ∈ Rn and |h| ≤ 1
2
,
Since (8.8) readily implies that (8.5) holds for all N and suitable con-
stants C2 = CN , we have recovered the following result of Meyer [61,
Thm. 3.13].
Corollary 8.8. If f ∈ C(Rn) satisfies (8.3) and the Tauberian condi-
tion (8.8) for every N ∈ N, then f ∈ Cs(x0) for all s < α.
We end this subsection by comparing Theorem 8.5 with Holschnei-
der’s inverse theorem for global regularity [34, 35]. His theorem is
in terms of submultiplicative functions. Recall a positive function
R ∈ L∞loc(R+) is called submultiplicative if there exists a constant C˜ > 0
such that
(8.9) R(ab) ≤ C˜R(a)R(b), for all a, b ∈ R+.
Holschneider imposes the following technical conditions on the “growth”
of R at 0 and ∞,
(8.10)
∫ 1
0
R(t)
tk+1
dt <∞ and
∫ ∞
1
R(t)
tk+2
dt <∞,
for some k ∈ N. In addition, he also assumed that R is monotonous,
but this assumption plays no role in our discussion. Interestingly, such
functions do not stay too far from regularly varying functions, more
precisely:
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Proposition 8.9. Let R ∈ L∞loc(R+) be a positive submultiplicative
function that satisfies (8.10). Then, there exist two numbers k < α ≤
β < k+1 and functions L1 ∈ C(0, 1], slowly varying at the origin, and
L2 ∈ C[1,∞), slowly varying at infinity, such that
(8.11) C˜−1εα ≤ R(ε) ≤ εαL1(ε), for all ε ∈ (0, 1],
C˜−1λβ ≤ R(λ) ≤ λβL2(λ), for all λ ∈ [1,∞),
and
(8.12) lim sup
ε→0+
R(ε)
εαL1(ε)
= 1 and lim sup
λ→∞
R(λ)
λαL2(λ)
= 1.
Proof. Since T (t) = log(C˜R(et)) is subadditive, an application of the
well known limit Theorem for subadditive functions [33, Thm. 7.6.2](cf.
[2]) gives the existence of
α = lim
ε→0+
logR(ε)
log ε
= sup
ε<1
log(C˜R(ε))
log ε
and
β = lim
λ→∞
logR(λ)
log λ
= inf
1<λ
log(C˜R(λ))
log λ
,
and also the fact α ≤ β. Now, Phillips’s theorem [33, Thm. 7.4.4] (cf.
[66]), applied to
T1(t) = log(C˜R(e
t))− kt and T2(t) = log(C˜R(e−t)) + kt,
and the relations (8.10) imply the growth estimates
R(λ) = O(λk+1/(log λ)2) as λ→∞
and
R(1/λ) = O(λ−k/(log λ)2) as λ→∞,
and so we infer that k < α ≤ β < k + 1. The existence of L1 and L2
with the required properties follows from the approximation theorem
by regularly varying functions [3, Thm. 2.3.11, p. 81]. 
Therefore, Theorem 8.5 also allows us to obtain information about
the regularity of distributions when their wavelet transforms are bounded
by submultiplicative functions.
Corollary 8.10. Let R ∈ L∞loc(R+) be a positive submultiplicative func-
tion that satisfies satisfies (8.10) for some k ∈ N and let ψ ∈ S(Rn)
be a non-degenerate wavelet with moments µm(ψ) = 0 for |m| ≤ k. If
f ∈ S ′(Rn) satisfies
Wψf(x, y) ≤ CR(y) for all (x, y) ∈ Rn × (0, y0],
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for some constants C > 0 and 0 < y0 ≤ 1, then there exists an entire
function G that satisfies (8.2) such that
f −G ∈ Cα,L1(Rn),
where
α = lim
ε→0+
logR(ε)
log ε
and L1 ∈ C(0, 1] is any slowly varying function that fulfills (8.11) and
(8.12).
8.2. Asymptotic Stabilization in Time for Cauchy Problems.
We retain in this subsection the notation from Example 3.9, that is, U
is the unique solution to the Cauchy problem (3.11) and φ = (2π)−nηˆ,
where η ∈ S(Rn) satisfies η(u) = eP (iu), u ∈ Γ; thus, U is given by
(3.12). We apply Theorem 6.4 to find sufficient geometric conditions for
the stabilization in time of the solution to the Cauchy problem (3.11),
namely, we study conditions which ensure the existence of a function
T : (A,∞) → R+ and a constant ℓ ∈ C such that the following limits
exist
(8.13) lim
t→∞
U(x, t)
T (t)
= ℓ, for each x ∈ Rn.
Let L be slowly varying at infinity and α ∈ R. We shall say that U
stabilizes along d-curves (at infinity), relative to λαL(λ), if the following
two conditions hold:
(1) There exist the limits
(8.14) lim
λ→∞
U(λx, λdt)
λαL(λ)
= U0(x, t), (x, t) ∈ Hn+1 ∩ Sn;
(2) There are constants M ∈ R+ and l ∈ N such that
(8.15)
∣∣∣∣U(λx, λdt)λαL(λ)
∣∣∣∣ ≤ Mtl , (x, t) ∈ Hn+1 ∩ Sn.
Theorem 8.11. The solution U to the Cauchy problem (3.11) stabilizes
along d-curves, relative to λαL(λ), if and only if f has weak-asymptotic
behavior of degree α at infinity with respect to L.
Proof. We have that U(x, t) = Fφf(x, y), with y = t
1/d, then, condi-
tions (8.14) and (8.15) translate directly into conditions (6.1) and (6.5),
with Fx,y = U0(x, t
1/d) and k = dl. Therefore, Theorem 6.4 yields the
desired equivalence. 
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Corollary 8.12. If U stabilizes along d-curves, relative to λαL(λ),
then U stabilizes in time with respect to T (t) = tα/dL(t1/d). Moreover,
the limit (8.13) holds uniformly for x in compacts of Rn.
Proof. By Theorem 8.11, there exists g ∈ S ′(Rn) such that
f(λξ) ∼ λαL(λ)g(ξ) as λ→∞ in S ′(Rn).
If K ⊂ Rn is compact, then,
lim
t→∞
U(x, t)
T (t)
= lim
t→∞
1
tα/dL(t1/d)
〈
f(t1/dξ), φ
(
ξ − x
t1/d
)〉
= 〈g(ξ), φ(ξ)〉 ,
uniformly for x ∈ K because
φ
(
ξ − x/t1/d)→ φ(ξ) in S(Rn), as t→∞.

Example 8.13. The heat equation. When Γ = Rn and P (∂/∂x) = ∆,
we obtain that stabilization along parabolas (i.e., d = 2) is sufficient
for stabilization in time of the solution to the Cauchy problem for the
heat equation. This particular case of Corollary 8.12 was studied in
[9, 10, 12].
8.3. Applications to Regularity Theory in Algebras of Gener-
alized Functions. In this section we show how the Tauberian theo-
rems for the wavelet transform can be used as a standard device to
derive results in the regularity theory for algebras of generalized func-
tions.
First, we consider the algebra of tempered generalized functions
which contains S ′(Rn) as a proper subspace. Let OM(Rn) be the space
of multipliers of S(Rn) [76], that is, the space of smooth functions
whose derivatives are bounded by polynomials, of possible different
degrees. Colombeau [6] defined the algebra of tempered generalized
functions as the quotient Gτ (Rn) = EM,τ(Rn)/Nτ (Rn), where EM,τ (Rn)
is the algebra of nets (fε)ε ∈ OM(Rn)(0,1)
(∀m ∈ Nn)(∃N ∈ N)( sup
x∈Rn
(1 + |x|)−N |f (m)ε (x)| = O(ε−N))
while its ideal Nτ (Rn) consists of those such that
(∀m ∈ Nn)(∃N ∈ N)(∀b > 0)( sup
x∈Rn
(1 + |x|)−N |f (m)ε (x)| = O(εb)).
We can embed S ′(Rn) into Gτ (Rn) via ι(f) = [(f ∗ φε)ε], where φ
satisfies the condition (3.10).
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The algebra of regular tempered generalized functions G∞τ (Rn) con-
sists of those nets in OM (Rn)(0,1) such that
(8.16)
(∃a ∈ R)(∀m ∈ Nn)(∃N ∈ N)( sup
x∈Rn
(1 + |x|)−N |f (m)ε (x)| = O(ε−a)).
We will show the regularity theorem for G∞τ (Rn); it originally appeared
in [39]. The proof is similar to that of Theorem 8.5.
Theorem 8.14. S ′(Rn) ∩ G∞τ (Rn) = OM(Rn).
This equality means that if f ∈ S ′(Rn) and fε = f ∗ φε, ε ∈ (0, 1),
determines an element of G∞τ (Rn), then f ∈ OM (Rn).
Proof. The inclusion OM(Rn) ⊆ S ′(Rn) ∩ G∞τ (Rn) is obvious. Let f ∈
S ′(Rn) such that ι(f) ∈ G∞τ (Rn), that is, the net fε = f ∗ φε satisfies
(8.16). We should show that f (m) is continuous of polynomial growth
for each m ∈ Nn. Let ν ∈ N be such that β = 2ν − a > 0. Then, there
exists N0 ∈ N such that
(8.17) sup
x∈Rn
(1 + |x|)−N0 ∣∣Wψf (m)(x, y)∣∣ = O(yβ), 0 < y < 1,
where ψ = ∆νφˇ, a non-degenerate wavelet. Define h by
〈h, ρ〉 = f (m) ∗ ρˇ,
for ρ ∈ S(Rn). Then there exists N > N0 such that h ∈ S ′(Rn, E),
where E is the Banach space of continuous functions v ∈ C(Rn) such
that
‖v‖ := sup
ξ∈Rn
(1 + |ξ|)−N |v(ξ)| <∞,
provided with the norm ‖ · ‖. Since Wψh(x, y)(ξ) =Wψf (m)(ξ + x, y),
the estimate (8.17) gives now
lim sup
ε→0+
sup
|x|≤1, 0<y<1
ε−β ‖Wψh(εx, εy)‖ <∞.
Theorem 6.6 implies, in particular, that h has a distributional point
value at the origin (cf. Example 2.3), say h(0) = v ∈ E, distribution-
ally, i.e., for each test function ρ,
lim
ε→0+
f (m) ∗ ρˇε = lim
ε→0+
〈h(εt), ρ(t)〉 = v
∫
Rn
ρ(t)dt,
where the limit holds in E. But if we take ρ = φˇ, we obtain in particular
that limε→0+(f
(m) ∗ φε)(ξ) = v(ξ) uniformly for ξ in compacts of Rn,
and this means exactly that f (m) = v is a continuous function of at
most polynomial growth. 
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Remark 8.15. Recall [6] that the Colombeau algebra of generalized
functions is defined as G(Ω) = EM(Ω)/N (Ω), where EM(Ω), N (Ω),
consist of nets of smooth functions in Ω, (fε)ε∈(0,1), with the properties
(∀ω ⊂⊂ Ω)(∀ν ∈ N)(∃N ∈ N)( sup
|m|≤ν,x∈ω
|f (m)ε (x)| = O(ε−N)),
(∀ω ⊂⊂ Ω)(∀b ∈ R)(∀ν ∈ N)( sup
|m|≤ν,x∈ω
|f (m)ε (x)| = O(εb)).
The embedding of the Schwartz distribution space E ′(Ω) is realized
through the sheaf homomorphism
E ′(Ω) ∋ f 7→ ι(f) = [(f ∗ φε|Ω)ε] ∈ G(Ω),
where φ ∈ S(Rn) is as before. This sheaf homomorphism, extended
over D′, gives the embedding of D′(Ω) into G(Ω). The embedding
respects the multiplication of smooth functions.
The generalized algebra of “smooth generalized functions” G∞(Ω) is
defined in [65] as the quotient of the algebras E∞M (Ω) and N (Ω), where
E∞M (Ω), consists of nets of smooth functions in Ω with the property
(∀ω ⊂⊂ Ω)(∃a ∈ R)(∀ν ∈ N)( sup
|m|≤ν,x∈ω
|f (m)ε (x)| = O(ε−a)),
Note that G∞ is a subsheaf of G. Roughly speaking, it has the same
role as C∞ in D′.
Similarly as above, one can prove the following well known assertion
[65]:
Theorem 8.16. D′(Ω) ∩ G∞(Ω) = C∞(Ω).
In fact, Theorem 8.16 is also a direct consequence of Theorem 8.5.
8.4. Distributionally Small Distributions at Infinity. Estrada
[19, 24] has characterized the class of distributions which are distri-
butionally small at infinity (cf. Example 2.4), that is, the ones which
have a weak-asymptotic expansion
(8.18) f(λt) ∼
∞∑
|m|=0
(−1)|m|
m!λ|m|+n
δ(m)(t)wm as λ→∞ in S ′(Rn, E),
for some multi-sequence {wm}m∈Nn in E.
The distributionally small distributions are precisely the elements
of the space K′(Rn, E), where K(Rn) is the test function space of the
so called GLS symbols [29], defined as follows. Given β ∈ R, the
space Kβ(Rn) is formed by those smooth functions ρ such that for each
m ∈ Nn
ρ(m)(t) = O(|t|β−|m|) as |t| → ∞,
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provided with the topology generated by the seminorms
max{sup
|t|≤1
|ρ(m)(t)|, sup
|t|≥1
|t||m|−β |ρ(m)(t)|}.
Then, K(Rn) = ind limβ→∞Kβ(Rn). Observe that the elements of
K(Rn) are indeed symbols of pseudodifferential operators.
It is important to emphasize that if (8.18) holds, then [19, 24] it
actually holds in the space K′(Rn, E).
Fourier transforming (8.18), we have that f ∈ K′(Rn, E) if and only
if fˆ ∈ C∞w (0, E), where we set, cf. Section 8.1,
(8.19) C∞w (x0, E) :=
⋂
α∈R
Cα∗,w(x0, E) =
⋂
α∈R
Cαw(x0, E), for x0 ∈ Rn.
Therefore, using Theorem 6.6, we have obtained the following wavelet
characterization of the space K′(Rn, E). Let ψ ∈ S0(Rn) be a non-
degenerate wavelet. Then, an E-valued tempered distribution f belongs
to K′(Rn, E) if and only if there exists a sequence {νp}∞p=0 of non-
negative integers such that for each p ∈ N
lim sup
ε→0+
sup
|x|2+y2=1, y>0
yνp
εp
∥∥∥Wψ fˆ(εx, εy)∥∥∥ <∞.
8.5. Pointwise Analysis of Riemann Type Distributions at the
Rationals. We will investigate the pointwise weak-asymptotic expan-
sion of the family of Riemann distributions
Rβ(t) =
∞∑
n=1
eipin
2t
n2β
∈ S ′(Rt), β ∈ C,
at points of Q. We split Q into two disjoint subsets S0 and S1 where
S0 =
{
2ν + 1
2j
: ν, j ∈ Z
}
∪
{
2j
2ν + 1
: ν, j ∈ Z
}
and
S1 =
{
2ν + 1
2j + 1
: ν, j ∈ Z
}
.
When β > 1/2, Rβ is a continuous function. The imaginary part
of R1 is the classical Riemann “non-differentiable” function. It is well
known [28, 36] that if β > 3/4, then Rβ is differentiable at the points
of S1 and has local cusps with differentiable remainder at points of S0;
for β ∈ (1/2, 5/4), Rβ is not differentiable at any irrational point, as
shown essentially by Hardy and Littlewood [30, 32, 36]. Jaffard and
Meyer [49] showed that ℑmR1 has trigonometric chirps at the points
of S1. Consult [14, 44, 49] for properties of R1 at the irrationals.
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We will exhibit more precise information concerning the scaling weak-
asymptotic properties of Rβ at the rationals, in fact, we will show that
Rβ admits a full weak-asymptotic series at points of Q, no matter the
value of β. In particular, our analysis reveals that Rβ has weak scaling
exponent (cf. Example 2.2) equal to ∞ at points of S1; at points of
S0, it has infinite weak scaling exponent after subtraction of an ade-
quate term. To this end, we will be led to the study of the analytic
continuation of the zeta-type function
(8.20) ζr(z) :=
∞∑
n=1
eipirn
2
nz
, ℜe z > 1,
where r ∈ Q. If r = 0, (8.20) reduces to ζ0 = ζ , the familiar Riemann
zeta function. The main results of this subsection are Theorems 8.18
and Theorem 8.22. The results of Dura´n and Estrada [16, 17, 19] will
play an important role in our arguments.
We first study the properties of R0. We begin with the expansion at
0. Consider the tempered distribution
f(t) = R0(t)−
√
i
2
(t+ i0)−
1
2 =
∞∑
n=1
eipin
2t −
√
i
2
(t+ i0)−
1
2 ,
where we denote by (t+i0)α the boundary value of the analytic function
zα, ℑm z > 0. Its Fourier transform is given by
fˆ(u) = 2π
∞∑
n=1
δ(u− πn2)−√πu−
1
2
+ .
Then, if ψ ∈ S0(R) and ν ∈ N,
|Wψf(εx, εy)| =
∣∣∣∣∣
∞∑
n=1
eiεxpin
2
ψˆ
(
εyπn2
)− ∫ ∞
0
eiεxpiu
2
ψˆ
(
εyπu2
)
du
∣∣∣∣∣
≤ ε
ν
yν+1
O(1), uniformly in y, ε ∈ (0, 1) and |x| ≤ 1,
as shown by the Euler-Maclaurin summation formula [24]. This im-
plies that fˆ ∈ K′(R) and thus satisfies the Estrada-Kanwal moment
asymptotic expansion,
fˆ(λu) ∼
∞∑
m=0
(−1)mµm
m!λm+1
δ(m)(u) as λ→∞ in K′(Ru).
The moments of fˆ can actually be evaluated in the Cesa`ro sense [19, 24].
If H denotes the Heaviside function and (C) stands for limits in the
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Cesa`ro sense, then [17]
1
2π
µm =
1
2π
〈
fˆ(u), um
〉
= πm
〈
∞∑
n=1
δ(ξ − n)−H(ξ), ξ2m
〉
= πm lim
x→∞
( ∑
1≤n≤x
n2m −
∫ x
0
ξ2mdξ
)
= πmζ(−2m) (C),
and hence µ0 = 2πζ(0) = −π, and µm = ζ(−2m) = 0 for every m ≥ 1.
Consequently,
fˆ(λu) = −πδ(u)
λ
+ o
(
1
λ∞
)
as λ→∞ in S ′(Ru),
where o (1/λ∞) means o
(
1/λN
)
for every N ∈ N. Taking Fourier in-
verse transform, we have the weak-asymptotic expansion
(8.21) R0(εt) =
∞∑
n=1
eipin
2εt =
√
i
2
ε−
1
2 (t+ i0)−
1
2 − 1
2
+ o(ε∞) in S ′(Rt)
as ε→ 0+.
We now determine the weak-asymptotic expansion of R0 at 1. Ob-
serve that R0(1 + t) = 2R0(4t) − R0(t), thus the behavior at origin
implies that
(8.22) R0(1 + εt) = −1
2
+ o(ε∞) as ε→ 0+ in S ′(Rt).
We return to the general case. Consider the two complex transfor-
mations
Kz = z + 1 and Uz = −1/z, for z ∈ C,
they generate the well know modular group which leaves invariant the
upper half-plane and the real line. We are more interested in the theta
group, namely, the subgroup Gϑ of modular transformations generated
by K2 and U . Then, one readily verifies that
Gϑ · 0 = S0 and Gϑ · 1 = S1,
that is, S0 is the orbit of 0 under Gϑ while S1 that of 1. Let ϑ be the
Jacobi theta function given by
ϑ(z) := 1 + 2
∞∑
n=1
eipin
2z, ℑm z > 0.
We then have the following transformation laws
ϑ(K2z) = ϑ(z) and ϑ(Uz) =
√−iz ϑ(z);
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the first of them is completely obvious, while the second one follows
easily from the Poisson summation formula (cf. [35, p. 304]). Observe
that ϑ admits a boundary tempered distribution on the real line, which
we also denote by ϑ, or ϑ(t).
We recall that the pointwise space C∞w (x0) was introduced in (8.19).
The ensuing lemma describes the scaling weak-asymptotic properties
of R0 at points of the orbit S1 = Gϑ · 1.
Lemma 8.17. Let r ∈ Gϑ · 1. Then, R0 ∈ C∞w (r). Furthermore, at
those points, R0(r) = −1/2 and R(m)0 (r) = 0, distributionally, for each
m ≥ 1.
Proof. Since R0 = (ϑ − 1)/2, it is enough to show that ϑ ∈ C∞w (r)
whenever r ∈ Gϑ · 1, and ϑ(m)(r) = 0, distributionally, for all m ∈ N.
If r = 1, (8.22) shows that
ϑ(1 + εt) = o(ε∞) as ε→ 0+ in S ′(Rt),
and hence ϑ ∈ C∞w (1) and ϑ(m)(1) = 0, distributionally, for all m ∈
N. If the conclusion of the theorem holds at r, then clearly it holds
at K2r = r + 2. Therefore, it remains to show that ϑ ∈ C∞w (r)
and ϑ(m)(r) = 0, distributionally, m ∈ N, implies ϑ ∈ C∞w (Ur) and
ϑ(m)(Ur) = 0, distributionally, m ∈ N. So assume that ϑ has the
desired property at r, hence ϑ satisfies
ϑ(r + εt) = o(ε∞) as ε→ 0+ in S ′(Rt),
As in Example 3.10, we find φ ∈ S(R) such that φˆ(−u) = e−u for
u ∈ [0,∞), then Fφϑ(x, y) = ϑ(x+ iy), because
Fφϑ(x, y) =
1
2π
〈
eixuϑˆ(u), e−yu
〉
=
〈
δ(u) + 2
∞∑
n=1
eipixn
2
δ(u− πn2), e−yu
〉
.
By Proposition 4.1, we can find sequences of positive reals {Cν}∞ν=0 and
positive integers {kν}∞ν=0 such that for each ν ∈ N
|ϑ(r + εz)| ≤ Cνε
ν+1
(ℑm z)kν , for all ε ∈ (0, 1] and 0 < |z| ≤ 1.
But since ϑ(Uz) =
√−iz ϑ(z), we have that
(8.23) ϑ
(
−1
r
+ εz
)
=
√ −ir
1− εrz ϑ
(
r +
εzr2
1− εzr
)
,
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from where we obtain that∣∣∣∣ϑ(−1r + εz
)∣∣∣∣ ≤ Mνεν+1(ℑm z)kν , for all ν ∈ N, ε ∈ (0, ε0] and 0 < |z| ≤ 1,
for suitable ε0 > 0 and {Mν}∞ν=0. Theorem 6.2 yields immediately
ϑ ∈ C∞w (−1/r) and actually ϑ(m)(−1/r) = 0, distributionally, for all
m ∈ N. This completes the proof. 
If we introduce the pointwise space
(8.24) O∞(x0) :=
⋂
α∈R
Oα(x0), x0 ∈ R,
where Oα(x0) was defined in Subsection 8.1, we may rephrase Lemma
8.17 by saying that R0 + 1/2 ∈ O∞(r) for each r ∈ Gϑ · 1.
Observe that Lemma 8.17 gives then the full weak-asymptotic ex-
pansion of R0 at r = (2j + 1)/(2ν + 1), j, ν ∈ Z, namely,
R0 (r + εt) = −1
2
+ o(ε∞) as ε→ 0+ in S ′(Rt).
It then follows by Fourier transforming that
∞∑
n=1
eipirn
2
δ(λu− πn2) = −δ(u)
2λ
+ o
(
1
λ∞
)
as λ→∞ in S ′(Ru).
The above expansion yields that
∞∑
n=1
eipirn
2
δ(u− πn2) ∈ K′(Ru).
Its moment series are Cesa`ro summable and its moment function de-
fines an entire function [16, 19] (cf. [24, Thm. 6.7.2 and Thm. 6.11.1]).
Indeed, since the support of
∑∞
n=1 e
ipirn2δ(u − πn2) is [π,∞), we can
multiply it by u−β and so(π
u
)β ∞∑
n=1
eipirn
2
δ(u− πn2) =
∞∑
n=1
n−2βeipirn
2
δ(u− πn2) ∈ K′(Ru),
for each β ∈ C. Therefore, the above distribution admits a moment
asymptotic expansion at ∞, and, by taking inverse Fourier transform,
we readily verify that its m-th moment is given by (iπ)−mR
(m)
β (r), the
point values interpreted naturally in the distributional sense. Summa-
rizing, we have obtained the complete pointwise behavior of Rβ at the
points of the orbit Gϑ · 1.
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Theorem 8.18. Let r ∈ Gϑ · 1. Then Rβ ∈ C∞w (r) for any β ∈ C.
Moreover, the Dirichlet series
(8.25) ζr(z) =
∞∑
n=1
eipirn
2
nz
(C), z ∈ C,
defines an entire function in z, where the sums of series for ℜe z < 1
are taken in the Cesa`ro sense, and they are convergent on the closed
half-plane ℜe z ≥ 1. In particular, the  Lojasiewicz point values of the
derivatives of Rβ at points of the orbit Gϑ · 1 are given by
(8.26) R
(m)
β (r) = (iπ)
mζr(2β−2m), distributionally, for all m ∈ N.
Proof. We have already shown everything except the convergence of the
series (8.25) for ℜe z = 1. But since ζr admits an analytic continuation
beyond ℜe z = 1, the convergence of
(8.27)
∞∑
n=1
eipirn
2
n1+yi
is then a consequence of the Newman-Ingham Tauberian theorem for
Dirichlet series [42, 55, 64]. 
It is implicit in Theorem 8.18 that Rβ admits a weak-asymptotic
series at the points of Gϑ · 1.
Corollary 8.19. Let r ∈ Gϑ · 1. Then, for any β ∈ C,
Rβ (r + εt) ∼
∞∑
m=0
ζr(2β − 2m)
m!
(iεπt)m as ε→ 0+ in S ′(Rt).
We now proceed to study the pointwise properties of Rβ on the orbit
Gϑ · 0. As usual, we start with R0. We use the pointwise space defined
by (8.24) in the next proposition.
Proposition 8.20. At any point r ∈ Gϑ · 0, there exists a constant
pr ∈ C such that
R0(t)−
√
i
2
pr(t− r + i0)− 12 + 1/2 ∈ O∞(r).
Moreover, the constants pr are completely determined by the transfor-
mation equations:
(8.28) p0 = 1, pK2r = pr, and pUr =
√
− i
r
pr.
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Proposition 8.20 means that, at any point of the orbit Gϑ ·0, we have
the weak-asymptotic expansion
(8.29)
R0(r + εt) =
√
i
2
prε
− 1
2 (t+ i0)−
1
2 − 1
2
+ o(ε∞) as ε→ 0+ in S ′(Rt).
Proof. Invoking again R0 = (ϑ− 1)/2, it is enough to show that ϑ(t)−
br(t− r+ i0)− 12 ∈ O∞(r), r ∈ Gϑ · 0, where br =
√
ipr. The property is
satisfied at r = 0 because of (8.21). It then suffices to show that if ϑ(t)−
br(t−r+i0)− 12 ∈ O∞(r), r 6= 0, then ϑ(t)−bUr(t−Ur+i0)− 12 ∈ O∞(Ur),
with bUr = (−i/r)1/2br. A similar argument to the one applied in
the proof of Lemma 8.17 shows that the latter assumption gives the
existence of a sequence of positive numbers {Cν}∞ν=0 and a sequence
of positive integers {kν}∞ν=0 such that, for all ν ∈ N, ε ∈ (0, 1] and
0 < |z| ≤ 1, ∣∣∣ϑ(r + εz)− br(εz)− 12 ∣∣∣ ≤ Cνεν+1
(ℑm z)kν .
Consequently, because of (8.23), for suitable ε0 > 0 and {Mν}∞ν=0, we
obtain, for all ν ∈ N, ε ∈ (0, ε0] and 0 < |z| ≤ 1,∣∣∣∣∣ϑ
(
−1
r
+ εz
)
−
√
− i
r
br(εz)
− 1
2
∣∣∣∣∣ ≤ Mνεν+1(ℑm z)kν ,
and, by Theorem 6.2, we conclude ϑ(t)−bUr(t−Ur+ i0)− 12 ∈ O∞(Ur),
as required. 
Depending on whether β = 1/2 or β 6= 1/2, the distributions Rβ will
behave differently on the orbit of 0 under the theta group. This fact is
intimately connected with the analytic continuation of ζr for r ∈ Gϑ ·0,
which is obtained in the next proposition.
Proposition 8.21. Let r ∈ Gϑ · 0. Then, ζr admits an analytic con-
tinuation to C \ {1}. Furthermore, ζr has a simple pole at z = 1 with
residue pr, determined by (8.28), and the entire function
(8.30) Ar(z) = ζr(z)− pr
z − 1
can be expressed as the Cesa`ro limit
(8.31) Ar(z) = lim
x→∞
∑
1≤n<x
eipirn
2
nz
− pr
∫ x
1
dξ
ξz
(C).
TAUBERIANS FOR WAVELET AND NON-WAVELET TRANSFORMS 81
Proof. Observe that the formula (8.30) holds when ℜe z > 1, so it
suffices to prove that (8.31) defines truly an entire function. Fourier
transforming (8.29), we obtain the moment asymptotic expansion
∞∑
n=1
eipirn
2
δ(λu− πn2)− pr
2
(λπu)
− 1
2
+ = −
δ(x)
2λ
+ o
(
1
λ∞
)
as λ→∞
in S ′(Ru), and so,
f(u) =
∞∑
n=1
eipirn
2
δ(λu− πn2)− pr
2
(πu)
− 1
2
+ ∈ K′(Ru).
Set
g(u) =
∞∑
n=1
eipirn
2
δ(u− πn2)− pr
2
(πu)−
1
2H(u− π),
where H is the Heaviside function. We show that g ∈ K′(R). Indeed,
g − f ∈ E ′(R) ⊂ K′(R), where E ′(R) is the space of compactly sup-
ported distributions. Now, supp g = [π,∞), then its moment function
〈g(u), uz〉 is entire and can be computed in the Cesa`ro sense [24, Chap.
6], hence the function
Ar(z) = π
−z
〈
g(u), u−
z
2
〉
is entire. It coincides with (8.31) because
π−z
〈
g(u), u−
z
2
〉
=
〈
∞∑
n=1
eipirn
2
δ(ξ − n)− prH(ξ − 1), ξ−z
〉
= lim
x→∞
∑
1≤n<x
eipirn
2
nz
− pr
∫ x
1
dξ
ξz
(C).

We are ready to describe the pointwise behavior of Rβ on Gϑ · 0. We
define the generalized gamma constant as
γr := Ar(1).
Observe that in fact γ0 = γ, the familiar Euler gamma constant because
ζ0 = ζ is the Riemann zeta function.
Theorem 8.22. Let r ∈ Gϑ · 0.
(i) If β ∈ C \ {1/2}, then
Rβ(r+εt) ∼
(−iπ)β− 12Γ (1
2
− β) pr
2
(εt+i0)β−
1
2+
∞∑
m=0
ζr(2β − 2m)
m!
(iεπt)m,
as ε→ 0+ in S ′(Rt).
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(ii) When β = 1/2, we have
R 1
2
(r+εt) ∼ γr+pr
2
(
− log
(
ε |t|
π
)
+
iπ
2
sgnt− γ
)
+
∞∑
m=1
ζr(1− 2m)
m!
(iεπt)m,
as ε→ 0+ in S ′(Rt).
Proof. Let g ∈ K′(Ru) be as in the proof of Proposition 8.21. Then it
can be multiplied by (π/u)β and actually
gβ(u) := (π/u)
βg(u) ∈ K′(Ru).
The moments of gβ are given by π
mAr(2β − 2m), m ∈ N.
Assume first that β 6= 1/2. The distribution
hβ(u) =
πβ−
1
2
2
u
−β−1/2
+ (H(u)−H(u− π))
has moments
〈hβ(u), um〉 = π
β− 1
2
2
F.p.
∫ pi
0
um−β−
1
2du = − π
m
2β − 2m− 1 ,
where F.p. stands for the Hadamard finite part [24]. So gβ − prhβ
has moments πmζr(2β − 2m) which implies the moment asymptotic
expansion
∞∑
n=1
eipirn
2
n2β
δ(λ−un2) ∼ π
βpr
2
√
π
(λu)
−β− 1
2
+ +
∞∑
m=0
(−π)mζr(2β − 2m)
m!λm+1
δ(m)(u)
as λ → ∞ in K′(Ru). Part (i) follows now by taking Fourier inverse
transform.
Suppose now that β = 1/2 and set
h 1
2
(u) =
1
2
(
Pf
(
H(u)
u
)
− H(u− π)
u
)
,
where Pf(H(u)/u) is the usual [24] regularization of H(u)/u by finite
part. The moments of h1/2 are given by〈
h 1
2
(u), um
〉
=
{
πm/(2m), m = 1, 2, 3, . . . ,
(log π)/2, m = 0.
The moment asymptotic expansion of g1/2 − prh1/2 yields the weak-
asymptotic expansion, as λ→∞ in K′(Ru),
eiλru
2π
Rˆ 1
2
(λu) ∼ pr
2
Pf
(
H(λu)
λu
)
+
bδ(u)
λ
+
∞∑
m=1
(−π)mζr(1− 2m)
m!λm+1
δ(m)(u),
where b = (pr/2) log π + γr, which in turn proves Part (ii) after taking
Fourier inverse transform. 
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In the rest of this subsection we discuss some useful formulas which
can be derived from our previous analysis. The next corollary provides
formulas for the constants pr.
Corollary 8.23. Let r ∈ Gϑ · 0. Then
(8.32) lim
N→∞
1
N
N∑
n=1
eipirn
2
= pr.
Proof. The relation (8.32) follows directly from the Ikehara theorem
[55, p. 122] and Proposition 8.21. 
We now give a formula for γr.
Corollary 8.24. Let r ∈ Gϑ · 0. The series
(8.33)
∞∑
n=0
eipirn
2 − pr
n1+iy
,
is convergent for any y ∈ R. In particular,
(8.34)
∞∑
n=0
eipirn
2 − pr
n
= γr − prγ
or equivalently,
(8.35) lim
x→∞
N∑
n=1
eipirn
2
n
− pr logN = γr.
Proof. By Proposition 8.21, ζr − prζ is an entire function. Thus, the
convergence of (8.33) is implied by the Newman-Ingham Tauberian
theorem for Dirichlet series [42, 55, 64]. The equality (8.34) holds
because (ζr − ζ)(1) = γr − γ (Newman-Ingham theorem again), while
(8.35) is an easy consequence of (8.34) and the well known relation∑N
n=1 1/n = logN + γ + o(1). 
The convergence of (8.27) is interesting by itself, so we state it in
the following corollary.
Corollary 8.25. The series
∞∑
n=1
eipin
2 2j+1
2ν+1
n1+yi
is convergent for any j, ν ∈ Z and y ∈ R.
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The pointwise behavior of R0 can be used to calculate some Cesa`ro
sums and limits which apparently have not been given elsewhere be-
fore. That is the context of the next corollary, whose proof is obtained
immediately by comparing Corollary 8.19 with Lemma 8.17 and the
expansion from Theorem 8.22 with (8.29).
Corollary 8.26. For any j, ν ∈ Z,
∞∑
n=1
n2meipin
2 2j+1
2ν+1 = 0 (C), m = 1, 2, 3, . . . ,
and
∞∑
n=1
eipin
2 2j+1
2ν+1 = −1
2
(C).
If r ∈ Gϑ · 0, then
lim
x→∞
( ∑
1≤n<x
n2meipirn
2 − pr
∫ x
0
ξ2mdξ
)
= 0 (C), m = 1, 2, 3, . . . ,
and
lim
x→∞
( ∑
1≤n<x
eipirn
2 − prx
)
= −1
2
(C).
So, Corollary 8.26 tells us that the values of all generalized zeta
functions coincide at the nonpositive even integers, and actually ζr(0) =
ζ(0) = −1/2 and ζr(−2m) = ζ(−2m) = 0 for m = 1, 2, 3, . . . .
8.6. Tauberian Theorems for Laplace Transforms. We now ap-
ply the results from Subsection 6.2 to Laplace transforms. As in Ex-
ample 3.10, Γ is assumed to be a closed convex acute cone with vertex
at the origin; we set CΓ = int Γ
∗ and TCΓ = Rn + iCΓ. The following
Tauberian theorems for the Laplace transform were originally obtained
in [7, 98] under the additional assumption that Γ is a regular cone (i.e.,
its Cauchy-Szego¨ kernel is a divisor of the unity in the Vladimirov al-
gebra H(TCΓ) [97, 98]); we will not make use of such a hypothesis over
the cone Γ.
Given κ ≥ 0, we denote by Ωκ ⊂ Hn+1 the set
(8.36) Ωκ =
{
(x, σ) ∈ Hn+1 : |x| ≤ σκ and 0 < σ ≤ 1} .
Theorem 8.27. Let h ∈ S ′Γ(E) and let L be slowly varying at infinity.
Then, h is weak-asymptotically bounded of degree α at infinity with
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respect to L if and only if there exist numbers k ∈ N and 0 ≤ κ < 1
and a vector ω ∈ CΓ such that
(8.37) lim sup
ε→0+
sup
(x,σ)∈∂Ωκ , σ>0
σkεn+α
L(1/ε)
‖L {h; ε (x+ iσω)}‖ <∞.
Proof. Set fˆ = (2π)nh and keep the notation from Example 3.10.
Clearly, h is weak-asymptotically bounded of degree α at infinity with
respect to L if and only if f is weak-asymptotically bounded of degree
−α−n at the origin with respect to L(1/ε). The latter holds, by (3.13)
and Theorem 6.2, if and only if there exists k1 ∈ N such that
(8.38) lim sup
ε→0+
sup
|x|2+(cosϑ)2=1
ϑ∈[0,pi/2)
(cosϑ)k1 εn+α
L(1/ε)
‖Fφωf(εx, ε cosϑ)‖ <∞.
Thus, we shall show the equivalence between (8.37) and (8.38). By
part (i) of Proposition 5.1, (8.38) implies (8.37). Assume now (8.37),
namely, there exist C1 and 0 < ε0 < 1 such that
(8.39) ‖Fφωf(εx′, εσ)‖ <
C1
σk
ε−α−nL (1/ε) , ε ≤ ε0, (x′, σ) ∈ Ωκ.
We may assume that k ≥ α+n+1 and L satisfies (5.3) and (5.4) (the
case at infinity). We keep arbitrary ε < ε0, ϑ ∈ (0, π/2) and x ∈ Rn
with |x|2 + (cosϑ)2 = 1. Set
r = |x| 11−κ /(cosϑ) κ1−κ , x′ = x/r and σ = (cosϑ)/r.
Observe that (x′, σ) ∈ ∂Ωκ. Assume first that rε ≤ ε0, then, in view
of (8.39) and (5.3),
‖Fφωf(εx, ε cosϑ)‖ <
C1
(cosϑ/r)k
(rε)−α−nL (1/(rε))
≤ 4C1C2ε−α−nL (1/ε) (cosϑ)−k− κ1−κ (k−α−n+1);
on the other hand, if now ε0 < rε, Proposition 3.4 implies that for
some k2 ∈ N, k2 ≤ k and C4 > 0,
‖Fφωf(εx, ε cosϑ)‖ <
C4
(ε cosϑ)k2
=
C4
(cosϑ)k2
ε−α−nL (1/ε)
(1/ε)k2−α−n
L(1/ε)
<
C4C3
(cosϑ)k2
ε−α−nL (1/ε)
(
r
ε0
)k2+1−α−n
<
C4C3
εk2+1−α−n0
ε−α−nL (1/ε) (cos ϑ)−k2−
κ
1−κ
(k2−α−n+1),
where we have used (5.4). Therefore, (8.38) is satisfied with k1 ≥
k2 + κ(k2 − α− n + 1)/(1− κ). 
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We obtain as a corollary the so called general Tauberian theorem for
Laplace transforms [98, p. 84].
Corollary 8.28. Let h ∈ S ′Γ(E) and let L be slowly varying at infin-
ity. Then, an estimate (8.37), for some k ∈ N and ω ∈ CΓ, and the
existence of a solid cone C ′ ⊂ CΓ (i.e., intC ′ 6= ∅) such that
(8.40) lim
ε→0+
εα+n
L(1/ε)
L{h; iεξ} = G(iξ), in E, for each ξ ∈ C ′,
are necessary and sufficient for h to have weak-asymptotic behavior at
infinity of degree α, i.e.,
h(λu) ∼ λαL(λ)g(u) as λ→∞ in S ′(Rn, E), for some g ∈ S ′Γ(E).
In such a case, G(z) = L{g; z}, z ∈ TCΓ.
Proof. Recall [97] that S ′Γ(E) is canonically isomorphic to S ′(Γ, E) =
Lb(S(Γ), E). By the injectivity of the Laplace transform and the
uniqueness property of holomorphic functions, the linear span of{
eiξ·u : ξ ∈ C ′}
is dense in S(Γ); observe that (8.40) gives precisely convergence of
1
λαL(λ)
h(λ ·)
over such a dense subset. To conclude the proof, it suffices to apply
Theorem 8.27 and the Banach-Steinhaus theorem. 
Example 8.29. Littlewood’s Tauberian theorem. The classical Taube-
rian theorem of Littlewood [31, 55, 56] states that if
(8.41) lim
ε→0+
∞∑
n=0
cne
−εn = β
and if the Tauberian hypothesis cn = O(1/n) is satisfied, then the
numerical series is convergent, i.e.,
∑∞
n=0 cn = β.
We give a quick proof of this theorem based on Corollary 8.28. We
first show that the distribution h(u) =
∑∞
n=0 cnδ(u− n) has the weak-
asymptotic behavior
(8.42) h(λu) =
∞∑
n=0
cnδ(λu− n) ∼ β δ(u)
λ
as λ→∞ in S ′(Ru).
Observe that (8.40) is an immediate consequence of (8.41) (here n = 1,
α = −1, L ≡ 1). We verify (8.37) with κ = 0, actually, on the rectangle
Ω0 = [−1, 1] × (0, 1]. Indeed, (8.41) and the Tauberian hypothesis
TAUBERIANS FOR WAVELET AND NON-WAVELET TRANSFORMS 87
imply that for suitable constants C1, C2, C3, C4 > 0, independent of
(x, σ) ∈ Ω0,
|L {h; ε(x+ iσ)}| =
∣∣∣∣∣
∞∑
n=0
cne
−εσneiεxn
∣∣∣∣∣ ≤ C1 + C2
∞∑
n=1
e−εσn
n
∣∣eiεxn − 1∣∣
< C1 + C3ε
∞∑
n=1
e−εσn <
C4
σ
, (x, σ) ∈ Ω0, 0 < ε ≤ 1.
Consequently, Corollary 8.28 yields (8.42). Finally, it is well known
that (8.42) and cn = O(1/n) imply the convergence of the series; in fact,
this is true under more general Tauberian hypotheses (cf. [90, Sec. 3]).
We can proceed as follows. Let σ > 1 be arbitrary. Choose ρ ∈ D(R)
such that 0 ≤ ρ ≤ 1, ρ(u) = 1 for u ∈ [0, 1], and supp ρ ⊂ [−1, σ], then,
evaluation of (8.42) at ρ gives, for some constant C5,
lim sup
λ→∞
∣∣∣∣∣ ∑
0≤n≤λ
cn − β
∣∣∣∣∣ ≤ lim supλ→∞
∣∣∣∣∣∑
λ≤n
cnρ
(n
λ
)∣∣∣∣∣
< C5 lim sup
λ→∞
1
λ
∑
1<n
λ
<σ
λ
n
ρ
(n
λ
)
= C5
∫ σ
1
ρ(x)
x
dx < C5(σ − 1),
and so, taking σ → 1+, we conclude ∑∞n=0 cn = β.
Remark 8.30. We refer to the monograph [98] (and references therein)
for the numerous applications of Corollary 8.28 in mathematical physics,
especially in quantum field theory. Corollary 8.28 can also be used to
easily recover Vladimirov multidimensional generalization [96] of the
Hardy-Littlewood-Karamata Tauberian theorem (cf. [7, 98]).
8.7. Relation betweenWeak-asymptotics in the Spaces D′(Rn, E)
and S ′(Rn, E). If a tempered E-valued distribution has weak-asymptotic
behavior in the space S ′(Rn, E) then, clearly, it has the same weak-
asymptotic behavior in D′(Rn, E). The converse is also well known
in the case of scalar-valued distributions, but the true of this result is
less obvious. There have been several proofs of such a converse result
and, remarkably, none of them is simple (cf. [61, 67, 93, 94] and espe-
cially [105, Lem. 6] for the general case). We provide a new proof of
this fact, which will actually be derived as an easy consequence of the
results from Subsection 6.2.
We begin with weak-asymptotic boundedness. Let L be slowly vary-
ing at the origin (resp. at infinity).
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Proposition 8.31. Let f ∈ S ′(Rn, E). If f is weak-asymptotically
bounded of degree α at the point x0 (resp. at infinity) with respect to L
in the space D′(Rn, E), so is f in the space f ∈ S ′(Rn, E).
Proof. We may assume that x0 = 0. We will show both assertions at 0
and ∞ at the same time. The Banach-Steinhaus theorem implies the
existence of ν ∈ N, C > 0, and h0 > 0 such that
|〈f(ht), ρ(t)〉| ≤ ChαL(h) sup
|t|≤1, |m|≤ν
∣∣ρ(m)(t)∣∣ , for all ρ ∈ D(B(0, 3))
and all 0 < h < h0 (resp. h0 < h), where B(0, 3) is the ball of
radius 3. Let now φ ∈ D(B(0, 1)) be so that µ0(φ) = 1. If we take
ρ(t) = y−nφ(y−1(t − x)) in the above estimate, where 0 < y < 1 and
|x| ≤ 1, we then obtain at once that (6.1) is satisfied with k = ν + n,
and consequently the Theorem 6.2 implies the result. 
Proposition 8.31, the Banach-Steinhaus theorem, and the density of
D(Rn) in S(Rn) immediately yield what we wanted:
Corollary 8.32. If f ∈ S ′(Rn, E) has weak-asymptotic behavior in the
space D′(Rn, E), so does f have the same weak-asymptotic behavior in
the space S ′(Rn, E).
Corollary 8.32 tells us then that the weak-asymptotics at finite points
in S ′(Rn, E) are local properties. Indeed, if f1 = f2 in a neighborhood
of x0 ∈ Rn, then we easily deduce from Corollary 8.32 that they have
exactly the same weak-asymptotic properties at the point x0 in the
space S ′(Rn, E).
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9. Further Extensions
We indicate in this section some useful extensions and variants of
the Tauberian results from the previous sections.
9.1. Other Tauberian Conditions. The Tauberian conditions (5.5)
and (6.1), occurring in Theorems 5.2 – 6.7, can be replaced by estimates
of the form (8.37), that is, one may use the boundary of some set Ωκ,
0 ≤ κ < 1 (cf. (8.36)), instead of the upper half sphere Hn+1 ∩ Sn.
Specifically, the same argument given in proof of Theorem 8.27 applies
to show that (5.1) (and hence (4.1)) is equivalent to the estimate
lim sup
ε→0+
sup
(x,y)∈∂Ωκ, y>0
yk
εαL(ε)
∥∥M fϕ (x0 + εx, εy)∥∥ <∞(
resp. lim sup
λ→∞
sup
(x,y)∈∂Ωκ, y>0
yk
λαL(λ)
∥∥M fϕ (λx, λy)∥∥ <∞
)
for some 0 ≤ κ < 1 and k ∈ N (the k may be different numbers).
9.2. Distributions with Values in DFS Spaces. All the results
from Sections 4–7 hold if we replace the Banach space E by a Silva [77]
inductive limit of Banach spaces En, n ∈ N, that is,
E =
∞⋃
n=1
En = ind lim
n→∞
(En, || · ||n) ,
where E1 ⊂ E2 ⊂ . . . and each injection En → En+1 is compact. These
spaces are actually the DFS spaces (strong duals of Fre´chet-Schwartz
spaces). Particular examples are E = S ′(Rn),S ′0(Rn),D′(Y ), where Y
is a compact manifold, among many other important spaces arising in
applications.
In this situation E is regular, namely, for any bounded set B there
exists n0 ∈ N such that B is bounded in En0. Thus, our Abelian and
Tauberian theorems from Sections 4–6 for E-valued distributions are
valid if we replace the norm estimates by memberships in bounded sets
of E. For instance, a condition such as (5.1) should be replaced by one
of the form: There exist k ∈ N, ε0 > 0, and a bounded set B ⊂ E such
that
(9.1)
yk
εαL(ε)
M fϕ (x0 + εx, εy) ∈ B, for all 0 < ε ≤ ε0 and |x|2 + y2 = 1 ;
and similarly for all other conditions occurring within these sections.
As already observed, (9.1) is equivalent to an estimate of the form (5.1)
in some norm ‖ · ‖n0 , but the existence of the n0 would be extremely
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hard to verify in applications and thus such a Tauberian condition
would have no value in concrete situations. It is therefore desirable to
have more realistic Tauberian conditions. We can achieve this if we
use the Mackey theorem [83, Thm. 36.2], because the condition (9.1)
is then equivalent to the following one: There exists k ∈ N such that
for each e∗ ∈ E ′
(9.2) lim sup
ε→0+
sup
|x|2+y2=1, y>0
yk
εαL(ε)
∣∣〈e∗,M fϕ (x0 + εx, εy)〉∣∣ <∞.
Since E is a Montel space [77, 83], the limit condition (5.2) can be
replaced be the equivalent one: There exist the limits
(9.3) lim
εα→0+
1
εL(ε)
〈
e∗,M fϕ(x0 + εx, εy)
〉 ∈ C,
for all e∗ ∈ E ′ and (x, y) ∈ Hn+1, and likewise for all other limit
conditions.
Furthermore, the results from Section 7 are also valid in this context,
if we use suitable hypotheses. For example, Theorem 7.2 remains true
if we replace the hypotheses (i) and (ii) by:
(i)′ Wψf(x, y) ∈ E for all (x, y) ∈ Hn+1 and it is continuous as an
E-valued function.
(ii)′ There exist k, l ∈ N such that for each e∗ ∈ E ′
sup
(x,y)∈Hn+1
(
1
y
+ y
)−k
(1 + |x|)−l |〈e∗,Wψf(x, y)〉| <∞.
The other results are true under similar considerations.
Note that one can find in [53] an overview of results concerning regu-
lar inductive limits of Banach spaces and several conditions (extensions
of Silva’s results) which ensure that they have the Montel property.
Since the regularity and the Montel property of DFS spaces were the
only two crucial facts used above, the comments of this subsection are
also valid for more general locally convex spaces.
Let us discuss an example in order to illustrate the ideas of this
subsection.
Example 9.1. Fixation of variables in tempered distributions. Let
f ∈ S ′(Rnt × Rmξ ) and t0 ∈ Rn. Following  Lojasiewicz [59], we say
that the variable t = t0 ∈ Rn can be fixed in f(t, ξ) if there exists
g ∈ S ′(Rmξ ) such that for each η ∈ S(Rnt × Rmξ )
lim
ε→0+
〈f(t0 + εt, ξ), η(t, ξ)〉 =
∫
Rn
〈g(ξ), η(t, ξ)〉dt.
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We write f(t0, ξ) = g(ξ), distributionally. The nuclearity of the Schwartz
spaces [83, 78] implies that S ′(Rnt × Rmξ ) is isomorphic to S ′(Rnt , E),
where E = S ′(Rmξ ), a DFS space. Actually, the latter tells us that fix-
ation of variables is nothing but the notion of  Lojasiewicz point values
itself for E-valued distributions (cf. Example 2.3). Therefore, the DSF
space-valued version of Theorem 6.4 implies that if φ ∈ S(Rnt ) with
µ0(φ) = 1, then the variable t = t0 can be fixed in f(t, ξ) if and only if
there exists k such that for each ρ ∈ S ′(Rmξ )
lim sup
ε→0+
sup
(x,y)∈Hn+1
|x|2+y2=1
yk |〈f (t0 + εx+ εyt, ξ) , φ(t)ρ(ξ)〉| <∞,
and
lim
ε→0+
〈f (t0 + εx+ εyt, ξ) , φ(t)ρ(ξ)〉 exists for all (x, y) ∈ Hn+1 ∩ Sn.
Remark 9.2. It is well known [37] that the projection π : Rnt ×Rm →
{t0} × Rm, π(t, ξ) = (t0, ξ), defines the pull-back
S ′(Rnt × Rmξ ) ∋ f(t, ξ)→ f(t0, ξ) := π∗f(ξ) ∈ S ′(Rmξ )
if the wave front set of f satisfies
WF (f) ∩ {(t0, ξ, η, 0) : ξ ∈ Rm, η ∈ Rn} = ∅.
Thus the result given in Example 9.1 is interesting since we give a
necessary and sufficient condition for the existence of this pull-back.
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A. Appendix
Relation between Weak-asymptotics in S ′0(Rn, E) and
S ′(Rn, E)
The purpose of this Appendix is to show two propositions which es-
tablish the precise connection between weak-asymptotics in the spaces
S ′0(Rn, E) and S ′(Rn, E). Observe that such a relation was crucial for
the arguments given in Section 6.
Propositions A.1 and A.2 below are multidimensional generalizations
of the results from [95, Sec. 4] and their proofs are based on recent
structural theorems from [88]. We assume again that E is a Banach
space.
Proposition A.1. Let L be slowly varying at the origin (resp. at
infinity) and let f ∈ S ′(Rn, E) have weak-asymptotic behavior of degree
α at the point x0 (resp. at infinity) with respect to L in S ′0(Rn, E), i.e.,
for each ϕ ∈ S0(Rn) the following limit exists
(A.1) lim
ε→0+
1
εαL(ε)
〈f(x0 + εt), ϕ(t)〉 in E
(
resp. lim
λ→∞
1
λαL(λ)
〈f(λt), ϕ(t)〉
)
.
Then, there is g ∈ S ′(Rn, E) such that:
(i) If α /∈ N, g is homogeneous of degree α and there exists an
E-valued polynomial P such that
(A.2) f(x0 + εt)−P(εt) ∼ εαL(ε)g(t) as ε→ 0+ in S ′(Rn, E)
(resp. f (λt)−P(λt) ∼ λαL(λ)g(t) as λ→∞ in S ′(Rn, E) ) .
(ii) If α = p ∈ N, g is associate homogeneous of order 1 and degree
p (cf. [24, p. 74], [81]) satisfying
(A.3) g(at) = apg(t) + ap log a
∑
|m|=p
tmvm, for each a > 0,
for some vectors vm ∈ E, |m| = p, and there exist an E-
valued polynomial P and associate asymptotically homogeneous
E-valued functions cm, |m| = p, of degree 0 with respect to L
such that for each a > 0
(A.4) cm(aε) = c(ε) + L(ε) log a vm + o(L(ε)) as ε→ 0+
(resp. cm(aλ) = c(λ) + L(λ) log a vm + o(L(λ)) as λ→∞ )
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and f has the following weak-asymptotic expansion
(A.5) f(x0 + εt) = P(εt) + ε
pL(ε)g(t) + εp
∑
|m|=p
tmcm(ε) + o (ε
pL(ε))
resp. f (λt) = P(λt) + λpL(λ)g(t) + λp ∑
|m|=p
tmcm(λ) + o (λ
pL(λ))

as ε→ 0+ (resp. λ→∞) in the space S ′(Rn, E).
Proof. Let S0(Rn) be the image under Fourier transform of S0(Rn).
Then, S0(Rn) is precisely the closed subspace of S(Rn) consisting of test
functions which vanish at the origin together with their partial deriva-
tives of any order. Thus, if we Fourier transform (A.1) and employ the
Banach-Steinhaus theorem, we obtain the existence of h0 ∈ S0′(Rn, E)
such that the restriction of f to S0(Rn) satisfies
exp(iε−1u · x0)fˆ(ε−1u) ∼ εn+αL(ε)h0(u) as ε→ 0+ in S0′(Rn, E)(
resp. fˆ(λ−1u) ∼ λn+αL(λ)h0(u) as λ→∞ in S0′(Rn, E)
)
.
Setting f˜(u) = ei u·x0 fˆ(u) (resp. f˜(u) = fˆ(u) ), L˜(y) = L(1/y), β =
−n − α and replacing ε by λ−1, we have that the restriction of f˜ to
S0(Rn) has the weak-asymptotic behavior
(A.6) f˜(λu) ∼ λβL˜(λ)h0(u) as λ→∞ in S0′(Rn, E)(
resp. f˜(εu) ∼ εβL˜(ε)h0(u) as ε→ 0+ in S0′(Rn, E)
)
,
for some h0 ∈ S0′(Rn, E). We now apply the results from [88].
Case (i): α /∈ N. By (A.6) and [88, Part (i) of Thm. 3.1], there
are an E-valued distribution h ∈ S ′(Rn, E), which is homogeneous of
degree β = −n − α, an natural number d ∈ N, and wm ∈ E, |m| ≤ d,
such that
f˜(λu) = λβL˜(λ)h(u) +
∑
|m|≤d
δ(m)(u)
λn+|m|
wm + o
(
λβL˜(λ)
)
as λ→∞
resp. f˜(εu) = εβL˜(ε)h(u) + ∑
|m|≤d
δ(m)(u)
εn+|m|
wm + o
(
εβL˜(ε)
)
as ε→ 0+

in S ′(Rn, E). Finally, by setting gˆ = h, taking Fourier inverse trans-
form and replacing λ by ε−1 (resp. ε by λ−1), the last relation shows
that f satisfies (A.2) with P(t) = (1/2π)n
∑
|m|≤d(−it)mwm.
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Case (ii): β = −n − p, p ∈ N. The weak-asymptotics (A.6) and
[88, Part (ii) of Thm. 3.1] yield the existence of d ∈ N, wm ∈ E (for
|m| ≤ d), v˜m ∈ E (for |m| = p), continuous functions c˜m : R+ → E (for
|m| = p), and a tempered E-valued distribution h ∈ S ′(Rn, E) such
that f˜ has the following asymptotic expansion in S ′(Rn, E) as λ→∞
(resp. ε→ 0+)
f˜(λu) =
L˜(λ)
λn+p
h(u)+
∑
|m|≤d
δ(m)(u)
λn+|m|
wm+
∑
|m|=p
δ(m)(u)
λn+p
c˜m(λ)+o
(
L˜(λ)
λn+p
)
,
respectively
f˜(εu) =
L˜(ε)
εn+p
h(u)+
∑
|m|≤d
δ(m)(u)
εn+|m|
wm+
∑
|m|=p
δ(m)(u)
εn+p
c˜m(ε)+ o
(
L˜(ε)
εn+p
)
,
where h satisfies
h(au) = a−n−ph(u) + a−n−p log a
∑
|m|=p
δ(m)(u)v˜m,
for each a > 0, while the c˜m fulfill
c˜m(aλ) = c˜m(λ) + L˜(λ) log a v˜m + o
(
L˜(λ)
)
, |m| = p,(
resp. c˜m(aε) = c˜m(ε) + L˜(ε) log a v˜m + o
(
L˜(ε)
) )
.
Then, Fourier inverse transforming the weak-asymptotic expansion of f˜ ,
we convince ourselves that f satisfies (A.5) with the polynomial P(t) =
(2π)−n
∑
|m|≤d(−it)mwm, the functions cm(y) = (−i)p(2π)−nc˜m(y−1)
and g given by gˆ = h. In addition, the relations (A.3) and (A.4) hold
with vm = −(−i)p(2π)−nv˜m , |m| = p.

The proof of the following proposition is completely analogous to
that of Proposition A.1, but now making use of [88, Thm. 3.2] instead
of [88, Thm. 3.1]; we therefore omit it.
Proposition A.2. Let L be slowly varying at the origin (resp. at
infinity) and let f ∈ S ′(Rn, E) be weak-asymptotically bounded of degree
α at the point x0 (resp. at infinity) with respect to L in S ′0(Rn, E).
Then:
(i) If α /∈ N, there exists an E-valued polynomial P such that f−P
is weak-asymptotically bounded of degree α at the point x0 (resp.
at infinity) with respect to L in the space S ′(Rn, E).
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(ii) If α = p ∈ N, there exist an E-valued polynomial P and asymp-
totically homogeneously bounded E-valued functions cm, |m| =
p, of degree 0 with respect to L such that f has the following
weak-asymptotic expansion
(A.7) f(x0 + εt) = P(εt) + ε
p
∑
|m|=p
tmcm(ε) +O (ε
pL(ε))
resp. f (λt) = P(λt) + λp ∑
|m|=p
tmcm(λ) +O (λ
pL(λ))
 ,
as ε→ 0+ (resp. λ→∞) in the space S ′(Rn, E).
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