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Abstract
This article is concerned with the question of when the Banach lattices generated by the interpolation method of constants contain
no isomorphic copies of c0. For this we study the Köthe dual spaces of Banach lattices obtained by the methods of constants and
means. We find an explicit formula for the Köthe dual of Banach lattices generated by the means method with a mild restriction on
the parameters. We apply these results to describe a large class of Banach lattices, generated by the method of constants, containing
no subspaces isomorphic to c0. Moreover, we present applications to the strict singularity of certain inclusion maps between Banach
sequence lattices.
© 2007 Published by Elsevier Inc.
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1. Introduction
A fundamental task in theory of Banach spaces is an isomorphic classification of Banach spaces. There are classes
of Banach spaces described relatively simple in terms of certain topological properties which are invariant under
isomorphisms. This leads us to consider the general problem of interpolation of Banach space properties and properties
of operators by abstract methods. In particular it is natural to wonder if some of these classes contain spaces generated
by various interpolation methods restricted to compatible couples of Banach spaces from a given class. We note that
it follows from a result of Garling and Montgomery-Smith [9] that there exists a compatible couple of Banach spaces
such that both spaces are isometric to 1 and every interpolation space generated by any exponential interpolation
method for this couple contains a complemented copy of c0. This implies that the property of not having any subspace
isomorphic to c0 and the property of being a dual space are not stable for any exponential method of interpolation.
In [2], Beauzamy considers a problem related to characterization of classes of compatible couples of Banach spaces
for which the classical real interpolation method generates spaces containing no isomorphic copies of c0. We note that
it follows by Levy’s result [15] that if (X,Y ) is an ordered Banach couple such that X and Y do not contain copies
of c0, then the real interpolation space (X,Y )θ,p with 0 < θ < 1 and 1  p < ∞ does not contain copies of c0. As
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interpolation.
In this article we characterize interpolation Banach lattices generated by the method of constants which contain
no subspaces isomorphic to c0. This work is inspired by a question posed by Hernández and Semenov, concerning
a characterization of the classical real interpolation spaces between rearrangement invariant spaces not containing
subspaces isomorphic to c0.
Let us now describe the organization of the paper. Section 2 recalls the relevant definitions and basic facts used in
the paper. In Section 3 we discuss the Köthe duality between the interpolation methods of constants and means. In
particular, we describe the Köthe dual of a large class of Banach lattices on measure spaces generated by the method
of means. In Section 4 we describe a large class of Banach lattices generated by the method of constants containing
no subspaces isomorphic to c0. In our final Section 5, we present applications to the strict singularity of the inclusion
maps between some Banach sequence spaces.
2. Notations and definitions
We use standard notation and notions from interpolation theory as can be found in [3,4]. Basic facts about Banach
lattices used this paper can be found in [13,20].
Let (Ω,μ) = (Ω,Σ,μ) be a complete σ -finite measure space and let L0(μ) denote, as usual, the space of equiva-
lence classes of real valued measurable functions on Ω , equipped with the topology of convergence in the measure μ
on sets of finite measure. By a Banach lattice on a measure space (Ω,μ) we mean a Banach space X which is a
subspace of L0(μ) such that there exists u ∈ X with u > 0 and if |f |  |g| a.e., where g ∈ X and f ∈ L0(μ), then
f ∈ X and ‖f ‖X  ‖g‖X . In the cases, when Ω = Z or Ω = N and μ is a counting measure a Banach lattice X on
(Ω,μ) is called a Banach sequence lattice.
An element x of a Banach lattice X is said to have an order continuous norm if for every sequence xn ↓ 0 pointwise
a.e. with xn ∈ X and xn  |x|, we have ‖xn‖ → 0. The ideal of all elements with order continuous norm is denoted
by Xa . A Banach lattice X is said to be order continuous if X = Xa .
If X is a Banach lattice on (Ω,μ) and w ∈ L0(μ) with w > 0 a.e., we define the weighted Banach lattice X(w) by
‖x‖X(w) = ‖xw‖X . We define the Köthe dual space X× of any Banach lattice X to be the space of all x ∈ L0(μ) for
which xy ∈ L1(μ) for each y ∈ X. For each x ∈ X× we define
‖x‖X× = sup
‖y‖X1
∫
Ω
|xy|dμ.
Recall that a Banach lattice X is said to have the Fatou property if whenever {xn} is a norm bounded sequence in X
such that 0  xn ↑ x, then x ∈ X and ‖xn‖ → ‖x‖. It is well known that X has the Fatou property if and only if
X = X×× with equality of norms, moreover X is order continuous if and only if the Banach dual X∗ is isometrically
order isomorphic to X× (see, e.g., [13]).
If E is a Banach lattice on Z and X is a Banach space, then by E(X) we denote the Banach space of all sequences
x = {xn} of elements of X such that the sequence {‖xn‖X} is in E. This space is equipped with the norm ‖x‖E(X) =
‖{‖xn‖X}‖E . Let us now recall the definition (in discrete form) of the generalized Lions–Peetre method of constants
and means. Let E0 and E1 be Banach lattices on Z. For any Banach couple X = (X0,X1), the space KE0,E1(X) is
defined as the set of elements x ∈ X0 +X1 for which there exists xj = {xjn} ∈ Ej(Xj ), j = 0,1, such that x = x0n +x1n
for all n ∈ Z. We set
‖x‖KE0,E1 (X) = inf
{∥∥x0∥∥
E0(X0)
+ ∥∥x1∥∥
E1(X1)
: xj = {xjn} ∈ Ej(Xj ), x = x0n + x1n}.
The space KE0,E1(X) can contain non-zero elements only when 1 ∈ E0 + E1, where 1 = 1Z is the constant sequence{. . . ,1,1,1, . . .}.
Moreover, if 1 ∈ E0 +E1, then KE0,E1 is an exact interpolation functor (see [14] and [4]). In what follows (E0,E1)
is said to be a parameter of the method of constants whenever 1 ∈ E0 + E1.
Analogously, the Banach space JE0,E1(X) consists of all x ∈ X0 +X1 such that x =
∑∞
n=−∞ un (with convergence
in X0 + X1), where {un} ⊂ E0(X0) ∩ E1(X1). JE0,E1(X) is equipped with the norm defined by
‖x‖JE0,E1 (X) = inf
{
max
j=0,1
∥∥{un}∥∥Ej (Xj ): x =
∞∑
un
}
.n=−∞
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parameter of the method of means. In that case JE0,E1 is an exact interpolation functor (see [14] and [4]).
If a Banach lattice E on Z is a parameter of the K-method (i.e., if E ⊂ ∞ + ∞(2−n)) and X = (X0,X1) is a
Banach couple, then the real interpolation space (X0,X0)E is a Banach space defined by
(X0,X0)E =
{
x ∈ X0 + X1: ‖x‖ =
∥∥{K(2n, x;X)}∥∥
E
< ∞}.
In the case when E = p(2−nθ ) with 1  p  ∞ and 0 < θ < 1, we recover the classical Lions–Peetre spaces
(X0,X1)θ,p .
Let us mention that the methods of constants and means were defined in the fundamental paper of Lions and
Peetre [16] for the case when the lattices are weighted Lp-spaces with power weights. Their generalizations to the
case of arbitrary Banach lattices, considered in this paper, were proposed by Peetre and later developed by Dmitriev
in several papers (see [4] and [14] for details and relevant references).
We recommend the books [14] and [4] for additional information about the above mentioned methods of interpo-
lation.
3. Köthe duality
In this section we consider Banach lattices generated by the methods of constants and means. We show continuous
inclusions between corresponding spaces involving the Köthe dual of Banach lattices. Throughout the paper if X and
Y are topological spaces, we write id : X ↪→ Y or just X ↪→ Y provided that X ⊂ Y and the inclusion map id : X → Y
is continuous.
Proposition 3.1. Assume that (E0,E1) is a parameter of the method of means. Then for any couple (X0,X1) of
Banach lattices on (Ω,μ) the following holds:
id : KE×0 ,E×1
(
X×0 ,X
×
1
)
↪→ JE0,E1(X0,X1)×
with ‖id‖ 1.
Proof. Since E0 ∩ E1 ↪→ 1 we deduce from ∞ ↪→ E×0 + E×1 that (E×0 ,E×1 ) is a parameter of the method of
constants. Let ε be any positive number. Then for each x× in the unit ball of KE×0 ,E×1 (X
×
0 ,X
×
1 ) there exists an
{un} ∈ E×0 (X×0 ) and {vn} ∈ E×1 (X×1 ) such that x× = un + vn for each n ∈ Z and∥∥{un}∥∥E×0 (X×0 ) +
∥∥{vn}∥∥E×1 (X×1 )  1 + ε.
Given any x ∈ JE0,E1(X) with ‖x‖  1 choose a representation x =
∑
n∈Z xn (convergence in X0 + X1) such that{xn} ∈ E0(X0) ∩ E1(X1) and ‖{xn}‖Ej (Xj )  1 + ε for j = 0,1. Combining the above yields∫
Ω
∣∣xx×∣∣dμ∑
n
∫
Ω
|xnun|dμ +
∑
n
∫
Ω
|xnvn|dμ

∑
n
‖xn‖X0‖un‖X×0 +
∑
n
‖xn‖X1‖vn‖X×1

∥∥{xn}∥∥E0(X0)∥∥{un}∥∥E×0 (X×0 ) +
∥∥{xn}∥∥E1(X1)∥∥{vn}∥∥E×1 (X×1 )

∥∥{xn}∥∥E0(X0)∩E1(X1)(∥∥{un}∥∥E×0 (X×0 ) +
∥∥{vn}∥∥E×1 (X×1 ))
 (1 + ε)2.
Since ε is arbitrary, we conclude that x× ∈ JE0,E1(X0,X1)× with ‖x×‖ 1. 
Theorem 3.1. Assume that (E0,E1) is a parameter of the method of means such that KE×0 ,E×1 is a regular functor.
If E0 and E1 are order continuous, then for any couple (X0,X1) of Banach lattices on (Ω,μ) the following Köthe
duality formula:
JE0,E1(X0,X1)
× = KE×0 ,E×1
(
X×0 ,X
×
1
)
holds with equality of norms.
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id :JE0,E1(X0,X1)× ↪→ KE×0 ,E×1
(
X×0 ,X
×
1
)
with ‖id‖  1. We use the duality formula between the interpolation methods of constants and that of means which
says that for any Banach couple (A0,A1) the interpolation dual space JE0,E1(A0,A1)′ is isometrically isomorphic to
KE×0 ,E
×
1
(A′0,A′1) (see [8], [14, Theorem 2.15, p. 276]). In what follows the corresponding isometrical isomorphism is
denoted by τ . Given 0 x× ∈ JE0,E1(X0,X1)×, we define the continuous functional x∗ ∈ JE0,E1(X0,X1)′ by〈
x, x∗
〉= ∫
Ω
xx× dμ
for every x ∈ X0 ∩ X1. Applying the above mentioned interpolation duality formula, we conclude that τx∗ ∈
KE×0 ,E
×
1
(X′0,X′1) and ‖τx∗‖ = ‖x∗‖. Thus for every positive ε, there exist {f jn } ∈ E×j (X′j ), j = 0,1, such that
τx∗ = f 0n + f 1n for each n ∈ Z and∥∥{f 0n }∥∥E×0 (X′0) +
∥∥{f 1n }∥∥E×1 (X′1)  (1 + ε)
∥∥x∗∥∥
JE0,E1 (X0,X1)
′ .
For each n ∈ Z and every non-negative x ∈ X0 ∩ X1, we have∫
Ω
xx× dμ = f 0n (x) + f 1n (x).
For k ∈ Z let f j+k be the positive part of f jk , i.e., the linear functional defined by (see, e.g., [20, p. 346])
f
j+
k (x) = sup
{
f
j
k (y): 0 y  x
}
for all non-negative x ∈ Xj (j = 0,1). Further for each k ∈ Z and j = 0,1 let Fjk be the integral component, i.e.,
an order continuous functional of X∗j defined for any non-negative x ∈ Xj by
F
j
k (x) = inf
{
lim
n→∞f
j+
k (xn): 0 xn ↑ x, xn ∈ L0(μ)
}
.
We can easily verify that for each integer n and every x ∈ X0 ∩ X1,∫
Ω
xx× dμ F 0n (x) + F 1n (x).
For each n ∈ Z, let g0n and g1n denote the functions representing order continuous functionals F 0n and F 1n , respectively.
Then the above inequality implies∫
Ω
xx× dμ
∫
Ω
x
(
g0n + g1n
)
.
In consequence, we conclude that x×  g0n+g1n for all n ∈ Z. Combining all the above facts with ‖gjn‖X×j = ‖F
j
n ‖X∗j 
‖f jn ‖X∗j , we see that {g
j
n} ∈ E×j (X×j ) for j = 0,1 and∥∥{g0n}∥∥E×0 (X×0 ) +
∥∥{g1n}∥∥E×1 (X×1 )  (1 + ε)
∥∥x×∥∥
JE0,E1 (X0,X1)
× .
This implies that x× ∈ KE×0 ,E×1 (X
×
0 ,X
×
1 ) with∥∥x×∥∥
K
E
×
0 ,E
×
1
(X×0 ,X
×
1 )
 (1 + ε)∥∥x×∥∥
JE0,E1 (X0,X1)
× .
Since ε is arbitrary, the required continuous inclusion holds. 
In the sequel, we will employ the following result.
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Banach lattices on (Ω,μ) the following continuous inclusion holds:
id : JE×0 ,E×1
(
X×0 ,X
×
1
)
↪→ KE0,E1(X0,X1)×
with ‖id‖ 1.
Proof. Since ∞ ↪→ E0 + E1, E×0 ∩ E×1 ↪→ 1. Thus (E×0 ,E×1 ) is a parameter of the method of means. Fix
ε > 0. Then for each x× in the unit ball of JE×0 ,E×1 (X
×
0 ,X
×
1 ) there exists {x×n } ∈ E×0 (X×0 ) ∩ E×1 (X×1 ) such that
x× =∑n∈Z x×n (with convergence in X×0 + X×1 ) and ‖{x×n }‖E×j (X×j )  1 + ε for j = 0,1.
Let x ∈ KE0,E1(X0,X1) with ‖x‖  1. Choose {un} ∈ E0(X0), {vn} ∈ E1(X1) such that x = un + vn and‖{un}‖E0(X0) + ‖{vn}‖E1(X1)  1 + ε for each n ∈ Z. Since
∑
n ‖x×n ‖X×0 +X×1 < ∞, the series
∑
n |x×n | converges
a.e. in Ω .
A few computations settle the issue∫
Ω
∣∣xx×∣∣dμ ∫
Ω
∑
n
|x|∣∣x×n ∣∣dμ∑
n
∫
Ω
∣∣unx×n ∣∣dμ +∑
n
∫
Ω
∣∣vnx×n ∣∣dμ

∑
n
‖un‖X0
∥∥x×n ∥∥X×0 +
∑
n
‖vn‖X1
∥∥x×n ∥∥X×1

∥∥{un}∥∥E0(X0)∥∥{x×n }∥∥E×0 (X×0 ) +
∥∥{vn}∥∥E1(X1)∥∥{x×n }∥∥E×1 (X×1 )
 (1 + ε)2.
In consequence x× ∈ KE0,E1(X0,X1)× with ‖x×‖ 1. 
4. Copies of c0 in Banach lattices generated by method of constants
Using the Köthe duality results presented in the previous section, we consider the question of when the space
KE0,E1(X0,X1) fails to contain an isomorphic copy of c0. Complete answer is given for an arbitrary couple (X0,X1)
of Banach lattices on a measure space. Within a mild condition on the parameter (E0,E1). In order to prove the main
result of this section, we need several preliminary results.
In what follows an operator T : X → Y is said to preserve a copy of Z0 provided there is a subspace Z of X
isomorphic to Z0 so that T |Z is an isomorphism. When X is a Banach lattice, then following [10], we say that T
preserves a disjoint copy of c0 (respectively a positive disjoint copy of c0) provided there is a sequence {xn} in X
equivalent to the unit vector basis of c0 so that the restriction of T to the closed span of {xn} is an isomorphism and
{xn} is disjoint (respectively positive and disjoint).
We will use the following remarkable result proved in [10]. It is an extension to general operators whose domain
is a Banach lattice of well-known result for identity operators on Banach lattices (see [1, p. 226], [18, pp. 34–35]).
Theorem 4.1. Let T be a bounded linear operator from a Banach lattice E into a Banach space X. Then the following
statements are equivalent:
(a) T does not preserve a copy of c0.
(b) T does not preserve a positive copy of c0.
(c) T does not preserve a positive disjoint copy of c0.
(d) T does not preserve a disjoint copy of c0.
(e) T maps positive increasing norm bounded sequences into norm convergent sequences.
An operator T from a Banach space E into a Banach space F is called a semi-embedding if T is one-to-one and
maps the closed unit ball BE of E onto a closed subset of F .
The following lemma will be needed in the sequel. It is a simple consequence of Theorem 4.1 and some well-known
results. For the sake of completeness, we include a proof.
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embeddings. Then the following statements are equivalent:
(i) F is a KB-space, i.e., every positive increasing norm bounded sequence of F is norm convergent.
(ii) F×× ↪→ G, id : F ↪→ G is a semi-embedding and both F and G are order continuous.
(iii) F does not contain a copy of c0.
(iv) id : F ↪→ G is a semi-embedding, id : E ↪→ G does not preserve a copy of c0 and F is order continuous.
Proof. (i) ⇒ (ii). Assume that F is a KB-space. In particular, it follows that F is order continuous and whence
F = Fa ⊂ Ga by F ↪→ G. In consequence Ga = G by the density assumption, i.e., G has order continuous norm.
Since F is a KB-space, F has the Fatou property. This implies that BF is a closed subset in L0(μ). In consequence
the continuous inclusions
F ↪→ G ↪→ L0(μ)
shows that the map id : F ↪→ G is a semi-embedding.
(ii) ⇒ (iii). We shall use the following well-known fact: f ∈ F×× if and only if there exists a sequence {fn} of
elements in F , such that 0 fn ↑ |f | a.e. and supn ‖fn‖F < ∞. For f ∈ F××, we have
‖f ‖F×× = inf
{
lim
n→∞‖fn‖F : 0 fn ↑ |f | a.e.
}
.
The continuous inclusions F ↪→ G ↪→ L0(μ) and the Riesz theorem easily imply that BF , the closure of BF in the
norm topology of G, is contained in BF×× . Since G is order continuous, the above description of F×× gives that
BF×× ⊂ BF . In consequence
BF×× = BF .
Now, using the hypothesis that the inclusion map id :F ↪→ G is a semi-embedding, we conclude that BF×× = BF .
This means that F has the Fatou property. The hypothesis that F is order continuous implies that F is a KB-space,
and this complete the proof by the well-known result which says that a Banach lattice X does not contain a copy of c0
if and only if X is a KB-space (see [13] or [20]).
(iii) ⇒ (iv). If F does not contain a copy of c0, then F is a KB-space. In particular this implies that F has the Fatou
property and an order continuous norm. Since E ↪→ F ↪→ G, the inclusion map id :E ↪→ G does not preserve a copy
of c0.
(iv) ⇒ (i). If the inclusion map id :E ↪→ G does not preserve a copy of c0, it follows by Theorem 4.1 that id maps
positive increasing norm bounded sequences in E into norm convergent sequences in G. This implies that G is order
continuous by density of E in G. Now, if we assume that the inclusion map id :F ↪→ G is a semi-embedding, then
the proof of implication (ii) ⇒ (iii) shows that F has the Fatou property. This completes the proof. 
Let us recall (see [4, p. 143]) that an interpolation functor F is called regular if A0 ∩A1 is dense in F(A0,A1) for
any Banach couple (A0,A1).
We are now ready to prove the essential lemma in our study of copies of c0 in Banach lattices on measure space
generated by method of constants.
Lemma 4.2. Assume that (E0,E1) is a parameter of the method of constants with both E0 and E1 reflexive spaces
and let (X0,X1) be a couple of Banach lattices on a measure space. Then the following statements are true:
(i) If X0 and X1 have the Fatou property, then the Banach lattice KE0,E1(X0,X1) has the Fatou property.
(ii) If KE0,E1 is a regular interpolation functor and (X0,X1) is such that X0 + X1 has an order continuous norm
and (X0 ∩ X1)×× ⊂ X0 + X1, then the following inclusion holds:
KE0,E1(X0,X1)
×× ↪→ X0 + X1.
(iii) The inclusion map KE0,E1(A0,A1) ↪→ A0 + A1 is a semi-embedding for any Banach couple (A0,A1).
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KE0,E1(X0,X1)
×× ↪→ JE×0 ,E×1
(
X×0 ,X
×
1
)×
.
Since Ej is reflexive Banach lattice, Ej and E×j are order continuous and E
××
j = Ej with equality of norms j = 0,1.
From Theorem 3.1, we derive that
id : KE0,E1(X0,X1)×× ↪→ KE××0 ,E××1
(
X××0 ,X
××
1
)= KE0,E1(X××0 ,X××1 )
with ‖id‖  1. This implies that KE0,E1(X0,X1) has the Fatou property provided that X0 and X1 have the Fatou
property.
(ii) We use the Lozanovskii’s duality formulas (see [19]): if F0 and F1 are Banach lattices on a measure space, then
(F0 ∩ F1)× = F×0 + F×1 , (F0 + F1)× = F×0 ∩ F×1
with equality of norms.
Our hypothesis that KE0,E1 is a regular functor implies that X
××
0 ∩ X××1 is dense in KE0,E1(X××0 ,X××1 ). In
consequence, combining the inclusion shown in the proof of (i) with Lozanowskii’s duality formulas yields
KE0,E1(X0,X1)
×× ↪→ X××0 ∩ X××1
X××0 +X××1 = (X0 ∩ X1)××(X0+X1)
××
.
Since X0 + X1 has an order continuous norm, X0 + X1 is a closed subspace of (X0 + X1)××. Now our hypothesis
(X0 ∩ X1)×× ↪→ X0 + X1 gives the required continuous inclusion.
(iii) Let (A0,A1) be any Banach couple. For any parameter of the method of constants, we have
KE0,E1(A0,A1) = (A0,A1)E
with equality of norms, where E = KE0,E1(∞, ∞(2−n)) (see [7] or [4, Theorem 4.2.11]).
It is obvious that if E is the parameter of the K-method such that E has the Fatou property, then the inclusion map
id : (A0,A1)E ↪→ A0 +A1 is a semi-embedding. Since ∞ and ∞(2−n) have the Fatou property, our assumptions on
E0 and E1 imply by (i) that E = KE0,E1(∞, ∞(2−n)) has the Fatou property. This completes the proof. 
Before stating the next result, we recall that if (A0,A1) is a Banach couple and A is a Banach space intermediate
between A0 and A1, then A◦ denotes the closure of A0 ∩ A1 in the norm topology of A.
Theorem 4.2. Assume that (E0,E1) is a parameter of the method of constants with both E0 and E1 reflexive such that
KE0,E1 is a regular interpolation functor. Then for any couple X = (X0,X1) of Banach lattices on a measure space
the following statements are equivalent:
(i) KE0,E1(X) is a KB-space.
(ii) The Banach lattice (X0 + X1)◦ is order continuous and (X0 ∩ X1)×× ⊂ (X0 + X1)◦.
(iii) KE0,E1(X) does not contain a copy of c0.
(iv) The inclusion map X0 ∩ X1 ↪→ X0 + X1 does not preserve a copy of c0.
Proof. (i) ⇒ (ii). By hypothesis X0 ∩ X1 is dense in KE0,E1(X). This implies that
X0 ∩ X1 ↪→ KE0,E1(X) ↪→ (X0 + X1)◦
with dense embeddings.
Now, if KE0,E1(X) is a KB-space, then Lemma 4.2 gives that (X0 + X1)◦ is order continuous. Clearly, the Fatou
property of KE0,E1(X) implies
(X0 ∩ X1)×× ↪→ (X0 + X1)◦.
(ii) ⇒ (iii). As we have noticed KE0,E1(X) = (X0,X1)E where E := KE0,E1(∞, ∞(2−n)). Since K(t, a;A◦0,
A◦1) = K(t, a;A0,A1) for each t > 0 and a ∈ (A0 + A1)◦ = A◦0 + A◦1,
KE ,E (X) =
(
X◦,X◦
)
.0 1 0 1 E
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Obviously (X◦0,X◦1)E has order continuous norm, and therefore by the above formula KE0,E1(X) has order continuous
norm. Further, our hypothesis (X0 ∩X1)×× ⊂ (X0 +X1)◦ is equivalent to (X◦0 ∩X◦1)×× ⊂ X◦0 +X◦1. Then the above
remarks and Lemma 4.2 imply
KE0,E1(X)
×× ↪→ (X0 + X1)◦.
Applying Lemma 4.2 completes the proof.
(iii) ⇒ (iv). This is obvious by X0 ∩ X1 ↪→ KE0,E1(X) ↪→ X0 + X1.
(iv) ⇒ (i). This implication follows by Lemma 4.2. 
Since (X0,X1)E = KE,E(2n)(X0,X1) for any Banach couple (X0,X1) (see [14, Chapter IV, Lemma 2.8]), so the
following result is an immediate consequence of Theorem 4.2.
Theorem 4.3. Assume that E is a reflexive parameter of the K-method such that (·)E is a regular interpolation functor.
Then for any couple X = (X0,X1) of Banach lattices on a measure space the following statements are equivalent:
(i) (X0,X1)E is a KB-space.
(ii) The Banach lattice (X0 + X1)◦ is order continuous and (X0 ∩ X1)×× ⊂ (X0 + X1)◦.
(iii) (X0,X1)E does not contain a copy of c0.
(iv) The inclusion map id : X0 ∩ X1 ↪→ X0 + X1 does not preserve a copy of c0.
As a final application of Theorem 4.3 we obtain the following corollary which answers a question posed by Hernán-
dez and Semenov.
Corollary 4.1. Let X = (X0,X1) be any couple of Banach lattices on a measure space and let 1 < p < ∞ and
0 < θ < 1. Then the following are equivalent:
(i) The real interpolation space (X0,X1)θ,p does not contain a copy of c0.
(ii) The inclusion map id : X0 ∩ X1 ↪→ X0 + X1 does not preserve a copy of c0.
We note that in Theorem 4.2, we assume that (E0,E1) is a parameter of the method of constants such that KE0,E1
is a regular interpolation functor. The following result was stated without proof by Dmitriev [8].
Lemma 4.3. Assume that (E0,E1) is a parameter of the method of constants. If 1 /∈ Ej and Ej is order continuous
for j = 0,1, then X0 ∩ X1 is dense in KE0,E1(X) for any Banach couple X = (X0,X1).
Since Lemma 4.3 will be needed in the proof of the main result of the paper, we include a proof for completeness.
One of the ingredients of this proof of this lemma is the following result on elementary properties of the space
KE0,E1(∞, ∞(2−n)).
Before presenting the proofs let us fix some further notation. For each m ∈ N, we set (−∞,m] = {n ∈ Z: nm},
[m,∞) = {n ∈ Z: n  m} and [−m,m] = {n ∈ Z: −m  n  m}. Further, if E is a Banach sequence lattice on Z,
A ⊂ Z and x = {xn} ∈ E, then for the sake of simplicity, we often write ‖xn1A(n)‖E instead of ‖x1A‖E .
Lemma 4.4. Let (E0,E1) be a parameter of the method of constants such that 1 /∈ Ej and Ej is order continuous for
j = 0,1. Then the following statements hold for E = KE0,E1(∞, ∞(2−n)):
(i) If x ∈ E, then ‖(1 − 1[−k,k])x‖E → 0 as k → ∞.
(ii) If {xn} ∈ E, then x−k‖1[−k,∞)‖E → 0 as k → ∞.
(iii) If {2nxn} ∈ E, then xk‖2n1(−∞,k](n)‖E → 0 as k → ∞.
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KE0,E1(∞, ∞(2−n)) if and only if there exist non-negative sequences u = {un} ∈ E0 and v = {vn} ∈ E1 such that
|xn| um + 2nvm for all n,m ∈ Z.
Moreover, we also have
‖x‖E = inf
{‖u‖E0 + ‖v‖E1},
where the infimum is taken over all u ∈ E0 and v ∈ E1 as above.
Fix ε > 0 and x = {xn} ∈ E. Take non-negative elements u = {un} in E0 and v = {vn} in E1 as above. Our
hypothesis 1 /∈ E0 yields that un → 0 or u−n → 0 as n → ∞. Hence there exists m ∈ Z such that um  ε/2. In
consequence, for this m the above inequality yields
|xn| ε/2 + 2nvm for all n ∈ Z.
This shows that |x−n| < ε for positive n large enough, so x−n → 0 as n → ∞. Similarly, we obtain that xn/2n → 0 as
n → ∞. Since E0 and E1 are order continuous, there exists a positive integer m0 such ‖u1Z\[−m0,m0]‖E0 < ε/2 and‖v1Z\[−m0,m0]‖E1 < ε/2. Now choose δ > 0 such that
‖u¯‖E0 < ε/2 and ‖v¯‖E1 < ε/2,
where u¯ = {u¯n} ∈ E0 and v¯ = {v¯n} ∈ E1 are defined by
u¯ = δ1[−m0,m0] + u1Z\[−m0,m0] and v¯ = δ1[−m0,m0] + v1Z\[−m0,m0].
We claim that for all k  k0 and for all m,n ∈ Z, we have
(1 − 1[−k,k])(n)|xn| u¯m + 2nv¯m.
To see this, we note that as x−n → 0 and xn/2n → 0, there exists a positive integer k0 such that |x−n| < δ and
|xn| < 2nδ for all n k0. This implies that for each m ∈ [−m0,m0], we have
|xn| < δ = u¯m  u¯m + 2nv¯m for all n k0,
and
|xn| 2nδ = 2nv¯m  u¯m + 2nv¯m for all n k0.
To conclude it is enough to observe that for all m ∈ Z \ [−m0,m0],
|xn| um + 2nvm  u¯m + 2nv¯m for all |n| k0.
In consequence, thanks to our observation at the beginning of the proof, we obtain∥∥(1 − 1[−k,k])x∥∥E  ‖u¯‖E0 + ‖v¯‖E1 < ε/2 + ε/2 = ε
for all k  k0, and this completes the proof of (i).
(ii) First observe that if k ∈ N and u = {un} ∈ E0, v = {vn} ∈ E1 are non-negative sequences, then inequality
1{−k}(n)  um + 2nvm for all n,m ∈ Z is equivalent to inequality 1[−k,∞)(n)  um + 2nvm for all n,m ∈ Z. This
implies that ‖1{−k}‖E = ‖1[−k,∞)‖E for all k ∈ Z. Hence
|x−k|‖1[−k,∞)‖E 
∥∥(1 − 1[−k−1,k+1])x∥∥E
for any x = {xn} ∈ E. To conclude, it is enough to apply (i).
(iii) Arguments similar to those in proof of (ii) complete the proof of (iii). 
Proof of Lemma 4.4. Fix x ∈ KE0,E1(X). Since KE0,E1(X0,X1) = (X0,X1)E isometrically with E =
KE0,E1(∞, ∞(2−n)) (see [8] or [4, Theorem 4.2.11]), we have{
K
(
2n, x;X)} ∈ KE0,E1(∞, ∞(2−n)).
Now for any integer n there exist un ∈ X0 and vn ∈ X1 such that un + vn = x and
‖un‖X + 2n‖vn‖X  2K
(
2n, x;X).0 1
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{zn}n∈Z by yn = un for n < −k, yn = u−k for −k  n k, yn = un + u−k − uk for n > k and by zn = vn + vk − v−k
for n < −k, zn = vk for −n k  n and zn = vn for n > k.
Observe that yn ∈ X0, zn ∈ X1, x − xk = yn + zn for any n ∈ Z. Applying the above inequality we obtain the
following estimates:
K
(
2n, x − xk;X
)
 ‖yn‖X0 + 2n‖zn‖X1  ‖un‖X0 + 2n‖vn‖X1 + 2n
(‖vk‖X1 + ‖v−k‖X1)
 2K
(
2n, x;X)+ 2n(‖vk‖X1 + ‖v−k‖X1)
for all n < −k and
K
(
2n, x − xk;X
)
 ‖u−k‖X0 + 2n‖vk‖X1
for each −k  n k, and finally
K
(
2n, x − xk;X
)
 ‖un‖X0 +
(‖u−k‖X0 + ‖uk‖X0)+ 2n‖vn‖X1
 2K
(
2n, x;X)+ (‖u−k‖X0 + ‖uk‖X0)
for all n > k. In consequence, the obtained estimates yields
‖x − xk‖KE0,E1 (X) =
∥∥{K(2n, x − xk;X)}∥∥E
 2
∥∥K(2n, x;X)1(−∞,−k)(n)∥∥E + (‖vk‖X1 + ‖v−k‖X1)∥∥2n1(−∞,−k)(n)∥∥E
+ ∥∥(‖u−k‖X0 + 2n‖vk‖X1)1[−k,k](n)∥∥E
+ 2∥∥K(2n, x;X)1(k,∞)(n)∥∥E + (‖u−k‖X0 + ‖uk‖X0)‖1(k,∞)‖E.
Since ‖un‖X0 + 2n‖vn‖X1  2K(2n, x;X), ‖v−k‖X1  2K(2−k, x;X)/2−k  2K(2n, x;X)/2n for all n−k. This
implies
(‖vk‖X1 + ‖v−k‖X1)∥∥2n1(−∞,−k](n)∥∥E  ‖vk‖X1∥∥2n1(−∞,k](n)∥∥E + 2K(2−k, x;X)2−k
∥∥2n1(−∞,−k](n)∥∥E
 ‖vk‖X1
∥∥2n1(−∞,k](n)∥∥E + 2∥∥K(2n, x;X)1(−∞,−k](n)∥∥E.
We also have∥∥(‖u−k‖X0 + 2n‖vk‖X1)1[−k,k](n)∥∥E  ‖u−k‖X0∥∥1[−k,k](n)∥∥E + ‖vk‖X1∥∥2n1[−k,k](n)∥∥E
 ‖u−k‖X0
∥∥1[−k,∞)(n)∥∥E + ‖vk‖X1∥∥2n1(−∞,k](n)∥∥E.
Further, it follows from the inequality ‖uk‖X0  2K(2k, x;X) 2K(2n, x;X) for all n k that(‖u−k‖X0 + ‖uk‖X0)∥∥1(k,∞)(n)∥∥E  ‖u−k‖X0∥∥1[−k,∞)(n)∥∥E + 2K(2k, x;X)∥∥1[k,∞)(n)∥∥E
 ‖u−k‖X0
∥∥1[−k,∞)(n)∥∥E + 2∥∥K(2n, x;X)1[k,∞)(n)∥∥E.
In consequence, from the above estimates we obtain
‖x − xk‖KE0,E1 (X)  4
∥∥K(2n, x;X)1(−∞,−k](n)∥∥E + 2‖vk‖X1∥∥2n1(−∞,k](n)∥∥E
+ 2‖u−k‖X0
∥∥1[−k,∞)(n)∥∥E + 4∥∥K(2n, x;X)1[k,∞)(n)∥∥E.
To complete the proof it is enough to apply Lemma 4.4 
Combining Theorem 4.2 with Lemma 4.3, we obtain the main result of this paper.
Theorem 4.4. Assume that (E0,E1) is a parameter of the method of constants such that 1 /∈ Ej and Ej is reflexive
for j = 0,1. Then, for any couple X = (X0,X1) of Banach lattices on a measure space, the following statements are
equivalent:
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(ii) The Banach lattice (X0 + X1)◦ is order continuous and (X0 ∩ X1)×× ⊂ (X0 + X1)◦.
(iii) KE0,E1(X) does not contain a copy of c0.
(iv) The inclusion map X0 ∩ X1 ↪→ X0 + X1 does not preserve a copy of c0.
5. Applications to strict singularity
Recall that a bounded linear operator between Banach spaces is said to be strictly singular if it fails to be an
isomorphism on any infinite-dimensional (closed) subspace. We remark that the class of all strictly singular operators
is a closed operator ideal which has important applications in Banach space theory.
Theorem 5.1. Let E be a Banach sequence lattice such that E×× ⊂ c0, then the inclusion map E ↪→ c0 is strictly
singular.
Proof. Assume that E×× ⊂ c0. First, the Closed Graph Theorem implies that the inclusion map id :E ↪→ c0 is con-
tinuous. Now, for a Banach couple (E, c0), we have that (E + c0)◦ = c0 has order continuous norm. Thus, it follows
from Theorem 4.3 that (E, c0)1/2,2 does not contain a copy of c0. Obviously this implies that id :E ↪→ c0 does not
preserve a copy of c0. Since c0 is hereditarily c0 (see [17, p. 54]), the proof is complete. 
In case of Banach symmetric sequence spaces (for the theory of symmetric sequence spaces, we refer to [14,17]),
we obtain the following result.
Corollary 5.1. If E (= c0 and ∞) is a symmetric sequence space on N, then the inclusion map E ↪→ c0 is strictly
singular.
Proof. (Cf. [12].) Let X = E××. Suppose that limn→∞ ϕX(n) = C < ∞, where ϕX(n) = ‖1{1,...,n}‖X is a funda-
mental function of X. Then we have supn1 ‖un‖X  C, where un =
∑n
j=1 ej . Since X has the Fatou property and
0  un ↑ 1, we get 1 ∈ X. This yields E× = 1, and so E = c0 or E = ∞, a contradiction. Thus ϕX(n) → ∞, as
n → ∞. Since for any symmetric sequence space X we have
ϕX(n)x
∗
n 
∥∥{xn}∥∥X
where {x∗n} is the non-increasing rearrangement of {|xn|}, it follows that X = E×× ↪→ c0. This completes the proof
by Theorem 5.1. 
Remark. An alternative proof of the above corollary in case of symmetric sequence spaces E is presented in [11].
The following Theorem 5.2 on strict singularity generalizes the result proved in [5, Theorem 4.3] in the case of
symmetric spaces (paper [5] also contains other applications of interpolation theory establishing strict singularity of
several embeddings). We also note that two different proofs of the result in case of symmetric sequence spaces can be
found in [11].
Theorem 5.2. Let E be a Banach sequence lattice such that 1 ⊂ E with 1 = E and E× ⊂ c0. Then for any 1 <
p < ∞ and 0 < θ < 1 the following statements are true:
(i) The real interpolation space (1,E)θ,p is reflexive.
(ii) The inclusion map id :1 ↪→ E is strictly singular.
Proof. (i) Consider a Banach couple (1,E). Obviously
(1 + E)◦ = E◦ = Ea
is order continuous and 1 ⊂ E◦. This implies by Theorem 4.3 that X = (1,E)θ,p does not contain a copy of c0.
Now by the Köthe duality result from Section 3, it follows that
X× = (×1 ,E×)θ,q = (∞,E×)θ,q ,
where 1/p + 1/q = 1.
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X× = (∞,E×)θ,q = ((∞)◦, (E×)◦)θ,q = (c0,E×)θ,q .
Since c0 + E× = c0, X× = (∞,E×)θ,q is order continuous. To complete the proof it is enough to apply the well-
known result (see, e.g., [1,13] or [20]) that a Banach lattice X on a measure space X is reflexive if and only if X a
KB-space and X× is order continuous.
(ii) This follows by (i) and 1 ↪→ (1,E)θ,p ↪→ E. 
We conclude the paper with an alternative proof of Theorem 5.2(ii). For this let us recall the following well-known
construction of Davis–Figiel–Johnson–Pełczyn´ski [6]. Let X be a Banach space and W be a convex, circled, norm
bounded subset of X. For each n ∈ N put Un = 2nW + 2−nBX , where BX is the closed unit ball of X, and denote
by ‖ · ‖n the Minkowski functional of Un, that is
‖x‖n = inf{λ > 0: x ∈ λUn}.
Set
Y =
{
x ∈ X: ‖x‖ =
( ∞∑
n=1
‖xn‖2n
)1/2
< ∞
}
.
It was shown in [6] that Y is a reflexive Banach space if and only if W is a relatively weakly compact subset of X.
Note that if X is a Banach lattice and W is also a solid set, then Y is a Banach lattice (see [1, p. 279]).
Now using the above construction, we prove that under the assumptions on E of Theorem 5.2(ii) the inclusion
map 1 ↪→ E is strictly singular. To see this note that 1 ↪→ Ea . Since the dual space (Ea)∗ is isometrically order
isomorphic to (Ea)× = E× and E× ↪→ c0, it follows that en → 0 weakly in E. Then the Krein–Shmulian theorem
gives that the convex circled hull of W = {en}∞n=1 is a relatively weakly compact subset in E. Thus, by the construction
of Davis et al. [6], there exists a reflexive Banach sequence lattice Y such that Y ↪→ E. Obviously 1 ↪→ Y by W ⊂ Y .
Hence the continuous inclusions
1 ↪→ Y ↪→ E
implies that the map id :1 ↪→ E is strictly singular.
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