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We propose a simple idea for realizing a quantum gate with two fermions in a double well trap
via external optical pulses without addressing the atoms individually. The key components of
the scheme are Feshbach resonance and Pauli blocking, which decouple unwanted states from the
dynamics. As a physical example we study atoms in the presence of a magnetic Feshbach resonance
in a nanoplasmonic trap and discuss the constraints on the operation times for realistic parameters,
reaching a fidelity above 99.9% within 42µs, much shorter than existing atomic gate schemes.
PACS numbers: 03.67.Lx,34.50.-s,34.90.+q
Quantum gates are the building blocks for quantum
simulation and computation [1]. Quantum computing
can be fault-tolerant only if elementary gate errors are
kept below a given threshold [2], estimated to be from
around 10−3 to 10−2 depending on the type of error cor-
rection [3, 4]. Error sources are twofold: firstly, the finite
decoherence time of quantum bits implies a loss of coher-
ence during the gate operation; secondly, dynamical im-
perfections (imprecise experimental control or ’leakage’
to states outside the computational subspace) limit the
intrinsic fidelity of the gate. The goal of quantum gate
schemes is to minimize the ratio between the operation
time and the qubits’ decoherence time, while maximizing
the gate fidelity.
A number of different systems, including ions, pho-
tons and superconducting circuits, are suitable for build-
ing a quantum gate. Among the promising candidates
are ultracold neutral atoms and molecules [5–15]. The
main reasons for this are long qubit coherence times and
accurate control of the dynamics, resulting in low error
rates, achievable in those systems [16, 17]. Furthermore,
they can be arranged in regular arrays using optical lat-
tices [18–20], which provides unparalleled scalability and
are amenable to operations addressing each qubit indi-
vidually [21–23]. The main problem with such systems is
that achievable gate speeds are comparatively low due to
weak atomic interactions and limited trapping frequen-
cies.
A powerful tool to control the interactions of trapped
neutral atoms is provided by Feshbach resonances, which
allow for manipulation of the scattering length [24–26].
The resonance mechanism comes from the coupling of a
free pair of atoms with a molecular bound state. The
energy of the bound state can be controlled by an ex-
ternal field and the resonance occurs when it crosses the
threshold energy of the open channel.
Recently a new kind of traps for ultracold atoms has
been proposed [27–30], allowing to reach significantly
higher trapping frequencies than before. Experiments
with atoms coupled to nanostructures are developing
quickly [31, 32]. In these novel systems, the atoms can be
trapped by the laser light scattered on plasmonic nanos-
tructures. The resulting trapping frequencies can be of
the order of several MHz.
The combination of strong resonant interactions with
tight subwavelength traps gives an excellent opportunity
to implement much faster quantum gates. However, there
is no way to achieve single site addressability in those sys-
tems. Existing proposals circumventing this problem [33]
do not provide significant improvement, as the traps need
to be moved adiabatically with respect to the small tun-
nelling energy splitting.
In this Letter we propose to add a missing ingredient
allowing for significant speedup. We show that by com-
bining resonant atomic interactions with Pauli blocking
we can achieve a fast gate while keeping gate errors be-
low 10−3 in a realistic setting without individual qubit
addressing. Our idea is schematically presented on Fig-
ure 1. We consider a pair of spin-1/2 fermions in a tight
double well trap and an external field inducing transi-
tions between different trap levels. The time evolution of
the pair depends on the spin state due to symmetry re-
FIG. 1. (color online) Schematic view of the gate opera-
tion. Two particles (purple balls) are initially localized in
separated wells of the trap, then an external pulse with Rabi
frequency Ω (blue arrows) is applied to induce coupling to
an excited, delocalized trap state. The state with doubly oc-
cupied site is detuned by δF due to the Feshbach resonance
when the atoms are in antisymmetric internal state or forbid-
den by Pauli blocking when they are in symmetric internal
state (crossed orange arrows and balls).
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2quirements. The Feshbach resonance plays a crucial role
here as a mechanism for suppressing unwanted states in
the evolution. Together with Pauli exclusion principle, it
blocks transitions to states with both atoms in the same
trap level. The lack of separation of center of mass and
relative motion has to be included in the calculations [34–
37]. The gate fidelity can be enhanced by means of op-
timal control [38]. We estimate experimentally realistic
gate times in our scheme to be of the order of tens of mi-
croseconds, more than an order of magnitude faster than
the best current schemes using neutral atoms [39].
Double well trap. Let us consider a pair of neutral
atoms trapped by the light scattered on a set of nanos-
tructures [27, 28]. We assume that the trap is de-
signed to produce a double well potential. For simplicity
we describe it as a one-dimensional harmonic potential
with frequency ω with a Gaussian barrier in the mid-
dle, parametrized by width d and height b. Submicrom-
eter precision of arranging the nanostructures and tun-
ability of polarization of light sources [31] allows for re-
alization of a trapping potential of this kind. We set
aho =
√
~/mω as the length unit, where m is the atomic
mass. We assume that the trap in the remaining two di-
mensions is so tight that the dynamics in those directions
is frozen. The single-particle Hamiltonian is
H
~ω
= −1
2
∂2
∂x2
+
1
2
x2 +
b√
2pid
e−x
2/2d2 . (1)
We diagonalize the Hamiltonian (1) in the basis of har-
monic oscillator states. For high enough barriers, the
two lowest lying states become degenerate in energy and
separated from the others. One of them corresponds to
the even (|ψo〉) and the other to the odd parity solution
(|ψe〉). Combining them yields two states localized in
one of the potential wells: |L〉 = (|ψe〉 − |ψo〉)/
√
2 and
|R〉 = (|ψe〉 + |ψo〉)/
√
2. Reducing to these two modes
allows for separation of center-of-mass and relative mo-
tion [40]. Meanwhile, highly excited states of this poten-
tial are just harmonic oscillator states. The only impor-
tant difference between our model potential and a real-
istic nanoplasmonic trap is the finite depth of the latter
one. We thus have to make sure that the states above
the realistic trap depth will not be populated during the
gate process.
Feshbach resonance in a double well. The crucial com-
ponent of our proposal is a magnetic Feshbach resonance
that couples the pair of atoms with the molecular bound
state [24]. We will describe the resonance using effec-
tive two-channel configuration interaction model [41, 42].
The open channel can be characterized by the hyperfine
state of the atomic pair, which we label by |χ〉. The
closed molecular channel is denoted as |m〉. We neglect
the background interaction between the atoms as it gives
little contribution close to the resonance. We also treat
the weakly bound Feshbach molecule as a pointlike par-
ticle of mass M = 2m. Under these assumptions the
Hamiltonian can be written as (see [37] for a more de-
tailed derivation)
H = |χ〉 〈χ|
(
−1
2
∂2
∂x2
− 1
2
∂2
∂y2
+ VDW (x) + VDW (y)
)
+
+ (|χ〉 〈m|+ |m〉 〈χ|)W (x− y)+
+ |m〉 〈m|
(
−1
4
∂2
∂R2
+ 2VDW (R)
)
.
(2)
Here x (y) is the position of the first (second) parti-
cle, VDW is the double well trapping potential and W
is the interchannel coupling. For a specific system one
should multiply the molecular trapping potential by a
factor αmol/αat to account for the change in the polariz-
ability, which determines the trap strength. The general
wave function can be written in the form
|Ψ〉 = |χ〉
∑
ij
Cijψi(x)ψj(y) + |m〉
∑
k
AkΦk(R), (3)
where Cij and Ak are the amplitudes and ψi are single-
particle trap eigenstates with eigenenergies i. The
molecular wave functions Φk obey the equation(
−1
4
∂2
∂R2
+ 2VDW (R)
)
Φk(R) = (Ek + ν(B))Φk(R),
(4)
where ν(B) is the energy shift of the state relative to the
energy of the open channel. Close to the resonance it
may be expanded to first order in magnetic field, giving
ν = s(B − B0), where s is the difference of magnetic
moments between the channel states [24].
Substituting (3) into the Schrödinger equationH |Ψ〉 =
E |Ψ〉 leads to a set of equations for the amplitudes
(i + j)Cij +
∑
k
V kijAk = ECij (5)
(Ek + ν)Ak +
∑
ij
Cij(V
k
ij)
? = EAk (6)
where V kij = α
∫
dRφ?i (R)φ
?
j (R)Φk(R) and α is the
coupling constant connected to the resonance parame-
ters [37]. By extracting Cij from the first equation, we
obtain
(E − Ek − ν)Ak =
∑
ijl
Al
V lij(V
k
ij)
?
E − i − j . (7)
In our treatment the eigenstates of the double well in
which we expanded the solution (3) are superpositions of
harmonic oscillator states, so V kij can be computed using
the matrix elements between them. This can be obtained
in terms of hypergeometric functions, and then inserted
into Eq. (7) to get the energy levels.
Figure 2 shows the level structure of trapped 40K
atoms near a 202G s-wave Feshbach resonance for three
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FIG. 2. Energy levels for two 40K atoms in a double well trap in the vicinity of an s-wave Feshbach resonance. The harmonic
trapping frequency ω = 10kHz. The barrier heights are b = 0 (left), b = 15 (middle) and b = 100 (right) and the width d = 1
in each case.
exemplary cases: (i) a pure harmonic potential, (ii)
a moderate barrier where b = 15 and d = 1 and (iii)
a higher barrier with b = 100 with the same d. When the
barrier is absent, the center of mass and relative motion
decouple and the energy spectrum has a simple structure
as all the bound states behave in the same way. As the
barrier grows, the spectrum becomes more complicated.
The two lowest bound levels become close in energy and
separate from the rest (see the middle panel). For even
higher barriers (right panel), also other bound states form
degenerate pairs. In the infinite barrier limit, all the lev-
els are doubly degenerate, which is intuitively clear as
the system can be thought of as two completely sepa-
rated wells. The horizontal lines represent states with
odd symmetry, which are not affected by the s-wave res-
onance.
In general, eq. (7) may contain divergent terms and
requires renormalization [37]. However, in one dimen-
sion the sums in (7) converge, in contrast to the three-
dimensional case. For the one-dimensional description
to be valid, the energy of the particles has to be much
smaller than ~ω⊥, where ω⊥ is the transverse trapping
frequency, so that particles occupy the ground state in
the transverse direction at each stage of the gate process.
Numerical calculations of the gate scheme show that this
requires ω⊥ & 5ω. However, even if this is not satisfied,
the only complication is that the transversally excited
states have to be considered during the evolution. As
long as the energy splittings between the different trap
states will not constitute the smallest energy scale in the
system, this will not affect the speed that the gate can
achieve [43].
Gate idea. To introduce the idea of a quantum
gate, it is essential to include the quantum statistics
and the spin state of the atomic pair in our consider-
ations. In the case of spin-1/2 fermions, the wave func-
tion consists of the spatial and spinor part and has to be
globally antisymmetric. We identify qubit states with
|0〉 = |↑〉 and |1〉 = |↓〉. The basis of spin states is
|↑↑〉, |↓↓〉, (|↑↓〉 + |↓↑〉)/√2 = |χT 〉 (symmetric) and
(|↑↓〉 − |↓↑〉)/√2 = |χS〉 (antisymmetric). Combining
the spin states with the trap states in the lowest en-
ergy sector [33, 44] yields six antisymmetric ground states
(in the absence of interactions): 1√
2
(|LR〉 − |RL〉) |↑↑〉,
1√
2
(|LR〉− |RL〉) |↓↓〉, 1√
2
(|LR〉− |RL〉) |χT 〉, 1√2 (|LR〉+
|RL〉) |χS〉, 1√2 (|LL〉+ |RR〉) |χS〉, 1√2 (|LL〉−|RR〉) |χS〉.
Now let us add the Feshbach resonance to our consid-
erations. We will work with an s-wave resonance, where
only the singlet spin state is coupled to the molecular
channel. The idea of how the gate will work is as fol-
lows (see Figure 1): we start with two fermions in sep-
arate wells. An external field is then applied, inducing
transition between the ground states and an excited trap
state |E〉 with Rabi frequency Ω. Due to the Pauli block-
ing, which forbids occupation of the same trap state by
symmetric spin states, the symmetric and antisymmet-
ric states will evolve differently and accumulate different
phases φs and φa during the process. The phase depends
only on the state symmetry as the pulse is assumed to
couple only to the spatial part of the wave function. A
phase gate between states of different symmetry will then
be realized when the pair will return to its initial trap
state with relative phase φs − φa = (2n + 1)pi, n ∈ N.
In the computational basis this results in a SWAP gate.
An entangling gate is realized if we choose the phase to
be equal to (n + 1/2)pi. The truth table for this opera-
tion is |00〉 → |00〉, |11〉 → |11〉, |10〉 → 1√
2
(eipi/4 |10〉 +
e−ipi/4 |01〉), |01〉 → 1√
2
(eipi/4 |01〉 + e−ipi/4 |10〉). This
gate belongs to the
√
SWAP universality class and al-
lows for universal quantum computation [45, 46]. The
state readout can be achieved using subwavelength imag-
ing techniques [47]. One potential source of errors is that
for the singlet spin state the particles can end up in the
same potential well. This problem is avoided by the res-
onance, which shifts the energy of such state and thus
decouples it from the transitions. By analyzing Figure 2
one can conclude that the optimal choice is to work at
fields slightly lower than the position of the resonance,
where the energy shift of the bound levels is large. In
this case particles in the same well form a far detuned
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FIG. 3. (color online) Time evolution of the real (left) and imaginary (middle) parts of the wave function amplitudes of the
initial trap states during the optimized gate operation. For the singlet spin state (black lines) the initial spatial part of the
wave function is 1√
2
(|LR〉+ |RL〉), while for the triplet state (red lines) we start from 1√
2
(|LR〉 − |RL〉). Right: the optimized
pulse shape.
bound state.
Coupling the trap states can be achieved using Ra-
man transitions. It could be desirable to couple only to
a single target state |E〉, chosen such that it is energet-
ically separated from other trap states and the Franck-
Condon factors 〈E| eikx |R〉, 〈E| eikx |L〉 (denoted by ηRE
and ηLE) are large. However, other trap states will also
unavoidably get populated during the gate process, un-
less the ratio Ω/ω  1 (equivalent to the Lamb-Dicke
regime [48]). Keeping Ω low will result in long opera-
tion times, so one can expect that a shaped pulse will be
needed to operate at high Rabi frequencies while main-
taining high fidelity.
Implementation and optimization of the gate. We will
now consider more specifically a gate implementation
with 40K atoms. We will work at barrier height b = 36
and width w = 1.5 in oscillator units. This choice of trap
parameters gives two almost degenerate lowest states,
while the first excited state is separated from the next
one. In the high barrier regime the Franck-Condon fac-
tors are equal for the states localized in left and right po-
tential wells. When trying to find optimal and realistic
experimental parameters which will give shortest opera-
tion times, one finds two tradeoffs. Firstly, higher Rabi
frequencies lead to faster dynamics but also introduce
losses via leakage to highly excited states. Secondly, large
trapping frequencies reduce the characteristic timescales,
but at the same time lower the Franck-Condon factors as
the trap becomes smaller and the laser wavelength can-
not. Thus the time needed for the operation does not
scale linearly with the trapping frequency. For the Ra-
man transition the achievable wavenumbers are of the
order of 0.03nm−1. Using UV transitions would allow
to improve it by around 50%, but we will assume optical
transitions which are far more convenient experimentally.
The target state after the operation is to have parti-
cles again in the lowest trap states (|LR〉 ± |RL〉), but
with relative phase pi between the symmetric and anti-
symmetric spin states. The fidelity of the gate can be
defined as f = |〈ψout| ψtarget〉|2. We choose the initial
pulse to have the form Ω(t) = Ω0t/τ(1 − t/τ), where
τ is the operation time. We set the trapping frequency
ω = 2pi × 5 MHz for which the well minima are ∼ 15nm
apart and τ = 1300/ω ≈ 42 µs. To optimize the pulse
and achieve high fidelity we applied the CRAB optimiza-
tion method [38]. This algorithm starts with an initial
pulse and seeks an optimal correction written in terms
of truncated Fourier series with randomized frequencies.
After optimization the fidelity of the solution reached
over 99.9%. The gate operation corresponding to it is
depicted on Figure 3. The Rabi frequency of the pulse Ω
does not exceed 1.8ω ≈ 2pi × 9 MHz, which is a reason-
able value for 40K [49]. The obtained gate time is limited
by the value of Ω and does not reach the quantum speed
limit [43]. However, using stronger pulses makes the leak-
age effects stronger and would require adding more driv-
ing fields.
Conclusions. We proposed a new scheme for realizing a
quantum gate with ultracold atoms which does not need
access to individual particles. We discussed the imple-
mentation of our method in a tight nanoplasmonic trap
for realistic experimental conditions and showed that it
is possible to obtain a high fidelity gate with operation
times considerably shorter than in previous proposals.
Our scheme does not crucially depend on the details of
the trapping potential or internal structure of the atoms.
Quantitative corrections to energy levels originating from
trapping and interaction potential details would be im-
portant in practical implementation, but can be taken
into account or tackled by means of closed-loop optimal
control [50]. While solid state gates operate on sub-µs
timescales [51], predicted operation to decoherence time
ratio in such systems is of the order of 10−3 - to be
compared against roughly 10−4 here. This makes our
proposal a competitive candidate for the realization of
quantum processors.
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