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Abstract. We explore the relationship between the classical constructions of cumulants and
Koszul brackets, showing that the former are an expontial version of the latter. Moreover, under
some additional technical assumptions, we prove that both constructions are compatible with
standard homological perturbation theory in an appropriate sense. As an application of these
results, we provide new proofs for the homotopy transfer Theorem for L∞ and IBL∞ algebras
based on the symmetrized tensor trick and the standard perturbation Lemma, as in the usual
approach for A∞ algebras. Moreover, we prove a homotopy transfer Theorem for commutative
BV∞ algebras in the sense of Kravchenko which appears to be new. Along the way, we introduce
a new definition of morphism between commutative BV∞ algebras.
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Introduction
Given a graded commutative algebra A and an endomorphism δ : A → A, the Koszul brack-
ets K(δ)n : An → A are graded symmetric maps measuring the deviation of δ from being a
derivation. These were introduced by J. L. Koszul [45] in the algebraic study of differential
operators, and have been applied to a variety of situations, from the study of the BV formal-
ism in mathematical physics [1, 2, 10, 11, 12, 14] to Poisson geometry [45, 44, 28, 3]. Their
algebraic properties have been extensively studied, see for instance [55, 56, 53, 54], and several



























generalizations in the associative setting and [5] for a generalization in the pre-Lie setting. See
also [68, 69] for a closely related construction of higher (derived) brackets.
Given graded commutative algebras A,B and a degree zero map f : A → B, the (classical)
cumulants κ(f)n : A
n → B are graded symmetric maps measuring the deviation of f from being
a morphism of graded algebras. Certain non-commutative generalizations have been considered
as well, see [49, 26, 27, 63]. These play an important role in probability theory, as well as some
of its non-classical variations (such as non-commutative probability theory [49] or homotopy
probability theory [26, 27, 60]). In their algebraic formulation considered here, they have also
been also applied in the study of homotopy algebras and homotopy morphisms [63, 64], as they
give obstructions for a linear map between A∞ or C∞ algebras to be the linear part of an
∞-morphism.
In Section 1.2 we explore the relation between (classical) cumulants and Koszul brackets.
Given a graded commutative algebra A, we shall denote by S(A) the symmetric coalgebra over
A, and by E : S(A) → S(A) the coalgebra morphism which corestricts to pE : S(A) → A :
a1  · · ·  an → a1 · · · an. Since E has linear part the identity, it is an automorphism of S(A),
whose inverse we denote by L. It has been observed in several places that given δ : A → A,
its Koszul brackets K(δ)n : An → A might be characterized as the Taylor coefficients of
the coderivation K(δ) := L ◦ δ̃ ◦ E : S(A) → S(A), where δ̃ : S(A) → S(A) is the linear
coderivation extending δ, see for instance [55, 56, 62, 5]. Moreover, a similar description holds
for the cumulants of a map f : A → B: they are the Taylor coefficients of the coalgebra
morphism κ(f) := L ◦ S(f) ◦ E : S(A) → S(B), as was for instance observed in [62]. This
common description is the starting point of our analysis. From it, one easily derives the basic
algebraic properties of cumulants and Koszul brackets, as well as the compatibility between the
two constructions, see for instance Propositions 1.21 and 1.22: in particular, the latter shows
that cumulants should be considered as an exponential version of the Koszul brackets, shedding
further light on the relation between the two constructions.
In Section 1.3, we investigate the behavior of cumulants and Koszul brackets with respect
to homological perturbation theory. Given a differential dA on A (not necessarily an algebra
derivation), it is well known that the associated Koszul brackets K(dA)n satisfy higher Jacobi
relations, thus inducing a structure of L∞[1] algebra on A (or in other words, a structure of
strong homotopy Lie algebra on A[−1], in the sense of [47]). Given a second graded algebra
B with a differential (not necessarily an algebra derivation) dB, together with a contraction
σ : A → B, τ : B → A, h : A → A[−1] of A onto B, by the usual homotopy transfer Theorem
for L∞[1] algebras (this will be reviewd in 1.3, and then again in Section 1.5), there is an
induced L∞[1] algebra structure on B and an induced L∞[1] morphism B → A. When the
contraction satisfies certain additional technical assumptions (we say that it is a semifull algebra
contraction, see Definition 1.25), we show in Proposition 1.27 that these are precisely the L∞[1]
algebra structure on B associated with the Koszul brackets K(dB)n and the L∞[1] morphism
B → A associated with the cumulants κ(τ)n. This result will be one of our main technical tools
in the proof of the homotopy transfer Theorems 1.45, 2.14 and 3.6. Semifull algebra contractions,
as well as the dual class of semifull coalgebra contractions, were introduced by Real [66]: for
our purposes, one of their more useful features will be the fact that they are closed under the
Standard Perturbation Lemma 1.29, see Lemmas 1.30 and 1.39.
In Section 1.4 we introduce the dual notions of cocumulants and Koszul cobrackets. Namely,
given a map f : C → D between graded cocommutative coalgebras, its cocumulants are maps
κco(f)n : C → Dn measuring the deviation of f from being a coalgebra morphism. Given a
map δ : C → C, the Koszul cobrackets K(δ)n : C → Cn are maps measuring the deviation of
δ from being a coderivation. All the results from Sections 1.2 and 1.3 admit analogues in this
dual setting.
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Finally, in Section 1.5 we revisit the homotopy transfer Theorem for L∞[1] algebras, providing
a new proof in light of the results from the previous sections. Our approach is based on the
symmetrized tensor trick and the standard perturbation Lemma, in close analogy with the
usual argument for A∞[1] algebras, see for instance [35]. We point out that if we were only
interested in homotopy transfer for L∞[1] algebras a similar but simpler argument might be
given [8]. For our purposes, this section serves more as a preparation for the similar proofs of
the homotopy transfer Theorems 2.14, 2.17 and 3.6 for BV∞ (co)algebras and IBL∞ algebras.
Moreover, the technical lemmas we establish along the way seem interesting in their own right.
In Lemma 1.41 we give necessary and sufficient conditions for a map F : S(U) → S(V ) to be
a coalgebra morphism in terms of the associated cumulants κ(F )n, which is curious since by
construction the latter measure the deviation of F from being a morphism of algebras, rather
than coalgebras. Similarly, in Lemma 1.42 we give necessary and sufficient conditions for a
map Q : S(U) → S(U) to be a coderivation in terms of the associated Koszul brackets K(Q)n
(an analogous characterization of codifferential operators shall be given later, in Lemma 3.2).
Finally, in Lemma 1.43 we make the key observation that the contraction of S(U) onto S(V )
induced by a contraction of U onto V via the symmetrized tensor trick is a semifull contraction
with respect to both the algebraic and the coalgebraic structures.
Commutative BV∞ algebras were introduced by O. Kravchenko [46] and have been applied in
several contexts, such as deformation quantization, quantum field theory and Poisson geometry,
just to name a few, see for instance [36, 20, 23, 24, 16, 65, 9, 18, 61, 48, 70] (in the references
[61, 48] they are called binary QFT algebras, but in fact the two notions seem to be equivalent).
More precisely, a commutative BV∞ algebra is a graded algebra A together with a K[[t]]
linear differential ∆ =
∑
n≥0 t
n∆n : A[[t]] → A[[t]] on the algebra A[[t]] of formal power series:
moreover, one requires that ∆n is a differential operator of order ≤ n + 1, ∀n ≥ 0. The last
condition might be compactly rephrased in terms of the associated Koszul brackets K(∆)n: it
is equivalent to requiring K(∆i)n = 0 for all i < n− 1, or in other words, it is equivalent to
(1) K(∆)n ≡ 0 (mod tn−1), ∀n ≥ 2.
We should remark that commutative BV∞ algebras in the above sense are not homotopy BV
algebras in the full operadic sense [30], as we maintain strict associativity of the commutative
product on A, and we are only relaxing the conditions on the BV operator up to coherent
homotopies. For this reason, the name BV∞ algebra might be misleading, as the usual machinery
for∞-algebras (see for instance [50, §10]), such as the homotopy transfer Theorem, doesn’t apply
to this kind of structures without further hypotheses. A similar problem is shared for instance
by P∞ algebras in the sense of Cattaneo and Felder [19], which are a type of homotopy Poisson
algebras where we relax only the Lie algebra structure up to homotopy, while maintaining strict
associativity of the commutative product. To avoid this ambiguity, in the paper [7] we proposed
the name derived Poisson algebras for this kind of algebras: in line with this choice, in the
body of the paper we shall call derived BV algebras the commutative BV∞ algebras in the
sense of Kravchenko (in the rest of the introduction, however, we shall stick to the more usual
terminology).
In Section 2.2 we introduce morphisms between commutative BV∞ algebras. Namely, given
commutative BV∞ algebras (A,∆) and (B,∆
′), a morphism of commutative BV∞ algebras from
A to B is a degree zero K[[t]]-linear map f =
∑
n≥0 t
nfn : A[[t]]→ B[[t]] such that f ◦∆ = ∆′◦f ,
and moreover the cumulants satisfy
(2) κ(f)n ≡ 0 (mod tn−1), ∀n ≥ 2.
We provide some justification for this definition, and in particular we show that with the above
morphisms commutative BV∞ algebras form indeed a category. More convincingly, we show
that the above Equation (2) is in fact an exponential version of (1). Moreover, we extend
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the usual correspondence from commutative BV∞ algebras to L∞ algebras (more precisely, to
derived Poisson algebras as in [7]) to a full-fledged functor. After a first draft of this paper was
ready, we learned that the same notion was considered by J.-S. Park [61]. Another definition of
morphism was introduced by Cieliebak and Latschev [20] (and further investigated in [9]), but
only in the special case when the source algebra is free. We conclude the section by showing
that our definition is essentially equivalent with the one from [20], in the situations when the
latter applies. More precisely, in Proposition 2.13 we show that morphisms in our sense and
in the sense of [20] are in bijective correspondence with each other via the exponential and the
logarithm in a certain convolution algebra.
In Section 2.3 we prove that commutative BV∞ algebra structures can be transferred along
semifull algebra contractions via homological perturbation theory. More precisely, given a con-








to get a perturbed differential ∆′ on B[[t]] and a perturbed contraction (σ̆, τ̆ , h̆) of (A[[t]],∆)
onto (B[[t]],∆′). In the above situation, we prove in Theorem 2.14 that if (σ, τ, h) is a semifull al-
gebra contraction, then ∆′ is a commutative BV∞ algebra structure on B and τ̆ : B[[t]]→ A[[t]]
is a morphism of commutative BV∞ algebras.
In Section 2.4 we consider the dual category of BV∞ cocommutative coalgebras, and extend
the previous results to this dual setting.
IBL∞ algebras (short for Involutive Lie Bialgebras up to coherent homotopies) were intro-
duced in the paper [21], with applications to string topology, symplectic field theory and La-
grangian Floer theory, and have been further investigated in several other papers since then, for
instance [18, 57, 25, 39, 58, 41, 59, 22, 40]
We shall work with a definition of IBL∞ algebra slightly different from, and in a certain sense
dual to, the one usually appearing in the literature. More precisely, whereas IBL∞ algebras
are usually regarded as commutative BV∞ algebras whose underlying algebras are free (see for
instance [20, 18, 57]), we shall regard them dually as cocommutative BV∞ coalgebras whose
underlying coalgebras are cofree. In Remark 3.4 we shall compare the two definitions, showing
that they are essentially equivalent, aside from some minor differences regarding the degrees of
the structure maps. For our purposes, our definition presents some technical advantages: we
shall call IBL∞[1] algebras the IBL∞ algebras in our sense. We also establish necessary and
sufficient conditions for a map δ : S(U)[[t]]→ S(U)[[t]] to define an IBL∞[1] algebra structure
on U in terms of the associated Koszul brackets, see Lemma 3.2.
In Section 3.2, as an application of the results from the previous sections, we shall present
a new proof of the homotopy transfer Theorem for IBL∞[1] algebras based on homological
perturbation theory (different proofs can be found in [21, 41]). More precisely, given a contraction
(g, f, h) of (U, dU ) onto (V, dV ) there is, via the symmetrized tensor trick, an induced contraction
of (S(U)[[t]], dU ) onto (S(V )[[t]], dV ). Given δ : S(U)[[t]] → S(U)[[t]] an IBL∞[1] algebra
structure on U , we can apply the standard perturbation Lemma to the perturbation δ+ :=
δ − dU in order to get a perturbed differential δ′ on S(V )[[t]] and a perturbed contraction
(G,F,H) of (S(U)[[t]], δ) onto (S(V )[[t]], δ′). In the above situation, in Theorem 3.6 we shall
prove that δ′ is an IBL∞[1] algebra structure on V , and that G : S(U)[[t]] → S(V )[[t]] and
F : S(V )[[t]]→ S(U)[[t]] are IBL∞[1] morphisms.
Finally, we shall consider the behavior of Maurer-Cartan sets under homotopy transfer. In
the L∞ case, this is the content of a formal analog of Kuranishi’s Theorem due to Fukaya [29]
and Getzler [31, 32], which will be reviewed in Theorem 1.7. With a little more work, we obtain
analogue results in the BV∞ setting (Theorem 2.15) and IBL∞ setting (Theorem 3.8).
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1. (Co)cumulants and Koszul (co)brackets
1.1. Review of L∞[1] algebras. We shall work over a fixed field K of characteristic zero.
Given V = ⊕i∈ZV i a graded space, we denote by V n the symmetric powers of V (V 0 := K),
and by S(V ) =
⊕
n≥0 V
n the symmetric coalgebra over V . The coproduct ∆ on S(V ) is
explicitly given by





±K(vσ(1)  · · ·  vσ(i))⊗ (vσ(i+1)  · · ·  vσ(n)),
where we denote by S(i, n− i) the set of (i, n− i)-unshuffles and by ±K the appropriate Koszul
sign. As well known, S(V ) is the cofree object cogenerated by V in an appropriate category of
coalgebras. In particular, given graded spaces V and W , a coalgebra morphism F : S(V ) →
S(W ) is completely determined by its corestriction
f = pF = (f1, . . . , fn, . . .) : S(V )→W, fn : V n →W,
(p : S(W )→ S(W ) being the natural projection) via the formula








±Kfi1(vσ(1), . . .) · · ·  fik(. . . , vσ(n)),
where ±K is the appropriate Koszul sign (in particular, for n = 0 this becomes F (1S(V )) =
1S(W )). The maps fn : V
n →W , n ≥ 1, are called the Taylor coefficients of F .
In a similar manner, every coderivation Q : S(V ) → S(V ) is completely determined by its
corestriction
q = pQ = (q0, q1, . . . , qn, . . .) : S(V )→ V, qn : V n → V,
via the formula





±Kqi(vσ(1), . . . , vσ(i)) vσ(i+i)  · · ·  vσ(n),
where±K is the appropriate Koszul sign (in particular, for n = 0 this becomesQ(1S(V )) = q0(1)).
The maps qn : V
n →W , n ≥ 0, are called once again the Taylor coefficients of Q.
We shall denote by Coder(S(V )) the graded Lie algebra of coderivations of S(V ), with the
commutator bracket. In Taylor coefficients, given coderivations q = (q0, q1, . . . , qn, . . .) and
r = (r0, r1, . . . , rn, . . .), their bracket is [q, r] = ([q, r]0, [q, r]1, . . . , [q, r]n, . . .)











vσ(1), . . . , vσ(i)
)






vσ(1), . . . , vσ(i)
)
, vσ(i+1), . . . , vσ(n)
) )
.
Definition 1.1. An L∞[1] algebra structure on a graded space V is a degree one coderivation
Q ∈ Coder1(S(V )) such that Q(1S(V )) = 1S(V ) (i.e., q0 = 0) and Q2 = 12 [Q,Q] = 0. Given
L∞[1] algebras (V, q1, . . . , qn, . . .) and (W, r1, . . . , rn, . . .), an L∞[1] morphism between them is a
morphism of DG coalgebras F : (S(V ), Q)→ (S(W ), R).
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Remark 1.2. Given an L∞[1] algebra (V, q1, . . . , qn, . . .), the relation [Q,Q] = 0 translates
into a hierarchy of relations on the Taylor coefficients q1, . . . , qn, . . .. The first few relations say
that q1 squares to zero and satisfies the Leibniz identity with respect to the bracket [x, y] :=
(−1)|x|q2(x, y). Furthermore, this bracket satisfies the Jacobi identity up to a homotopy given
by q3. The higher Taylor coefficients qn give coherent homotopies for higher Jacobi relations. In
particular, the shifted cohomology H(V, q1)[−1] is a graded Lie algebra via the induced bracket
(in fact, it carries additional algebraic structure - a minimal L∞ algebra structure - corresponding
topologically to higher Whitehead brackets). Conversely, any DG Lie algebra (L, dL, [−,−]) gives
rise to an L∞[1] algebra (L[1], Q) with q1(x) = −dL(x), q2(x, y) = (−1)|x|[x, y] and qn = 0 for
n > 2. More in general, L∞[1] algebra structures on V correspond to strong homotopy Lie
algebra structures (as in [47]) on the suspension V [−1].
In a similar way, given an L∞[1] morphism F : (V, q1, . . . , qn, . . .) → (W, r1, . . . , rn, . . .), the
identity FQ = RF translates into a hierarchy of relations on the Taylor coefficients of F,Q,R.
The first few relations say that f1 : (V, q1) → (W, r1) is a morphism of complexes, compatible
with the brackets (induced by) q2 and r2 up to the homotopy f2.
L∞[1] algebras are homotopy invariant algebraic structures, meaning that they can be trans-
ferred along quasi-isomorphisms. In case the quasi-isomorphism fits into a contraction (see
Definition 1.24), the transfer can be made explicit via symmetrized tensor trick and homological
perturbation theory, which is the content of the following homotopy transfer Theorem.
Theorem 1.3. Given an L∞[1] algebra (V, q1, . . . , qn, . . .) and a contraction (g1, f1, h) of (V, q1)
onto a complex (W, r1), there is an induced L∞[1] algebra structure R on W with linear part r1,
together with L∞ morphisms F : (W,R) → (V,Q), G : (V,Q) → (W,R) with linear parts f1,
g1 respectively. Denoting by F
k
i the composition W
i ↪→ S(W ) F−→ S(V )  V k, F and R are












i for i ≥ 2.
It is possible to establish recursive formulas for G as well, but these are a bit more complicated.
We denote by ĥ : V i → V i the contracting homotopy







±Kf1g1(vσ(1)) · · ·  f1g1(vσ(j−1)) h(vσ(j)) vσ(j+1) · · ·  vσ(i),
(where ±K is the appropriate Koszul sign, taking into account that |h| = −1) given by the
symmetrized tensor trick. Denoting by Qki the composition V
i ↪→ S(V ) Q−→ S(V )  V k, the






i ĥ for i ≥ 2.
Remark 1.4. The statements about F and R are well known: for a proof we refer to [37, 29,
38, 52]. The statement about G is less standard, and to the best of the author’s knowledge
was first showed by Berglund [13] (as a particular case of a much more general result): we shall
present a different proof in subsection 1.5, where we will revisit the previous theorem in light of
the results from the following subsections.
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Remark 1.5. Sometimes we shall need to work in the complete setting, especially when con-
sidering Maurer-Cartan functors. A complete space is a graded space V equipped with a com-
plete descending filtration, i.e., V = F 1V ⊃ F 2V ⊃ · · · ⊃ F pV ⊃ · · · and the natural map
V → lim←−pV/F
pV is an isomorphism. A morphism of complete spaces is continuous if it re-
spects the filtrations. A complete L∞[1] algebra is an L∞[1] algebra (V, q1, . . . , qn, . . .) equipped
with a complete compatible filtration F •V , i.e., qi(F
p1V, . . . , F piV ) ⊂ F p1+···+piV . A morphism
of complete L∞[1] algebras F : (V, q1, . . . , qn, . . .) → (W, r1, . . . , rn, . . .) is continuous if so are
its Taylor coefficients. If the contraction data is continuous, the previous homotopy transfer
Theorem can be extended to the complete setting: we refer to [6] for a precise statement.
Definition 1.6. The Maurer-Cartan functor from complete L∞[1] algebras to sets sends a
complete L∞[1] algebra (V, q1, . . . , qn, . . .) to its Maurer-Cartan set







and a continuous morphism F : (V, q1, . . . , qn, . . .)→ (W, r1, . . . , rn, . . .) to the push-forward







The following formal analog of Kuranishi Theorem, due to Fukaya [29] and Getzler [31, 32],
explains how Maure-Cartan sets behave under homotopy transfer. For a proof of the result as
stated here, we refer to [6, Theorem 1.13].
Theorem 1.7. In the same hypotheses as in Theorem 1.3, if we are furthermore in a complete
setting, then the correspondence
ρ : MC(V )→ MC(W )× h(V 0) : x→ (MC(G)(x), h(x))
is bijective. The inverse ρ−1 admits the following recursive construction: given y ∈ MC(W ) and
h(v) ∈ h(V 0), we define a succession of elements xn ∈ V 0, n ≥ 0, by x0 = 0 and










This succession converges (with respect to the complete topology induced by the filtration on V )
to a well defined x ∈ MC(V ), and we have ρ−1(y, h(v)) = x. Finally, ρ−1(−, 0) coincides with
MC(F ) : MC(W ) → MC(V ): this induces a bijective correspondence between the sets MC(W )
and Ker(h)
⋂
MC(V ), whose inverse is the restriction of g1.
Finally, we consider the dual notion of L∞[−1] coalgebra. To motivate the definition, we
observe that given a finite dimensional L∞[1] algebra (V, q1, . . . , qn, . . .), the dual maps q
∨
n :
V ∨ → (V n)∨ → (V ∨)n assemble to a degree one map q∨ = q∨1 + · · · + q∨n + · · · : V ∨ →∏
n≥0(V
∨)n = Ŝ(V ∨), which in turn extends uniquely to a derivation Q∨ of the completed
symmetric algebra Ŝ(V ∨) squaring to zero.
Definition 1.8. An L∞[−1] coalgebra structure on a graded space V is a DG algebra structure
d = d1 + d2 + · · · + dn + · · · on Ŝ(V ), where dn : V → V n. Given L∞[−1] coalgebras
(V, d = d1 + d2 + · · ·+ dn + · · · ), (W,d′ = d′1 + d′2 + · · ·+ d′n + · · · ), a morphism between them
is a morphism of DG algebras f = f1 + f2 + · · ·+ fn + · · · : (Ŝ(V ), d)→ (Ŝ(W ), d′).
Remark 1.9. In particular, d1 : V → V squares to zero, and the (shifted) cobracket associated
to d2 satisfies the co-Jacobi identity up to the homotopy d3. Hence, the shifted cohomology
H(V )[1] is a graded Lie coalgebra.
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Remark 1.10. If (V, d = d1 + · · · + dn + · · · ) is an L∞[−1] coalgebra, then the dual maps
d∨n : (V
∨)n → (V n)∨ → V ∨ assemble to an L∞[1] algebra structure (d∨1 , . . . , d∨n , . . .) on V ∨,
even when V is infinite dimensional.
Remark 1.11. L∞[−1] coalgebra structures transfer along contractions, and, as in the L∞[1]
algebra case, this can be made explicit by combining the symmetrized tensor trick with the
homological perturbation lemma (see [13] for a proof, as well as Remark 1.47).
1.2. Cumulants and Koszul brackets. Given a graded commutative unitary algebra A, we
denote by E : S(A)→ S(A) the coalgebra automorphism with Taylor coefficients
pE = (e1, . . . , en, . . .), en(a1, . . . , an) := a1 · · · an.
(p : S(A)→ A being the natural projection). We denote by L : S(A)→ S(A) the inverse of E.
It is easily checked that
pL = (l1, . . . , ln, . . .), ln(a1, . . . , an) = (−1)n−1(n− 1)!a1 · · · an.
We call E and L respectively the exponential automorphism and the logarithmic automorphism
of S(A).
Remark 1.12. In certain situations we shall need to work in a complete augmented setting.
In this case, we shall assume that A has an augmentation ε : A → K and is equipped with a
compatible complete filtration F 0A = A ⊃ F 1A = Ker(ε) ⊃ · · · ⊃ F pA ⊃ · · · . In this situation

























an = log(1A + a),
which justifies the names.
Remark 1.13. Here and in the rest of the paper, we shall use the following notations: given a
graded unitary algebra A, we shall denote by
Endu(A) := {∆ ∈ End(A) s.t. ∆(1A) = 0}.
Given a pair of graded unitary algebras A and B, we shall denote by
Hom0u(A,B) := {f ∈ Hom0(A,B) s.t. f(1A) = 1B}
(notice in particular that with these notations End0u(A) and Hom
0
u(A,A) have different mean-
ings).
Definition 1.14. Given a pair of graded commutative unitary algebras A and B, together
with a degree zero linear map f ∈ Hom0u(A,B), the cumulants of f are the Taylor coefficients
κ(f)n : A
n → B of the coalgebra morphism κ(f) : S(A)→ S(B) defined as the composition
(6) κ(f) := S(A)
E−→ S(A) S(f)−−−→ S(B) L−→ S(B),
where S(f) : S(A)→ S(B) is the coalgebra morphism
S(f)(1S(A)) = 1S(B), S(f)(a1  · · ·  an) = f(a1) · · ·  f(an).
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Remark 1.15. The cumulants of f measure the deviation of f from being a morphism of unitary
algebras. For instance, a direct computation shows that the first few cumulants of f are
κ(f)1(a) = f(a), κ(f)2(a, b) = f(ab)− f(a)f(b),
κ(f)3(a, b, c) = f(abc)− f(ab)f(c)− (−1)|b||c|f(ac)f(b)−
− (−1)|a|(|b|+|c|)f(bc)f(a) + 2f(a)f(b)f(c).
In general we have the following explicit formula for the higher cumulants (cf. for instance with
[62, 64]), which again can be checked by a straightforward computation,





















non-ordered partitions of {1, . . . , n} into the disjoint union of
k non-empty subsets I1, . . . , Ik, and we denote by ±K the appropriate Koszul sign associated
with the resulting permutation of a1, . . . , an. In particular, f is a morphism of unitary graded
algebras if and only if κ(f)n = 0 for all n > 1.
It follows immediately from the definitions that cumulants are compatible with composition,
as in the claim of the following lemma.
Lemma 1.16. Given graded commutative algebras A,B,C and maps f ∈ Hom0u(A,B), g ∈
Hom0u(B,C), then
κ(g ◦ f) = κ(g) ◦ κ(f).
Proof. This follows immediately from the definitions κ(f) := L ◦ S(f) ◦E, κ(g) := L ◦ S(g) ◦E,
the fact that E : S(B) → S(B) and L : S(B) → S(B) are inverses to each other and the fact
that S(g ◦ f) = S(g) ◦ S(f). 
Yet another way to define the higher cumulants is the following recursion: starting with
κ(f)1(a) = f(a), for all n ≥ 0 we put






±Kκ(f)i+1(aσ(1), . . . , aσ(i), b)κ(f)n−i+1(aσ(i+1), . . . , aσ(n), c).
Here we denote by S(i, n−i) the set of (i, n−i)-unshuffles, and by ±K the Koszul sign associated
to the permutation a1, . . . , an, b, c 7→ aσ(1), . . . , aσ(i), b, aσ(i+1), . . . , aσ(n), c. This recursion can be
shown by a simple calculation, whose details are left to the reader, using the explicit formula
(7) for the cumulants. Essentially, if we expand both the left and the right hand side of (8)
according to (7), then κ(f)n+1(a1, . . . , an, bc) accounts for all the terms in the expansion of





σ∈S(i,n−i)(±)κ(f)i+1(aσ(1), . . . , aσ(i), b)κ(f)n−i+1(aσ(i+1), . . . , aσ(n), c) accounts for all
those terms such that b and c belong to different blocks.
Remark 1.17. It follows immediately from the definitions that in the complete setting, assum-









Next we recall the classical construction of Koszul brackets (see [45, 55] for the equivalence
between the following definitions), and explore its relation with the previous construction of
cumulants.
Definition 1.18. Given a degree k endomorphism ∆ ∈ Endku(A) of A, we denote by ∆̃ : S(A)→
S(A) the coderivation given in Taylor coefficients by ∆̃1 = ∆ and ∆̃n = 0 for n 6= 1. The
Koszul brackets K(∆)n : An → A, n ≥ 0, of ∆ are the Taylor coefficients of the coderivation
K(∆) : S(A)→ S(A) defined as the composition
(10) K(∆) := S(A) E−→ S(A) ∆̃−→ S(A) L−→ S(A).
Remark 1.19. The Koszul brackets of ∆ measure the deviation of ∆ from being a graded
algebra derivation. For instance, once again by a direct computation, the first few Koszul
brackets are
K(∆)1(a) = ∆(a)−∆(1A)a,
K(∆)2(a, b) = ∆(ab)−∆(a)b− (−1)|a||b|∆(b)a+ ∆(1A)ab,
K(∆)3(a, b, c) = ∆(abc)−∆(ab)c− (−1)|b||c|∆(ac)b− (−1)|a|(|b|+|c|)∆(bc)a+
+ ∆(a)bc+ (−1)|a||b|∆(b)ac+ (−1)(|a|+|b|)|c|∆(c)ab−∆(1A)abc.
In general,





±K(−1)n−i∆(aσ(1) · · · aσ(i))aσ(i+1) · · · aσ(n).
Equivalently, the Koszul brackets K(∆)n might be defined by the recursion K(∆)1(a) = ∆(a)
and for n ≥ 0
(12) K(∆)n+2(a1, . . . , an, b, c) = K(∆)n+1(a1, . . . , an, bc)−
−K(∆)n+1(a1, . . . , an, b)c− (−1)|b||c|K(∆)n+1(a1, . . . , an, c)b.
We have the following results, the latter two illustrating the compatibility between cumulants
and Koszul brackets.
Lemma 1.20. If we regard Endu(A) and Coder(S(A)) as graded Lie algebras via the commutator
brackets, then the correspondence K(#) : Endu(A)→ Coder(S(A)) : ∆→ K(∆) is a morphism
of graded Lie algebras.
Proposition 1.21. Given graded commutative unitary algebras A and B, endomorphisms ∆ ∈
Endu(A), ∆
′ ∈ Endu(B) and a degree zero map f ∈ Hom0u(A,B), if f ◦∆ = ∆′ ◦ f , then also
κ(f) ◦ K(∆) = K(∆′) ◦ κ(f).
Proposition 1.22. Given a degree zero endomorphism ∆ ∈ End0u(A) as above, such that the
exponential exp(∆) ∈ Hom0u(A,A) is well defined (i.e., the corresponding infinte sum makes
sense, either by nilpotency of ∆ or some other appropriate hypothesis), then the exponential
exp(K(∆)) : S(A)→ S(A) of the coderivation K(∆) is also well defined, and an automorphism
of the symmetric coalgebra S(A). Moreover,
exp(K(∆)) = κ(exp(∆)).
By Definition 1.18 the proof of the first result reduces to show that Endu(A)→ Coder(S(A)) :
∆ → ∆̃ is a morpshims of graded Lie algebras, which is immediate. The second result follows
straightforwardly by comparing the Definitions 1.14 and 1.18. The same applies for the last
CUMULANTS, KOSZUL BRACKETS AND HOMOLOGICAL PERTURBATION THEORY ... 11
result, with the further observation that in the hypotheses of the enunciate the exponential of
the coderivation ∆̃ is well defined, and is the coalgebra automorphism exp(∆̃) = S(exp(∆)).












n) = 0 if and only if ∆(ea) = 0.
We conclude this subsection by recalling the definition of differential operators on a graded
commutative unitary algebra.
Definition 1.23. Given a graded commutative algebra A and k ≥ 1, we denote by
Diffu,≤k(A) := {∆ ∈ Endu(A) s.t. K(∆)k+1 = 0} = {∆ ∈ Endu(A) s.t. K(∆)n = 0, ∀n > k},
where the second identity follows immediately from the recursion 12 for the Koszul brackets.
In other words, ∆ ∈ Diffu,≤k(A) if ∆ is a differential operator of order ≤ k on A, such that
moreover ∆(1A) = 0. We denote by Diffu(A) =
⋃
k≥1 Diffu,≤k(A). It is well known that





so that Diffu(A) ⊂ Endu(A) is both a graded subalgebra and a graded Lie subalgebra.
1.3. Homological perturbation theory.
Definition 1.24. Given a pair of DG spaces (A, dA) and (B, dB), a contraction (σ, τ, h) of A
onto B is the datum of DG maps σ : (A, dA)→ (B, dB), τ : (B, dB)→ (A, dA) and a contracting
homotopy h : A→ A[−1] such that
στ = idB, hdA + dAh = τσ − idA,
σh = 0, hτ = 0, h2 = 0.
We shall often consider the datum of a graded commutative unitary algebra (A, ·) equipped
with a degree one differential dA squaring to zero, which might not be an algebra derivation,
and is only required to satisfy dA(1A) = 0: we shall call this datum a graded commutative unitary
algebra with a differential, whereas as usual if dA is an algebra derivation we call (A, dA, ·) a DG
commutative unitary algebra.
Definition 1.25. Given graded commutative algebras A and B together with differentials dA,
dB (not necessarily algebra derivations, but as explained above we do require dA(1A) = 0,
dB(1B) = 0) and a contraction (σ, τ, h) of (A, dA) onto (B, dB), we say that (σ, τ, h) is a semifull
algebra contraction if the following identities are satisfied for all a, b ∈ A, x, y ∈ B
h(h(a)h(b)) = h(h(a)τ(x)) = h(τ(x)τ(y)) = h(1A) = 0,
σ(h(a)h(b)) = σ(h(a)τ(x)) = 0, σ(τ(x)τ(y)) = xy, σ(1A) = 1B.
If furthermore dA is an algebra derivations, we say that (σ, τ, h) is a semifull DG algebra con-
traction. Semifull algebra contractions were introduced by Real [66]: we refer to loc. cit. for
further discussion on this class of contractions and several examples.
Remark 1.26. When (σ, τ, h) is a semifull DG algebra contraction, i.e., when dA is an algebra
derivation, then the identities in the previous definition are equivalent to the seemingly stronger
h( (−1)|a|+1h(a)b+ ah(b) ) = h(a)h(b),(14)
h(aτ(x)) = h(a)τ(x),(15)
σ( (−1)|a|+1h(a)b+ ah(b) ) = 0,(16)
σ(aτ(x)) = σ(a)x.(17)
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as can be seen from the following identities (18), (19), (20), (21). Moreover, the following
Proposition 1.27 will imply immediately that if (σ, τ, h) is a semifull DG algebra contraction,
then necessarily dB is an algebra derivation and τ is a morphism of graded algebras.
The main technical result of this section shows that given graded commutative unitary algebras
with a differential (A, dA) and (B, dB), together with a semifull algebra contraction (σ, τ, h) of
(A, dA) onto (B, dB), the Koszul brackets K(dB)n on B and the ones K(dA)n on A are related via
homotopy transfer for L∞[1] algebras. More precisely, the sequence of Koszul brackets K(dA)n,
n ≥ 1, induces a (homotopy abelian) L∞[1] algebra structure on A. Via homotopy transfer
along the contraction (σ, τ, h) (see Theorem 1.3), there is an induced L∞[1] algebra structure
on B, as well as an L∞[1] morphism from B to A. We shall see that the former is precisely
K(dB) : S(B)→ S(B), and the latter precisely κ(τ) : S(B)→ S(A).
Before we do this, given unitary graded commutative algebras A,B with differentials (not
necessarily derivations) dA, dB and a semifull algebra contraction (σ, τ, h) between them, we
need to look more closely at the failure of the previous identities (14)-(17).
We have
h (ah(b)) = h ((τσ − dAh− hdA)(a)h(b)) = −h (dAh(a)h(b)) ,









dA (h(a)h(b))− dAh(a)h(b)− (−1)|a|+1h(a)dAh(b)
)
=
= hK(dA)2 (h(a), h(b)) .
In the same way, since h(a)τ(x) = −hdA (h(a)τ(x)) and











(19) h (aτ(x))− h(a)τ(x) =
= h
(
dA (h(a)τ(x))− dAh(a)τ(x)− (−1)|a|+1h(a)dAτ(x)
)
=
= hK(dA)2 (h(a), τ(x)) .





= σK(dA)2 (h(a), h(b)) .
(21) σ (aτ(x))− σ(a)x = σK(dA)2 (h(a), τ(x)) .
Proposition 1.27. Given a semifull algebra contraction as above, the L∞[1] algebra structure on
A associated with the Koszul brackets K(dA)n transfers to the one on B associated with the Koszul
brackets K(dB)n. Moreover, the induced L∞[1] morphism (S(B),K(dB)) → (S(A),K(dA)) is
precisely κ(τ).
Proof. This is a rather long computation. We need to prove that the κ(τ)n, K(dB)n satisfy the
following recursions: starting from κ(τ)1 = τ , K(dB)1 = dB, for all n ≥ 2 and x1, . . . , xn ∈ B,
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we have to show











κ(τ)i1(xσ(1) . . .), . . . , κ(τ)ik(. . . , xσ(n))
)











κ(τ)i1(xσ(1) . . .), . . . , κ(τ)ik(. . . , xσ(n))
)
As usual, in the above formulas we denote by ±K the Koszul sign associated to the permutation
x1, . . . , xn 7→ xσ(1), . . . , xσ(n).
We prove first that the cumulants κ(τ)n obey the above recursion, by induction on n. As a
warm up, we begin by considering the cases n = 2 and n = 3. For n = 2, since h(τ(y)τ(z)) = 0
and σ(τ(y)τ(z)) = yz,
κ(τ)2(y, z) = τ(yz)− τ(y)τ(z) = (τσ − idA)(τ(y)τ(z)) = hdA(τ(y)τ(z)) = hK(dA)2(τ(y), τ(z)),
which is what we needed to show. In the last passage, we used the fact that h (dAτ(y)τ(z)) =
h (τdB(y)τ(z)) = 0, and for the same reason h (τ(y)dAτ(z)) = 0.
Next, we consider the case n = 3: the following computation should already give a hint of
our inductive argument for the general case, which is based on the recursions (8) and (12) for
the cumulants and the Koszul brackets respectively, as well as the previous identities (18)-(19).
For simplicity, we get rid of Koszul signs by showing the necessary relation only for degree zero
arguments x, y, z ∈ B0.
κ(τ)3(x, y, z) = (using (8)) = κ(τ)2(x, yz)− κ(τ)2(x, y)τ(z)− κ(τ)2(x, z)τ(y) =
= (using the already done n = 2 case) =
= hK(dA)2(τ(x), τ(yz))− hK(dA)2(τ(x), τ(y))τ(z)− hK(dA)2(τ(x), τ(z))τ(y) =
= (using (19)) = h
(
K(dA)2(τ(x), τ(y)τ(z))−K(dA)2(τ(x), τ(y))τ(z)−K(dA)2(τ(x), τ(z))τ(y)
)
+
+ hK(dA)2 (τ(x), κ(τ)2(y, z)) + hK(dA)2 (τ(y), hK(dA)2(τ(x), τ(z))) +
+ hK(dA)2 (τ(y), hK(dA)2(τ(x), τ(z))) = (using (12)) = hK(dA)3(τ(x), τ(y), τ(z))+
+ hK(dA)2(τ(x), κ(τ)2(y, z)) + hK(dA)2(τ(y), κ(τ)2(x, z)) + hK(dA)2(τ(z), κ(τ)2(x, y)).
Now we do the general case. For simplicity, in the following computations we denote by
κn := κ(τ)n, Kk := K(dA)k. Furthermore, as before, we shall get rid of Koszul signs by showing
the necessary relation only for x1, . . . , xn, y, z ∈ B0. Finally, in order to further abbreviate the
following equations, we shall omit the arguments x1, . . . , xn, which should fill the suspension
dots in a way which should be obvious from the context. For instance, with these notational
simplifications, the recursion (8) for the cumulants κ(τ)n+2 becomes





κi+1(. . . , y)κn−i+1(. . . , z).
As another example, the recursion for the cumulants we need to show becomes























Next, by using in order the inductive hypothesis, the recursions (8) for the cumulants and the
one (12) for the Koszul brackets, we see that








































































κi1(. . .), . . . , κik+1+1(. . . , z)
)
κik+1(. . . , y)
)
We notice that the first two lines of the rightmost term of the previous equations account for all






hK2 (κi+1(. . . , y), κn−i+1(. . . , z)) .
We consider the i = n term in the above sum. Using in order the hynductive hypothesis,
Equation (19) and again the inductive hypothesis, we may rewrite this as









hK2 (hKk(κi1(. . .), . . . , κik+1(. . . , y)), τ(z)) =
= − 1
(k − 1)!











Kk(κi1(. . .), . . . , κik+1(. . . , y))τ(z)
)
=










Kk(κi1(. . .), . . . , κik+1(. . . , y))τ(z)
)
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Reasoning in the same say, we may rewrite the i = 0 term in (24) as











Kk(κi1(. . .), . . . , κik+1(. . . , z))τ(y)
)
.
When 0 < i < n we can mimick the same argument, but this time using Equation (18) in place




hK2 (κi+1(. . . , y), κn−i+1(. . . , z)) = −
∑
σ∈S(i,n−i)
























Kk (κi1(. . .), . . . , κik+1(. . . , z))κi+1(. . . , y)
)
.
Putting all the above computations together, we can plug the last three Equations (25)-(27) into
(23) to conclude that

























κi1(. . .), . . . , κik+1(. . . , y), κik+1+1(. . . , z)
)
Finally, using the recursion (8) for the cumulants we have proved the desired identity (22).
The fact that the Koszul brackets K(dB)n obey the necessary recursion could be shown by
a similar computation, replacing the identities (18)-(19) with the ones (20)-(21) in the above
argument. On the other hand, we observe that since κ(τ)1 = τ is injective, so is the coalgebra
morphism κ(τ) : S(B) → S(A). In particular, there is at most one DG coalgebra strucure on
S(B) making κ(τ) into a morphism of DG coalgebras from S(B) to (S(A),K(dA)). Since both
the L∞[1] algebra structure on B induced via homotopy transfer and the one associated to K(dB)
satisfy this property, the former by the first part of the proof and the latter by Proposition 1.21,
we conclude that they have to coincide. 
We conclude this subsection by reviewing the Standard Perturbation Lemma. This is a very
well known and classical result, see for instance [67, 17, 33, 34, 35], and has been applied to
perform homotopical transfer of algebraic structures since the work of Kadeishvili [42, 43].
Definition 1.28. Given a DG space (A, dA) and a degree one map δA : A→ A[1], we say that
δA is a perturbation of the differential dA on A if d̆A := dA + δA satisfies (d̆A)
2 = 0.
Lemma 1.29. Given a pair of DG spaces (A, dA) and (B, dB), a contraction (σ, τ, h) of A onto
B and a perturbation δA of the differential on A, there is (under appropriate hypotheses ensuring
16 RUGGERO BANDIERA






















of (A, d̆A) onto (B, d̆B).
Lemma 1.30. The class of semifull algebra contractions is stable under arbitrary perturbations.
The class of semifull DG algebra contractions is stable under perturbations by algebra derivations.
Proof. The first claim follows immediately from Definition 1.25. The second claim was proved
in [66], see also [7, Proposition 2.17]. We further remark that it follows immediately from
Proposition 1.27. In fact, by the first claim we know already that the perturbed contraction
(σ̆, τ̆ , h̆) is a semifull algebra contraction, and if both dA and the perturbation δA are algebra
derivations so is the perturbed differential d̆A (cf. also the previous Remarl 1.26). 
1.4. Cocumulants and Koszul cobrackets. All of the previous constructions and results
admit dual versions in the context of coalgebras.
Here and in the rest of the paper, we shall always work with coalgebras which are coassociative,
cocommutative, counitary, cougmented and cocomplete. Given such a coalgebra C, we shall
denote: by ∆C : C → C ⊗ C the coproduct; by εC : C → K the counit; by K→ C : 1→ 1C the
coaugmentation; by C = Ker(εC) the reduced coalgebra, with the reduced coproduct
∆C : C → C ⊗ C : c→ ∆C(c) := ∆C(c)− 1C ⊗ c− c⊗ 1C
(notice in particular that C = K1C ⊕ C); by ∆
n−1
C : C → C
⊗n
the iterated coproducts. We say




C ), or in other words if for any c ∈ C there exists
N = N(c) 0 such that ∆N (c) = 0.
Remark 1.31. In the rest of this paper, all the coalgebras considered shall be coassociative,
cocommutative, counitary, coaugmented and cocomplete, without further mention of these
properties.
We shall use the following notation
Endcu(C) := {δ ∈ End(C) s.t. εC ◦ δ = 0, δ(1C) = 0}.
Moreover, given a pair of counitary cocommutative of graded coalgebras C and D we shall
denote by
Hom0cu(C,D) := {f ∈ Hom0(C,D) s.t. εD ◦ f = εC , f(1C) = 1D}.
Given f ∈ Hom0cu(C,D), the cocumulants of f are degree zero maps κco(f)n : C → Dn
measuring the deviation of f from being a morphism of graded coalgebras. Similarly, given
δ ∈ Endkcu(C), the associated Koszul cobrackets Kco(δ)n : C → Cn are degree k maps measuring
the deviation of δ from being a coalgebra coderivation.
The most convenient way to introduce these maps is via the dual of formulas (6) and (10)
respectively. More precisely, for n ≥ 1 we denote as before by ∆n−1C : C → C⊗n the iterated
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coproduct (∆1C =: idC), by π : C
⊗n → Cn the projection and by Eco : Ŝ(C) → Ŝ(C) the







for x ∈ C (where we denote by Ŝ(C) =
∏
n≥0C
n the completed symmetric algebra over C). We







π∆n−1C (x), x ∈ C.
We call Eco and Lco respectively the coexponential and cologarithmic automorphisms of Ŝ(C).
Given f ∈ Hom0cu(C,D), we denote by κ̂co(f) : Ŝ(C)→ Ŝ(D) the morphism of unitary graded
algebras given by the composition
κ̂co(f) : Ŝ(C)
Lco−−→ Ŝ(C) Ŝ(f)−−−→ Ŝ(D) E
co
−−→ Ŝ(D).
The cocumulants κco(f)n : C → Dn are then defined as the composition
κco(f)n : C ↪→ Ŝ(C)
κ̂co(f)−−−−→ Ŝ(D)  Dn,
where the left and right maps are the canonical inclusions and projections respectively.
It is easy to compute explicitly the first few cocumulants. To simplify formulas, we adopt
Sweedler’s notation and write ∆n−1C (x) =
∑
(x) x(1) ⊗ · · · ⊗ x(n). With these notations, we have


















































where in the last passage we used the fact that
∑
(x),(f(x(1)))
f(x(1))(1)  f(x(1))(2)  f(x(2)) =∑
(x),(f(x(2)))
f(x(1)) f(x(2))(1)  f(x(2))(2), due to cocommutativity of ∆C .
Notice that f ∈ Hom0cu(C,D) is a coalgebra morphism if and only if κco(f)n = 0 for all n ≥ 2.
Remark 1.32. The cocumulants of f obey a recursion dual to (8). More precisely, define maps

















where we denote by τk : D
⊗n+1 → D⊗n+1 the permutation
τk(y1⊗· · ·⊗yk⊗yk+1⊗yk+2⊗· · ·⊗yn⊗yn+1) = ±Ky1⊗· · ·⊗yk⊗yk+2⊗· · ·⊗yn⊗yk+1⊗yn+1
and by k,n−k−1 the (k, n− k− 1)-component k,n−k−1 : D⊗n−1 = D⊗k ⊗D⊗n−k−1
−→ D⊗n−1
of the shuffle product . Thus for instance a straightforward computation shows that κ̃co(f)2 =





⊗3∆2C . It can be shown that the image
of κ̃co(f)n is contained in the Sn-invariant part of U
⊗n, and the cocumulants κco(f) : C → Cn
are given by κco(f)n =
1
n!πκ̃
co(f)n, where we denote by π : C
⊗n → Cn the natural projection.
Remark 1.33. Assuming, as we are, that C and D are cocomplete, it is not hard to see that
κ̂co(f)(c) ∈ S(D) ⊂ Ŝ(D) for all c ∈ C, or in other words that for all c ∈ C there exists n(c) 0
such that κco(f)N (c) = 0 for all N ≥ n(c). Thus κ̂co(f) : Ŝ(C)→ Ŝ(D) restricts to a morphism




κco(f)n : S(C)→ S(D).
In fact, one can show a stronger statement. If f ∈ Hom0cu(C,D), then f(1C) = 1D and f
restricts to f := f|C : C → D. We denote by E
co
: S(D) → S(D) and Lco : S(C) → S(C) the



















C (x), x ∈ C, y ∈ D,
where ∆
n−1




D : D → D
⊗n
are the iterated reduced coproducts, and the
above infinite sums make sense since C and D are cocomplete. Finally, we define κco(f) :=
E









where the vertical arrows are the natural inclusions. This implies the claim at the beginning
of the remark, and shows moreover that we may compute the cocumulants using the reduced
coproducts in place of the unreduced ones. This applies in particular to the previous explicit
formulas for κco(f)n, n ≤ 3, where Sweedler’s notation might be intended for the reduced
coproducts instead of the unreduced ones, and to the previous Remark 1.32, where in the
recursive formula for κ̃co(f)n+1 we might replace ∆C ,∆D with ∆C ,∆D.
Given δ ∈ Endcu(C), we denote by K̂co(δ) : Ŝ(C) → Ŝ(C) the derivation defined as the
composition
K̂co(δ) : Ŝ(C) L
co
−−→ Ŝ(C) δ̃−→ Ŝ(C) E
co
−−→ Ŝ(C),
where as in subsection 1.2 we denote by δ̃ : Ŝ(C)→ Ŝ(C) the linear derivation extending δ. The
Koszul cobrackets Kco(δ)n : C → Dn are defined as the compositions
Kco(δ)n : C ↪→ Ŝ(C)
Kco(δ)−−−−→ Ŝ(C)  Cn.
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The first few Koszul cobrackets of δ ∈ Endcu(C) are
























δ(x(1)) x(2)  x(3).
We notice that δ is a colagebra coderivation if and only if Kco(δ)n = 0 for all n ≥ 2.
Remark 1.34. The Koszul cobrackets of δ obey a recursion dual to (12). More precisely, define










where we denote by τn,n+1 : C
⊗n+1 → C⊗n+1 the transposition τn,n+1(c1 ⊗ · · · ⊗ cn ⊗ cn+1) =
±Kc1 ⊗ · · · ⊗ cn+1 ⊗ cn. Thus for instance
K̃co(δ)2 = ∆Cδ − (δ ⊗ idC + idC ⊗ δ)∆C




∆C + (δ ⊗ idC ⊗ idC + idC ⊗ δ ⊗ idC + idC ⊗ idC ⊗ δ)∆2C .
It can be shown that the image of K̃co(δ)n is contained in the Sn-invariant part of U⊗n, and the
Koszul cobrackets Kco(δ) : C → Cn are given by Kco(δ)n = 1n!πK̃
co(δ)n, where we denote by
π : C⊗n → Cn the natural projection.
Remark 1.35. As in the previous remark 1.33, when C is cocomplete we can define a derivation
Kco(δ) := Eco ◦ δ̃ ◦ Lco : S(C) → S(C), where we denote by δ the restriction δ := δ|C : C → C
and by δ̃ : S(C) → S(C) the linear derivatione extending it. It is not hard to check that the








where the vertical arrows are the natural inclusions. In particular K̂co(δ)(c) ∈ S(C) ⊂ Ŝ(C) for




Kco(δ)n : S(C)→ S(C).
All the results from subsection 1.2 (namely, Lemmas 1.16, 1.20 and Propositions 1.21, 1.22)
have analogues in this setting, which can be proved by the same arguments, mutatis mutandis.
We shall also need to consider the analogue of Definition 1.23.
Definition 1.36. Given a graded (cocommutative, et cet.) coalgebra C and k ≥ 1, we denote
by
coDiffcu,≤k(C) := {δ ∈ Endcu(C) s.t. Kco(δ)k+1 = 0}
20 RUGGERO BANDIERA
(that is, the subset of Endcu(C) consisting of codifferential operators of order ≤ k). We denote
by coDiffcu(C) =
⋃
k≥1 coDiffcu,≤k(C). It is easy to check that coDiffcu(C) ⊂ Endcu(C) is both
a graded subalgebra and a graded Lie subalgebra.
We turn to the results from subsection 1.3.
Definition 1.37. Given a pair of graded (cocommutative, et cet.) coalgebras (C,∆C , εC) and
(D,∆D, εD) equipped with differentials dC , dD (we assume dC ∈ Endcu(C), dD ∈ Endcu(D), but
not require dC , dD to be coderivations), a semifull coalgebra contraction (σ, τ, h) of the former
onto the latter is a contraction of (C, dC) onto (D, dD) satisfying the further requirements
σ ∈ Hom0cu(C,D), τ ∈ Hom0cu(D,C), h ∈ Endcu(C),
(h⊗ h) ◦∆C ◦ h = (h⊗ σ) ◦∆C ◦ h = (σ ⊗ σ) ◦∆C ◦ h = 0,
(h⊗ h) ◦∆C ◦ τ = (h⊗ σ) ◦∆C ◦ τ = 0, (σ ⊗ σ) ◦∆C ◦ τ = ∆D.
In the above hypotheses, if furthermore dC is a coalgebra coderivations we say that (σ, τ, h) a
semifull DG coalgebra contraction.
Remark 1.38. The following Proposition 1.40 will imply immediately that if (σ, τ, h) is a
semifull DG algebra contraction then necessarily dD is a coderivation and σ is a morphism of
graded coalgebras.
Lemma 1.39. The class of semifull contractions of coalgebras with a differential is stable un-
der arbitrary perturbations. The class of semifull DG coalgebra contractions is stable under
perturbations by coalgebra coderivations.
Proof. It follows straightforwardly from the definitions. 
Proposition 1.40. Given graded (cocommutative, et cet.) coalgebras (C,∆C , εC), (D,∆D, εD),
together with differentials (not necessarily coderivations) dC ∈ End1cu(C), dD ∈ End1cu(D) and a
semifull coalgebra contraction (σ, τ, h) of (C, dC) onto (D, dD), the Koszul cobrackets Kco(dD)n
and the cocumulants κco(σ)n are induced via homotopy transfer from the L∞[−1] coalgebra struc-
ture on C associated with the Koszul cobrackets Kco(dC)n.
Proof. Reasoning as at the end of the proof of 1.27, it is enough to prove the statement about
the cocumulants.
We have to show that the morphism of graded algebras κco(σ) : S(C)→ S(D) obeyes (and is
recursively defined from)






for all c ∈ C, where we denote by Kco(dC)+ := Kco(dC)− d̃C : S(C)→ S(C) (here as usual d̃C
is the linear derivation extending dC). These recursions are the duals of the recursions for κ(τ),
K(dB), at the beginning of the proof of Proposition 1.27. They can be shown by dualizing the
computations jn the same proof. For instance, we have to show that the first two cocumulants
of σ are κco(σ)1 = σ (it is so by definition) and κ
co(σ)2 = (σ  σ)Kco(dC)2h. For the latter
identity, using the fact that ∆D = (σ ⊗ σ)∆Cτ and (σ ⊗ σ)∆Ch = 0 since (σ, τ, h) is a semifull















On the other hand Kco(dC)2 = 12π
(
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where we used that (σ⊗σ)(dC ⊗ idC + idC ⊗ dC)∆Ch = (dD ⊗ idD + idD ⊗ dD)(σ⊗σ)∆Ch = 0.
In the general case the claim might be proved by adapting the recursive computation in the
proof of Proposition 1.27 to this dual setting.
Alternatively, one might reason as follows. We denote by R = r1+· · ·+rn+· · · , rn : D → Dn
r1 = dD, the L∞[−1] coalgebra structure on D induced via homotopy transfer, and likewise we
denote by G = g1 + · · · + gn + · · · , gn : C → Dn, g1 = σ, the induced L∞[−1] coalgebra
morphism. To show that gn = κ
co(σ)n, ∀n ≥ 1, it is enough to show that the dual maps
coincide, i.e., g∨n = κ
co(σ)∨n : (D
∨)n → (Dn)∨ → C∨. On the one hand, it follows directly from
the definitions that cumulants and cocumulants are dual to each other, i.e., κco(σ)∨n = κ(σ
∨)n,
where the cumulants of σ∨ ∈ Hom0u(D∨, C∨) are computed with respect to the dual algebra
structures on D∨ and C∨. Similarly, Koszul brackets and cobrackets are dual to each other in
the sense that Kco(dC)∨n = K(d∨C)n. On the other hand, it is easy to see that homotopy transfer
is compatible with duality in the following sense: the L∞[1] algebra structure (r
∨
1 , . . . , r
∨
n , . . .) on
D∨ and the L∞[1] morphism (g
∨
1 , . . . , g
∨
n , . . .) : D
∨ → C∨ are induced by transferring the dual
L∞[1] algebra structure (d
∨
C , . . . ,Kco(dC)∨n , . . .) = (d∨C , . . . ,K(d∨C)n, . . .) on C∨ along the dual
contraction (σ∨, τ∨, h∨). Finally, putting these two observations togetether with Proposition




1.5. Homotopy transfer for L∞[1]-algebras (revisited). Given a pair of symmetric coal-
gebras S(U), S(V ), the graded space Hom(S(U), S(V )) becomes a unitary graded commutative
algebra via the convolution product ?: explicitly,
F ? G =  ◦ (F ⊗G) ◦∆.
where ∆ is the unshuffle coproduct on S(U) and  is the symmetric product on S(V ). The unit
is the map ε : S(U)→ S(V ) defined by ε(1S(U)) = 1S(V ) and ε(x1  · · ·  xn) = 0 for all n ≥ 1
and x1, . . . , xn ∈ U .
Given ϕ ∈ Hom0(S(U), S(V )) such that ϕ(1S(U)) = 0, it is well defined (by cocompleteness of





?k of ϕ with respect to the convolution product.





k (F − ε)
?k of F with respect to the convolution product.
By definition, given F ∈ Hom0cu(S(U), S(V )), it is a morphism of graded coalgebras if and
only if the higher cocumulants vanish, i.e., if and only if κco(F )n = 0 for all n ≥ 2. In the
following lemma we assume instead F ∈ Hom0u(S(U), S(V )) (that is, F (1S(U)) = 1S(V )), and
give an equivalent condition for F to be a morphism of graded coalgebras, this time in terms of
the cumulants κ(F )n.
Lemma 1.41. Given a pair of graded spaces U, V and F ∈ Hom0u(S(U), S(V )), then F is a
morphism of graded coalgebras if and only if κ(F )n(U, . . . , U) ⊂ V ⊂ S(V ) for all n ≥ 1.
If this happens, denoting by fn : U
n → V , n ≥ 1, the maps defined by fn(x1, . . . , xn) =
κ(F )n(x1, . . . , xn), then F is the unique morphism of coalgebras with Taylor coefficients pF =
(f1, . . . , fn, . . .) (p : S(V )→ V being the natural projection).
Proof. A straightforward computation, using Formula (7) for the cumulants and the definition
of the convolution product ?, shows that for all n ≥ 1 and x1, . . . , xn ∈ U










F (xσ(1)· · · )· · ·F (· · ·xσ(n)) = log?(F )(x1· · ·xn)
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In particular, we see that










κ(F )i1(xσ(1), . . .) · · ·  κ(F )ik(. . . , xσ(n)).
The above identity, together with the one (3), shows that if there exist maps fn : U
n → V such
that κ(F )n(x1, . . . , xn) = fn(x1, . . . , xn), then F is precisely the morphism of coalgebras with
corestriction pF = (f1, . . . , fn, . . .). Conversely, if F is a morphism of graded coalgebras with
corestriction pF = (f1, . . . , fn, . . .), the above identity and a straightforward induction show
that κ(F )n(x1, . . . , xn) = fn(x1, . . . , xn) ∈ V ⊂ S(V ) for all n ≥ 1 and x1, . . . , xn ∈ U , and thus
that κ(F )n(U, . . . , U) ⊂ V . 
Analagously, givenQ ∈ Endcu(S(U)), we know that it is a coderivation if and only ifKco(Q)n =
0 for all n ≥ 2. In the following lemma we assume Q ∈ Endu(S(U)) and we give an equivalent
condition for Q to be a coderivation in terms of the Koszul brackets K(Q)n.
Lemma 1.42. Given Q ∈ Endu(S(U)), then Q is a coderivation if and only if K(Q)n(U, . . . , U) ⊂
U ⊂ S(U) for all n ≥ 1. If this happens, denoting by qn : Un → U , n ≥ 1, the maps defined by
qn(x1, . . . , xn) = K(Q)n(x1, . . . , xn), then Q is the unique coalgebra coderivation with corestric-
tion pQ = (0, q1, . . . , qn, . . .) (p : S(U)→ U being as usual the natural projection).
Proof. We notice that the identity idS(U) is invertible with respect to the convolution product
of End(S(U)), with inverse the map s : S(U)→ S(U) defined by
s(1S(U)) = 1S(U), s(x1  · · ·  xk) = (−1)kx1  · · ·  xk
for all k ≥ 1 and x1, . . . , xk ∈ U (in other words, s is the antipode of the natural Hopf algebra
structure on S(U)). The explicit formula (11) for the Koszul brackets K(Q)n shows that
K(Q)n(x1, . . . , xn) = (Q ? s)(x1  · · ·  xn).
In other words, denoting by i : U → S(U) the natural inclusion, by S(i) the induced inclusion
S(U)→ S(S(U)) : x1 · · ·xn → i(x1) · · · i(xn), and by k : S(U)→ S(U) the composition
k : S(U)
S(i)−−→ S(S(U)) K(Q)−−−→ S(S(U)) p−→ S(U),
the above shows that Q ? s = k in the convolution algebra End(S(U)), and thus that Q =
k ? idS(U), that is,





±KK(Q)i(xσ(1), . . . , xσ(i)) xσ(i+1)  · · ·  xσ(n)
for all n ≥ 1 and x1, . . . , xn ∈ U . If K(Q)n(x1, . . . , xn) = qn(x1, . . . , xn) ∈ U for certain
qn : U
n → U , then (4) shows that Q is precisely the coderivation with Taylor coefficients q0 =
0, q1, . . . , qn, . . .. Conversely, if Q is a coderivation, the above and a straightforward induction
show that K(Q)n(x1, . . . , xn) = qn(x1, . . . , xn) ∈ U for all n ≥ 1 and x1, . . . , xn ∈ U , and thus
that K(Q)n(U, . . . , U) ⊂ U ⊂ S(U), as desired. 
As a final preparation, we shall show that the contraction obtained from the symmetrized
tensor trick is a semifull contraction with respect to both the algebraic and coalgebraic structures.
Lemma 1.43. Given a pair of complexes (U, dU ), (V, dV ) and a contraction (σ, τ, h) of (U, dU )
onto (V, dV ), there is an induced contraction (S(σ), S(τ), ĥ) of (S(U), d̃U ) onto (S(V ), d̃V ), where
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the contracting homotopy ĥ is given by the symmetrized tensor trick: explicitly, ĥ(1S(U)) = 0
and







±Kτσ(xσ(1)) · · ·  τσ(xσ(j−1))h(xσ(j))xσ(j+1) · · · xσ(n),
where ±K is the Koszul sign associated to h, x1, . . . , xn 7→ xσ(1), . . . , xσ(j−1), h, xσ(j), . . . , xσ(n)
(keeping in mind that |h| = −1). This is both a semifull DG algebra contraction with respect to
the symmetric products and a semifull DG coalgebra contraction with respecto to the unshuffle
coproducts (in other words, we might call it a semifull DG bialgebra contraction).
Proof. The fact that (S(σ), S(τ), ĥ) defines a contraction of (S(U), d̃U ) onto (S(V ), d̃V ) is well
known, and in any case easy to show. Furthermore, it is clear that S(σ), S(τ) are both algebra
and coalgebra morphisms, which immediately implies some of the necessary relations. The only
relations to be shown which are not immediate are the following ones
ĥ ◦  ◦ (ĥ⊗ ĥ) = 0, ĥ ◦  ◦ (ĥ⊗ S(τ)) = 0, (ĥ⊗ ĥ) ◦∆ ◦ ĥ = 0, (ĥ⊗ S(σ)) ◦∆ ◦ ĥ = 0,
where  and ∆ are respectively the symmetric product and the unshuffle coproduct on S(U).
For the latter two, by a standard polarization argument it is enough to show them on elements
of the form xn, for some x ∈ U0 and n ≥ 1. In this case, we notice that
ĥ
(




h(x) τσ(x)i  xj
)
= 0,
for all i, j ≥ 0, since h2 = hτ = σh = 0 and h(x) h(x) = 0 by degree reasons. Thus, denoting







































h(x) τσ(x)r  xs
)
= 0.
The first two identities are shown similarly. First of all, it is enough to prove them on elements
























h(x) τσ(x)i  xj  τ(y)n
)
= 0,
once again, using the identities h2 = hτ = 0 and the fact that h(x)2 = h(y)2 = 0 by degree
reasons. 
We are ready to revisit the homotopy transfer Theorem 1.3 for L∞[1] algebras, providing a
new proof based on the results from this section. As presented here, the argument might seem
a bit circular, as we used Theorem 1.3 in the proof of Proposition 1.27: this issue is addressed
in the following Remark 1.46. For our purposes, this will serve more as a preparation for the
similar proofs of the homotopy transfer theorems for commutative BV∞ and IBL∞ algebras
(Theorems 2.14 and 3.6 respectively). We point out that a simpler proof of homotopy transfer
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for (curved) L∞[1] algebras can be given in the spirit of this paper, but avoiding the use of
Proposition 1.27 by replacing it with a much simpler argument: this will appear elsewhere [8].
Let (g, f, h) be a contraction of the complex (U, dU ) onto the one (V, dV ), and let Q be an
L∞[1] structure on U with linear part q1 = dU . There is an induced contraction (S(g), S(f), ĥ)
of (S(U), d̃U ) onto (S(V ), d̃V ) as in the previous lemma. Putting Q+ = Q− d̃U , and regarding
it as a perturbation of the differential d̃U on S(U), by the Standard Perturbation Lemma 1.29






S(τ) of the differential d̃V on S(V ),
as well as a perturbed contraction (G,F,H) of (S(U), Q) onto (S(V ), R := d̃V +R+).
Remark 1.44. By the previous Lemma 1.43, we know that (S(g), S(f), ĥ) is both a semifull
DG coalgebra contraction and a semifull DG algebra contraction of (S(U), d̃U ) onto (S(V ), d̃V ),
and since the perturbation Q+ is a coderivation of S(U), according to Lemmas 1.30 and 1.39
we know that (G,F,H) is both a semifull DG coalgebra contraction and a semifull algebra
contraction (not a semifull DG algebra contraction, though). For future reference, we also point




kĥ. Finally, we notice that since the subspace U ⊂ S(U) is in the
kernel of the perturbation Q+, we have H(x) =
∑
k≥0(ĥQ+)
kĥ(x) = h(x) ∈ U ⊂ S(U), ∀x ∈ U .
Theorem 1.45. In the previous hypotheses, R is an L∞[1] algebra structure on V , and G,F
are L∞[1] morphisms.
Proof. As observed in the previous remark, (G,F,H) is both a semifull DG coalgebra contraction
and a semifull algebra contraction. In particular, R is a coderivation and G : S(U) → S(V ) is
a morphism of graded coalgebras: in fact, the same computations as in the proof of Proposition
1.40 show that κco(G)2 = (GG)Kco(Q)2H = 0, hence G is a morphism of graded coalgebras,
and Kco(R)2 = (GG)Kco(Q)2F = 0, hence R is a coderivation.
It remains to show that F : S(V ) → S(U) is a morphism of graded coalgebras: this follows
from Proposition 1.27 and the above Lemmas 1.41 and 1.42. More precisely, starting with





 (x) = ∑
k≥0
(ĥQ+)
kf(x) = f(x) =: f1(x) ∈ U ⊂ S(U),
using Proposition 1.27, Lemmas 1.41, 1.42 and induction on n we see that




















hqk(fi1(xσ(1), . . .), . . . , fik(. . . , xσ(n))) =
=: fn(x1, . . . , xn) ∈ U ⊂ S(U).
Using Lemma 1.41 we can conclude that F is the morphism of graded coalgebras, and we also
recovered the usual recursion for its Taylor coefficients f1, . . . , fn, . . .. 
Remark 1.46. As the previous proof depends on Proposition 1.27, and in the claim of the
latter we invoke the homotopy transfer Theorem 1.3, the whole argument might seem circular.
A more careful look at the proofs shows that this is not really the case, as the only thing we
actually need from Proposition 1.27 are the recursions stated at the beginning of its proof, and
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the rest of said proof is just a (rather long) direct computation to prove these recursions, and
doesn’t actually depend on Theorem 1.3.
Remark 1.47. One might prove the homotopy transfer Theorem for L∞[−1] coalgebras along
the same lines. In fact, given an complexes (U, dU ) and (V, dV ) together with a contraction
(σ, τ, h) of U onto V , there is an induced contraction of Ŝ(U) onto Ŝ(V ) as in Lemma 1.43. Given
an L∞[−1] coalgebra structure on U , i.e., a DG algebra structure on Ŝ(U), we might regard it as
a perturbation of the differential induced by dU , and thus via the standard perturbation Lemma
there are induced a perturbed differential on Ŝ(V ) and a perturbed contraction (F,G,H) of Ŝ(U)
onto Ŝ(V ). Since the perturbation was an algebra derivation, it follows at once from Lemmas
1.43 and 1.30 (see also Remark 1.26) that the perturbed differential is an L∞[−1] coalgebra
structure on V , and that F : Ŝ(V )→ Ŝ(U) is a morphism of L∞[−1] coalgebras. The only thing
that requires a little more work is to show that G : Ŝ(U)→ Ŝ(V ) is also a morphism of L∞[−1]
coalgebras. This can be achieved along the lines of the previous proof: we leave details to the
interested reader.
2. Derived BV algebras
Commutative BV∞ algebras were introduced by O. Kravchenko [46] and have been applied in
several contexts, such as deformation quantization, quantum field theory and Poisson geometry,
just to name a few, see for instance [36, 20, 23, 24, 16, 65, 9, 18, 61, 48, 70] (in the references
[61, 48] they are called binary QFT algebras, but in fact the two notions seem to be equivalent).
As explained in the introduction, these are not homotopy BV algebras in the full operadic sense
[30], hence the name might be misleading. In the rest of the paper we shall call derived BV
algebras the commutative BV∞ algebras in the sense of Kravchenko, following a terminology
introduced in [7].
2.1. Derived BV algebras.
Definition 2.1. Let A be a graded commutative algebra and k ∈ Z be an odd integer. Let t
be a central variable of (even) degree 1 − k: we denote by A[[t]] the corresponding algebra of
formal power series. A degree k derived BV algebra structure on A is the datum of a degree one
K[[t]]-linear map ∆ =
∑
n≥0 t
n∆n ∈ Endu,K[[t]](A[[t]]) = K[[t]]⊗ Endu(A), |∆n| = 1 + n(k − 1),
such that
• ∆2 = 12 [∆,∆] = 0, which is equivalent to
∑n
i=0[∆i,∆n−i] = 0 for all n ≥ 0; and
• K(∆)n(a1, . . . , an) ≡ 0 (mod tn−1) for all n ≥ 2 and a1, . . . , an ∈ A.
Remark 2.2. It is easy to check that the last requirement is equivalent to ∆n ∈ Diffu,≤n+1(A)
for all n ≥ 0. For instance, K(∆)2(a, b) = K(∆0)2(a, b) + tK(∆1)2(a, b) + · · · ≡ K(∆0)2(a, b)
(mod t), thus
K(∆)2(a, b) ≡ 0 (mod t) ⇔ K(∆0)2(a, b) = 0 ⇔ ∆0 ∈ Diffu,≤1(A) = Der(A).
In general, if we assume that ∆i ∈ Diffu,≤(i+1)(A) for all i < n, this implies in particular that
K(∆i)n+2 = 0 for all i < n, and thus that
K(∆)n+2(a1, . . . , an+2) ≡ tnK(∆n)n+2(a1, . . . , an+2) (mod tn+1).
for all a1, . . . , an+2 ∈ A. Hence,
K(∆)n+2 ≡ 0 (mod tn+1) ⇔ K(∆n)n+2 = 0 ⇔ ∆n ∈ Diffu,≤(n+1)(A).
Remark 2.3. By definition, given a degree k derived BV algebra (A,∆), we have
K(∆)n(a1, . . . , an) ≡ tn−1K(∆n−1)n(a1, . . . , an) (mod tn).
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±Ktn−1K(∆n−i)n−i+1(K(∆i−1)i(aσ(1), . . . , aσ(i)), aσ(i+1), . . . , aσ(n)) (mod tn),
which is equivalent to say that the degree 1 + (n− 1)(k− 1) maps K(∆n−1)n : An → A, n ≥ 1,
define a structure of L∞[1] algebra on A[1−k]. Here we denote by ±K the Koszul sign associated
to the permutation a1, . . . , an 7→ aσ(1), . . . , aσ(n): notice that, since k is supposed to be odd, this
is the same whether we consider a1, . . . , an as elements of A or of A[1− k].
Furthermore, since by hypothesis K(∆n−1)n+1 = 0, the recursive formula (12) for the Koszul
brackets shows that
K(∆n−1)n(a1, . . . , an−1, bc) = K(∆n−1)n(a1, . . . , an−1, b)c+ (−1)|b||c|K(∆n−1)n(a1, . . . , an−1, c)b
for all n ≥ 1, a1, . . . , an−1, b, c ∈ A, i.e., the map K(∆n−1)n is a multiderivation for all n ≥ 1.
With the terminology of [7], this shows that the sequence of maps K(∆n−1)n, n ≥ 1, defines a
structure of degree k derived Poisson algebra on A.
Remark 2.4. We shall denote by BV [k](A) ⊂ Endu,K[[t]](A[[t]]) ∼= Endu(A)[[t]] the graded
subspace spanned by those ∆ =
∑
n≥0 t
n∆n such that ∆n ∈ Diffu,≤(n+1)(A), ∀n ≥ 1. It follows




⊂ Diffu,≤(k+j−1)(A) that BV [k](A) is
a graded Lie subalgebra of Endu,K[[t]](A[[t]]). The degree k derived BV algebra structures on A








n∆n ∈ BV [k](A), we denote by P(∆) ∈ Coder(S(A[1−k])) the coderivation
given in Taylor coefficients by
pP(∆) = (0,K(∆0)1, . . . ,K(∆n−1)n, . . .).
As in Remark 2.3, we notice that the Taylor coefficients K(∆n−1)n of P(∆) are multiderivations.
Moreover, denoting by P[k](A) ⊂ Coder(S(A[1 − k])) the subspace spanned by those coderiva-
tions whose Taylor coefficients are multiderivations (and vanishing on 1S(A[1−k])), it is easy to
check that P[k](A) is closed under the commutator brackets, hence a graded Lie subalgebra of
Coder(S(A[1 − k])). Finally, the same kind of computations as in Remark 2.3 show more in
general the following fact.
Proposition 2.5. The correspondence
P : BV [k](A)→ P[k](A) : ∆ 7→ P(∆)
is a morphism of graded Lie algebras.
We conclude this subsection by recalling the definition of Maurer-Cartan elements of a derived
BV-algebra (A,∆). For this, we assume that A is equipped with a complete filtration F •A which
is compatible with both the multiplicative structure and the BV operator ∆. We call (F •A,∆)
a complete derived BV algebra.
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+ a0 + ta1 + · · · ∈
1
t
A[[t]], ai ∈ Ai(k−1),
is a Maurer-Cartan element of A (cf. [20]) if
∆(ea) = 0,




K(∆)n(a, . . . , a) = 0.
Here we consider the algebras K((t)) = ∪n∈Z tnK[[t]], A((t)) = ∪n∈Z tnA[[t]] of formal Laurent
series, and we continue to denote by ∆ : A((t)) → A((t)) and K(∆)n : A((t))n → A((t)) the
K((t))-linear extensions of ∆ and its Koszul brackets.








K(∆n−1)n(a−1, . . . , a−1) + terms in A[[t]].
In other words, a−1 ∈ A1−k has to be a Maurer-Cartan element of the associated derived Poisson
algebra (A,P(∆)).
2.2. Morphisms of derived BV algebras.
Definition 2.7. Given a pair of degree k derived BV algebras (A,∆), (B,∆′), a morphism
between them is a degree zero map f ∈ Hom0u,K[[t]](A[[t]], B[[t]]) such that
• f ◦∆ = ∆′ ◦ f ;
• κ(f)n(a1, . . . , an) ≡ 0 (mod tn−1) for all n ≥ 2 and a1, . . . , an ∈ A.
Our first aim is to provide some justification for the previous definition, which, to the best of
our knowledge, hasn’t appeared before in the literature1. Of course, the first thing we need to
show is the following proposition, saying that with the above definition of morphisms, degree k
derived BV algebras form indeed a category.
Proposition 2.8. Given deree k derived BV algebras (A,∆), (B,∆′) and (C,∆′′), together with
morphisms f : A[[t]] → B[[t]] and g : B[[t]] → C[[t]] of derived BV algebras, the composition
gf : A[[t]]→ C[[t]] is a morphism of derived BV algebras.
Proof. This follows from Proposition 1.16, which shows










κ(f)i1(aσ(1), . . .), . . . , κ(f)ik(. . . , aσ(n))
)
for all a1, . . . , an ∈ A, where as usual we denote by ±K the Koszul sign associated with
a1, . . . , an 7→ aσ(1), . . . , aσ(n).
The above formula shows immediately that if
κ(f)ij (a
′
1, . . . , a
′
ij ) ≡ 0 (mod t
ij−1) and κ(g)k(b1, . . . , bk) ≡ 0 (mod tk−1)
for all 1 ≤ j ≤ k, a′1, . . . , a′ij ∈ A, b1, . . . , bk ∈ B, then κ(gf)n(a1, . . . , an) ∼= 0 (mod t
n−1) for all
a1, . . . , an ∈ A. 
1Actually, after a first draft of this paper was ready, we learned that the same definition has been considered
(with a different terminology) by J.-S. Park [61].
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A more convincing justification comes from the following proposition (analogous to [7, Propo-
sition 2.11]), which shows that (formally) the exponential group of the Lie algebra BV [k](A)0
from the previous Remark 2.4 identifies with the group of K[[t]]-module automorphisms of A[[t]]
satisfying the second condition from the previous Definition 2.7 (and preserving the unit 1A[[t]]).
In the framework of deformation theory (see [51]), given a derived BV algebra (A,∆), this
shows that the DG Lie algebra
(
BV [k](A), [∆,−], [−,−]
)
controls the deformations of (A,∆) in
the category of derived BV algebras.
Given ∆ ∈ End0u,K[[t]](A[[t]]), we consider the associated formal flow exp(s∆): to avoid con-
vergence issues, we consider the parameter s as a central variable of degree 0, and the formal
flow exp(s∆) ∈ Homu,K[[s,t]](A[[s, t]], A[[s, t]]) as a K[[s, t]]-linear endomorphism of the algebra
of formal power series A[[s, t]].
Proposition 2.9. Given ∆ ∈ End0u,K[[t]](A[[t]]), we have
κ(exp(s∆))n(a1, . . . , an) ≡ 0 (mod tn−1)
for all n ≥ 2 and a1, . . . , an ∈ A, if and only if
K(∆)n(a1, . . . , an) ≡ 0 (mod tn−1)
for all n ≥ 2 and a1, . . . , an ∈ A, that is, if and only if ∆ ∈ BV [k](A)0.
Proof. To simplify notations, we denote by κ(s) := κ(exp(s∆)) = exp(sK(∆)), where the second
identity follows from Proposition 1.22. Denoting as usual by p : S(A[[t]]) → A[[t]] the natural
projection, we see that
(29) ∂s
(



























κ(s)i1(aσ(1), . . .), . . . , κ(s)ik(. . . , aσ(n))
)
.
First we assume that κ(s)n ≡ 0 (mod tn−1), ∀n ≥ 2, and show that K(∆)n ≡ 0 (mod tn−1),
∀n ≥ 2, by induction on n. Suppose inductively that we have shown K(∆)i ≡ 0 (mod ti−1) for
all i < n. Using the above Equation 29 together with the inductive hypothesis we see that
0 ≡ ∂s
(
κ(s)n(a1, . . . , an)
)
(mod tn−1) ≡ K(∆)n
(
κ(s)1(a1), . . . , κ(s)1(an)
)
(mod tn−1),
for all a1, . . . , an ∈ A. Since κ(s)1 = exp(s∆) is an isomorphism, this shows that K(∆)n ≡ 0
(mod tn−1), and completes the inductive step.
Next we assume K(∆)n ≡ 0 (mod tn−1), ∀n ≥ 2, and show that κ(s)n ≡ 0 (mod tn−1),
∀n ≥ 2, once again by induction on n. Suppose inductively that κ(s)i ≡ 0 (mod ti−1) for all
i < n: together with Equation (29), this implies that
∂s
(




κ(s)n(a1, . . . , an)
)
(mod tn−1) ≡ ∆
(










κ(s)n(a1, . . . , an)
)
(mod tn−1). Expanding κ(s)n(a1, . . . , an)
in formal Taylor series with respect to s, and noticing that κ(0)n = 0 for all n ≥ 2, we conclude
that





∆k (κ(0)n(a1, . . . , an)) (mod t
n−1) ≡ 0 (mod tn−1).

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In the following proposition, we promote the correspondence between derived BV algebras
and derived Poisson algebras explained in the previous Remark 2.3 to a full-fledged functor
(morphisms of derived Poisson algebras were introduced in [7]).
Proposition 2.10. Given a pair of degree k derived BV algebras (A,∆), (B,∆′) and a morphism
f : A[[t]]→ B[[t]] between them, the maps P(f)n : An → B, n ≥ 1, defined by the identities
κ(f)n(a1, . . . , an) ≡ tn−1P(f)n(a1, . . . , an) (mod tn)
for all a1, . . . , an ∈ A, induce a morphism P(f) : (S(A[1 − k]),P(∆)) → (S(B[1 − k]),P(∆′))
between the associated degree k derived Poisson algebras A and B.























P(∆)i(aσ(1), . . .), . . . , aσ(n)
)
(mod tn),





























P(f)i1(aσ(1), . . .), . . . ,P(f)ik(. . . , aσ(n))
)
(mod tn),
Since by hypothesis f ◦∆ = ∆′◦f , using Proposition 1.21 we have κ(f)◦K(∆) = K(∆′)◦κ(f).




















P(f)i1(aσ(1), . . .), . . . ,P(f)ik(. . . , aσ(n))
)
for all n ≥ 1 and a1, . . . , an ∈ A, i.e., P(f) : (S(A[1 − k]),P(∆)) → (S(B[1 − k]),P(∆′)) is an
L∞[1] morphism.
Furthermore, using the recursion (8) for the cumulants, we have
0 ≡ κ(f)n+2(. . . , b, c) (mod tn+1)
≡ tn













±KP(f)i+1(aσ(1), . . . , aσ(i), b)P(f)n−i+1(aσ(i+1), . . . , aσ(n), c)
for all n ≥ 0 and a1, . . . , an, b, c ∈ A. This is precisely the additional requirement the Taylor
coefficients P(f)n have to satisfy in order for P(f) to define a morphism of derived Poisson
algebras, see [7, §2.2]. 
Remark 2.11. Putting f =
∑
n≥0 t
nfn, where fn ∈ Homn(k−1)(A,B), f0(1A) = 1B, fn(1A) = 0
for n ≥ 1, we can write down the conditions for f to be a morphism of derived BV algebras






∆′i ◦ fn−i, ∀n ≥ 0.
On the other hand, the second condition in Definition 2.7 translates into a hierarchy of identities,
the first three being
f0(ab) = f0(a)f0(b),
f1(abc) = f1(ab)f0(c) + f1(ac)f0(b) + f1(bc)f0(a)
− f1(a)f0(b)f0(c)− f1(b)f0(a)f0(c)− f1(c)f0(a)f0(b),
f2(abcd) = f2(abc)f0(d) + f2(abd)f0(c) + f2(acd)f0(b) + f2(bcd)f0(a)
+ f1(ab)f1(cd) + f1(ac)f1(bd) + f1(ad)f1(bc)
− f2(ab)f0(c)f0(d)− f2(ac)f0(b)f0(d)− f2(ad)f0(b)f0(c)
− f2(bc)f0(a)f0(d)− f2(bd)f0(a)f0(c)− f2(cd)f0(a)f0(b)
− f1(ab)f1(c)f0(d)− f1(ab)f1(d)f0(c)− f1(ac)f1(b)f0(d)− f1(ac)f1(d)f0(b)
− f1(ad)f1(b)f0(c)− f1(ad)f1(c)f0(b)− f1(bc)f1(a)f0(d)− f1(bc)f1(d)f0(a)
− f1(bd)f1(a)f0(c)− f1(bd)f1(c)f0(a)− f1(cd)f1(a)f0(b)− f1(cd)f1(b)f0(a)
+ f2(a)f0(b)f0(c)f0(d) + f2(b)f0(a)f0(c)f0(d) + f2(c)f0(b)f0(a)f0(d) + f2(d)f0(b)f0(c)f0(a)
+ f1(a)f1(b)f0(c)f0(d) + f1(a)f1(c)f0(b)f0(d) + f1(a)f1(d)f0(b)f0(c)
+ f1(b)f1(c)f0(a)f0(d) + f1(b)f1(d)f0(a)f0(c) + f1(c)f1(d)f0(a)f0(b),
· · ·
for all a, b, c, d ∈ A. Notice that κ(f)n+1 ≡ 0 (mod tn) automatically implies κ(f)N ≡ 0
(mod tn) for all N > n (by the recursion (8) and a straightforward induction), thus, given the
first (n− 1) identities, the condition κ(f)n+2 ≡ 0 (mod tn+1) translates into a single additional
identity on f0, . . . , fn. In fact, we are imposing that the coefficient of t
i in the expansion of
κ(f)n+2(a1, . . . , an+2) ∈ A[[t]] vanishes for all i ≤ n and a1, . . . , an+2 ∈ A: but for i < n this
already follows from the first (n − 1) identities, thus we only need to look at the coefficient of
tn. Essentially, the n-th identity shows how to express fn(a1 · · · an+2) as a linear combination of
products of the form fi1(aσ(1) · · · aσ(k1)) · · · fij (aσ(n−kj+3) · · · aσ(n+2)) with j ≥ 2, i1+· · ·+ij = n,
i1 ≥ · · · ≥ ij ≥ 0, k1+· · ·+kj = n+2 , 1 ≤ k1 ≤ i1+1, . . . , 1 ≤ kj ≤ ij+1, and σ ∈ S(k1, . . . , kj).
Another important property is that Maurer-Cartan elements can be pushed forward along
morphism of derived BV algebras.
Proposition 2.12. Given a pair of complete derived BV algebras (A,∆), (B,∆′), a continuous
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1






κ(f)n(a, . . . , a)
is a Maurer-Cartan element of B (where we continue to denote by κ(f)n : A((t))
n → B((t))
the K((t))-linear extension of the cumulants of f). Moreover, b−1 is the push-forward of the
Maurer-Cartan element a−1 along the morphism P(f) : (A,P(∆)) → (B,P(∆′)) of derived
Poisson algebras from the previous Proposition 2.10.
Proof. The Koszul brackets K(∆)n define an L∞[1] algebra structures on A((t)). Denoting by
MCBV (A) the set of Maurer-Cartan elements of the derived BV algebra A, as in Definition 2.6,
and by MCL∞[1](A((t))) the set of Maurer-Cartan elements of the L∞[1] algebra A((t)), we have
by definition MCBV (A) = MCL∞[1](A((t)))
⋂ 1
tA[[t]]. Similarly for B.
According to Proposition 1.21, the cumulants κ(f)n : A((t))
n → B((t)) induce a morphism
of L∞[1] algebras from A((t)) to B((t)). In particular, they induces a push-forward





κ(f)n(x, . . . , x)
between the sets of Maurer-Cartan elements.
Finally, given a Maurer-Cartan element a =
∑
i≥−1 t
iai ∈ MCBV (A) of the derived BV algebra









P(f)n(a−1, . . . , a−1) + terms in B[[t]].
This shows b := MC(f)(a) ∈ MCL∞[1](B((t)))
⋂ 1
tB[[t]] = MCBV (B), as well as the last claim.

In [20] the authors introduced and studied morphisms between derived BV algebras, but only
when the source derived BV algebra is free as a graded commutative algebra. We close this
subsection by comparing the previous Definition 2.7 of morphism with the one from [20], in the
situations when the latter applies. We shall see that the two definitions are equivalent: more
precisely, there is a bijective correspondence (given by the exponential and logarithm in the
convolution algebra, see below) between morphism of derived BV algebras in our sense and in
the sense of [20].
Given a graded vector space U and a unitary graded commutative algebra B, the graded
cocommutative coalgebra structure on S(U) given by the unshuffle coproduct induces a unitary
graded commutative algebra structure on Hom(S(U), B[[t]]), via the convolution product ?, cf.
Subsection 1.5.
Given derived BV algebra structures ∆,∆′ on S(U) and B respectively, then, according to
the definition given in [20], a map ϕ ∈ Hom0(S(U), B[[t]]) such that ϕ(1S(U)) = 0 defines a
morphism of derived BV algebras if the following conditions are satisfied:
• exp?(ϕ) ◦∆ = ∆′ ◦ exp?(ϕ), where we continue to denote by exp?(ϕ) : S(U)[[t]]→ B[[t]]
the K[[t]]-linear extension of exp?(ϕ);
• writing ϕ =
∑
n≥0 t
nϕn, then ϕn vanishes on S>n+1(U) = ⊕i≥n+2Un for all n ≥ 0.
Proposition 2.13. . In the previous situation, ϕ defines a morphism of derived BV algebras
according to the definition from [20] if and only if exp?(ϕ) defines a morphism of derived BV
algebras according to Definition 2.7.
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Proof. As already observed in the proof of Lemma 1.41, given f ∈ Hom0u(S(U), B[[t]]), we have
(30) log?(f)(x1  . . . xn) = κ(f)n(x1, . . . , xn)
for all n ≥ 1 and x1, . . . , xn ∈ U ⊂ S(U), as can be seen via a direct computation using the
formula (7) for the cumulants. In other words, denoting by i : U → S(U) and p : S(B) → B
the natural inclusion and projection respectively (as well as their K[[t]]-linear extension), the










If exp?(ϕ) is a morphism of derived BV algeras in the sense of Definition 2.7, then the above
identity (30) shows that
ϕ(x1  · · ·  xn) = log?(exp?(ϕ))(x1  · · ·  xn) = κ(exp?(ϕ))n(x1, . . . , xn) ≡ 0 (mod tn−1),
hence that ϕi(x1  · · ·  xn) = 0 for i < n− 1, as desired.
Conversely, we want to show that if ϕ is a morphism in the sense of [20], that is, it satisfies the
two conditions stated before the proposition, then exp?(ϕ) is a morphism in our sense. Since the
first condition from Definition 2.7 is satisfied by hypothesis, we only have to show the second
condition, that is,
(32) κ(exp?(ϕ))n(X1, . . . , Xn) ≡ 0 (mod tn−1), ∀ n ≥ 1, X1 ∈ Ui1 , . . . , Xn ∈ Uin .
The recursion (8) and a straightforward induction show that for any pair of graded commutative
algebras A,B and f ∈ Hom0u(A,B), we have κ(f)n(a1, . . . , an) = 0 whenever ai = 1A for some
1 ≤ i ≤ n. In particular, we only have to show (32) for i1, . . . , in ≥ 1: we shall proceed by
induction on i1 + · · · + in − n. If this quantity is zero then i1 = · · · = in = 1, and the same
reasoning as in the first part of the proof (using (30) and the hypotheses on ϕ) shows the
desired result. Otherwise, it is not restrictive to assume in > 1 and that there is a non-trivial
factorization Xn = X
′
n X ′′n for some X ′n ∈ Uj1 , X ′′n ∈ Uj2 , j1, j2 ≥ 1, j1 + j2 = in. Using the
recursion (8) for the cumulants,









±Kκ(exp?(ϕ))k+1(Xσ(1), . . . , Xσ(k), X ′n)κ(exp?(ϕ))n−k(Xσ(k+1), . . . , Xσ(n−1), X ′′n).
Since(




iσ(k+1) + · · ·+ iσ(n−1) + j2 − n+ k
)
=
= i1 + · · ·+ in−1 + j1 + j2 − n− 1 = i1 + · · ·+ in − n− 1 < i1 + · · ·+ in − n,
we can apply the inductive hypothesis to the right hand side of the previous identity (33) to
deduce that it is congruent to zero modulo tn−1, as desired. 
2.3. Homotopy transfer for derived BV algebras. Our aim in this subsection is to show
that derived BV algebra structures can be transferred along semifull DG algebra contractions
(Definition 1.25). An analogous homotopy transfer theorem for derived Poisson algebras was
proved in [7, Theorem 2.18].
Given a pair of DG commutative algebras (A, dA) and (B, dB) and a contraction (σ, τ, h) of A
onto B, by abuse of notations we shall continue to denote by (σ, τ, h) the induced contraction
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(idK[[t]]⊗σ, idK[[t]]⊗τ, idK[[t]]⊗h) of (A[[t]], idK[[t]]⊗dA) onto (B[[t]], idK[[t]]⊗dB). Given a degree
k derived BV algebra structure ∆ =
∑
n≥0 t




n∆n. Considering ∆+ as a perturbation of the differential dA on A[[t]], we























of (A[[t]],∆) onto (B[[t]],∆′ := dB + ∆
′
+).
Theorem 2.14. In the above hypotheses, if the contraction (σ, τ, h) is a semifull DG algebra
contraction, then ∆′ is a degree k derived BV algebra structure on B, and τ̆ is a morphism of
derived BV algebras from (B,∆′) to (A,∆). Furthermore, the induced degree k derived Poisson
algebra structure P(∆′) on B and the induced morphism P(τ̆) : (B,P(∆′)) → (A,P(∆)) of
derived Poisson algebras coincide with those induced via homotopy transfer from the derived
Poisson algebra structure P(∆) on A, as in [7, Theorem 2.18].
Proof. The relations (∆′)2 = 0, τ̆ ◦ ∆′ = ∆ ◦ τ̆ , are satisfied by the standard perturbation
Lemma. If (σ, τ, h) is a semifull DG algebra contraction, according to Lemma 1.30 the perturbed
contraction (σ̆, τ̆ , h̆) is a semifull algebra contraction of (A[[t]],∆) onto (B[[t]],∆′) (not a semifull
DG algebra contraction, though). The rest of the theorem follows easily from (the proof of)
Proposition 1.27, which shows that the cumulants κ(τ̆)n and the Koszul brackets K(∆′)n obey
the recursions











κ(τ̆)i1(xσ(1) . . .), . . . , κ(τ̆)ik(. . . , xσ(n))
)
,











κ(τ̆)i1(xσ(1) . . .), . . . , κ(τ̆)ik(. . . , xσ(n))
)
,
for all x1, . . . , xn ∈ B[[t]].
The above formulas and a straightforward induction on n, together with the fact that ∆ is a
derived BV algebra structure on A, show that κ(τ̆)n ≡ 0 (mod tn−1), K(∆′)n ≡ 0 (mod tn−1)
for all n ≥ 2, that is, ∆′ is a derived BV algebra structure on B and τ̆ is a morphism of
derived BV algebras. In fact, if we assume inductively to have shown that κ(τ̆)i(x1, . . . , xi) ≡
ti−1P(τ̆)i(x1, . . . , xi) (mod ti) (for certain maps P(τ̆)i : Bi → A) for all x1, . . . , xi ∈ B and
i < n, we see that




























P(τ̆)i1(xσ(1) . . .), . . . ,P(τ̆)ik(. . . , xσ(n))
)
(mod tn)
This proves the inductive step, and thus completes the proof that ∆′ is a derived BV algebra
structure and τ̆ : B[[t]]→ A[[t]] a morphism of derived BV algebras. Furthermore, it shows that
the Taylor coefficients of P(τ̆) and P(∆′) obey the recursions











P(τ̆)i1(xσ(1) . . .), . . . ,P(τ̆)ik(. . . , xσ(n))
)
,











P(τ̆)i1(xσ(1) . . .), . . . ,P(τ̆)ik(. . . , xσ(n))
)
.
In other words, the induced L∞[1] algebra structure P(∆′) on B[1− k] and the induced L∞[1]
morphism P(τ̆) : (S(B[1 − k]),P(∆′)) → (S(A[1 − k]),P(∆)) coincide with those obtained by
transferring the L∞[1] algebra structure P(∆) on A[1− k] along the contraction (σ, τ, h), as in
Theorem 1.3, which is precisely what we needed to show in order to prove the last claim of the
theorem (see [7]). 
In the same hypotheses as in the previous Theorem 2.14, we assume moreover that A is
equipped with a complete filtration making it into a complete derived BV algebra, and that
h, τσ are continuous with respect to this filtration. Then it is easy to check that (B,∆′) is a
complete derived BV algebra with respect to the induced filtration (i.e., the only one making
σ and τ continuous) and that τ̆ : B[[t]] → A[[t]] is continuous. In this situation we might
consider the Maurer-Cartan sets MCBV (A) := MCL∞[1](A((t))) ∩
1
tA[[t]] and MCBV (B) :=
MCL∞[1](B((t)))∩
1
tB[[t]] (cf. the proof of Proposition 2.12 for the notations). Since (σ̆, τ̆ , h̆) is
a semifull algebra contraction of (A((t)),∆) onto (B((t)),∆′), according to Proposition 1.27 the
Koszul brackets K(∆′)n : B((t))n → B((t)) and the cumulants κ(τ̆)n : B((t))n → A((t)) are
induced via homotopy transfer from the Koszul brackets K(∆)n : A((t))n → A((t)) along the
contraction (σ̆, τ̆ , h̆), which was the key point in the proof of the previous theorem. Applying the
formal Kuranishi Theorem 1.7, together with Proposition 2.12, we obtain the following result.
Theorem 2.15. In the above hypotheses, there is a bijective correspondence
MCBV(B) ∼= MCBV(A) ∩Ker(h̆).
In one direction it’s given by the push-forward MC(τ̆) : MCBV (B) → MCBV (A) along the
continuous morphism of complete derived BV algebras τ̆ : (B,∆′) → (A,∆); in the other
direction, it sends a ∈ MCBV (A) ∩Ker(h̆) to the Maurer-Cartan element σ̆(a) ∈ MCBV (B).
2.4. Derived BV coalgebras.
Definition 2.16. A degree k derived BV coalgebra is a (cocommutative, et cet.) graded coal-
gebra C together with a degree one K[[t]]-linear (where t is again a central variable of degree
1− k) endomorphism δ ∈ End1cu,K[[t]](C[[t]]) such that δ2 = 0 and
Kco(δ)n ≡ 0 (mod tn−1) for all n ≥ 2,
where the last condition is equivalent to δ =
∑
n≥0 t
nδn and δn ∈ coDiffcu,≤(n+1)(C) for all n ≥ 0
(see Definition 1.36).
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Given a pair of degree k derived BV coalgebras (C, δ) and (D, δ′), a morphism between them
is a K[[t]]-linear morphism f ∈ Hom0cu,K[[t]](C[[t]], D[[t]]) such that f ◦ δ = δ′ ◦ f and
κco(f)n ≡ 0 (mod tn−1) for all n ≥ 2.
As in Proposition 2.8, with the above definitions degree k derived BV coalgebras form a
category. Likewise, the various results from the previous subsections admit dual versions in the
context of derived BV coalgebras.
We are particularly interested in the Homotopy Transfer Theorem 2.14 and Proposition 2.13.
For the former, given a derived BV coalgebra (C, δ) together with a semifull DG coalgebra con-




of idK[[t]] ⊗ dC induces (via the standard Perturbation Lemma 1.29) a perturbed differential δ′
on D[[t]], together with a perturbed contraction (σ̆, τ̆ , h̆) of (C[[t]], δ) onto (D[[t]], δ′).
Theorem 2.17. In the above hypotheses, δ′ is a derived BV coalgebra structure on D, and σ̆
is a morphism of derived BV coalgebras.
Proof. This is shown as in the proof of Theorem 2.14, using Proposition 1.40 in place of Propo-
sition 1.27. 
Let (C, δ) be a derived BV coalgebra, and (S(V ), δ′) a second derived BV coalgebra whose
underlying graded coalgebra is cofree. The graded cocommutative coalgebra structure on C and
the symmetric algebra structure on S(V )[[t]] induce a graded commutative algebra structure on
Hom(C, S(V )[[t]]) ∼= Hom(C, S(V ))[[t]] via the convolution product ?. We denote the unit in
this algebra by ε : C → S(V )[[t]]: it is the map sending 1C to 1S(V ) and c ∈ C to zero. As in




n (f − ε)
?n.
In the following lemma we give necessary and sufficient conditions for f : C[[t]] → S(V )[[t]] to
be a morphism of derived BV coalgebras. More precisely, we show that this is equivalent to
f ◦ δ = δ′ ◦ f and item (b) in the claim of the following lemma: this should be compared with
Proposition 2.13. When the source DG coalgebra C is also cofree, we give further equivalent
conditions (items (c) and (d) in the claim of the following lemma), this time in terms of the
cumulants κ(f)k, k ≥ 1. This should be compared with Lemma 1.41, and will play a similar
role in the proof of the homotopy transfer Theorem 3.6 for IBL∞ algebras as the latter did in
the proof of Theorem 1.45.




nfn ∈ Hom0(C, S(V )[[t]]) such that f(1C) = 1S(V ), if furthermore (the K[[t]]-linear
extension of) f satisfies f ◦ δ = δ′ ◦ f , then the following conditions are equivalent (where we




(a) f is a morphism of derived BV-coalgebras;
(b) Im(ϕi) ⊂ S≤(i+1)(V ) := ⊕i+1j=0V j, ∀ i ≥ 0.
If moreover C = S(U) is also cofree, these are further equivalent to any of the following:
(c) κ(f)k(U, . . . , U) ⊂ ⊕n≥0tnS≤(n+1)(V ) for all k ≥ 1;
(d) κ(f)k(S≤i1(U), . . . , S≤ik(U)) ⊂ ⊕n≥0tnS≤(i1+···+ik−k+n+1)(V ) for all k, i1, . . . , ik ≥ 1.
Proof. We denote by i : C → S(C) and p : S(V ) → V the natural inclusion and projection












which is dual to the one (31), and can be similarly shown by a direct computation. In particular,





If f is a morphism of derived BV coalgebras, then the above identity shows that the composition
of ϕ with the natural projection S(V )[[t]]  V n[[t]] vanishes modulo tn−1 for all n ≥ 2, or in
other words that the composition C
ϕi−→ S(V )  V n vanishes whenever i < n−1, which shows
that (a) implies (b).
The converse statement can be shown by dualizing the inductive argument in the proof of
Proposition 2.13, using the recursion for the cocumulants explained in Remark 1.32. More
precisely, denoting by pi : S(V )→ V i the natural projection, then by definition f is a morphism
of derived BV coalgebras if and only if κco(f)n ≡ 0 (mod tn−1) for all n ≥ 2 if and only if
(35) (pi1  · · ·  pin)κco(f) ≡ 0 (mod tn−1)
for all n ≥ 2 and i1, . . . , in ≥ 1. If (a) holds, then by the above commutative diagram (34)
equation (35) is true for i1 = · · · = in = 1. To show that is true in general, one uses induction
on i1 + · · ·+ in − n and the recursion for the cocumulants from Remark 1.32. We leave details
to the reader, cf. also the proof of the following Lemma 3.2.
This concludes the proof that (a) is equivalent to (b).
Next we assume that C = S(U) is cofree.
The equivalence between (c) and (d) can be seen by induction on i1 + · · ·+ ik − k, using the
recursion (8) for the cumulants in a similar way as what we did in order to conclude the proof
of Proposition 2.13.
To show that (c) is equivalent to (b), we put together the previous commutative diagrams
(31) and (34) to conclude that the following one is also commutative
(36) S(S(U))














κ(f)k(x1, . . . , xk) = ϕ(x1  · · ·  xk) =
∑
n≥0
tnϕn(x1  · · ·  xk),
for all k ≥ 1 and x1, . . . , xk ∈ U . Thus item (c) is equivalent to Im(ϕn) ⊂ S≤(n+1)(V ) for all
n ≥ 0, which is precisely item (b). 
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3. Homotopy transfer for IBL∞ algebras
IBL∞ algebras (short for Involutive Lie Bialgebras up to coherent homotopies) were intro-
duced in the paper [21], with applications to string topology, symplectic field theory and La-
grangian Floer theory, and have been further investigated in several other papers since then, for
instance [18, 57, 25, 39, 58, 41, 59, 22, 40].
3.1. IBL∞[1] algebras. We shall work with the following definition of IBL∞[1] algebra, which
is slightly different from (and in a certain sense dual to) the one usually appearing in the
literature (see Remark 3.4 for a comparison).
Definition 3.1. An IBL∞[1] algebra structure on a graded space U is a degree (−1) derived
BV coalgebra structure δ on the symmetric coalgebra S(U) .
Given a pair of IBL∞[1]-algebras (U, δ) and (V, δ
′), an IBL∞[1] morphism between them is
a morphism of derived BV coalgebras f : S(U)[[t]]→ S(V )[[t]].
In the following lemma, given a graded space U together with a K[[t]]-linear differential δ =∑
n≥0 t
nδn on S(U)[[t]], we give necessary and sufficient conditions in order for δ to define an
IBL∞[1] algebra structure on U in terms of the associate Koszul brackets K(δn)k, n ≥ 0, k ≥ 1.
This result in analogous to Lemma 2.18 from the previous section, and should also be compared
with Lemma 1.42: as in the proof of the latter, we will denote by
s : S(U)→ S(U) : x1  · · ·  xn → (−1)nx1  · · ·  xn
the antipode in the Hopf algebra S(U) (as well as its K[[t]]-linear extension).
Lemma 3.2. Given a graded space U and δ =
∑
n≥0 t
nδn ∈ End1u,K[[t]](S(U)[[t]]) such that




and the convolution product is computed in Hom(S(U), S(U)[[t]])):
(a) δ defines an IBL∞[1] algebra structure on U ;
(b) Im(ϕn) ⊂ S≤(n+1)(U), ∀ i ≥ 0;
(c) K(δn)k(U, . . . , U) ⊂ S≤(n+1)(U) for all n ≥ 0, k ≥ 1;








tnKco(δn)k ≡ 0 (mod tk−1)
for all n ≥ 0, k ≥ 2, that is, if and only if Kco(δn)k = 0 whenever n < k−1. As in the claim of the
lemma, we put δ ? s =: ϕ =
∑
n≥0 t
nϕn: then ϕn = δn ? s. We have the following commutative















where the commutativity of the top square was already observed in the proof of Lemma 1.42,
and the commutativity of the bottom square can be similarly shown by a direct computation.
Using this, we can proceed as in the proof of Lemma 2.18.
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If δ is a derived BV-coalgebra structure, i.e., if Kco(δn)k = 0 for all 0 ≤ n ≤ k − 2, then
the above shows that the composition of ϕn = δn ? s and the projection S(V ) → V k vanishes
whenever k > n+ 1: thus Im(ϕn) ⊂ S≤(n+1)(U), showing that (a) implies (b).
Conversely, assume that (b) holds: we need to show that Kco(δn)k = 0 if k > n + 1. We
shall use the recursion for the Koszul cobrackets explained in Remark 1.34. Thus, considering
the maps K̃co(δn)k : S(U) → S(U)⊗k introduced there, and denoting by pi : S(U) → Ui the
natural projection, we need to show that
(38) (pi1 ⊗ · · · ⊗ pik)K̃
co(δn)k = 0
for all k > n + 1 and i1, . . . , ik ≥ 1. We shall proceed by induction on i1 + · · · + ik − k. If
this quantity is zero, then i1 = · · · = ik = 1 and the thesis follows from (b) and the above
commutative diagram (37). Otherwise, it is not restrictive to assume ik > 1: this follows
from the fact, already observed in Remark 1.34, that the image of K̃co(δn)k is contained in the
Sk-invariant part of S(U)
⊗k. When ik > 1, Equation (38) is equivalent to







where we denote by ∆ the reduced coproduct on S(U). Using the recursion from Remark 1.34
(cf. also Remark 1.35 and the discussion at the end of Remark 1.33), we see that





Finally, using the inductive hypothesis we have (pi1 ⊗ · · · ⊗ pik−1 ⊗ pj1 ⊗ pj2)K̃co(δn)k+1 = 0, as
well as






= (pi1 ⊗ · · · ⊗ pik−1 ⊗ pj1)K̃
co(δn)k ⊗ pj2 + τk,k+1
(




This concludes the proof of the equivalence between (a) and (b).
The equivalence netween (b) and (c) follows from the top square in the above commutative
diagram (37), which shows that
K(δn)k(x1, . . . , xk) = ϕn(x1  · · ·  xk), ∀ k ≥ 1, x1, . . . , xk ∈ U.
Finally, the equivalence between (c) and (d) can be seen by induction on i1 + · · · + ik − k.
When i1 + · · · + ik − k = 0 then i1 = · · · = ik = 1, and (d) reduces to (c). Otherwise, given
X1 ∈ Uii , . . . , Xk ∈ Uik , it is not restrictive to assume ik > 1 and Xk = X ′k X ′′k for some
X ′k ∈ Uj1 , X ′′k ∈ Uj2 , j1, j2 ≥ 1, j1 + j2 = ik. Using the recursion (12) for the Koszul brackets,
we see that
K(δn)k(X1, . . . , Xk) = K(δn)k+1(X1, . . . , Xk−1, X ′k, X ′′k )+
+K(δn)k(X1, . . . , Xk−1, X ′k)X ′′k ±K K(δn)k(X1, . . . , Xk−1, X ′′k )X ′k,
and the right hand side of the above identity belongs to S≤i1+···+ik−k+n+1(U) by the inductive
hypothesis. 
Remark 3.3. Given a graded space U , we denote by IBL(U) ⊂ S(U)[[t]] the subspace
IBL(U) := ⊕n≥0tnS≤(n+1)(U).
We observe that if δ =
∑
n≥0 t
nδn : S(U)[[t]] → S(U)[[t]] is an IBL∞[1] algebra structure on
U , then the Koszul brackets K(δ)k preserve the subspace IBL(U), i.e., they restrict to maps
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K(δ)k : IBL(U)k → IBL(U) inducing an L∞[1] algebra structure on IBL(U). In fact, given





i ∈ S≤(i+1)(U). Then
K(δ)k(x1, . . . , xk) =
∑
n,i1,...,ik≥0




since by item (d) in the previous lemma we have K(δn)k(x1i1 , . . . , x
k
ik
) ∈ S≤n+i1+···+ik+1(U) for
all n, i1, . . . , ik ≥ 0.
If (U, δ), (V, δ′) are IBL∞[1] algebras and f : S(U)[[t]]→ S(V )[[t]] is an IBL∞[1] morphism,
the cumulants of f restrict to maps κ(f)n : IBL(U)
n → IBL(V ), which are the Taylor
coefficients of an L∞[1] morphism κ(f) : (IBL(U),K(δ)) → (IBL(V ),K(δ′)). In fact, with the
same notations as before,





i1 , . . . , x
k
ik
) ∈ IBL(V )
since by item (d) in Lemma 2.18 we have κ(f)k(x
1
i1
, . . . , xkik) ∈ ⊕n≥0 t
nS≤n+i1+···+ik+1(V ) for all
i1, . . . , ik ≥ 0.
Remark 3.4. Given an IBL∞[1] algebra structure δ =
∑
n≥0 t
nδn : S(U)[[t]] → S(U)[[t]],
according to Definition 2.16 we have δ(1S(U)) = 0. Moreover, according to Lemma 3.2 we have
K(δ)i(x1, . . . , xi) ∈ ⊕n≥0tnSn+1(U) for all i ≥ 1 and x1, . . . , xi ∈ U . Given i ≥ 1 and n ≥ 0, we
denote by pi,n : U
i → S≤(n+1)(U) the maps defined by the identity
K(δ)i(x1, . . . , xi) =
∑
n≥0
tnpi,n(x1, . . . , xi).
Moreover, given i, j ≥ 1 and g ≥ 0, we denote by pi,j,g : Ui → Uj the composition of
pi,j+g−1 : U
i → S≤j+g(U) and the projection S≤j+g(U)→ Uj . Thus,
K(δ)i(x1, . . . , xi) =
∑
j≥1, g≥0
tj+g−1pi,j,g(x1, . . . , xi).
According to (28)







xσ(1), . . . , xσ(i)
)










xσ(1), . . . , xσ(i)
)
 · · ·  xσ(k)
In other words, δ =
∑
i,j≥1, g≥0 t
j+g−1p̂i,j,g, where we denote by p̂i,j,g : S(U) → S(U) the maps
defined by p̂i,j,g(x1  · · ·  xk) = 0 if k < i and





xσ(1), . . . , xσ(i)
)
 · · ·  xσ(k).
if k ≥ i. Finally, the condition δ2 = 0 translates into a hierarchy of identities on the maps pi,j,g.
More precisely, arguing as in [21, Lemma 2.6] or [40, Proposition D.2.6], we see that δ2 = 0 if










pi1,j1,g1 ◦h pi2,j2,g2 = 0,
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where we denote by pi1,j1,g1 ◦h pi2,j2,g2 “the composition of pi1,j1,g1 and pi2,j2,g2 along h matching
inputs/outputs” (we refer to [21] or [40] for a more precise definition). This shows that our
definition of IBL∞[1] algebra is essentially equivalent to the one in [21], if not for some minor
differences. Whereas our maps pi,j,g have degree |pi,j,g| = 1 − 2(j + g − 1), the ones in the
definition from [21] have degree 2(i+ g−1)−1: thus, when U is finite dimensional, an IBL∞[1]
algebra structure in our sense corresponds to an IBL∞[1] algebra structure in the sense of [21]
on the dual space U∨ (this might also be compared with the discussion in [57, Remark 11]). For
our purposes, the previous Definition 3.1 has some technical advantages.
3.2. Homotopy transfer for IBL∞[1] algebras. Consider an IBL∞[1] algebra (U, δ) with
linear part dU := p1,1,0 : U → U : in particular, by the previous identity (39) for (i, j, g) =
(1, 1, 0), we see that d2U = 0, hence dU is a differential on U . Given a contraction f : V → U ,
g : U → V , h : U → U [−1] of (U, dU ) onto a complex (V, dV ), we want to show how to transfer
the IBL∞[1] algebra structure on U along this contraction via the symmetrized tensor trick and
the standard perturbation Lemma.
It is convenient to break the process into two steps.
We write δ =
∑
n≥0 t
nδn, and observe that δ0 is degree one coderivation on S(U) such that
δ0(1S(U)) = 0: in other words, δ0 is an L∞[1] algebra structure on U . We can transfer this L∞[1]
algebra structure along the contraction (g, f, h) as explained in subsection 1.5: first we consider
the induced contraction (S(g), S(f), ĥ) of (S(U), d̃U ) onto (S(V ), d̃V ) as in Lemma 1.43, then
we apply the standard perturbation Lemma 1.29 to the above contraction and the perturbation
δ+0 := δ0 − d̃U of d̃U in order to get a transferred L∞[1] algebra structure δ′0 on V , as well as
a perturbed contraction (G0, F0, H0) of (S(U), δ0) onto (S(V ), δ
′
0); moreover, F0 and G0 are
L∞[1] morphisms. As observed in Remark 1.44, (G0, F0, H0) is both a semifull DG coalgebra
contraction and a semifull algebra contraction: moreover, the perturbed homotopy H0 preserves
the subspaces S≤n(U) ⊂ S(U).
By abuse of notations, we continue to denote by δ0, δ
′
0, (G0, F0, H0) their extensions to
K[[t]]-linear differentials on S(U)[[t]] and S(V )[[t]] respectively and a K[[t]]-linear contraction
of (S(U)[[t]], δ0) onto (S(V )[[t]], δ
′
0). Finally, we apply the standard perturbation Lemma again,
this time to the contraction (G0, F0, H0) of (S(U)[[t]], δ0) onto (S(V )[[t]], δ
′
0) and the perturba-
tion δ+ := δ − δ0 =
∑
n≥1 t
nδn of δ0, in order to get a perturbed differential δ
′ on S(V )[[t]] and
a perturbed contraction (G,F,H) of (S(U)[[t]], δ) onto (S(V )[[t]], δ′).
Remark 3.5. We notice that the perturbed differential δ′ and the perturbed contraction
(G,F,H) are K[[t]]-linear, as such are the original contraction (G0, F0, H0) and the pertur-
bation δ+. As in Remark 3.3, we denote by IBL(U) := ⊕n≥0tnS≤n+1(U) ⊂ S(U)[[t]]. We notice
that both δ0 and H0 preserve IBL(U), as they are both K[[t]]-linear and preserve the subspaces
S≤n+1(U) ⊂ S(U) (for H0 this has already been observed, for the coderivation δ0 it follows from
the formula (4)). Since δ : S(U)[[t]] → S(U)[[t]] is an IBL∞[1] algebra structure, it also pre-
serves the subspace IBL(U) ⊂ S(U)[[t]], this time by Remark 3.3: hence, also the perturbation




Theorem 3.6. In the above hypotheses, δ′ is an IBL∞[1] algebra structure on V (with linear
part dV ) and F : S(V )[[t]]→ S(U)[[t]], G : S(U)[[t]]→ S(V )[[t]] are IBL∞[1] morphisms (with
linear parts f and g respectively).
Proof. We already observed that (G0, F0, H0) is a semifull DG coalgebra contraction, thus we
can apply the homotopy transfer Theorem 2.17 for derived BV colagebras to deduce that δ′ is
an IBL∞[1] algebra structure on V and G is an IBL∞[1] morphism.
In order to conclude, we still need to show that F is an IBL∞[1] morphism. We shall
apply Lemma 2.18, and in particular the equivalence (a) ⇔ (c). With the notations from
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Remark 3.3, we denote by IBL(U) := ⊕n≥0tnS≤(n+1)(U) ⊂ S(U)[[t]]. Thus, we need to prove
κ(F )i(V, . . . , V ) ⊂ IBL(U) for all i ≥ 1. We proceed by induction on i. For the basis of the
induction, we need to check that













for all x ∈ V , which follows since f(x) ∈ U ⊂ IBL(U) and H0δ+ preserve the subspace
IBL(U) ⊂ S(U)[[t]], according to Remark 3.5.
According to Lemma 1.30, the contraction (G,F,H) is a (K[[t]]-linear) semifull algebra con-
traction of (S(U)[[t]], δ) onto (S(V )[[t]], δ′). By Proposition 1.27, the cumulants κ(F )i are in-
duced via homotopy transfer from the Koszul brackets K(δ)k, i.e., they obey the recursion











κ(F )p1(xσ(1) . . .), . . . , κ(F )pk(. . . , xσ(i))
)
.
According to Remarks 3.3 and 3.5 we have that
HK(δ)k
(







which immediately implies the inductive step κ(F )i(V, . . . , V ) ⊂ IBL(U). 
Finally, we turn our attention to the analogue of the formal Kuranishi Theorem 1.7 in the
context of IBL∞[1] algebras.
Definition 3.7. An IBL∞[1] algebra (U, δ) is complete if U is a complete space and all the
maps pi,j,g as in the previous Remark 3.4 are continuous (with respect to the induced filtrations).
As in Remark 3.3, we denote by IBL(U) := ⊕n≥0tnS≤n+1(U) ⊂ S(U)[[t]], and by ÎBL(U) its
completion with respect to the induced filtration. According to Remark 3.3, the Koszul brackets
K(δ)i induce a complete L∞[1] algebra structure on ÎBL(U).
A Maurer-Cartan element of the complete IBL∞[1] algebra (U, δ) is by definition a Maurer-








K(δ)n(x, . . . , x) = 0
(in particular, this implies that x0 ∈ U0 is a Maurer-Cartan element of the underlying L∞[1]
algebra (U, δ0)). To distinguish it from others Maurer-Cartan sets we have introduced so far,




the set of Maurer-Cartan elements of
the IBL∞[1] algebra (U, δ).
Given a continuous morphism of complete IBL∞[1] algebras f : S(U)[[t]] → S(V )[[t]], ac-
cording to Remark 3.3 the cumulants κ(f)i are the Taylor coefficients of a continuous L∞[1]
morphism ÎBL(U)→ ÎBL(V ), hence there is an induced push-forward





κ(f)n(x, . . . , x)
between the corresponding Maurer-Cartan sets.
In the hypotheses of the previous Theorem 3.6, we assume moreover that U is a complete
IBL∞[1] algebra, and that h, fg are continuous. Then it is not hard to check that (V, δ
′)
is a complete IBL∞[1] algebra with respect to the induced filtration (the only one making
f and g continuous) and F : (V, δ′) → (U, δ), G : (U, δ) → (V, δ′) are continuous IBL∞[1]
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morphisms. Moreover, according to Remark 3.5 the contraction (G,F,H) of (S(U)[[t]], δ) onto
(S(V )[[t]], δ′) restricts to a continuous contraction of IBL(U) onto IBL(V ), hence induces a
continuous contraction of ÎBL(U) onto ÎBL(V ) which we continue to denote by (G,F,H). As
in the proof of the previous Theorem 3.6, the L∞[1] algebra structure on ÎBL(V ) associated
with the Koszul brackets K(δ′)i and the L∞[1] morphism ÎBL(V ) → ÎBL(U) associated with
the cumulants κ(F )i are induced via homotopy transfer along the contraction (G,F,H) from
the L∞[1] algebra structure on ÎBL(U) associated with the Koszul brackets K(δ)i. Although we
didn’t show that the L∞[1] morphism ÎBL(U)→ ÎBL(V ) associated with the cumulants κ(G)i
is induced via homotopy transfer, this is not essential for the claim of Theorem 1.7 to be true,
and we only need to check that the L∞[1] morphism κ(G) : ÎBL(U)→ ÎBL(V ) is a left inverse
to κ(F ) : ÎBL(V ) → ÎBL(U), which follows from Lemma 1.16 (cf. with [DELIGNE]). With
these preparations, we can apply the formal Kuranishi Theorem 1.7 to deduce the following
result.









For the former, in one direction it sends x ∈ MCIBL∞[1](U) to the pair (MC(G)(x), H(x)) ∈




: the correspondence in the other direction might be defined
recursively, as in the claim of Theorem 1.7. For the latter, in one direction it is given by
MC(F ) : MCIBL∞[1](V )→ MCIBL∞[1](U)∩Ker(H), and in the other direction it sends a Maurer-
Cartan element x ∈ MCIBL∞[1](U) ∩Ker(H) to the one G(x) = MC(G)(x) ∈ MCIBL∞[1](V ).
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