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Abstract—The problem of designing a flux observer
for magnetic field electromechanical systems from noise
corrupted measurements of currents and voltages is
addressed in this paper. Imposing a constraint on the
systems magnetic energy function, which allows us to
construct an algebraic relation between fluxes and mea-
sured voltages and currents that is independent of the
mechanical coordinates, we identify a class of systems
for which a globally convergent adaptive observer can be
designed. A new adaptive observer design technique that
effectively exploits the aforementioned algebraic relation
is proposed and successfully applied to the practically
important examples of permanent magnet synchronous
motors and magnetic levitation systems.
Index Terms—Nonlinear observer, flux observer, elec-
tromechanical systems
I. INTRODUCTION
High performance regulation of electromechanical
systems usually requires the knowledge of some state
variables that are not easy to measure. For instance,
in AC electrical machines the de-facto standard con-
troller is the so-called “flux-orientation strategy” [12],
that relies on the availability of the magnetic flux
stored in the inductors, which is difficult to measure.
Another example is magnetic levitation (MagLev)
systems where measurement of position of the lev-
itated object is of paramount importance but existing
position sensors have low reliability and their cost is
extremely high [26]. Actually, because of cost and
dependability issues, one of the most challenging
problems in a large class of electromechanical systems
is the development of sensorless (also called self-
sensing) controllers for them, by which it is under-
stood that the control algorithms are based only on
measurements of currents and voltages [17].
The control community has been very active in the
development of observers and partial state-feedback
controllers for electromechanical systems, with main
emphasis in electrical machines. A large number of
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articles and monographs written by control specialists
have appeared in the last few years—see, for instance,
[3], [5], [18], [29] and references therein—with some
of these developments having penetrated engineering
practice. State estimation and sensorless control for
permanent magnet synchronous motors (PMSM) has
been considered in various publications, including [5],
[15], [19], [28] with some interesting experimental
evidence reported in [7], [30]. For the case of MagLev
systems the problem has recently been addressed in
[6], see also [26] for some interesting technology-
based solutions.
In all the publications above it assumed that there
is no noise present in the measurement of currents
and voltages, which is an unrealistic assumption in
most applications. In this paper we are interested in
the problem of robust estimation of the flux in a
class of electromagnetic systems (including PMSM
and MagLev systems), with the qualifier robust added
to mean that the measurements are corrupted by
noise, represented by an unknown, constant, bias. This
situation, which is very common in electromechanical
systems, is particularly critical for the developments
reported in [5], [6] where the parameter estimation-
based observer (PEBO) design technique, recently
reported in [20], is used. As explained in Subsection
II-C below, the presence of a constant bias in the
measurements renders inapplicable this technique—
see also Remark 3. To solve the robust flux observa-
tion problem we impose in this paper and additional
assumption on the magnetic energy function of the
system, which allows us to construct a quadratic,
algebraic relation between the unknown fluxes and
the measured voltages and currents that is independent
of the mechanical coordinates. The main outcome of
this assumption is that, after a series of algebraic and
filtering operations, it is possible to generate a linear
regression model for the unknown flux and some
constant parameters related to the measurement bias
terms. Equipped with this regression model we can ap-
ply standard estimation techniques to design observers
for the flux.1 In its simpler version, we estimate
only the flux and treat the unknown parameters as
1See [9] where a similar “identification-based” approach is
pursued within the context of robust output regulation.
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2additive disturbances—ensuring in this case, ultimate
boundedness of the observation error. Furthermore,
we propose an adaptive observer that estimates the
unknown parameters to ensure global convergence of
the flux observation error. As expected, both results
rely on the assumption that the corresponding regres-
sor signals satisfy a persistency of excitation (PE)
assumption [14], [25].
The use of an additional algebraic constraint for
flux observation was first exploited for PMSM in
[19], yielding a locally convergent design based on
a gradient descent. The observer was later rendered
global in [15] and adaptive in [3], [24]. This technique
was later combined with PEBO in [5], [6] where the
potential robustness problem mentioned above was
observed. The starting point for the developments
reported here is a proposal made in [3] to differentiate
the quadratic algebraic constraint to obtain a linear
relation and then use filtering techniques to remove
the derivative terms. One of the motivations for
the analysis carried-out in [3] was to get a better
understanding of PEBO, with one of the outcomes
being the establishment of a relationship between the
gradient descent-based approach and PEBO. Since
in the gradient descent-based approach no open-loop
integrations are used, the potential drift instability
phenomenon is avoided.
The two main contributions of this paper are the
following.
C1 Extension of the “differentiation plus filtering”
technique proposed in [3] for the noise-free
PMSM example, to a broader class of elec-
tromechanical systems—that includes MagLev
systems. The class is identified imposing some
constraints on the systems electrical energy func-
tion.
C2 The inclusion of additional filtering and nonlin-
ear operation steps to treat the case of noisy
measurements.
The remainder of the paper is organized as follows.
Section II gives the problem formulation. In Section
III we identify the class of systems considered in the
paper and give a key technical lemma. In Section
IV we present the two robust flux observers that
we apply to the PMSM and the Maglev systems in
Section V, with some simulation results given for
the latter. The paper is wrapped-up with concluding
remarks and future research directions in Section
V-B3.
Notation. In is the n× n identity matrix, 0n×s is an
n × s matrix of zeros and 1n is an n-dimensional
vector of ones. For b ∈ Rn, A ∈ Rn×n and
x : R+ → Rn we denote the Euclidean norm as |b|,
the induced matrix norm as ‖A‖, the minimum and
maximum eigenvalues as λmin{A} and λmax{A}, re-
spectively, and the L∞-norm as ‖x‖∞. All mappings
are assumed smooth. Given a function f : Rn → R,
we define the differential operator ∇f(x) :=
(
∂f
∂x
)>
and for functions g : Rn × Rm → R we define
∇yg(x, y) :=
(
∂g
∂y
)>
.
II. PROBLEM FORMULATION
In this section we formulate the robust observation
problem addressed in the paper. First, the mathemati-
cal model of the system that we consider is presented.
Then, the robust observation scenario adopted in the
paper is given. Finally, the motivation to consider this
scenario is discussed.
A. The class of electromechanical systems
In this paper we consider multiport magnetic field
electromechanical systems consisting of nE magnetic
ports and nM mechanical ports as defined in [16]. The
electrical port variables are (v, i), where v ∈ RnE are
the voltages and i ∈ RnE the currents. The mechanical
port variables are (F, q˙), where F ∈ RnM are the me-
chanical forces of electrical origin and q˙ ∈ RnM the
(rotational or translational) velocities of the movable
mechanical elements. There are also (electrical and
mechanical) dissipation elements, m external voltage
sources through which electrical energy is supplied to
the magnetic elements that will be denoted u ∈ Rm,
with m ≤ nE , and nM external, constant, (load)
forces in the mechanical part, which are denoted
FL ∈ RnM .
The magnetic energy stored in the inductances is
defined by the function HE(λ, q), where λ ∈ RnM
is the vector of flux linkages. The mechanical energy
stored by the movable part inertias is given by the
function
HM (q, p) =
1
2
p>M−1(q)p+ U(q),
where p ∈ RnM are the momenta of the masses,
M(q) ∈ RnM×nM is the positive-definite, inertia
matrix and U(q) ∈ R denotes the potential energy
function. As will become clear below, the mechanical
dynamics plays no role in the solution of the flux ob-
servation problem and is given here only to complete
the mathematical model of the system.
The constitutive relations of the elements are
i = ∇λHE(λ, q)
F = −∇qHE(λ, q)
q˙ = ∇pHM (q, p),
where the minus sign in the force of electrical origin
of the second equation reflects Newton’s third law.
3The equations of motion of the system can be de-
scribed in port-Hamiltonian form asλ˙q˙
p˙
 =
 −R 0nE×nM 0nE×nM0nM×nE 0nM×nM InM
0nM×nE −InM −RM
∇H(λ, q, p)
+
 Bu0nM
FL
 (1)
where we have defined the systems total energy func-
tion
H(λ, q, p) := HE(λ, q) +HM (q, p)
and we assumed the presence of resistive elements
in series with the inductances, with R ∈ RnE×nE
the positive semi-definite resistor matrix, and the
nM ×nM , positive semi-definite matrix RM accounts
for the Coulomb friction effects, B ∈ RnE×m is a
constant, full rank, input matrix to the electrical ports
and we have included the external voltages u and
mechanical forces FL.
We bring to the readers attention the important fact
that the flux dynamics can be rewriten as
λ˙ = −Ri+Bu. (2)
Hence, if the electrical port variables (Bu, i) are
measurable, the derivative of the flux is known.
The class of systems described by (1) is quite
large and contains, as particular cases, many electrical
machines and magnetic levitation systems—see Sec-
tion V. The description of the mathematical model
given above is quite succinct, the interested reader is
referred to [16], [27] for more details on modelling
of general electromechanical systems and to [13], [18]
for the particular case of electrical machines.
Remark 1. A particular case of electrical energy
function, that contains the PMSM and MagLev sys-
tems studied in Section V, is given by
HE(λ, q) =
1
2
[λ− µ(q)]>L−1(q)[λ− µ(q)], (3)
where L(q) ∈ RnE×nE is the positive-definite induc-
tance matrix and the vector µ(q) ∈ RnE represents
the flux linkages due to permanent magnets. For this
case the electrical constitutive relation reduces to
λ = L(q)i+ µ(q). (4)
B. Formulation of the robust flux observation problem
Consider the electromechanical system (1), where
the form2 of the energy function HE(λ, q) and the
matrices R and B are known. Assume the only signals
available for measurement are the currents i and the
2See Assumption 1 for an exact description of the required prior
knowledge of this function.
voltage sources u, which are corrupted by constant
unknown bias terms δi ∈ RnE and δu ∈ Rm,
respectively, that is
im = i+ δi
um = u+ δu, (5)
with im and um the actual measured signals. Design
a dynamical system
χ˙ = G(χ, im, um)
λˆ = H(χ, im, um)
with χ ∈ Rnχ , such that χ is bounded and
lim
t→∞ |λ˜(t)| = 0,
for all initial conditions (λ(0), q(0), p(0), χ(0)),
where λ˜ := λˆ− λ. As usual in observer applications
we assume that u and FL are such that the systems
state trajectories are bounded.
C. Motivation for the robust observation problem
scenario
The non-robust version of the flux observation
problem of Subsection II-B has been solved for
several practical examples using the PEBO design
technique reported in [20]—that is, when it is assumed
that δi = δu = 0. Indeed, in [4] an adaptive flux
observer for PMSMs with unknown resistance and
inductance, but with known velocity, is proposed.
In [5] a sensorless controller (with known electrical
parameters) is reported. Finally, the open problem of
sensorless control of MagLev systems is solved in
[6]. In all these examples the use of a PEBO was
instrumental to solve the problem. The main drawback
of PEBO is that it relies on an open-loop integration,
which in the aforementioned examples, is of the form
ξ˙ = −Ri+ u.
Simple integration shows that, under the assumption
of ideal measurements of i and u, the following
relation is established
λ(t) = ξ(t) + θ0,
with θ0 := λ(0) − ξ(0). The essence of PEBO is
to treat θ0 as an unknown constant parameter that is
estimated with some parameter estimation algorithm.
The observed flux is then obtained via
λˆ = ξ + θˆ0,
with θˆ0 being the estimated parameter. Clearly, a con-
sistent estimation of this parameter yields asymptotic
reconstruction of the flux.
Unfortunately, the open-loop integration might be
a problematic operation in practice. For instance, in
the biased measurement scenario described above, it
gives rise to unbounded signals, styming the direct
4application of the PEBO technique. To propose a
solution to this problem is the main motivation of the
present work.
Remark 2. As shown in [20] PEBO relies on the
solution of a partial differential equation that trans-
forms the system into a suitable cascaded form. In
the present case this step is obviated since, as seen
from (2), the derivative of the part of the state to be
estimated, e.g., λ, is measurable. However, to avoid
the drift problem mentioned above—that arises in the
presence of (constant) measurement disturbances—we
need to exploit additional properties of the system to
design the robust observer. This condition is articu-
lated in the assumption of the next section.
Remark 3. It should be mentioned that, in spite
of the potential problem of open-loop integration
of noisy signals, with some additional “safety nets”
similar to the ones used in PID and adaptive control,
PEBO has proven effective in the solution of various
physical systems problems—and its performance has
been validated experimentally [5], [6], [7], [22].
III. KEY ASSUMPTION AND MAIN TECHNICAL
LEMMA
As indicated in the introduction, to solve the robust
flux observation problem of Subsection II-B it is
necessary to impose and additional assumption on the
electrical subsystem (1), which is given in this section.
This assumption, pertains only to the electrical energy
function HE(λ, q) and it allows us to construct a
quadratic, algebraic relation between the unknown
fluxes λ and the measured voltages um and currents
im that is independent of the mechanical coordinates
q. Equipped with this assumption it is possible to
generate a linear regression model for the unknown
flux and a constant parameter related to the bias term
δi and δu.
A. Identification of the admissible systems
We are in position to identify the class of systems
that are considered in the paper.
Assumption 1. Consider the electromechanical sys-
tem (1). The electrical energy function HE(λ, q)
is such that there exists three matrices Qi ∈
RnE×nE , i = 1, 2, 3, a vector C ∈ RnE and a scalar
d ∈ R, all of them known and constant, such that the
following algebraic relation holds
0 = λ>Q1 λ+ λ>Q2i+ i>Q3i+ C>i+ d
=: w(λ, i), (6)
where we recall that i is given by
i = ∇λHE(λ, q).

In the robustness scenario considered in Subsection
II-B the currents i are perturbed by a constant bias.
Therefore, to use the algebraic constraint (6) in the
design it is necessary to express it in terms of the
measurable currents im that, as expected, gives rise
to the appearance of unknown constant parameters.
This result is contained in the corollary below. To
simplify the notation, we refer in the sequel to “known
functions of time”, meaning by that the notation
(·)(t) := (·)(im(t)).
When clear from the context the time argument is
omitted.
Corollary 1. The algebraic constraint (6), evaluated
at i = im − δi, may be expressed in the form
w(λ, im − δi) = λ>Q1 λ+ λ>[ya(t) + θya ]
+ y>b (t)θyb + yc(t) + d, (7)
where ya ∈ RnE , yb ∈ RnE+1 and yc ∈ R are known
functions of time given by
ya := Q2im
yb :=
[
im
1
]
(8)
yc := i
>
mQ3im + C
>im,
and θya ∈ RnE , θyb ∈ RnE+1 are unknown, constant
vectors.
Proof. The proof proceeds via direct calculation with
(8) and the following definition of the unknown pa-
rameters
θya := Q2δi, θyb :=
[
2Q3δi
δ>i Q3δi + C
>δi
]
. (9)

Remark 4. It is hard to give a physical interpretation
to Assumption 1. However, as shown in Section V,
it turns out to be verified by PMSM and MagLev
systems and, as recently proven in [21], it also holds
true for the saturated model of the switched reluctance
motor. See also [5], [6] where the existence of a
relationship of the form (6) is exploited in the context
of PEBO without measurement noise.
B. Generation of the linear regression
In this subsection we prove that for systems ver-
ifying Assumption 1 it is possible to generate a
linear regression model to which we apply standard
estimation techniques to design (robust and adaptive)
flux observers in Section IV.
5To streamline the presentation of the result we fix
a constant ν > 0 and introduce the following filters
ξ˙1 = −νξ1 + νym
ξ˙2 = −νξ2 + 2νQ1ym − ν2ya
ξ˙3 = −νξ3 + νyb
ξ˙4 = −νξ4 + ξ2 + 2Q1ym
ξ˙5 = −νξ5 + y>mξ2 + ν2yc
ξ˙6 = −νξ6 + νξ4 − ξ2
ξ˙7 = −νξ7 + νξ1
ξ˙8 = −νξ8 + ν[yb − ξ3]
ξ˙9 = −νξ9 + νξ5 − ν2yc + y>m[νξ4 − ξ2], (10)
that operate on the known signals
ym := −Rim +Bum, (11)
and ya, yb, yc defined in (8). Also, we define the
signals
y := ξ5 − νyc − ξ9 ∈ R
Φλ := 2ξ2 + ya − νξ4 ∈ RnE
Φθ :=

2ξ6
ξ1 − ξ7
ν[yb − ξ3 − ξ8]
1
 ∈ Rnθ , (12)
with nθ := 3nE + 2.
The lemma below is instrumental for the design of
the robust flux observers. The proof, being technically
involved, is given in Appendix A.
Lemma 1. Consider the electromechanical system (1)
verifying Assumption 1 with the measurable signals
(5). The following linear regression model holds
λ˙ = −Rim +Bum + θm
y = Φ>λ λ+ Φ
>
θ θ + t, (13)
where the known functions y, Φλ, and Φθ are defined
via (8)-(12), we introduced the two unknown, constant
vectors
θm := Rδi−Bδu ∈ RnE , θ :=

θm
θya
θyb
2
ν θ
>
mQ1θm
 ∈ Rnθ ,
(14)
and t is an exponentially decaying signal.3

Remark 5. The motivation for the inclusion of the
filtered signals ξj , j = 1, .., 9, is given in the proof of
Lemma 1. We underscore the presence of nonlinear
operations in the generation of ξ5 and ξ9.
3In the sequel we will use the symbol t to (generically) denote
signals bounded by exponentially decaying functions of time. When
clear from the context the symbol will be omitted.
IV. ROBUST FLUX OBSERVERS
In this section we present the main results of the
paper, namely, two flux observers that are robust vis-
a`-vis measurement noise, represented by the constant
bias (5). The observers follow as a direct application
of gradient design techniques to the linear regres-
sion model (13) and, as expected, their convergence
properties rely on a PE assumption imposed to the
regressor vector [14], [25].
A. Non-adaptive flux observer
In this subsection we give an observer where the
constant parameters θ and θm are treated as pertur-
bations and prove that the observation error enters,
exponentially fast, a residual set whose size is of the
order of the measurement noise.
Proposition 1. Consider the electromechanical sys-
tem (1) verifying Assumption 1 and the measured
signals (5). Assume the vector Φλ, defined in (12)
is PE. That is, there exists positive numbers Tr and
αr such that∫ t+Tr
t
Φλ(s)Φ
>
λ (s)ds ≥ αrInE , ∀t ≥ 0. (15)
The flux observer (8)-(12) and
˙ˆ
λ = −Rim +Bum + ΓrΦλ[y − Φ>λ λˆ], (16)
where Γr ∈ RnE×nE is a positive definite, tuning gain
matrix ensures that there exists positive constants mr,
ρr and ` such that
|λ˜(t)| ≤ mre−ρrt|λ˜(0)|+ `, ∀t ≥ 0, (17)
where
` ≤ κ|col (δi, δu, |δi|2, |δu|2) |, (18)
for some positive constant κ independent of the mea-
surement bias terms δi, δu. 
Proof. From (13) and (16), neglecting the exponen-
tially decaying term t, we get:
˙˜
λ = θm + ΓrΦλ[y − Φ>λ λˆ]
= θm − ΓrΦλ[Φ>λ λ˜+ Φ>θ θ]
= −ΓrΦλΦ>λ λ˜+ θm − ΓrΦλΦ>θ θ
= −ΓrΦλΦ>λ λ˜+ θm − ΓrΦλΦ>θ θ. (19)
Note that, since im and um are bounded, we
have that Φλ, Φθ are also bounded. Therefore, the
disturbance signal
b := θm − ΓrΦλΦ>θ θ (20)
is bounded. Since Φλ is PE we can invoke Lemma 1
in [8] to get the bound∣∣∣λ˜(t)∣∣∣ ≤eηTr
η
[√
λmax{Γr} ‖Φλ‖∞×
×e− η2 e−2ηTrt
∣∣∣λ˜(0)∣∣∣+ ‖b‖∞] , (21)
6where
η := − 1
2Tr
ln
(
1− λmin{Γr}αr
1 + λmax{Γr}2T 2r ‖Φλ‖4∞
)
.
The first part of the proof is completed by picking
κr :=
eηTr
η
√
λmax{Γr} ‖Φλ‖∞ ,
ρr :=
1
2
ηe−2ηTr , ` :=
eηTr
η
‖b‖∞ .
To establish the bound (18) we apply the triangle
inequality to (20)
‖b‖∞ ≤ |θm|+ λmax{Γr} ‖Φλ‖∞ ‖Φθ‖∞ |θ|
and, use the definitions of θm and θ given in (9) and
(14). 
Remark 6. A corollary of Proposition 1 is that the
observation error exponentially enters a residual set
whose size is determined by the measurement error
and, in the absence of it, the observer is exponen-
tially convergent. Unfortunately, due to the complex
operations that gave rise to the linear regression model
(13), determining the conditions under which the PE
assumption (15) is satisfied is a daunting task.
B. Adaptive flux observer
In this subsection we give an adaptive version of
the observer, where the unknown parameters θm and
θ are estimated on-line. In this case, always under a
PE assumption, exponential convergence to zero of
the flux observation error is ensured.
Proposition 2. Consider the electromechanical sys-
tem (1) verifying Assumption 1 and the measured
signals (5). Let the adaptive flux observer be given
by (8)-(12).[
˙ˆ
λ
˙ˆ
θ
]
=
[−Rim +Bum +Gθˆ
0
]
+
γa Ψ
(
y − Φ>λ λˆ− Φ>θ θˆ
)
. (22)
where we defined
Ψ := col(Φλ,Φθ) ∈ R(4nE+2)
G :=
[
InE | 0nE×(2nE+2))
] ∈ RnE×(3nE+2),
and γa ∈ R+ is a scalar tuning gain.4 Assume Ψ is
PE, that is, there exists positive numbers Ta and νa
such that∫ t+Ta
t
Ψ(s)Ψ>(s)ds ≥ νaI(4nE+2), ∀t ≥ 0. (23)
4The choice of scalar adaptation gain is done to simplify the
presentation.
There exists a constant γmin > 0 such that for all
γa > γmin the inequality∣∣∣∣[ λ˜(t)θ˜(t)
]∣∣∣∣ ≤ mae−ρat ∣∣∣∣[ λ˜(0)θ˜(0)
]∣∣∣∣ , ∀t ≥ 0,
holds for some positive constants ma and ρa with
θ˜ := θˆ − θ. 
Proof. To simplify the notation define the vector χ :=
col(λ˜, θ˜) ∈ R(4nE+2). Using (13) and noticing that
Gθ = θm the error model takes the form
χ˙ = −γaΨΨ>χ+Gaχ, (24)
where Ga ∈ R(4nE+2)×(4nE+2):
Ga :=
[
0nE×nE G
0(3nE+2)×nE 0(3nE+2)×(3nE+2)
]
.
Introduce the time-scaling
dt
dτ
=
1
γa
,
and rewrite system (24), in the τ time scale as
dχ
dτ
= −Ψ(τ)Ψ>(τ)χ(τ) + 1
γa
Gaχ(τ). (25)
Now, the PE property is invariant under time-scaling,
hence Ψ(τ) is also PE. Consequently, the zero equi-
librium of the unperturbed system
dχ
dτ
= −Ψ(τ)Ψ>(τ)χ(τ)
is GES [1], [25]. Invoking Krasovskii’s theorem [11]
for GES systems there exists a continuously differen-
tiable function V (χ, τ) such that
c1 |χ|2 ≤ V (τ, χ) ≤ c2 |χ|2
∂V (τ)
∂τ
− ∂V
∂χ
Ψ(τ)Ψ>(τ)χ(τ) ≤ −c3 |χ|2∣∣∣∣∂V∂χ
∣∣∣∣ ≤ c4 |χ| , (26)
where ci, i = 1, . . . , 4, are positive numbers. Using
(26) we see that the time derivative of V (χ, τ) along
the solutions of (25) satisfies the inequality
V˙ ≤ − 1
c2
(
c3 − c4
γa
‖Ga‖
)
V.
The proof is concluded setting
γmin :=
c4
c3
‖Ga‖.

Remark 7. Unfortunately, we cannot give an explicit
expression for γmin in terms of the PE parameters
Ta, νa and ‖Ψ‖∞. Indeed, with the existing esti-
mates of convergence rate of systems of the form
χ˙ = ΨΨ>χ, with Ψ ∈ PE, it is not possible to
accommodate a bounded additive disturbance of the
form (25). However, for given numerical values of
these constants, it is alway possible to solve the scalar
inequality and numerically compute γmin.
7+
−
+
−
u1 u2
+Θ
−Θ
Fig. 1: 2-DOF MagLev system [10]
V. TWO PHYSICAL EXAMPLES
In this section we identify the parameters of the
algebraic constraint (6) for two practically important
physical examples:
(i) The PMSM extensively studied in the literature,
see e.g., [3], [5], [30] and references therein.
(ii) The benchmark MagLev system proposed in [10]
and considered in [23].
A. Surface-mounted PMSM
We consider the classical, two–phase αβ model of
the unsaturated, non–salient PMSM model given, for
instance, in [5]. In that case, the electrical energy
function is given by (3) with parameters
nE = 2, nM = 1, L(q) = LsI2,
µ(q) = λm
[
cos(npq)
sin(npq)
]
,
where Ls, λm, np are known positive constants. As it
was first observed in [19], and later used in [3], [5],
[15], the following quadratic algebraic equation holds
0 = |λ− Lsi|2 − λ2m.
Developing this equation we get
0 = |λ|2 − 2Lsλ> i+ L2s|i|2 − λ2m. (27)
Equating the terms of (27) with those of (6) we
identify the required constants as
Q1 = I2, Q2 = −2LsI2, Q3 = L2sI2,
C = 0, d = −λ2m.
Given the definition of these parameters it is
straightforward to apply Lemma 1 to construct the
linear regression (13) and, using Propositions 1 or 2,
to design the robust flux observers—these additional
steps are omitted for brevity.
B. Two degrees of freedom MagLev system
We consider in this Subsection the MagLev system
depicted in Fig. 1, which was proposed as a bench-
mark example in [10] and studied in [23]. To illustrate
the performance of the proposed observer we give
also simulation results of the system in closed-loop
with the full-state feedback controller proposed in
[23]. In order to make the presentation self-contained,
we briefly present the systems model. The interested
reader is refered to [10], [23] for further details on
the model and the control strategy.
1) Mathematical model: The system has two elec-
trical and one mechanical coordinate, therefore nE =
2 and nM = 1. The total energy function of the system
is given by
H(λ, q, p) =
1
2
λ>L−1(q)λ+
1
2J
p2, (28)
with
L(q) =
[
k1
g−q 0
0 k2g+q
]
, (29)
where q = DΘ, D is distance from pivot to actuator,
which is denoted by L in [10] and [23], Θ is rotation
angle, and k1, k2, g are known positive constants. The
pH representation (1) takes the form
λ˙q˙
p˙
 =

− RNc1 0 0 0
0 − RNc2 0 0
0 0 0 D
0 0 −D 0
∇H + [ u02×1
]
(30)
where u ∈ R2 are the control voltages applied to the
inductors and R, N , c1, and c2 are known positive
constants. Notice that
λ = L(q)i. (31)
We simulate the system in closed-loop with the
nonlinear, static full-state feedback controller pro-
posed in [23] given as
u1 = R
g − q
k1
λ1 − RD
αc1
(
c1
λ21
2k1
− c2 λ
2
2∗
2k2
)
−
(
RD
2αc1
+Nα
Ra
D
)
Gz˜2 −N α
J
p,
u2 = R
g + q
k2
λ2 +
RD
βc2
(
c2
λ22
2k2
− c2 λ
2
2∗
2k2
)
−
(
RD
2βc2
+Nβ
Ra
D
)
Gz˜2 −N β
J
p, (32)
where α > 0, β < 0, Ra > 0, G > 0 are controller
tuning parameters,
z˜2 =
D
2α
(λ1 − λ1∗) + D
2β
(λ2 − λ2∗)
+D(q − q∗) + Ra
D
(p− p∗),
and λ1∗ =
√
k1c2
k2c1
λ2∗, λ2∗, q∗, p∗ = 0 are the desired
constant values for λ1, λ2, q, p respectively.
82) Regression form (6): From (31) with (29) we
easily get
0 = 2gλ1λ2 − k1i1λ2 − k2i2λ1. (33)
Equating the terms of (33) with those of (6) we
identify
Q1 =
[
0 g
g 0
]
, Q2 =
[
0 −k2
−k1 0
]
, Q3 = 02×2,
C = 0, d = 0, θyb = 0.
In this case, yb and yc are not used and ξ3 and ξ8
can be omitted. Then, the parameters of the regression
form (13) become
y = ξ5 − ξ9
Φλ = 2ξ2 + ya − νξ4
Φθ =

2ξ6
ξ1 − ξ7
0
1
 ,
and the following filters are used
ξ˙1 = −νξ1 + νym
ξ˙2 = −νξ2 + 2νQ1ym − ν2ya
ξ˙4 = −νξ4 + ξ2 + 2Q1ym
ξ˙5 = −νξ5 + y>mξ2
ξ˙6 = −νξ6 + νξ4 − ξ2
ξ˙7 = −νξ7 + νξ1
ξ˙9 = −νξ9 + νξ5 + y>m[νξ4 − ξ2].
3) Simulation results: The 2-dof Maglev system
(28)-(30) in closed-loop with the controller (32) was
simulated with the following plant parameters:
J = 9.67× 10−2, k1 = k2 = 2.2× 10−8,
R = 1.6, N = 321, c1 = c2 = 293.5,
g = 3.3× 10−4, D = 0.145.
In order to comply with the PE requirement we use
time-varying position reference, denoted qd(t):
qd(t) = 10
−5 [6 sin 10t+ 4 sin 20t+ 6 sin 15t] .
For simplicity we set λ1d = λ2d = pd = 0.
The controller parameters were fixed at
α = 10, β = −10, Ra = 10−2,
which were tuned to reduce the overshoot. The filter
parameter used in the observers was set at ν = 50
and the adaptation gains were selected as Γ = 104
and γa = diag{1020; 1020; 1020; 1020; 2 × 1013; 2 ×
1013; 20}.
In the simulations we set the measurement biases
as follows
δi(t) =
{ [−0.003 0.0025]>, for 0 ≤ t ≤ 50 sec,[
0.001 0.0008
]>
, for t ≥ 50 sec,
δu(t) =
{ [
0 0
]>
, for 0 ≤ t ≤ 50 sec,[
0.002 0.0002
]>
, for t ≥ 50 sec.
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Fig. 2: Norm of the robust flux observer error
In Fig. 2 we illustrate the behaviour of the robust
flux observer. The norm of the flux estimation error is
bounded and, as indicated by the theory, the steady-
state error depends on amplitude of the biases. Fig. 3
shows the results for the adaptive version of the flux
observer. In this case, the norms of the flux and
parameters estimation error converge to zero.
VI. CONCLUSIONS AND FUTURE WORK
A solution to the robust flux observer problem
posed in Subsection II-B for a class of electrome-
chanical systems has been proposed. The class is
identified by the, admittedly cryptic, Assumption 1.
The main result of the paper is Lemma 1 where it is
shown that, via filtering and some nonlinear algebraic
operations, it is possible to define the linear regression
model (13) for this class of systems. Equipped with
this regression model it is straightforward to apply a
classical gradient design technique to estimate the flux
and the unknown parameters.5
Several open questions are currently being investi-
gated.
• A critical assumption in the paper is the PE
condition that, as indicated in Remark 6, seems
complicated to transfer to the external signals
of (1) or a particular operating regime. In the
5Other alternatives, besides gradient-descent, are of course pos-
sible, for instance least squares or extended Kalman filters. But, in
the present context, there are no clear advantages from the use of
these more complicated schemes.
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Fig. 3: Adaptive flux observer
recent paper [2] relaxed conditions for global
asymptotic (but not exponential) stability of the
unperturbed error equations of interest in this
paper have been reported. It is not clear at this
point whether these weaker stability property
can be used to prove asymptotic stability of the
perturbed equations.
• A far reaching question is the identification of
physical systems which verify the critical As-
sumption 1. This requires a detailed analysis of
the physical modelling of magnetic field systems.
A first, natural candidate to be investigated is the
salient PMSM [17].
• As shown in [5] and [6] it is possible to estimate
q and q˙ from the knowledge of λ for PMSM
and Maglev systems, respectively. It is interest-
ing to know under which conditions is it also
possible for other classes of systems verifying
Assumption 1. Obviously, this would imply an
investigation on the mechanical energy function
and the form of the toque of electrical origin
∇qH(λ, q).
• Blondel-Parks transformability [13], [18] is a
property of electrical machines that allows to
remove the dependence on q of the electrical en-
ergy function via a simple change of coordinates.
This property is clearly similar to Assumption 1
and their connection, though unclear at this point,
worth investigated.
• We have considered in the paper only electrome-
chanical systems with magnetic fields, but there
are many practical examples where an electrical
field is also present. How to tackle this class of
systems is also a topic of current research.
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APPENDIX
A. PROOF OF LEMMA 1
As suggested in [3] to obtain a linear equation from
the quadratic one (7) we differentiate it to get
0 = 2λ>Q1λ˙+ λ>y˙a + λ˙>ya + λ˙>θya + y˙
>
b θyb + y˙c
= λ>(2Q1λ˙+ y˙a) + λ˙>ya + λ˙>θya + y˙
>
b θyb + y˙c
(34)
Substitution of (5) into (2) gives
λ˙ = −R(im − δi) +B(um − δu),
= ym + θm, (35)
where ym and θm are defined in (11) and (14),
respectively. Clearly, (35) corresponds to the first
equation of (13). Substitution of (35) into (34) yields
0 = λ>(2Q1ym + 2Q1θm + y˙a) + (ym + θm)>ya
+ (ym + θm)
>θya + y˙
>
b θyb + y˙c (36)
Let us apply the operator νp+ν to (36), where p :=
d
dt .
0 =
ν
p+ ν
λ>(2Q1ym + 2Q1θm + y˙a) +
ν
p+ ν
y>mya
+ θ>m
ν
p+ ν
ya + θ
>
ya
ν
p+ ν
ym + θ
>
yb
pν
p+ ν
yb
+
ν
p+ ν
θ>mθya +
pν
p+ ν
yc + t. (37)
Now, let us recall the Swapping Lemma 3.6.5 of
[25]
ν
p+ ν
(x>z) = z>(
ν
p+ ν
x)− 1
p+ ν
[z˙>(
ν
p+ ν
x)],
which applied to the first right hand term in (37) yields
ν
p+ ν
λ>(2Q1ym + 2Q1θm + y˙a)
= λ>
ν
p+ ν
[2Q1ym + 2Q1θm + y˙a]
− 1
p+ ν
[
(ym + θm)
>×
× ν
p+ ν
[2Q1ym + 2Q1θm + y˙a]
]
.
Combining this identity with the decomposition
pν
p+ ν
yb = νyb − ν
2
p+ ν
yb
and grouping some terms yields
0 = λ>
[
ν
p+ ν
2Q1ym +
pν
p+ ν
ya
]
+ λ>
[
ν
p+ ν
2Q1θm
]
− 1
p+ ν
[
y>m
ν
p+ ν
[2Q1ym + y˙a]
]
− 1
p+ ν
[
θ>m
ν
p+ ν
[2Q1ym + y˙a]
+y>m
ν
p+ ν
2Q1θm + θ
>
m
ν
p+ ν
2Q1θm]
]
+
ν
p+ ν
[
y>mya − νyc
]
+ θ>m
ν
p+ ν
ya
+ θ>ya
ν
p+ ν
ym + θyb
[
νyb − ν
p+ ν
νyb
]
+
ν
p+ ν
θ>mθya + νyc + t,
11
that may be represented in the form
1
p+ ν
[
y>m
[
ν
p+ ν
2Q1ym +
pν
p+ ν
ya
]
+ ν2yc
− νy>mya
]
− νyc
= λ>
[
ν
p+ ν
2Q1ym +
pν
p+ ν
ya
]
+ λ>2Q1θm
− 1
p+ ν
[
θ>m
[
ν
p+ ν
2Q1ym +
pν
p+ ν
ya
]
+ y>m2Q1θm + θ
>
m2Q1θm
]
+ θ>m
ν
p+ ν
ya
+ θ>ya
ν
p+ ν
ym + θyb
[
νyb − ν
2
p+ ν
yb
]
+ θ>mθya + t.
Invoking the first five equations of (10) and realiz-
ing that we can use the following substitutions
ν
p+ ν
ym = ξ1
ν
p+ ν
2Q1ym +
pν
p+ ν
ya = ξ2 + νya
νyb − ν
2
p+ ν
yb = νyb − νξ3
1
p+ ν
[[
ν
p+ ν
2Q1ym +
pν
p+ ν
ya
]
+ 2Q1ym
]
− ν
p+ ν
ya = ξ4
1
p+ ν
[
y>m
[
ν
p+ ν
2Q1ym +
pν
p+ ν
ya
]
+ ν2yc − νy>mya
]
= ξ5,
we obtain
ξ5 − νyc = λ>[ξ2 + νya] + λ> 2Q1θm − θ>mξ4
+ θ>yaξ1 + θ
>
yb
ν[yb − ξ3]
+ θ>m
[
θya −
2Q1
ν
θm
]
+ t. (38)
Now, apply the operator pp+ν to (38)
p
p+ ν
[ξ5 − νyc] = p
p+ ν
λ>[ξ2 + νya]
+
1
p+ ν
λ˙> 2Q1θm − θ>m
p
p+ ν
ξ4 + θ
>
ya
p
p+ ν
ξ1
+ θ>yb
p
p+ ν
ν[yb − ξ3]
+
p
p+ ν
θ>m
[
θya −
2Q1
ν
θm
]
+ t. (39)
Let us consider separately the term pp+νλ
>[ξ2 + νya]
p
p+ ν
λ>[ξ2 + νya]
=
1
p+ ν
[
λ˙>[ξ2 + νya] + λ>[ξ˙2 + νy˙a]
]
= λ>
[
p
p+ ν
[ξ2 + νya]
]
− 1
p+ ν
[
λ˙>
p
p+ ν
[ξ2 + νya]− λ˙>[ξ2 + νya]
]
= λ>
[
p
p+ ν
[ξ2 + νya]
]
+
1
p+ ν
[
λ˙>
ν
p+ ν
[ξ2 + νya]
]
= λ>
[
ξ2 + νya − ν
p+ ν
[ξ2 + νya]
]
+
1
p+ ν
[
[ym + θm]
> ν
p+ ν
[ξ2 + νya]
]
= λ>
[
ξ2 + νya − ν
p+ ν
[ξ2 + νya]
]
+
1
p+ ν
y>m
ν
p+ ν
[ξ2 + νya]
+ θ>m
1
p+ ν
ν
p+ ν
[ξ2 + νya],
and realize that
ν
p+ ν
[ξ2 + νya] = νξ4 − ξ2.
Hence, we can rewrite (39) as
p
p+ ν
[ξ5 − νyc] = λ>[ξ2 + ya − νξ4 + ξ2]
+
1
p+ ν
y>m[νξ4 − ξ2] + θ>m
1
p+ ν
[νξ4 − ξ2]
+
1
p+ ν
[ym + θm]
> 2Q1θm − θ>m
[
ξ4 − ν
p+ ν
ξ4
]
+ θ>ya
[
ξ1 − ν
p+ ν
ξ1
]
+ θ>yb
[
ν[yb − ξ3]− ν
p+ ν
ν[yb − ξ3]
]
+ t.
The proof is completed considering the four latter
filters of (10) to get
ξ5 − νyc − ξ9 = λ>[2ξ2 + ya − νξ4]
+ θ>m
2
p+ ν
[νξ4 − ξ2] + θ>ya [ξ1 − ξ7]
+ θ>ybν[yb − ξ3 − ξ8] +
2
ν
θ>mQ1θm + t,
which is, precisely, the linear regression model (13)
with the definitions (12) and (14).
