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In this paper an algorithm is described for the computation of the dimension of a pro-
jective algebraic variety over a zero characteristic ground fleld. The variety is given as
a set of zeros of a family of homogeneous polynomials of the degree less than d in n+ 1
variables. The working time of the algorithm is polynomial in the size of input and dn.
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1. Introduction
The problem of the computation of the dimension has attracted the attention of spe-
cialists for approximately ten years. In Chistov (1984) an algorithm was suggested for
decomposing an algebraic variety into the irreducible components with the complex-
ity polynomial in dn
2
. This algorithm has the best known bound for the complexity
of the computation of the dimension in the case of arbitrary characteristic, see also
Giusti (1988). In Giusti and Heintz (1991) a parallelizable arithmetical network was
constructed for the computation of the dimension in non-uniform polynomial sequential
time in the size of input and dn. In the general case one can obtain from Giusti and
Heintz (1991) only probabilistic algorithm with the complexity polynomial in dn. Also,
in Giusti and Heintz (1991) the problem is stated to flnd an algorithm with a bitwise
complexity dO(n) for the computation of the dimension. The result of the present paper
solves this problem over flelds of zero characteristic. A preliminary version of this paper
is also available (Chistov, 1993).
In the case of a non-zero characteristic the considered problem is open. Another open
problem is to compute within the time polynomial in the size of input and dn the dimen-
sion of a real algebraic variety, i.e. the dimension of the set of R-points of an algebraic
variety deflned over a subfleld of R.
In this paper we consider only the case of projective varieties but some modiflcation
of the method is also valid for the computation of the dimension of a–ne varieties.
These results afiord to compute all the components of a given dimension c of a variety
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in time polynomial in d(c+1)(n¡c) and the size of input which proves the hypothesis from
Chistov (1984). We are going to present these and other algorithms in future papers.
The techniques of the real algebraic geometry are essentially used for constructing
the algorithm in this work. Here the result from Renegar (1988) is crucial. It afiords to
construct a solution of an arbitrary system of equations and inequalities over R. The
result of Renegar (1988) in its turn is based on the result of Milnor (1964), see Section 3.
We consider algebraically closed flelds but for them the existence of the automorphism
of the complex conjugation is essential or more generally of the conjugation over a real
closed subfleld, see Section 4.
Using the transfer principle, (see Bochnak et al., 1987), one can apply the result of
Renegar (1988) to real closed flelds. The real structure on a fleld k is deflned, see Section 3,
to be an embedding k ! K[p¡1] where K is a real ordered fleld. We suggest an algorithm
for constructing real structures. Additionally we have in our construction K ‰ k where
k is algebraic closure of k. The real structure k ! K[p¡1] induces the real structure
for algebraic closure k ’ eK[p¡1] (which is unique up to conjugations) where eK is real
closure of K. The absolute value of an element from k can be deflned in the natural way.
Inequalities with absolute values and inflnitesimals now afiord to express some properties
of an algebraic variety in the neighbourhood of a point which cannot be considered over
arbitrary algebraically closed flelds without a real structure.
Each system of equations and inequalities over k is equivalent to the system of equations
and inequalities over eK with twice as many variables. We can apply the transfer principle
and the result of Renegar (1988) in the considered situation. Note that for computing the
dimension in the projective space systems of equations only one inequality is su–cient.
Our presentation is self-contained, the required case of the result from Renegar (1988)
(may be in a more exact form which is needed for applying the transfer principle) is
obtained in Section 4. In Section 2 a short overview of the algorithm for computing the
dimension is given. The complete description of the algorithm is presented in Sections 5,
and 7. In Section 6 some auxiliary lemmas are proved.
One of the main technical tools in the paper is Newton{Puiseux expansions and the
Newton polygons method for their construction. The polynomial complexity of the New-
ton polygons method is proved by Chistov (1986) (it is not trivial, especially to estimate
the growth of denominators of coe–cients in fractional power series), see also Chis-
tov (1989).
Note that the probabilistic algorithm for the computation of the dimension is simple
in every characteristic. For every s one takes in random a linear subspace, Hs, of the
dimension s, adds to the initial family of polynomials linear ones which determine Hs
and flnds whether the set of zeros of this new family is flnite. This can be done in time
polynomial in dn. The dimension will be equal to n¡ s1 where s1 is maximal s for which
this set of zeros is flnite.
Now we give the precise statements. Let k = Q(t1; : : : ; tl; µ) be the fleld where t1; : : : ; tl
are algebraically independent over the fleld Q, the element µ is algebraic over Q(t1; : : : ; tl)
and has minimal polynomial F 2 Q[t1; : : : ; tl; Z] with leading coe–cient lcZF = 1.
Let homogeneous polynomials f0; : : : ; fm 2 k[X0; : : : ; Xn] be given. Consider the closed
algebraic set or which is the same in this paper the algebraic variety
V = f(x0; : : : ; xn) : fi(x0; : : : ; xn) = 0 80 • i • mg ‰ Pn(k):
This is a set of all common zeros of polynomials f0; : : : ; fm in Pn(k). For brevity, we shall
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use denotations like V = ff0 = ¢ ¢ ¢ = fm = 0g. The dimension dimV of V is deflned to
be the maximum of dimensions of all irreducible components of V .
We shall represent each polynomial f = fi in the form
f =
1
a0
X
i0;:::;in
X
0•j<deg f
ai1;:::;in;jµ
jXi00 ¢ ¢ ¢Xinn ;
where a0; ai1;:::;in;j 2 Z[t1; : : : ; tl]; gcdi1;:::;in;j(a0; ai1;:::;in;j) = 1. Deflne the length l(a) of
an integer a by the formula l(a) = minfs 2 Z : jaj < 2s¡1g. The length of coe–cients
l(f) of the polynomial f is deflned to be the maximum of length of coe–cients from Z
of polynomials a0; ai1;:::;in;j and the degree
degtfi(f) = maxi1;:::;in;j
fdegtfi(a0); degtfi(ai1;:::;in;j)g;
where 1 • fi • l. In the similar way degtfi F and l(F ) are deflned.
We shall suppose that we have the following bounds
degX0;:::;Xn(fi) < d; degtfi(fi) < d2; l(fi) < M;
degZ(F ) < d1; degtfi(F ) < d1; l(F ) < M1:
The size L(f) of the polynomial f is deflned to be the product of l(f) to the number of
all the coe–cients from Z of f in the dense representation. We have
L(fi) <
µµ
d+ n
n
¶
d1 + 1
¶
dl2M:
Similarly L(F ) < dl+11 M1. Below if there is no special mention about it we set l to be
flx.
Theorem 1.1. The dimension dimV of the variety V of common zeros of polynomials
f0; : : : ; fm in the projective space Pn(k) over k can be computed within the time polynomial
in dn, d1, d2, M , M1, m.
Remark 1.1. The working time of the algorithm from the theorem is essentially the same
as by solving system of polynomial equations with a flnite set of solutions in projective
space. So it can be formulated also in the case when l is not flxed, see Chistov (1984).
2. Short Overview of the Algorithm
We can suppose without loss of generality that degX0;:::;Xn(fi) = d ¡ 1 and that
f0; : : : ; fm are linearly independent over k (and therefore m • dn). Using recursion by
s ‚ 1 we shall construct polynomials hi =
P
0•j•m ‚i;jfj , ‚i;j 2 Z, 1 • i • s and linear
forms L(s)j 2 Z[X0; : : : ; Xn], s+ 1 • j • n, such that the subset of Pn(k)
Vs = fh1 = ¢ ¢ ¢ = hs = L(s)s+1 = ¢ ¢ ¢ = L(s)n = 0g ‰ Pn(k)
of all common zeros of polynomials h1; : : : ; hs; L
(s)
s+1; : : : ; L
(s)
n is flnite, i.e. #Vs < +1.
The required dimension dimV = dimff0 = ¢ ¢ ¢ = fm = 0g is equal to n¡ s0 where s0 is
maximal s for which this construction can be efiect.
The base, s = 1, of the construction is easy.
Now let n > s ‚ 1 and suppose that h1; : : : ; hs; L(s)s+1; : : : ; L(s)n are constructed. In step
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s + 1 of recursion our aim is to construct hs+1 and new linear forms L
(s+1)
s+2 ; : : : ; L
(s+1)
n
if it is possible or to compute the dimension dimff0 = ¢ ¢ ¢ = fm = 0g in the case when
s = s0.
Denote for brevity L(s)j = Lj , s+ 1 • j • n. Solving the system with a flnite number
of solutions in the projective space construct all the points fxjg1•j•N of the set Vs. Find
a linear form L0 with integer coe–cients, such that L0(xj) 6= 0 for all 1 • j • N .
Consider the set of polynomials fP0•i•m cifi : 1 • c • mds + 1; c 2 Zg = H. We
shall enumerate the elements of H. Let h 2 H.
Find all j for which h(xj) = 0. Let, say, h(xj) = 0 when 1 • j • N 0, and h(xj) 6= 0
when N 0 < j • N . If N 0 = 0 then set hs+1 = h, L(s+1)s+1+i = Ls+1+i for every i ‚ 1 and go
to step s+ 2. If N 0 > 0 we shall enumerate all the points xj , j = 1; 2; : : : ; N 0.
Let xj = (xj;0 : xj;1 : : : : : xj;n) 2 Pn(k) and some xj;fi = 1 for considered 1 • j • N 0.
Construct a real structure, see Section 3, for the fleld K 0 = k[xj;0; : : : ; xj;n], i.e. construct
an embedding K 0 ! K[p¡1] where K is a real ordered fleld. Besides this, K ‰ K 0.
Then this real structure induces the real structure (which is unique up to conjugations)
on algebraic closure K 0 ’ eK[p¡1] = K where eK is real closure of K, see Bochnak et al.
(1987). So if the real structure on algebraic closure is flxed one can identifyK 0 = eK[p¡1].
Let x 2 K 0 and x = y + p¡1z where y; z 2 eK. Set 0 • jxj = (y2 + z2)1=2 2 eK ‰
K 0. Similarly the absolute value of an element is deflned for arbitrary flelds with real
structure.
Let "1 and "2 be algebraically independent inflnitesimals relative to the fleld K, 0 <
"2 < "1, and "2 an inflnitesimal relative to the fleld K("1). The fleld K1 = K("1; "2) is a
real ordered fleld. So the algebraic closure K1 has a real structure.
Consider the system of equations and an inequality in X0; : : : ; Xn over the fleld K1
h1 = ¢ ¢ ¢ = hs = h¡ "2Ld¡10 = 0;
X
0•i•n
jXi ¡ xj;ij2 • "1: (2.1)
Set Xi = Yi+
p¡1Zi, 0 • i • n, where Yi and Zi are new variables. Then system (2.1) is
equivalent to the system of equations and an inequality in Yi; Zi, 0 • i • n, over the real
closure fK1 of the fleld K1. So one can decide, see Section 4, using the techniques of real
structures from Section 3, the result from Renegar (1988), the transfer principle (Bochnak
et al., 1987) and Newton{Puiseux expansions whether system (2.1) has a solution and if
it is the fact to construct a solution x⁄j 2 Pn(K1) of this system.
If there exist no solutions of system (2.1) then by Lemma 6.1 the polynomial h is
identically zero on each component W1 of the variety W = fh1 = ¢ ¢ ¢ = hs = 0g ‰ Pn(K)
such that xj 2 W1. In this case if not all elements of H are enumerated we go to the
consideration of the next element h 2 H. In the case when all the elements of H are
enumerated we can compute the dimension dimff0 = ¢ ¢ ¢ = fm = 0g immediately, see
below.
If a solution x⁄j is constructed then compute ‚i 2 K1 such that (Li ¡ ‚iL0)(x⁄j ) = 0,
s+ 1 • i • n. Set L0i = Li ¡ ‚iL0. Consider the system
h1 = ¢ ¢ ¢ = hs = L0s+1 = ¢ ¢ ¢ = L0n = 0 (2.2)
over the fleld K1. Solve this system. This system has a flnite number N1 of solutions in
Pn(K1). We have N1 ‚ N by Lemma 6.2.
By Lemmas 6.2 and 6.3 if the polynomial h is identically zero on some component W1
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of the variety W = fh1 = ¢ ¢ ¢ = hs = 0g ‰ Pn(K), such that xj 2 W1 and there exists a
solution x⁄j of (2.1) then N1 > N .
In the case when N1 > N new linear forms Ms+1; : : : ;Mn in X0; : : : ; Xn with integer
coe–cients are constructed such that the system
h1 = ¢ ¢ ¢ = hs = Ms+1 = ¢ ¢ ¢ = Mn = 0
has no less than N1 but a flnite number of solutions (all solutions in Pn(K)). These forms
Ms+1; : : : ;Mn have integer coe–cients of the length l(Mi) = O(n log d); s+ 1 • i • n,
Namely, to obtain Ms+1; : : : ;Mn one can change consequently the flrst, second, third,
. . . coe–cient in the forms L0s+1; : : : ; L
0
n for integer coe–cients with the required length
such that new obtained systems analogous to (2.2) will have no less than N1 solutions
but a flnite number of solutions.
Change the forms Ls+1; : : : ; Ln for Ms+1; : : : ;Mn and return to the beginning of step
s + 1. The number of points of Vs, is now greater than it was initially. Note that by
B¶ezout’s inequality we have here no more than ds returns to the beginning of step s+ 1.
If N1 = N for the point x⁄j and j < N
0 then go to the consideration of the next point
xj+1.
If N1 = N for the point x⁄j and j = N
0 then for considered h for every xj , 1 • j • N 0,
there exists x⁄j and the number of solutions of system (2.2) N1 = N1(j) = N for every
1 • j • N 0. So by Lemma 7.1
dimfh1 = ¢ ¢ ¢ = hs = h = 0g = dimfh1 = ¢ ¢ ¢ = hs = 0g ¡ 1:
In this case set hs+1 = h.
By Lemma 7.2 if for every h 2 H there exists xj , 1 • j • N 0 = N 0(h) for which does
not exist x⁄j , then
dimff0 = ¢ ¢ ¢ = fm = 0g = dimfh1 = ¢ ¢ ¢ = hs = 0g = n¡ s:
So in this case the required dimension dimff0 = ¢ ¢ ¢ = fm = 0g is computed.
Now in the case when hs+1 is found we shall construct the required linear forms
L
(s+1)
s+2 ; : : : ; L
(s+1)
n . Deflne the set
L =
n X
1•i•n¡s
ciLs+i : c 2 Z; 1 • c • ds+1(n¡ s) + 1
o
and enumerate the elements L 2 L. Apply the algorithm described changing s for s+ 1
the polynomials h1; : : : ; hs for h1; : : : ; hs; Ld¡1, the forms Ls+1; : : : ; Ln for Ls+2; : : : ; Ln
with h = hs+1. If we get
dimfh1 = ¢ ¢ ¢ = hs = L = hs+1 = 0g = n¡ s¡ 1;
then go to the next element L 2 L. Otherwise, set L(s+1)s+2 = L and we have
dimfh1 = ¢ ¢ ¢ = hs = L(s+1)s+2 = hs+1 = 0g = n¡ s¡ 2:
Such L 2 L exists.
Similarly for every 2 < i • n¡ s sequentially construct L(s+1)s+i 2 L such that
dimfh1 = ¢ ¢ ¢ = hs = L(s+1)s+2 = ¢ ¢ ¢ = L(s+1)s+i = hs+1 = 0g = n¡ s¡ i:
Thus, we get all L(s+1)s+2 ; : : : ; L
(s+1)
n and go to step s+ 2.
Consider the case when s = n, i.e. suppose that h1; : : : ; hn are constructed. We shall
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describe now step n+1 of recursion. Enumerate the polynomials h 2 H = fP0•i•m cifi :
1 • c • mdn + 1; c 2 Zg. If there exists h such that 0 62 h(Vn) then ff0 = ¢ ¢ ¢ = fm =
0g = ´, the dimension dimff0 = ¢ ¢ ¢ = fm = 0g = ¡1 and we set hn+1 = h. Otherwise,
dimff0 = ¢ ¢ ¢ = fmg = 0.
We have concluded the short description of the algorithm for computing the dimension.
The complete description of the algorithm is given in Sections 5, 7.
3. Constructing a Real Structure on the Constant Field
In this section l is not flxed. Let k1 = Q(t1; : : : ; tl)[·] be some algebraic extension of k,
where the element · has minimal polynomial ’ 2 Q[t1; : : : ; tl; Z], lcZ’ = 1, l(’) < M2
and degtfi ’; degZ ’ < D1 for all fi. Our aim is to construct a real structure on k1. The
real structure of k1 is deflned to be an embedding k1 ‰ k2[
p¡1], where k2 is a real
ordered fleld, see Bochnak et al. (1987).
Compute the discriminant
0 6= ¢ = ResZ(’; ’0Z) 2 Q[t1; : : : ; tl]:
Find consequently z1; : : : ; zl 2 Q such that ¢(z1; : : : ; zi; ti+1; : : : ; tl) 6= 0. One can flnd
0 • zi • 2D21, zi 2 Z. The polynomial ’ = ’(z1; : : : ; zl; Z) 2 Q[Z] is separable, since
¢(z1; : : : ; zl) 6= 0. The roots of ’ in the algebraic closure Q ‰ C are deflned by their
approximations from Q[
p¡1] with the precision 2¡P(D2)(M1+l) for some polynomial P.
Compute all these approximations of the roots of ’. We shall enumerate all the roots ·
of ’.
Suppose that the root · is not real. We shall flnd
(i) an irreducible polynomial “ 2 Q[Z], lcZ“ = 1, which has a real root »,
(ii) polynomials R1; I1 2 Q[Z] with degZ R1; degZ I1 < degZ “, such that for the chosen
not real root · of ’ we have · = R1(») +
p¡1I1(») in the fleld Q[»;
p¡1].
Let ’1 = ’=(Z ¡ ·) 2 Q[·][Z] and A = Q[·; ·1
p¡1] = Q[·][Z;Z1]=(’1; Z21 + 1) be a
separable Q-algebra, where
·1 = Z mod (’1; Z
2
1 + 1);
p¡1 = Z1 mod (’1; Z21 + 1):
Let v1 = 12 (· + ·1), v2 =
1
2
p¡1 (· ¡ ·1); v1; v2 2 A. Construct an element v = v1 + cv2
which is a primitive element of the separable algebra Q[v1; v2] over Q. One can flnd the
minimal integer c such that 1 • c • 2D21. The elements vi, i ‚ 0 can be represented
in a basis of the algebra Q[v1; v2] ‰ A. So solving linear systems over Q for the linear
dependence of the elements vi 2 Q[v1; v2], i ‚ 0 construct the minimal polynomial
' 2 Q[Z], lcZ' = 1, of the element v over Q (and decide whether v with chosen c is
a primitive element). Further, construct solving linear systems the polynomials R2; I2 2
Q[Z]; degR2; deg I2 < deg ', such that R2(v) = v1, I2(v) = v2.
Factor ' =
Q
j 'j into the product of irreducible polynomials 'j 2 Q[Z], lcZ'j = 1.
Set Q[»j ;
p¡1] = Q[Z;Z1]=('j ; Z21 + 1), where »j = Z mod ('j ; Z21 + 1),
p¡1 = Z1 mod
('j ; Z21 + 1). Find ° such that '° has a real root »° for which R2(»°) +
p¡1I2(»°) = ·.
The existence of ° follows immediately from the construction and the fact that · is not
a real root of ’. Finally, we set “ = '° , » = »° and R1; I1 to be the remainders of the
division of R2 and I2 into '° .
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In the case when · is real take » = ·, “ = ’, R1 = Z, I1 = 0. So in any case we have
constructed », “, R1, I1 for which (i) and (ii) hold.
Denote ui = ti ¡ zi, 1 • i • l. By Hensel’s Lemma, see e.g. Bourbaki (1961), the
element · can be represented as a series
· = ·0 +
X
(i1;:::;il)>(0;:::;0)
·i1;:::;ilu
i1
1 ¢ ¢ ¢uill 2 Q[·][[u1; : : : ; ul]];
where ·0 = ·, ·i1;:::;il 2 Q[·] ‰ Q[»;
p¡1]. Therefore, ·0 = ·(1)0 +
p¡1·(2)0 , ·i1;:::;il =
·
(1)
i1;:::;il
+
p¡1·(2)i1;:::;il , where ·
(1)
0 ; ·
(2)
0 ; ·
(1)
i1;:::;il
; ·
(2)
i1;:::;il
2 Q[»].
Deflne elements
·(1) = ·(1)0 +
X
(i1;:::;il)>(0;:::;0)
·
(1)
i1;:::;il
ui11 ¢ ¢ ¢uill ;
·(2) = ·(2)0 +
X
(i1;:::;il)>(0;:::;0)
·
(2)
i1;:::;il
ui11 ¢ ¢ ¢uill :
Suppose that · is not real. Then we have · = ·(1) +
p¡1·(2). The element e· = ·(1) ¡p¡1·(2) is a root of the polynomial ’1 = ’=(Z¡·) 2 Q[·][Z] ‰ Q[»;p¡1][[u1; : : : ; ul]][Z],
since ’ 2 Q[t1; : : : ; tl; Z].
Set » = ·(1) + c·(2) where c is the same as for v = v1 + cv2, see above. Our aim now
is to construct the minimal polynomial “ 2 Q[t1; : : : ; tl; Z] of the element » and flnd
R; I 2 Q(t1; : : : ; tl)[Z], degZ R; degZ I < degZ “, such that ·(1) = R(»), ·(2) = I(») (we
shall prove that such polynomials exist). So · = R(») +
p¡1I(»).
Let m = (t1 ¡ z1; : : : ; tl ¡ zl) be the maximal ideal of Q[t1; : : : ; tl] generated by t1 ¡
z1; : : : ; tl ¡ zl, S = Q[t1; : : : ; tl]nm and B = S¡1Q[t1; : : : ; tl] the local ring. Let
A = B[·; ·1;
p¡1] = B[·][Z;Z1]=(’1; Z21 + 1);
where ·1 = Z mod (’1; Z21 + 1),
p¡1 = Z1 mod (’1; Z21 + 1). Therefore, we have A =
A=mA, · = · mod mA, ·1 = ·1 mod mA.
Let v1 = 12 (· + ·1), v2 =
1
2
p¡1 (· ¡ ·1), v = v1 + cv2, v1; v2; v 2 A. Find the minimal
polynomial ' 2 Q(t1; : : : ; tl)[Z], lcZ' = 1, of the element v over Q(t1; : : : ; tl).
Note that ' 2 Q[t1; : : : ; tl; Z] since v is integral over Q[t1; : : : ; tl] and this ring is
integrally closed, see Bourbaki (1961). Therefore, '(z1; : : : ; zl; v) = 0, since A = A=mA
and v = v mod mA. So degZ ' ‚ degZ '.
On the other hand degZ ' coincides with the number of difierent elements
1
2
(·0 + ·01) +
c
§2p¡1(·
0 ¡ ·01);
where ·0; ·01 are difierent roots of ’ inQ(t1; : : : ; tl). The degree – ofB[v1; v2]›BQ(t1; : : : ; tl)
over Q(t1; : : : ; tl) is equal to the number of difierent pairsµ
1
2
(·0 + ·01);
1
§2p¡1(·
0 ¡ ·01)
¶
:
So – = degZ ’(degZ ’ ¡ 1) and degZ ' • –. Similarly the degree – = [Q[v1; v2] :
Q] = degZ ’(degZ ’ ¡ 1) and deg ' = –, since v is a primitive element of Q[v1; v2]
over Q. We have degZ ’ = degZ ’. Thus, – = – ‚ degZ ' ‚ degZ ' = –. There-
fore degZ ' = degZ ' and '(z1; : : : ; zl; Z) = '. Besides that, v is a primitive ele-
ment of B[v1; v2] ›B Q(t1; : : : ; tl) over Q(t1; : : : ; tl). Therefore, there exist polynomials
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R3; I3 2 Q(t1; : : : ; tl)[Z], degZ R3; degZ I3 < degZ ' such that R3(v) = v1, I3(v) = v2.
Construct these polynomials R3; I3.
Let ¢1 = ResZ(';'0Z) 2 Q[t1; : : : ; tl] be the discriminant of '. Then ¢1R3 and
¢1I3 2 Q[t1; : : : ; tl; Z], since v1 and v2 are integral over Q[t1; : : : ; tl], see Bourbaki (1961).
Note that
¢1(z1; : : : ; zl) = ResZ(';'
0
Z) 6= 0:
So R3jt1=z1;:::;tl=zl ; I3jt1=z1;:::;tl=zl are deflned and coincide with R1; I1 since v = v mod
mA, v1 = v1 mod mA, v2 = v2 mod mA.
Factor ' =
Q
i 'i, see Chistov (1984), into the product of irreducible over Q(t1; : : : ; tl)
polynomials 'i 2 Q[t1; : : : ; tl; Z], lcZ'i = 1. Find i0 such that “ divides the polynomial
'i0(z1; : : : ; zl; Z). We set “ = 'i0 and R; I to be the remainders of the division of R3; I3
into 'i0 .
Show that “(») = 0. Indeed, '(») = 0, since · and e· are difierent roots of ’, see above,
and » = 12 (·+e·)+ c2p¡1 (·¡e·). So there exists a unique index i1 such that 'i1(») = 0. This
equality can be considered as an equality in the ring Q[»;
p¡1][[u1; : : : ; ul]]. Therefore,
'i1(z1; : : : ; zl; ») = 0 and i0 = i1, “ = 'i1 , since ' is separable.
We have
· = R3(») +
p¡1I3(»)e· = R3(»)¡p¡1I3(»);
since there exists an epimorphism A ! B[·; e·;p¡1], such that · 7! ·, ·1 7! e·, and,
therefore, v 7! », v1 7! 12 (· + e·), v2 7! 12p¡1 (· ¡ e·). Hence,
· = R(») +
p¡1I(»)e· = R(»)¡p¡1I(»):
The polynomial “(z1; : : : ; zl; Z) is separable since it divides '. So by Hensel’s lemma the
element » can be represented as a series
» = »0 +
X
(i1;:::;il)>(0;:::;0)
»i1;:::;ilu
i1
1 ¢ ¢ ¢uill ; (3.1)
where »0 = », »i1;:::;il 2 Q[»]. From (3.1) and the equalities · = ·(1) +
p¡1·(2) =
R(») +
p¡1I(») we infer that
·(1) = R(»); ·(2) = I(»):
Thus, we have constructed the required polynomial “; R; I in the case when · is not real.
If · is real we set “ = ’, » = · = ·(1), ·(2) = 0, R = Z, I = 0 and all the formulated
above statements are satisfled.
Now deflne an order of a real fleld on the fleld k2 = Q(t1; : : : ; tl)[»]. Consider the
embedding k2 ‰ Q[»]((u1; : : : ; ul)) = k3 which is determined by (3.1). The order on k2 will
be induced by the order on the fleld of formal power seriesQ[»]((u1; : : : ul)) or equivalently
on the ring of formal power series Q[»][[u1; : : : ; ul]]. The monomials ui11 ¢ ¢ ¢uill in the fleld
k3 are linearly ordered in the following way: ui11 ¢ ¢ ¢uill > uj11 ¢ ¢ ¢ujll ifi there exists w such
that i1 = j1; : : : ; iw¡1 = jw¡1 and iw < jw. An element fi 2 Q[»][[u1; : : : ; ul]] is positive
ifi the coe–cient from Q[»] in the maximal monomial of fi with a non-zero coe–cient is
positive. The order on Q[»] ‰ R is induced by the order in R. This order on k3 is an
order of a real fleld, see Bourbaki (1961).
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We resume the results obtained in the following
Lemma 3.1. An embedding of flelds over Q(t1; : : : ; tl) can be constructed
k1 = Q(t1; : : : ; tl)[·] ‰ Q(t1; : : : ; tl)[»;
p¡1];
where » is an algebraic element over Q(t1; : : : ; tl) with minimal polynomial “ 2 Q[t1; : : : ;
tl; Z], lcZ“ = 1 and
· = R(») +
p¡1I(»)
with R(Z); I(Z) 2 1¢2Q[t1; : : : ; tl][Z], ¢2 = ResZ(“;“0Z) is the discriminant of “;
degZ R; degZ I < degZ “ • D21;
degtfi “; degtfi R; degtfi I • P(D1); l(“); l(R); l(I) < (M2 + l)P(D1)
for some polynomial P and all fi. The order of a real fleld is constructed for the fleld
Q(t1; : : : ; tl)[»]. So one can consider » as an element of the real closure gQ(t1; : : : ; tl) of
the fleld Q(t1; : : : ; tl) with the order described above. The working time of constructing
“; R; I and the order on Q(t1; : : : ; tl)[»] is polynomial in Dl1 and M2.
Proof. The fact that R; I 2 1¢2Q[t1; : : : ; tl; Z] is proved similarly to that R3; I3 2
1
¢1
Q[t1; : : : ; tl; Z], see above. The bounds for degrees, length and the working time follow
immediately from the description of the algorithm. All the other statements were proved
above.
Lemma 3.2. Let ! 2 Q(t1; : : : ; tl)[»], ! = 1c
P
0•j•deg “ cj»
j, where c; cj 2 Z[t1; : : : ; tl],
degtfi c; degtfi cj < D, l(c); l(cj) < M3 for all fi; j. Then one can decide whether ! > 0
within the time polynomial in Dl1; D
l;M2;M3.
Proof. Changing ! for !c2 we can suppose that c = 1. The minimal polynomial H(Z)
of the element ! over Q(t1; : : : ; tl) belongs to Q[t1; : : : ; tl; Z], degtfi H = –fi < P(D;D1)
and l(H) < (M1 +M2 + l)P(D;D1) for some polynomial P, degZ H • 2D21 for all fi.
Let !j1;:::;jlu
j1
1 ¢ ¢ ¢ujll be the maximal monomial of ! considered as an element of k3.
Show that j1 • –1; : : : ; jl • –l and !j1;:::;jl 2 Q[»] is one of the roots of the polynomial
((¢ ¢ ¢ (H(Zuj11 ¢ ¢ ¢ujll )=ufl11 )jt1=z1 ¢ ¢ ¢)=uflll )jtl=zl ;
where fl1; : : : ; fll are chosen maximal, such that after the cancellation to u
fli
i one obtains
a polynomial from Z[t1; : : : ; tl][Z].
Indeed, let H = H1(u1; : : : ; ul; Z) for some polynomial H1 2 Q[u1; : : : ; ul; Z]. Consid-
ering Newton’s polygon of H1 relatively (Z; u1) we get j1 • –1, see e.g. Chistov (1986).
Denote H2 = (H1(Zu
j1
1 )=u
fl1
1 )jt1=z1 . We have degtfi H2 • degtfi H1, fi > 1, degZ H2 •
degZ H1, l(H2) • l(H1) and !j1;:::;jluj22 ¢ ¢ ¢ujll is the maximal monomial of a root of H2.
Therefore, by induction we ascertain the required statements.
Thus, we can construct !j1;:::;jl in the required time and check whether !j1;:::;jl > 0
within the same time. The lemma is proved.
We shall need the following.
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Lemma 3.3. There exists a polynomial P such that replacing in the described above con-
struction elements zi with arbitrary elements z⁄i 2 Q with jzi ¡ z⁄i j < 2¡P(D1)(M2+l),
1 • i • l, one can choose ·⁄ instead of ·, getting »⁄ instead of » with R⁄ = R, I⁄ = I,
“⁄ = “.
Proof. Suppose that the following requirements are satisfled:
(a) ¢(z⁄1 ; : : : ; z
⁄
l ) 6= 0,
(b) ¢1(z⁄1 ; : : : ; z
⁄
l ) 6= 0,
(c) there exists a real root e» of the polynomial “(z⁄1 ; : : : ; z⁄l ; Z).
Then set ·⁄ = (Rjt1=z⁄1 ;:::;tl=z⁄l )(e») +p¡1(Ijt1=z⁄1 ;:::;tl=z⁄l )(e») (it can be computed due to
(b)). We have ’(R(»)§p¡1I(»)) = 0, » = R(») + cI(»). So ’(z⁄1 ; : : : ; z⁄l ; ·⁄) = 0. Let »
⁄
correspond to » in our construction when ·⁄ corresponds to ·. Then »
⁄
= e» and by the
uniqueness in Hensel’s Lemma we get »⁄ for which “⁄ = “, R⁄ = R, I⁄ = I.
Note that in the assumptions of the Lemma (a), (b), and (c) are satisfled for some
polynomial P. The lemma is proved.
It is worth remembering that the fleld Q(t1; : : : ; tl) has the order induced by the linear
order on monomials uj11 ¢ ¢ ¢ujll described above. Denote by gQ(t1; : : : ; tl) the real closure
of the fleld Q(t1; : : : ; tl) with this flxed order. More generally, if K is an arbitrary real
fleld then we shall denote by eK the real closure of K.
Lemma 3.4. The construction of this section gives all possible real structures of the fleld
Q(t1; : : : ; tl)[·] when Q(t1; : : : ; tl) is the real ordered fleld with the flxed order described
above. More exactly, for every embedding fl : Q(t1; : : : ; tl)[·] ! gQ(t1; : : : ; tl)[p¡1] there
exist an embedding
fl1 : Q(t1; : : : ; tl)[·]! Q(t1; : : : ; tl)[»;
p¡1]
from Lemma 3:1 and an embedding
fl2 : Q(t1; : : : ; tl)[»]! gQ(t1; : : : ; tl)
of real ordered flelds which induces the embedding
fl02 : Q(t1; : : : ; tl)[»;
p¡1]! gQ(t1; : : : ; tl)[p¡1]
such that fl = fl02 – fl1 (all embeddings over Q(t1; : : : ; tl)).
The arbitrariness of the construction of this section consists in the choice of the root
· of the polynomial ’.
Proof. Follows directly from the description of gQ(t1; : : : ; tl) as a fleld of multiple frac-
tional power series over the real closure eQ of Q, see e.g. Bochnak et al. (1987).
4. Solving an Auxiliary System over the Field of Real Numbers
In this section the proof of Lemma 4.1 follows Renegar (1988). The proof of the ana-
logue of Lemma 4.1 in Renegar (1988) is based in its turn on the idea from Milnor (1964).
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We give proofs of Lemmas 4.1 and 4.2 for the completeness, their statements are slightly
difierent from Renegar (1988).
Let f1; : : : ; fm 2 R[X1; : : : ; Xn], 0 < – < R, deg fi < d, 1 • i • m, d 2 Z. Consider
the system with an inequality
f1 = ¢ ¢ ¢ = fm = 0; – ¡
X
1•i•n
X2j ‚ 0 (4.1)
Let 0 < " 2 R, "–d+1 < 1. Consider also the following inequalities
g =
‡
– ¡
X
1•j•n
X2j + "
·‡
"¡
X
1•i•m
f2i
·
¡ "3
X
1•j•n
X2d+2j > 0 (4.2)
– ¡
X
1•j•n
X2j ‚ ¡";
X
1•i•m
f2i • ": (4.3)
Lemma 4.1. (cf. Renegar, 1988) Let system (4:1) have a solution. Then there exists
a sequence f"ig1i=0, 0 < "i 2 R, which tends to zero, such that for every i the system of
equations in X1; : : : ; Xn
@g
@X1
flflflfl
"="i
= ¢ ¢ ¢ = @g
@Xn
flflflfl
"="i
= 0 (4.4)
has a solution x(i) = (x(i)1 ; : : : ; x
(i)
n ) 2 Rn and the sequence fx(i)g1i=0 tends to some
solution x = (x1; : : : ; xn) 2 Rn of system (4:1).
Proof. It follows from (4.1) that
P
j X
2d+2
j • –d+1. (4.1) implies (4.2), since "2 >
"3–d+1. (4.1) implies (4.3).
Show that for each connected component W of solutions of (4.2) which contains some
solution » of (4.1), also (4.3) is satisfled, i.e. every »1 2W is a solution of (4.3).
Indeed, since W is a component of solutions of (4.2), functions – ¡Pj X2j + " andP
i f
2
i ¡ " cannot have zeros on W . So they have the same sign for all »1 2 W , since W
is connected. We have –¡Pj X2j + " > 0, Pi f2i ¡ " < 0 in the point ». Therefore, these
inequalities are satisfled for all »1 2W , i.e. (4.3) is satisfled for all »1 2W .
Each connected component of solutions of (4.3) is bounded. Therefore, each connected
component W of solutions of (4.2), which contains some solution of (4.1), is also bounded.
Therefore, there exists a local maximum »2 of g in the domain W . In the point »2 the
equality grad g = 0 is satisfled.
Connected components of solutions of (4.3) tend to connected components of solutions
of (4.1) in the sense that for every ¿ > 0 there exists ¾ > 0 such that for every 0 < " < ¾
the ¿ -neighbourhood of the connected component W1 of solutions (4.1) contains the
connected component W2 of solutions of (4.3) such that W2 ‰ W1. This immediately
implies the Lemma.
Now let " be transcendental over R. Consider the following system
@g
@X1
= ¢ ¢ ¢ = @g
@Xn
= 0 (4.5)
in the variables ", X1; : : : ; Xn. Let the set of zeros of (4.5) be V ‰ (A1 £ An)(C) over
the fleld C. Denote by … : A1 £ An ! An the projection to the second factor. Let
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U = V nf" = 0g be the open subset of V and U(R) the subset of U consisting of points
with real coordinates, U and U(R) be closures of U and U(R) respectively in the Zariski
topology.
Lemma 4.2. (cf. Renegar, 1988))
(a) The set U \ f" = 0g is flnite.
(b) If system (4:1) has some solution over R then there exists » 2 …(U(R) \ f" = 0g)
which satisfles (4:1). This assertion is also true in the classic topology.
Proof. Set " = "1="0, Xi = Zi=Z0, 1 • i • n, and consider the homogeneous relatively
("1; "0); (Z0; : : : ; Zn) system corresponding to (4.5), which is obtained from (4.5) by the
given above substitution and multiplication to the least common denominator. Let we
get the following system
g1 = ¢ ¢ ¢ = gn = 0: (4.6)
It deflnes the set of solutions W ‰ (P1£Pn)(C). Let W = SiWi be the decomposition of
W into irreducible components over C. Denote by …1 : P1£Pn ! P1 the projection to the
flrst factor. Then …1(Wi) = P1 or some point in P1 for every i. Show that if …1(Wi) = P1
then dimWi = 1. Indeed, ´ 6= Wi\f"0 = 0g ‰ f(2d+ 2)Z2d+1i = 0; i = 1; : : : ; ng\f"0 =
0g = fp0g, where p0 is a point. So, dimWi • 1 and, therefore, dimWi = 1.
We have V ‰ W . Denote by V the closure of V in P1 £ Pn. Let V = Sj V j be
the decomposition of V into irreducible components. Each component of V is also a
component of W , and each component of W which is not contained in some hyperplane
f"1 = c"0g, c 2 C, is a component of V . This follows from the fact that p0 2 P1 £ An.
Thus, we have proved that Wnf"1 = 0g \ f"1 = 0g is flnite. Therefore, U \ f" = 0g is
flnite, since U ‰Wnf"1 = 0g. The second assertion of the lemma follows from Lemma 4.1.
Corollary 4.1.
(a) Let W 0 (respectively V 0; V
0
; U 0) denote the union of all the components of W (re-
spectively V; V ; U) which are not contained in some hyperplane f"1 = c"0g, c 2 C.
Then W 0 = V
0
= V 0, V 0 = W 0 \ A1 £ An, U 0 = V 0 \ f" 6= 0g, V 0 ‰ U .
(b) We can consider (4:6) as a system over the fleld C(") in the variables X1; : : : ; Xn
with the variety of solutions W. Then irreducible over C(") components of W cor-
respond bijectively to the irreducible over C components of W 0.
Proof. We need only to prove (b). But this general fact can be obtained by the local-
ization of the rings of regular functions C[W \ fZfi 6= 0; "0 6= 0g] = Afi, 0 • fi • n,
relatively to the multiplicatively closed set S = C["]nf0g, cf. Chistov (1984). Irre-
ducible components of W 0 \ fZfi 6= 0; "0 6= 0g correspond bijectively to the mini-
mal prime ideals of Afi which do not intersect S, i.e. to the minimal prime ideals of
S¡1Afi = C(")[W\fZfi 6= 0g] and, therefore, to the irreducible components deflned over
C(") of the variety W \ fZfi 6= 0g. This gives the required independent of fi bijection.
The corollary is proved.
Lemma 4.3. The assertion (b) of Lemma 4:2 in classic topology setting can be expressed
in the language L(eQ) of the flrst order of the real closed fleld eQ, see Bochnak et al. (1987).
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Proof. Let the bound for the degree d be flxed and
fi =
X
j1;:::;jn
fi;j1;:::;jnX
j1
1 ¢ ¢ ¢Xjnn
where fi;j1;:::;jn 2 R for all i; j1; : : : ; jn. We shall consider all fi;j1;:::;jn , X1; : : : ; Xn, ", –
as variables over the fleld eQ. Then the assertion (b) of Lemma 4.2 can be written in the
form
8fi;j1;:::;jn8"8–f" > 0 and "–d+1 < 1 and – > 0
) [9X1 : : : 9Xn((X1; : : : ; Xn) satisfles (4.1))
) 9X 01 : : : 9X 0n((X 01; : : : ; X 0n) satisfles (4.1) & (0; X 01; : : : ; X 0n) 2 U(R))]g:
The conditions \(X1; : : : ; Xn) satisfles (4.1)" and \(X 01; : : : ; X
0
n) satisfles (4.1)" can be
expressed in L(eQ). The condition \("00; X 001 ; : : : ; X 00n) 2 U(R)" can be expressed in L(eQ),
since U(R) = V (R)nf" = 0g where V (R) is the set of solutions of (4.5) with real co-
ordinates. So (0; X 01; : : : ; X
0
n) 2 U(R) can be expressed in the form 8¿ > 09"009X 001 : : :
9X 00n(("00)2 +
P
i(X
0
i ¡X 00i )2 < ¿ & ("00; X 001 ; : : : ; X 00n) 2 U(R)), which gives the required
expression in L(eQ) for the assertion (b) of Lemma 4.2. The lemma is proved.
Lemma 4.4. Let R be an arbitrary real closed fleld, the polynomials f1; : : : ; fm 2 R[X1;
: : : ; Xn], 0 < – 2 R, 0 < " 2 R, "–d+1 < 1, deg fi < d, d 2 Z. Then the assertion (b) of
Lemma 4:2 with R replaced by R is satisfled, herewith the closure U(R) is considered as
the closure in the Zariski topology. Besides that, U(R) ‰ U in the Zariski topology.
Therefore, if system (4:1) has some solution over R then there exists » 2 …(U\f" = 0g),
which satisfles (4:1), where U is the closure of U ‰ (A1 £ An)(R[p¡1]) in the Zariski
topology.
Proof. Consider at flrst the topology of the real closed fleld, i.e. the topology with the
base of all open balls. Then by Lemma 4.3, by the assertion (b) of Lemma 4.2 and the
transfer principle, see Bochnak et al. (1987), the flrst statement of the Lemma is satisfled
but when the closure U(R) is considered in the topology of the real closed fleld R.
The Zariski topology in (A1 £ An)(R) is weaker than the topology of the real closed
fleld. Therefore, the flrst statement of the lemma is satisfled also in the Zariski topology.
Note that the Zariski topology in An+1(R) when polynomials with coe–cients from R
are considered is induced by the Zariski topology in An+1(R[
p¡1]) when polynomials
with coe–cients from R[
p¡1] are considered. So U(R) ‰ U in the Zariski topologies.
This implies the last statement of the Lemma. The lemma is proved.
5. Description of the Algorithm for Computing the Dimension
We shall describe the algorithm in steps (1), (2), (3), . . . . One should not confuse these
steps of the algorithm with the steps of recursion, see later.
(1) We shall suppose without loss of generality that degX0;:::;Xn(fi) = d ¡ 1. If it is
not so, we can change each fi for the family ffiX¡ deg(fi)+d¡1j g0•j•n. Also we can
suppose that f0; : : : ; fm are linearly independent over k (and therefore m • dn).
Using recursion by s ‚ 1 we shall construct polynomials h1; : : : ; hs and linear forms
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L
(s)
s+1; : : : ; L
(s)
n in X0; : : : ; Xn, such that
L
(s)
j 2 Z[X0; : : : ; Xn]; s+ 1 • j • n;
hi =
X
0•j•m
‚i;jfj ; ‚i;j 2 Z
for all i; j and the subset of Pn(k)
Vs = fh1 = ¢ ¢ ¢ = hs = L(s)s+1 = ¢ ¢ ¢ = L(s)n = 0g
of all common zeros of polynomials h1; : : : ; hs, L
(s)
s+1; : : : ; L
(s)
n is flnite, i.e. #Vs <
+1. The required dimension dimV = dimff0 = ¢ ¢ ¢ = fm = 0g is equal to n ¡ s0
where s0 is maximal s for which this construction can be done.
(2) The base, s = 1, of the construction is easy. If f0(X0; X1; 0; : : : ; 0) 6= 0 then
one can take h1 = f0 and L
(1)
i = Xi, i ‚ 2. In the general case it is not di–-
cult to flnd an appropriate linear substitution after applying which the condition
f0(X0; X1; 0; : : : ; 0) 6= 0 will be satisfled.
(3) Now let n > s ‚ 1 and suppose that h1; : : : ; hs, L(s)s+1; : : : ; L(s)n are constructed.
Denote for brevity L(s)j = Lj , s + 1 • j • n. In step s + 1 of recursion our aim
is to construct hs+1 and new linear forms L
(s+1)
s+2 ; : : : ; L
(s+1)
n if it is possible or to
compute the dimension dimff0 = ¢ ¢ ¢ = fm = 0g in the case when s = s0. Using the
algorithm from Chistov (1984), see also Lazard (1981), flnd all the points fxjg1•j•N
of the set Vs. Find a linear form L0 with integer coe–cients, such that L0(xj) 6= 0
for all 1 • j • N .
(4) Let xj = (xj;0 : : : : : xj;n) 2 Pn. Recall that in output of the algorithm from
Chistov (1984) for every j we have an isomorphism of flelds over k
k
µ
xj;0
xj;fi
; : : : ;
xj;n
xj;fi
¶
’ k[¿j ];
where ’j(¿j) = 0, ’j 2 k[Z] is an irreducible polynomial, xj;fi 6= 0. Construct for
every j a primitive element ·j = µ + c¿j of the fleld k(¿j) over Q(t1; : : : ; tl), c 2 Z,
with minimal polynomial 'j 2 Q[t1; : : : ; tl; Z] over Q(t1; : : : ; tl). We can suppose
that lcZ'j = 1 replacing if it is not so, ·j by (lcZ'j)·j .
(5) Consider the set of polynomials fP0•i•m cifi : 1 • c • mds + 1; c 2 Zg = H. We
shall enumerate the elements of H. Let h 2 H.
(6) Find all j for which h(xj) = 0. Let, say, h(xj) = 0 when 1 • j • N 0, and h(xj) 6= 0
when N 0 < j • N . If N 0 = 0 then we set hs+1 = h, L(s+1)s+1+i = Ls+1+i for every i ‚ 1
and go to step s+2. If N 0 > 0 we shall enumerate all the points xj , j = 1; 2; : : : ; N 0.
(7) For considered 1 • j • N 0 construct for the fleld Q(t1; : : : ; tl)[·j ] a real structure
as in Section 3, i.e. construct »j ;“j ; Rj ; Ij for ·j analogous to »;“; R; I for ·.
(8) Let "1 and "2 be algebraically independent inflnitesimals relative to the fleld K =
Q(t1; : : : ; tl)[»j ], 0 < "2 < "1, and "2 an inflnitesimal relative to the fleld K("1).
The fleld K1 = K("1; "2) is a real ordered fleld.
Consider the system of equations with coe–cients from the fleld K1[
p¡1]
h1 = ¢ ¢ ¢ = hs = h¡ "2Ld¡10 = 0: (5.1)
Set Xi = Yi +
p¡1Zi, 0 • i • n, where Yi and Zi are new variables. Then hi =
hi;1 +
p¡1hi;2, 1 • i • s, h ¡ "2Ld0 = h(1) +
p¡1h(2), where hi;1; hi;2; h(1); h(2) 2
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K("2)[Y0; : : : ; Yn; Z0; : : : ; Zn]. Consider the system with coe–cient from the fleld
K1
h1;1 = h1;2 = ¢ ¢ ¢ = hs;1 = hs;2 = h(1) = h(2) = 0: (5.2)
The solutions of system (5.1) over the algebraic closure K1 of the fleld K1 corre-
spond bijectively to the solutions of system (5.2) over the real closure eK1 of the
fleld K1.
Let xj = (xj;0 : xj;1 : : : : : xj;n), some xj;fi = 1, xj;u = yj;u+
p¡1zj;u, yj;u; zj;u 2 K,
0 • u • n. Denote h(3) = P0•i•n((Yi¡yj;i)2+(Zi¡zj;i)2) and consider the system
with an inequality
h1;1 = h1;2 = ¢ ¢ ¢ = hs;1 = hs;2 = h(1) = h(2) = 0; h(3) • "1 (5.3)
with coe–cients from the fleld K1. Each solution of (5.3) over eK1 is the solution
of (5.2) and gives the solution of (5.1) over K1.
(9) System (5.3) over eK1 is analogous to system (4.1) over R. The variables Y 0i =
Yi¡ yi;j , Z 0i = Zi¡ zi;j , 0 • i • n in (5.3) play the role of X1; : : : ; Xn in (4.1) (but
we shall not use Y 0i ; Z
0
i explicitly below). Construct the function
G = ("1 ¡ h(3) + ")("¡
X
1•i•s
(h2i;1 + h
2
i;2)¡ (h(1))2 ¡ (h(2))2)
¡"3
X
0•i•n
((Yi ¡ yi;j)2d+2 + (Zi ¡ zi;j)2d+2)
analogous to g from Section 4. Here " is transcendental over the fleld K1.
Consider the system of equations with the coe–cients from the fleld K1 analogous
to (4.5)
@G
@Y0
= ¢ ¢ ¢ = @G
@Yn
=
@G
@Z0
= ¢ ¢ ¢ = @G
@Zn
= 0 (5.4)
Here " is considered as a variable.
(10) Similarly to Section 4 deflne the set U1 for (5:4) corresponding to the set U for (4.5).
We have U1 ‰ (A1 £ A2n+2)(K1). Analogous to the proof of Lemma 4:2 we prove
that U1\f" = 0g is a flnite set where U1 is the closure of U1 in the Zariski topology.
Therefore, each irreducible component Vfi of U1 which has a non-empty intersection
with f" = 0g has the dimension dimVfi = 1. Further, Lemma 4:4 implies that
if (5.3) has a solution over the fleld eK1 then there exists » 2 …(U1 \f" = 0g) which
satisfles (5:3). In the next steps of the algorithm (11), (12), (13) we shall construct
all the points from U1 \ f" = 0g.
(11) Consider the system
G1 = ¢ ¢ ¢ = G2n+2 = 0 (5.5)
for the system (5.4) which is analogous to (4.6) for system (4.5) and the sets
W1; V1; W1; V 1; W 01; V 01 ; V
0
1
analogous to
W; V; W; V ; W 0; V 0; V 0:
In the deflnitions one should replace C;R by K1; eK1. For W 01; V 01 ; V 01; U 01 the asser-
tion (a) of the corollary to Lemma 4:2 is satisfled. The proof is without changes.
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The assertion (b) is satisfled if one changes C for K1 or K1. The proof also is the
same.
System (5.5) has a flnite number of solutions in P2n+2(K1(")). We solve system (5.5)
using the algorithm from Chistov (1984) and flnd all the irreducible and deflned over
K1(") components vfi of W1. By the corollary to Lemma 4.2 each vfi corresponds
to the irreducible and deflned over K1 component Vfi of V 01 and conversely each Vfi
corresponds to some vfi. Note that V 01 ‰ U1 and V 01 \ f" = 0g = U1 \ f" = 0g.
The component vfi is given in output of the algorithm from Chistov (1984) by the
isomorphism of flelds over K1(")
K1(")[vfi] = K1(")[yfi;0; : : : ; yfi;n; zfi;0; : : : ; zfi;n] ’ K1(")[·fi]: (5.6)
Here K1(")[vfi] is the fleld of rational functions on vfi deflned over K1("), yfi;0; : : : ;
yfi;n, zfi;0; : : : ; zfi;n are coordinate functions on vfi in A2n+2(K1(")), the element
·fi is algebraic over K1(") and has minimal polynomial 'fi 2 K1(")[Z]. In Chis-
tov (1984) the degrees degtj ; deg"1 ; deg"2 ; deg", 1 • j • l of all yfi;i, zfi;i, 'fi are
less than P(dn; d1; d2) and the lengths of coe–cients from Z of these elements are
less than P(dn; d1; d2)(M1 +M) for some polynomial P.
(12) Our aim is to flnd all the points from Vfi \ f" = 0g. Using the algorithm from
Chistov (1986) (see also Chistov, 1989) and construct roots of the polynomial 'fi
in the fleld of fractional power series
S
”2NK1(("
1=”)) in the following way. The
roots are divided into classes with indices fl. For each class the fleld of constant
K1[·0fi;fl ] is constructed, where ·
0
fi;fl is an algebraic over K1 element with minimal
polynomial 'fi;fl 2 K1[Z]. There exists a root e·fi;fl of 'fi such thate·fi;fl = X
io•i<1
vfi;fl;i"
i=”(fi;fl);
where vfi;fl;i 2 K1[·0fi;fl ] for all i and the fleld K1[·0fi;fl ] is minimal containing K1 and
all vfi;fl;i; the coe–cient vfi;fl;i0 6= 0, 0 < ”(fi; fl) 2 Z. Each root of 'fi from the class
fl has coe–cients conjugated over K1 to the coe–cients of e·fi;fl , i.e. has the formP
i0•i<1(¾vfi;fl;i)"
i=”(fi;fl), where ¾ : K1[·0fi;fl ]! K1 is an embedding over K1.
In Chistov (1986) for deg"1 ; deg"2 ; degtj and the lengths of coe–cients from Z of
'fi;fl we have the same bounds as for 'fi. For vfi;fl;i these degrees are less than
P(dn; d1; d2)(jij + 1) and l(vfi;fl;i) < (M1 + M2)P(dn; d1; d2)(jij + 1) log(jij + 2).
Besides that, for the order we have jord"(e·fi;fl)j = ji0=”(fi; fl)j < P(dn; d1; d2). One
can construct all 'fi;fl in time polynomial in dn; d1; d2;M1;M;m and vfi;fl;i in time
polynomial in dn; d1; d2;M1;M;m; i for every i for some polynomial P.
(13) Let yfi;i = yfi;i("; ·fi), zfi;i = zfi;i("; ·fi) in (5.4). Compute the flrst terms of expan-
sions in K1[·0fi;fl ](("
1=”(fi;fl))) of the elements
yfi;i("; e·fi;fl); zfi;i("; e·fi;fl):
It can be done due to bounds which were given above in time polynomial in
dn; d1; d2;M1;M;m. Then substitute " = 0, i.e. compute
yfi;i("; e·fi;fl)j"=0; zfi;i("; e·fi;fl)j"=0:
We get elements yfi;fl;i, zfi;fl;i 2 K1[·0fi;fl ] [ f1g (if the exponent in " is negative
we get 1). We shall consider only fl for which yfi;fl;i, zfi;fl;i 2 K1[·0fi;fl ] for all i.
Construct a primitive element ·fi;fl of the fleld
K1[yfi;fl;0; : : : ; yfi;fl;n; zfi;fl;0; : : : ; zfi;fl;n]
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over K1. Denote by Pfi;fl 2 K1[Z] the constructed minimal polynomial of ·fi;fl .
Thus (cf. Chistov, 1989), all possible isomorphisms over the fleld K1 for all fi; fl
K1 ¾K1[y0; : : : ; yn; z0; : : : ; zn]
’K1[y0;fi;fl ; : : : ; yn;fi;fl ; z0;fi;fl ; : : : ; zn;fi;fl ] = K1[·fi;fl ] (5.7)
give all the points (y0; : : : ; yn; z0; : : : ; zn) 2 …(U1 \ f" = 0g).
Let ¾ be an embedding of the fleld K1[·fi;fl ] in K1 over K1. The elements of U1 \
f" = 0g correspond to the elements ¾·fi;fl where fi; fl; ¾ are arbitrary in accordance
with (5.7).
In Chistov (1986) the degrees degtj ; deg"1 ; deg"2 , 1 • j • l of all yfi;fl;i, zfi;fl;i, Pfi;fl
are less than P(dn; d1; d2) and the lengths of coe–cients from Z of these elements
are less than (M1 +M2)P(dn; d1; d2) for some polynomial P.
(14) Let ›2 =
S
”12NK("1)(("
1=”2
2 )) be the fleld of fractional power series in "2 with
coe–cients from the algebraic closure K("1) of K("1) and
› = [”1;”22NK(("1=”11 ))(("1=”22 ))
the fleld of fractional power series in "2 with coe–cients from the fleld of fractional
power series ›1 = [”12NK(("1=”11 )) in "1 over K. The flelds ›, ›1, ›2 are alge-
braically closed, K("1; "2) ‰ ›2 ‰ ›, and for the real closure gK("1; "2) of K("1; "2)
we have the embedding of real ordered fleldsgK("1; "2) ‰ [
”1;”22N
eK(("1=”11 ))(("1=”22 ));
herewith the last fleld is real closed, see Bochnak et al. (1987).
(15) Now our aim is to flnd the points from …(U1\f" = 0g) which are solutions of (5.1).
By steps (10), (13) and (14) it is su–cient for this to construct expansions in the
fleld › of all the elements ¾·fi;fl , i.e. to construct expansions of all the roots of
polynomials Pfi;fl in › for all fi; fl.
(16) Apply the algorithm from Chistov (1986), see also Chistov (1989), and compute
partial sums of the expansions of roots of Pfi;fl in ›2. We take the partial sums till
the roots of Pfi;fl in Newton’s polygon method are separated, see Chistov (1986).
Herewith the irreducible polynomials Pfi;fl;° 2 K("1)[Z] with the roots ·fi;fl;° are
constructed which satisfy the following properties. Let ¾1 be an arbitrary embedding
of the fleld K("1)[·fi;fl;° ] in K("1) over K("1). Then the set of flelds K("1)[¾1·fi;fl;° ]
for all fi; fl; °; ¾1 coincides with the set of flelds Kfi;fl;¾ for all fi; fl; ¾, where the fleld
Kfi;fl;¾ is generated over K("1) by the coe–cients from K("1) of the expansion in
›2 of the element ¾·fi;fl .
Besides that we have degZ(Pfi;fl;°); deg"1(Pfi;fl;°); degtj (Pfi;fl;°) < P(dn; d1, d2) for
all j and l(Pfi;fl;°) < (M1 + M)P(dn; d1; d2) for all fi; fl; ° for some polynomial P,
see Chistov (1986).
We can suppose also without loss of generality that Pfi;fl;° 2 K["1; Z], lcZPfi;fl;°
= 1.
(17) Apply again the algorithm from Chistov (1986) and compute partial sums of the ex-
pansions of roots of Pfi;fl;° in ›1. We take the partial sums till the separation of roots
of Pfi;fl;° in Newton’s polygon method, see Chistov (1986). Herewith the irreducible
polynomials Pfi;fl;°;– 2 K[Z] with roots ·fi;fl;°;– are constructed which satisfy the
following properties. Let ¾2 be an arbitrary embedding of the fleld K[·fi;fl;°;–] in K
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over K. Then the set of flelds K[¾2·fi;fl;°;–] for all ¾2; fi; fl; °; – coincides with the
set of flelds Kfi;fl;°;¾1 for all fi; fl; °; ¾1, where the fleld Kfi;fl;°;¾1 is generated over
K by the coe–cients from K of the expansion in ›1 of the element ¾1·fi;fl;° .
Besides that, we have, see Chistov (1986), degZ(Pfi;fl;°;–), degtj (Pfi;fl;°;–) < P(dn;
d1; d2) for all j and l(Pfi;fl;°;–) < (M1 + M)P(dn; d1; d2) for all fi; fl; °; – and some
polynomial P.
We can suppose also without loss of generality that Pfi;fl;°;– 2 Q[t1; : : : ; tl; »j ; Z],
lcZ(Pfi;fl;°;–) = 1 for all fi; fl; °; –.
(18) Now we shall choose new real structures for the fleldsQ(t1; : : : ; tl)[·j ] andK[·fi;fl;°;–]
for the considered index j and all fi; fl; °; –. Replace for brevity fi; fl; °; – by one index
„. Compute a primitive element »j + c·„, c 2 Z, of the fleld K[·„] over Q(t1; : : : ; tl)
with minimal polynomial `„ 2 Q[t1; : : : ; tl; Z], lcZ(`„) = 1. We shall suppose fur-
ther without loss of generality, replacing if it is necessary ·„ by »j + c·„, that ·„
is a primitive element of the extension Q(t1; : : : ; tl) ‰ K[·„] and `„ is minimal
polynomial of ·„ over Q(t1; : : : ; tl). So we have K[·„] = Q(t1; : : : ; tl)[·„]. Compute
the product of the resultants ¢3 =
Q
„ ResZ(`„; `
0
„;Z). Let in the algorithm of
Section 3 by the construction of »j the elements z1; : : : ; zl 2 Q be chosen. Using
Lemma 3.3 for the element ·j instead of · flnd z⁄1 ; : : : ; z
⁄
l 2 Q for which the con-
clusion of Lemma 3.3 is satisfled and ¢3(z⁄1 ; : : : ; z
⁄
l ) 6= 0. Thus, by Lemma 3.3 a
new real structure of Q(t1; : : : ; tl)[·j ] is constructed for which “⁄j = “j , R⁄j = Rj ,
I⁄j = Ij .
By Lemma 3.4 construct using the algorithm from Section 3 all the real struc-
tures for the fleld Q(t1; : : : ; tl)[·„] which induce this new real structure of the fleld
Q(t1; : : : ; tl)[·j ]. These real structures of Q(t1; : : : ; tl)[·„] exist by Lemma 3.4, sinceeK[p¡1] = K ¾ K[·„]. The number of these real structures of K[·„] is no more
than degZ P„ by the construction of Section 3. Considering one of these real struc-
tures we shall denote by »„; R„; I„;“„ the elements corresponding to »;R; I;“ of
Section 3.
Remark 5.1. We have changed the real structure in this step to avoid arising arbi-
trary multiple fractional power series in t1; : : : ; tl by the extension of the initial real
structure of K to the flelds K[·fi;fl;°;–]. The construction of Section 3 uses Hensel’s
Lemma and power series in t1; : : : ; tl (not fractional power series). If one obtains
the estimations for multiple fractional power series similar to Chistov (1986) and
describes the general situation with extensions of real structures then it will not be
necessary to change the real structure.
(19) Note that systems (5:2); : : : ; (5:5) have the same form for the new real structure of
Q(t1; : : : ; tl)[·j ] as for the old one, since “⁄j = “j . Further we shall consider only
the new real structures for the flelds Q(t1; : : : ; tl)[·j ], K[·„] for all „.
(20) Now we can flnd the elements of …(U1 \ f" = 0g) which are solutions of (5.1). By
steps of the algorithm (15), (16), (17) if such a solution exists then there exists „ for
which the fleld K[·„] is a real ordered fleld in one of real structures constructed in
step (18) of the algorithm, i.e. in one of real structures with ·„ = »„. This condition
means that the corresponding element of …(U1 \ f" = 0g) belongs to A2n+2(fK1).
The elements of …(U1 \ f" = 0g) are given by (5.7). Now we substitute those of
them, for which there exists „ = (fi; fl; °; –) and the real structure from step (18)
of the algorithm with »„ = ·„, in system (5.3) and check whether (5.1) is satisfled.
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By Lemma 3.2 one can check the inequality from (5.1) within the time polynomial
in dn; d1; d2;M;M1;m. Thus, we can flnd all the elements of …(U1\f" = 0g) which
are solutions of (5.1). Therefore, by step (10) of the algorithm we can flnd one of
the solutions of (5.1) over fK1 if (5.1) has any solutions over fK1.
The working time of this part of the algorithm is polynomial in dn; d1; d2, M , M1;m.
We shall continue the description of the algorithm in Section 7. Before this we need
to prove some lemmas.
6. Five Lemmas
Lemma 6.1. The polynomial h is identically zero on each irreducible component W1 of
the variety W = fh1 = ¢ ¢ ¢ = hs = 0g ‰ Pn(K), such that xj 2 W1 if and only if there
exist no solutions of system (5:3) over the real closure fK1 of K1.
Proof. Let h be identically zero on each such W1. Denote V = fh1 = ¢ ¢ ¢ = hs = 0g ‰
An+1(K1). So, V is the set of all the zeros of h1; : : : ; hs in An+1(K1). Then there exists
a homogeneous polynomial P with coe–cients from K such that (h=Ld¡10 )(V \ fPL0 6=
0g) = f0g and P (xj) 6= 0. Let xj = (xj;0; : : : ; xj;n) 2 An+1, where xj = (xj;0 : : : : : xj;n) 2
Pn(K), xj;i 2 K for all i, see step (10), Section 5. Denote by fjx¡xj j2 < "1g ‰ An+1(K1)
the set corresponding to the set fh(3) < "1g ‰ A2n+2(fK1), see step (10), Section 5. Show
that fjx¡ xj j2 < "1g \ V ‰ fL0P 6= 0g \ V .
Indeed, otherwise there exists x0 2 An+1(K1) such that (L0P )(x0) = 0 and jx0 ¡
xj j2 < "1, i.e. (L0P )(xj + (x0 ¡ xj)) = 0 where x0 ¡ xj = u1 +
p¡1u2, (u1; u2) 2
A2n+2(fK1) and (u1; u2) has inflnitesimal coordinates relative to the fleld eK. This leads
to the contradiction, since xj 2 An+1(K) and (L0P )(xj) 6= 0.
Thus, we have (h=Ld¡10 )(fjx¡xj j2 < "1g\V ) = f0g, i.e. there are no solutions of (5.1)
over fK1.
Conversely, suppose that h is not identically zero on some component W1 of W , such
that xj 2W1. Let V1 ‰ An+1(K) be the component of V corresponding to W1, i.e. V1 is
given by the same equations as W1.
There exists a closed algebraic curve V2 deflned and irreducible over K such that
V2 ‰ V1; xj 2 V2 and h(V2) 6= f0g. Let t be a uniformizing element of some branch
of V2 containing the point xj . The coordinate functions xr, 0 • r • n, on V2 in the
neighbourhood of the points xj = (xj;0; : : : ; xj;n) can be represented as series
xr = xr;j +
X
i‚1
tifir;i; fir;i 2 Kµ
h
Ld¡10
¶
= h0t” +
X
i‚1
ti+”hi; hi 2 K; 0 < ” 2 Z:
It follows from here that one can solve the equation h=Ld¡10 = "2 relatively to t and
represent
t = t0"
1
”
2 +
X
i‚1
ti"
i
”
2 ; ti 2 K; t0 6= 0
xr = xj;r +
X
i‚1
flr;i"
i
”
2 2 ›; flr;i 2 K
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yr = yj;r +
X
i‚1
°r;i"
i
”
2 2 ›; °r;i 2 eK
zr = zj;r +
X
i‚1
–r;i"
i
”
2 2 ›; –r;i 2 eK
where xr = yr +
p¡1zr , see step (10), Section 5, and the fleld › is deflned in step (14),
Section 5. Besides that, these expressions for xr in › are algebraic over K1 since K(W3) ¾
K(h=Ld¡10 ) is a flnite extension of flelds. Therefore, the expression for yr and zr are also
algebraic over K1, since they are linear combinations of roots of minimal polynomial for
xr over K("2), cf. Section 3. Therefore, by step (14) of the algorithm and the fact, that
"2 is an inflnitesimal of the greater order of smallness than "1, we conclude that these
expressions for yr; zr, 0 • r • n, give a solution of system (5:3) over the fleld eK. The
Lemma is proved.
Let for the considered index j system (5.3) have a solution which is found in step (20),
Section 5. By step (8) of the algorithm we get a solution x⁄j = (x
⁄
j;0 : : : : : x
⁄
j;n) 2 Pn(K1).
Deflne ‚i 2 K1 be such that (Li ¡ ‚iL0)(x⁄j ) = 0, s+ 1 • i • n. Set L0i = Li ¡ ‚iL0.
Consider the system
h1 = ¢ ¢ ¢ = hs = L0s+1 = ¢ ¢ ¢ = L0n = 0 (6.1)
over the fleld K1.
If – = –1 +
p¡1–2 2 K1; –1; –2 2 fK1 deflne 0 • j–j = (–21 + –22)1=2 2 fK1.
Deflne the element – 2 K1 to be inflnitesimal relative to the fleld eK if j–j 2 fK1 is
inflnitesimal relative to the fleld eK. It is convenient to consider in the context below zero
as an inflnitesimal.
Lemma 6.2. Let W1 be a component of the variety W = fh1 = ¢ ¢ ¢ = hs = 0g ‰ Pn(K1)
such that xj 2 W1 for some 1 • j • N and –i 2 K1, s + 1 • i • n, be inflnitesimals
relative to the fleld eK. Let xj = (xj;0 : : : : : xj;n) 2 Pn(K) where all xj;i 2 K as above.
Then there exists x0 = (x00 : : : : : x
0
n) 2 W1 such that (Li ¡ –iL0)(x0) = 0 and
x00 ¡ xj;0; : : : ; x0n ¡ xj;n are inflnitesimals relative to the fleld eK.
Proof. We have dimW1 = n ¡ s and W1 \ fL0 = Ls+1 = ¢ ¢ ¢ = Ln = 0g = ´. It
follows from here, see Hartshorne (1977), that the projection p : W1 ¡! Pn¡s, (X0 :
: : : : Xn) 7¡! (L0 : Ls+1 : Ls+2 : : : : : Ln) is deflned everywhere and, therefore flnite. Let
x(fi) 2 Pn(K1), fi 2 A, be all the difierent elements of the inverse image p¡1((1 : –s+1 :
: : : : –n)).
We can assume without loss of generality that L0 = X0 and, therefore, x
(fi)
0 = 1 where
x(fi) = (x(fi)0 : : : : : x
(fi)
n ) for all fi 2 A, and xj;0 = 1 (otherwise one can flnd an appropriate
linear change of coordinates in Pn over the fleld K such that one of new coordinates will
be L0).
Suppose that for every fi 2 A not all x(fi)i ¡ xj;i, 1 • i • n, are inflnitesimals relative
to the fleld eK. Then there exists a linear form L = P1•i•n li(Xi ¡X0xj;i), li 2 K, such
that the element l(fi) =
P
1•i•nli(x
(fi)
i ¡ xj;i) is not inflnitesimal relative to eK for every
fi 2 A.
Now we consider the projection p1 : W1 ¡! Pn¡s+1, (X0 : : : : : Xn) 7¡! (L0 : Ls+1 :
Ls+2 : : : : : Ln : L). The set p1(W1) is a closed irreducible variety in Pn¡s+1(K1) of
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the codimension equal to 1, see Hartshorne (1977). So, p1(W1) = fQ = 0g ‰ Pn¡s+1,
where Q 2 K[L0; Ls+1; : : : ; Ln; L] is an irreducible homogeneous polynomial with leading
coe–cient lcLQ = 1, since p is flnite. The polynomial q(Z) = Q(1; –s+1; : : : ; –n; Z) 2
K1[Z] has the set of roots coinciding with fl(fi) : fi 2 Ag, since p1(W1) = fQ = 0g.
The polynomial Q(1; 0; : : : 0; Z) has the root
P
1•‡•n li(xj;i ¡ 1xj;i) = 0. So q(0) =
Q(1; –s+1; : : : ; –n; 0) is inflnitesimal relative to eK. This leads to the contradiction, since
each root l(fi), fi 2 A, of q(Z) is not inflnitesimal relative to eK and lcZq = 1. The lemma
is proved.
Lemma 6.3. Suppose that the polynomial h is identically zero on some component W1
of the variety W = fh1 = ¢ ¢ ¢ = hs = 0g ‰ Pn(K), such that xj 2 W1 and there exists a
solution x⁄j of system (6:1). Then there exist two difierent solutions x
0 = (x00 : : : : : x
0
n)
and x00 = (x000 : : : : : x
00
n) of system (6:1) such that xj;i¡x0i and xj;i¡x00i are inflnitesimals
relative to the fleld eK for all 0 • i • n.
Proof. By Lemma 6.2 there exists the required x0 2 W1. Set x00 = x⁄j . Since x⁄j is a
solution of system (5.3) the coordinates xj;i ¡ x00j;i = xj;i ¡ x⁄j;i are inflnitesimals relative
to the fleld eK. So L0(x00) 6= 0 and (h=Ld¡10 )(x00) = "2 6= 0. Therefore, x00 62 W1 and
x00 6= x0. The lemma is proved.
Lemma 6.4. If for considered h for every xj, 1 • j • N 0, there exists x⁄j and the number
of solutions of system (6:1) N1 = N1(j) = N for every 1 • j • N 0, then
dimfh1 = ¢ ¢ ¢ = hs = h = 0g = dimfh1 = ¢ ¢ ¢ = hs = 0g ¡ 1:
Proof. It is su–cient to prove that h is not identically zero on each component W1 of
the variety W = fh1 = ¢ ¢ ¢ = hs = 0g. Note that W1 \ fLs+1 = ¢ ¢ ¢ = Ln = 0g 6= ´ since
W1 is projective and dimW1 = n¡ s. So there exists 1 • j • N such that xj 2W1.
If N 0 < j • N we have h(xj) 6= 0, see step (6) of the algorithm, and the assertion is
proved for W1. If 1 • j • N 0 then by Lemma 6.1 the polynomial h is not vanishing on
some component W2 of W such that xj 2W2. Suppose that h is identically zero on W1.
Then by Lemma 6.3 there exist two difierent points x0 and x00 which are solutions of (6.1)
and xj;i ¡ x0i, xj;i ¡ x00i are inflnitesimals relative to the fleld eK for all 0 • i • n. On
the other hand by Lemma 6.2 for every 1 • j1 • N there exists a solution x000 = (x0000 :
: : : : x000n ) of system (6.1) such that x
000 2 W and x000i ¡ xj1;i are inflnitesimals relative
to eK for all 0 • i • n. Therefore, system (6.1) has ‚ N + 1 solutions, since the points
xj1 2 Pn(K). This leads to the contradiction. Thus, h is not identically zero on W1. The
lemma is proved.
Lemma 6.5. If for every h 2 H there exists xj, 1 • j • N 0 = N 0(h), for which does not
exist x⁄j , then
dimff0 = ¢ ¢ ¢ = fm = 0g = dimfh1 = ¢ ¢ ¢ = hs = 0g = n¡ s:
Proof. Indeed, suppose that dimff0 = ¢ ¢ ¢ = fm = 0g < n¡ s. Let W1 be the same as
above. For each W1 there exist at most m difierent h 2 H such that h is identically zero
on W1. By B¶ezout’s inequality the number of components W1 is no more than ds. So,
there exists h 2 H such that h is not identically zero on each component W1. Then by
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Lemma 6.1 for every xj , 1 • j • N 0, there exists x⁄j . This is a contradiction. The lemma
is proved.
7. Conclusion of the Description of the Algorithm
(21) Suppose that we found 1 • j • N 0, for which system (5.3) had no solutions. In
this case if not all elements of H are enumerated we go to the consideration of the
next element h 2 H and return to step (6) of the algorithm. In the case when all
the elements of H are enumerated we go to step (27) of the algorithm, see below.
(22) Let for the considered index j system (5.3) have a solution which is found in step
(20), Section 5. By step (8) of the algorithm we get a solution x⁄j = (x
⁄
j;0 : : : : :
x⁄j;n) 2 Pn(K1) of system (5.1) with x⁄j;i 2 K1[·fi;fl ;
p¡1] = K2 for some fi; fl, see
steps (13) and (8). The condition h(3) • "1 from (5.1) for x⁄j can be written in the
form
P
0•i•n jxj;i ¡ x⁄j;ij2 • "1 where xj = (xj;0 : : : : : xj;n).
Compute ‚i 2 K2 such that (Li¡‚iL0)(x⁄j ) = 0, s+1 • i • n. Set L0i = Li¡‚iL0.
Consider the system
h1 = ¢ ¢ ¢ = hs = L0s+1 = ¢ ¢ ¢ = L0n = 0 (7.1)
with coe–cient from the fleld K2 (it was already introduced, see system (6.1) before
Lemma 6.2). Solve system (7.1). It has a flnite number of solutions in Pn(K1).
Indeed, the U -resultant ¢1 of this system has coe–cients which coincide with the
coe–cients of the U -resultant ¢2 of the system h1 = ¢ ¢ ¢ = hs = L(s)s+1 = ¢ ¢ ¢ =
L
(s)
n = 0 up to inflnitesimals relative to eK, i.e. ¢1 ¡ ¢2 has inflnitesimal relative
to eK coe–cients. We have ¢2 6= 0, since #Vs < +1, see step (1) of the algorithm.
Therefore, ¢1 6= 0, i.e. system (7.1) has a flnite number N1 of solutions.
(23) Suppose that system (7.1) has N1 > N solutions. We shall construct new linear
forms Ms+1; : : : ;Mn with integer coe–cients of the length l(Mi) = O(n log d),
s+ 1 • i • n, such that the system
h1 = ¢ ¢ ¢ = hs = Ms+1 = ¢ ¢ ¢ = Mn = 0
will have no less than N1 but a flnite number of solutions (all solutions in Pn(K)).
Show that we can change an arbitrary coe–cient in forms L0s+1; : : : ; L
0
n for an inte-
ger coe–cient with the required length such that the new obtained system analogous
to (7.1) will have no less than N1 solutions but a flnite number of solutions.
Let L0s+1 =
P
0•i•n ls+1;iXi, ls+l;i 2 K1 and we wish to change, say ls+1;0, for a
coe–cient from Z. At flrst change ls+1;0 for a transcendental element t and denote
by L00s+1 = tX0 +
P
0•i•n ls+1;iXi the form obtained. Consider the system
h1 = ¢ ¢ ¢ = hs = L00s+1 = L0s+2 = ¢ ¢ ¢ = L0n = 0: (7.2)
Let ¢(U0; : : : ; Un; ; t) 2 K1[U0; : : : ; Un; ; t] be the U -resultant of system (7.2), see
Lazard (1981). Note that ¢(U0; : : : ; Un; ; ls+1;0) 6= 0 is the U -resultant of sys-
tem (7.1). So ¢ 6= 0 and system (7.2) has a flnite number of solutions. Further,
degU0;:::;Un(¢) • dn, degt(¢) • P(dn) for a polynomial P.
Let ¢ =
Q
i ¢
ei
i be the decomposition of ¢ into irreducible factors, where ¢i are
irreducible over the fleld K1 and ¢i 2 K1[U0; : : : ; Un; ; t]. ThenX
i
degU0;:::;Un(¢i) = N2
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is the number of solutions of system (7.2) over the fleld K1(t).
We can flnd a linear change of coordinates
(U0; : : : ; Un) 7¡! (U 00; : : : ; U 0n)
with coe–cients from Z if it is necessary and suppose without loss of generality that
degU0;:::;Un(¢i) = degU0(¢i), i.e. lcU0(¢i) 2 K1[t]. Let Ri = ResU0(¢i; (¢i)0U0) be
the discriminant of the polynomial Ri and R =
Q
iRi. Then degt(R) • P(dn) for
some polynomial P.
If Rjt=t0 6= 0, t0 2 K1 then each polynomial ¢ijt=t0 is separable. Therefore, the
number of solutions N3 of the system
h1 = ¢ ¢ ¢ = hs = L00s+1jt=t0 = L0s+2 = ¢ ¢ ¢ = L0n = 0: (7.3)
over the fleld K1 coincides with the number of solutions N2 of system (7.2) over
K(t), i.e. N2 = N3. In the general case N3 • N2, if N3 < +1, i.e. if ¢ijt=t0 is not
identically zero for every i. Therefore, N1 • N2.
Thus, enumerating • P(dn) integer values of t and solving each time system (7.3),
we shall flnd t = t0 such that system (7.3) has N2 ‚ N1 solutions and N2 < +1.
We change ls+1;0 for t0 and get new forms L0s+1; : : : ; L
0
n.
Applying the procedure described further to the second, third, : : : coe–cients of
the forms L0s+1; : : : ; L
0
n, we get the required Ms+1; : : : ;Mn.
(24) Return to step (22) of the algorithm. If system (7.1) has N1 > N solutions con-
struct Ms+1; : : : ;Mn by step (23) of the algorithm and change Ls+1; : : : ; Ln for
Ms+1; : : : ;Mn. Then return to the beginning of the algorithm for considered s. The
number of points of Vs, see step (1), Section 5, now is greater than it was initially.
(25) If N1 = N for the point x⁄j , see step (22), and j < N
0 then go to the consideration
of the next point xj+1 and return to step (7).
(26) If N1 = N for the point x⁄j , see step (22), and j = N
0 then for considered h for
every xj , 1 • j • N 0, there exists x⁄j and the number of solutions of system (7.1)
N1 = N1(j) = N for every 1 • j • N 0. So by Lemma 7.1
dimfh1 = ¢ ¢ ¢ = hs = h = 0g = dimfh1 = ¢ ¢ ¢ = hs = 0g ¡ 1:
In this case set hs+1 = h.
(27) By Lemma 7.2 if for every h 2 H there exists xj , 1 • j • N 0 = N 0(h), for which
does not exist x⁄j , then
dimff0 = ¢ ¢ ¢ = fm = 0g = dimfh1 = ¢ ¢ ¢ = hs = 0g = n¡ s:
The required dimension is computed in this case.
(28) Consider the case when s = n, i.e. suppose that h1; : : : ; hn are constructed. We
shall describe now step n + 1 of recursion. Enumerate the polynomials h 2 H =
fP0•i•m cifi : 1 • c • mdn + 1; c 2 Zg. If there exists h such that 0 62 h(Vn) then
ff0 = ¢ ¢ ¢ = fm = 0g = ´, the dimension dimff0 = ¢ ¢ ¢ = fm = 0g = ¡1 and we set
hn+1 = h. Otherwise, dimff0 = ¢ ¢ ¢ = fmg = 0.
(29) Return to step (26) of the algorithm. We shall construct new linear forms
L
(s+1)
s+2 ; : : : ; L
(s+1)
n such that the system
h1 = ¢ ¢ ¢ = hs+1 = L(s+1)s+2 = ¢ ¢ ¢ = L(s+1)n = 0
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will have a flnite number of solutions in Pn(K). Deflne the set
L =
n X
1•i•n¡s
ciLs+i : c 2 Z; 1 • c • ds+1(n¡ s) + 1
o
:
Enumerate the elements L 2 L. Apply the algorithm from steps (6); : : : ; (28), chang-
ing s for s+1 the polynomials h1; : : : ; hs for h1; : : : ; hs, Ld¡1, the forms Ls+1; : : : ; Ln
for Ls+2; : : : ; Ln with h = hs+1. If we get
dimfh1 = ¢ ¢ ¢ = hs = L = hs+1 = 0g = n¡ s¡ 1;
then go to the next element L 2 L. Otherwise, set L(s+1)s+2 = L and we have
dimfh1 = ¢ ¢ ¢ = hs = L(s+1)s+2 = hs+1 = 0g = n¡ s¡ 2:
Note that such L 2 L exists, since by B¶ezout’s inequality there exists • ds+1
components W 0 of the variety fh1 = ¢ ¢ ¢ = hs+1 = 0g and for each W 0 there exists
• n¡ s linear forms L 2 L vanishing on W 0.
Similarly for every 2 < i • n¡ s sequentially construct L(s+1)s+i 2 L such that
dimfh1 = ¢ ¢ ¢ = hs = L(s+1)s+2 = ¢ ¢ ¢ = L(s+1)s+i = hs+1 = 0g = n¡ s¡ i:
Thus, we get all L(s+1)s+2 ; : : : ; L
(s+1)
n and go to step s + 2 of recursion, see steps (3)
and (28) of the algorithm.
We have concluded the description of the algorithm for computing the dimension. Note
that in step (24) of the algorithm by B¶ezout’s inequality there is no more than ds returns
to the beginning of step s+1 of recursion. So flnally, the required dimension is computed
in step (27) or (28). Therefore, by the construction described the general working time
of the algorithm is polynomial in dn; d1; d2;M1;M2;m.
The theorem from the introduction is proved completely.
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