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Determination of qubit initialisation and measurement fidelity is important for the overall per-
formance of a quantum computer. However, the method by which it is calculated in semiconductor
qubits varies between experiments. In this paper we present a full theoretical analysis of electronic
single-shot readout and describe critical parameters to achieve high fidelity readout. In particular,
we derive a model for energy selective state readout based on a charge detector response and exam-
ine how to optimise the fidelity by choosing correct experimental parameters. Although we focus
on single electron spin readout, the theory presented can be applied to other electronic readout
techniques in semiconductors that use a reservoir.
I. INTRODUCTION
Quantum computing relies on the preparation, con-
trol and measurement of quantum states [1]. In or-
der to achieve scalable universal quantum computation
the error rate of all these processes needs to be less
than ∼1 %—known as the fault-tolerant threshold for
2-dimensional surface codes [2–5]. Recently, an emphasis
has been placed on the quality of single and two-qubit
gates through randomised benchmarking [6–9]. The use-
fulness of randomised benchmarking comes from removal
of state preparation and measurement errors. It also
scales polynomially with the number of qubits making it
an efficient verification and validation method [10]. How-
ever, state preparation and measurement errors will also
lower the overall fidelity of the quantum computer oper-
ation and always need to be considered for fault-tolerant
quantum computation [11]. Recent large-scale proposals
for quantum computers in semiconductors utilise single
electron or nuclear spins as the qubits [4, 5, 12–15]. The
measurement of the electron spin in these architectures
can be performed using a weakly coupled reservoir to the
quantum dot/donor. Motivated by these proposals, we
examine the fidelity of correctly identifying the spin of
the electron using a nearby reservoir that is monitored
by a charge sensor.
Over a decade ago, single-shot spin readout of an elec-
tron was first achieved in a semiconductor device [16]
and since then it has been demonstrated using single
donors [17] and donor quantum dots in semiconduc-
tors [18], Si/SiGe quantum dots [19], Si-MOS quantum
dots [20] and nitrogen vacancy centres [21]. The abil-
ity to perform high fidelity single-shot readout has im-
proved over the years reaching the point where single-
shot spin readout can be performed above the fault-
tolerant threshold [22]. However, the method used to
determine the fidelity of single-shot readout has not been
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consistent between experiments making it difficult to di-
rectly compare one system with another.
Independent of the system that is studied, the ability
to distinguish between quantum states relies upon sep-
arating measurement distributions for each state using
a particular threshold with respect to a signal from a
detector. The measurement distributions are only de-
pendent on a few experimentally accessible parameters
including the noise spectrum, measurement bandwidth,
temperature, magnetic field strength, tunnel rate to the
reservoir, qubit energy separation, and the timing of the
state conversion process. These factors have not always
been consistently accounted for, and the fidelity analy-
sis using energy selective spin readout has evolved since
its first demonstration by Elzerman et al. in 2004 [16].
Elzerman et al. [16] characterised the measurement fi-
delity of a single electron spin qubit by measuring the
impact on detection errors from unwanted spin-flips, due
to temperature or relaxation [23], as well as charge sensor
dark counts during readout. Since then the semiconduc-
tor electronic qubit field has mostly performed measure-
ments and fidelity calculations utilising a peak filter to
distinguish spin states, where the measured detector sig-
nal must cross a particular threshold value within a given
readout time [17, 20, 23–26].
Ref. [17] employed the now commonly used Monte-
Carlo method to fit simulated signal histograms to ex-
perimental histograms to optimise the readout threshold
and take post-processing errors into account. However,
in this analysis the effect of the finite electron tempera-
ture and spin relaxation on the spin state during read-
out was not included. In the papers to follow, the ef-
fect of the finite electron temperature was determined
using a variety of methods, such as electron spin reso-
nance measurements [20, 24], direct temperature mea-
surements [18], and tunnel rate measurements [25, 26].
The previously used Monte-Carlo method involves sim-
ulating the readout traces (generally with white Gaus-
sian noise) based on the experimental parameters calcu-
lated from the experiment and comparing the resulting
histograms to the experimental histograms. Other post-
processing techniques have also been proposed such as
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2wavelet-edge detection [27], Bayesian inference [28] and
maximum-likelihood estimation [29] to better detect the
qubit states, yet these do not remove the need to fit to a
histogram of numerically simulated readout traces.
It is important that an agreed upon methodology is
used to both benchmark results and help optimise read-
out for future experimental work. Therefore, we propose
a comprehensive, analytical approach with the capability
to determine optimal thresholds for performing single-
shot readout with the highest possible fidelity without
relying on arbitrary numerics. The model we present
is extendable to multi-qubit systems with regards to se-
quential readout and can be generalised to any noise spec-
trum. Specifically, we demonstrate its performance in
the case of white Gaussian noise as an example, which is
commonly used to model detector noise [17, 18, 23, 25].
Using our model, we describe different limiting factors in
readout fidelity, how to identify them and strategies to in-
crease the fidelity once they have been identified. Finally,
our method removes the need to rely on Monte-Carlo
simulations [17] to calculate fidelities which we show in
Supplementary Material I, can introduce a large error on
the readout fidelity by inappropriate bin and simulation
numbers, which are often not quoted.
We outline our analytic approach in as general terms as
possible, with sufficient detail, and based in experimental
parameters to encourage applicability, consistency, and
practicality. For the proceeding sections, we make no
assumptions on the energy levels of the qubit and use
the terminology of high level (|1〉), which is generally
taken to be the excited state of the qubit and the low
level (|0〉), usually assigned to the ground state as shown
in Fig. 1a. We also assume that the four tunnel times
of the individual qubit states to a reservoir (or similar
structure), {t0IN, t0OUT, t1IN, t1OUT} are known.
To determine the readout fidelity we must first un-
derstand the readout process itself. In the specific case
of single-shot measurements of single electron spins [16],
during the readout time, the reservoir Fermi level is tuned
in between the Zeeman split electron spin states when
in a global magnetic field, as in Fig. 1a. This is done
in such a way that only the excited spin state |1〉 pos-
sesses enough energy to tunnel to the reservoir, to then
quickly be replaced by a ground state electron |0〉 tun-
nelling back from the reservoir. These tunnelling events
are what cause the ‘blip’ in the response of a nearby
charge detector (see Fig. 1b). During the qubit readout
process the detector response, x is monitored and the
maximum value is recorded. We assume that the detec-
tor is monitored for a readout time, tr and sampled at a
rate of Γs. The detection event is represented by a ‘blip’
in the charge sensor response as a function of the number
of samples n made over time, t. The detection event cor-
responds to one of the two possible initial states (|0〉 or
|1〉), which should ideally only occur when the electron
is initially |1〉 to perform accurate readout.
The errors in single-shot readout can come from ei-
ther the conversion of quantum states to a measurable
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FIG. 1: Single-shot readout using a reservoir. (a)
Schematic of the Zeeman split energy levels (|0〉 and |1〉 sep-
arated by the Zeeman energy EZ) in the system showing a
charge detector that is used to determine if an electron has
tunnelled between the qubit and reservoir. The electron tun-
nel rates are dictated by the Fermi broadening of the reservoir
about the Fermi level EF according the the reservoir tem-
perature. (b) Illustrative response from the detector for a
low level, |0〉 and high level, |1〉. The ‘blip’ in the detector
response, x indicates the measurement of |1〉. Right: Corre-
sponding detector histograms showing the mean, µi and noise
(variance), σ2i for both i=0, 1. (c) Assignment of the qubit
states based on the charge detector response. The qubit can
be prepared in either the |0〉 or |1〉 spin state. Whether or not
these states are preserved throughout spin-to-charge conver-
sion depends on the conditional probability that the electron
tunnelled (F 1STC), or not (F
0
STC). Similarly, the qubit states
are preserved throughout electrical readout depending on the
conditional probability that a ‘blip’ was successfully measured
(F 1E), or not (F
0
E). By following the arrows, the probability
of correctly identifying the qubit state can be obtained.
voltage or current signal or from post-processing where
the qubit state can be incorrectly assigned from the mea-
surement. The individual state fidelities Fi are the con-
ditional probabilities of correctly identifying the qubit
states, |0〉 and |1〉, after the qubit is initially in the corre-
sponding state. The state fidelity F0 (F1) can be broken
down into fidelities related to different stages of the read-
out process as depicted in Fig. 1c: the state-to-charge
conversion (STC), which is related to F 0STC (F
1
STC) and
electrical detection, related to F 0E (F
1
E) and are given by,
F0 = F
0
STCF
0
E + (1− F 0STC)(1− F 1E), (1)
F1 = F
1
STCF
1
E + (1− F 1STC)(1− F 0E), (2)
such that F 0STCF
0
E is the conditional probability that the
|0〉 qubit state did not tunnel to the reservoir and did not
give a ‘blip’ in the detector response. Similarly, F 1STCF
1
E
3is the conditional probability that the |1〉 qubit state did
tunnel to the reservoir and a ‘blip’ was detected by the
sensor. The second terms in Eq. 1 and Eq. 2 result from
consecutive errors that cancel each other out. The overall
measurement fidelity, FM , which we define as the average
detection fidelity of each qubit state is given by,
FM =
F0 + F1
2
(3)
We now detail the calculations of the STC and electri-
cal detection fidelities required to calculate the overall
measurement fidelity.
II. STATE-TO-CHARGE CONVERSION
The STC process is used to maximise the probability
(and hence, fidelity/visibility) that the detected ‘blip’ is
resultant from the |1〉 state, and not the |0〉 state, by
optimising the readout time tr. The STC visibility, VSTC
is dependent on t0OUT, t
1
OUT and the |1〉 relaxation time,
T1,
VSTC(tr; t
0
OUT, t
1
OUT, T1) = F
0
STC + F
1
STC − 1, (4)
where the 0 level fidelity F 0STC is the probability that |0〉
does not tunnel to the reservoir due to thermal fluctua-
tions and the 1 level fidelity F 1STC is the probability that
|1〉 has tunnelled to the reservoir in a time, tr. Assuming
perfect electrical fidelity we can categorise the individual
fidelities based on STC as per Fig. 1c (left hand side),
Measurement outcome
No Tunnel Tunnel
Q
u
b
it |0〉 F 0STC 1− F 0STC
|1〉 1− F 1STC F 1STC
Errors occur when electron tunnelling occurs when the
qubit is initially |0〉, or when there is no tunnelling re-
sultant from the initial |1〉 state, caused mainly by the
temperature of the reservoir and the energy separation of
the two qubit states. High temperatures can thermally
excite ground-state electrons to incorrectly tunnel, while
high magnetic fields can increase the effects of relaxation.
These give rise to two limiting situations for VSTC : read-
out time limited (RTL) and T1 limited (TL).
Assuming we have detected a ‘blip’ using the electri-
cal threshold, there is some probability that it could be
due to a |0〉 tunnelling out due to the finite temperature
in the system. Determining this probability is the goal
of the state-to-charge conversion analysis and was previ-
ously derived by Buch [18]; however, we repeat it here
for completeness. We denote the state of the qubit by
ψ in the basis {|0〉, |1〉}. We define the initial time at
the start of the readout phase as t=0, and describe the
system dynamics using the rate equation,
dψ
dt
=
− 1t0OUT 1T1
0 − 1
t1OUT
− 1T1
ψ, (5)
which has the solution,
ψ0(t) =
ψ0(0)T
2
OUT + ψ1(0)t
0
OUTt
1
OUT
T 2OUTe
t
t0
OUT
− ψ1(0)t
0
OUTt
1
OUT
T 2OUTe
T1+t
1
OUT
t1
OUT
T1
t
, (6)
ψ1(t) = ψ1(0)e
−T1+t
1
OUT
t1
OUT
T1
t
, (7)
where, ψi(0) is the initial probability of being in state i
and T 2OUT=T1(t
0
OUT−t1OUT)+t0OUTt1OUT. The probability
that a either qubit state generates a ‘blip’ in the time, t,
Noff(t) is,
Noff(t) = 1− ψ0(t)− ψ1(t) (8)
= F 1STCψ1(0) + (1− F 0STC)ψ0(0), (9)
and similarly, we label the probability that either qubit
state does not generate a ‘blip’ as,
Non(t) = ψ0(t) + ψ1(t) (10)
= (1− F 1STC)ψ1(0) + F 0STCψ0(0). (11)
From these two equations we can calculate the probabil-
ity that the detected ‘blip’ was from |1〉 and not from
|0〉. First, we find Non(t) when ψ0(0)=1 as this gives the
probability that the |0〉 does not generate a ‘blip’,
F 0STC = e
− t
t0
OUT . (12)
Similarly, for Noff(t) when ψ1(0)=1 we have
F 1STC =
1
T 2OUT
[
(1− e−
t
t0
OUT )t0OUTt
1
OUT
+ (e
−T1+t
1
OUT
t1
OUT
T1
t − 1)T1(t1OUT − t0OUT)
]
, (13)
which gives the probability of the |1〉 generating a ‘blip’.
Now, to optimise the state-to-charge conversion we
must find the maximum visibility between them. The
visibility can be shown to be a single peaked function,
VSTC(t) =
T1(t
0
OUT − t1OUT)
T 2OUT
e
−t
(
1
T1
+ 1
t0
OUT
+ 1
t1
OUT
)
× (e
t
t0
OUT − e−
T1+t
1
OUT
t1
OUT
T1
t
). (14)
4The optimum readout time topt can then be found by
differentiation with respect to t,
topt =
T1t
0
OUTt
1
OUT
T 2OUT
ln
(
t0OUT(T1 + t
1
OUT)
T1t1OUT
)
. (15)
This sets the optimal wait time for the readout step.
The relative tunnel out times of the |0〉 and |1〉 level,
assuming that T1tiOUT, play a significant role in deter-
mining the readout fidelity. The tunnel rates are usu-
ally dependent on the Fermi distribution of the reservoir,
therefore, we can find an approximation of their magni-
tude based on the temperature of the system. We assume
tiOUT follows a Fermi distribution offset by the qubit en-
ergy separation, EZ . That is, the tunnel rates are given
by,
ΓiOUT() = [1− f(± EZ/2)]ΓOUT, (16)
ΓiIN() = f(± EZ/2)ΓIN (17)
where,
f(± EZ/2) = 1
1 + e
−(±EZ/2)
kBT
, (18)
is the Fermi-Dirac function with − for |0〉 and + for |1〉,
ΓOUT (ΓIN) is the maximum tunnel rate out (in) of both
qubit states, and kBT is the thermal energy of the sys-
tem. We can use two tunnel rates to find the detuning
position about the reservoir, sr. Typically, t
1
OUT and t
0
IN
are measured during the spin readout protocol. Assum-
ing, ΓOUT=ΓIN, then the ratio between the two times is
given by,
t1OUT
t0IN
=
f(− EZ/2)
1− f(+ EZ/2) = Rt, (19)
which gives,
Rt =
1 + e
EZ−2
2kBT
1 + e
EZ+2
2kBT
, (20)
After rearranging and solving for  (neglecting the imag-
inary solution), we have,
sr = kBT ln
[
e
−Ez
2kBT
2Rt
(
1−Rt
+
√
(1−Rt)2 + 4Rte
EZ
kBT
)]
. (21)
This value of detuning can then be used to obtain the
other two tunnel times in the system. For example, t0OUT
can be found from using,
t0OUT =
1− f(sr − EZ/2)
1− f(sr + EZ/2) t
1
OUT. (22)
Alternatively, if only one tunnel time is known, we can
find the relative magnitude between two tunnel rates at
=0,
Γ1OUT
Γ0OUT
=
t0OUT
t1OUT
= e
EZ
2kBT (23)
t0OUT = e
EZ
2kBT t1OUT. (24)
The ratio between the tiIN and t
i
OUT states can also be
found by making similar assumptions. In this case,
Γ0IN
Γ0OUT
=
t0OUT
t0IN
=
f(−EZ/2)
1− f(−EZ/2) = e
EZ
2kBT (25)
t0OUT = e
EZ
2kBT t0IN, (26)
and similarly,
t1OUT
t1IN
=
f(EZ/2)
1− f(EZ/2) = e
− EZ2kBT (27)
t1OUT = e
− EZ2kBT t1IN. (28)
Eq. 14 and Eq. 24 allow for a relatively accurate estimate
of the readout visibility for a particular temperature and
the qubit energy separation. For spin qubits in a mag-
netic field B, the qubit energy separation is given by
EZ = gµBB, where g is the gyro-magnetic ratio and µB
is the Bohr magneton. Hence, the tunnel rates which help
determine VSTC have an exponential dependence on both
the reservoir temperature and magnetic field strength.
The magnetic field also reduces the excited state relax-
ation time T1 at large fields with a T1∝B−α dependence
[17]. Having shown that VSTC has a strong dependence
on the magnetic field and reservoir temperature we now
move on to discuss the readout visibility in each of the
limiting cases caused by these key factors and how VSTC
can be optimised.
A. Optimal state-to-charge visibility
In Fig. 2b we plot the fidelities, F 0STC and F
1
STC as well
as VSTC as a function of the readout time. Since F
0
STC
corresponds to the probability of |0〉 not tunnelling out
to the reservoir, at t=0, F 0STC=1. The fidelity F
0
STC then
follows an exponential decay as |0〉 becomes more likely
to tunnel off to the reservoir. The fidelity F 1STC repre-
sents the probability that the |1〉 state has tunnelled off
to the reservoir. At t=0, F 1STC=0 as there has not been
a chance for the qubit state to tunnel to the reservoir.
As t→∞, F 0STC→0 and F 1STC→1 as the probability that
the qubit tunnels approaches unity. Therefore, there is
an optimum readout time, topt that maximises VSTC(t)
and offers the best compromise between F 0STC and F
1
STC .
The state-to-charge conversion visibility follows the F 1STC
curve for short t and then follows F 0STC after the opti-
mal readout time, topt. The best VSTC is obtained for
low reservoir temperatures and for a large qubit energy
splitting since this maximises the ratio of t0OUT to t
1
OUT.
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FIG. 2: Calculated state-to-charge conversion visibil-
ities of optimal, readout time, and T1 limited single-
shot readout. (a) Schematic of the state-to-charge conver-
sion visibility, VSTC as a function of the reservoir temperature
and magnetic field for a single spin qubit showing where the
fidelity is limited by different factors. (b) Optimal visibil-
ity (O) The probability of |0〉 not tunnelling (F 0STC , green)
and |1〉 tunnelling (F 1STC , blue) along with VSTC (red) ap-
proaches 1 at the optimal readout time. The highest VSTC
is obtained for low temperatures and an energy separation
that is large but not too large to substantially reduce the T1
time (assuming T1∝B−α) [17]. (c) Readout time limited
(RTL). This limit applies to systems where t0OUT, the time
for the incorrect state to tunnel out is short or comparable to
t1OUT, thus limiting the optimal readout time. Only a fraction
of t1OUT events will be captured within such limited readout
window. (d) T1 limited (TL). Short relaxation times of the
high energy state increases the probability of relaxing to the
lower energy state before it has a chance to tunnel out, thus
no ‘blips’ are registered by the detector.
B. Readout time limited
The readout time limit occurs when the optimum read-
out time of the system calculated from the state-to-
charge analysis is close to the individual tunnel out times,
t0OUT and t
1
OUT (Fig. 2c). This will occur when the differ-
ence between t0OUT and t
1
OUT becomes very small, that is
t1OUT/t
0
OUT→1 making it difficult to find an optimal read-
out time, hence decreasing both F 0STC and F
1
STC . This
is generally an indication that the state levels are not
sufficiently separated in energy compared to the temper-
ature broadening of the reservoir. If the relative tunnel
rates cannot be changed then this scenario is extremely
difficult to overcome since it means the temperature in
the system needs to be reduced. We determine that for
FM>99 % then t
1
OUT/t
0
OUT&800, which for a qubit energy
splitting, EZ corresponds to EZ/kBT≈13. For electron
spins in silicon, this corresponds to magnetic field to tem-
perature ratio of B/T≈10 T/K.
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FIG. 3: Electrical readout probabilities (a) ‘Blips’ in the
detector response can be described using t1OUT and t
0
IN+t
1
OUT.
By definition, for a ‘blip’ to physically exist, t0IN > 0. If
t0IN + t
1
OUT≤ts as well, then the ‘blip’ will be undetectable
in the detector response, and hence contribute to Pmiss.
The points that fulfill these criteria are depicted by the blue
shaded region. The shaded area is equivalent to an area with
height t0IN + t
1
OUT = ts and width t
0
IN = ts/2. b) Depiction
of an example ‘blip’ that would be undetectable and con-
tribute to Pmiss. The time until the initial edge of the ‘blip’
is given by t1OUT, and the duration of the ‘blip’ is given by
t0IN. c) Distribution histograms (solid black lines) of traces
randomly sampled from a Gaussian PDF (solid red line) with
corresponding CDF (solid blue line). Also included is the
corresponding PDF (red dashed line) and CDF (blue dashed
line) if only the maximum (green dots) of each trace is sam-
pled. Sampling each maximum point inherently skews both
the PDF and CDF to higher detector response values in a
way that can be calculated analytically for the purpose of
calculating electrical readout fidelities if the initial PDF (N )
is known.
C. T1 limited
Finally, the last situation is when the T1 of the |1〉 level
is close to the optimal readout time calculated from the
state-to-charge analysis. A distinct plateau in the state-
to-charge visibility can be observed that limits F 1STC ,
shown in Fig. 2d. This is due to the large fraction of |1〉
states relaxing to |0〉 and not causing a ‘blip’ in the charge
sensor response. We find that provided T1&100t1OUT then
FM can be above 99%. Again, this situation is difficult
to overcome without the ability to change the relative
tunnel rates.
III. ELECTRICAL READOUT
The electrical visibility VE is the ability of the charge
detector to resolve the ‘blip’ in the detector response x
and is related to the sample rate of the charge sensor, Γs,
6t1OUT, t
0
IN, and the sensitivity index, D
′ defined as
D′ =
µ1−µ0√
1
2 (σ
2
1+σ
2
0)
, (29)
where, µi (σi) is the mean (standard deviation) of the
i=0, 1 levels of the charge sensor response. In the case
when σ0 = σ1, D
′ is equivalent to the signal-to-noise
ratio. Lastly, VE also depends on the filter cut-off fre-
quency, fc used to filter the charge sensor response,
VE(x;D
′,Γs, t1OUT, t
0
IN, fc) = F
0
E + F
1
E − 1, (30)
where F 0E is the probability of |0〉 not causing a ‘blip’
above a threshold value x and F 1E is the probability of
|1〉 generating a ‘blip’ (assuming that the VSTC=1) in the
charge detector response as per Fig. 1c (right hand side),
Measurement outcome
No ‘blip’ ‘blip’
Q
u
b
it |0〉 F 0E 1− F 0E
|1〉 1− F 1E F 1E
Errors arise when a ‘blip’ occurs within the readout
time when the qubit is initially |0〉, or when there is no
‘blip’ within the readout time when the initial state is |1〉.
The key factors that cause these errors, and hence reduce
VE , include a sample rate too slow to detect fast ‘blips’,
high noise that disguises a potential ‘blip’, or filtering
such that fast ‘blips’ are removed from the measured sig-
nal.
Optimisation of the electrical fidelity requires finding
the threshold that gives the maximum ability to distin-
guish between 0 and 1 in the detector response. There-
fore, we must calculate the value of the detector response,
x over the duration of tr which maximises VE , as it will
be used as the optimal threshold value xopt to distinguish
between the two states.
First we want to find the probability Pmiss of miss-
ing a ‘blip’ due to the finite sample time of the detector.
The tunnel out event of the |1〉 state can occur anywhere
within the interval δt=ts−τ where τ is some point in time
less than the sample time, ts=1/Γs. Therefore, the prob-
ability of detecting a high level ‘blip’ is a sum between
the exponential distribution of |1〉 normalised over the
interval 0 to ts,
p1(t) =
e−t/t
1
OUT
t1OUT(1− e−ts/t
1
OUT)
(31)
and the distribution of |0〉,
p0(t) =
e−t/t
0
IN
t0IN
, (32)
such that,
pdet =
∫ t
0
p1(t− τ) · p0(τ)dτ (33)
=
∫ t
0
e−(t−τ)/t
1
OUT
t1OUT(1− e−ts/t
1
OUT)
e−τ/t
0
IN
t0IN
dτ. (34)
This convolution gives the probability of detecting a ‘blip’
of length, t,
pdet =
( eR1s
eR
1
s − 1
)e−t/t0IN − e−t/t1OUT
t0IN − t1OUT
, (35)
where R1s=ts/t
1
OUT. Next, we find the total probability
of missing all ‘blips’, Pmiss. We are interested in the
time t1OUT+t
0
IN≤ts for t0IN > 0 which, for simplicity, is
equivalent to t1OUT≤ts/2 as depicted by Fig. 3a, hence,
Pmiss = 1−
∫ ts/2
0
pdetdt, (36)
which results in,
Pmiss = 1− (1− e
(R1s−R0s)/2)R1s
(1− eR1s/2)(R1s −R0s)
, (37)
where R0s=ts/t
0
IN. All the ‘blips’ with values of t
1
OUT
and t0IN that fall within the blue shaded region of Fig. 3a
contribute to Pmiss, and have the general shape of the
example shown in Fig. 3b.
Assuming we know the type and magnitude of the noise
and average levels of the two states µi, we can write the
individual readout state fidelities as a function of the
detector response,
F 0E = C0(x), (38)
F 1E = (1− Pmiss)[1− C1(x)] + Pmiss[1− C0(x)], (39)
where Ci(x) is the cumulative distribution function
(CDF) for the maximum of the individual 0 and 1 read-
out distributions. For clarity, we depict several exam-
ples of histograms of detector response traces sampled
from a Gaussian probability distribution function (PDF).
The corresponding CDF then describes the probability of
sampling a point below a given threshold. Fig. 3c shows
how both the PDF (dC1(x)dx ) and CDF (C1(x)) are skewed
towards positive x when only sampling the maximum of
each trace as is the case during electrical readout.
Here, F 0E and F
1
E are the CDFs of the measured read-
out traces and correspond to the fidelity of distinguishing
whether a ‘blip’ occurred between the readout distribu-
tions P iE , which we define as,
P iE =
∣∣∣∣dF iEdx
∣∣∣∣. (40)
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FIG. 4: Calculated electrical visibilities for optimal, sample rate, noise, and filter limited single-shot readout.
(a) Schematic of the electrical visibility as a function of the detector sample rate and filter cut-off frequency showing where the
fidelity is limited by different factors. (b) Optimal visibility (O). The green, F 0E (blue, F
1
E) lines represent the fidelities of |0〉
(|1〉). The readout distributions of detecting |0〉 (green, P 0E) and |1〉 (blue, P 1E) is shown in subplots (ii). The optimal readout
position is obtained with a high sample rate and careful optimisation of the filter cut-off frequency. In (b)(i) electrical visibility
approaches 1 in-between the two distributions of (b)(ii) indicating a complete separation of the two readout distributions. (c)
Sample rate limited (SRL). The fast tunnelling events happen in-between the sampling of the detector, causing a high
number of false |0〉 counts seen as a P 1E peak underneath P 0E in (c)(ii). (d) Noise limited (NL). The signal-to-noise ratio is
very low, thus the electrical fluctuations on the sensor trigger the false high-state counts. The readout distributions of 0 and
1 are overlapping, which limits the total visibility. (e) Filter limited (FL). In this scenario, the filter cut-off frequency is
faster than the characteristic tunnelling time of the ‘blips’, t0IN. This gives rise to a number of false |0〉 counts. In this case the
electrical visibility has characteristic asymmetrical shape shown in (d)(i). The readout distribution of 1 has a long tail that
extends down to the peak of P 0E due to the low Bessel filter frequency.
The missed ‘blips’ due to the finite readout time are taken
into account in the STC. The electrical visibility that dis-
tinguishes between the two qubit levels, from combining
Eqs. 30, 38 and 39, is then given by,
VE(x) = (1− Pmiss)[C0(x)− C1(x)]. (41)
We can immediately see the importance of Pmiss on the
readout fidelity as it limits the maximum VE(x). The
optimum threshold, xopt is the value of x that maximises
VE(x). This can be found by differentiating Eq. 41 and
setting the condition,
dVE(x)
dx
= (1− Pmiss)
[
dC0(x)
dx
− dC1(x)
dx
]
= 0, (42)
which corresponds to the value of x where the two partial
readout distributions are equal, dC0(x)/dx=dC1(x)/dx.
We can now use these equations to investigate various
limiting cases of the system. Similarly to STC, we now
describe the optimal scenario (not limited by any particu-
lar experimental parameter). We also show the schematic
phase diagram for the different limiting cases for VE(x)
in Fig. 4a. There are four distinct regions, optimal (O),
sample rate limited (SRL), noise limited (NL), and fil-
ter limited (FL) which we will discuss in the following
sections.
A. Optimal electrical visibility
In Fig. 4b(i) we plot the fidelities, F 0E and F
1
E as well
as the electrical visibility, VE(x)=F
0
E+F
1
E−1 as a func-
tion of the detector response threshold, x. The F 0E level
corresponds to the probability that the maximum value
of the readout trace of |0〉 will be less than x. Therefore,
in Fig. 4b(i) the probability, F 0E begins at zero for small
x and increases with a skewed Gaussian distribution as
x increases until it reaches 1, indicating that the distri-
bution will always be less than those values of x where
F 0E=1. For F
1
E the condition is reversed; that is, F
1
E
corresponds to the probability that the maximum value
of the readout trace of |1〉 will be greater than x. For
small x, F 1E=1 indicating that the readout trace will al-
8ways have a maximum value above x. As x increases
the probability that the maximum value lies above x de-
creases and eventually there will never be a maximum
value of the readout trace that is above x which corre-
sponds to F 1E=0. The optimal threshold value, xopt can
vary dramatically and its exact position will depend on
what factor is limiting VE(x).
The lower panel in Fig. 4b(ii) shows the distributions
P 0E (green) and P
1
E (blue) that can be used to visualise
the difference between the two measured levels in the
readout trace. For high fidelity readout, these two distri-
butions do not overlap and are well separated in x.
B. Sample rate limited
The first limiting case we consider is when the sam-
ple rate of the detector is too low to be able to detect
fast tunnelling events. This is characterised by a flat
plateau region in the electrical fidelity in Fig. 4c(i) at
value below VE(x)=1. The sample rate does not affect
the state-to-charge conversion fidelity and hence it can
be arbitrarily high. The individual readout distributions
are clearly distinguishable; however, there is a large num-
ber of events in the P 1E state that lie under P
0
E shown in
Fig. 4c(ii). These events are faster than Γs and are not
measured by the detector, hence reduce F 1E . Note that
since the tunnelling events are stochastic there will al-
ways be a finite number of events faster than Γs. This
limiting case can be easily remedied by increasing the
sample rate of the sensor. Using Eq. 37 for Pmiss, we find
that the required sample rate for FM>99 % is Γs&12/t0IN.
C. Noise limited
If the detector is not sufficient filtered or has poor
noise characteristics then the ability to distinguish be-
tween the two levels becomes difficult. When this is the
case, the electrical visibility is limited by the noise of
the charge detector. Noise limited electrical fidelities are
characterised by an almost symmetrical peak in VE(x)
(Fig. 4d(i)) where the two readout distributions clearly
overlap with each other, see Fig. 4d(ii). This makes it
difficult to optimise the detector response threshold, and
reduces both F 0E and F
1
E . The noise limited scenario is
more difficult to overcome compared to the sample rate
limited situation. We can optimise the charge sensor us-
ing low-noise amplifiers [30, 31] or adjust the filter fre-
quency to limit some of the noise in the device. However,
reducing the filter frequency can also have a detrimental
effect on the readout fidelity as high frequency ‘blips’ can
also be attenuated. Assuming white Gaussian noise, we
find that it is possible that FM>99 % can be achieved
with a sensitivity index D′ as low as 3 provided Γs is suf-
ficiently fast to resolve the ‘blips’ in the readout trace.
Note that this D′ is based on the integration time and
sample rate rather than the readout time which is re-
quired to be longer due to the stochastic tunnelling pro-
cesses.
D. Filter limited
The detector is normally low pass filtered in readout
experiments to remove high frequency noise from the
readout trace. However, this also filters the high fre-
quency ‘blips’ which reduces F 1E , as well as the overall
electrical visibility. In the case of a filter limited charge
detector the peak in the electrical visibility will be asym-
metrical with the 0 distribution being quite sharp com-
pared to the 1 level as shown in Fig. 4e(i). This is due to
P 1E exhibiting an extremely long tail extending towards
P 0E (Fig. 4e(ii)). This scenario can be readily fixed by
increasing the filter cut-off frequency. However, as the
filter frequency is increased more noise couples into the
charge sensor. Therefore, there is a trade off between the
filter limited and noise limited scenario. The filter limit
is much easier to improve and should essentially be in-
creased until the noise in the system begins to dominate
the electrical fidelity, that is, when the peak becomes
symmetrical as in Fig. 4d(i).
IV. APPLICATIONS AND DISCUSSION
In this section we describe a number of applications
and extensions of the model presented in the paper.
A. Initialisation fidelity
The initialisation fidelity can be found using a similar
method to the STC visibility calculation. The rate equa-
tion model in the basis {|z〉, |0〉, |1〉} where |z〉 is the state
when the qubit is emptied is given by,
dψ
dt
=

− 1
t0IN
− 1
t1IN
1
t0OUT
1
t1OUT
1
t0IN
− 1
t0OUT
1
T1
1
t1IN
0 − 1
t1OUT
− 1T1
ψ, (43)
and assume the system starts in this state, ψz(0)=1. The
solution to this system of equations can be found analyt-
ically; however, the solutions are rather unwieldy. In-
stead, to get an approximation for the ideal initialisation
time, we assume the electron cannot tunnel back to the
reservoir, that is t0OUT=t
1
OUT→∞. It is worth noting that
having a short T1 aids in initialisation as the |1〉 is ex-
pected to decay quickly to the |0〉 state even if it were
accidentally loaded. Therefore, we are interested in the
regime where tiIN≤T1.
The solution to the system of equations when ψz(0)=1
9is given by,
ψ0(t) =
e−
t(1+TtT1)
T1
T 2IN
[
t0INT1(e
t(1+TtT1)
T1 − etTt)
+ t0INt
1
IN(e
t
T1 − e
t(1+TtT1)
T1 )
+ t1INT1(e
t(1+TtT1)
T1 − e tT1 )
]
, (44)
ψ1(t) =
t0INe
− t(1+TtT1)T1 (etTt − e tT1 )
T 2IN
, (45)
ψz(t) = e
−tTt , (46)
where, T 2IN=T1(t
1
IN+t
0
IN)−t0INt1IN and
Tt =
t1IN + t
0
IN
t1INt
0
IN
. (47)
Finally, we define the initialisation fidelity as,
FI = ψ0(t). (48)
The optimum FI is more difficult to define compared to
FM because of the influence of T1. Therefore, we define
the optimal FI that maximises FI while also minimising
the initialisation time, tI . This time corresponds to the
maximum chance of loading a |1〉 state. Therefore, tI can
be calculated by differentiation of ψ1(t),
tI =
t1INt
0
INT1
T 2IN
ln (T1Tt). (49)
This time represents the time where the T1 process starts
dominating the initialisation process. That is, where the
majority of the |0〉 are due to relaxation of the |1〉 state.
Therefore, it represents a minimal time that maximises
the initialisation fidelity.
To demonstrate the initialisation fidelity calculation,
in Fig. 5 we show the solution to Eq. 43 for the data of
Broome(L) [32]. We initialise the system in the empty
state and then watch how the qubit states are populated
as a function of time. The |0〉 state quickly becomes pop-
ulated due to direct tunnelling from the reservoir to the
qubit. The |1〉 state becomes slightly populated during
the initial tunnelling period t<20 ms; however, due to
the slow tunnel rate into the |1〉 state from the reser-
voir there is never any significant population. We then
show two different initialisation times, tI calculated from
Eq. 49 and
√
2pitI . The first time, tI=26 ms gives an ini-
tialisation fidelity, FI=97.2 %. The second initialisation
time estimate,
√
2pitI=65 ms is more conservative and
gives an initialisation fidelity, FI=98.9 %. The factor√
2pi was chosen based on examining a number of differ-
ent initialisation fidelity calculations and shows a good
compromise between initialisation time and fidelity. To
obtain the actual initialisation fidelity (and time) the full
system should be used to calculate ψ(t). However, the
above analysis offers a simple estimate to set the initial-
isation time.
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FIG. 5: Calculation of the initialisation fidelity and op-
timisation of the initialisation time. Probability of the
three qubit states during initialisation calculated using Eq. 43
with the parameters from Broome(L). The system begins in
the empty state, |z〉 and then |0〉 state quickly becomes pop-
ulated due to tunnelling from the reservoir to the qubit. The
|1〉 states remains almost completely unpopulated due to the
long tunnel in time, t1IN≈2 s. Two estimates for the initialisa-
tion time are shown by the dotted lines, tI (red) and
√
2pitI
(black). The latter of these two times is more conservative
and has an initialisation fidelity, FI=98.9 %. The inset shows
the initialisation fidelity as a function of initialisation time.
B. Calculation of VE assuming white Gaussian
noise
White Gaussian noise assumes that the levels, |0〉 and
|1〉 have a Gaussian noise distribution with a constant
spectral density at all frequencies. In this section, we
find C0 and C1 for this type of noise.
We denote the mean levels of |0〉 and |1〉 in the x do-
main as µ0 and µ1. Both |0〉 and |1〉 have a Gaussian
noise distribution centred about their mean, µi,
Ni(x;µi, σ2i ) =
1√
2piσi
e
− (x−µi)2
2σ2
i . (50)
The levels have an associated noise σ2i and we define the
sensitivity index,
D′ =
µ1 − µ0√
1
2 (σ
2
1 + σ
2
0)
, (51)
which reduces to the signal-to-noise ratio (SNR) if
σ1=σ0.
During the readout process, we are interested in the
maximum value of the detector response during the read-
out time. Therefore, we want to build our state distri-
butions by taking the maximum of N (x;µi, σ2i ) over a
single readout trace.
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First, we will consider the lower level, |0〉. For a fixed
sample number of the readout trace nr=tr/ts, the CDF
for the maximum of a sampled Gaussian is simply the
product of nr individual Gaussian distributions. There-
fore, C0(x) is given by,
C0(x) = P0(x)nr , (52)
where Pi(x) is the CDF of a single Gaussian, given by,
Pi(x) = 1
2
[
1 + erf
(x− µi√
2σi
)]
. (53)
The |1〉 level CDF is more complicated since it involves
a combination of both |0〉 and |1〉. The tunnelling events
of |1〉 follow an exponential distribution in time, which
can be defined as,
E(n, ni, nmax) = e
1−n
ni
ni(1− e
1−nmax
ni )
, (54)
where n=t/ts is the sample number in the readout trace,
nmax is the maximum number of samples in the distri-
bution, and ni=t
i
OUT/IN/ts is the characteristic length
of |1〉/|0〉 in the readout trace. The C1(x) can then be
calculated by weighting the |0〉 and |1〉 probability distri-
butions by E(n),
C1(x) =
∫ nr−1
s=1
E(s, n0, nr − 1)×[∫ nr−s
n=1
η(n)Sndn+
∫ ∞
n=nr−s
η(n)Snr−sdn
]
ds, (55)
where,
Sn =
(
n
nr
P1(x) + nr − n
nr
P0(x)
)nr
, (56)
and
η(n) =
e(1−n)/n1
n1
. (57)
Here, the integration is carried out over two different sce-
narios. The first integral in the brackets describes the
‘blips’ of a length, nr−s, where s is the length of the
readout trace before the ‘blip’. These ‘blips’ are fully re-
solved during the readout. The second integral describes
‘blips’ that are actually longer than the nr−s and there-
fore become artificially shortened to exactly nr−s. Sn is
the relative probability of the |0〉 and |1〉 CDFs over the
readout trace weighted by η(n) over the entire readout
trace. Eq. 55 can be numerically integrated to obtain
C1(x).
At this time, we introduce the effect of filters on the
readout trace. The filter in readout experiments is usu-
ally low-pass and is characterised by a cut-off frequency,
fc which we define as the -3 dB attenuation in the gain
amplitude factor, G(f, fc). The noise, σ2i is then given
by,
σ2i (fc) = 2A
2
nfc, (58)
where An is the noise power spectral density in units
of x/
√
Hz. This value can be found experimentally by
simply measuring σ2i (fc) at a known fc and inverting
Eq. 58.
Finally, the filter also attenuates the amplitude of the
‘blip’ in the readout trace since it has some frequency
components above fc. To account for this, we convert
the cut-off frequency of the filter into the inverse number
domain, m=1/n of the readout trace,
mc =
fc
Γs
, (59)
and apply it to µ1,
µ1(n) = max [hp(n,mc)](µ1 − µ0) + µ0, (60)
where hp(n,mc) is the pulse response of the filter with
cut-off, mc. Therefore, any |1〉 levels with a frequency
number much less than mc will be limited to µ0. These
new noise, σ2i (f) and mean, µ1(n) parameters then need
to be included in Pi(x) in Eqs. 52 and 55. The values of
σ2i (f) and µ1(n) will be different depending on the filter
used in the experimental setup. However, in Supplemen-
tary Materials II we give the calculation for an 8th order
Bessel filter commonly used in experiments.
C. An example of the optimisation of experimental
parameters
We now apply the model to a real experiment and in-
vestigate the parameter space to maximise the readout
fidelity. To demonstrate how to further improve read-
out fidelity we use the results from Broome(L)[32] who
already achieved high fidelity measurements of electron
spin states in a 2P donor dot system. In Fig. 6a we use
our model, and the experimental values from Broome(L)
to plot the phase diagram of the optimal measurement
fidelity by sweeping the sample rate of the charge sensor,
Γs and the filter cut-off frequency, fc. By directly com-
paring the phase diagram to that in Fig. 4a and examin-
ing the state distributions in Fig. 6b we can immediately
determine that the slow sample rate of the charge sen-
sor in this experiment is the main factor that limits the
readout fidelity, similar to Fig. 4c. The Shannon-Nyquist
sampling theorem is usually assumed to set the sample
rate of the charge sensor, Γs=2fc [33] (red line in Fig. 6);
however, the Shannon-Nyquist theorem only applies to
signals that contain no frequency components above the
filter cut-off frequency. When performing readout this is
never true as the tunnel events follow an exponential dis-
tribution and there will always be some events that are
above the filter frequency. Using the theory presented
here, we obtain a fidelity of 97.0 % using Γs=5 kHz and
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TABLE I: Comparison of reported fidelities and those calculated using the model in this paper with the same
reported readout time trep and detector response threshold xrep. We observe that the state-to-charge visibilities
VSTC have a large impact on the overall measurement fidelity, thus should always be taken into account.
Reference
Reported Values Calculated Values
trep xrep VSTC (%) VE (%) FM (%) VSTC (%) VE (%) FM (%)
[16] Elzerman 0.5 ms 0.73 nA N/A 65.0 82.5 79.9± 1.8 52.7± 0.2 71.0± 0.6
[17] Morello 100 µs 1.1 nA N/A 92.0 96.0 100 74.7 87.3
[19] Simmons 200 ms N/A N/A 88.0 94.0 97.8± 0.3 N/A N/A
[34] Nowack(R)a 2 ms 220 pAb N/A N/A 86± 1 77.1± 1.8 94.8 86.5± 0.9
[24] Pla 1 ms 370 pA 72± 1 82± 2 77± 2 40.1 89.4 67.9
[18] Buch 40 ms 5.4 pA 97.0 96.2 96.5 96.1 92.9 94.6
[20] Veldhorst 1 msb N/A 96.3 87.3 92.0 95.7 N/A N/A
[22] Watson(D0)a 55± 0.05 ms 120 pA 99.6 99.6 99.6 99.6± 0.2 99.4 99.5± 0.1
[22] Watson(D−)a 1± 0.005 ms 1.2 nA 99.5 97.4 98.4 99.2± 0.1 96.6± 0.5 97.9± 0.3
[25] Watson(D1)a 58 ms 170 pAb 99.9 99.8 99.8 99.9 98.4± 0.1 99.2
[25] Watson(D2)a 62 ms 170 pAb 99.9 99.7 99.8 99.9 98.3± 0.1 99.1
[32] Broome(L)a 10.5± 0.1 ms 22± 1 mV 97.9± 0.1 94.6± 1.0 96.2± 1.1 97.9±0.5 96.2±0.1 97.1±0.3
[32] Broome(R)a 209± 30 ms 26± 2 mV 98.7± 0.2 96.5± 2.0 97.6± 2.1 98.7±0.6 96.5±0.1 97.6±0.3
a Names within parenthesis are taken from initial reference to distinguish between readout performed on different
quantum dots/transitions.
b Value estimated from the figures appearing in a given reference
fc=1 kHz as in the experiment (black diamond in Fig. 6a
and Fig. 6b). The readout fidelity was limited by a com-
bination of the low filter frequency and a slightly slow
sample rate. However, our analysis shows this could be
improved to FM=97.9 % by simply using Γs=5.5 kHz
and fc=2 kHz, shown in Fig. 6c. This is a small but sig-
nificant increase in fidelity that can be easily identified,
demonstrating the value of the model presented here.
By using our model with parameters obtained from
previous results (see Supplementary Materials III), we
can compare calculated fidelities with those quoted in
past work, which we show in Table I. Whilst the fidelities
of the model agree well with previous quoted fidelities,
since the methods used to calculate the fidelities in each
paper have differed, it has not been possible to make di-
rect comparisons between them. The analysis presented
here makes it possible to compare different samples for
the first time and we show that by including the state-to-
charge conversion, some of the previously quoted fideli-
ties will be reduced. Also, the error in FM is lower for cal-
culated values than for reported values (e.g. Broome(L)
and Broome(R)[32]) as expected since our analytic model
used for calculations removes numerical errors resultant
from a Monte-Carlo simulation. Note that the parame-
ters required to calculate the readout fidelity are often
not quoted. This makes it difficult to calculate the cor-
rect readout fidelity and approximations must be used.
The limiting factor in the majority of the previous
results is the electrical visibility. This is mainly due
to the sensitivity index D′ of the charge detector used
in the experiment. The state-to-charge conversion vis-
ibility is typically lower in GaAs gate defined quantum
dots [16, 34] due to the comparatively lower Zeeman split-
ting at the same magnetic field values. Therefore, larger
magnetic fields must be applied to achieve the same qual-
ity of state-to-charge conversion as compared with silicon
based devices. In addition, this has the adverse effect of
decreasing the electron T1 relaxation times and hence,
further decreases the state-to-charge conversion visibil-
ity since there is an increased chance that the spin state
relaxes before being measured. Nevertheless, straight for-
ward improvements to readout fidelities are possible for
a range of previous results by optimising the values used
for the readout time topt and detector response threshold
xopt. We perform this optimisation for each previously
reported experiment and present the results in Table II.
Most of the optimisations result in small, yet significant
improvements to the measurement fidelity FM shown by
the gain (optimised FM minus calculated FM ), with the
most notable increasing FM by over 8%.
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TABLE II: Readout fidelities calculated using the analytic model presented here while using
the original reported experimental parameters (see Supplementary Material III) with optimised
values for the readout time topt and detector response threshold xopt. This optimisation improved
fidelities up to 8% compared to fidelities calculated with reported thresholds (Gain is equal to
optimised FM minus the calculated FM from Table I).
Reference
Optimised Values
topt xopt VSTC (%) VE (%) FM (%) Gain (%)
[16] Elzerman 0.46±0.01 ms 0.74± 0.01 79.9± 1.8 67.6± 0.2 75.8± 0.6 +4.8
[17] Morello 175µs 1.52 nA 100.0 92.4 96.2 +8.9
[19] Simmons 139± 7 ms 2118 pA 98.1± 0.3 92.5± 0.1 95.4± 0.2 N/A
[34] Nowack(R)a 1.65±0.04 ms 260 pA 77.6± 1.8 97.2 87.7± 0.9 +1.2
[24] Pla 0.55 ms 646 pA 47.7 92.9 72.2 +4.3
[18] Buch 22 ms 7.2 pA 97.4 94.2 95.9 +1.3
[20] Veldhorst 0.15 ms 344 pA 99.2 91.6 95.4 N/A
[22] Watson(D0)a 53.4± 5 ms 241 pA 99.6± 0.2 99.4 99.5± 0.1 0.0
[22] Watson(D−)a 0.98±0.06 ms 1.32 nA 99.2± 0.1 97.1± 0.5 98.2± 0.3 +0.3
[25] Watson(D1)a 58.5± 2.6 ms 188± 1 pA 99.9 99.5± 0.1 99.7 +0.5
[25] Watson(D2)a 57.4± 3 ms 187± 1 pA 99.9 99.3± 0.1 99.6 +0.5
[32] Broome(L)a 10.6± 0.2 ms 22.8± 0.2 mV 97.9 96.2± 0.1 97.1± 0.3 0.0
[32] Broome(R)a 211± 7 ms 27.2± 0.1 mV 98.7 96.6± 0.1 97.7± 0.3 +0.1
a Names within parenthesis are taken from initial reference to distinguish between readout
performed on different quantum dots/transitions.
D. Minimisation of the readout time though
optimisation of the qubit tunnel rates
Ideally the qubit should be readout as fast as possible
while still maintaining high measurement fidelity. This is
particularly important when the qubits are measured se-
quentially and will be vital for making scalable quantum
computers as fast as possible. The main limiting factor
to the speed of the readout is the noise as it scales with
increasing filter cut-off frequency. Therefore, we need to
find the highest filter frequency where we can still per-
form high fidelity readout. To investigate this we need
to find the dependency of t1OUT as a function of the sen-
sitivity index D′ (we assume σ0=σ1 for simplicity). We
first calculate fc as a function of D
′,
fc =
(µ1 − µ0)2
2D′2A2n
. (61)
The optimisation of the qubit tunnel rates that de-
termine the 0 and 1 levels is difficult due to the many
factors involved in the fidelity calculations. Firstly, we
assume that the readout is performed at zero detuning
between the spin states, such that t1OUT=t
0
IN. Secondly,
T1 and t
0
OUT are both much longer than t
1
OUT so that the
STC visibility is not limiting the overall readout fidelity
(>10000t1OUT, corresponding to ∆E≈18kBT ). Finally,
for simplicity we use the Shannon-Nyquist theorem to
set the sample rate of the charge sensor, Γs=2fc despite
this sample rate not being optimal.
Using the assumptions outlined in the above, we show
in Fig. 7a the normalised fastest tunnel rate where
FM>99 %, Γ
1
OUT=1/t
1
OUT of the qubit |1〉 state for
∆E≈18kBT (red) and ∆E≈13kBT (blue) as a function
of SNR (D′) obtained by changing the filter cut-off fre-
quency. The latter case (∆E≈13kBT ) is plotted as this
is approximately the lowest qubit energy splitting where
FM>99 % can still be achieved. We can see a clear peak
in the tunnel rate where the fastest readout time can be
achieved. For ∆E≈18kBT the fastest tunnel rate occurs
near D′≈5.75, while for ∆E≈13kBT the peak is slightly
shifted to D′≈6. The fact that there is an optimal D′
may be somewhat surprising. For low D′ the filter fre-
quency is high and as a result to achieve high fidelity
readout the tunnel times must be quite long compared
to the filter frequency to ensure there are enough high
level points in the charge sensor trace. This is to account
for the lower noise, which essentially means that the 1
state must be sampled more to obtain a high probability
of a high maximum charge sensor response. At high D′
the filter frequency is low and as a result the tunnel time
must be slow to ensure that none of the tunnel events are
attenuated and occur below the charge sensor threshold.
This means that although the ratio fc/Γ
1
OUT may be the
smallest for high D′ the tunnel time is still slower com-
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FIG. 6: Optimising the sample rate and filter fre-
quency for single-shot spin readout. (a) The measure-
ment fidelity, FM as a function of sample rate, Γs and filter
frequency, fc for an electron spin qubit on a 2P donor dot
(Broome(L)) [32]. The black diamond is FM for Γs=5 kHz
and fc=1 kHz used in the experiment. The blue star is the op-
timum fidelity over the interval investigated (Γs=5.5 kHz and
fc=2 kHz). The red line corresponds to Γs=2fc, the sample
rate usually assumed to be correct based on the Shannon-
Nyquist sampling theorem [33], which falls below the optimal
fidelity point. (b) The electrical visibility and state distribu-
tions as a function of the detector response for Γs=5 kHz and
fc=1 kHz used in the experiment (black diamond). There is a
significant number of 1 states that lie underneath the 0 state
distribution (orange arrow). There is also a large tail on the 1
state distribution indicating that the measurement fidelity is
limited by a combination of sample rate and filter frequency.
(c) The electrical visibility and state distributions as a func-
tion of the detector response for Γs=5.5 kHz and fc=2 kHz
(blue star). Using these parameters there is a clear change
(1.9 %) in the optimal VE caused by fewer missed 1 states
underneath the 0 state readout distribution (orange arrow).
This amounts to an increase in FM by 0.9 %.
pared to the lower noise case. The optimal D′ occurs
where these two competing effects are minimised.
The minimum t1OUT for FM=99 % is t
1
OUT=t
0
IN&21/fc
for ∆E≈18kBT (D′=5.75) and t1OUT=t0IN&50/fc for
∆E≈13kBT (D′=6.00). Note that these plots represent
the minimum tunnel rate where FM=99 %. Therefore,
as an additional investigation we also plot t1OUTfc as a
function of D′ to find the border between FM>99 % and
FM<99 % in Fig. 7b. The region above the lines show
where FM>99 % can be obtained for both ∆E≈18kBT
(red) and ∆E≈13kBT (blue). Below the line the to-
tal measurement fidelity is always less than 99 %. The
results here show there is a large variation of the fastest
tunnel rates that can be obtained depending on the D′ of
the charge sensor. Importantly, it appears that increas-
ing the D′ above ∼6 appears to have a minimal effect on
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FIG. 7: Optimisation of the tunnel rate of the qubit
state to the reservoir. (a) The normalised tunnel rate (to
the maximum obtainable tunnel rate) as a function of the
signal-to-noise ratio for ∆E≈18kBT (red) and ∆E≈13kBT
(blue) obtained by varying the filter cut-off frequency. There
is a clear peak in both cases near D′≈5.75 for ∆E≈18kBT
and D′≈6 for ∆E≈13kBT . (b) The ratio of the maximum
qubit tunnel rate to the filter frequency as a function of D′ for
∆E≈18kBT (red) and ∆E≈13kBT (blue). The line bounds
the regions between FM=99 % and can be used as a cut-off
tunnel rate between FM>99 % and FM<99 %.
the overall measurement fidelity (demonstrated by the
plateau region in Fig. 7b). Finally, we note that these
plots were generated assuming white Gaussian noise and
therefore may not be entirely applicable to charge sensors
with, for example, 1/f dominated noise.
E. Extension to sequential multi-qubit readout
Single electron spin measurement has already been
demonstrated over ten years ago [16] and the semicon-
ductor quantum computing field is moving towards se-
quential multi-spin readout [25, 34]. As such, we note the
only extension to the model presented here to incorporate
multi-spin readout is to take into account the extra wait
time while reading out the other qubit(s). Neglecting
any cross-talk between the qubits during the individual
qubit readout time we only need to take into account
the relaxation of the |1〉 state. For the following analysis
we assume that when the other qubit(s) is/are not be-
ing measured they have no probability of tunnelling out
to the reservoir, that is, t1OUT=t
0
OUT→∞. Therefore, the
only relevant time scale is the relaxation time of |1〉, T1.
We assume that qubit i is measured for a time, tm,i
which can be optimised independently using Eq. 15 and
that the total readout time for all qubits is Tm=
∑
i tm,i.
In addition, we define the total time before qubit i is
measured as the wait time for qubit i,
tw,i =
i−1∑
j=1
tm,j ,∀i > 1, and tw,1 = 0. (62)
The only modification to account for the extended wait
time is a multiplicative factor in Eq. 13 that accounts for
the probability that |1〉 relaxes during the measurement
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of the other qubits,
F 1STC,i = ΛiF
1
STC(t
0
OUT,i, t
1
OUT,i, T1,i) (63)
where Λi=exp(−tw,i/T1,i), T1,i is the relaxation time of
qubit i and F 1STC is defined in Eq. 13. Equation 63 can
then be used instead of Eq. 13 for calculation of FM .
Note that topt obtained using Eq. 15 will still give the
optimal values for Eq. 63. We now want to find the opti-
mal ordering of the qubits to achieve the highest fidelity
readout across all those being measured. We will demon-
strate this with an example. We want to measure three
different qubits, {Q1, Q2, Q3} sequentially with the fol-
lowing values for tm and T1:
Q1 Q2 Q3
tm 3 1 2
T1 5 2 10
Since we want to maximise the fidelity across all qubits,
we are only interested in the multiplicative factor in
Eq. 63. Therefore, we need to calculate Λi for every
order of measurement, M={M1,M2,M3}. This means
there are N ! measurement combinations we must con-
sider where N is the total number of qubits to be read
out. Whichever qubit is measured first, by definition,
has Λ1=1 since tw,1=0. To determine the best mea-
surement order we calculate
∑
Λi/N which corresponds
to the average reduction in F 1STC across all the qubits.
As
∑
Λi/N→1 the higher the overall fidelity will be ob-
tained using the given measurement order. From the
calculations in the table below we can see that the mea-
surement {M1,M2,M3}={Q2, Q1, Q3} will be optimal
for mitigating the effect of sequential readout on the
individual qubits since this combination has the largest∑
Λi/N .
M1 M2 M3 Λ1 Λ2 Λ3
∑
Λi/N
Q1 Q2 Q3 1.0000 0.2231 0.6703 0.6311
Q1 Q3 Q2 1.0000 0.7408 0.0821 0.6076
Q2 Q1 Q3 1.0000 0.8187 0.6703 0.8297
Q2 Q3 Q1 1.0000 0.9048 0.5488 0.8179
Q3 Q1 Q2 1.0000 0.6703 0.0821 0.5841
Q3 Q2 Q1 1.0000 0.3679 0.5488 0.6389
We can immediately see here that the average F 1STC
across all qubits is reduced by a factor of
∑
Λi/N=0.8297
compared to measuring each qubit simultaneously, that
is, without waiting between measurements. The method
outlined above can also be used to optimise the measure-
ment order for the readout of specific qubits.
V. SUMMARY
Single-shot electron spin readout fidelity calculations
will become increasingly important as experiments push
towards the fault-tolerant threshold for 2-dimensional
surface codes [35–37]. The improvement of gate fidelities
will place increasingly more emphasis on state prepara-
tion and measurement errors as these become the limiting
source of infidelity. The current state of analysis for mea-
surement fidelity varies considerably [16–18] and in this
current paper we propose a standard approach, which
we have used to make a comparison between previous
experimental results.
We have presented a method to calculate the single-
shot readout fidelity of a detector based on an a com-
prehensive statistical analysis of the system. We first
provided a simple formula to calculate the sample rate
and readout time required to achieve high fidelity read-
out, where we emphasise the importance of choosing a
sufficiently fast sample rate. Using our model, we de-
scribe different fidelity limiting factors, how to identify
them from the model and strategies to increase the fi-
delity once they have been identified. To illustrate this
we use the results from a 2P donor dot system that
had already achieved high fidelity electron spin readout
(Broome(L))[32] to show that the fidelity can be further
increased by 0.9 % since the previous measurements had
been limited by the sample rate and filter frequency. As-
suming white Gaussian noise and provided the key exper-
imental parameters are met: charge sensor sample rate
Γs&12/t0IN, D′&3, qubit energy splitting ∆E&13kBT and
a long relaxation time, T1&100t1OUT then fidelities greater
than 99 % can be achieved.
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FIG. S1: Comparison of the Monte-Carlo method and the model presented here. a) The calculated electrical
visibility with associated error as a function of the number of simulations used to generate the readout distributions using
the Monte-Carlo method. The shaded blue area represents the value calculated with the model with errors obtained from the
experimental parameters. b) The readout distributions, P 0E (P
1
E) calculated using the Monte-Carlo method shown by the red
(blue) circles and the model presented in this paper (black lines). The numerical histograms are obtained using 1000 bins and
100 000 simulation traces. Both sets of data use the same input parameters and no fitting is performed.
SUPPLEMENTARY MATERIALS
I. COMPARISON OF THE NUMERICAL APPROACH AND THE MODEL
Numerical methods are inherently less accurate than analytical solutions. There is an associated error in the Monte-
Carlo methods previously used that is often not quoted in the fidelity calculations. For example, in Fig. S1a we plot
the calculated fidelity using the numerical approach in [22] as a function of the number of simulation runs used to
bin the fidelity histograms. We repeat this 100 times for each number of simulations while keeping the bin size of the
histogram the same. We can see that even with 500 000 simulation runs and 1000 bins there is still an error of 0.2 %.
We now want to compare the analytical calculation of the electrical visibility with the Monte-Carlo method. For
this, we use the Watson D−[22] data. In figure S1b we plot the numerically evaluated histogram and the one obtained
using our model. We emphasise that analytical model is not a fit but is calculated using the same set of parameters
in Tab. S1.
II. PARAMETERS FOR A 8TH ORDER LOW PASS BESSEL FILTER
Here we give the relevant parameters for the Bessel filter. A filter can be characterised by its transfer function,
T (f). For a Bessel filter, T (f) is made of reverse Bessel polynomials [38] of the same order as the filter. That is, for
a 8th order filter,
T (f) = θ8(0)
θ8(f)
(S1)
where θ8(f) is the 8th order reverse Bessel polynomial and the gain function can be obtained,
G(f, fc) = |T
(
i
f
fc
)
| (S2)
Therefore, if T (f) is known for a particular filter, then G(f, fc) can be easily calculated. The pulse response for a
filter can be obtained from the inverse Laplace transform of the transfer function,
hp(t, fc) = L−1{T
( f
fc
)(1− e−tf
f
)
} (S3)
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where the pulse length in time is t. For low order filters, this can be found analytically. However, for the higher order
Bessel filters it is more convenient to use the gain function with a small correction due to overshoot,
max [hp(n,mc)] ≈ O(q)G(f, fc), (S4)
where q is the order of the filter, O(q)=Amax+1 is the overshoot correction and Amax is the percentage overshoot
of the filter. To find the approximate overshoot factor of the Bessel filter we numerically simulated a single ‘blip’
of height 1 in the readout trace (without noise) which we then filter and calculated the maximum of the trace. We
varied the frequency of the blip and arrived at Amax≈0.00344, hence we find O(8)≈1.00344.
Finally, the introduction of a filter also introduces frequency dependent noise. As a result, the noise on the
readout becomes slightly correlated. The amount of correlation is dependent on the sample rate of the readout trace,
Γs compared to the filter cut-off frequency, fc. To account for the correlated points, we introduce a normalised
frequency, fs=2fc/Γs. The correlation between the readout points means they are not independent and we cannot
take the nthr power in Eq. 51, 54, and 55. Instead, nr is given by,
nr →
{
2fs
fs+1
nr fs < 1,
nr otherwise,
(S5)
which accounts for the correlation introduced from the filter. Finally, the effective blip length in Pmiss also needs to
be extended due to the correlation from the filter. This is taken into account by a similar transformation,
Ris →
{
2fs
fs+1
Ris fs < 1,
Ris otherwise.
(S6)
17
III. PARAMETERS USED IN THE CALCULATION OF PREVIOUS EXPERIMENTAL FIDELITIES
Table S1 contains the quoted, assumed or calculated parameters required to fully characterise the single-shot readout
fidelity.
TABLE S1: Parameters used in the determination of the single-shot readout fidelities and optimal readout time and threshold
value. µi is the detector level of the charge sensor, An is the noise power spectral density of the charge sensor, fc is the filter
cut-off frequency, Γs is the sample rate of the charge sensor, t
1
OUT is the tunnel out time of |1〉, t0OUT is the tunnel out time
of |0〉, t0IN is the tunnel in time of |0〉. The B values are the magnetic fields for which the given T1 times were measured.
Reference µ1 − µ0 An fc[kHz] Γs t1OUT t0OUT t0IN T1 B[T] T [mK]
[16] Elzerman 0.37 nA 0.31 pA/
√
Hza 40 2fc
a 0.11 ms 13.6 msb 0.11 msb 0.55 ms 10 300
f
[17] Morello 1.9 nA 0.80 pA/
√
Hza 120 2fc
a 10 µs 392.7 sb 40 µs ∼ 0.03 s 5 200
[19] Simmons 15.5 pAa 28 fA/
√
Hza 20a 40 kHz 21.6 ms 13.8 sb 9.4 ms 2.72 s 1.85 143
[34] Nowack(R)i 300 pAc 0.17 pA/
√
Hza 40 f 2fc
a 0.5 msc 16.6 msb 0.3 msb 3.8 ms 6.5 250
[24] Pla 1.1 nAc 0.16 pA/
√
Hza 120 a 2fc
a 295 µs 1.2 msb 33 µs 6 sg 1.07 300
[18] Buch 32 pA 71 fA/
√
Hz 0.3 1.2 kHza 3.9 ms 1070 ms 6.9 ms 1.85 s 1.2 200
[20] Veldhorst 400 pAh 0.35 pA/
√
Hzh 50 a 2fc
a 22 µs 22.8 msb 127 µs 1 sd 1.4 150
e
[22] Watson(D0)i 450 pA 0.24 pA/
√
Hz 10 2fc 6.5 ms 24s 5.1 ms 4 s 1.6 160
[22] Watson(D−)i 1.72 nA 0.69 pA/
√
Hz 100 2fc 0.14 ms 145 ms 0.13 ms 4 s 1.6 160
[25] Watson(D1)i 153 pA 0.2 pA/
√
Hz 10 2fc 5.7 ms 162 s 11.6 ms 30 s 1.5 100
[25] Watson(D2)i 153 pA 0.2 pA/
√
Hz 10 2fc 5.9 ms 99 s 8.2 ms 15 s 1.5 100
[32] Broome(L)i 50 mV 133 µV/
√
Hz 1 5fc 1.83 ms 0.61 s 6.62 ms 2.9 s 2.5 200
[32] Broome(R)i 49 mV 133 µV/
√
Hz 1 5fc 31.6 ms 25 s 7.65 ms 9.3 s 2.5 200
a Value was estimated by matching the current histogram, shown in the paper, with our analytical model.
b Value approximated using Eq. 8 and 9.
c Due to incomplete data available, value was estimated from the peak current. distribution shown in a given reference
d Estimation based on similar work [39]
e Estimation based on similar work [40]
f Estimation based on similar work [41]
g Estimation based on similar work [17]
h Inconsistent data. Estimation based on main text.
i Names within parenthesis are taken from initial reference to distinguish between readout performed on different quantum
dots/transitions.
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