A novel piecewise regularization approach has been developed for the identification of spatially discontinuous parameters in second-order parabolic systems. First, the identification approach is rigorously formulated in a functional analytic framework. Then. the theoretical results are applied to the history-matching of onedimensional fractured reservoirs.
Introduction
The problem of estimating spatially varying parameters in partial differential equations IPDE) from noisy data arises in many areas of science and engineering. The present work has been primarily motivated by petroleum engineering applications, in which the spatially varying parameters to be estimated represent unknown reservoir properties such as permeability and porosity. These parameters are inaccessible to direct measurement. and. therefore, have to be estimated on the basis of measured pressure and flow rate histories: this estimation process is commonly referred to as "history matching."
In groundwater hydrology, similar problems arise: they are called "inverse problems".
Quite a few history-matching algorithms have been developed for petroleum reservoirs in the past two decades with the implicit or explicit assumption that the unknown parameters are continuous functions of position (See references in [81 and [141) . However, very little attention has been given to n,aturally fractured reservoirs, which are frequently encountered in practice, primarily because of the complexity involved in the reservoir description.
In fractured reservoirs the unknown parameters are discontinuous functions of position. Furthermore, the location of the faults may be unknown.
The flow of oil in a fractured reservoir is described by a linear parabolic equation of the form: where a(x! is a piecewise continuous function on a spatial domain R with boundary 8R. In the above model, the dependent variable u represents pressure, f accounts for the withdrawal or injection of fluid in the reservoir, a is the transmissivity of the porous medium, and u denotes an outward normal vector. The history-matching problem can be stated as follows:
Knowing the source term f and the initial condition and given a measurement of u(x,t) at a discrete set of points xl, ..., X P* determine the spatially varying parameter Oixj (including the location of its discontinuities).
The customary identification approach has been the leastsquares method, which consists of minimizing the functional Since Q(xj must be strictly positive to make physical sense, we define
The second step is to define a solution space and establish continuous dependence of the solution u of the boundary value problem (2.1) on Q. Consider the variational formulation of (2.1):
A standard result from PDE theory (see for example i71) states that
which depends continuously on f a n d uo. Now applying the implicit function theorem to the variational formulation (2.3), it is not difficult to show that u depends continuously on Q as well.
Since the solution u is in L2 (0, T; H'(l0, U)), "(xj' ti will have meaning (and ..., Cn) is unknown, ( has to be estimated along with a(x). For this problem, a theoretical formulation is not available. However, a formal extension of the approach that consists of minimizing n + I is straightforward. It has been implemented in the numerical part of our work (see next section).
Numerical Implementation

Numerical experiments
The identification approach developed in the previous section was applied to The data uObs used in our runs were generated as follows.
First, the state equation (3.1) was solved numerically for a=aTl or aT2 with Ns = 129 and At = 10 . Then the set of values {u(xy tm; a ). x = j i l 6 , j = 1 , ..., 15, tm = 10 n, n = 1 , ..., 25) were perturbed by normally distributed random numbers with zero mean and standard deviation 0.1 ( 2 0.5 % error). Consequently, the approximate error level 6 in the observation data would be 
where the unknown vector 9 is given by m w = (w 1 1 , ..., w T N , w21, ..., w )' when E known P l 9 7 2 e = ( (3.6) and a is represented by (3.3). It is noteworthy that when is assumed to be unknown and has to be estimated along with the spline coefficients w, the mesh sizes h and hs in each subdomain,
[O, &I and [(, 11, may vary depending on the current estimate of ( during the minimization process. Such (-dependent grid systems were used previously in a similar fashion [5] .
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The function J 9) was minimized iteratively as follows. As an initial guess of the spline coefficient vector w , uniform valws of 2 (i.e., a(o) = 2.0) were used. Then, at each major iteration, the descent direction was updated using the BFGS (Broyden-FletcherGoldfarb-Shanno) quasi-Newton minimization method [91; the step length along this direction was found using the the golden section line search method. The convergence criterion for stopping the major iterations was d (3.7)
Results and discussion
Estimation with known. The abilities of the least-squares and the regularization methods to recover aT are investigated under various conditions. The results are summarized in Table 1 as well as in Figures 3 and 4 . Table 1 shows that JLs can be reduced with higher N only a t the expense of higher Js. Figure 3 shows clearly that at low N P = 8 the modelling error introduced by the finite dimensional approximation is significant while a t high N = 134 ill conditioning in the form of anomalous oscillation is inevitable.
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As a result of a trade-off between modelling errors at low N P and instabilities at high N there seems to be an optimum level of discretization. For our examples, the best performance was obtained with N = 14. In practice, however, the true parameter is completely unknown and, therefore, it will not be easy to determine the optimum level of discretization on the basis of the least-squares estimates for various levels of discretization. Hence there arises a need to use sufficiently high N in order to describe the spatial P distribution of the unknown parameter reasonably well and, at the same time, a need to provide a counter-measure against numerical instabilities which will show up in the least-squares estimation.
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In our regularization identification approach, it is the presence of the penalty term Ns in the performance index that prevents the numerical instabilities in the least-squares estimates obtained a t high level of discretization. Accordingly, larger values of p would lead to estimates with smaller Js, i.e., to smoother estimates. This effect of the increasing regularization parameters can be easily seen in Table 1 , and is well illustrated in Figure 4 .
Also note in Table 1 
Estimation runs at higher level of discretization yielded poorer results, shown in Figure 6 . Regularization does not alleviate the convergence problems. though it reduces the anomalous oscillations in the least-squares estimates.
4 s pointed out earlier, the convergence problems encountered in estimation runs with ( unknown reflect the difficulty of carrying out minimization in the larger parameter space.
Specifically, the parameter space can be conceived of as an indexed family of C (io, l J ) , ( E 30, 1[. Thus. any optimization process over this larger space. with its complicated structure, would suffer more from local convergence and;or a slow convergence rate than over C (LO, 11). of zi do not provide enough information to estimate (. 
