An opportunistic network is a type of challenged network in which contacts are intermittent, an end-to-end path rarely exists between the source and the destination, disconnection and reconnection are common occurrences, and link performance is highly variable or extreme. Conventional methods of data dissemination in opportunistic networks rely on a meta-message exchange scheme, called the Summary Vector (SV), to prevent redundant transmission of data bundles that already exist on receivers. We consider that the SV scheme is costly in terms of the data transmission overhead, which is unaffordable in opportunistic networks. Hence, we propose an alternative scheme, called the Known Vector (KV), to improve the efficiency of meta-message exchanges for data transmission in opportunistic networks. Using a comprehensive set of simulations with realistic network scenarios, we demonstrate that the KV scheme can be easily integrated into existing opportunistic network routing protocols (e.g., Epidemic and PRoPHET routing). Moreover, it can reduce the communication overhead significantly, thereby improving energy efficiency for data transmission in opportunistic networks.
I. INTRODUCTION
An opportunistic network is a type of challenged network that has the following characteristics: (1) network contacts (i.e., communication opportunities) are intermittent; (2) there is rarely an end-to-end path between the source and the destination; (3) disconnection and reconnection are common events; and (4) the link performance is highly variable or extreme. Emerging applications of opportunistic networks are wide ranging. For instance, it would be advantageous if mobile search and rescue nodes could be interconnected in disaster areas where communication infrastructures have been disabled by earthquakes, hurricanes, wildfires, or floods. Other applications include facilitating message exchange in underdeveloped areas (remote towns and villages interconnected by wireless networks, but not guaranteed an always-on Internet connection) and scientific monitoring of wilderness areas (remote monitoring of various forms of wildlife).
Data transmission in an opportunistic network is challenging and completely different to routing in a conventional network. Ideally, a routing scheme for opportunistic networks should provide reliable data delivery, even when the network connectivity is intermittent or an end-to-end path is temporarily unavailable. Proper handling of mobility is the key to the success of mobile networking applications.
Grossglauser et al. [15] showed that network capacity can be increased significantly by exploiting node mobility as a type of multi-user diversity. In [33] , Small and Hass proposed a communication paradigm called store-carry-and-forward to facilitate data dissemination in opportunistic networks. Specifically, a node stores a data bundle before moving. Then, when the node connects with another node, it either forwards the data bundle to, or replicates it for, the other node. The process is repeated in the hope that the data bundle will eventually reach its destination.
Several data dissemination protocols have been proposed in recent years [5, 8-11, 13, 14, 16, 19, 19-21, 23, 28-30, 34, 35] . They can be classified into two categories: 1) forwarding-based protocols, which only have one copy of a data bundle in the network; and replication-based protocols, which have multiple copies. The latter are more suitable for opportunistic networks because multiple copies of a data bundle have a higher probability of reaching the destination node under the intermittent and opportunistic connectivity constraint.
In an opportunistic network, establishing a connection between two nodes involves three phases: the probing phase, the meta-message exchange phase, and the data exchange phase. In the probing phase, each node broadcasts a beacon periodically and listens for the beacons of its neighboring nodes. After the probing phase, two nodes establish a connection based on the beacons they receive from each other.
Before exchanging data bundles, the nodes exchange meta-messages, such as details of the data bundles they have, the direction they are heading, and how much space they have in their storages. The metamessages help each node determine which data bundles it should send, how many data bundles it can send, and the priority of each bundle. If the meta-messages are accurate, a node can make a good decision about the transmission; thus, the delivery rate may increase and the transmission overhead may reduced.
Finally, in the data exchange phase, one node sends data to the other node or they exchange data bundles.
Because multiple copies of a data bundle may exist in replication-based protocols, it is necessary to exchange meta-messages before sending data bundles in order to avoid duplicating data that the receiving node already has in its storage. On receipt of a meta-message, a node selects the data bundles that should be replicated and sent to the other node, which means that the time and energy spent in the data exchange phase depends to a large extent on the accuracy of the meta-message. If the meta-message is accurate, only essential data bundles will be sent to the other node; thus, nodes can save the energy used to send/receive redundant data bundles. Intuitively, sending a summary, called a Summary Vector (SV), of data bundles seems reasonable. However, under the SV scheme, the size of meta-messages increases with the number of data bundles. As a result, meta-message exchange incurs a large overhead in terms of the transmission energy as well as the transmission time, which is usually short in opportunistic networks.
To address these shortcoming, we propose an efficient meta-message exchange mechanism called Known Vector (KV) scheme. By minimizing the size of meta-messages, the KV scheme reduces the amount of energy required for meta-message exchange and allows more time for transmitting data bundles. It also prolongs the lifespan of nodes and increases the probability of successful delivery.
Using a comprehensive set of simulations, we compare the proposed KV scheme with the SV scheme under two replication-based protocols, namely, the Epidemic routing protocol and the PRoPHET (Probabilistic Routing Protocol using History of Encounters and Transitivity) routing protocol. The simulation results demonstrate that the KV scheme is a suitable meta-message exchange mechanism for both protocols. Moreover, it outperforms the SV scheme in terms of delivery and overhead performance when the buffer for nodes is limited.
The contribution of this study is three-fold: 1) To reduce the overhead of control message, we propose a new meta-message exchange mechanism called the Known Vector scheme.
2) Via simulations, we show that the proposed scheme can reduce the overhead of meta-message exchange and improve the delivery performance.
3) The proposed mechanism is suitable for replication-based protocols that exchange meta-messages between nodes to determine which data bundles should be transmitted.
The remainder of this paper is organized as follows. Section II provides background information on routing protocols for opportunistic networks. In Section III, we describe the proposed Known Vector scheme; and in Section IV, we discuss the simulations performed to compare the performance of the KV with that of the SV scheme. Section V discusses the energy-memory trade-off, and VI contains some concluding remarks.
II. BACKGROUND
Replication is the most popular design for opportunistic routing schemes. For instance, the Epidemic Routing scheme [34] sends identical copies of a message simultaneously over multiple paths to mitigate the effect of a single path failure; thus, it increases the likelihood of successful message delivery. However, flooding a network with duplicate data tends to be very costly in terms of traffic overhead and energy consumption.
To address the problem of excess traffic overhead caused by flooding, Harras et al. proposed a Controlled Flooding scheme to reduce the flooding cost while maintaining reliable message delivery [16] . The scheme controls flooding via three parameters, namely, willingness probability, time-to-live, and kill time. Additionally, once a message has been delivered to the receiver, a Passive Cure is generated to "heal" the network nodes that have been "infected" by the message. Therefore, by removing the excess traffic overhead problem and maintaining reliable data delivery, controlled flooding can reduce the network overhead substantially. Erramilli and Crovella [14] presented another approach called Delegation Forwarding, which controls the number of message replicas. The approach considers three metrics: the cost (i.e., the number of replicas per message), the success rate, and the average delay. The authors show that the expected cost of delegation forwarding declines to O( √ N ) compared to O(N) under naive forwarding to high contact rate nodes. In [13] , Erramilli and Crovella considered different message prioritization schemes based on delegation forwarding and assessed their performance in terms of the success rate, delay and cost.
Node mobility also affects opportunistic routing schemes. Some studies have shown that if the network mobility deviates from that of well-known random way-point mobility models (e.g., the Pursue Mobility Model [7] or the Reference Point Group Mobility Model [17] ), the overhead incurred by epidemic routing and flooding-based routing schemes can be reduced by considering node mobility. For instance, the Probabilistic Routing scheme [23] calculates the delivery predictability from a node to the destination node based on the observed contact history, and forwards a message to a neighboring node if and only if that node has a higher delivery predictability value. Leguay et al. [19] modified the scheme by taking the mobility pattern into account, i.e., a message is only forwarded to a neighboring node if the latter's mobility pattern is more similar to that of the destination node. In [19, 20] , Leguay et al. showed that the modified scheme is more effective than previous schemes. Shih et al. [32] exploited the Levy walk mobility pattern to devise routing strategies and demonstrate that the proposed strategies are effective when information about destination is limited. In contrast, Liu and Wu [25] proposed an optimal probabilistic forwarding (OPF) protocol, which is based on the assumption that the mean inter-meeting time can be estimated from the contact history because of regular long-term mobility. The objective of OPF is to maximize the delivery performance while satisfying a certain constant on the number of forwarding per message. Using similar concept, Nelson et al. [27] proposed an encounter-based routing scheme, which assumes the future rate of node encounters can be roughly predicted by considering previous data.
Another class of opportunistic network routing schemes are based on encoding techniques that convert a message into a different format prior to transmission. For instance, Widmer and Boudec [36] proposed integrating network coding and epidemic routing techniques to reduce the number of transmissions required in a network. Lin et al. [22] compared DTN routing protocols with low-density erasure codes, and proposed E-NCP, which is based on network coding, to reduce the number of transmissions; however, the transmission delay increases slightly. In addition, Wang et al. [35] proposed combining erasure coding and a simple replication-based routing method to improve data delivery for the worst delay performance cases in opportunistic networks.
Based on the concept of erasure coding-based data forwarding discussed in [35] , Liao et al. [21] designed the Estimation Based Erasure-Coding routing scheme (EBEC), which uses the Average Contact Frequency (ACF) estimate to adapt the delivery of erasure coded blocks. Meanwhile, Chen et al. [10] proposed HEC, a hybrid scheme that combines the advantages of erasure coding and Aggressive Forwarding. The HEC scheme has been enhanced by employing the techniques of sequential forwarding (HEC-SF), fully interleaving (HEC-FI), and block-based interleaving (HEC-BI) [11] , as well as probabilistic forwarding (HEC-PF) [9] .
III. META-MESSAGE EXCHANGE APPROACHES
When two nodes encounter one another, they usually need to exchange some meta-messages to avoid sending duplicate data bundles. Many protocols apply the Summary Vector scheme. A summary vector is comprised of the identifiers of all the messages in a node's buffer. Each message's identifier is unique throughout the network. In a replication-based protocol, nodes are normally required to exchange summary vectors in order to avoid sending/receiving redundant data bundles; however, exchanging the vectors usually incurs a large overhead. To reduce the overhead, we propose a scheme called Known Vector, which can be regarded as a pre-processor that eliminates unnecessary message identifiers in a summary vector. Every protocol that uses the Summary Vector scheme can apply the proposed Known Vector scheme to improve network performance. We apply the proposed scheme to the Epidemic Routing protocol and compare its performance with that of the Summary Vector scheme on the same protocol. In Section III-A, we provide an overview of the Epidemic Routing protocol and examine how the Summary Vector scheme works under the protocol. Then, we discuss the proposed Known Vector scheme in Section III-B.
A. Epidemic Routing
In Epidemic Routing, each node's buffer contains messages initiated by the node as well as messages relayed on behalf of other nodes. Each node also carries a fixed length summary vector that the mth bit will be flagged if the node carries the message with ID m. When two nodes encounter one another, they exchange their summary vectors. Each node then compares the received vector with its own vector and requests the messages that are not in its buffer. In this paper, we call a request for messages a request vector. The buffer of node x is denoted as BUF x ; and a summary vector and a request vector sent from node x to node y are denoted as SV x,y and RV x,y respectively. The following is an example of an encounter between two nodes. Suppose that, before the encounter, node i has messages M 1 , M 2 , and M 3 A potential problem of summary vector is that it is not very space efficient. E.g., in a network that uses 2 bytes as message ID, the summary vector will be 2 16 = 65536 bits long, even if there is only one message in the buffer, while saving a message ID will take only 16 bits in memory. For the summary vector to be space efficient, there has to be more than (2 16 )/16 messages in this example, or (2 n )/n messages in the buffer when n bits is used for message ID. The authors of epidemic routing are aware of the inefficiency and propose using Bloom filter [6] to cut down the size of summary vector. Epidemic routing with Bloom filter provides a possible solution for DTNs routing. However, Bloom filter comes with an error rate, and exchanging vectors with an error rate is not always tolerable since two nodes do not necessarily have time to retransmit messages that are missed due to wrong hashing, e.g., in mission-critical DTNs like a search and rescue system, one specific packet arrives at base station or not may be a matter of life or death [12] .
In this paper, we present another possibility to route in DTNs, Known Vector, which is error free and messages based. To have a fair comparison, we modify epidemic routing to an error free version by storing one message ID for each message saved in the buffer instead of flipping a bit and hashing the summary vector. Unlike the original epidemic routing, the modified epidemic routing protocol simulated in our paper has a varied length of summary vector. The summary vector mentioned thereafter in this paper denotes our modified version.
B. The Proposed Known Vector Approach
The Summary Vector can be viewed as a node-based approach, while the Known Vector can be viewed as a message-based approach. In a known vector, each message on a node keeps a vector, which is a list of node IDs that already have the message. Note that the vector is not an accurate record of global network knowledge. It can be regarded as a message's meta-data, which is duplicated and sent with the message. The known vectors of copies of the message on different nodes might not be the same due to different relaying paths. The copy of a message M k that resides on node x is denoted as M k,x , and the copy's known vector is denoted as KV M k,x . A message M k initiated by node x does not have any record in its known vector M k,x , i.e., KV M k,x = {} at the outset. When two nodes, i and j, meet the state of node i is
, and the state of node j is
The nodes then implement the following steps:
1) Generate and exchange summary vectors:
Node i generates SV i,j , which contains the IDs of messages whose known vectors do not include j. The algorithm used to generate a summary vector is shown in Algorithm 1. Specifically, the summary vector SV i,j only contains M 2 , but SV j,i = {M 3 , M 1 }.
2) Send a request:
Node i generates RV i,j = SV j,i − BUF i . e.g., RV i,j = {M 3 }, and RV j,i = {M 2 }. 
Algorithm 1
Summary vector generation of node i when it encounters node j in the Known Vector scheme Require: i = j Ensure:SV i,j SV i,j ← {} for all messages M k,i in the buffer of node i do if j not in KV M k,i then SV i,j ← SV i,j ∪ {j}end if end for 3) Transmit requested messages: For every message M k that node i transmits to node j, it first duplicates M k,i as M ′ k,i including KV M k,i . After transmitting M ′ k,i to node j, node i adds j to KV M k,i . When node j receives M ′ k,i , it saves it in the buffer as M k,j with KV M k,j = KV M ′ k,i ∪ {i}. Thus, after node i transmits M ′ 2,i to node j, KV M 2,i becomes {a, b, j}, and node j saves M ′ 2,i as M 2,j with KV M 2,j = {a, b, i}. In addition, after node j transmits M
4) Update known vectors:
Node i can infer that node j already has the messages in the set SV i,j − RV j,i because node j is supposed to request every message in SV i,j that it does not have in its storage. Therefore, node i adds j to the known vector of every message in the set SV i,j − RV j,i . For example, node j can infer that node i already has M 1 , and then KV M 1,j becomes {m, i}. Table I 
IV. EVALUATION
We use a Java-based simulator, called The ONE [2] , to evaluate the performance of the Summary Vector and Known Vector schemes in terms of the delivery ratio and transmission overhead on the Epidemic and PRoPHET routing protocols. The delivery ratio is defined as: (the number of messages delivered to 
shows that node j has M k , but j no longer has M k . This may happen because the buffer of node j is full and M k is selected for deletion. 2.M k is not added to SV i,j , and node j does not request M k from node i. the destinations) / (the number of messages created in the simulation); and the transmission overhead is defined as: (the total number of bytes transmitted, including messages and control bytes) / (the total number of bytes of all the messages created in the simulation).
We evaluated three network scenarios, namely, ZebraNet [1] , SLAW [18] , and Community [24] , which are publicly available for research purposes. ZebraNet is an opportunistic wildlife network, while the other two are people networks. Table II lists the basic properties of the three scenarios.
ZebraNet [1] utilizes a random movement model to create multiple zebra movement traces based on the collected movement patterns of a particular zebra. In this study, we create 34 movement traces with a range of 5000 × 5000 m 2 in a 16-day period.
SLAW (Self-similar Least Action Walk) [18] is a mobility model that imitates human walks patterns.
It produces synthetic human walk traces comprised of the following four features observed in human mobility: (i) truncated power-law flights and pause-times; (ii) heterogeneously bounded mobility areas;
(iii) truncated power-law inter-contact times; and (iv) fractal waypoints. We use a tool provided by the authors to generate 30 human walk traces with a range of 5000 × 5000 m 2 in a 3-day period.
Community is a mobility model developed by the authors of [24] . We use the following settings, which are given in the paper: a 3000 × 1500 m 2 area is divided into 3 × 4 sub-areas (i.e., each sub-area is 100 × 375 m 2 ). The "gathering place" is in the third row and the fourth column, while other sub-areas are "communities". In each community, and at the gathering place, there is a fixed (non-mobile) node that can also act as a gateway for that community. Each node has a home community that it is more likely to visit than other communities; and for each community, there are five nodes that treat it as their home community. Hence, there are 67 nodes in total (55 mobile nodes and 12 fixed nodes). When a node is at its home community, there is a probability of 0.8 that it will go to the gathering place and 0.2 that it will go elsewhere; and when a node is elsewhere, there is a probability of 0.9 that it will return home and 0.1 that it will go elsewhere.
In each simulation run, the source and destination pairs are selected at random from among all participating peers. The source node transmits messages in the first 10% of the simulation time at a rate of 200 seconds/message in ZebraNet, and at a rate of 40 seconds/message in SLAW. In Community, each of two randomly chosen community gateways generates a message for another gateway in the community or the gathering place every ten seconds. Then, five seconds after a message is generated by a gateway, each of two randomly chosen mobile nodes transmits the message to a randomly chosen destination (either a mobile node or a gateway). In the Community scenario, there is a warm up period of 500 seconds at the beginning of the simulations, after which messages are generated for 3000 seconds, and the simulation runs for another 8000 seconds. The above settings are summarized in Table III .
For simplicity, we assume that data transmission between nodes is via ZigBee [3] with a fixed rate of 240 Kbps, and the size of each message is either 500 bytes or 100 bytes. We vary the buffer size in each set of simulations, and compare the delivery and transmission performance of the two meta-message exchange schemes on the Epidemic and PRoPHET routing protocols. All the results are based on the average performance of 25 simulation runs for each network configuration.
In the following subsections, each figure contains three subfigures, which correspond to the three scenarios respectively. We evaluate cases of an infinite buffer in Section IV-A and cases of a finite buffer in Section IV-A. For the latter, we evaluate the performance by using three buffer sizes for each message size. The delivery performance and the transmission overhead are presented as cumulative distribution function (CDF) curves.
A. Evaluation I: The Infinite Buffer Case
In the first set of simulations, we evaluate the delivery and transmission performance of SV and KV schemes with infinite buffers. Figure 1 and Figure 2 show, respectively, the delivery performance of the two schemes on the Epidemic and PRoPHET routing protocols in the three scenarios. The results in the six subfigures indicate that the SV and KV schemes perform almost the same regardless of the message size. The delivery ratio in SLAW and Community reaches 100% quickly, which is much better than the delivery ratio in ZebraNet. This is because the total contact time in SLAW and Community is much longer than that in ZebraNet. We observe that ZebraNet's delivery performance is better on the Epidemic protocol than on the PRoPHET protocol. In the SLAW scenario, the delivery ratios reach 100% on both routing protocols, but the delivery performance is a little better on Epidemic because it reaches 100% earlier. In contrast, the delivery performance of Community is a little better on PRoPHET because this scenario is more regular than the other two scenarios and the PRoPHET protocol can make better predictions in this scenario. There are no significant differences between delivery ratios of SV and KV in this case, because a node with infinite buffer can save a very long summary vector, or known vector, without taking up space for real messages. But we can see the differences in secion IV-B. Figures 3 and 4 show the transmission overhead of KV and SV on the Epidemic and PRoPHET protocols respectively. In each case, the overhead increases with the simulation time. However, SV's transmission overhead increases much more rapidly than that of KV. It is worth noting that, in the SLAW and Community scenarios, KV's transmission overhead almost reaches a bound at about the same time that the delivery ratios reach 100%. This shows that KV can reduce the overhead by preventing the transmission of unnecessary summary vectors. By contrast, in the SV scheme, summary vectors are always exchanged for each message in the buffer. We can use an analogy to explain this. When a new semester starts, students exchange their stories about summer vacations and trips. Questions like "Have you heard story A, B, and C?" are the vectors for stories. Summary Vector is like a very patient friend, he tells anyone all the story codes he knows repeatedly, and reveals the stories to others who ask for them. And he will keep asking everyone he meets on the road if they have heard all the stories he knows, by reading all the story codes. Known Vector, on the other hand, has very good memory. She remembers who told her which stories, and to whom she told which stories. So when she meets someone on the road, she scans her memory and only tell the person the story codes that he dose not know, and vice versa. The price she has to pay, is memory. She has to keep 'who knows what' in her memory. The gain, is energy. Unlike her friend Summary Vector, who has to repeat all the story codes to every person and is exhausted at the end of day, she only has to ask what is new to her encounter. And energy is more precious resource in WSNs than memory. We have more detailed discussion in V. In figure 3 and 4, KV saves from 35% to 88% of transmission overhead in different scenarios. 
B. Evaluation II: The Finite Buffer Case
In this section, we evaluate the SV and KV schemes with finite buffers. Each simulation setting is evaluated with three buffer sizes, which are designed to accommodate 100, 500, and 1000 messages respectively. Therefore, for a 100-byte message, the respective buffer sizes are 10k bytes, 50k bytes, and 100k bytes. Although the buffer that can accommodate 1000 messages seems sufficient for all messages in ZebraNet (which generates 691 messages) and SLAW (which generates 648 messages), some space is needed to save known vectors. Furthermore, messages can be dropped when a node needs space to generate summary vectors for exchange or to receive summary vectors from other nodes.
In the following, we consider the delivery performance of KV and SV for three buffer sizes. Figure 5 and Figure 6 show the delivery performance on the Epidemic and PRoPHET protocols respectively when the message size is 100 bytes. For both figures, we can see that when the buffer is of size 10KB, KV performs better than SV. This is because SV memories the message IDs, and KV memories the node IDs those have the message, and message ID usually takes up more bytes than node ID since there are usually more messages than nodes in a system. When the memory is relatively small, SV will take up more space than KV, which causes more packet drop, and lower delivery ratio. As expected, the delivery performance improves as the buffer size increases.
The delivery performances of SV and KV are comparable when the buffer can accommodate 500 or 1000 messages; however, KV performs much better than SV in the SLAW and Community scenarios when the buffer can only accommodate 100 messages. The results indicate that the KV scheme is superior to the SV scheme, especially when the end devices are buffer-constrained (e.g., sensors and hand-helds devices).
In the SLAW and the Community scenarios, we observe that the delivery ratios of the buffer sizes that can only accommodate 100 messages are bound to some points under both schemes. The reason is as follows. Although SLAW and Community have better contact opportunities than ZebraNet (as shown in Table II ), some messages could be dropped because the buffer size is too small and there are only a few copies of messages. As a result, some messages may never be delivered, and the delivery ratios are bound to some points.
Next, we consider the transmission overhead of KV and SV with different buffer sizes. Figure 7 and Figure 8 show, respectively, the transmission performance of the schemes on the Epidemic and PRoPHET protocols when the message size is 100 bytes. Similar to the infinite buffer cases, although the transmission overhead increases with the simulation time, the KV scheme outperforms the SV scheme in all 6 subfigures.
It is clear that the KV scheme is more effective than the SV scheme in reducing the traffic overhead.
For example, for Epidemic routing in the SLAW scenario, given a 100-byte message, the KV scheme reduces the traffic overhead by about 83%, 89%, and 80% when the buffer size is 10k, 50k, and 100k bytes respectively. Again, the results show that the KV scheme is superior to the SV scheme when the buffer size of each network participant is limited.
V. DISCUSSION
Based on the survey of [4] , the communication module has an energy consumption much higher than the computation module in WSNs, and transmitting one bit may consume as much as executing a few thousands instructions. Mathur et al. [26] also argued that the emergence of the new generation of NAND flash storage has added a new variable to the design equation, as storage may be used to reduce network traffic, and we support their point of view. We propose that all the KV can be saved in RAM if it is large enough. Otherwise, most of the KV can be saved in the NAND flash, while only the message ID and a pointer to the address of the message vector in the NAND flash reside in the RAM. According to the same paper [26] , reading costs 0.0322µJ and has 1.761us latency per byte. Polastre et al. [31] measured that MCU+Radio Rx costs 21.8mA, MCU+Radio Tx 19.5mA, and MCU+Flash Read 4.1mA. And because flash reading speed is a lot faster than radio transmission, the energy cost is almost neglectable.
VI. CONCLUSION
In this paper, we study meta-message exchange in opportunistic network routing protocols, and observe that the transmission overhead may increase substantially as the number of messages buffered on each node increases. To resolve the problem, we propose a novel approach called Known Vector. Using a comprehensive set of simulations, as well as realistic network mobility traces, we compare the proposed scheme's performance with that of the Summary Vector meta-message exchange scheme on the Epidemic and ProPHET routing protocols. The results show that the two schemes are comparable when the network buffer is infinite. However, when the network buffer is constrained, the Known Vector scheme is far superior to the Summary Vector in terms of delivery performance and transmission overhead. Moreover, the KV scheme is simple and it is generalizable to other opportunistic routing protocols.
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