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COXETER-CATALAN COMBINATORICS AND TEMPERLEY-LIEB
ALGEBRAS
THOMAS GOBET
Abstract. We introduce bijections between generalized type An noncrossing par-
titions (that is, associated to arbitrary standard Coxeter elements) and fully com-
mutative elements of the same type. The latter index the diagram basis of the
classical Temperley-Lieb algebra, while for each choice of standard Coxeter element
the corresponding noncrossing partitions also index a basis, given by the images in
the Temperley-Lieb algebra of the simple elements of the dual Garside structure
(associated to this choice of standard Coxeter element) of the Artin braid group on
n+ 1 strands. We then show that our bijections come from triangular base changes
between the diagram basis and the various bases indexed by noncrossing partitions,
by explicitly describing the orders giving triangularity. These orders were introduced
in a joint paper with Williams and provide exotic lattice structures on noncrossing
partitions. Several combinatorial objects are introduced along the way, including an
involution on the set of noncrossing partitions.
Keywords. Temperley-Lieb algebra, Artin braid group, Noncrossing partitions.
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1. Introduction
Catalan numbers appear in many locations in mathematics (see [26] for a list of ob-
jects counted by the Catalan numbers). One famous set of combinatorial objects having
Catalan enumeration is the set of noncrossing partitions [22]. Noncrossing partitions
can naturally be seen as elements of the symmetric group Sn+1 associated to a fixed
(n+1)-cycle, allowing a generalization of noncrossing partitions to finite Coxeter groups
by replacing the (n+1)-cycle by a Coxeter element. The refinement order endows non-
crossing partitions with a lattice structure satisfying many interesting properties. We
refer the reader to [2] and the references thereof for more on the topic.
The aim of this paper is to explore a link between noncrossing partitions and (clas-
sical) Temperley-Lieb algebras. To any integer n ≥ 1 is attached a Temperley-Lieb
algebra TLn. It is an associative, unital algebra over a ring A of Laurent polynomials,
which is free as an A-module, of rank equal to the Catalan number Cn+1 =
1
n+2
(2(n+1)
n+1
)
(see for instance [20]). It has a basis indexed by planar diagrams or fully commutative
permutations of the symmetric group Sn+1. On the other hand, the set of noncrossing
partitions of Sn+1 has also cardinality Cn+1.
Zinno [29] discovered an alternative basis of TLn indexed by so-called canfacs. Can-
facs are certain elements of the (n+1)-strand Artin braid group, which turn out to be
an incarnation of noncrossing partitions of the cycle (1 2 · · · n+1). There is a natural
multiplicative homomorphism between the (n + 1)-strand Artin braid group and the
Temperley-Lieb algebra TLn and Zinno’s basis is obtained by mapping the canfacs from
the Artin braid group to the Temperley-Lieb algebra.
The canfacs are of particular interest for the study of the braid group: they form
a distinguished set of so-called simple elements of a Garside structure on the Artin-
braid group, called the dual Garside structure (we do not elaborate here on Garside
structures and information provided by such structures since it is not relevant for our
purposes; the interested reader is encouraged to have a look at [11] for more on Garside
monoids and groups). It was originally discovered by Birman-Ko-Lee [6].
Birman-Ko-Lee’s approach was later generalized to noncrossing partitions of an arbi-
trary standard Coxeter element of a finite Coxeter group ([4], [9], [3]). More precisely,
given a finite Coxeter group and a standard Coxeter element one can associate to this
data a Garside structure on the corresponding Artin-Tits group and the simple elements
of the Garside structure are lifts of the noncrossing partitions of the chosen standard
Coxeter element in the Artin-Tits group. The dual Garside structure on an Artin-Tits
group is therefore not unique: it depends on a choice of standard Coxeter element.
Zinno’s canfacs correspond to the case where the Coxeter element is the (n + 1)-cycle
(1 2 3 · · · n+1). It is natural to ask whether one always gets a basis of TLn when map-
ping the simple elements of a dual Garside structure of the (n+ 1)-strand Artin braid
group to the Temperley-Lieb algebra. This holds as shown by Vincenti [28] (following
an idea of Lee and Lee [23]).
In this paper, we explore further the relation between the above mentioned family
of bases of TLn (there is one basis for each Coxeter element and the basis is indexed
by the noncrossing partitions of that Coxeter element) and the basis indexed by fully
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commutative permutations (the "diagram basis"). More precisely, we show that there
is always a triangular base change between any of the bases indexed by noncrossing
partitions and the diagram basis, refining results of [29] and [16] (there the Coxeter
element is c = (1 2 · · · n + 1)). We explicitly give the orderings of the bases yielding
triangularity and give a full combinatorial definition and description of the bijections
between noncrossing partitions and fully commutative elements induced by these base
changes. At the level of noncrossing partitions, these orders are linear extensions of
an exotic lattice structure on noncrossing partitions introduced in a joint work with
Williams [17] (which is isomorphic to the lattice of nonnesting partitions). Our bijec-
tions make use of a new involution on the set of noncrossing partitions.
The paper is organized as follows: in Section 2 we recall the definition and properties
of noncrossing partitions. In Section 3 we introduce bijections between noncrossing
partitions and fully commutative elements. In Section 4 we recall some results on the
exotic lattice structure on noncrossing partitions mentioned above. In Section 5 we
describe the incarnations of noncrossing partitions in the Artin braid group. In Section
6 we recall the definition and some properties of the classical Temperley-Lieb algebra.
In Section 7 we show the triangular base change between the diagram basis and the
basis obtained by mapping the lifts of noncrossing partitions in the Artin braid group
from Section 5 to the Temperley-Lieb algebra. We also show that the triangular base
change is induced by linear extensions of the orders from Section 4; the way of ordering
the diagram basis (indexed by fully commutative permutations) is given by taking the
image of these linear extensions under the bijections from Section 3 (in particular, the
bijections induced from these base changes are those from Section 3).
2. Noncrossing partitions
The aim of this section is to introduce noncrossing partitions both in a combinatorial
and algebraic way.
2.1. Combinatorial noncrossing partitions. For n ∈ Z≥0 we denote by [n] the set
{1, 2, . . . , n}. Let n ∈ Z≥1. A set partition of [n + 1] is a collection x of nonempty
disjoint subsets of [n+1] whose union is all of [n+1]; these subsets are called the blocks
of the set partition. Given a set partition x, a bump is a pair (i, k) with i < k in the
same block of x such that there is no j in that block with i < j < k.
A noncrossing partition x of [n+1] is a set partition with the condition that if (i1, i2),
(j1, j2) are two distinct bumps in x, then it is not the case that i1 < j1 < i2 < j2.
Noncrossing partitions of [n + 1] are known to be counted by the Catalan number
Cn+1 :=
1
n+2
(
2(n+1)
n+1
)
. They are item 159 in [26].
The graphical representation of a noncrossing partition x is the set of convex hulls
of the blocks of x when drawn around a regular (n+ 1)-gon with vertices labeled with
[n+1] in clockwise order. The definition above is equivalent to the non-intersection of
the hulls. An example is given in Figure 1. Noncrossing partitions are item 160 in [26].
Ordering them by refinement yields the noncrossing partition lattice [22].
We write Pol(x) for the set of polygons occurring in the graphical representation of a
noncrossing partition x (an edge is always seen as a polygon, but a single point not). A
polygon P ∈ Pol(x) is given by a sequence of indices i1, i2, . . . , ik, where the ij ’s index
the vertices of P and i1 < i2 < · · · < ik. We set Vert(P ) := {i1, i2, . . . , ik} and say that
the index i1 of P is initial and ik is terminal. For example, in Figure 1, the initial index
of P1 is 2 and the terminal one is 5, while the initial index of P2 is 1 and the terminal
one is 6. For convenience we will sometimes write P = [i1i2 · · · ik].
4 THOMAS GOBET
b
b
bb
b
b
•
•
•
•
•
•
2
3
45
6
1
Figure 1. Graphical representation of the noncrossing partition x =
{{1, 6}, {2, 3, 4}, {5}}. There are two polygons P1 = [234] and P2 = [16].
2.2. Coxeter elements and algebraic noncrossing partitions. Let (W,S) be a
Coxeter system with S finite. This is to say that W admits a presentation with gener-
ators S of order two and relations (called braid relations) of the form sts · · · = tst · · · ,
s, t ∈ S, s 6= t, where the number mst ∈ {2, 3, . . . } ∪ {∞} of letters in the left hand
side equals the number mts in the right hand side (see [7] or [18] for basics on Cox-
eter groups). Elements of S are called simple reflections. The length of w ∈ W is the
minimal number ℓS(w) of elements of S required to write w = si1 · · · siℓS(w) and such
a product is an S-reduced expression for w. A word in the elements of S is called an
S-word. We call S-support and denote by suppS(w) the subset of S consisting of those
simple reflections which occur in a reduced expression of w. It is well-defined since one
can pass from any reduced expression of w to any other by applying a sequence of braid
relations.
The set T :=
⋃
w∈W wSw
−1 is the set of reflections of W. The reflection length
of an element w ∈ W is the minimal number ℓT (w) of reflections required to write
w = si1 · · · siℓT (w) and such a product is a T -reduced expression for w. A word in the
elements of T is called a T -word. The reflection length induces the absolute order ≤T
on W, that is,
u≤T v if and only if ℓT (u) + ℓT (u
−1v) = ℓT (v).
Notice that conjugation preserves ≤T .
A standard Coxeter element inW is a product of all the elements of S in some order.
We denote by Std(W) the set of standard Coxeter elements.
For c ∈ Std(W) we let
NC(W, c) := {u ∈ W | u≤T c}
be the order ideal of the Coxeter element c (endowed with the order induced by ≤T ).
Let us from now on assume in addition thatW is finite. One then has T ⊆ NC(W, c)
for any c ∈ Std(W) (see [3, Lemma 1.3.3]). For irreducible W the set NC(W, c) is
counted by the generalized Catalan number Cat(W) (see [3, Section 5.2]). It is known
to be a lattice (see [3], [10]) usually called noncrossing partition lattice – the link with
the noncrossing partition lattice defined in Subsection 2.1 is explained in Subsection 2.3
below. Distinct Coxeter elements yield isomorphic lattices. For more on these lattices
we refer to [2] and the references thereof.
2.3. The case of the symmetric group. The combinatorial noncrossing partitions
of Subsection 2.1 correspond to the algebraic noncrossing partitions of Subsection 2.2
in the case whereW is the symmetric group and c is as follows: using the identifications
W = Sn+1, S = {si := (i, i + 1)}
n
i=1, the Coxeter element is the (n + 1)-cycle clin :=
(1, 2, . . . , n + 1) = s1s2 . . . sn which we call the linear Coxeter element. In this paper
we will only be interested by noncrossing partitions associated to standard Coxeter
elements in the symmetric group, hence we will identify the elements of W group with
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permutations and the reflections with transpositions, and rather use the symmetric
group terminology than the Coxeter theoretic one.
Given w ∈ Sn+1, define its support supp(w) to be the complement of its set of fixed
points in {1, . . . , n+1}. If w is a cycle, then ℓT (w) = |supp(w)|−1 (see [8, Proposition
2.3]). For all w ∈ Sn+1, the reflection length of w is the sum of the reflection lengths
of the cycles occurring in the decomposition of w into a product of disjoint cycles (see
[8, Lemma 2.2]).
Each standard Coxeter element is an (n + 1)-cycle but the converse is false in gen-
eral; in the next subsection we explain how to characterize those (n + 1)-cycles which
lie in Std(Sn+1). Mapping a permutation x ∈ NC(Sn+1, clin) to the set partition
whose blocks are the supports of the cycles of x is an isomorphism of posets between
NC(Sn+1, clin) and the combinatorial noncrossing partition lattice (see [5]). We explain
in the next subsection how to generalize this to the case where c is an arbitrary standard
Coxeter element.
2.4. Graphical representations and conventions. Let c ∈ Std(Sn+1). As in the
case where c = clin, the elements of NC(Sn+1, c) can be represented by disjoint unions
of polygons with vertices on a circle labeled by {1, . . . , n+1}. For c = (i1, i2, . . . , in+1),
the labeling of the circle is given (in clockwise order) by i1i2 · · · in+1. We call it the c-
labeling. Assuming i1 = 1, ik = n+1, one has that c lies in Std(Sn+1) if and only if the
sequence i1i2 · · · ik is increasing while the sequence ik · · · inin+1 is decreasing (see [17,
Lemma 8.2]). An example is given in Figure 2. To any cycle in the decomposition of
x ∈ NC(Sn+1, c) into a product of disjoint cycles, one associates the polygon obtained
as convex hull of the set of points lying in the support of the cycle (we identify the
points with their labels). The diagram obtained has the property that all the polygons
are disjoint, equivalently that the partition defined by the cycle decomposition of x is
noncrossing for the c-labeling.
Indeed, every element in Std(Sn+1) is a conjugate of clin in Sn+1 (this is clear if one
keeps in mind that standard Coxeter elements are (n + 1)-cycles, but it is a general
result for Coxeter groups whose Dynkin diagram is a tree that any two standard Coxeter
elements are conjugate by a sequence of cyclic conjugations, see [14, Theorem 3.1.4]; in
that case standard Coxeter elements are in bijection with orientations of the Dynkin
diagram, see [25, Theorem 1.5]). Explicitly, if c = (i1, . . . , in+1) ∈ Std(Sn+1) with i1 =
1, define w ∈ Sn+1 by w(j) = ij for each j = 1, . . . , n + 1. Then c = wclinw
−1. Since
conjugation preserves the partial order ≤T , we have u≤T clin if and only if wuw
−1≤T c,
hence v≤T c if and only if the graphical representation of v on the circle with c-labeling
is noncrossing. Hence an element of NC(Sn+1, c) will be called a c-noncrossing partition
or simply a noncrossing partition if no confusion is possible.
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Figure 2. The c-labeling for c = s2s1s3s5s4 = (1, 3, 4, 6, 5, 2) ∈
Std(Sn+1). Note that when going from point 1 to point 6 we obtain
a noncrossing zigzag.
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Definition 2.1. Let i, j, k ∈ [n+ 1] with |{i, j, k}| = 3 and assume that x = (i, j, k) ∈
NC(Sn+1, c). The triangle with vertices i, j, k on the c-labeling represents the ele-
ment x ∈ NC(Sn+1, c) and we have ℓT (x) = 2. We say that the ordered triple
(t1 = (i, j), t2 = (j, k), t3 = (k, i)) (or any cyclic permutation of it) of reflections is
a c-admissible triangle. In that case x is equal to the product of any two successive
reflections in the triple, that is,
x = t1t2 = t2t3 = t3t1.
It is more convenient for some proofs to slightly modify the graphical representation
as follows: let c = (i1, . . . , in+1) ∈ Std(Sn+1) with i1 = 1, ik = n + 1. Instead of
drawing the points on the circle such that the length of the segment between any two
successive points is constant, we draw the point with label 1 at the top of the circle, the
point with label n + 1 at the bottom, the points with label in ik · · · inin+1 on the left
and the points with label in i1i2 · · · ik on the right, each point having a specific height
depending on its label. That is, if i, j ∈ [n + 1], i < j, then the point i is higher than
the point j (as done in the right of Figure 2). Also, when representing a noncrossing
partition we will use curvilinear polygons instead or regular polygons for convenience
(as in Figure 3).
In the above setting, we denote by Rc (respectively Lc) the set {i1, . . . , ik} (respec-
tively {ik, . . . , in+1, i1}). In particular Lc ∪Rc = [n+ 1], Lc ∩Rc = {1, n + 1}. Notice
that Rclin = [n+ 1], Lclin = {1, n + 1}.
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Figure 3. Conventions on the graphical representations of c-
noncrossing partitions. On the left we have (1, 3, 6, 2) ∈
NC(S6, s2s1s3s5s4), on the right we have (1, 2, 3, 6) ∈ NC(S6, clin).
Remark 2.2. For any k ∈ {1, . . . , n+1} we denote by Lk the horizontal line containing
the point k and cutting the circle with c-labeling for c ∈ Std(Sn+1). The set of points
on the circle with labels in E≤k := {i ∈ [n + 1] | i ≤ k} lies in the upper half-plane
defined by that line and the set of points with label in E≥k := {i ∈ [n+ 1] | i ≥ k} lies
in the lower half-plane. This will be useful for some of the proofs.
To summarize, there are bijections

Standard
Coxeter
elements


∼
−→


Orientations
of the
Dynkin diagram


∼
−→


Partitions of
{2, . . . , n} into two
ordered sets (C1, C2)


where by convention C1 and C2 are defined by Lc = C1
·
∪{1, n+1}, Rc = C2
·
∪{1, n+1}.
Note that the first bijection above exists more generally for Coxeter groups whose
Dynkin diagram is a tree (see [25, Theorem 1.5]).
Let c ∈ Std(Sn+1), x ∈ NC(Sn+1, c). As in 2.1, we denote by Pol(x) the set of
polygons appearing in the graphical representation of x. We denote by Vert(P ) the set of
integers indexing the vertices of P ∈ Pol(x). Notice that supp(x) =
⋃
P∈Pol(x) Vert(P ).
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Let P ∈ Pol(x) with Vert(P ) = {d1 < d2 < · · · < dk}. We say that d1 is the
initial index of P or an initial index of x. We say that dk is the terminal index of P
or a terminal index of x. If we do not want to write down the whole set Vert(P ) we
simply denote by minP the initial index of P and by maxP the terminal one. We say
that ℓ ∈ {2, . . . , n} is nested in P ∈ Pol(x) if ℓ /∈ Vert(P ) but minP < ℓ < maxP .
Notice that it does not imply that ℓ /∈ supp(x) since one may have ℓ ∈ Vert(Q) for
P 6= Q ∈ Pol(x). As in [17, Definition 8.8], we set
U cx := supp(x) \ {initial vertices}, D
c
x := supp(x) \ {terminal vertices}.
We have |Dcx| = |U
c
x|.
Example 2.3. Let x be as in Figure 1. Then the point 5 is nested in P2, but not in
P1. We have D
c
x = {1, 2, 3}, U
c
x = {3, 4, 6}.
3. Bijections with other Catalan enumerated objects
In this section, we define two bijections between NC(Sn+1, c) and fully commutative
permutations of the symmetric group (see below for definitions). One of the introduced
bijections will turn out to come from a triangular base-change in the Temperley-Lieb
algebra (the sets of noncrossing partitions and fully commutative elements turn out to
index bases of this algebra). We nevertheless treat everything combinatorially in this
section, independently of the Temperley-Lieb algebra.
Firstly, we introduce a set of pairs of integral sequences which also has Catalan
enumeration. Our bijections will then be built via intermediate bijections between the
two above mentioned sets and this set of sequences.
3.1. Pairs of integral sequences.
Notation 3.1. Let k ∈ Z≥0. We denote by Ik the set of pairs (D,U) of subsets of
[n+ 1] where D = {d1, d2, . . . , dk}, U = {u1, u2, . . . , uk}, di < di+1, ui < ui+1 for each
1 ≤ i < k and di < ui for each 1 ≤ i ≤ k. Set I(n) :=
∐n
k=0 Ik. Notice that I(n) is
item 107 in [26]. In particular it is known to have enumeration Cn+1.
Note that for any c ∈ Std(Sn+1) and x ∈ NC(Sn+1, c), we have (D
c
x, U
c
x) ∈ I(n).
3.2. Bijection #1. In [16, Proposition 2.11] and [17, Proposition 5.2], it is shown that
the map
ε : NC(Sn+1, clin)−→I(n), x 7→ (D
clin
x , U
clin
x )
is a bijection.
The next result is an immediate consequence of [17]. It is a generalization of the
bijection ε to arbitrary Coxeter elements.
Proposition 3.2. The map ψ1 : NC(Sn+1, c) −→ I(n), x 7→ (D
c
x, U
c
x) is well-defined
and bijective.
Proof. By [17, Theorem 1.3], there exists a unique bijection
f : NC(Sn+1, c) −→ NC(Sn+1, clin)
such that (Dclin
f(x)
, U clin
f(x)
) = (Dcx, U
c
x). We get the result by combining this with the fact
that the map ε above is bijective. 
Remark 3.3. We mention another way of using the bijection ε to produce bijections
NC(Sn+1, c) −→ I(n). Since for any c, c
′ ∈ Std(Sn+1) there are bijections
NC(Sn+1, c)
∼
−→ NC(Sn+1, c
′)
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given by conjugation (see the second paragraph of Subsection 2.4), by composition we
obtain for free a bijection NC(Sn+1, c)
∼
−→ I(n) for any c ∈ Std(Sn+1). More precisely,
if c ∈ Std(Sn+1) and w ∈ Sn+1 are such that w
−1cw = clin, then a bijection ϕw is
given by
x 7→ ε(w−1xw).
Note that it depends on the choice of w which is not necessarily unique, giving rise to
several such bijections.
3.3. An involution on the set of noncrossing partitions. The aim of this sub-
section is to define an involution invc : NC(Sn+1, c) −→ NC(Sn+1, c). To this end we
associate to a noncrossing partition two additional sets of integers.
Notation 3.4. Recall that Lc is the set of elements of [n+1] which label the left part
of the circle. Set M cx := D
c
x ∩ U
c
x ∩ Lc and write N
c
x for the set of indices which lie
in Lc but not in supp(x) and are nested in at least one polygon of x. In particular
M cx ∩N
c
x = ∅ since elements of M
c
x lie in supp(x) while elements of N
c
x do not.
In other words, M cx is the set of non-extremal indices of polygons of x lying on the
left part of the circle, while N cx is the set of indices of the left part which are not vertices
of polygons, but which are nested in at least one polygon of x.
Lemma 3.5. Let x ∈ NC(Sn+1, c), k ∈ N
c
x. Among all the polygons in Pol(x) in which
k is nested, there is a unique one, say P , with the property that P can be enlarged in
a polygon P ′ by adding to it the vertex k, and such that the resulting diagram with P
replaced by P ′ stays noncrossing.
Proof. The idea of the proof is illustrated in Figure 4. By definition of N cx, k is on the
left part of the circle and is nested in at least one polygon. Now our conventions on the
graphical representation imply that k is nested in P ∈ Pol(x) if and only if P is such
that the point minP (resp. the point maxP ) is higher (resp. lower) than the point k.
It implies that the polygons crossed by the horizontal line Lk of height k (see Remark
2.2) are exactly those polygons in which k is nested. The polygon P we are looking for
is necessarily the first one crossing Lk from the left. 
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Figure 4. Picture for the proof of Lemma 3.5, with k = 8.
The idea is then to enlarge the polygons of x by adding all the vertices with labels in
N cx using Lemma 3.5 inductively; such a process is well-defined since in the notations
of Lemma 3.5, an index i 6= k is nested in P if and only if it is nested in P ′; moreover,
P ′ is the leftmost polygon in which i is nested in the noncrossing partition x′ (obtained
by adding k to x) if and only if P is the leftmost polygon in which i is nested in the
graphical representation of x. In particular it follows easily that the order in which
we add the various vertices with labels in N cx does not affect the result. The diagram
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obtained after adding all the vertices with labels inN cx is noncrossing, hence it represents
a unique x′ ∈ NC(Sn+1, c). The first part of Figure 5 gives an example of the map
x 7→ x′.
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Figure 5. The involution x 7→ invc(x). We have M
c
x = {5, 13}, N
c
x = {4, 8, 14}.
We then consider the noncrossing partition invc(x) obtained from x
′ by removing
from any polygon P ∈ Pol(x′) the vertices with index in M cx, that is, the non extremal
indices of polygons of x which moreover lie in Lc. These indices become nested in
polygons of invc(x) and they do not lie in Vert(invc(x)). See Figure 5 for an example.
In fact, by construction we have
N c
invc(x)
= M cx and M
c
invc(x)
= N cx.
We therefore get
Lemma 3.6. The map invc : NC(Sn+1, c) −→ NC(Sn+1, c) is an involution such that
for all x ∈ NC(Sn+1, c) we have
(Dc
invc(x)
, U c
invc(x)
) = ((Dcx\M
c
x) ∪N
c
x, (U
c
x\M
c
x) ∪N
c
x).
Moreover invc preserves both sets of initial and terminal indices and we have |Pol(x)| =
|Pol(invc(x))|.
Remark 3.7. For c = clin we have invc = id; indeed Lc = {1, n+1} in that case, but the
points 1 and n+1 cannot be nested in a polygon and if they index a polygon, they are
either initial or terminal. It follows that for all x ∈ NC(Sn+1, c) we have M
c
x = ∅ = N
c
x.
In case c = c−1lin we have invc(c) = (1, n+ 1). It would be interesting to find a Coxeter-
theoretic interpretation of invc. It is easy to see that the map invc preserves the S-
support, that is, we have suppS(x) = suppS(invc(x)) for all x ∈ NC(Sn+1, c). Note that
we can similarly define an involution by replacing the set Lc by Rc in the definitions,
in which case we obtain the identity for c = c−1lin and an involution sending c to the
transposition (1, n + 1) for c = clin.
Remark 3.8. Given x ∈ NC(Sn+1, c), any cycle ci from the decomposition of x =
c1c2 · · · ck is in NC(Sn+1, c), hence invc(ci) ∈ NC(Sn+1, c). However in general invc(x) 6=
invc(c1)invc(c2) · · · invc(ck). It can even happen that the element in the right hand side
does not lie in NC(Sn+1, c). For example, for c = (1, 4, 5, 3, 2), w = (1, 4)(2, 5) ∈
NC(S5, c) we have invc((1, 4))invc((2, 5)) = (1, 4, 3, 2)(2, 5, 3) = (1, 4, 3)(2, 5) /∈ NC(S5, c).
3.4. Bijection #2.
Notation 3.9. We define a bijection ψ2 : NC(Sn+1, c) −→ I(n) by twisting the bijec-
tion ψ1 from Proposition 3.2 by the involution invc, i.e., for x ∈ NC(Sn+1, c) we set
ψ2(x) := ψ1(invc(x)).
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x invc(x) ψ1(x) ψ2(x)
id id (∅, ∅) (∅, ∅)
(1, 2) (1, 2) ({1}, {2}) ({1}, {2})
(2, 3) (2, 3) ({2}, {3}) ({2}, {3})
(3, 4) (3, 4) ({3}, {4}) ({3}, {4})
(1, 3) (2, 1, 3) ({1}, {3}) ({1, 2}, {2, 3})
(2, 4) (2, 4) ({2}, {4}) ({2}, {4})
(1, 4) (1, 4, 2) ({1}, {4}) ({1, 2}, {2, 4})
(1, 3, 4) (1, 3, 4, 2) ({1, 3}, {3, 4}) ({1, 2, 3}, {2, 3, 4})
(3, 4, 2) (3, 4, 2) ({2, 3}, {3, 4}) ({2, 3}, {3, 4})
(4, 2, 1) (1, 4) ({1, 2}, {2, 4}) ({1}, {4})
(2, 1, 3) (1, 3) ({1, 2}, {2, 3}) ({1}, {3})
(1, 3)(2, 4) (1, 3)(2, 4) ({1, 2}, {3, 4}) ({1, 2}, {3, 4})
(1, 2)(3, 4) (1, 2)(3, 4) ({1, 3}, {2, 4}) ({1, 3}, {2, 4})
(1, 3, 4, 2) (1, 3, 4) ({1, 2, 3}, {2, 3, 4}) ({1, 3}, {3, 4})
Figure 6. The bijections ψ1, ψ2 : NC(Sn+1, c)
∼
−→ I(n) for n = 4 and
c = s2s1s3 = (1, 3, 4, 2).
3.5. Comparison of the bijections. In this subsection, we compare the bijections
ψ1, ψ2 : NC(Sn+1, c)
∼
−→ I(n) given in Subsections 3.2 and 3.4. We compute them in
Figure 6 for n = 4, c = s2s1s3 = (1, 3, 4, 2). We have Lc = {4, 2, 1}, Rc = {1, 3, 4}.
There are 14 elements in NC(Sn+1, c) and NC(Sn+1, clin) and they are depicted by
their cycle decomposition.
One sees that if ψ1(x) = (D,U) and ψ2(x) = (D
′, U ′), then
D\(D ∩ U) = D′\(D′ ∩ U ′) and U\(D ∩ U) = U ′\(D′ ∩ U ′).
This follows from the fact that invc preserves the initial and terminal indices of x which
are exactly those lying in these sets.
3.6. Bijections with fully commutative elements. In this subsection, we introduce
the set FC(Sn+1) of fully commutative elements of Sn+1 and explain how to use ψ2 (or
any bijection NC(Sn+1, c)
∼
−→ I(n)) to build a bijection ϕ : NC(Sn+1, c) −→ FC(Sn+1)
for any c ∈ Std(Sn+1).
Definition 3.10. An element w ∈ Sn+1 is fully commutative if any two S-reduced
expressions of w can be related by a sequence of commutation of adjacent letters (these
are also known as the 321-avoiding permutations, see [27] or item 115 in [26]; in partic-
ular they are known to have enumeration Cn+1). Note that this definition can be given
for an abritrary Coxeter group. We denote by FC(Sn+1) the set of fully commutative
elements of Sn+1. Each w ∈ FC(Sn+1) has a unique S-reduced expression of the form
(si1si1−1 · · · sj1)(si2si2−1 · · · sj2) · · · (siksik−1 · · · sjk),
where all the indices lie in {1, . . . , n}, i1 < i2 < · · · < ik, j1 < j2 < · · · < jk and
jm ≤ im for all 1 ≤ m ≤ k. Conversely, any element written in this form is fully
commutative. The S-reduced expression above is called the normal form of w. We set
Iw := {i1, . . . , ik}, Jw := {j1, . . . , jk}.
The following is an easy consequence of the existence of normal forms (see for in-
stance [16, Corollary 2.3]) which will be needed further:
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Lemma 3.11. Let w ∈ FC(Sn+1). Let i ∈ {1, . . . , n} such that si occurs in a (equiva-
lently any) S-reduced expression of w. Then
(1) i ∈ Iw if and only if in any S-reduced expression of w, there is no occurrence
of si+1 before the first occurrence of si,
(2) i ∈ Jw if and only if in any S-reduced expression of w, there is no occurrence
of si−1 after the last occurrence of si.
Also note the following characterization of fully commutative elements in Sn+1 (see
for instance [16, Proposition 2.2]):
Proposition 3.12. Let w ∈ Sn+1. The following are equivalent:
(1) The element w is fully commutative,
(2) If si1 · · · sik is an S-reduced expression of w, then for all i = 1, . . . , n, the integer
ni(w) := |{j | ij = i}| is independent of the chosen S-reduced expression.
Lemma 3.13 ([29, Theorem 1]). An S-word si1 · · · sik is a reduced expression of a fully
commutative element if and only if for any i such that si occurs at least twice in the
word, there is exactly one occurrence of si−1 and one occurrence of si+1 between any
two successive occurrences of si.
We denote by Iw[1] the set Iw +1 := {i1 +1, . . . , ik+1}. It follows directly from the
existence and unicity of normal forms that the map
g : I(n) −→ FC(Sn+1), (Jw, Iw[1]) 7→ w
is a bijection. Composing with the bijection ψ2 from Subsection 3.3 we get
Theorem 3.14. Let c ∈ Std(Sn+1). The map
ϕ := g ◦ ψ2 : NC(Sn+1, c) −→ FC(Sn+1)
is a bijection. It is characterized in terms of the combinatorial data as follows: let
x ∈ NC(Sn+1, x), k ∈ [n+ 1]. Then
k ∈ Jϕ(x) ⇔


k ∈ Rc ∩D
c
x, or
k ∈ Lc and k is an initial index of a polygon of x, or
k ∈ Lc and k /∈ supp(x) and k is nested in a polygon of x.
We also have that
k − 1 ∈ Iϕ(x) ⇔


k ∈ Rc ∩ U
c
x, or
k ∈ Lc and k is a terminal index of a polygon of x, or
k ∈ Lc and k /∈ supp(x) and k is nested in a polygon of x.
Proof. The map is a bijection since both g and ψ2 are. We have by definition of ψ2 that
Jϕ(x) = D
c
invc(x)
, Iϕ(x)[1] = U
c
invc(x)
. The rest of the claim follows from the definition
and properties of the involution invc. 
In general we use the letter x for a noncrossing partition and the letter w for a fully
commutative element.
Example 3.15. We continue the example given in Subsection 3.5 and explicitly give
the map ϕ for c = (1, 3, 4, 2) in Figure 7. Recall that for x ∈ NC(Sn+1, c) we have
ψ2(x) = (D
c
invc(x)
, U c
invc(x)
) = (Jϕ(x), Iϕ(x)[1]).
Remark 3.16. In case c = clin, since invc = id (see Remark 3.7) we have
(Dcx, U
c
x) = (Jϕ(x), Iϕ(x)[1])
for all x ∈ NC(Sn+1, c). The bijection ϕ is hence much easier to compute in that case.
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x ψ2(x) (Jϕ(x), Iϕ(x)) ϕ(x) (n.f.) ϕ(x) (cycle dec.)
id (∅, ∅) (∅, ∅) e id
(1, 2) ({1}, {2}) ({1}, {1}) s1 (1, 2)
(2, 3) ({2}, {3}) ({2}, {2}) s2 (2, 3)
(3, 4) ({3}, {4}) ({3}, {3}) s3 (3, 4)
(1, 3) ({1, 2}, {2, 3}) ({1, 2}, {1, 2}) (s1)(s2) (1, 2, 3)
(2, 4) ({2}, {4}) ({2}, {3}) s3s2 (4, 3, 2)
(1, 4) ({1, 2}, {2, 4}) ({1, 2}, {1, 3}) (s1)(s3s2) (1, 2, 4, 3)
(1, 3, 4) ({1, 2, 3}, {2, 3, 4}) ({1, 2, 3}, {1, 2, 3}) (s1)(s2)(s3) (1, 2, 3, 4)
(3, 4, 2) ({2, 3}, {3, 4}) ({2, 3}, {2, 3}) (s2)(s3) (2, 3, 4)
(4, 2, 1) ({1}, {4}) ({1}, {3}) s3s2s1 (4, 3, 2, 1)
(2, 1, 3) ({1}, {3}) ({1}, {2}) s2s1 (3, 2, 1)
(1, 3)(2, 4) ({1, 2}, {3, 4}) ({1, 2}, {2, 3}) (s2s1)(s3s2) (1, 3)(2, 4)
(1, 2)(3, 4) ({1, 3}, {2, 4}) ({1, 3}, {1, 3}) (s1)(s3) (1, 2)(3, 4)
(1, 3, 4, 2) ({1, 3}, {3, 4}) ({1, 3}, {2, 3}) (s2s1)(s3) (1, 3, 4, 2)
Figure 7. The bijection x 7→ ϕ(x) for c = (1, 3, 4, 2).
4. Standard forms and exotic orders on noncrossing partitions
In this section, we give an (hopefully self-contained) exposition of some results of
[17] on exotic orders on noncrossing partitions. More precisely, for any c ∈ Std(Sn+1)
we define a partial order on NC(Sn+1, c), endowing NC(Sn+1, c) with the structure of
a graded distributive lattice. If c = clin then this poset is the restriction to NC(Sn+1, c)
of the Bruhat order on Sn+1 which unexpectedly yields a lattice structure — for other
Coxeter elements in general the order is distinct from the restriction of Bruhat order.
The isomorphy type of the lattice is the same for all c ∈ Std(Sn+1) and is that of the
lattice of nonnesting partitions (or order ideals in the type An root poset — see [2,
Section 5.1] for more on this lattice). To this end we first recall from [17] the definition
of standard forms of noncrossing partitions, which are some canonical (possibly non-
reduced) S-words for them.
Linear extensions of these orders, together with the bijection from Theorem 3.14, will
provide triangular base changes in the classical Temperley-Lieb algebra between bases
indexed respectively by noncrossing partitions and fully commutative permutations.
4.1. Standard forms. Note that if x ∈ NC(Sn+1, c) is a cycle, there exists a unique
cycle y ∈ NC(Sn+1, clin) with supp(x) = supp(y). We first take a T -reduced expression
of the cycle x having as letters the transpositions (di, di+1), i = 1, . . . , k − 1 where
supp(x) = {d1 < d2 < · · · < dk}. Such a reduced expression always exists and
is not unique in general, but any two of these reduced expressions are equal up to
commutation. The transpositions occurring in a reduced expression as above are exactly
the canonical Coxeter generators of Dyer [13] of the parabolic subgroup of Sn+1 defined
by x. We call a T -reduced expression as above distinguished.
Remark 4.1. In fact, a T -reduced expression as above can also be defined as follows:
chose an S-reduced expression of c. Take the c-sorting word for w0 with respect to
that choice of reduced expression of c (see [24]). Then it follows from [1] that the
corresponding reflection order has a unique subword which is a T -reduced expression
of x and the letters occurring in it are exactly the canonical generators of the parabolic
subgroup defined by x.
Definition 4.2. Take a distinguished expression of a cycle x ∈ NC(Sn+1, c). Replace
any transposition (i, j) with i < j occurring in it by the S-word sj−1sj−2 · · · si · · · sj−1
(which we call a syllable) to get an S-word representing x. Call this word a standard
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form of x. The simple transposition si is the center of the above syllable and we say
that the transposition sj−1 occurs at the top of the syllable. The center of a syllable
splits the syllable: the letters occurring on the left (resp. on the right) of the center
form the left part (resp. right part) of the syllable.
Example 4.3. Let x = (1, 8, 5, 4) ∈ NC(S8, c) where c = (1, 3, 6, 7, 8, 5, 4, 2). A
distinguished expression of x is given by (8, 5)(5, 4)(4, 1). Then a standard form of x is
(s7s6s5s6s7)(s4)(s3s2s1s2s3).
The brackets indicate the syllables.
Remark 4.4. Note that if sk ∈ S occurs in a standard form of a cycle x ∈ NC(Sn+1, c),
then it occurs in exactly one syllable. Indeed, it follows from the above construction
that distinct syllables have disjoint S-support.
A standard form of a cycle x is always an S-reduced expression of x. The aim
now is to define standard forms of abritrary noncrossing partitions by concatenating
standard forms of the various cycles of the noncrossing partition. For some proofs
in the following sections, we need to fix a specific rather subtle order on the cycles,
equivalently on the polygons. Namely, given x ∈ NC(Sn+1, c), we define a total order
< on Pol(x) = {P1, . . . , Pk} as follows: set ni := minPi for all i = 1, . . . , k. Then
Pi < Pj if and only if when going along the circle in counterclockwise order starting
at the point n + 1, the point ni is met before the point nj. An example is given in
Figure 8.
Definition 4.5. Given x ∈ NC(Sn+1, c), Pol(x) = {P1, . . . , Pk} where i < j if and only
if Pi < Pj and denoting by ci the cycle corresponding to Pi, we define a standard form
of x to be any S-word for x obtained by concatenating standard forms of c1, c2, . . . , ck
(in this order). We denote a standard form of x by mcx. It is unique up to commutation
of adjacent syllables representing commuting reflections of the same polygon.
The following is clear by construction
Lemma 4.6. Let x ∈ NC(W, c). Then
(1) A letter sk is the center of a syllable of m
c
x if and only if k is a non-terminal
index of a polygon of x.
(2) A letter sk is at the top of a syllable of m
c
x if and only if k + 1 is a non-initial
index of a polygon of x.
(3) A letter sk is the center (or the top) of at most one syllable of m
c
x.
In general a standard form of a noncrossing partition which is not a cycle is not
S-reduced (see Example 4.9 below) but it is always reduced when c = clin (by [16,
Lemma 2.8]).
The following is clear
Lemma 4.7. Let x ∈ NC(Sn+1, c), P,Q ∈ Pol(x), k ∈ Vert(P ).
(1) If k ∈ Lc and k is nested in Q, then Q < P ,
(2) If k ∈ Rc and k is nested in Q, then Q > P .
4.2. Exotic lattice structure on noncrossing partitions.
Definition 4.8. Let x ∈ NC(Sn+1, c). The vertical vector of x is the n-tuple of
nonnegative integers (xci )
n
i=1, where x
c
i is the number of occurrences of the letter si
in a standard form mcx of x. It is well-defined since standard forms are unique up to
commutation of syllables.
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P1
P2
P3
P4
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
Figure 8.
Example of the order < on poly-
gons. The initial indices of poly-
gons are in blue. We have
P4 < P3 < P1 < P2.
The terminology comes from a realization of the standard forms as order ideals in a
labeled root poset (see [17, Section 5.2]).
Example 4.9. Let c = (1, 3, 4, 2), then x = (1, 3)(2, 4) ∈ NC(Sn+1, c) and a standard
form of x is given by (s2s1s2)(s3s2s3). Note that it is not an S-reduced expression of
x since ℓ(x) = 4. The corresponding vertical vector is given by (1, 3, 2).
Remark 4.10. The set of vertical vectors obtained from all the noncrossing partitions
in NC(Sn+1, c) is characterized in [17, Proposition 6.4]. It is independent of the choice
of the Coxeter element c by [17, Theorem 1.3]. We denote it by Vn.
We order NC(Sn+1, c) by the componentwise order ≤V on the corresponding vertical
vectors, that is,
x ≤V y ⇔ x
c
i ≤ y
c
i ∀i = 1, . . . , n.
This endows NC(Sn+1, c) with a graded distributive lattice structure, isomorphic to
the lattice of nonnesting partitions (see [17, Section 7 and Theorems 1.2 and 1.3]). See
Figure 9 for an example.
e
s1 s2 s3
s1s2 s1s3 s2s3
s1s2s3s2s1s2 s3s2s3
s2s1s2s3 s1s3s2s3
s3s2s1s2s3
s2s3s2s1s2s3
(0, 0, 0)
(1, 0, 0) (0, 1, 0) (0, 0, 1)
(1, 1, 0) (1, 0, 1) (0, 1, 1)
(1, 1, 1)(1, 2, 0) (0, 1, 2)
(1, 2, 1) (1, 1, 2)
(1, 2, 2)
(1, 3, 2)
Figure 9. The elements of NC(S4, s1s2s3) and the corresponding set
V3 of vertical vectors, endowed with the partial order ≤V . Note that
the lattice on the left coincides with the restriction of Bruhat order to
NC(S4, s1s2s3).
Remark 4.11. Note that the above lattice structure already occurred in the framework
of Temperley-Lieb algebras in [15]1. The lattice there comes from a partial order on
1The author thanks Frédéric Chapoton for pointing out this reference to his attention.
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FC(Sn+1) (which index a basis of the Temperley-Lieb algebra, see Section 6.1 below).
Under our bijection ϕ (which we will show in Section 7 to come from a triangular base
change in the Temperley-Lieb algebra), the lattice on ≤V can be transformed into a
lattice on FC(Sn+1) which is different from that of [15]: the fully commutative elements
lie in different places on the two Hasse diagrams. We do not know whether there is a
link between the results in [15] and ours.
5. Dual braid monoids and lifts of noncrossing partitions
5.1. Artin braid group and dual braid monoids. The reference for this material
is mainly [3]. Let (W,S) be a finite Coxeter system. Here we use the notation from the
beginning of Subsection 2.2. Write B = B(W,S) for the Artin-Tits group associated
to (W,S). It is the group generated by a copy S := {s | s ∈ S} (called the Artin
generators) of S subject only to the braid relations, that is,
B = 〈S | st · · ·︸ ︷︷ ︸
mst
= ts · · ·︸ ︷︷ ︸
mts
for s, t ∈ S〉.
We call a word in S ∪ S−1 a braid word. We denote by p : B −→ W the canonical
surjection defined on the generators by p(s) = s.
Let c ∈ Std(W). Following an idea of Birman, Ko and Lee [6], Bessis [3, Definition
2.1.1] defined the dual braid monoid B∗c associated to (W,S, c) as the monoid generated
by a copy {ic(t) | t ∈ T } of T =
⋃
w∈W wSw
−1 with relations
ic(t)ic(t
′) = ic(tt
′t)ic(t), if tt
′ ∈ NC(W, c).
The relations above are the dual braid relations. There is an embedding B∗c →֒ B
and the group of fractions of B∗c is isomorphic to B ([3, Theorem 2.2.5]) and the left-
divisibility relation is a partial order on B∗c endowing it with a lattice structure (in fact,
B∗c is a Garside monoid [3, Section 2.3], which implies some of these properties; we do
not introduce the machinery of Garside theory here [11] since it is not required for our
purposes). For any x ∈ NC(W, c) with a T -reduced expression t1 · · · tk the product
ic(t1) · · · ic(tk)
in B∗c is independent of the chosen reduced expression (see [3, Section 1.6]). We denote
it by ic(x). The elements of the form ic(x) where x ∈ NC(W, c) form the set of simple
elements of B∗c or simples or which we denote by Dc (such a set is associated to any
Garside monoid, see [11]). To emphasize that we work with the dual Garside structure
we will call them simple dual braids. The restriction of the left divisibility order on B∗c
endows Dc with a lattice structure, and the canonical bijection
(NC(W, c),≤T )
∼
−→Dc, x 7→ ic(x)
is an isomorphism of posets. We will also denote by ic(x) the image of it in B under
the canonical embedding.
The embedding B∗c →֒ B maps ic(s) to s for any s ∈ S. Since B
∗
c is generated by a
copy of T one would also like to express the elements ic(t) (for t ∈ T \S) as a word in
S∪ S−1. A general formula for the lifts of reflections is given in [12, Proposition 3.13],
but it might not give a braid word of smallest possible length — for our purposes we
would like such a word, at least for the lifts of the reflections. In type An we address
this question in Lemma 5.2 below.
Example 5.1. Let W = S3. Let c = s1s2 = (1, 2, 3). Then ℓT (c) = 2 and the poset
NC(S3, c) has 5 elements. One has ic(s1) = s1, ic(s2) = s2. There is a dual braid
relation
ic(s1)ic(s2) = ic(s2)ic(s2s1s2),
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hence inside B we have
ic(s2s1s2) = s
−1
2 s1s2 = s1s2s
−1
1 .
5.2. Simple dual braids of type An. From now on, (W,S) is of type An, c ∈ Std(W)
with the conventions already introduced. In that case B is the Artin braid group on
n + 1 strands (see [20]). The aim of this section is to choose specific braid words to
represent the elements of Dc inside B as in Example 5.1. We first treat the case of the
reflections.
Lemma 5.2. Let i, j ∈ [n+ 1], j < i. Let t ∈ T be the transposition (j, i). Then ic(t)
is represented in B by the braid word
s
c
[i,j] := s
εi−1
i−1 · · · s
εj+1
j+1 sjs
−εj+1
j+1 · · · s
−εi−1
i−1 ,
where for all k ∈ [j + 1, i− 1], εk = 1 if k ∈ Lc, εk = −1 if k ∈ Rc.
Note that in general sc[i,j] 6= s
c′
[i,j] for c 6= c
′.
Proof. We argue by induction on i− j. If i− j = 1, then (j, i) = (j, j+1) = sj and sj is
equal to the image of ic(sj) in B. Assume that i− j > 1. If i− 1 ∈ Rc, then the triple
((j, i− 1), si−1, (j, i)) is a c-admissible triangle (see Definition 2.1). Hence we have the
dual braid relation
ic((j, i − 1))ic(si−1) = ic(si−1)ic((j, i)).
By induction we have ic((j, i − 1)) = s
εi−2
i−2 · · · s
εj+1
j+1 sjs
−εj+1
j+1 · · · s
−εi−2
i−2 where for all k ∈
[j + 1, i − 2], εk = 1 if k ∈ Lc, εk = −1 if k ∈ Rc. Hence ic((j, i)) is represented in B
by the braid word
s
−1
i−1(s
εi−2
i−2 · · · s
εj+1
j+1 sjs
−εj+1
j+1 · · · s
−εi−2
i−2 )si−1
which gives the claimed formula in that case.
If i− 1 ∈ Lc, then the triple ((j, i), si−1, (j, i − 1)) is a c-admissible triangle. Hence
we have the relation
ic(si−1)ic((j, i − 1)) = ic((j, i))ic(si−1)
from which we similarly derive the claimed formula. 
In the well-known representation of B by Artin braids (see [20]), with the convention
that si has the i
th strand below the (i+1)th, it follows from Lemma 5.2 that the braid
s[i,j] is represented by a crossing of the i
th and jth strand, with the jth strand below; the
other strands are unbraided, with a kth strand above the crossing if k ∈ Rc and below if
k ∈ Lc (we concatenate Artin braids from top to bottom). Hence the lift of t in B can
easily be described as an Artin braid — an Example is given in Figure 10: replacing the
edge representing the reflection in the circle representation with c-labeling by a loop
with a counterclockwise orientation gives the Artin braid viewed in a cylinder.
The aim is now to represent any element ic(x), x ∈ NC(Sn+1, c) by a braid word as
we did for ic(t) above. To this end, we simply lift a standard form m
c
x of x by lifting any
syllable of it using Lemma 5.2. Since a standard form is built starting with a T -reduced
expression such a process yields a word representing ic(x) in B by definition of B
∗
c . We
denote a lifted standard form of x by mcx. We also call m
c
x a standard form of ic(x).
Example 5.3. Let c = (1, 2, 5, 4, 3) ∈ Std(S5), let x = (1, 3)(2, 5, 4). A standard
form mcc1 of c1 := (1, 3) is given by s2s1s2 while writing c2 := (2, 5, 4) as (4, 5)(2, 4)
we get a standard form mcc2 = s4(s3s2s3). We have P < Q where P,Q ∈ Pol(x),
Vert(P ) = {2, 4, 5} are such that Vert(Q) = {1, 3}, hence a standard form of x is
mcx = m
c
c2
mcc1 = s4(s3s2s3)(s2s1s2).
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Figure 10. Lift ic(t) of the transposition t = (1, 6) ∈ NC(S6, c), where
c = (1, 3, 4, 6, 5, 2).
Note that mcx is not S-reduced since x = s4s2s3s1s2. Lifting each syllable using
Lemma 5.2 we get a braid word for ic(x) given by m
c
x = s4(s3s2s
−1
3 )(s
−1
2 s1s2).
Remark 5.4. Simple dual braids of type An turn out to be so-called Mikado braids
(see [12, Section 5.3]) which in particular implies that any element ic(x) can be repre-
sented by a braid word of length ℓS(x). The standard form of ic(x) or x is in general of
bigger length than ℓS(x) as we already pointed out above. However the standard forms
will allow us to describe orders giving triangular bases changes, which are precisely
those introduced in Subsection 4.2 for which the use of mcx and the fact that it is a
possibly non-reduced word is crucial.
6. Classical Temperley-Lieb algebra
The aim of this section is to introduce the classical Temperley-Lieb algebra and its
diagram basis indexed by fully commutative permutations. There is a multiplicative
homomorphism from the type An Artin braid group to this algebra, and we also give
some facts about images of simple dual braids inside the Temperley-Lieb algebra.
6.1. The Temperley-Lieb algebra and its diagram basis. Let n ≥ 1.
Definition 6.1. The (classical) Temperley-Lieb algebra TLn is the associative, unital
Z[v, v−1]-algebra with generators b1, . . . , bn and relations
bjbibj = bj if |i− j| = 1,(1)
bibj = bjbi if |i− j| > 1,(2)
b2i = (v + v
−1)bi.(3)
Proposition 6.2 (Jones, [19]). Let w ∈ FC(Sn+1). To any S-reduced expression
si1si2 · · · sik of w, we associate the element bi1bi2 · · · bik of TLn.
(1) The product bi1bi2 · · · bik is independent of the choice of the S-reduced expression
of w and is therefore denoted by bw.
(2) The set {bw}w∈FC(Sn+1) is a basis of TLn as a Z[v, v
−1]-module, in particular
TLn is a free Z[v, v
−1]-module of rank Cn+1.
(3) For any sequence j1j2 · · · jm of integers in [n], there exists a unique pair (x, k) ∈
FC(Sn+1)× Z≥0 such that
bj1bj2 · · · bjm = (v + v
−1)kbx.
Definition 6.3. The basis {bw}w∈FC(Sn+1) will be called the diagram basis (because
it has a diagrammatic version, see [21]). We do not introduce the diagrammatics here
since it is not required for our purposes.
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6.2. Images of simple dual braids inside the Temperley-Lieb algebra. There
is a well-known multiplicative homomorphism ω : Bn+1 → TLn mapping any Artin
generator s ∈ S to v−1 − bi and its inverse s
−1 to v − bi. This can be seen for instance
by checking that the elements ti := v
−1 − bi ∈ TLn satisfy the braid relations, which
is an easy computation using the defining relations of TLn. For c ∈ Std(Sn+1) and
x ∈ NC(Sn+1, c) set R
c
x := ω(ic(x)) ∈ TLn. The set {R
c
x}x∈NC(Sn+1,c) therefore consists
of the images of the simple elements of B∗c in TLn. Since it is indexed by noncrossing
partitions which have Catalan enumeration, one can wonder whether {Rx} gives a basis
of TLn. The answer is given by
Theorem 6.4 (Zinno [29, Theorem 2], Vincenti [28, Corollaire 5.2.9]). The elements
{Rcx}x∈NC(Sn+1,c) form a Z[v, v
−1]-basis of TLn.
Remark 6.5. Zinno proved the theorem above for c = clin (he works with slightly
different conventions on the parameter but his theorem can be reformulated as above,
see [12, Section 8.5]). Vincenti generalized Zinno’s result to arbitrary standard Coxeter
elements.
7. Triangular base changes
In this section, we show that if we order the basis {Rcx} (respectively {bw}) by any
linear extension of ≤V (respectively by the order induced on FC(Sn+1) by taking the
image under ϕ of the chosen linear extension) then the base change between the two
bases is upper triangular with invertible coefficients on the diagonal. Note that this
gives in particular a new proof of Theorem 6.4, but our proof is more involved than
the easiest known proof of Theorem 6.4 (given by [28] following an idea of [23]) since
it is aimed at prooving that the base change is triangular and exhibiting explicitly the
bijections induced on the underlying combinatorial objects indexing the bases.
Recall that mcx is obtained as follows: write x as a product of disjoint cycles, totally
ordered as in Subsection 4.1. Replace each cycle by a distinguished expression of it. It
gives a T -reduced expression of x. Then replace each reflection in this expression by
an S-word for it (which we called a syllable).
In the whole section, we use the notation
mcx = w1w2 · · ·wℓ
to denote the S-word mcx as the concatenation of its various syllables w1, w2, . . . , wℓ.
7.1. Properties of standard forms. The aim of this subsection is to prove a few
technical results on occurrences of letters in standard forms.
Remark 7.1. Notice that inverting the Coxeter element c reverses the order of the
labeling of the circle, that is, we have Lc = Rc−1 and Rc = Lc−1 . For x ∈ NC(Sn+1, c)
we have x−1 ∈ NC(Sn+1, c
−1) and the graphical representation of x−1 is the image of
the graphical representation of x under the symmetry with vertical axis. The order
on Pol(x) is the reverse order of the order on Pol(x−1). A simple transposition sk is
a center of mcx if and only if it is a center of m
c−1
x−1
. An index k is nested in (resp. is
a vertex of) a polygon P ∈ Pol(x) if and only if it is nested in (resp. is a vertex of)
a polygon P ′ ∈ Pol(x−1). Reversing a standard form for x ∈ NC(Sn+1, c) we get a
standard form for x−1 ∈ NC(Sn+1, c
−1)
We can derive the following from Lemma 4.7
Lemma 7.2. Let x ∈ NC(Sn+1, c). Let sk be the center of a syllable wi of m
c
x.
(1) If k ∈ Lc and sk occurs in a syllable wj with i 6= j, then j < i,
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(2) If k ∈ Rc and sk occurs in a syllable wj with i 6= j, then j > i.
Proof. If sk is the center of a syllable of x, then k is a (non-terminal) index of a polygon
P ∈ Pol(x) (Lemma 4.6). It follows from Remark 4.4 that wj comes from a polygon
Q 6= P of x. Moreover, sk cannot be the center of wj by Lemma 4.6. Hence k is
nested in Q. By Lemma 4.7, we conclude that Q < P , hence that j < i since wj is
a syllable of Q. The proof of the second statement follows by the first statement and
Remark 7.1. 
Lemma 7.2 gives the key property induced by the technical total order we put on
Pol(x) which one should keep in mind: if sk is a center of a syllable of m
c
x and k ∈ Lc
(respectively k ∈ Rc), then the last occurrence (resp. the first occurrence) of sk in m
c
x
is at the center of that syllable. Informations on letters appearing at the top can also
be derived:
Lemma 7.3. Let x ∈ NC(Sn+1, c). Let sk occur at the top of a syllable wi of m
c
x.
Then wi is either the first or the last syllable of m
c
x containing sk. More precisely we
have
(1) If sk is a center of a syllable and k ∈ Rc (resp. k ∈ Lc), then
(a) If wi 6= sk, then wi is the last (resp. first) syllable containing sk,
(b) If wi = sk, then wi is the first (resp. last) syllable containing sk.
(2) If sk is not a center of m
c
x, then
(a) If k + 1 ∈ Rc, then wi is the first syllable containing sk,
(b) If k + 1 ∈ Lc, then wi is the last syllable containing sk.
Proof. Using Remark 7.1 we can assume that k ∈ Rc. First suppose that sk is a center.
If wi = sk, then sk is the center of wi and therefore wi is the first syllable containing
sk by Lemma 7.2. Hence assume that wi 6= sk. Note that wi is a syllable of a polygon
P ∈ Pol(x) having k+1 as non-initial vertex (Lemma 4.6). If k+1 ∈ Rc, the only way
to have k as a non-terminal vertex and k + 1 as a non-initial one with both of them in
Rc is in case both are vertices of the same polygon, implying wi = sk, a contradiction.
Hence we can assume that k + 1 ∈ Lc.
We now prove that if k + 1 ∈ Lc, then wi is the last syllable containing sk (without
assuming sk to be a center, which therefore simultaneously proves 1(a) and 2(b)).
Consider the horizontal line Lk+1 containing the point k + 1 (see Remark 2.2). Then
any syllable wj containing the letter sk must be part of a polygon which meets Lk+1.
Any such polygon is below the polygon to which wi belongs in the order <, hence wi
must be the last syllable containing sk.
It remains to treat the case where sk is not a center and k + 1 ∈ Rc. Again, the
polygon P containing wi has k + 1 as vertex and any other polygon having a syllable
with the letter sk must meet the line Lk+1. But among all the polygons meeting Lk+1,
P is the lowest one with respect to <. Hence wi is the first syllable containing sk. 
Lemma 7.4. Let x ∈ NC(Sn+1, c).
(1) Assume that k, k + 1 ∈ Rc (or k, k + 1 ∈ Lc). If sk is the center of wi and at
the top of wj, then i = j and therefore wi = sk.
(2) Assume that k ∈ Lc, k + 1 ∈ Rc (or k ∈ Rc, k + 1 ∈ Lc), wi = sk. Then sk
does not occur in wj for j 6= i. Moreover, there is at most one occurrence of
sk+1 in m
c
x (which must be as a center of a syllable of P ∈ Pol(x), where P is
the polygon containing wi).
Proof. 1. Thanks to Remark 7.1, we can assume that k, k + 1 ∈ Rc. If a syllable wi
(resp. wj) has sk at its center (resp. at its top), then wi (resp. wj) is in a polygon P
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Figure 11. Picture for the proof of Lemma 7.4.
(resp. P ′) which has k as non terminal (resp. k+1 as non initial) index; in particular,
if P 6= P ′, then P (resp. P ′) must have an edge or a diagonal joining the point k (resp.
k+1) to a point m > k and m 6= k+1 whence m > k+1 (resp. m′ < k+1 and m′ 6= k
whence m′ < k). If follows that the two segments (k,m) and (m′, k + 1) are crossing
(see Figure 11), which is a contradiction. Hence P = P ′ and wi = wj = sk.
2. Under these assumptions, there is a polygon P ∈ Pol(x) having both k and k + 1
as vertices. Another polygon Q containing sk would then cross the segment joining the
point k to the point k + 1 since this segment cuts the plane in two half planes, one
containing the points smaller than k and the other containing the points bigger than
k + 1 (see Figure 11). Hence P is the unique polygon containing sk and its standard
form has a unique occurrence of sk since it is a center. The letter sk+1 can then only
appear as a center since otherwise we would have another occurrence of sk in m
c
x. 
7.2. Extracting a fully commutative subword from the standard form.
Definition 7.5. We define an element wcx of Sn+1 by extracting a subword of m
c
x
representing it as follows
(1) Each syllable wi of m
c
x contributes to w
c
x each simple transposition occurring
in it exactly once. In particular each center of a syllable must contribute since
it occurs only once in its syllable.
(2) If si is a center of a syllable and i ∈ Lc, then the si are contributed from the
left part of the other syllables in which they occur,
(3) If si is a center of a syllable and i ∈ Rc, then the si are contributed from the
right part of the other syllables in which they occur,
(4) If si is not a center and i ∈ Lc, then the si are contributed from the right part
of the syllables in which they occur,
(5) If si is not a center and i ∈ Rc, then the si are contributed from the left part
of the syllables in which they occur.
Recall that mcx is not unique in general since for each polygon, one can have adjacent
commuting syllables for which one can choose the order in which they occur; but two
such syllables must correspond to reflections (i, j) and (k, ℓ) with i < j < k < ℓ (since
their S-supports are disjoint) and hence each letter occurring in one syllable must
commute to any letter in the other syllable. Hence the element of Sn+1 represented
by the extracted word is not affected by the choice of the standard form, hence wcx is
well-defined (as element of Sn+1). We will abuse notation and write w
c
x for both the
element of Sn+1 and the word for it extracted from a fixed standard form as above (in
Theorem 7.8 below we will show that this word is in fact an S-reduced expression of a
fully commutative element).
Remark 7.6. It follows from the above rules and Remark 7.1 that for all x ∈ NC(Sn+1, c),
we have (wcx)
−1 = wc
−1
x−1
.
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Example 7.7. We give an example of the above described process and make the link
with the bijection ϕ. Let x be as in Figure 8. Denote by ci the cycle corresponding to
the polygon Pi, i = 1, 2, 3, 4. The standard forms are given by
mcc1 = (s6s5s4s5s6)s3, m
c
c2
= (s7s6s5s6s7)s8,m
c
c3
= (s12s11s12)s10, m
c
c4
= s13s12s13,
hence concatenating the words in the order given in Figure 8 we get
mcx = (s13s12s13)(s12s11s12)(s10)(s6s5s4s5s6)(s3)(s7s6s5s6s7)(s8).
The letters contributed to wcx according to the rules from Definition 7.5 are written in
red
(s13s12s13)(s12s11s12)(s10)(s6s5s4s5s6)(s3)(s7s6s5s6s7)(s8)
The suwbord in red is an S-reduced expression of a fully commutative element, hence
wcx ∈ FC(Sn+1) with normal form
wcx = (s6s5s4s3)(s7s6s5)(s8)(s12s11s10)(s13s12).
We have
Iwcx = {6, 7, 8, 12, 13}, Jwcx = {3, 5, 8, 10, 12}.(4)
On the other hand, we have invc(x) = (3, 7)(5, 8, 9)(10, 13)(12, 14) and hence
U c
invc(x)
= {7, 8, 9, 13, 14}, Dc
invc(x)
= {3, 5, 8, 10, 12}.
It follows that Iϕ(x) = {6, 7, 8, 12, 13}, Jϕ(x) = {3, 5, 8, 10, 12}; comparing with (4) we
get that wcx = ϕ(x).
In Example 7.7 we have that wcx lies in FC(Sn+1) and that ϕ(x) = w
c
x. It is a general
fact:
Theorem 7.8. Let x ∈ NC(Sn+1, c). Then w
c
x is a reduced expression of an element
of FC(Sn+1) and ϕ(x) = w
c
x.
The proof is somewhat intricate and will occupy the remainder of this section. The
strategy is to first prove that wcx is a reduced expression of a fully commutative element
by checking the criterion of Lemma 3.13. The statement that we recover the bijection
ϕ will be proven later.
Lemma 7.9. Let x ∈ NC(Sn+1, c). For all i = 2, . . . , n, between any two successive
occurrences of si in w
c
x there is exactly one occurrence of si−1. Similarly, for all i =
1, . . . , n − 1, between any two successive occurrences of si in w
c
x there is exactly one
occurrence of si+1.
Proof. We only prove the first statement — the proof of the second one is similar.
Thanks to Remarks 7.1 and 7.6, we can assume that i ∈ Rc. The contributions of
si to w
c
x must come from distinct syllables of m
c
x (even from distinct polygons). Let
w1, w2, . . . , wm be the syllables containing si ordered such that i < j if and only if wi
occurs before wj in m
x
c when reading the word from the left to the right.
First assume that si is the center of a syllable w of m
c
x. Then by Lemma 7.2 we
have w = w1. Since si cannot be the center of two syllables, the syllables w2, . . . , wm
contain both si and si−1. By rule (3) the syllables w2, . . . , wm contribute their si from
their right part and their contributed si−1 therefore lies on the left of that contributed
si. It follows that there is at least one occurrence of si−1 between any two successive
occurrences of si and it remains to show that we cannot have two occurrences. If it was
the case, the second si−1 would have to be contributed from a syllable w
′ in which it is
the top (otherwise si occurs). This would force w1 and w
′ to be syllables of the same
polygon. Since w1 and w
′ do not commute (as elements of Sn+1) and their product
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lies in NC(Sn+1, c) the syllable w
′ must occur before w1 (since i ∈ Rc), hence this
unique additional possible occurrence of si−1 would in that case be before the first si,
contradicting the assumption that it lies between two successive occurrences of si.
Now assume that si is not a center. It implies that si−1 occurs in every syllable
among the w1, . . . , wm. By rule (5), these syllables contribute their si from their left
part and hence their contributed si−1 lies on the right of this si. As before, one can
have at most one additional contribution of an si−1 coming from a syllable w
′ with
si−1 at the top. By Lemma 7.3, w
′ is either the first or the last syllable containing
si−1. We claim that in all the cases, w
′ is the first syllable, which concludes, since
it then has to occur before w1. Indeed, if si−1 is not a center then the claim follows
from Lemma 7.3 (2a). Hence assume that si−1 is a center. If i − 1 ∈ Rc, then by
Lemma 7.4 (1) the only way to have both i and i− 1 in Rc and si−1 being the top and
the center of two syllables is that these two syllables coincide and are equal to si−1,
hence w′ = si−1 in that case. The claim then follows from Lemma 7.2. If i − 1 ∈ Lc
then by Lemma 7.3 (1) w′ is the first syllable containing si−1 provided w
′ 6= si−1. But
if w′ = si−1, since i− 1 ∈ Lc and i ∈ Rc by Lemma 7.4 (2) there is a single occurrence
of si−1 in m
c
x hence w
′ is the unique syllable containing si−1, in particular the first one
(note that in that case si does not occur in m
c
x). 
Corollary 7.10. Let x ∈ NC(Sn+1, c). Then w
c
x is a reduced expression of a fully
commutative element.
Proof. Note that s1 and sn can occur at most once in w
c
x. Hence this follows immedi-
ately from Lemmas 3.13 and 7.9. 
We are now able to prove Theorem 7.8. The strategy is to use the characterization
of the sets Iϕ(x) and Jϕ(x) given in Theorem 3.14 and Lemma 3.11 to show that they
agree with Iwcx and Jwcx respectively.
Proof of Theorem 7.8. The fact that wcx ∈ FC(Sn+1) is given by Corollary 7.10. To
show that ϕ(x) = wcx we show that Iwcx = Iϕ(x) and Jwcx = Jϕ(x). The claim follows
since the map g : FC(Sn+1) −→ I(n), w 7→ (Jw, Iw[1]) from Subsection 3.6 is bijective.
More precisely by Theorem 3.14 it suffices to show that for any i = 2, . . . , n + 1,
i− 1 ∈ Iwcx ⇔


i ∈ Rc and i is a non initial index of a polygon of x, or
i ∈ Lc and i is a terminal index of a polygon of x, or
i ∈ Lc and i /∈ supp(x) and i is nested in a polygon of x.
and that for any i = 1, . . . , n,
i ∈ Jwcx ⇔


i ∈ Rc and si is a center of m
c
x, or
i ∈ Lc and i is an initial index of a polygon of x, or
i ∈ Lc and i /∈ supp(x) and i is nested in a polygon of x.
We only show the equivalence involving the set Jwcx — the proof of the other one is
similar. Assume that i satisfies one of the three conditions on the right hand side. We
then show that i ∈ Jwcx . Recall from Lemma 3.11 that i ∈ Jwcx in and only if there is
no occurrence of si−1 in w
c
x after the last occurrence of si.
If i ∈ Rc and si is a center of m
c
x, then the first occurrence of si in m
c
x is at the center
of a syllable by Lemma 7.2. Arguing as in the proof of Lemma 7.9, we see that all the
other contributions of si come from the right of the syllables and that there can be no
occurrence of si−1 after the last occurrence of si because it would be at the top of a
syllable and such a syllable would occur before the syllable of which si is the center.
If i ∈ Lc and i is a minimal index of a polygon, then si is a center of a syllable of
mcx, hence the last occurrence of si in m
c
x is as a center (Lemma 7.2). Moreover, by
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assumption there is no syllable with si−1 at its top since i is the minimal index of its
polygon. Hence there is no si−1 after the last occurrence of si in w
c
x.
If i ∈ Lc, i /∈ supp(x) and i is nested in a polygon of x, then by assumption there is no
syllable with si−1 at its top (otherwise i would be terminal implying i ∈ supp(x)) and
si is contributed from the right of any syllable in which it occurs by rule (4), implying
again that there is no si−1 after the last occurrence of si.
In all cases we showed that there is no occurrence of si−1 after the last occurrence
of si in w
c
x. By Lemma 3.11 it implies that i ∈ Jwcx .
We now assume that the condition on the right hand side is not satisfied. We first
treat the case where i = 1. In that case, the last condition is never satisfied, and if the
first two are also not satisfied, then in particular si cannot be a center of m
c
x. But if
it occurs in mcx, it is necessary as a center since i = 1, hence si does not occur in m
c
x,
hence also not in wcx.
Now assume that i 6= 1. In that case the conditions {i ∈ Rc} and {i ∈ Lc} are
disjoint. Firstly suppose that i ∈ Rc and that si is not a center of m
c
x. It follows that if
si occurs in a syllable, then si−1 also occurs, and since by rule (5) the si of any syllable
is contributed from the left, there is always an si−1 at its right which is contributed.
Therefore there is an occurrence of si−1 after the last occurrence of si, implying that
i /∈ Jwcx .
Now assume that i ∈ Lc and that i is not initial and that either i ∈ supp(x) or i is
not nested in a polygon of x. In particular, if si occurs in m
c
x then si is either a center
or i is a terminal index. If it is a center, then the last occurrence of si in m
c
x is as a
center, but since i is not initial there is a syllable with si−1 at its top which appears
after the syllable with si at its center (because i ∈ Lc). If si is not a center then i is
terminal. It implies that there is a syllable with si−1 at its top. By Lemma 7.3, it must
be the last syllable w containing si−1. If si occurs in m
c
x it then occurs exactly in any
other syllable distinct from w which contains si−1 and those occur before w. Hence
there is again an si−1 appearing after the last si implying i /∈ Jwcx .

7.3. Triangularity. Recall from Proposition 3.12 that given w ∈ FC(Sn+1), the num-
ber of occurrences of si is constant on S-reduced expressions of w and denoted by
ni(w). For x ∈ NC(Sn+1, c) also recall from Definition 4.8 the notation (x
c
i )
n
i=1 for the
vertical vector of x, where xci is the number of occurrences of si in m
c
x. It is easy to
derive ni(w
c
x) from x
c
i :
Lemma 7.11. Let x ∈ NC(Sn+1, c). Let i ∈ [n].
(1) If si is a center of m
c
x, then 2ni(w
c
x)− 1 = x
c
i ,
(2) If si is not a center of m
c
x, then 2ni(w
c
x) = x
c
i .
Proof. This follows immediately from the definition of wcx: any syllable contributes any
letter from S occurring in it exactly once. A letter occurs in a syllable at most twice,
and it occurs once if and only if it is a center. A letter can be the center of at most
one syllable (Lemma 4.6). 
For x ∈ FC(Sn+1), we denote by SubFC(x) the set of fully commutative elements
having a reduced expression which is a subword of mcx. By Corollary 7.10 we have
wcx ∈ SubFC(x).
Example 7.12. Let c = (1, 3, 4, 2) and x = (1, 3)(2, 4) as in Example 4.9. We have
mcx = (s2s1s2)(s3s2s3) and w
c
x = s2s1s3s2 = ϕ(x). We have
SubFC(x) = {e, s1, s2, s3, s2s1, s1s2, s2s3, s3s2, s1s3, s1s2s3, s2s1s3, s1s3s2, w
c
x}.
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Note that in that case,mcx is not a reduced expression of x = s2s1s3s2. Let w = s1s2s3 ∈
SubFC(x). Setting y = (1, 3, 4) we have ϕ(y) = w (see Figure 7) and m
c
y = s2s1s2s3 but
y is not below x for Bruhat order. We have
(yci )
3
i=1 = (1, 2, 1) ≤ (1, 3, 2) = (x
c
i )
3
i=1
hence y ≤V x. We will show in this section that for w ∈ SubFC(x) and y ∈ NC(Sn+1, c)
such that ϕ(y) = w, we have y ≤V x. In case c = clin we have that ≤V coincides with
the restriction of the Bruhat on Sn+1 to NC(Sn+1, c) (see [17]), but the above example
shows that in general it fails, and ≤V is precisely the order to use as a replacement for
Bruhat order in the general case to get the same poset structure as for clin, and we will
see in this section that ≤V is also the right order to consider to have triangular base
changes TLn.
Lemma 7.13. Let x ∈ NC(Sn+1, c). Then w
c
x is the unique subword of m
c
x which is a
reduced expression of the fully commutative element ϕ(x).
Proof. Assume that there is a subword w of mcx which is an S-reduced expression
of ϕ(x). Then any syllable of mcx must contribute to that subword each letter from
its support exactly once. Indeed, if not, it means that there is a syllable somewhere
contributing two instances of a reflection si in its support (or no instances of si, but
in that case there must be another syllable which contributes two si to balance the
missing one), which ends in a word which cannot be a reduced expression of a fully
commutative element since there cannot be an occurrence of si+1 between these two si
(see Lemma 3.13).
Now assume that the subword w is distinct from the subword wcx. It means that there
exists at least one syllable w′ of mcx with a distinct contribution to w and w
c
x, that is,
one reflection si appearing in w
′ which is contributed from the left of the syllable in one
case and from the right in the other case. Hence in one case, the contribution of si from
w′ is before the contribution of si−1 from w
′ and after in the other case. Since by the
first part of the proof there must be the same number of contributions of si and si−1
coming from syllables lying at the left of w′ in both w and wcx, it implies that one word
among w and wcx has no occurrence of si before the first si−1 while the second one has,
hence that they cannot represent the same fully commutative element (Lemma 3.11). It
follows that wcx is the unique subword of m
c
x which is a reduced expression of ϕ(x). 
Lemma 7.14. Let si1si2 · · · sik be an S-word. By Proposition 6.2 (3), there is a unique
pair (w,m) ∈ FC(Sn+1)× Z≥0 such that
bi1bi2 · · · bik = (v + v
−1)mbw ∈ TLn.
Then there is at least one subword of si1si2 · · · sik which is a reduced expression of w.
If m > 0, there are at least two distinct subwords which are reduced expressions of w.
Proof. This is a consequence of the fact that if si1 · · · sik is not fully commutative
(which is equivalent to saying that m > 0), then one can apply either the relation
b2i = (v + v
−1)bi or the relation bibi±1bi = bi in bi1bi2 · · · bik (possibly after having
applied commutation relations); but since in any of these two relations, there are two
bi which reduce to a single bi, after applying successive such relations and possibly
commutation relations, the resulting w must have an S-reduced expression which is a
subword of the original word. But then it will be a subword in at least two different
ways since there are two possible choices for the si. 
Lemma 7.15. Let x ∈ NC(Sn+1, c), w ∈ SubFC(x). Let i ∈ [n].
(1) If si is a center of m
c
x, then 2ni(w)− 1 ≤ x
c
i ,
(2) If si is not a center of m
c
x, then 2ni(w) ≤ x
c
i .
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Proof. Each syllable of mcx containing si can contribute at most one of the instances
of si to a subword which is a reduced expression of w (otherwise we have two si with
no si+1 in between, contradicting Lemma 3.13). Depending on whether si is the center
of a syllable of mcx, we get the claim (keeping in mind that a letter is the center of at
most one syllable). 
Note that by Lemma 7.11 we have equality in the above lemma when w = wcx. In
general there are several w ∈ SubFC(x) for which one has equality for all i (the vector
(ni(w))
n
i=1 does not characterize w in general), for instance this always happens if x is
a non-simple transposition.
The following result is the main ingredient for proving the triangularity of the base-
change between the diagram and Zinno bases of TLn.
Theorem 7.16. Let x, y ∈ NC(Sn+1, c) such that w := ϕ(y) ∈ SubFC(x). Then y ≤V x.
Proof. By definition of ≤V we have to show that y
c
i ≤ x
c
i for all i ∈ [n]. If si is a center
of mcy then 2ni(w) − 1 = y
c
i by Lemma 7.11. In that case, Lemma 7.15 implies that
yci ≤ x
c
i . If si is not a center of m
c
y, there would be a problem if si was a center of m
c
x
and xci = 2ni(w) − 1 since by Lemmas 7.11 and 7.15 we would have y
c
i = 2ni(w) > x
c
i .
Hence it suffices to show that if si is a center of m
c
x and 2ni(w) − 1 = x
c
i , then si is
also a center of mcy.
We therefore assume that si is a center of m
c
x and that 2ni(w) − 1 = x
c
i . We abuse
notation and will not distinguish between w and a subword ofmcx which is an S-reduced
expression of w. By Lemma 7.11 we have xci = 2ni(ϕ(x)) − 1, hence there is the same
number of contributions of si in m
c
x to w as to the subword w
c
x. As a consequence,
arguing as in the proof of Lemma 7.13 we see that each syllable of mcx which contains
si must contribute exactly one si to w.
If i ∈ Rc, then si first occurs in m
c
x as a center (Lemma 7.2) of a syllable w
′ of a
polygon P ∈ Pol(x); this center must therefore be contributed to both w and wcx. If
there is a syllable in mcx with si−1 at its top, then that syllable must be in P and hence
it appears before the first si (because i ∈ Rc). Any other syllable containing si−1 must
also contain si (and hence appears after w
′) and these are the only other syllables in
which si appears. In particular, the si appearing at the right of any such syllable must
contribute to w, otherwise there would be at some place in w two successive occurrences
of si with no occurrence of si−1 between them. In particular, the last si is contributed
from the right of a syllable and there is no si−1 on its right, implying i ∈ Jw. Since
i ∈ Rc, one then has that si is a center of m
c
y by the characterization of Theorem 3.14.
Now if i ∈ Lc, then thanks to Remark 7.1 one gets that there is no contribution of
si−1 before the first occurrence of si in m
c
x, implying that i − 1 /∈ Iw. Since i ∈ Lc,
by Theorem 3.14 again this means that one of the following two conditions is satisfied:
either i ∈ supp(x) with i not terminal or i is not nested in any polygon and also not
terminal. Since we in addition know that si appears in m
c
x, si must be contained in at
least one polygon, hence must either be a center or nested in some polygon. Hence the
two conditions force si to be a center of m
c
x: the first condition says exactly that si is
a center. If the second condition is satisfied this forces si to be a center since it has to
be either a center or nested. 
Recall that for x ∈ NC(Sn+1, c), we denote by R
c
x the image of ic(x) in TLn. The
main result now follows easily
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Theorem 7.17. Let x ∈ NC(Sn+1, c). Then
Rcx =
∑
y∈NC(Sn+1,c),
y≤Vx
cx,ybϕ(y),
where cx,y ∈ Z[v, v
−1] and cx,x is invertible.
Proof. Recall that the standard form mcx is an S-word representing the element x
and that it is obtained by concatenating various words mccj which are standard forms
of the cycles cj corresponding to the polygons of x. The words m
c
cj
are obtained
from specific T -reduced expressions of cj where we replaced each reflection by an S-
reduced expression of it called a syllable. As a consequence, if mcx = w1w2 · · ·wm
where w1, . . . , wm are the syllables, then the corresponding simple element ic(x) of the
dual braid monoid is equal to the product of the atoms ic(t1) · · · ic(tm) where t1, . . . , tm
are the reflections of which w1, . . . , wm are S-reduced expressions. But recall that the
syllable wℓ corresponding to the reflection tℓ = (i, k + 1), i < k + 1 is equal to the
word wℓ = sksk−1 · · · si · · · sk−1sk. Thanks to Lemma 5.2, the atom ic(tℓ) ∈ B has an
expression of the form sεkk s
εk−1
k−1 · · · si · · · s
−εk−1
k−1 s
−εk
k where εj = ±1 for all j ∈ [i+ 1, k].
It implies that ic(x) is represented by a word obtained from m
c
x by replacing each of
the si by si or s
−1
i . Now in the Temperley-Lieb algebra, si is mapped to v
−1− bi while
s
−1
i is mapped to v − bi. Hence if we expand we get a linear combination of words of
the form bi1bi2 · · · biq where si1si2 · · · siq is a subword of m
c
x. Hence putting together
Lemmas 7.13 and 7.14 and Theorem 7.16, we get the result. 
Remark 7.18. In [12, Theorem 8.16] it is shown that (−1)ℓS(ϕ(y))cx,y ∈ Z≥0[v, v
−1],
but this relies on positivity results in Hecke algebras whose proofs require categorifica-
tion. In general we do not have a closed formula for cx,y. Partial results in this direction
in case c = clin can be found in [16, Section 5].
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