Three challenges compromise the utility of mathematical models of groundwater and other environmental systems: (1) a dizzying array of model analysis methods and metrics make it difficult to compare evaluations of model adequacy, sensitivity, and uncertainty; (2) the high computational demands of many popular model analysis methods (requiring 1000's, 10,000 s, or more model runs) make them difficult to apply to complex models; and (3) many models are plagued by unrealistic nonlinearities arising from the numerical model formulation and implementation. This study proposes a strategy to address these challenges through a careful combination of model analysis and implementation methods. In this strategy, computationally frugal model analysis methods (often requiring a few dozen parallelizable model runs) play a major role, and computationally demanding methods are used for problems where (relatively) inexpensive diagnostics suggest the frugal methods are unreliable. We also argue in favor of detecting and, where possible, eliminating unrealistic model nonlinearities-this increases the realism of the model itself and facilitates the application of frugal methods. Literature examples are used to demonstrate the use of frugal methods and associated diagnostics. We suggest that the strategy proposed in this paper would allow the environmental sciences community to achieve greater transparency and falsifiability of environmental models, and obtain greater scientific insight from ongoing and future modeling efforts.
Introduction
Mathematical models are critical to addressing many environmental problems. Models embody the many types of data and knowledge typical of environmental systems, and represent known constraints related to conservation of mass and energy, population dynamics, and so on. Models are used to understand consequences of, for example, management decisions, weather variability, and climate change on environmental hazards, sustainability, and resource allocation. The growing importance and visibility of models is concurrent with increased scrutiny we suggest that three challenges have arisen that compromise the transparency and falsifiability of environmental models:
(1) A "Tower of Babel" of model analysis methods. The large and seemingly ever-growing number of analysis methods proposed for the development and evaluation of mathematical models (e.g., see Figure 1 ) causes confusion and impedes a clear dialog between scientists, modelers, and decision makers (also noted by . Even when different methods measure the same aspect of model analysis, results are often presented in ways that make implications difficult to compare. These factors impede the ability to conduct transparent model comparisons and evaluations.
(2) "Colossal" computational burdens. Many modern models and model analysis methods require Goliath-size computational resources. For example, Sobol' sampling and Markov-chain Monte Carlo (MCMC) model analysis methods typically require 1000s, 10,000s, or more model runs to provide a thorough exploration of the model parameter space (e.g., Razavi et al. 2010; Herman et al. 2013a) . Despite increasing computer capabilities and the expansion of parallel computing, near exclusive reliance on computationally demanding model analysis methods is impractical in fields where forward model runs can sometimes take days or more to complete. Furthermore, environmental models themselves are increasingly computationally expensive as modelers strive for higher spatial and temporal resolution, larger domain size, more realistic process representation, more defined parameters, and by considering more alternative models to investigate model adequacy (e.g., Hunt et al. 2007; Doherty and Welter 2010; Clark et al. 2011; Wood et al. 2011; Foglia et al. 2013; Herman et al. 2013b; Hill et al. 2013) . Although in principle the computational burden can be reduced using surrogate models and emulators, which are often constructed statistically (e.g., Razavi et al. 2012) , the emulators themselves may be expensive to construct, the construction needs to be at least partially repeated for each alternative model, and it is generally difficult to ascertain whether the emulators can reproduce the relevant nuances of model behavior.
Faced with computationally overwhelming model analysis tasks, modelers are often forced to: (1) simplify-and possibly oversimplify!-models merely to reduce execution times, and/or (2) conduct analyses with fewer model runs than needed to obtain reliable results. Both choices are detrimental to using models to test alternative hypotheses and to quantify uncertainty, leading to reduced falsifiability and transparency. Model simplification merely to enable a particular type of analysis also undermines the efforts invested by model developers to identify and represent more accurately important processes and characteristics of environmental systems. Finally, the computational demand impedes the replication of results, which is essential for transparency and falsifiability.
(3) "Numerical daemons." Many environmental models contain "artificial nonlinearities" that reduce model realism and complicate model analysis. For example, thresholds are often used to simulate processes that in reality are likely to be smooth at the spatio-temporal scales relevant to the model (Kavetski and Clark 2010 ; references cited therein, and Appendix S1 [Supporting Information] ). Figure 2 shows that thresholds can produce very erratic response surfaces, which complicates some types of model analysis. Smoothing of the threshold relation, as shown in the inset of Figure 2B , is often more realistic and yields smooth response surfaces that make the model much easier to evaluate. Thresholds are common in environmental models. Indeed, even the popular MODFLOW groundwater flow model includes the kind of thresholds that produce the erratic surface shown in Figure 2A , and the equation for the MODFLOW Drain Package is essentially identical. This challenge is a difficulty with models rather than with model analysis methods. We include it here because it makes model analysis difficult and because it can confound the analysis of real system nonlinearities.
In this study, we contend that some aspects of contemporary model development, analysis, and application need to be reconsidered in order to address systematically the aforementioned key challenges. The following section proposes a general strategy to achieve this.
The Strategy
The three challenges listed in the previous section can be addressed using a strategy that combines a range of model analysis methods and perspectives, and includes diagnostic tests to ensure that the methods are used appropriately.
The challenge of the model analysis "Tower of Babel" is approached using a three-pronged line of attack. First, we introduce a typology to organize the diversity of model analysis methods. The typology is shown in Figure 1 , and presents a novel organization of a wide range of methods based on typical questions relevant to the analysis of model adequacy, sensitivity, uncertainty, and risk. Second, we encourage theoretical and empirical investigation of how the methods relate to each other, thus extending the efforts of Oakley and O'Hagan (2004) , Borgonovo (2006) , , Tang et al. (2007) , Foglia et al. (2007) , Kleijnen (2010) , Lu et al. (2012) , Li et al. (2013) , and so on. Third, we suggest the need for comparable metrics and presentation of results even when different analysis methods are used, to avoid confusion when investigating questions such as those posed in Figure 1 .
The challenge of "Colossal" computational demands for model analysis can be tackled by providing a choice of methods that take few to many model runs. Methods that take few model runs (10s to 100s) are called computationally frugal; methods that take many model runs (1000s, 10,000s, and more) are called computationally demanding (Figure 1 ). Frugal methods include Newtontype optimization methods and first-order sensitivity analysis and uncertainty intervals. Some frugal methods work well only if solutions are smooth with respect to parameters and some require the more restrictive assumptions of linearity and near-Gaussian errors. Applicability of computationally frugal methods needs to be tested, and the next section of this article discusses such tests. Conversely, computationally demanding methods are typically based on Monte Carlo replication or other forms of sampling simulated results over a defined parameter space; restrictive assumptions are limited to applicability of chosen parameter value ranges and conducting sufficient sampling. Lu et al. (2012) discuss tradeoffs between computational requirements and limiting assumptions of model analysis methods.
Finally, the challenge of "numerical daemons" can be removed or reduced through the use of robust model implementations, including numerically stable time stepping techniques, smoothed constitutive relationships and boundary conditions, and so on (van Genuchten 1980; Kavetski and Clark 2010; Sheets et al. 2014) . In addition to improving model stability and accuracy, numerically robust models can be designed to avoid unnecessary nonsmoothness in the models response surface, facilitating the use of computationally frugal methods (Kavetski and Kuczera 2007) .
Computationally frugal model analysis methods are included in or affected by all three challenges. They are some of the methods involved in the "Tower of Babel," as shown in Figure 1 . They address the challenge of "Collossal" computational demands by providing less demanding alternatives. A primary limitation of many computationally frugal methods-the requirement of solution smoothness-is addressed by any reduction of "Numerical Daemons." Thus, the practical use of computationally frugal methods addressed in this article is intertwined with the strategy presented.
Frugal methods are of interest because of the following. Most fundamentally, recent work suggests that when compared to computationally demanding methods, frugal methods can provide similar insights (and sometimes additional insights) with a fraction (2% or less) of the model runs (Samarov 1993 Kavetski and Clark 2010; Rakovec et al. 2014) . As a result, frugal methods make it easier to analyze complex models (Foglia et al. 2009; Hill et al. 2013) , to compare systematically multiple alternative models (Foglia et al. 2013; Rakovec et al. 2014) , and to gain insight into the models used for computationally demanding evaluation of management options (e.g., Herman et al. 2014) .
Important remaining issues include diagnostic tests for identifying when results from frugal methods are reliable, suggestions for selecting between computationally frugal and demanding methods, and illustrations of using computationally frugal methods. These are addressed in the remainder of the study.
Diagnostic Tests for Computationally Frugal Methods
Many frugal methods are based on assumptions of model smoothness (or the stronger assumption of linearity), Gaussian error behavior, and(or) a single minimum within the range of plausible parameter values and model fit Saltelli et al. 2008) . Some frugal methods are referred to as "local" because they describe model behavior in narrow regions of the parameter space. This includes all measures with "local" in the name used in Figure 1 and the definitions provided in the "Notation" section.
Local methods are strongly affected by solution roughness. They rely on model behavior (including model derivatives) evaluated at a single parameter set. When derivatives are used, they are either calculated analytically or, much more frequently, approximated using parameter perturbation methods, and their values can change dramatically for small parameter values changes when the response surface is rough, as in Figure 2A .
To establish whether frugal method results are meaningful, tests are conducted to determine whether the model is too nonlinear or rough, and the error too nonGaussian for the frugal methods to retain useful accuracy.
The diagnostic methods are presented in the context of uncertainty intervals calculated using three methods (Lu et al. 2012) . The intervals are shown in Figure 3A and include intervals produced using computationally frugal to demanding methods. Diagnostics for model linearity, Gaussian errors, and adequacy are reported in Figure 3B ; they are calculated at optimized parameter values with observation weighting (see Appendix S1). The results presented suggest the following. 1 Analysis of model linearity. The intrinsic nonlinearitity measure determines a set of parameters defined at the edges of the 95% parameter confidence region based on linear theory, and compares linearized and full model results calculated at those values. Results in Figure 3B suggest significant, but not extreme nonlinearity with respect to the observed quantities. 2 Analysis of Gaussian error. R 2 N indicates that overall the weighted residuals are Gaussian, which suggests that the total errors are Gaussian. R 2 N is the correlation between standard normal deviates and ordered weighted residuals. The Kolmogorov-Smirnov statistic could be used instead, but has a higher chance of erroneously identifying non-Gaussian distributions as Gaussian. 3 Analysis of model adequacy. The s (n − p) value close to 1.0 for model INT correctly identifies it as the only model with negligible error not accounted for by the error-based weighting (refer to Appendix S1 for more on error-based weighting). For this problem, the errorbased weighting was assigned using only an analysis of data error, so the value close to 1.0 indicates that the model error is negligible relative to the data error. Plots of weighted residuals and simulated values (not shown; see Lu et al. 2012) show consistent results: they suggest that models HO and 3Z are biased and favor model INT as being more accurate.
The analysis in Figure 3 was conducted at the optimized parameter values. The utility of frugal methods also needs to be evaluated when model development begins, and for problems lacking optimal values. For these circumstances, derivative-based measures calculated for different parameter values can be used. For example, if the parameters identified as important and unimportant by local statistic composite-scaled sensitivity (CSS) change radically as the model is run with sets of reasonable parameter values that are close together, a rough (nonsmooth) response or objective-function surface is indicated and frugal methods will likely not be useful for the problem as posed. In addition to using routine model runs conducted in any model calibration effort, derivative-based tests for roughness can also be considered more formally using approaches such as those found in the PEST-related program SENSAN or the new DELSA method (Rakovec et al. 2014) . DELSA is now available in the Sensitivity R Package (Joseph Guillaume, 2015, Aalto University, Finland, written commun.)
Selecting Between Frugal and Demanding Model Analysis Methods
Selecting between frugal and expensive methods requires consideration of the strengths and weaknesses of both types of methods. The previous section discussed difficulties with frugal methods and relevant diagnostics. The results of computationally demanding methods can be inaccurate and/or meaningless if an insufficient number of model runs is carried out to achieve convergence, parameter limits are unfortunately defined, or the average values global methods produce are misleading (Rakovec et al. 2014) . Furthermore, global optimization methods may succeed in finding the global optimum, but more realistic parameter values that produce slightly inferior optima are rarely reported so that users may overlook information highly relevant to model adequacy and realism (Kavetski and Clark 2010) . As such, no methods can be assumed a priori to work well for a given problem; assessment is possible through careful posterior diagnostics.
A model analysis procedure consistent with the strategy presented in this work is illustrated in Figure 4 . First, diagnostic tests are applied to check for problems such as solution roughness. As discussed in the last section of this article, some of these tests involve computationally frugal sensitivity analysis methods. If difficulties are detected, the results of the preliminary tests can often guide the user in the application of more computationally demanding methods. Using this procedure, the cost of the initial frugal analysis is a mere fraction of the total analysis cost, and is frequently accompanied by valuable insights. If, however, the diagnostic tests support the assumptions of the frugal methods, the computationally demanding methods need not be invoked at all, thus saving the modeler a tremendous computational effort.
Examples of Judiciously Applying Computationally Frugal Model Analysis Methods
The effectiveness of our strategy depends critically on the ability to select and combine computationally frugal and demanding methods, and on diagnostic tests to investigate whether a particular analysis method is being used appropriately. This section illustrates these procedures using a selection of case studies from groundwater and surface water hydrology.
The first example was used previously to demonstrate use of diagnostic tests. Here it is used to illustrate an uncertainty analysis that involves using computationally frugal to demanding methods (linear and nonlinear confidence intervals and nonlinear credible intervals) (Lu et al. 2012) . Figure 3A shows uncertainty intervals on the prediction of flow to a stream given increased groundwater pumpage calculated with three nonlinear groundwater models (models HO, 3Z, and INT). For each model, the results are similar in terms of the interval inaccuracy caused by model bias (interval distance from the true values, which are known for this synthetic problem) and in terms of identifying more precise models (model INT has the smallest intervals). For this problem, the differences between the three alternative models are large compared to the differences in the three types of confidence intervals. The implication that substantial model nonlinearity may have small consequences on frugal methods relative to the differences produced by alternative models may be applicable to a wide range of environmental modeling problems. In such circumstances, using frugal model analysis methods allows greater exploration of alternative models and hence greater transparency and falsifiability than may be possible using computationally demanding model analysis methods.
The second example illustrates sensitivity analysis of a simple six-parameter synthetic groundwater flow test case. Figure 5 compares sensitivity analysis results from computationally frugal and demanding methods and illustrates how metrics can be presented in a way that facilitates comparison, even when different methods of analysis are used. Figure 5B shows a plot of first-order effects that is readily compared to the computationally frugal CSS results shown in Figure 5C ; Figure 5B and C identifies the same most and least important parameters, and reporting the sum in Figure 5B maintains the information about parameter interactions. The ability to achieve comparability is an argument for using graphs such as that shown in Figure 5B to display first-order effects. Figure 5D and E shows how parameter interactions can be quantified for individual parameters using computationally demanding and frugal methods, respectively. Figure 5D shows an unusual presentation of what are commonly computationally demanding first-and total-order effects. Figure 5E shows an unusual presentation of frugal parameter correlation coefficient (PCC) statistics. For Figure 5D and E, the data are generally presented as a NGWA.org M.C. Hill et al. Groundwater table and matrix of numbers, respectively; this graphical presentation clearly identifies the interrelated and correlated parameters. Figures 5D and E identify the same parameters as interacting too strongly to permit unique identification. Sampling methods eFAST (10,182 model runs; results shown in Figure 5 ), Sobol' (15,400), and the Method of Morris (70) all identify the same parameter characteristics. The local method CSS required 13 fully parallelizable model runs. The results were evaluated in the context of a related two-parameter objective function (not shown), which was smooth. In this case, the differences shown in Figure 5 reflect the distributed values provided by the local methods and the point values produced by global methods. The similarity in contrast to the erratic and misleading local results that would be produced in the objective function was rough (e.g., see Figure  S1A in Appendix S1, and other examples presented by Kavetski and Clark 2010) .
The third example illustrates the application of frugal methods to computationally expensive models. In this case study, the rainfall-runoff model TOPKAPI (Liu et al. 2005 ) was used to simulate the 160 km 2 Maggia basin in southern Switzerland for which one 4-month forward run typically took 40 min. The available computer resources were adequate for hundreds and perhaps a few thousand model runs. Error-based weighting and single objective function (SOO) were used (see Figure 1 ; the SOO objective function was the sum of squared weighted residuals, with error-based weights defined as described by Foglia et al. 2009 ). Figure 6A shows computationally frugal measures of individual parameter sensitivity (here, CSS) and parameter correlation (here, PCC). This information was used to identify four parameters as important and also interdependent; ultimately three of these were estimated using prior information. In the calibrated model, a biascorrected variance, s
, value of 15.9 suggests that model misfit exceeds what would be consistent with the weighting by about a factor of 4 (15. 9 1/2 ). This suggests the presence of model error beyond that accounted for in the weight calculation. Systematic differences between observed and simulated flows in Figure 6B provide additional information about the model bias. The Cook's D metric (Cook and Weisberg 1982) , is a measure of observation importance derived given the assumption of a linear model. Cook's D was calculated at the estimated parameter values ( Figure 6B ) and indicates the sensitivity of the estimated parameter values to each observation. In this problem, Cook's D revealed unexpectedly important low-flow observations, invalidating an a priori assumption that the information provided by the large flood peak overwhelms the information provided by low flows. It then follows that the low flows will require denser sampling prior to further modeling efforts. Given the computational cost of the rainfall-runoff model, this insight would be infeasible to obtain using expensive analysis methods, but was readily obtained using the frugal methods based on just 196 model runs for the entire analysis.
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Conclusions
The ability of mathematical models to provide insights into environmental systems and predict their future behavior depends critically on the transparency of the modeling process and on the ability to test rigorously ("falsify") the models. However, the growing multitude of model analysis methods-which we liken to a "Tower of Babel"-means that studies are being conducted using a plethora of methods and metrics related in ways that are poorly understood. Moreover, increasing computer capabilities notwithstanding, we argue that near-exclusive reliance on computationally "colossal" methods is unsustainable in a field where forward model runs can take anywhere from seconds to months to complete. Finally, many existing models are implemented using approaches that introduce significant spurious artifacts and unrealistic nonlinearities-"numerical daemons"-making many models more nonlinear than the real world. These spurious effects greatly, and unnecessarily, complicate model analysis.
Our suggested strategy confronts these three challenges as follows. The "Tower of Babel" challenge is addressed by organizing the many available model evaluation methods and metrics based on function and computational demand. By including computationally frugal to demanding methods and encouraging exploration of functional similarities despite theoretical and algorithmic differences, the strategy promotes methods appropriate to the wide range of applications typical of environmental problems, and thus tempers the demand for "colossal" computational efforts. In particular, diagnostic tests consisting largely of a limited computationally frugal analysis can indicate whether or not computationally demanding methods are needed. The cost of the early diagnostic is then a mere fraction of the total cost, and is frequently accompanied by valuable insights. Finally, we suggest that identifying and eradicating "numerical daemons" in environmental models is a critical problem that poses a grand challenge to future model development.
Three case studies are used to illustrate the opportunities available through the proposed strategy, including identification of important parameters, parameter interactions and correlations, observation dominance in complex models, and uncertainty of estimated parameters and simulated predictions. It is our hope that the increase in falsifiability and transparency achievable through the approach outlined in this work will contribute to a more productive, exciting, and societally consequential future for environmental modeling. Described by Reed et al. (2012) Explore objective function Create plots such as in Figure  2 . UCODE_2014 (Poeter et al. 2014) can produce the needed data sets FAST, eFAST
Notations
Fourier amplitude sensitivity testing (Cukier et al. 1978; Saltelli et al. 1999 Sum of squared, possibly weighted, residuals (observed minus simulated values) divided by the number of members in the sum (n) minus the number of estimated parameters (n − p). Division by (n − p) produces a bias-corrected result (Draper and Smith 1998) 
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