Introduction
In [2] the authors introduce a general duality result for linear optimisation problems over signed measures with infinitely many constraints in the form of integrals of functions with respect to the decision variables (the measure in question). In this work we present two particular cases of the general duality result for which strong duality holds. In the first case the optimisation problems are over measures with L p density functions with 1 < p < ∞. In the second case we consider a semiinfinite optimisation problem where finitely many constraints are given in form of bounds on integrals. The latter case has a particular importance in practice where the model can be applied in robust risk management and model-free option pricing, e.g. [2, 3] . In the next section we present the general duality result first introduced in [2] . In Section 3 we introduce results on conic linear optimisation problems from [8] .
In Sections 4 and 5 we use the results from Section 3 to prove duality for two cases described above: measures that have L p density functions for 1 < p < ∞ and semi-infinite problems with special structure.
Problem Formulation
Let (Φ, F), (Γ, G) and (Σ, S) be complete measure spaces, and let A : Γ × Φ → R, a : Γ → R, B : Σ × Φ → R, b : Σ → R, and c : Φ → R be bounded measurable functions on these spaces and the corresponding product spaces. Let M F , M G and M S be the set of signed measures with finite variation on (Φ, F), (Γ, G) and (Σ, S) respectively. We now consider the following pair of optimisation problems over M F and M G × M S respectively, which authors show to be duals of each other, (P') sup
Theorem 2.1 (Weak Duality) For every (P')-feasible measure F and every (D')-feasible pair
Proof. Using Fubini's Theorem, we have
We are interested in finding conditions on measures that imply strong duality between the primal and dual problems, i.e. Val(P ′ ) = Val(D ′ ), where by Val(P ′ ) and Val(D ′ ) we denote the optimal values of the problems (P ′ ) and (D ′ ) respectively.
General Results for Conic Optimisation Problems
As mentioned above, in this section we introduce results on conic linear optimisation problems from [8] .
Consider a conic linear optimisation problem of the following form
where X and Y are linear spaces, C ⊂ X , K ⊂ Y are convex cones, h ∈ Y and A : X → Y is a linear map. Assume that X and Y are paired with some linear spaces X ′ and Y ′ respectively, so bilinear forms ·, ·, : X ′ × X → R and ·, ·, : Y ′ ×Y → R are defined. We call the problem (1) the Primal problem.
The results of Shapiro are based on conjugate duality first introduced by Rockefellar [6] , [7] . Define the positive dual cone of C as
and similarly for the cone K
We also need an assumption for X ′ so that the adjoint mapping of A exists.
Assumption 3.1 For any g
Based on this assumption we can define the adjoint mapping A * :
Now consider the Lagrangian function of the primal problem (1)
and the following optimisation problem
By changing the min and max operators we get the Lagrangian Dual problem
which is equivalent to the following optimisation problem (D) max
which we call the dual problem. 
We define v(g) to be +∞ if the set { f ∈ C : A f + g ∈ K} is empty. We have
From [7] we know that the extended optimal value function v(g) is convex and positively homogeneous of degree 1, i.e., ∀t > 0 and
Evaluating the formulae above we get
It is easy to show that v * (g * ) is the indicator function of the feasible set of the dual problem, since from g * ∈ −K * and A * g * + c ∈ C * follows that v * (g * ) = 0, and v * (g * ) = +∞ otherwise. So we can write the dual problem as
Taking the biconjugate of v(y)
we see that
, then there is no duality gap between Lagrangian primal and dual problems. Now we aim to find conditions such that v(h) = v * * (h).
We described the main approach to the proof of the strong duality in this framework, and now, without going into details, we will introduce the results given by Shapiro. More interested reader can refer to [8] for more details.
We make an assumption which will be considered to be hold throughout this section.
Assumption 3.2 The spaces Y and Y ′ are paired locally convex topological vector spaces.
Denote by lscv the lower semicontinous hull of the function v, i.e.
and by cl v the closure of the function v:
We say that the problem (P) is sub-consistent if lsc v(h) < +∞ (if the problem (P) is consistent, i.e. it's feasible set is nonempty, then it is also sub-consistent). Moreover, the Fenchel-Moreau theorem implies that v * * = cl v. Taking into account the fact that if lscv(h) < +∞ then cl v(h) = lscv(h) we get the following proposition:
Proposition 3.3 (Proposition 2.2, [8])
The following holds:
If (P) is sub-consistent, then Val(D) = lsc v(h).
The above proposition shows that if P is sub-consistent then strong duality holds,
But it may be difficult to verify the semicontinuity directly, so we seek more tractable conditions in the subsequent analysis. Define the sub-differential of the function v at a point g (where v is finite) as
We say that v is sub-differentiable at a point g if v(g) is finite and ∂ v(g) is nonempty. Further, we know that if v is sub-differentiable at g = h, then v * * = v(h), and conversely; if v(b) is finite and v * * = v(h), then ∂ v(h) = ∂ v * * (h) [7] . We now get the following proposition. However, checking the sub-differentiability for the optimal value function may still be difficult. Consider the set
It is easy to show that the optimal value of the problem (P) is equal to the optimal value of the following problem 
Since dom v = −A (C) + K, we can write the condition (17) as
Hence we get the final stone of the framework we need to prove our strong duality. 
If the later condition holds, then it is said that the generalized Slater condition is satisfied for Problem (1). In many applications we have equality type constraints for optimisation problems of the form (1) . In this case the cone K has obviously a single element 0, and hence, the interior is empty. If the constraint in the problem (1) is given by the equality
then the regularity condition (18) is equivalent to ([1], section 2.3.4)
A (X ) = Y, ∃f ∈ int(C) s. t. Af + h = 0.
After having introduced the mathematical framework for general conic linear optimisation problems, we are ready to use these results to get strong duality results for two particular cases of our general duality theory, which we discuss in the next two sections.
Measures with L p

Densities
Consider a special case of the primal problem (P ′ ) from Section 2, where the optimisation is over measures that have a density function that belongs to L p (Φ).
Let c ∈ L q (Φ) and a ∈ L p (Ψ) for some 1 < p < ∞ and n, m, k.
∀x ∈ Φ, ∀y ∈ Γ and ∀z ∈ Σ.
We also make the following assumption.
Assumption 4.1 Functions A and B are such, that
Later we will prove a lemma which, under some conditions, guarantees that the above assumptions are true, but for now we consider them as given. Denote
In this case, since 1 < p < +∞ we have
and X * * = X , Y * * = Y, C * * = C, K * * = K. With these notations we can write the problem (P L ) as
where the linear operator A : X → Y is defined as
and h is defined as
where λ * ∈ Y , i.e. it has the following form
The Lagrangian function can thus be written as
Interchanging the min and max operators, we obtain the dual Lagrangian, problem
In order to evaluate (24) we change the order of integration in (22). We have
where
Thus,
This leads to the equivalence of the Lagrangian dual problem to
Definition 4.2 We say that Slater condition holds for the problem (P
and the function B is such that B(X ) = L p (Σ), where
Now we are ready to use the results from the previous section to prove strong duality in our case. Note that all the assumption in the Section 3 are satisfied, Hence we get the following theorem. 
Semi-Infinite Problems with Constraints via Bounds on Integrals of Piece-wise Continuous Functions
In this section we discuss strong duality of semi-infinite programming problems with specific structure. Consider the following optimisation problem over spaces of measures:
and it's dual problem
where (Φ, F) is a complete measure space. Let M F be the set of signed measures with finite variation on (Φ, F). Shapiro, [8] , proves that strong duality holds (i.e., Val(P) = Val(D)) when Φ is compact and the functions h(x), φ s (x) and ψ t (x) are continuous. In this section we extend this result to the case where these functions are piecewise continuous on the partitioning of Φ into boxes
Suppose that each of the functions h(x), φ s (x) and ψ t (x) is continuous on B k , ∀k ≤ K. We take a similar approach as in [8] .
Note that each box in R n can be linearly transformed into a unit box in R n , so that with the new transformed variables the optimisation problem becomes (P') sup
with the new dual (which, obviously, is equivalent to the original dual problem) 
where A : X → Y is defined as A · (y, z) = (τ 1 (y, z, x) , . . ., τ K (y, z, x)), 
we obtain a pair of locally convex topological vector spaces. It is easy to see that the Lagrangian dual of the Problem (33) coincides with the problem (P ′ ). The following proposition is a direct result of Proposition 3.7. 
then Val(P) = Val(D) and the set of optimal solution of the problem (P) is bounded.
