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Abstract 
For CI E Fq the finite field of order q and b E F,(a), let FJt(,fi) = F,(y). We obtain an 
explicit formula for the minimal polynomial h?(x) of y in terms of the greatest common divisor 
of two polynomials which are closely related to the minimal polynomials fl(x) of a and g&) 
of /I. We also give an application of this result to linear recurring arrays. 
Kqwords: Irreducible polynomial; Primitive polynomial; Discrete logarithm problem 
1. Introduction 
Suppose that F is a field and K is an extension field of F. If K is a finite separable 
extension of F, then it is well known that K is a simple extension of F, so there exists 
an element t) of K such that K = F(B). In [6] is given a proof for the existence of 8, 
but it is not easy to get the minimal polynomial of 19 over F from the proof. For the 
case of finite fields, in [l] are given two methods to find the minimal polynomial of 
any element of extention field with respect to the base field. But in essence we need 
to solve a system of linear equations. 
In our paper, we will study how to get y and its minimal polynomial directly for 
the case of finite fields. Let Fq be the finite field of q elements where q is a prime 
power. Let K be a finite extension field of Fq. Without loss of generality, we suppose 
that K = Fq(c(,/3) = F,(y) where CX,~ and y are three elements of K, so that y is a 
generator of the finite simple extension field K over Fq. There is no known explicit 
formula for calculating the element y and its minimal polynomial over F4 from CX, p
and the minimal polynomials f&x) of E over Fq and the minimal polynomial gg(x) 
of p over F,(a). We will provide an explicit formula for obtaining a generator ‘/ 
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such that K = F,(y) and we also obtain an expression for the minimal polynomial of 
the generator y. In Section 2 we will construct the element y and derive an explicit 
expression for the minimal polynomial of y over Fq by using &(x) and g&x) under 
the condition gcd(Ord(cr),Ord@)) = 1, where Ord(6) denotes the order of an element 
6. In Section 3, we will apply our result to the problem of computing the difference 
within a given period of relative positions between two windows of linear recurring 
arrays. 
2. Main theorem 
For CI in an extension field of F4 and j? E F,(a), assume that Ord(a) = r, Ord(& = s, 
and gcd(r,s) = 1. Let f&x) be the minimal polynomial of cz over F4, and gg(x) the 
minimal polynomial of p over F,(a). In the following we will give a generator of 
F,(a, j?) as a simple extension field of F4 and an explicit expression (requiring little 
computation) for the minimal polynomial of the generator over F4 by using the two 
polynomials fa(x) and gp(x). 
Suppose degF4 CI = m and degFq(,) /? = n, where deg, y is the degree of the minimal 
polynomial of the element y over the field F. First we need a lemma. 
Lemma 2.1. Suppose that Ord(a) = r, Ord(P) = s, and gcd(r, s) = 1. Then there is 
an element y in the field K = F&a,/?) such that c1= ys and j3 = y’. 
Proof. Since gcd(r,s) = 1, there are two integers tl and t2 such that tlr + t2s = 1. Let 
y = &/3”. Then 
gcd(h,r) = gcd(t,,s) = 1. 
This implies Ord(a’*) = Ord(a) = r, Ord(p”) = Ord(/3) = s, Ord(y) = rs, and 
&. = @+t2s = &S = y”, 
(1) 
p = pw+as = pw = yr. (2) 
Corollary 2.2. F,(a,p) = F4(y) and y = c@/P. 
Corollary 2.3. If rs = q”‘” - 1, then y is a primitive element over F4. 
We will also need the following lemma. 
Lemma 2.4. Let two sets S1 and S2 be dejined by 
Si={eyql(eS=l,i=O,l ,..., m-l} 
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und 
S2 = {(e~)~’ 1 es = 1,i = O,l,..., m - l}, 
respectively. Then S1 = &. 
Proof. Since gcd(s, q) = 1, there are s distinct elements ej, j = 0, 1, . . . , s - 1 such 
that ej = 1. Hence the cardinality of the set S1 is /Si 1 = SM, and the set Si consists of 
all roots of the polynomial z(x) = J’(Y). Since fl((ey>“4) = fz(r”@) = fa(c@‘) = 0, 
where e” = 1, we have Si > S2. 
Now we count the number of elements in the set &. First we know 1~921 ,< sm. 
We claim that & has sm distinct elements. If (ely)q’ = (ezy)q’, where es = e9 = 
1,O < i, j < m - 1, then (eiY)Sd = (e2y)sq’,& = x4’. Hence i = j and ef = ef. Since 
gcd(s, q’) = 1, there exist two positive integers a and b such that as + bq’ = 1, and 
hq’ el = e?e, bq’ = e;Ise2 as bq’ = e2 e2 = e2. Hence I& = sm = ISi/. 0 
Theorem 2.5. With c(, /?, y dejined as in Lemma 2.1, assume that 
m-1 
f&) = xm + c cixi, ci E Fq 
1=l 
and 
m-l,fl-1 
gg(X) = Xn + C dija’x’, dij E Fq. 
1, j=O 
Let 
m-1 
~(X)=fb(XS)-_m+CCiXS'EFq[~] 
i=O 
and 
m- I,n-1 
gb(X) = Xm + C dijxiS+j’ E F~[x]. 
i, j=O 
If h:)(x) is the minimal polynomial of y over Fq, then 
hi(x) = wd(f,(x)>@(x)). 
Proof. From (1) and (2) it is easy to check that E(y) = G(y) = 0. Suppose xs = y. 
If fa(y) = 0, then y = c#, for some j, 0 < j < m - 1. Hence y = y’q’ = (74’ )“. Let 
e, be a root of zs = 1 so that x = e,yq’. 
To complete the proof of the theorem, suppose that (eiv)qk E Si is a common root 
of j,(x) and G(x), where ef = 1. Then 
Z&3(elv)q’) = @(eiY)qk = 0. 
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This implies 
(eg)” + C dij(eiy)‘“+jr = (eiy)” + C dpi(eiy)jr = 0, 
which means that ga((eiv)‘) = 0. Suppose that the set of all roots of the polynomial 
gsfx’) is T. Thus 
T={wy+‘=l, o<j<?z-1) 
= {(Wyy 1 wr = 1, 0 <j < n - l}. 
Hence there are two integers j and k such that (wjr)‘mk = eiy, where wJ = 1. Since 
ys = ~1, a4 = CL, it follows that ys = w~mx~qm’ = wymxy”, and thus wi = 1. Since 
gcd(r, s) = 1, Wj = 1 and eiy = yqmk. This implies that each common root of fol and 
?& is a conjugate element of y and gcd(f,,@) is a divisor of the polynomial h,(x). 
Since the polynomial h,(x) is irreducible, the theorem holds. 
We also note from the above theorem that if gcd(Ord(a),Ord(/?) )=l, then there is 
an element y which is a generator of the field F,(a, p) as a simple extension field over 
Fq that is, F,(or, p) = Fq(y). In addition, in order to get its minimal polynomial h,(x) 
over F4 we only need to calculate the greatest common divisor of two polynomials. 
0 
Corollary 2.6. With Y,S, c1, fi, y, f&x), gp(x) and h,(x) dejned as in Theorem 2.5, 
assume that r-s = 9”“’ - 1. Then h,,(x) is a primitive polynomial. 
3. Application 
In this section we will apply Theorem 2.5 to linear recurring m-arrays over the 
finite field Fq and show how to reduce the computational complexity of computing the 
difference within a given period of relative positions between two windows of a linear 
recurring array. This is a generalization of the problem of computing the difference 
of relative positions between two states of linear recurring sequences (or sequences of 
linear feedback shift registers). First, we introduce some basic concepts and results on 
linear recurring m-arrays. 
An array A of dimension 2 and period (T,s) is an infinite matrix A = (aii)i>c,jac 
over an arbitrary finite field Fq such that for all i 20, j>O 
ai+r,j = ai,j = ai,j+s, 
where r and s are the smallest positive integers for which the above condition is satis- 
fied. An m x TI submatrix of A at the position (i, j) is A(i,j) = (ai+i,,j+j’)e < it <,,,,s <j’ tn 
and we call it an m x n window (or state) of A at the position (i,i). 
Let A be an array of period (Y,s). If all m x n windows in a period of A are different 
and those are exactly all the nonzero m x n matrices over Fq, then we call A an m-array 
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of period (Y,s) and order (m,n) or an (r,s;m,n) m-array for short. Let A = (aq)i>o,j>o 
be an array, and m and n two positive integers. If there exist two commutative and 
invertible linear transformations Th and T, over F4 from Fg”” to Fq such that for 
all i,,j 
A(i,j)Th = A(i,j + l), A(i,j)T, = A(i + l,j), 
then we call A a linear recurring array of order (m, n) with the linear recurring relations 
Tj, and T,. 
If an array is an m-array and at the same time it is a linear recurring array, then we 
call it a linear recurring m-array, or LR m-array for short. Linear recurring m-arrays 
are important and useful in cryptography, see for example [2,4, 31. 
In the following we list several results on LR m-arrays which we will need. 
Theorem 3.1 (Lin and Liu [2]). For two given integers r and s, there exists an LR 
m-array with period (r,s) if and only if gcd(r,s) = 1 and rs = q’ - 1 for some /. 
Theorem 3.2 (Lin and Liu [2] and Liu and Lin [4]). Let A = (a;,j) he an LR m- 
array of period (r,s). Then there exists an irreducible polynomial f(x) over F4, an 
irreducible polynomial g(y) over F,(E) and a nonzero linear function L from Fqf to 
F4, where LY is a root off(x), p is a root of g(y) and F,I = Fq(m,fi), such that for 
all i 3 0, j 3 0, 
ai,j = L(z’/~‘) and A = (L(~~*fi~))i~o,~~o. 
Further, if m and n are the degrees of f(x) and g(y), respectively, then A is an 
(r, s; m, n) m-array. 
Suppose that two m x n submatrices B and C are two windows of A, but that we do 
not know their positions within a given period of A. For cryptographic applications it 
is important to be able to calculate the relative difference between their positions, see 
for example [4, 31. 
In the following, we briefly describe such an algorithm. Without loss of gener- 
ality, we suppose B = A(O,O) = (a. ,) r,I o ~i.+o~j<~ and C = A(%_?) = (ay+i,y+j), 
0 < i < n, 0 d j < m. Finding the difference of the positions between B and C is 
equivalent to finding X and J. Let f(x), g(y), a,P be as in Theorem 3.2. Since the 
set {c&@ 10 < i < m - 1,0 < j < n - 1) is a basis of the vector space F,(a,/?) = F4/ 
over F4, there exist mn coefficients dI,,, 0 < t < m - 1,0 < t’ < n - 1 such that 
_ _ 
c8fiy = c dN&/?“. 
t,f’ 
Hence 
$+ipY+j = C dtt,af+ip”+j. 
I,l’ 
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Suppose 
so that 
af+i,j+j = C dt,tl c Hu(fv+i’f’+j)a,,,,. (3) 
f,f’ v 
We obtain an m x n system of linear equations with m x n variables dttt, 0 < t d m - 1, 
0 d t’ < rr - 1. It is easy to show that the set {A(i,j)]O 6 i < m - 1, 0 G j < n - 1) is 
a basis of the linear space consisting of m x n matrices over Fq, since A is an m-array 
(see [2]). This implies that the system of linear equations over F, has a unique solution 
and so we can obtain the coefficient dttl. Suppose Et f, dtt,crf@ = o E Fqf. Consider 
(mq3’)’ =cf, (cxq?y‘)” = OS, 
so that we have 
p” = (f, $i = Gs. 
Since arc</?>, c?E<c(>, where c/3> and <CI> are the cyclic groups 
ated by p and cc, respectively, it follows that there are two positive integers r’ 
satisfying 
0’ 1 B”, 0s = $‘. 
Thus 
rjj = r’ (mod s), 
sX = s’ (mod r), 
(4) 
gener- 
and s’ 
(5) 
and X f S-l~‘(modr), 7 = r-‘r’(mods). In order to obtain r’ and s’, we have to 
solve both of the discrete logarithm problems, (see [5]), of Eq. (5). However, by 
using Theorem 2.5, we only need to solve one discrete logarithm problem. In fact, by 
Lemma 2.1, there is a element y in Fqt such that GI = ys and p = y’. By Theorem 
2.5, the minimal polynomial h,(n) of y is given by 
h,(x) = @(fa(G?@)), 
where 
m-1 
fa(x)= X* + c cixi E F,[x], 
i=l 
go(x)= xn + c dvaixi E Fq(a)[x], 
Ill-1 
Z(x)= f(xs) = xSm + C CiYi E F~[x], 
i=l 
G(X)= x”’ + C dijxis+” E F~[x]. 
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Note that the polynomial h,(x) is primitive. After we solve for z in the discrete loga- 
rithm problem 
(T = yz, 
the congruences 
rj E z (mods), 
SX E z (mod r) 
can be solved to obtain X and 7, and the relative difference between the two windows 
- - is by). 
Usually, in order to obtain an (r, s; m, n) m-array, we first have an irreducible poly- 
nomial f(x) over Fq and an irreducible polynomial g(y) over Fq[x]/(f(x)), the period 
p(f) of f(x) is p(f) = Ord(u) = r, p(g(y)) = Ord(/?) = s and r~ = 2” - 1, where 
f(a) = 0, g(p) = 0. According to Theorem 2.5 and Corollary 2.6, we immediately ob- 
tain a primitive polynomial h(x) over F,, without first needing to calculate the minimal 
polynomial of y. We hope that Theorem 2.5 has other applications as well. 
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