Abstract. For any variety X with an action of a split torus over a field, we establish a spectral sequence connecting the equivariant and the non-equivariant higher Chow groups of X. For X smooth and projective, we give an explicit formula relating the equivariant and the non-equivariant higher Chow groups. This in particular implies that the spectral sequence degenerates. These results also hold with rational coefficients for action of any connected and split reductive group. As applications to the above results, we show that for a connected linear algebraic group G acting on a smooth projective variety X, the forgetful map
Introduction
A variety in this paper will mean a reduced, connected and separated scheme of finite type with an ample line bundle over a field k. This base field k will be fixed throughout this paper. Let G be a linear algebraic group over k acting on such a variety X. Recall that this action on X is said to be linear if X admits a Gequivariant ample line bundle, a condition which is always satisfied if X is normal (cf. [22, Theorem 2.5] for G connected and [23, 5.7] for G general). All G-actions in this paper will be assumed to be linear. The equivariant higher Chow groups of X for a G-action were first defined by Edidin and Graham [8] , relying on the ideas of Totaro [27] , who was the first to define the Chow ring of a classifying space. It turns out that these groups give rise to the correct notion of the motivic cohomology of quotient stacks in the sense that they satisfy all the expected properties of the motivic cohomology of schemes which were first defined by Bloch [3] . It should be pointed out here that the notion of the motivic cohomology of general Artin stacks is yet to constructed.
There has been a considerable amount of work in recent times to understand the equivariant Chow groups and to relate them with the equivariant K-theory. One of the principal questions in the study of the equivariant higher Chow groups is about their relation with the non-equivariant higher Chow groups of varieties. In particular, one would like to know if there are tools which can be used to study one in terms of the other.
It often turns out that the equivariant K-theory or the Chow groups are easier to understand compared to their non-equivariant companions, and hence such a relation would be helpful in the study of the higher K-theory of varieties through the equivariant techniques. The main goal of this paper is to prove some results in this direction and study some important applications of these results to the higher K-theory.
For a linear algebraic group G, let R(G) denote the representation ring of R, which is same as the Grothendieck group K G 0 (k). Let I G denote the ideal of R(G) which consists of the virtual representations of G of rank zero. That is, I G is the kernel of the rank map R(G) → Z. For a G-variety X, let K G i (X) (resp. G G i (X)) denote the ith homotopy group of the K-theory spectrum of G-equivariant vector bundles (resp. coherent sheaves) on X. For the linear algebraic group G as above, let S(G) denote the equivariant Chow ring CH * G (k, 0) = j≥0 CH j G (k, 0), and let J G denote the irrelevant ideal j≥1 CH j G (k, 0). Note that S(G) 0 = CH 0 G (k, 0) = Z and there is an exact sequence of S(G)-modules
For a variety X with a G-action, put
which is known to be an infinite sum in general. It is known [17] that there is an action of CH For the equivariant K-theory, a similar spectral sequence was found by Merkurjev (cf. [19, Theorem 10] ) for those split reductive groups whose commutator subgroups are simply connected. The following result, which was proved by Brion (cf. [4, Corollary 2.3] ) for the split torus action, is immediate from Theorem 1.1. This map is an isomorphism with rational coefficients for actions of all connected and split reductive groups. Our next theorem is the most complete result for the torus action on smooth projective varieties as it gives an explicit presentation of the equivariant higher Chow groups (with integral coefficients) in terms of the non-equivariant higher Chow groups. The equivariant Chow groups at level zero, that is, CH * G (X, 0) for the torus action have been studied in detail by Brion [4] before. But his results and the techniques used to prove them work only with the rational coefficients and they can not be generalized if one wants to study the torsion in the equivariant Chow groups. Theorem 1.3. If G is a split torus acting on a smooth projective variety X, then for every i ≥ 0, there is a canonical isomorphism
In particular, the spectral sequence 1.1 degenerates. If G is any connected and split reductive group acting on a smooth projective variety X, then 1.1 degenerates with rational coefficients.
The following generalization of [4, Theorem 3.2] to the equivariant higher Chow groups is immediate from Theorem 1.3. Corollary 1.4. Let G be split torus acting on a smooth projective variety X. Then for every i ≥ 0, the S(G) Q -module CH * G (X, i) Q is free. We now give some very important applications of the above results. As the first consequence of Theorem 1.3, we prove the following generalization of the results of Merkurjev [19, Corollary 10] and Graham [11, Theorem 1.1] to the higher K-theory of smooth projective varieties. Theorem 1.5. Let G be a connected and reductive group acting on a smooth projective variety X. Then for all i ≥ 0, the forgetful map
with rational coefficients. In particular, the natural map
In characteristic zero, the isomorphism of 1.3 holds for any connected linear algebraic group.
Graham had proved this result for the K 0 of any variety with an action of a connected reductive group, while Merkurjev proved this at the level of K 0 (with integral coefficients) for those groups whose commutator subgroups are simply connected. We also point out that although Merkurjev's result holds with the integral coefficients, it is in general unavoidable to tensor the K-groups with Q to prove the surjectivity of the forgetful map (cf. [11, Example 4.1]).
As the second application of Theorem 1.3, we prove the following generalization of the equivariant Riemann-Roch theorem of Edidin and Graham (cf. [7, Theorem 4.1]) to the higher K-theory. This also gives a refinement of the more general equivariant Riemann-Roch theorems of [17] for the smooth projective varieties. For a smooth variety X with G-action, let K G i (X) denote the completion of the R(G)-module K G i (X) with respect to the augmentation ideal of R(G). Theorem 1.6. Let G be a connected and reductive group acting on a smooth projective variety X. Then for every i ≥ 0, the Riemann-Roch map (cf. [17, Theorem 8.5 
is an isomorphism. In characteristic zero, this isomorphism holds for any connected linear algebraic group.
The equivariant K-theory of topological bundles on a locally compact space with an action of a Lie group G was developed by Segal in [21] and it has played many crucial roles in the latter works of Atiyah and others. In an important work in this direction, Atiyah and Segal (cf. [1, Theorem 2.1]) showed under certain finiteness condition that if a compact Lie group G acts on a compact space X, then the completion of the equivariant topological K-theory of X with respect to the augmentation ideal of the representation ring R(G) is isomorphic to the topological K-theory of the quotient space X G = X G × EG. This latter term is same as the inverse limit of K
, where {E n G} is any sequence of finite dimensional approximations of the contractible G-space EG such that EG/G = BG is the classifying space of G. The following corollary proves the result of Atiyah and Segal for the algebraic K-theory. Before we state it, recall (cf. [27, Section 3] ) that the topological algebraic K-groups of X are defined as
where the inverse limit is taken over representations V of G such that (V, U) form good pairs (cf. Section 2 below). Corollary 1.7. Let G be a connected reductive group acting on a smooth projective variety X over a field k. Then for every i ≥ 0, there is a map
A special case of the corollary when X = Spec(k) and i = 0, was proved by Totaro (cf. [27, Theorem 3.1]). Theorem 1.6 and Corollary 1.7 in a sense show that for a smooth projective variety, the completion of the equivariant rational algebraic K-theory with respect to the augmentation ideal of R(G) can be described in terms of the motivic cohomology. We shall discuss the issue of a similar description of the equivariant K-theory with finite coefficients towards the end of this paper. As it turns out, this is possible only for those K G i (X) for which i is large as one would expect following the Quillen-Lichtenbaum conjecture in the non-equivariant K-theory.
Before we state our final application, we recall from [24] (see also [16] ) that if G is a connected and split linear algebraic group with a split maximal torus
where N m is the kernel of the natural map of abelian groups We now briefly describe the contents of the various sections of this paper. Our construction of the spectral sequence of Theorem 1.1 is based on Levine's (cf. [18] ) generalization of Quillen's localization sequence in K-theory. In the next section, we briefly recall Levine's construction and adapt this in our context to partially obtain the desired spectral sequence. In Section 3, we suitably identify the terms of this spectral sequence to complete the proof of Theorem 1.1. In Section 4, we use the decomposition theorem of Bialynicki-Birula and its various improvements to give an integral presentation of the equivariant higher Chow groups of smooth projective varieties with torus action. In Section 5, we combine Theorem 1.3 with the Riemann-Roch theorem of [17] to prove Theorems 1.5, 1.6 and 1.8. The last section is mostly independent of the rest of the paper, where we give a brief account of the Riemann-Roch theorem for the equivariant K-theory with finite coefficients. In particular, we give a proof of the equivariant version of the Quillen-Lichtenbaum conjecture.
Spectral Sequence For Equivariant Higher Chow Groups
Our main tool for proving Theorem 1.1 is Levine's (cf. [18, Section 1]) generalization of Quillen's localization sequence in K-theory. We adapt the methods of Levine in our context and then prove our result by suitably identifying the terms of the resulting spectral sequence. We begin by very briefly recalling the terms and definitions used by Levine (loc. cit.) which will be useful to us in what follows.
We recall that the n-cube < n > is the category of subsets (including the empty set) of {1, · · · , n} with maps being inclusions of subsets. An n-cube X * in a category C is a covariant functor X :< n >→ C. For any I ∈< n >, we denote X(I) usually by X I . We shall be dealing with < n >-cubes in the category S of simplicial abelian groups in what follows. For any such < n >-cube X * , Levine defines an object fibX * in S which is functorial in cubes and such that for n = 1, it is the homotopy fiber of the obvious map X ∅ → X {1} . For any n, this is defined inductively by taking the homotopy fiber of the natural map fibX * /n → fibX * ⊃n of the fibers of < n − 1 >-cubes. For any such < n >-cube X * , Levine derives a convergent spectral sequence
where the E 1 -differential is the alternating sum of the maps induced by
In particular, one has
Let G be a split torus of rank r and let {χ 1 , · · · , χ r } be a chosen basis of the character group G * . We define an action of G on A r by t.x = y, where
For I ⊂ J, we have the natural inclusion H I ⊂ H J and
H i . From this, we see that for a G-variety X, the assignment I → X × H I gives an < r >-cube X * in the category of G-invariant closed subschemes of X × A r for the diagonal action of G on the product. Let r I denote the dimension of H I .
We want to consider the < r >-cubes of cycle complexes in S which compute the equivariant higher Chow groups. For this, we recall the construction of the equivariant higher Chow groups from [8] (see also [17, Section 2] ). For a fixed j ≥ 0, let V be a representation of G and let U ⊂ V be a G-invariant open subset such that G acts freely on U, the quotient U/G is a smooth quasi-projective variety and the complement V − U has codimension bigger than j. Such a pair (V, U) is called a good pair for the G-action corresponding to j. It is known that the good pairs always exist [27] . Let X G denote the mixed quotient X G × U. Then X G is a quasi-projective variety (cf. [8, Proposition 23] , [17, Lemma 2.1]) and is smooth if X is so. The equivariant higher Chow group CH j G (X, i) is defined as the homology group H i (Z (X G , ·)) for i ≥ 0, where Z (X G , ·) is the Bloch's cycle complex of the variety X G [3] . The groups CH j G (X, i) are independent of the choice of a good pair (V, U). For every j ≥ 0, we choose a good pair (V j , U j ) for the G-action corresponding to j + r and consider the < r >-cube Z (j) in S given by
It is easy to check that the push-forward map of the cycles complexes corresponding to the closed immersion
Lemma 2.1. There is a natural isomorphism
in the derived category D + (Ab) of bounded below chain complexes of abelian groups.
Proof. We prove this by induction on the length r = | < r > | of cubes. For r = 1, this follows from the fact that G = G m = A 1 − {0} and the fibration sequence (cf.
In general, we assume that r ≥ 2 and the lemma holds for n ≤ r − 1. In the above notations, we have fibZ (j) * = homfiber fibZ
Moreover, by Levine's construction (loc. cit.), Z (j) * /r is same as the the functor Z (j) * applied to H r with closed subschemes {H r ∩ H 1 , · · · , H r ∩ H r−1 } and hence by induction, we have
On the other hand, Z (j) * ⊃r is same as the functor Z (j) * applied to the < r − 1 >-cube of closed subschemes of A r given by
Hence we apply the induction to get
The lemma now follows from 2.3, 2.4 and the fibration sequence
Using Lemma 2.1 and taking the homotopy groups of Z I and fibZ * , the spectral sequence 2.1 in our case becomes
3. Proof Of Theorem 1.1 Before we prove Theorem 1.1, we need to identify the E 1 differential of the spectral sequence 2.5. We begin with an elementary moving lemma for the higher Chow groups on singular varieties. Lemma 3.1. Let X be a (possibly singular) closed subvariety of a smooth variety M. Let Z ֒→ M be a closed subscheme which is a Cartier divisor. Assume that Z intersects X properly and let W = Z ∩ X. Let Z W (X, ·) be the subcomplex of the cycle complex Z (X, ·) of X, generated by the irreducible cycles on X × ∆
• which intersect W properly (cf. [3] ). Then the inclusion map Z W (X, ·) → Z (X, ·) is a quasi-isomorphism.
Proof. Let U j ֒→ M be the complement of X in M and let V = Z ∩U. Let Z Z (M, ·) be the subcomplex of Z (M, ·) generated by the irreducible cycles on M ×∆
• which intersect Z properly. We similarly define Z V (U, ·). Since Z and W are the Cartier divisors on M and X respectively, it is clear that
Thus we have the following commutative diagram of exact sequences
It suffices to show that the middle and the right vertical arrows in the above diagram are quasi-isomorphisms. The middle one is a quasi-isomorphism by [3, 
is a quasi-isomorphism in order to prove that the right (and hence the left) vertical arrow above is a quasiisomorphism.
This follows essentially from the argument as in the proof of the quasi-isomorphism
. We give the brief sketch. Embed M as a locally closed subscheme of P N for N ≫ 0 and consider the exact sequence
cit., Corollary 2.5 and Lemma 4.2]. So we only need to show that given n, there exists N(n) such that N ≥ N(n) implies that α n is surjective. But this follows from the proof of Lemma 3.5 of loc. cit., whose argument works even if one puts a proper intersection condition with a given finite collection of locally closed subsets of M. Corollary 3.2. Let G be a linear algebraic group acting on a variety X. Let E p − → X be a G-equivariant line bundle on X and let X f − → E be the zero-section embedding. Then there exists a pull-back map CH *
By choosing a good pair (V, U) for the G-action and considering the appropriate mixed quotients, we are reduced to proving the non-equivariant version of the corollary.
By [10, Lemma 18.2] , there is a closed embedding X i ֒→ M such that M is a smooth variety and there is a line bundle E M → M which restricts to the line bundle E on X. In particular, the zero-section embedding of M in E M restricts to the zero-section embedding f as above. Hence we can apply Lemma 3.1 to conclude that the map Z X (E, ·) → Z (E, ·) is a quasi-isomorphism. On the other hand, there is a natural map Z X (E, ·) f * − → Z (X, ·) given by intersecting any cycle with X. From this, it is clear that the induced map f * •p * on CH * (X, ·) is identity. Moreover, since X is a Cartier divisor on E and since f * is defined by intersection with X, one has
, where L is the line bundle on E defined by the zero-section. In particular, we have for any x ∈ CH * (X, ·),
We now identify the E 1 differential of the spectral sequence 2.5 using 2.1 and Corollary 3.2. For a fixed I ⊂< r > with |I| = r − p − 1 and j / ∈ I, let J = I ∪ {j}. Then we can identify H J as H I × A 1 , where the action of G on this product is induced by the action of G on A r as described above. Identifying CH * G (X × H I , i) and CH * G (X × H J , i) with CH * G (X, i) by the homotopy invariance, the differential of 2.1 is given by the composite
, where i is the zero-section embedding. Hence by Corollary 3.2, this map is given the action of c 
is of the form
where {i 0 , · · · , i p } = I c =< r > −I. We need the following lemma to complete the proof of Theorem 1.1. Let S = S(G) denote the ring CH * G (k, 0). One knows that this is isomorphic to the polynomial ring Z[t 1 , · · · , t r ], where t l is the cycle class of the line bundle L χ l .
There is a canonical isomorphism of complexes of S-modules 
gives the desired isomorphism of complexes.
Proof of Theorem 1.1: Since K • is a free S-module resolution of Z = S/J G , it follows immediately from Lemma 3.3 that E 2 -terms of the spectral sequence of the theorem have the desired form. To show that this sequence converges to CH * (X, p + q), it suffices to identify this with the limit of the spectral sequence 2.5.
But this follows directly from [17, Corollary 3.2, Remark 3.4]. This proves the theorem for the torus action.
To obtain the spectral sequence for a connected and split reductive group G with rational coefficients, we fix a split maximal torus T of G. Let W be the Weyl group. Then one has S(G) = S(T ) W by [8, Proposition 6] and hence S(G) is a polynomial algebra by [5] , and S(T ) is finite over S(G) by [17, Lemma 4.7] . We conclude from [13, Chapter III, Exercise 10.9] that S(T ) must be flat (in fact free) over S(G).
Let C • ։ CH * G (X, q) be a free S(G)-module resolution of CH * G (X, q). Then we can apply [17, Theorem 3.8] to conclude that C • ⊗ S(G) S(T ) is a free S(T )-module resolution of CH * T (X, q). This in turn implies that (3.2) Tor
T (X, q)) for all p, q ≥ 0. This completes the proof of the theorem.
Torus Action On Smooth Projective Varieties
Our aim in this section is to study the equivariant higher Chow groups for the action of a split torus on smooth projective varieties, and to prove Theorem 1.3. Our main tool in this case is the the stratification theorem of Bialynicki-Birula [2] over algebraically closed fields and its improvement by Hesselink [14] to any base field. Since this theorem will be crucial for us in what follows and since this has been used in the literature in various forms, we state the result below in the form which will be most suitable to us (cf. [28, Theorem 5.15 
]).
Theorem 4.1 (Bialynicki-Birula, Hesselink). Let G be a split torus acting on a smooth projective variety X over a field k. Then (i) The fixed point locus X G is a smooth, closed subscheme of X.
(ii) There is a numbering X G = n j=0 Z j of the connected components of the fixed point locus, a filtration of X by G-invariant closed subschemes
and maps φ j : X j − X j−1 → Z j for 0 ≤ j ≤ n which are all G-equivariant vector bundles.
We prove the following result using the above stratification theorem together with the ideas of [15] . Theorem 4.2. Let G and X be as in Theorem 1.3 and let Z j 's be the connected components of X G as in Theorem 4.1. Then for every i ≥ 0, there are canonical isomorphisms
Proof. We prove the first part of the theorem. The proof of the second part is same (and easier). We prove it by induction on n. For n = 0, the map X = X 0 φ 0 − → Z 0 is an equivariant vector bundle and hence the theorem follows from the equivariant version of the homotopy invariance (cf. [23, Theorem 1.7] ). We now assume by induction that (4.1)
Let i n−1 : X n−1 ֒→ X n and j n : U n = X n − X n−1 ֒→ X n be the G-equivariant closed and open embeddings. We consider the localization exact sequence (cf. [17, Proposition 2.1]).
Using 4.1, it suffices now to construct a canonical splitting of the flat pull-back j * n in order to prove the theorem. Let V n ⊂ U n × Z n be the graph of the projection U n φn − → Z n . Then V n is a G-invariant closed subset of U n × Z n for the diagonal action of G. Let Y n denote the closure of V n in X n × Z n . It is then easy to see that Y n is a G-invariant closed subscheme of X n × Z n . Let V n j n ֒→ Y n denote the open embedding. We consider the composite maps p n : V n ֒→ U n × Z n → U n , q n : V n ֒→ U n × Z n → Z n and p n : Y n ֒→ X n × Z n → X n , q n : Y n ֒→ X n × Z n → Z n . Note that p n and q n are G-equivariant projective maps (since X n and Z n are projective), q n is smooth and p n is an isomorphism.
We consider the diagram
where φ * n is an isomorphism by the homotopy invariance. We also observe that the map q * n exists since Z n is smooth (cf. [17, Proposition 2.1]). It suffices to show that this diagram commutes. For, the map p n * • q * n • φ * n −1 will then give the desired splitting of the map j * n . We now consider the following commutative diagram.
Since the top left square is Cartesian and j n is flat, we have j * n • p n * = p n * • j * n . Now using the fact that (φ n , id) is an isomorphism, we get
n . This proves the commutativity of 4.2 and hence the theorem. Remark 4.3. We point out here that in the proof above, we never used the smoothness property of the various strata of X. We only needed Z j 's to be smooth.
We need the following result before we give the proof of Theorem 1.3. Lemma 4.4. Let G be a split torus acting on a variety X trivially. Then there is a natural isomorphism
Proof. It suffices to show that for a fixed j ≥ 0, there is a natural isomorphism
is an isomorphism. We choose a good pair (V, U) for the G-action corresponding to j as in [8, Example 3.1] . Thus U is a finite product of the punctured affine spaces and hence U/G = (P n ) r , where r is the rank of G. Since G acts trivially on
Using the projective bundle formula for the higher Chow groups, we get the isomorphism
But the term on the left and the right side of the map here are same as the corresponding terms in 4.3. This proves the lemma.
Proof of Theorem 1.3: Since G acts trivially on each Z j , the equivariant part of Theorem 4.2 and Lemma 4.4 give us isomorphisms
But the top left term is same as CH * (X, i) ⊗ Z S(G) by the non-equivariant part of Theorem 4.2. This gives the isomorphism of 1.2.
To prove that the spectral sequence 1.1 degenerates, it suffices to show that for every i ≥ 0,
But this follows directly from 1.2 and the fact that any free resolution C • → CH * (X, i) as Z-module remains a free resolution after base changing to S(G) as the latter is a polynomial Z-algebra.
For a connected and split reductive group, 4.4 and hence the degeneration of the spectral sequence follows from the torus case and the isomorphism in 3.2.
Forgetful Map In K-Theory And Riemann-Roch
In this section, we use Theorem 1.3 and the Riemann-Roch theorem of [17] to prove Theorems 1.5 and 1.6. In this section, we will make the convention that an abelian group A will actually mean the group A⊗ Z Q.
We begin with the following result. For a linear algebraic group G, let I G ⊂ R(G) denote the ideal of virtual representations of G of rank zero. That is, I G is the kernel of the rank map R(G) → Q. Let R(G) denote the I G -adic completion of the ring R(G). Similarly, we denote the J G -adic completion of the ring S(G) by S(G). One of the consequences of the Riemann-Roch theorem of [7] is that there is a ring isomorphism
For a linear algebraic group G acting on a smooth variety X, let K 
and the first map is an isomorphism. Hence we only need to show that the second map is also an isomorphism. By [17, Proposition 5 .1], we only need to show that CH * G (X, i) is generated as S(G)-module by a set (possibly infinite) S of homogeneous elements of a bounded degree. But we have shown in 5.6 that the map
is an isomorphism. Since the latter is a graded module of a bounded degree, say d, the above isomorphism implies that
This completes the proof of Theorem 1.6 when G is reductive. In characteristic zero, the same remark as in the last part of the proof of Theorem 1.5 works to reduce to the case of reductive groups.
Proof of Corollary 1.7: We first note that if (V, U) is a good pair for the
This clearly factors through a map
. In order to show that this induces the isomorphism of 1.5, we only need to show that there is an isomorphism the Chern character with the pull-back map on the higher Chow groups of smooth varieties, we now need to show that there is an isomorphism
where the inverse limit on the left is taken over the good pairs (V, U). Now we choose a sequence (V n , U n ) of good pairs for the G-action on X as in [27, Remark 1.4] . So let W be a faithful representation of G of dimension r and put V n = Hom (k r+n , W ). Let S n ⊂ V n be the closed subset consisting of those linear maps which do not have full rank. It is easy to see that the codimension of S n in V n is greater than n for each n ≥ 0, and G acts freely on U n = V n − S n . Moreover, the surjection K n+1 ։ K n gives a natural embedding V n ֒→ V n+1 which takes U n into U n+1 . It follows from loc. cit. then that (V n , U n ) is a directed system of good pairs. The fact that the inverse limit in 5.8 is taken only over good pairs and the higher Chow groups of good pairs are same inside a given range, we see immediately from this and from our choice of the sequence (V n , U n ) that the term on the left in 5.8 is same as lim
Hence it suffices to show that Let G be a connected reductive group over C acting on a quasi-projective variety X. Unlike the previous sections, we do not assume X to be projective. We shall denote the analytic space X(C) also by X. Let us recall from [23] (see also [21] ) that if X is smooth, the equivariant topological K-theory spectrum of X is the spectrum K top (G, X) = G top (G, X) of the bounded Fredholm complexes of the topological bundles on X with an action of G which is compatible with the G-action on X. For a prime p, the equivariant topological K-theory with coefficient Z/p ν is the smash product of K top (G, X) with the Moore spectrum Σ ∞ /p ν . This will be denoted by K top (G, X; Z/p ν ). If X is singular, we can equivariantly embed X as a closed subvariety of a smooth G-variety Y (since G acts linearly) and then let G top (G, X; Z/p ν ) to be the homotopy fiber of the map of spectra
is independent of the choice of the embedding X ֒→ Y . The transition from the algebraic vector bundles to the topological bundles gives a natural map ρ X :
, where the last term is the ordinary topological K-theory of X G . The following should be thought of as the equivariant version of the Quillen-Lichtenbaum conjecture.
Proposition 6.1. Let G be a connected algebraic group acting on a smooth quasiprojective variety X of dimension d over C and let M be a maximal compact subgroup of the Lie group G(C). Then the natural map
is an isomorphism for i ≥ d − 1 and a monomorphism for i = d − 2.
We write Λ = Z/p ν and R(G; Λ) = R(G)/p ν for the rest of this section. We need the following result about the ordinary K-theory to prove the above proposition. Lemma 6.2. Let X be a complex variety of dimension d. Then the natural map
Proof. We prove the lemma by the induction on the dimension of X. First suppose that X is smooth. It was shown by Suslin (cf. [20, Theorem 4.1] ) in this case that the lemma follows from the Bloch-Kato conjecture which has now been settled by the works of Voevodsky and others (cf. [29] , [30] ). If X is singular, the isomorphism G * (X) ∼ = G * (X red ) allows one to assume X to be reduced. Now suppose the lemma holds for all varieties whose dimension is less than d. If X = X 1 ∪ · · · ∪ X r is a union of its irreducible components, we let Z = X 2 · · · ∪ X r and U = X − Z. Then U is irreducible and Z has smaller number of irreducible components. Now the diagram of localization sequence (use [23, Lemma 5.6] with
of the algebraic and topological G-theory and an induction on the number of irreducible components reduces the problem to the case when X is irreducible. We alert the reader here that the case of i = d − 1, d − 2 needs a more careful use of snake lemma in the above diagram but causes no trouble.
If X is irreducible, there exists a dense open subset U ⊂ X which is smooth and hence the complement Z = X − U has dimension smaller than d. The diagram 6.1 above and induction on dimension together with the lemma for the smooth case completes the proof.
We recall the following construction before we prove the next result. If G is a linear algebraic group acting trivially on a variety X, let Coh X (resp. Coh
In particular, the right vertical map is an isomorphism and hence so is the middle vertical map. The second isomorphism in 6.3 follows exactly in the same way once we know that the left vertical map in the topological version of the diagram 6.4 is an isomorphism. But this follows from [21, Proposition 2.2].
Proof of Proposition 6.1: We in fact prove the more general statement that for any complex variety X of dimension d with G-action, the map (6.5)
Following an idea of Thomason, we prove it by reducing it to the case of torus. So we first assume that G = T is a torus which acts trivially on X. In this case, the proposition follows directly from Lemmas 6.2 and 6.3 using the additional known fact that R(T ) ∼ = R(M).
If T does not act trivially on X, we prove the proposition by the induction on dimension of X. − → G top * (M 1 , U/T ; Λ). Since T 1 acts trivially on U/T , the proposition holds for the T 1 -action on U/T . Since dim(U) ≥ dim(U/T ), we conclude from the above Morita isomorphisms that the proposition holds also for the T -action on U.
Now we put Z = X − U, use the diagram 6.4 of localization sequences and the induction and argue as before to conclude the proof of the proposition when G is a torus.
To prove general case, one can easily reduce to the case when G is reductive. Let T be a maximal torus of G and let B be a Borel subgroup of G containing T . is an isomorphism for i ≥ d − 1.
Proof. There are maps
such that the second map is an isomorphism for all i ≥ 0 by [26 The relevance of this result for us comes from the following. K top i (X G ; Z/p ν ) is described in terms of the equivariant singular cohomology of X with finite coefficients. Hence the above corollary can be thought of as a mod-n analogue of Theorem 1.6 in the sense that the completion of the equivariant algebraic mod-n K-theory of X with respect to the augmentation ideal of R(G) can be described in terms of the equivariant motivic cohomology with finite coefficients.
