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a b s t r a c t
In this paper, we use some comparison technique and the invariance of ω limit set to
establish new results on the convergence of every bounded solution for a two-neuron
network model.
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1. Introduction








b2jfj(xj(t − τ2j))+ I2,
(1.1)
where x1(t) and x2(t) denote the activations of corresponding neurons, ci > 0, i = 1, 2, are the internal decay rates,
τij > 0, i, j = 1, 2, are the synaptic transmission delays, bij, i, j = 1, 2, are the synaptic weights, fi ∈ C(R, R), i = 1, 2, are
the activation functions, and Ii ∈ R, i = 1, 2, are the external inputs. As we all know, neural networks are complex and have
large-scale nonlinear dynamics,while the dynamics of the delayed neural network are even richer andmore complicated [1].
To obtain a deep and clear understanding of the dynamics of neural networks, one of the usual ways is to investigate the
delayed neural network models with two neurons, see [5–8]. It is hoped that, through discussing the dynamics of two-
neuron networks, we can shed some light on our understanding about large networks. Since the convergence of solutions is
the most important dynamic behavior of neural networks in its applicability, the problem of the convergence of solutions of
system (1.1) has been extensively studied in the literature. We refer the reader to [1,5–8] and the references cited therein.
Moreover, in most papers of the above-mentioned literature, we observe that the following assumptions:
(H0) for each j ∈ {1, 2}, fj : R→ R is Lipschitz with Lipschitz constant Lj, i.e.,
|fj(uj)− fj(vj)| ≤ Lj|uj − vj|, for all uj, vj ∈ R;
(H1) there exist two nonnegative constants pj and qj such that
|fj(u)| ≤ pj|u| + qj, for all u ∈ R, j = 1, 2;
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have been considered as fundamental for the convergence of solutions of system (1.1). However, to the best of our
knowledge, few authors have considered system (1.1) without the assumptions (H0) and (H1). Thus, it is worth continuing
the investigation of the convergence of solutions of system (1.1) in this case. Motivated by this, in this paper, we consider
the two-neuron network model described by the following system of generalized functional differential equations{
x′1(t) = −F1(x1(t))+ G1(x1(t − r1), x2(t − r2)),
x′2(t) = −F2(x2(t))+ G2(x1(t − r3), x2(t − r4)), (1.2)
where ri > 0, i = 1, 2, 3, 4, and Fi ∈ C(R1),Gi ∈ C(R2), i = 1, 2. Moreover, it is assumed that Fi is strictly increasing on R1
for i = 1, 2, and one of the following additional assumptions holds.
(A+) G1(x, y) ≥ F1(y),G2(x, y) ≥ F2(x),∀ x, y ∈ R, and for any bounded interval I ⊆ R1 there exists a positive constant
Li = Li(I) ∈ R1 such that
Fi(α)− Fi(β) ≤ Li(α − β) for any α, β ∈ I with α ≥ β, i = 1, 2.
(A−) G1(x, y) ≤ F1(y),G2(x, y) ≤ F2(x),∀ x, y ∈ R, and for any bounded interval I ⊆ R1 there exists a positive constant
L′i = L′i(I) ∈ R1 such that
Fi(α)− Fi(β) ≥ L′i(α − β) for any α, β ∈ I with α ≥ β, i = 1, 2.
We then show that, using some comparison technique and the invariance of positive limit set, when (A+) or (A−) holds,
every bounded solution of (1.2) tends to an equilibrium as t −→∞. Our approach is quite different from those of [5–8] and
our results extend the corresponding ones already known.
The paper is organized as follows. In Section 2, we establish some preliminary results, which are important in the proofs
of our main results. In Section 3, we state and prove our main results. In Section 4, we shall give an example and some
remarks to illustrate the effectiveness of our results obtained in the previous sections.
2. Preliminaries
Throughout this paper, we will use R1+ to denote the set of all nonnegative real numbers and R2+ to denote the set of
all nonnegative vectors in R2. We tacitly assume throughout this section that ϕ = (ϕ1, ϕ2). Define C = C([−τ1, 0], R1) ×
C([−τ2, 0], R1) as the Banach space equipped with a supremum norm, and τ1 = max{r1, r3}, τ2 = max{r2, r4}. Define
C+ = C([−τ1, 0], R1+) × C([−τ2, 0], R1+). It follows that C+ is an order cone in C and hence, C+ induces a closed partial
ordered relation on C . For any ϕ,ψ ∈ C and A ⊆ C , the following notations will be used: ϕ ≤ ψ iff ψ − ϕ ∈ C+, ϕ < ψ iff
ϕ ≤ ψ and ϕ 6= ψ , ϕ  ψ iff ψ − ϕ ∈ IntC+, ϕ ≤ A iff ϕ ≤ ψ for any ψ ∈ A, ϕ < A iff ϕ < ψ for any ψ ∈ A, ϕ  A iff
ϕ  ψ for any ψ ∈ A. Notations such as ‘‘≥’’, ‘‘>’’ and ‘‘’’ have the natural meanings. Given ϕ ∈ C , we denote by xt(ϕ)
(x(t, ϕ)) the solution of (1.2) with the initial data x0(ϕ) = ϕ. For any α ∈ R1, we define αˆ = ((̂α)1, (̂α)2) by (̂α)i(θ) = α,
θ ∈ [−τi, 0], i = 1, 2n.
Lemma 2.1 ([9, Lemma 3.2]). Let 0 < T ∈ R1 be given and d ∈ C([t0, t0 + T ],R1). If F ∈ C(R1) is strictly increasing on R1,
then, for any constant y0, the initial value problem{
y′(t) = −F(y(t))+ d(t),
y(t0) = y0 (2.1)
has a unique solution y(t) on [t0, t0 + T ].
Lemma 2.2. Let ϕ ∈ C. Then xt(ϕ) exists and is unique on R1+.
Proof. Let τ = mini=1,2,3,4{ri}. We will show that xt(ϕ) exists and is unique on [0, τ ]. To see this, let
d1(t) = G1(x1(t − r1, ϕ), x2(t − r2, ϕ)) = G1(ϕ1(t − r1), ϕ2(t − r2))
and
d2(t) = G2(x1(t − r3, ϕ), x2(t − r4, ϕ)) = G2(ϕ1(t − r3), ϕ2(t − r4))
for any t ∈ [0, τ ]. Consider the solution xi(t) of the following initial value problem{
x′i(t) = −Fi(xi(t))+ di(t),
xi(0) = ϕi(0)
where i ∈ {1, 2}. By Lemma 2.1, xi(t) exists and is unique on [0, τ ]. Hence, xi(t, ϕ) exists and is unique on [0, τ ], that is,
xt(ϕ) exists and is unique on [0, τ ]. It follows from induction that xt(ϕ) exists and is unique on [0,+∞). The proof of the
lemma is now complete. 
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For ϕ ∈ C , define O(ϕ) = {xt(ϕ) ∈ C : t ≥ 0}. If O(ϕ) is bounded, then O(ϕ) is compact in C , where O(ϕ) denotes the





i.e., ω(ϕ) = {ψ ∈ C : there exists a sequence tk → +∞ such that xtk(ϕ) → ψ}. It easy to check that ω(ϕ) is nonempty,
compact, invariant and connected.
Lemma 2.3. Assume (A+) holds, ϕ ∈ C and α ∈ R1 such that ϕ ≥ α̂. Then xt(ϕ) ≥ α̂ for t ≥ 0. Moreover, either xt(ϕ)  α̂
or xt(ϕ) = α̂ for all t ≥ 4r, r = max{τ1, τ2}.
Proof. Let yi(t) = xi(t, ϕ), for all t ∈ R1+ and i = 1, 2. Let us claim yi(t) ≥ α, for all t ∈ [0, τ ] and i = 1, 2. Otherwise, there
exist t0 ∈ (0, τ ] and i0 ∈ {1, 2} such that yi0(t0) < α and y′i0(t0) < 0. We only consider the case that i0 = 1 since the case
that i0 = 2 can be dealt with similarly. Then, it follows from (1.2) that
y′1(t) = −F1(x1(t0, ϕ))+ G1(x1(t0 − r1, ϕ), x2(t0 − r2, ϕ))
≥ −F1(x1(t0, ϕ))+ F1(x2(t0 − r2, ϕ))
≥ −F1(x1(t0, ϕ))+ F1(α)
> 0,
which yields a contradiction. Applying the claim, we get for any t ∈ [0, τ ], xt(ϕ) ≥ α̂, so that it follows from an induction
argument that xt(ϕ) ≥ α̂ for t ≥ 0.
Now, we shall consider two cases as follows:
Case i. y1(t) = α for all t ∈ [0, 3r]. From (1.2), we have
F1(x1(t, ϕ)) = G1(x1(t − r1, ϕ), x2(t − r2, ϕ)) ≥ F1(x2(t − r2, ϕ)), for all t ∈ [0, 3r],
which implies that x2(t − r2, ϕ) ≤ y(t) = α, for all t ∈ [0, 3r]. Thus, x(t, ϕ) = α̂ for all t ∈ [0, 2r]. Therefore, xt(ϕ) = α̂
for all t ≥ r .
Case ii. y1(t1) > α for some t1 ∈ [0, 3r]. Next we will prove that y1(t) > α for all t ∈ [t1,+∞). Otherwise,
t2 = inf{t ≥ t1 : y1(t) = α} < +∞.
In view of (A+), there exist constants η ∈ (0, t2 − t1) and L1 > 0 such that
y′1(t) ≥ −F1(y1(t))+ F1(α) ≥ −L1(y1(t)− α),
where t ∈ [t2 − η, t2]. Thus,
y1(t2) ≥ α + (y1(t2 − η)− α)e−L1η > α,
a contradiction to the definition of t2. We claim that there exists t ′1 ∈ [0, 3r] such that x2(t ′1, ϕ) > α. Otherwise, by using a
similar argument in the proof of Case i, we can derive xt(ϕ) = α̂, t ≥ r . Thus, x1(t, ϕ) = α, t ≥ r . This contradiction implies
that the claim is right. It follows that x2(t, ϕ) > α for all t ∈ [t ′1,+∞). Hence, xt(ϕ) α̂ for all t ≥ 4r . This completes the
proof. 
Similarly, we can prove the following result.
Lemma 2.4. Assume (A−) holds, ϕ ∈ C and α ∈ R1 such that ϕ ≤ α̂. Then xt(ϕ) ≤ α̂ for t ≥ 0. Moreover, either xt(ϕ)  α̂
or xt(ϕ) = α̂ for all t ≥ 4r.
3. Main results
Theorem 3.1. Assume (A+) holds, and ϕ ∈ C. If O(ϕ) is bounded, then there exists α∗ ∈ R1 such that ω(ϕ) = {̂α∗}.
Proof. Let α∗ = sup{α ∈ R1 : α̂ ≤ ω(ϕ)}. Since ω(ϕ) is compact, we obtain α∗ ∈ R1. We will show that ω(ϕ) = {̂α∗}.
Otherwise, ω(ϕ) \ {̂α∗} 6= φ. According to the invariance of ω(ϕ), we have x4r(ω(ϕ)) = ω(ϕ). It follows that
x4r(ω(ϕ)) \ {̂α∗} 6= φ
and hence there exists ψ ∈ ω(ϕ) such that
x4r(ψ) > α̂∗.
Hence, from Lemma 2.3 and the fact that ψ ≥ α̂∗, we obtain
x4r(ψ) α̂∗.
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Therefore, there exists α∗∗ > α∗ such that
x4r(ψ) α̂∗∗.
Again by the invariance of ω(ϕ) and its definition, there exists t3 > 0 such that
xt3(ϕ) ≥ α̂∗∗  α̂∗.
By Lemma 2.3, we get
xt(xt3(ϕ)) ≥ α̂∗∗  α̂∗ for t ≥ 0.
Thus,
ω(ϕ) ≥ α̂∗∗  α̂∗.
This contradicts the definition of α∗. The proof of the theorem is now complete. 
Theorem 3.2. Assume (A−) holds, and ϕ ∈ C. If O(ϕ) is bounded, then there exists α∗ ∈ R1 such that ω(ϕ) = {̂α∗}.
Proof. By a similar argument to that in the proof of Theorem 3.1, the conclusion of Theorem 3.2 follows immediately by
applying Lemma 2.4. 
4. An example
Example 4.1. Let g(x) = 2x for x ≥ 0, g(x) = 4x − x100 for x ≤ 0. Denote (x1(t), x2(t)) as the solution of the following
two-neuron network:{
x′1(t) = −3x1(t)+ g(x2(t − 1))
x′2(t) = −3x2(t)+ g(x1(t − 1)), (4.1)
with initial data ϕ = (ϕ1, ϕ2) ∈ C([−1, 0], (0,+∞)) × C([−1, 0], (0,+∞)). Then, (x1(t), x2(t)) tends to an equilibrium
as t −→∞.
Proof. We first claim that xi(t) > 0 for all t ≥ 0, i = 1, 2. Otherwise, there exist t0 > 0 and i0 ∈ {1, 2} such that xi0(t0) = 0
and , xj(t) > 0 for all t ∈ [−1, t0), j = 1, 2. Then, x′i0(t0) ≤ 0. We only consider the case that i0 = 1 since the case that
i0 = 2 can be dealt with similarly. Then, it follows from (4.1) that
0 ≥ x′1(t0) = −3x1(t0)+ g(x2(t0 − 1)) = 2x2(t0 − 1) > 0,
which yields a contradiction. Thus, the claim is true. Noting that
F1(x) = F2(x) = 3x, G1(x, y) = g(y), G2(x, y) = g(x),
it follows that (A−) is satisfied. Then, let α ∈ R1 such that ϕi(t) ≤ α for t ∈ [−1, 0], i = 1, 2. From Lemma 2.4, we obtain
xi(t) ≤ α for t ≥ 0, i = 1, 2.
This, together with the above claim, implies that (x1(t), x2(t)) is a bounded solution of system (4.1). Hence, from
Theorem 3.2, (x1(t), x2(t)) tends to an equilibrium as t −→∞. 
Remark 4.1. Since g(x) = 2x for x ≥ 0, g(x) = 4x− x100 for x ≥ 0, and system (4.1) is a very simple form of a two-neuron
network with delays, it is clear that the conditions (H0) and (H1) are not satisfied. Therefore, all the results in [5–8] and the
references therein cannot be applicable to prove that every bounded solution of system (4.1) converges to an equilibrium as
t −→∞. This implies that the results of this paper are essentially new and complement some corresponding ones already
known.
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