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Abstract
We generalize the notion of a PD-set of a code to that of a t-PD-set of an arbitrary permutation set.
We ﬁnd PD-sets for miquelian Benz planes of small order and for the ruled rational normal surface
of order 3 in PG(4, 3) and in PG(4, 4). These results yield PD-sets for the related linear codes.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Permutation decoding is a technique developed in 1964 by F.J. MacWilliams and uses
a subset of the automorphism group of the code to assist in decoding a received vector.
Results were added by Mitchell and Rudolph (1964), Gordon (1982), Key (2001) and other
authors (cf. [8]). A PD-set for a t-error-correcting code C is a set S of automorphisms of the
code which is such that every possible error vector of weight t or less can be moved by some
member of S out of the information positions. Concerning the question of how to apply a
PD-set to decode a message we refer the reader to Huffman’s article “Codes and groups”
in [8, pp. 1345–1440], where an algorithm is given. The permutation decoding algorithm
is more efﬁcient the smaller the size of the PD-set. A lower bound on this size is given in
[3] (cf. [8, p. 1414]).
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When a code has a large automorphism group it is likely that a PD-set can be found. Large
automorphism groups can be expected for linear codes deﬁned by projective systems. In
Section 2we describe how the automorphisms ﬁxing a subset of pointsP in a ﬁnite projective
space induce automorphisms of the code deﬁned by the projective system P (cf. Proposition
2). Also, we generalize the notion of a PD-set of a code to that of a t-PD-set of an arbitrary
permutation set.
In Section 3 we are concerned with codes related to quadrics in three-dimensional ﬁnite
projective spaces PG(3, q). Since the geometries of the plane sections of an elliptic or
hyperbolic quadric or a cone over a conic are miquelian Benz planes, the automorphism
groups of these quadrics are known. For all three cases we present PD-sets for q = 3 (cf.
Proposition 6, 8, 9). For the elliptic and hyperbolic quadric we give also examples for q=4
(cf. Proposition 7, 10). These results say that the corresponding codes admit PD-sets S. The
size |S| is in some cases minimal.
In the last section we consider codes related to what we call the celtic variety P, i.e., the
ruled rational normal surface of order 3 in the four-dimensional projective space PG(4, q).
After presenting an automorphism group (cf. Proposition 14) we give examples of PD-sets
of P for q = 3 and q = 4 (cf. Proposition 16, 18).
2. Automorphisms of a code deﬁned by a projective system
For the convenience of the reader, and in order to establish our notations we will recall
the basic deﬁnitions.
Let K = GF(q) be the Galois ﬁeld of order q and K∗ = K\{0}. For n ∈ N, a linear
code C of length n is a vector subspace of the vector space Kn. For x ∈ Kn the set
supp(x) = {i ∈ N | in, xi = 0} is the support of x, and wt(x) = |supp(x)| is the weight
of x.
A linear code C of length n is an [n, k, d]q -code if k = dim C is the dimension of C and
d =min{wt(c) | c ∈ C, c = 0} is the minimum weight of C.
Let (V ,K) be a k-dimensional vector space over K and, for s ∈ N with sk− 1, letSs
be the set of all s-dimensional vector subspaces of (V ,K). We denote by Vˆ the dual vector
space of V, i.e., the vector space of all linear forms f : V → K .
Let V0 = {v1, . . . , vn} ⊂ V be a subset of V with n elements. Then V0 is called an
[n, k, d]q -system, if the linear hull of V0 is V and if
d = n−max{|V0 ∩H ||H ∈ Sk−1}.
.
Proposition 1 (cf. Tsfasman [9, p. 10]). Let V0 = {v1, . . . , vn} be an [n, k, d]q -system of
the vector space (V ,K) and Ev : Vˆ → Kn, f → cf = (f (v1), . . . , f (vn)). Then the
image C(V0)= Ev(Vˆ ) is an [n, k, d]q -linear code.
For x ∈ V ∗ = V \{0}, denote K∗x = {x |  ∈ K∗}, and V ∗/K∗ = {K∗x | x ∈ V ∗}. Let
 : V ∗ → V ∗/K∗, x → K∗x be the canonical map.
Let PG(k − 1, q) denote the (k − 1)-dimensional projective space over K, i.e., V ∗/K∗
is the set of points and L= {(L∗) |L ∈ S2} is the set of lines. A map v : V ∗/K∗ → V ∗,
p → v(p) is a vector representation if, for every p ∈ V ∗/K∗, we have p =K∗v(p).
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For M ⊂ V ∗/K∗ the hull M is the smallest subspace of PG(k − 1, q) containing M
(cf. [7]). Let H denote the set of all hyperplanes of the projective space PG(k − 1, q). Let
P = {p1, . . . , pn} ⊂ V ∗/K∗ be an n-set of points of PG(k− 1, q). Then P is an [n, k, d]q -
projective system if the hull P = V ∗/K∗ and d = n−max{|P ∩H ||H ∈ H}. Here, P is an
[n, k, d]q -projective system if and only if v(P ) is an [n, k, d]q -system of V.
Denote by C(v, P ) = C(v(P )) the [n, k, d]q -linear code deﬁned in Proposition 1 by
the [n, k, d]q -system v(P ). If v1, v2 : V ∗/K∗ → V ∗ are two vector representations
then the codes C(v1, P ) and C(v2, P ) are isomorphic because, for f ∈ Vˆ and x ∈ P ,
we have f (v1(x)) = 0 if and only if f (v2(x)) = 0, hence wt(f v1(p1), . . . , f v1(pn)) =
wt(f v2(p1), . . . , f v2(pn)).
We call a collineation  := V ∗/K∗ → V ∗/K∗ projective if  is induced by a linear
bijection ˜ : V → V , i.e. (p)=K∗˜(v(p)).
Let P ={p1, . . . , pn} ⊂ V ∗/K∗ be an [n, k, d]q -projective system, and let Aut P denote
the group of all projective collineations  with (P )= P .
For  ∈ Aut P there is exactly one permutation  ∈ Sn with p(i) = −1(pi). Let ˜ :
V → V be a linear bijection inducing . Then there are d1, . . . , dn ∈ K∗ with div((pi))=
˜(v(pi)). Put d˜ = (d1, . . . , dn).
Every permutation  ∈ Sn induces a linear bijection
˜ : Kn → Kn, x = (x1, . . . , xn) → x= (x−1(1), . . . , x−1(n))
and every d= (d1, . . . , dn) ∈ (K∗)n induces a linear bijection
d˜ : Kn → Kn, x = (x1, . . . , xn) → xd= (x1d1, . . . , xndn).
The linear bijection (d; ) = ˜ ◦ d˜, x → (xd) is called a monomial bijection (cf. [4, p.
202], [8, p. 1348]). Every monomial bijection is weight preserving.
Now let us return to the linear bijection ˜ : V → V inducing the collineation . Since
˜r : Vˆ → Vˆ , f → f ◦ ˜ is a linear bijection the mapping  : C(v, P ) → C(v, P ),
cf → cf ◦˜ is a linear bijection. For f ∈ Vˆ we have
(cf )= (f ˜(v(pi)))= (f (div((pi))))= (dif (v(p−1 (i))))= (d˜; )(cf );
i.e.,  is a monomial automorphism of the linear code C(v, P ) with diagonal part d˜ and
permutation part  (cf. [8, p. 1350]).
Let MAutC(v, P ) and MAutprC(v, P ) denote the groups of all monomial automor-
phisms ofC(v, P ) and of all permutation parts of themonomial automorphisms ofC(v, P ).
Proposition 2. LetP={p1, . . . , pn}bean [n, k, d]q -projective system.Denote∼:Aut P →
GL(k, q),  → ˜ a mapping such that ˜ induces . Then the mapping
 :
{
Aut P → MAutC(v, P )
 → (d˜; )
is injective and the mapping
 :
{
Aut P → MAutprC(v, P )
 → 
is an antimonomorphism.
92 H.-J. Kroll, R. Vincenti /Discrete Mathematics 301 (2005) 89–105
Proof. Let ,  ∈ Aut P . For  =  we have −1 = −1, thus there is an i ∈ {1, . . . , n}
with −1(pi) = −1(pi), and hence (i) = (i). Therefore and  are injective. Also,
p(i) = ()−1(pi)= −1−1(pi)= −1(p(i))= p(i);
hence ( ◦ )=()(). 
Let C be an [n, k, d]q -linear t-error-correcting code, I ⊂ {1, . . . , n} a set of information
positions and S ⊂ MAut C. Then S is called a permutation decoding set, a PD-set for
short, if for every subset B ⊂ {1, . . . , n} with |B| t there exists an automorphism in S
with permutation part  s.t. (B) ∩ I = ∅. (cf. [8, p. 1413]). A lower bound for a PD-set S
is given in the next result.
Theorem 3 (Gordon [3], cf. [8]). Let S be a PD-set for a t-error-correcting [n, k]-code
with redundancy r = n− k. Then
|S|
⌈
n
r
⌈
n− 1
r − 1 · · ·
⌈
n− t + 1
r − t + 1
⌉
· · ·
⌉⌉
.
Let P ={p1, . . . , pn} be an [n, k, d]q -projective system, I ⊂ {1, . . . , n}with |I |=k and
PI = {pi | i ∈ I }. Then I is a set of information positions of C(v, P ) if and only if PI is a
set of independent points of the projective space PG(k − 1, q). Let PI be an independent
k-set and  ⊂ Aut P . Then  is a PD-set with respect to PI if for every subset B ⊂ P with
|B|(d − 1)/2 there is an automorphism  ∈  with (B) ⊂ P \PI .
By Proposition 2 the set  is a PD-set for (P, PI ) if and only if S =() is a PD-set for
the codeC(v, P ). Therefore the problem to ﬁnd a PD-set for the codeC(v, P ) is reduced to
the problem to ﬁnd a PD-set for (P, PI ). If the automorphism group Aut P is large it might
be promising to ﬁnd a PD-set  in Aut P or equivalently in any isomorphic permutation
group. In this context we generalize the notion of a PD-set for any permutation group (P,	),
where 	 is a subgroup of the symmetric group on the set P. Let I ⊂ P , t ∈ N and  ⊂ 	.
Then  is called a t-PD-set for I, if for every subset B ⊂ P with |B| t there is a  ∈ 
with (B) ⊂ P \I .
Remark. If  is a t-PD-set for I ⊂ P and  ∈ Aut P , then  is a t-PD-set for (I ). If
−1 ∈  then the t-PD-set  contains the identity.
Proposition 4. Let P be an [n, k, d]q -projective system of PG(k − 1, q), let I ⊂ P , and
let  ⊂ Aut P be a PD-set with respect to I. Also, let D ⊂ P with |D|(d − 1)/2 and
(D)=D for all  ∈  such that P0 = P \D generates PG(k − 1, q). Then
(1) D ∩ I = ∅;
(2) P0 is an [n0, k, d0]q -projective system with n0 = n− |D| and d0d;
(3)  is a PD-set for the projective system P0 with respect to I.
Proof. (1) From (D) = D for all  ∈  and D ∩ I = ∅ it follows that (D) ∩ I = ∅
contradicting the assumption that  is a PD-set.
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(2) Clearly, P0 is a projective system with n0 = n− |D|. For H ∈ H,
H ∩ P0 =H ∩ P \H ∩D. Hence
|H ∩ P0| = |H ∩ P | − |H ∩D| |H ∩ P | − |D|;
thus max{|H ∩ P0||H ∈ H} max{|H ∩ P ||H ∈ H} − |D|. Therefore,
d0 = n0 −max{|H ∩ P0||H ∈ H}n−max{|H ∩ P ||H ∈ H} = d.
(3) By (1) we have I ⊂ P0. Since d0d and  is a PD-set for P, the set  is a PD-set
of P0. 
3. Embedded Benz planes as projective systems and examples of PD-sets
Let Q be an elliptic quadric or a cone with vertex s over a conic or a hyperbolic quadric
in the three-dimensional projective space PG(3, q) over the Galois ﬁeld K =GF(q). Then
(cf. [5, p. 4])
|Q| =
{
q2 + 1 if Q is elliptic,
q(q + 1)+ 1 if Q is a cone,
(q + 1)2 if Q is hyperbolic.
(1)
Let H ∈ H be a plane of PG(3, q). If Q is elliptic, then the intersection Q ∩ H is a point
or a conic. If Q is a cone, thenQ ∩H is the vertex s or a line or the union of two lines or a
conic. If Q is hyperbolic, thenQ ∩H is the union of two lines or a conic. Therefore,
max{|Q ∩H | | H ∈ H} =
{
q + 1 if Q is elliptic,
2q + 1 otherwise. (2)
Eqs. (1), (2) and Proposition 4, give the following result.
Proposition 5. (1) If Q is elliptic, then P =Q is a [q2+1, 4, q(q−1)]q -projective system.
(2) If Q is a cone, then P =Q\{s} is a [q(q + 1), 4, q(q − 1)]q -projective system.
(3) If Q is hyperbolic, then P =Q is a [(q + 1)2, 4, q2]q -projective system.
As in Proposition 5 let P =Q\{s} ifQ is a cone and P =Q otherwise. For a planeH ∈ H
we call the plane section Q ∩ H non-trivial if Q ∩ H is a conic. Let C denote the set of
all non-trivial plane sections of Q. Then (P,C) is a miquelian Benz plane, i.e., a miquelian
Möbius, Laguerre or Minkowski plane if Q is an elliptic quadric, a cone or a hyperbolic
quadric, respectively.
The miquelian Benz planes can be represented as chain geometries (K,L) over the
unitary K-algebras L of rank 2 (cf. [1]). In this context we need only the set of points P(L)
of(K,L) and a subgroup of the automorphism group of(K,L). LetL∗ denote the group
of the units of L. The set of points of (K,L) is the projective line
P(L)= {L∗(x, y)|x, y ∈ L, ∃a, b ∈ L : xa + yb = 1}.
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The linear group GL(2, L) over L is the group of the (2× 2)-matrices
A=
(
a11
a12
a21
a22
)
with aij ∈ L and a11a22 − a12a21 ∈ L∗. The projective linear group PGL(2, L) con-
sists of the permutations 
 of P(L) induced by the matrices A ∈ GL(2, L) as follows:

 : L∗(x, y) → L∗(x, y)A (cf. [1]).
The group PGL(2, L) is a subgroup of the automorphism group of (K,L). Also, ev-
ery automorphism  of L with K = K induces an automorphism  : P(L) → P(L),
L∗(x, y) → L∗(x, y) of (K,L) (cf. [1, p. 99]).
LetA0(L,K)denote the group of all automorphisms ofLwithK ⊂ Fix . Ifwe identify
the automorphisms  ∈A0(L,K) with the induced automorphisms  of (K,L), the set
MK(K,L)=PGL(2, L)◦A0(L,K) is a subgroup of the automorphism group of(K,L).
The product PGL(2, L) ◦A0(L,K) is faithful (cf. [1, p. 100]).
The algebras L of rank 2 over K = GF(q) are the quadratic ﬁeld extension GF(q2), the
dual numbersD=K+Kwith 2=0 and the anormal complex numbersA=K×K with
componentwise addition and multiplication (cf. [1]). In each case there is an automorphism
− : L → L with K ⊂ Fix− and z = z for all z ∈ L, namely z → zq , x + y → x − y,
and (x, y) → (y, x), respectively.
The chain geometry(K,L) is aMöbius, Laguerre andMinkowski plane, ifL=GF(q2),
L=D and L=A, respectively.
Let V =K × L×K denote the direct sum of the vector spaces K , L, and K. Then
B :
{
P(L)→ V ∗/K∗
L∗(x, y) → K∗(xx, xy, yy)
is a well deﬁned and injective mapping (cf. [6]). The image B(P(L) = P consists of the
regular points of the quadricQ= {K∗(x0, z, x3) ∈ V ∗/K∗ | zz− x0x3 = 0}.
Also , for every  ∈ MK(K,L) the bijection BB−1 : P → P is an automorphism of
P (cf. [6]). Hence
B∗ :
{
MK(K,L)→ Aut P
 → BB−1
is amonomorphism. SinceB andB∗ are injectivemappings, the following result is obtained.
Lemma 1. Let L be a unitary algebra of rank 2 over the ﬁeld K and  a t-PD-set for
I ⊂ P(L) with |I | = 4. ThenB∗() is a PD-set of the projective systemB(P(L)) forB(I )
if B(I ) is an independent set of the projective space V ∗/K∗.
In the following, for an algebra L let us identify the element x ∈ Lwith the pointL∗(x, 1)
of the projective line P(L), and the point L∗(1, 0) with∞.
For a ∈ L we denote by a+ the translation induced by the matrix
(
1
a
0
1
)
, and form ∈ L∗
letm• be the bijection induced by
(
m
0
0
1
)
. Also, denote by  : P(L)→ P(L) the involution
induced by the martix
(
0
1
1
0
)
.
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For x ∈ L we have a+(x) = a+(L∗(x, 1)) = L∗(x + a, 1) = x + a, m•(x) = xm, and
a+(∞)=∞=m•(∞). For x ∈ L∗ we have (x)= L∗(1, x)= x−1 and (∞)= 0.
Proposition 6. Let K = GF(3) and L= GF(32)=K(w) with w2 = 2. Then
= {id, (1+ 2w)+2•, w+2•, 2+(2w)•1+}
is a 2-PD-set for I = {0, 1, 2, w} and B(I ) is an independent set of the projective space
V ∗/K∗. The lower bound for a 2-PD-set for I is 4.
Proof. Put 0 = id, 1 = (1+ 2w)+2•, 2 = w+2•, 3 = 2+(2w)•1+ and Ai = −1i (I ).
Then
A0 = {0, 1, 2, w}, A1 = {1+ 2w, 2w, 2+ 2w, 1+ w},
A2 = {∞, 2+ w, 1+ w, 2w}, A3 = {2+ w, 2w + 2,∞, 2w + 1}.
Let B = {b0, b1} ⊂ L= L ∪ {∞}. Then
i (B) ⊂ L\I ⇐⇒ B ⊂ L\Ai ⇐⇒ B ∩ Ai = ∅.
LetB∩Ai = ∅ for i=0, 1, 2. We may assume b0 ∈ A0. SinceA0∩A1=∅,A0∩A2=∅
and A0 ∩ A3 = ∅, so we have b0 /∈A1, A2, A3. Therefore B ∩ A1 = ∅, B ∩ A2 = ∅ and
b0 /∈A1, A2 implies b1 ∈ A1 ∩A2={2w, 1+w}. Hence b0, b1 /∈A3, i.e., B ∩A3=∅, thus
3(B) ⊂ L\I .
The image of I under B is
B(I )= {K∗(0, 0, 1),K∗(1, 1, 1),K∗(1, 2, 1),K∗(1, w, 1)},
where the middle component is in the quadratic extension L. Since (0, 0, 1), (1, 1, 1),
(1, 2, 1), (1, w, 1) are linear independentB(I ) is an independent set ofV ∗/K∗. ByTheorem
3 we have ||
⌈
10
6
⌈
9
5
⌉⌉
= 4. 
Proposition 7. Let K = GF(4) = Z2(d) with d2 = d + 1 and L = GF(42) = K(w) with
w2=w+d . Put 0= id, 1=d+, 2= (dw)+, 3= (d+dw)+, 4= (1+d+ (1+d)w)•,
5=41+, 6= (1+d)+1+d•, 7=6w+, 8=61+, 9=6(1+w)+, and i=i−62
for i = 10, . . . , 15. Then  = {i | 0 i15} is a 5-PD-set for I = {0, 1, w, 1 + w}, and
B(I ) is an independent set of the projective space V ∗/K∗. The lower bound on the size for
a 5-PD-set for I is 10.
Proof. Put Ai = −1i (I ), and D = A0 ∪ A1, U = A2 ∪ A3. Note that 2(U) = D and
L= A0
.∪A1
.∪A2
.∪A3
.∪{∞} is a disjoint union. Then
A0 = {0, 1, w, 1+ w}, A1 = {d, 1+ d, d + w, 1+ d + w},
A4 = {0, w, d + w, d}, A5 = {1, 1+ w, 1+ d + w, 1+ d},
A6 = {d, 1, 1+ w,w}, A7 = {d + w, 1+ w, 1, 0},
A8 = {1+ d, 0, w, 1+ w}, A9 = {1+ d + w,w, 0, 1}.
Note that Ai ⊂ D for i = 4, . . . , 9, and A4 ∩ A5 = ∅, A4 ∪ A5 =D.
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Let B ⊂ Lwith |B|= 5 and assume B ∩Ai = ∅ for i= 0, 1, 2, 3. Then two cases occur:
|D ∩ B| = 2 or |U ∩ B| = 2.
Case 1: |D ∩B| = 2. Let {b0, b1} =D ∩B with b0 ∈ A0, b1 ∈ A1. Assume B ∩Ai = ∅
for i = 4, 5, 6, 8.
Case 1.1: b0 ∈ A4∩A0={0, w}. Then b0 /∈A5. Hence b1 ∈ A5∩A1={1+d, 1+d+w}
because of A5 ∩ B = ∅, A5 ⊂ D, thus b1 /∈A6, A7, and b0 /∈A6 or b0 /∈A7. Hence b0,
b1 /∈A6 or b0, b1 /∈A7. So, for j = 6 or j = 7 we have B ∩ Aj = ∅, thus j (B) ∩ I = ∅.
Case 1.2: b0 ∈ A5 ∩A0 = {1, 1+w}. Then b0 /∈A4. Hence b1 ∈ A4 ∩A1= {d, d +w},
thus b1 /∈A8, A9, and b0 /∈A8 or b0 /∈A9. Hence for j = 8 or j = 9 we have j (B)∩ I =∅.
Case 2: |U ∩ B| = 2. Then 2 = |2(U ∩ B)| = |D ∩ 2(B)|. By Case 1 there is an
i ∈ {4, . . . , 9} with ∅ = i2(B) ∩ I = i+6(B) ∩ I .
The image of I under B is
B(I )= {K∗(0, 0, 1),K∗(1, 1, 1),K∗(d,w, 1),K∗(d, 1+ w, 1},
where, as before, the middle component is in L. Since (0, 0, 1), (1, 1, 1), (d,w, 1), (d, 1+
w, 1) are linearly independent, B(I ) is an independent set of V ∗/K∗.
The lower bound on the size of a PD-set is here⌈
17
13
⌈
16
12
⌈
15
11
⌈
14
10
⌈
13
9
⌉⌉⌉⌉⌉
= 10. 
Let D=K +K be the algebra of the dual numbers over K. For y ∈ K we identify the
point D∗(1, y) with (∞, y). For y = 0 we have ∞= (∞, 0). For b ∈ K let b++ denote
the permutation of the projective line P(L) induced by the matrix
(
1
0
b
1
)
.
Proposition 8. Let K = GF(3) and D=K +K the dual numbers over K. Then
= {id, 2•(1+ )+, 2•2+2+2•(2+ )+2++}
is a 2-PD-set for I ={0, 1, 2, }.B(I ) is an independent set of the projective space V ∗/K∗.
The lower bound for a 2-PD-set for I is 3.
Proof. Put 0 = id, 1 = 2•(1 + )+, 2 = 2•2+2+2•(2 + )+2++ and Ai = −1i (I ).
Then A0 = I and A1 = {(∞, 0), 1+ 2, 2, (∞, 2)}, A2 = {2+ , 1+ , (∞, 1), 2+ 2}.
Let B ⊂ P(L) with |B| = 2. Since P(L)= A0
.∪A1
.∪A2 is a disjoint union there is an
i ∈ {0, 1, 2} with B ∩ Ai = ∅; hence i (B) ⊂ P(L)\I .
As in the proof of Proposition 6 the image B(I ) is an independent set. Here we have
||
⌈
12
8
⌈
11
7
⌉⌉
= 3. 
Remark. The mappings 1 and 2 are induced by the matrices(
0 1
2 1+ 
)
and
(
2+  1
2+ 2 
)
.
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Lemma 2. LetM = {x1, x′1, x2, x′2, y1, y′1, y2, y′2} be a set of eight elements, and let
A0 = {x1, x′1, x2, x′2}, A1 = {y1, y′1, y2, y′2}, A2 = {x1, x′1, y1, y′1},
A3 = {x2, x′2, y2, y′2}, A4 = {x1, x′1, y2, y′2}, A5 = {x2, x′2, y1, y′1}.
For every 2-set B = {b0, b1} ⊂ M there exists an i ∈ {0, 1, 2, 3, 4, 5} with Ai ∩ B = ∅.
Proof. Let B ∩ Aj = ∅ for j = 0, 1, 2, 3. SinceM = A0
.∪A1 is a disjoint union we may
assume b0 ∈ A0 and b1 ∈ A1.
Case 1: b0 ∈ A2. Then b0 ∈ A0 ∩ A2 = {x1, x′1}, and hence b0 /∈A3, A5. Also, b1 ∈ A3
because of A2 ∩ A3 = ∅, hence b1 ∈ A1 ∩ A3 = {y2, y′2}, and thus b1 /∈A5. Therefore
A5 ∩ B = ∅.
Case2:b0 ∈ A3.By analogywithCase 1wehaveb0 /∈A2, A4 andb1 ∈ A1∩A2={y1, y′1},
hence b1 /∈A4 and thus A4 ∩ B = ∅. 
Let A = K × K be the algebra of the anormal complex numbers over K. For x, y ∈ K
we identify the point A∗((x, 1), (1, 0)) with (x,∞), and the point A∗((1, y), (0, 1)) with
(∞, y). Also, put (∞,∞) =∞. With these notations the projective line P(A) = K × K
where K =K ∪ {∞} is the projective line over K, and the mapping
B : (x, y) →


K∗(xy, x, y, 1) for x, y ∈ K,
K∗(x, 0, 1, 0) for x ∈ K, y =∞,
K∗(y, 1, 0, 0) for y ∈ K, x =∞,
K∗(1, 0, 0, 0) for x = y =∞.
For every bijection  : K → K , let
´ : K ×K → K ×K, (x, y) → ((x), y),
` : K ×K → K ×K, (x, y) → (x, (y)),
ˆ= ´ ◦ `.
For every mapping  ∈ PGL(2,K) the bijections ´ and ` are inMK(A,K) (cf. [12]).
Let I = {(0, 0), (1, 0), (0, 1), (1, 1)}. Then the subset
B(I )= {K∗(0, 0, 0, 1),K∗(0, 1, 0, 1),K∗(0, 0, 1, 1),K∗(1, 1, 1, 1)}
of the hyperbolic quadric B(K ×K) is an independent set of PG(3,K).
Proposition 9. LetK=GF(3) andA=K×K the algebra of the anormal complex numbers
over K. Let = 2•, = 2•, 
= 2+, = 1+ ∈ PGL(2,K). Then
= {id, ´, `, ˆ, ´, ´, 
´, ´}
is a 4-PD-set for I={(0, 0), (1, 0), (0, 1), (1, 1)}.The lower bound on the size for a 4-PD-set
for I is 7.
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Proof. Put 0= id, 1= ´, 2= `, 3= ˆ, 4= ´, 5= ´, 6= 
´, 7= ´ and Ai =−1i (I ).
Then
A0 = {(0, 0), (1, 0), (0, 1), (1, 1)}, A1 = {(∞, 0), (2, 0), (∞, 1), (2, 1)},
A2 = {(0,∞), (0, 2), (1,∞), (1, 2)}, A3 = {(∞,∞), (2, 2), (2,∞), (∞, 2)},
A4 = {(0, 0), (2, 0), (0, 1), (2, 1)}, A5 = {(∞, 0), (1, 0), (∞, 1), (1, 1)},
A6 = {(1, 0), (2, 0), (1, 1), (2, 1)}, A7 = {(0, 0), (0, 1), (∞, 0), (∞, 1)}.
Let B = {b0, b1, b2, b3} ⊂ K × K . Let B ∩ Ai = ∅ for i = 0, 1, 2, 3, 4, 5. Since K ×
K = ∪3i=0Ai is a disjoint union we may assume bi ∈ Ai for i = 0, 1, 2, 3. We have
A4 ∪A5 =A0 ∪A1 % b0, b1. Also, A6, A7 ⊂ A0 ∪A1 and (A0 ∪A1) ∩ B = {b0, b1}. By
Lemma 2, A6 ∩ B = ∅ or A7 ∩ B = ∅, hence 6(B) ∩ I = ∅ or 7(B) ∩ I = ∅.
Again by Theorem 3, the lower bound on the size of a PD-set is & 1612& 1511& 1410& 139 '''' = 7.

Proposition 10. LetK=GF(4)=Z2(d)with d2=d+1 andA=K×K the algebra of the
anormal complex numbers over K. Let = d+, = (d + 1)•, 
= d•, = 1+ ∈ PGL(2,K).
Put
0 = id, 1 = `, 2 = ´, 3 = ˆ, 4 = `, 5 = ``, 6 = 
`,
7 = 
``, 8 = ´`, 9 = ´``, 10 = ´
`, 11 = ´
``, 12 = `,
13 = ``, 14 = ``, 15 = ``, 16 = ´`, 17 = ´``,
18 = ´``, 19 = ´``.
Then the following hold:
(1) 1={i | 0 i11} is a 5-PD-set for I={(0, 0), (1, 0), (0, 1), (1, 1)}.The lower bound
on the size for a 5-PD-set for I is 6.
(2) 2= {i | 0 i19} is a 7-PD-set for I. The lower bound on the size for a 7-PD-set for
I is 11.
(3) 1 is a 5-PD-set ofK ×K for I. The lower bound on the size for a 5-PD-set for I is 10.
Proof. Put Ai = −1i (I ), and L= A0 ∪ A1, R = A2 ∪ A3. Then,
A0 = {(0, 0), (1, 0), (0, 1), (1, 1)},
A1 = {(0, d), (1, d), (0, d + 1), (1, d + 1)},
A2 = {(d, 0), (d + 1, 0), (d, 1), (d + 1, 1)},
A3 = {(d, d), (d + 1, d), (d, d + 1), (d + 1, d + 1)},
A4 = {(0, 0), (1, 0), (0, d), (1, d)},
A5 = {(0, 1), (1, 1), (0, d + 1), (1, d + 1)},
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A6 = {(0, 0), (1, 0), (0, d + 1), (1, d + 1)},
A7 = {(0, 1), (1, 1), (0, d), (1, d)},
A8 = {(d, 0), (d + 1, 0), (d, d), (d + 1, d)},
A9 = {(d, 1), (d + 1, 1), (d, d + 1), (d + 1, d + 1)},
A10 = {(d, 0), (d + 1, 0), (d, d + 1), (d + 1, d + 1)},
A11 = {(d, 1), (d + 1, 1), (d, d), (d + 1, d)},
A12 = {(0,∞), (1,∞), (0, 1), (1, 1)},
A13 = {(0,∞), (1,∞), (0, 0), (1, 0)},
A14 = {(0,∞), (1,∞), (0, d + 1), (1, d + 1)},
A15 = {(0,∞), (1,∞), (0, d), (1, d)},
A16 = {(d,∞), (d + 1,∞), (d, 1), (d + 1, 1)},
A17 = {(d,∞), (d + 1,∞, ), (d, 0), (d + 1, 0)},
A18 = {(d,∞), (d + 1,∞), (d, d + 1), (d + 1, d + 1)},
A19 = {(d,∞), (d + 1,∞), (d, d), (d + 1, d)},
where Aj ⊂ L for j = 4, 5, 6, 7, Ak ⊂ R for k = 8, 9, 10, 11 and Aj ⊂ L∞ = L ∪
{(0,∞), (1,∞)} for j = 12, 13, 14, 15 and Ak ⊂ R∞ = R ∪ {(d,∞), (d + 1,∞)} for
k = 16, 17, 18, 19.
(1) LetB={b0, b1, b2, b3, b4} ⊂ K×K and assumeB∩Aj = ∅ for j=0, 1, 2, 3. Since
A0
.∪A1
.∪A2
.∪A3 is a disjoint union we may assume bj ∈ Aj for j = 0, 1, 2, 3, hence
b0, b1 ∈ L and b2, b3 ∈ R, and thus |B ∩L| = 2 or|B ∩R| = 2. Without loss of generality
we may assume |B ∩ L| = 2. By Lemma 2 there exists an i ∈ {4, 5, 6, 7}with b0, b1 /∈Ai .
Because of B ∩ L= {b0, b1} and Ai ⊂ L we have Ai ∩ B = ∅, hence i (B) ∩ I = ∅.
The lower bound on the size of a PD-set is here⌈
25
21
⌈
24
20
⌈
23
19
⌈
22
18
⌈
21
17
⌉⌉⌉⌉⌉
= 6.
(2) Let B ⊂ K × K with |B| = 7. If |B ∩ L|2 or |B ∩ R|2 then there exists a
 ∈ 1 with (B) ∩ I = ∅. So we may assume |B ∩ L|, |B ∩ R|3. Then |B ∩ L∞| = 3
or |B ∩ R∞| = 3. Without loss of generality we may assume |B ∩ L∞| = 3. Then (0,∞),
(1,∞) /∈B and there exists y ∈ K with (0, y), (1, y) /∈B. Inspecting the setsA12,A13,A14,
A15 we see that there is j ∈ {12, 13, 14, 15} with (0, y), (1, y) ∈ Aj ; hence B ∩ Aj = ∅,
thus j (B) ∩ I = ∅.
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Here the lower bound is
⌈
25
21
⌈
24
20
⌈
23
19
⌈
22
18
⌈
21
17
⌈
20
16
⌈
19
15
⌉⌉⌉⌉⌉⌉⌉
= 11.
(3) follows by (1) from the fact that (K ×K)=K ×K for all  ∈ 1. The bound is
⌈
16
12
⌈
15
11
⌈
14
10
⌈
13
9
⌈
12
8
⌉⌉⌉⌉⌉
= 10. 
The next result follows from Proposition 2, 5, 6, 8, 9 and Lemma 1.
Proposition 11. Let Q be a quadric in PG(3, 3) and let v be a vector representation.
(1) If Q is elliptic, thenC(v,Q) is a 2-error-correcting [10, 4, 6]3-code admitting a PD-set
S of minimum size 4.
(2) If Q is a cone with vertex s, then C(v,Q\{s}) is a 2-error-correcting [12, 4, 6]3-code
admitting a PD-set S of minimum size 3.
(3) If Q is hyperbolic, then C(v,Q) is a 4-error-correcting [16, 4, 9]3-code admitting a
PD-set S of size 8.
Propositions 2, 7, and Lemma 1 imply the following result.
Proposition 12. Let Q be an elliptic quadric in PG(3, 4) and let v be a vector repre-
sentation. Then C(v,Q) is a 5-error-correcting [17, 4, 12]4-code admitting a PD-set S of
size 16.
Proposition 13. Let Q be a hyperbolic quadric in PG(3, 4) and let v be a vector represen-
tation. Then
(1) C(v,Q) is a [25, 4, 16]4-code admitting a PD-set S of size 20.
(2) Let p ∈ Q and [p] the union of the two generators on Q passing through p. Then
C(v,Q\[p]) is a [16, 4, 9]4-code admitting a PD-set S of size 12.
Proof. (1) This follows from Proposition 2, 10 and Lemma 1.
(2) Put A=Q\[p]. Note ﬁrst that
max{|A ∩H ||H ∈ H} = |A| − (2q + 1)= q(q − 2)+ 1= 9.
Hence C(v, A) is a 4-error but not 5-error-correcting code. Since the automorphism group
of Q operates transitively on Q we may assume p=B(∞,∞). The assertion now follows
by (3) from Proposition 10. 
Remark. The lower bound on the size of the codes in Proposition 13 is 11 and 7, respec-
tively.
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4. Automorphisms of the celtic variety
Let K be a commutative ﬁeld and K5 the ﬁve-dimensional vector space over K.
Let K =K ∪ {∞} denote the projective line over K. The mapping
p :


K ×K → K5∗/K∗,
(s, u) →


K∗(us, u, s, 1, s2) for s, u ∈ K,
K∗(u, 0, 0, 0, 1) for s =∞, u ∈ K,
K∗(s, 1, 0, 0, 0) for s ∈ K, u=∞,
K∗(1, 0, 0, 0, 0) for s =∞, u=∞
is injective.
The image P = p(K × K) is the ruled rational normal variety of order 3 in the four-
dimensional projective space PG(4,K) (cf. [2], Ch. 13,7.,8.,9. and [11]). The line L =
p(K × {∞}) and the conic C = p(K × {0}) are called the minimum-order directrix and
the maximum-order directrix. The surface P can be generated by the projectivity that maps
any point ls = p(s,∞) of L to the point cs = p(s, 0) of C and is ruled by the generators
Gs = p({s} ×K) joining corresponding points. We call the celtic variety.
Lemma 3. Every automorphism  ∈ Aut P ﬁxes the line-directrix L and maps every gen-
erator Gs to a generator Gs′ .
Proof. It is enough to note that L is the unique line on P intersecting the generators and
that there are no other lines contained in P than L and the generators ([2,11]). 
For m, b, c ∈ K , m = 0, let [m, b], [m, b, c],  denote the projective collineations of
PG(4,K) induced by the respective matrices

m 0 0 0 0
b 1 0 0 0
0 0 m 0 2mb
0 0 b 1 b2
0 0 0 0 m2

 ,


m 0 0 0 0
0 m 0 0 0
b c 1 0 0
0 b 0 1 0
c 0 0 0 1

 ,


0 1 0 0 0
1 0 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0

 .
Proposition 14. (1)A= {[m, b] | m, b ∈ K,m = 0} is a subgroup of Aut P .
(2)  ∈ Aut P .
(3) For every  ∈A ∪ {} we have (L)= L and (C)= C.
(4)N= { ∈ Aut P | ∀s ∈ K : (Gs)=Gs} is a normal subgroup of Aut P . For every
 ∈N, L ⊂ Fix .
(5)N′ = {[m, b, c] |m, b, c ∈ Km = 0} is a subgroup ofN.
Proof. (1) For [m, b], [m′, b′] ∈A we have [m′, b′] ◦ [m, b]= [mm′, bm′ +b′]. Hence the
afﬁne group Aff(K), i.e. the group of the bijections : K → K , x → xm + b (m, b ∈ K ,
m = 0), is isomorphic toA. ThusA is a subgroup of the automorphism group of PG(4,K).
For [m, b] ∈A and p(s, u) ∈ P we have
[m, b](p(s, u))=
{
p(sm+ b, u) for s ∈ K, u ∈ K
p(∞, um−1) for s =∞, u ∈ K .
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Hence, [m, b](P ) ⊂ P and [m, b]−1(P )= [m−1,−bm−1](P ) ⊂ P , thus [m, b](P )= P .
(2) We have 2 = id and
(p(s, u))=


p(s−1, us−1) for s, u ∈ K, s = 0,
p(∞, u) for s = 0, u ∈ K,
p(0, u) for s =∞, u ∈ K,
p(s−1,∞) for s = 0,∞, u=∞;
hence (P )= P .
(3) This follows from (1) and (2).
(4) Clearly, N is a subgroup of Aut P . Let  ∈ AutP and  ∈ N. By Lemma 3,
(L)= L= (L), hence L ⊂ Fix  and, L ⊂ Fix −1, and thus −1 ∈N.
(5) Since [m′, b′, c′] ◦ [m, b, c] = [mm′, bm′ + b′, cm′ + c′] and [m, b, c]−1 =
[m−1,−bm−1,−cm−1] the setN′ is a subgroup of the automorphism group of PG(4,K).
For [m, b, c] ∈N′ and p(s, u) ∈ P we have
[m, b, c](p(s, u))=


p(s, um+ sc + b) for s, u ∈ K,
p(∞, um+ c) for s =∞, u ∈ K,
p(s,∞) for s ∈ K, u=∞,
p(∞,∞) for s = u=∞;
hence [m, b, c](Gs)=Gs , and [m, b, c](P )= P . 
Remark. By Proposition 14 the subgroup 	 = { ∈ Aut P | (C) = C} is isomorphic to
PGL(2,K). The group Aut P can be written as faithful product ofN and PGL(2,K) if we
identify the elements of 	 with those of PGL(2,K). It can be proved thatN′ =N.
Now, letK =GF(q). Then |P | = (q + 1)2. LetH ∈ H be a hyperplane. The intersection
P ∩ H is the union of a generator and a conic or the union of two generators and L
or the union of one generator and L or L or a cubic curve (cf. [10, Lemma 11]). Hence
max{|P ∩H ||H ∈ H} = 3q + 1. Since P generates PG(4, q) we obtain the ﬁrst two parts
of the next result.
Proposition 15. Let v be a vector representation of PG(4, q).
(1) C(v, P ) is a [(q + 1)2, 5, q(q − 1)]q -linear code.
(2) C(v, P \L) is a [q(q + 1), 5, q(q − 1)]q -linear code.
(3) Let q4 and I ⊂ P an independent set of PG(4, q). If I ∩ L = ∅, then there is no
PD-set for I.
Proof. (3) For q4 the inequality (q + 1)2> 5q + 2 holds; hence
⌊
q(q + 1)− 1
2
⌋
q + 1= |L|.
Lemma 3 and Proposition 5 now yield the assertion. 
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Proposition 16. Let P be the celtic variety in PG(4, 3) and let
I ′ = {p(0, 1), p(0, 2), p(1,∞), p(2, 1), p(∞, 0)}.
Then  = {id, [1, 1], [1, 1][1, 1][1, 1, 0]} is a 2-PD-set for I ′. The lower bound for a
2-PD-set of P is 3.
Proof. Put 0 = id, 1 = [1, 1], 2 = [1, 1][1, 1][1, 1, 0] and Ai = −1i (I ). Then A0 = I
and
A1 = {p(∞, 1), p(∞, 2), p(0,∞), p(1, 2), p(2, 0)},
A2 = {p(1, 1), p(1, 0), p(∞,∞), p(0, 0), p(2, 2)}.
Let B ⊂ P with |B| = 2. Since A0 ∩ A1 = ∅, A0 ∩ A2 = ∅, A1 ∩ A2 = ∅, there is an
i ∈ {0, 1, 2} with B ∩ Ai = ∅, hence i (B) ∩ I = ∅. 
Remarks. 1. The mappings 1 and 2 are induced by the matrices

0 1 0 0 0
1 1 0 0 0
0 0 1 2 0
0 0 1 1 1
0 0 0 1 0

 ,


1 1 0 0 0
2 1 0 0 0
1 1 0 2 1
2 1 2 1 1
0 0 1 1 1

 .
2. Note that I ′ is an independent set of PG(3,K) if char K = 2.
3. Let q = 3, I ⊂ P an independent set of PG(4, 3) with |I | = 5 and |I ∩ L| = 2, and
let  be a 2-PD-set for I. Then RestL = {|L | ∈ } is a 2-PD-set for I ∩ L, hence by
Theorem 1 we have
|RestL |
⌈
4
2
⌈
3
1
⌉⌉
= 6,
and thus ||6. This says that the size of a PD-set depends on the choice of the information
set I. The problem to determine a smallest PD-set of a code includes the problem to determine
a suitable set I of information positions (cf. also Proposition 15).
Propositions 15 and 16 give the following result.
Proposition 17. Let P be the celtic variety in PG(4, 3) and let v be a vector representation.
ThenC(v, P ) is a 2-error-correcting [16, 5, 6]3-code admitting a PD-set S of minimum size
3.
The set I = p({(0, 0), (0, 1), (1, 0), (1, 1), (∞, 0)}) is an independent set of PG(4,K).
Proposition 18. Let P be the celtic variety in PG(4, 4). Put
0 = id, 1 = [1, d, 1], 2 = [1, d][1, 0, d], 3 = 12,
4 = [d + 1, 0, 0], 5 = [d + 1, d, 0], 6 = [d, 0, 0], 7 = [d, d, 0],
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8 = [1, 0, 1], 9 = [1, d, 0], 10 = [1, 0, d], 11 = [1, 0, d + 1],
12 = [1, d][1, d], 13 = 12[1, 1, 0], 14 = [d + 1, 0, 1][1, d],
15 = [d + 1, d, 1][1, d], 16 = [d, 0, 1][1, d][1, 0, 1],
17 = [d, d, 1][1, d][1, 0, 1], 18 = [1, d][1, 0, d + 1],
19 = 29, 20 = 210, 21 = 211, 22 = , 23 = [1, 1, 0].
Then  = {i | 0 i23} is a 5-PD-set of P \L for I. The lower bound on the size of a
5-PD-set of P \L is 10.
Proof. Again put Ai = −1i (I ). Since the mapping p is injective we identify p(s, u) with
(s, u). Then
A1 = {(0, d), (0, d + 1), (1, d + 1), (1, d), (∞, 1)}
A2 = {(d, d + 1), (d, d), (1+ d, 1), (1+ d, 0), (∞, d)},
A3 = {(d, 1), (d, 0), (1+ d, d), (1+ d, 1+ d), (∞, 1+ d)},
A4 = {(0, 0), (0, d), (1, 0), (1, d), (∞, 0)},
A5 = {(0, 1+ d), (0, 1), (1, 1+ d), (1, 1), (∞, 0)},
A6 = {(0, 0), (0, d + 1), (1, 0), (1, d + 1), (∞, 0)},
A7 = {(0, 1), (0, d), (1, 1), (1, d), (∞, 0)},
A8 = A′0 ∪ {(∞, 1)}, where A′0 = A0\{(∞, 0)},
A9 = A′1 ∪ {(∞, 0}, where A′1 = A1\{(∞, 1)},
A10 = {(0, 0), (0, 1), (1, d), (1, 1+ d), (∞, d)},
A11 = {(0, 0), (0, 1), (1, 1+ d), (1, d), (∞, 1+ d)},
A12 = {(1, 0), (1, 1+ d), (0, 0), (0, d), (d, 0)},
A13 = {(1, 1), (1, d), (0, 1), (0, 1+ d), (d, 1)},
Now, let B = {b0, b1, b2, b3, b4} ⊂ P \L with Ai ∩ B = ∅ for i = 0, 1, 2, 3. Since
P \L=A0
.∪A1
.∪A2
.∪A3 is a disjoint union we may assume bi ∈ Ai for i= 0, 1, 2, 3. As
|B| = 5 we have |(A0 ∪ A1) ∩ B| = 2 or |(A2 ∪ A3) ∩ B| = 2.
Case 1: |(A0 ∪ A1) ∩ B| = 2.
Case 1.1: b0 = (∞, 0), b1 = (∞, 1). Let Ai ∩ B = ∅ for i = 10, 11, 12. Then (∞, d),
(∞, 1+d), (d, 0) ∈ B because ofB∩(A′0∪A′1)=∅. Hence (d, 1) /∈B, and thusA13∩B=∅.
Case 1.2: b0 = (∞, 0), b1 = (∞, 1). Then b1 /∈A′0 ∪ {(∞, 1)} =A8; hence A8 ∩B =∅.
Case 1.3: b0 = (∞, 0), b1 = (∞, 1). Let A4 ∩ B = ∅ and A5 ∩ B = ∅.
Case 1.3.1: b1 ∈ A4 ∩ A1 = {(0, d), (1, d)}. Then b1 /∈A5, A6, hence b0 ∈ A5 ∩ A0 =
{(0, 1), (1, 1), (∞, 0)}, hence b0 ∈ {(0, 1), (1, 1)}, thus b0 /∈A6, and thereforeA6 ∩B=∅.
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Case 1.3.2: b1 ∈ A5 ∩ A1 = {(0, 1 + d), (1, 1 + d)}. Then b1 /∈A4, A7, hence b0 ∈
A4 ∩ A0 = {(0, 0), (1, 0), (∞, 0)}, hence b0 ∈ {(0, 0), (1, 0)}, thus b0 /∈A7, and therefore
A7 ∩ B = ∅.
Case 2: |(A2 ∪A3)∩B| = 2. This case can be treated as Case 1 using the sets A14 up to
A23 instead of the sets A4 up to A13. 
Propositions 15 and 18 give the ﬁnal result.
Proposition 19. Let P be the celtic variety in PG(4, 4) and let v be a vector representa-
tion. Then C(v, P \L) is a ﬁve-error-correcting [20, 5, 12]4-code admitting a PD-set S of
size 24.
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