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FIRST ORDER LEAST SQUARES METHOD WITH WEAKLY IMPOSED
BOUNDARY CONDITION FOR CONVECTION DOMINATED
DIFFUSION PROBLEMS
HUANGXIN CHEN, GUOSHENG FU, JINGZHI LI, AND WEIFENG QIU
Abstract. We present and analyze a first order least squares method for convection dom-
inated diffusion problems, which provides robust L2 a priori error estimate for the scalar
variable even if the given data f ∈ L2(Ω). The novel theoretical approach is to rewrite the
method in the framework of discontinuous Petrov-Galerkin (DPG) method, and then show
numerical stability by using a key equation discovered by J. Gopalakrishnan and W. Qiu
[Math. Comp. 83(2014), pp. 537-552]. This new approach gives an alternative way to do
numerical analysis for least squares methods for a large class of differential equations. We
also show that the condition number of the global matrix is independent of the diffusion
coefficient. A key feature of the method is that there is no stabilization parameter chosen
empirically. In addition, Dirichlet boundary condition is weakly imposed. Numerical exper-
iments verify our theoretical results and, in particular, show our way of weakly imposing
Dirichlet boundary condition is essential to the design of least squares methods - numeri-
cal solutions on subdomains away from interior layers or boundary layers have remarkable
accuracy even on coarse meshes, which are unstructured quasi-uniform.
1. Introduction
In this paper, we present a robust a priori analysis of first order least squares method
with weakly imposed boundary condition for the following convection dominated diffusion
equation
−∆u+ β · ∇u+ cu = f in Ω, (1.1a)
u = g on ∂Ω, (1.1b)
where Ω ∈ Rd (d = 2, 3) is a polyhedral domain, 0 <  ≤ 1, c a function in L∞(Ω), f
a function in L2(Ω) and g a function in H1/2(∂Ω). Here, the variable flux β satisfies the
following assumption:
β · ∇ψ ≥ b0 > 0 in Ω, for some function ψ ∈ W 1,∞(Ω), (1.2a)
c− 1
2
∇ · β ≥ 0 in Ω. (1.2b)
According to [1], the assumption (1.2a) is satisfied if
β has no closed curves and |β(x)| 6= 0 for all x ∈ Ω.
Least squares methods have been frequently used to simulate solutions of partial differ-
ential equations arising from fluid dynamics and continuum mechanics. We refer to [7, 43]
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for comprehensive summary. It is well known that least squares methods have the following
desirable features: it leads to a minimization problem; its numerical stability is not sensi-
tive to the choice of finite element space or meshes; the resulting global stiffness matrices are
symmetric and positive definite; a practical a posteriori error estimator can be given without
any additional cost, and so on (see [5, 6, 14, 15, 17, 16, 18, 21, 22, 23, 26, 37, 48]).
Unfortunately, primitive least squares methods for convection dominated diffusion prob-
lems (1.1) have the following drawbacks. Firstly, if the term c − 1
2
∇ · β is not uniformly
bounded from below by a positive constant, L2 a priori error estimate of primitive least
squares methods will deteriorate as the diffusion coefficient  goes to zero, even when the
exact solution has no interior layers or boundary layers (see error estimates in [19, 41, 45]).
Secondly, primitive least squares methods show a very poor performance for convection
diffusion problem (1.1) with a sufficiently small diffusion coefficient, because large spuri-
ous oscillations are observed (see numerical experiments in [41]). We notice that in [41],
residual-free bubble strategy is used to address the second drawback. But, the least squares
method in [41] needs to compute basis functions element-wisely, which is relatively not easy
to implement.
It is well known that streamline diffusion method [10], residual free bubble methods [8,
9, 13], and DG methods [1, 40, 42, 32, 33] do not suffer from the above two drawbacks
of primitive least squares methods. We refer to [50, 52] as comprehensive summaries of
numerical methods suitable for convection dominated diffusion problems. We would like to
emphasize that none of these numerical methods (streamline diffusion method, residual free
bubble methods, DG methods) results in symmetric global stiffness matrices. Hence from
the point of view of solver design, the least squares method is more attractive than the
other methods mentioned before and many works have been contributed to this subject (e.g.
[16, 46]). Moreover, we derive that the condition number of linear system from our first order
least squares method is at most O(h−2), where h is the mesh size. In particular, the condition
number is independent of the diffusion coefficient. This property is important for designing
efficient solver, e.g., multilevel method, for the first order least squares approximation of
convection dominated diffusion equation.
In this paper, we propose and analyze our first order least squares method to address these
two drawbacks for primitive least squares methods. In fact, it is difficult to provide robust
L2 error estimate by the traditional approach of numerical analysis for least squares methods
in [7]. So, it is necessary to look for an alternative approach. We notice that a weighted
test function was used in [44] to obtain the L2 stability of the original DG method [49] for
the transportation reaction equation, and this idea was generalized to convection-diffusion-
reaction equation in [1] using the IP–DG methods. In this paper, we rewrite our method
in the framework of discontinuous Petrov-Galerkin (DPG) method, then show numerical
stability by using a key equation discovered in [39]. The advantage of this new approach is
that the weight function in [1] is shown to stay in some “equivalent” test function space (see
(3.7) in section 3) such that numerical stability can be obtained without using any projection
as in [1]. This approach is novel and useful to numerical analysis of least squares methods
for a large class of differential equations. This new approach of numerical analysis is also
different from traditional ones used for DPG method in [11, 27, 28, 29, 30]. We show that,
roughly speaking, using polynomials of degree k + 1 ≥ 1,
‖uh − u‖L2(Ω) + 1/2‖∇(u− uh)‖L2(Ω) ≤ Chk+1‖u‖Hk+2(Ω); (1.3)
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if 1/2 ≤ hK for any K ∈ Th,
‖u− uh‖L2(Ω) + 1/2‖∇(u− uh)‖L2(Ω) + ‖β · ∇(u− uh)‖L2(Ω)
≤Chk+1‖u‖Hk+2(Ω).
Here, the constant C is independent of . Thus, we can conclude that a priori error estimate
in (1.3) is robust with respect to the diffusion coefficient , which addresses the first draw
back. We also want to emphasize that the convergence result (1.3) shows our method has
L2 convergence rate even if f ∈ L2(Ω), which means our method does not have excessive
smoothness requirements than other methods. In order to overcome the second drawback,
we impose Dirichlet boundary condition in an weak way, such that the error along the
boundary layers will not propagate into the whole domain. We show the advantage of
imposing boundary condition weakly by numerical experiments. We notice that our way
of imposing boundary condition is similar to the weak imposition of Dirichlet boundary
condition in [12, 2, 51], which belongs to Nitsche’s method in [47]. However, we do not
have to choose any penalty terms empirically while [2] needs. We would like to emphasize
that weakly imposing boundary condition is essential to least squares methods while it
is incrementally helpful to streamline diffusion method and DG methods (see numerical
experiments in [2]). If boundary condition is imposed strongly, the numerical solutions
produced by streamline diffusion method and DG methods may have artificial oscillation
along boundary layers, while the accuracy in subdomains away from boundary layers is
still remarkable. However, according to our numerical experiments, if we impose boundary
condition strongly, then numerical solution of least squares methods will be polluted on
almost the whole domain by boundary layers. We have tried to add several stabilization
terms, which have been utilized by streamline diffusion method or DG methods, into least
squares methods to prevent propagation of error from boundary layers. None of them works
except weakly imposing boundary condition.
This paper is the first one which addresses the two drawbacks of least squares methods
for convection dominated diffusion problems. Now, we would like to compare with DPG
methods, which can be considered as a special class of least squares methods. We notice
that all DPG methods [3, 20, 31] need to compute optimal test function space. on each
element such that the implementation is more complicated than ours (Methods in [24, 25]
are similar to DPG methods.) Next, we would like to compare our results with IP–DG
method [1]. [1] is the first paper which gives robust a priori error estimate for variable flux
β. However, IP–DG method [1] has to choose stabilization parameter empirically while our
method does not. In addition, IP–DG method [1] can have robust L2 convergence only when
the mesh size h < h0 where h0 is a positive constant depending on β (see Theorem 4.4 in
[1]). On the contrast, the convergence result of our method does not have this restriction.
The remainder of this paper is organized as follows. In section 2, we introduce our first
order least squares method and the main theoretical results. In section 3, we show a novel
approach to do numerical analysis for least squares methods (not restricted to our first order
least squares method for convection dominated diffusion problems). In section 4, we prove
a priori error estimates by using the approach introduced in section 3. In section 5, we
prove the estimate of condition number of global stiffness matrix provided by our method.
In section 6, we give numerical experiments which verify our theoretical results. In section
7, we extend our first order least squares method for transportation reaction problems.
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2. First order least squares method and main theoretical result
In this section, we present setting of meshes, first order least squares method and the main
theoretical results.
2.1. Setting of meshes. Let Th = {K} be a conforming triangulation of the domain Ω
made of shape-regular simplexes K. For each element K ∈ Th, we set hK := |K| 1d and for
each of its faces e, hF := |F | 1d−1 , where | · | denotes the Lebesgue measure in d or d − 1
dimensions. We associate to Th the set of faces Eh as well as those of interior faces E
i
h and
boundary faces E∂h. We say that F ∈ Eih if there are two elements K+ and K− in Th such
that F = ∂K+ ∩ ∂K−, and we say that F ∈ E∂h if there is an element K in Th such that
F = ∂K ∩ ∂Ω. It is obvious that Eh = Eih ∪ E∂h.
2.2. First order least squares method. We define q = −1/2∇u. We can rewrite (1.1)
as the following first-order equations:
q + 1/2∇u = 0 in Ω, (2.1a)
1/2∇ · q + β · ∇u+ cu = f in Ω, (2.1b)
u = g on ∂Ω. (2.1c)
We define the finite element space Uh = Qh ×Wh, where
Qh = {p ∈ H(div,Ω) : p|K ∈ Pk+1(K;Rd) + xPk+1(K), ∀K ∈ Th}, (2.2a)
Wh = {w|K ∈ H1(Ω) : w ∈ Pk+1(K), ∀K ∈ Th}. (2.2b)
Here, Pk(D) is the space of polynomials on the domain D of total degree at most k, a
non-negative integer. Obviously, there is a positive constant C,
‖p · n‖∂K∩∂Ω ≤ Ch−1/2K ‖p‖K , ∀p ∈ Qh, K ∈ Th, (2.3a)
‖∇ · p‖K ≤ Ch−1K ‖p‖K , ∀p ∈ Qh, K ∈ Th. (2.3b)
The first order least squares method is to find (qh, uh) ∈ Uh satisfying(
qh + 
1/2∇uh,p+ 1/2∇w
)
Ω
(2.4)
+
(
1/2∇ · qh + β · ∇uh + cuh, 1/2∇ · p+ β · ∇w + cw
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))uh, w〉F
=(f, 1/2∇ · p+ β · ∇w + cw)Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) g, w〉F , ∀(p, w) ∈ Uh.
In (2.4), the inner products are defined in the following natural manner:
(u, v)Ω =
∫
Ω
uvdx and 〈u, v〉F =
∫
F
uvds, ∀F ∈ Eh,
with the obvious modifications for vector-valued functions.
Remark 2.1. Notice that the boundary condition imposed on outflow boundary (Γ+ = {x ∈
∂Ω : β ·n(x) > 0}) is O(). This is the reason we say Dirichlet boundary condition is weakly
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imposed. If we ignore the weight function used in [19], the first order least squares method
in [19] is to find (qh, uh) ∈ Qh ×Wg,h satisfying(
qh + 
1/2∇uh,p+ 1/2∇w
)
Ω
(2.5)
+
(
1/2∇ · qh + β · ∇uh + cuh, 1/2∇ · p+ β · ∇w + cw
)
Ω
=(f, 1/2∇ · p+ β · ∇w + cw)Ω, ∀(p, w) ∈ Qh ×W0,h,
where Wg,h = {w ∈ Wh : w|∂Ω = g} and W0,h = {w ∈ Wh : w|∂Ω = 0}. The main difference
between (2.4) and (2.5) is that in (2.5), Dirichlet boundary condition is imposed strongly
while our method (2.4) uses weakly imposed boundary condition. Our convergence analysis
in section 4 is also valid for least squares method (2.5). But, if the solution of (1.1) has
boundary layers or interior layers, then our way of weakly imposing boundary condition
in (2.4) can improve the accuracy of numerical solution in subdomains away from layers
dramatically. We refer to section 5 for detailed description.
Remark 2.2. In (2.4), we weakly imposed the Dirichlet boundary condition by
ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))uh, w〉F = ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) g, w〉F .
In fact, we can also weakly imposed the Dirichlet boundary condition as
ΣF∈E∂h〈
(
h−1F + max(−β · n(x), 0)
)
uh, w〉F = ΣF∈E∂h〈
(
h−1F + max(−β · n(x), 0)
)
g, w〉F .
Then, the first order least squares method is to find (qh, uh) ∈ Uh satisfying(
qh + 
1/2∇uh,p+ 1/2∇w
)
Ω
(2.6)
+
(
1/2∇ · qh + β · ∇uh + cuh, 1/2∇ · p+ β · ∇w + cw
)
Ω
+ ΣF∈E∂h〈
(
h−1F + max(−β · n(x), 0)
)
uh, w〉F
=(f, 1/2∇ · p+ β · ∇w + cw)Ω
+ ΣF∈E∂h〈
(
h−1F + max(−β · n(x), 0)
)
g, w〉F , ∀(p, w) ∈ Uh.
We can still obtain the stability estimate similar to Lemma 4.1. However, the L2 convergence
rate of (2.6) is the same as that of (2.4), since the approximation to β · ∇u in L2-norm gets
involved with the error analysis (see the proof of Theorem 2.3).
2.3. Main theoretical results. We state our main theoretical results on a priori error
analysis and condition number estimation of the first order least squares method as the
following Theorems.
We denote by C a positive constant, which is independent of  and h. We assume the
assumptions (1.2) on β and c hold.
Theorem 2.3.
‖u− uh‖L2(Ω) + 1/2‖∇(u− uh)‖L2(Ω) ≤ Chk(+ h)‖u‖Hk+2(Ω). (2.7)
In addition, if we further assume β ∈ W 2,∞(Th) and c ∈ W 1,∞(Th),
‖u− uh‖L2(Ω) + 1/2‖∇(u− uh)‖L2(Ω) ≤ Chk+1‖u‖Hk+2(Ω). (2.8)
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Theorem 2.4. If 0 < 1/2 ≤ hK for any K ∈ Th,
‖u− uh‖L2(Ω) + 1/2‖∇(u− uh)‖L2(Ω) + ‖β · ∇(u− uh)‖L2(Ω) (2.9)
≤Chk(+ h)‖u‖Hk+2(Ω).
In addition, if we further assume β ∈ W 2,∞(Th) and c ∈ W 1,∞(Th),
‖u− uh‖L2(Ω) + 1/2‖∇(u− uh)‖L2(Ω) + ‖β · ∇(u− uh)‖L2(Ω) (2.10)
≤Chk+1‖u‖Hk+2(Ω).
Theorem 2.5. We denote by κ the condition number of global stiffness matrix of first order
least squares method (2.4). If we assume the meshes are quasi-uniform, then
κ ≤ Ch−2. (2.11)
Remark 2.6. In Theorem 2.4, we obtain optimal convergence of ‖u− uh‖L2(Ω) + 1/2‖∇(u−
uh)‖L2(Ω) + ‖β · ∇(u − uh)‖L2(Ω) if 0 < 1/2 ≤ hK for any K ∈ Th. The restriction on mesh
size is due to the energy norm of U in Lemma 4.1 is
‖(p, w)‖2U =‖w‖2L2(Ω) + ‖∇w‖2L2(Ω) + ‖w‖2L2(∂Ω,β) + ‖p‖2L2(Ω)
+ ‖1/2∇ · p+ β · ∇w‖2L2(Ω), ∀(p, w) ∈ U.
Thus, we need to utilize inverse inequality and the above restriction on mesh size to obtain
upper bound on ‖β · ∇(u− uh)‖L2(Ω).
3. The approach to analysis
In this section, an alternative approach is introduced for numerical analysis of least squares
methods in general (not restricted to the first order least squares method (2.4)). First of all,
we show least squares methods and DPG method in abstract settings, respectively. Then,
we rewrite least squares methods in the framework of DPG method. A key equation in [39]
is then used to show how to achieve numerical stability of least squares methods.
Suppose we want to approximate solution U ∈ U satisfying
LU = f ∈ V.
Here, U is a Banach space with norm ‖ · ‖U, and V is a Hilbert space with norm ‖ · ‖V.
We assume that the linear operator L is in B(U,V), which is the space of bounded linear
operators from U to V. Then, least squares methods are to find Uh ∈ Uh satisfying
(LUh,LW )V = (f,LW )V ∀W ∈ Uh. (3.1)
Here, Uh is a finite dimensional trial subspace of U (where h denotes a parameter determining
the finite dimension).
On the other hand, DPG method can be described in the following general context. Sup-
pose we want to approximate U ∈ U satisfying
b(U , V ) = l(V ), ∀V ∈ V. (3.2)
Here U is a Banach space with norm ‖ · ‖U and V is a Hilbert space under an inner product
(·, ·)V with corresponding norm ‖ · ‖V. We assume that the bi-linear form b(·, ·) : U×V 7→ R
is continuous and the linear form l(·) : V 7→ R is also continuous. Define T : U 7→ V by
(TW , V )V = b(W , V ), ∀V ∈ V. (3.3)
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Then, the DPG approximation to U , lies in a finite dimensional trial subspace Uh ⊂ U. It
satisfies
b(Uh, V ) = l(V ), ∀V ∈ Vh, (3.4)
where Vh = T (Uh). Since Uh 6= Vh in general, this is a Petrov-Galerkin approximation. The
method (3.4) is the DPG method. The excellent stability and approximation properties of
this method are well known [28, 29].
Now, we can rewrite the least squares methods (3.1) in the framework of DPG method in
the following way. The corresponding DPG method is to find Uh ∈ Uh such that
b(Uh, V ) = (f, V )V ∀V ∈ Vh = T (Uh), (3.5)
where the bi-linear form
b(W , V ) = (LW , V )V, ∀W ∈ U, V ∈ V.
Here, for any W ∈ U,
(TW , δV )V = b(W , δV ) ∀δV ∈ V.
We say the corresponding DPG method (3.5) is numerical stable if there is a constant C
independent of mesh size h, such that for any W ∈ Uh,
‖W ‖U ≤ C sup
06=V ∈Vh
b(W , V )
‖V ‖V . (3.6)
In general, it is not easy to know what are elements in the finite dimensional space Vh. So,
it is usually not easy to estimate the right hand side of the inequality (3.6). But, according
to the following Theorem 3.1, we have that for any W ∈ Uh ⊂ U,
sup
06=V ∈Vh
b(W , V )
‖V ‖V = sup0 6=V ∈V
b(W , V )
‖V ‖V . (3.7)
(3.7) is the key equation discovered in work for DPG methods. We call V the “equivalent”
test function space. By (3.7), in order to obtain (3.6), it is sufficient to achieve
‖W ‖U ≤ C sup
06=V ∈V
b(W , V )
‖V ‖V . (3.8)
The inequality (3.8) is usually easier to be obtained than (3.6). Notice that the least squares
methods (3.1) is actually the same as the corresponding DPG method (3.5). This explains
why it is relatively easier to obtain numerical stability of least squares methods. In fact,
first order least squares methods based on first order Friedrichs’ systems in [34, 35, 36] can
be shown to have numerical stability by using the key equation (3.7).
The proof of following Theorem 3.1 is included in that of Theorem 2.1 in [39]. In [39], the
solution space U is restricted to Hilbert spaces. We put the proof here in order to make this
paper more self-contained.
Theorem 3.1. Let b : U× V→ R be a continuous bi-linear mapping. Here, U is a normed
linear space, and V is a Hilbert space with associate norm ‖ · ‖V.
We define a linear operator T : U 7→ V by
(TW , δV )V = b(W , δV ), ∀δV ∈ V. (3.9)
Then, for any W ∈ U, we have that
sup
06=V ∈T (U)
b(W , V )
‖V ‖V = sup06=V ∈V
b(W , V )
‖V ‖V . (3.10)
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Proof. Since the bi-linear mapping is continuous and V is a Hilbert space, the operator T is
well-defined.
We take W ∈ U arbitrarily. It is straightforward to see that
sup
06=V ∈T (U)
b(W , V )
‖V ‖V ≤ sup0 6=V ∈V
b(W , V )
‖V ‖V ,
since T (U) ⊂ V.
If TW = 0 ∈ U, then (3.10) is obviously true due to (3.9). If TW 6= 0, then by (3.9) and
the fact that V is a Hilbert space, we have
sup
06=V ∈V
b(W , V )
‖V ‖V = sup06=V ∈V
(TW , V )V
‖V ‖V =
(TW , TW )V
‖TW ‖V =
b(W , TW )
‖TW ‖V ≤ sup06=V ∈T (U)
b(W , V )
‖V ‖V .
We can conclude that for any W ∈ U, (3.10) is true. 
4. Convergence analysis
In this section, we shall prove Theorem 2.3 and Theorem 2.4. According to the approach
of analysis in section 3, we rewrite first order least squares method (2.4) in the framework
of DPG method. Then, we show the numerical stability of corresponding DPG method.
Finally, we prove Theorem 2.3 and Theorem 2.4.
Throughout this section, we define U = H(div,Ω)×H1(Ω) and V = L2(Ω;Rd)×L2(Ω)×
L2(∂Ω). The inner product of V is defined by
((r, v, µ), (δr, δv, δµ))V (4.1)
=(r, δr)Ω + (v, δv)Ω + ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))µ, δµ〉F ,
∀(r, v, µ), (δr, δv, δµ) ∈ V.
Obviously, V is a Hilbert space with respect to the inner product in (4.1). For any µ ∈
L2(∂Ω), we define
‖µ‖2L2(∂Ω,β) = ΣF∈E∂hh
−1
F ‖ (+ max(−β · n(x), 0))1/2 µ‖2L2(F ). (4.2)
The norm of V is
‖(r, v, µ)‖2V = ‖r‖2L2(Ω) + ‖v‖2L2(Ω) + ‖µ‖2L2(∂Ω,β), ∀(r, v, µ) ∈ V. (4.3)
The norm of U is defined by
‖(p, w)‖2U (4.4)
=‖w‖2L2(Ω) + ‖∇w‖2L2(Ω) + ‖w‖2L2(∂Ω,β) + ‖p‖2L2(Ω)
+ ‖1/2∇ · p+ β · ∇w‖2L2(Ω), ∀(p, w) ∈ U.
4.1. Rewrite least squares method in DPG framework. The first order least squares
method (2.4) is the same as the corresponding DPG method (4.5) in the following.
Equivalently, the first order least squares method (2.4) is to find (qh, uh) ∈ Uh satisfying
b((qh, uh), (r, v, µ)) (4.5)
=(f, v)Ω + ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) g, µ〉F ,
∀(r, v, µ) ∈ T (Uh).
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Here, the bi-linear form b(·, ·) is defined by
b((p, w), (r, v, µ)) (4.6)
=
(
p+ 1/2∇w, r)
Ω
+
(
1/2∇ · p+ β · ∇w + cw, v)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))w, µ〉F ,
for any (p, w) ∈ U, (r, v, µ) ∈ V. Obviously, the bi-linear form (4.6) is continuous on U× V
with respect to the norm (4.4) and norm (4.3). The operator T : U→ V is defined by
(T (p, w), (δr, δv, δµ))V (4.7)
=b((p, w), (δr, δv, δµ)), ∀(δr, δv, δµ) ∈ V.
It is easy to see that for any (p, w) ∈ U,
T (p, w) = (p+ 1/2∇w, 1/2∇ · p+ β · ∇w + cw,w|∂Ω). (4.8)
4.2. Numerical stability. In the following Lemma 4.1, we show numerical stability of the
corresponding DPG method (4.5). Notice that DPG method (4.5) is the same as first order
least squares method (2.4).
Lemma 4.1. If the assumptions (1.2) hold, then there is a positive constant C, which is
independent of , such that for any (eq, eu) ∈ Uh,
‖(eq, eu)‖U ≤ C sup
06=(r,v,µ)∈T (Uh)
b((eq, eu), (r, v, µ))
‖(r, v, µ)‖V . (4.9)
In addition, if 0 < 1/2 ≤ hK for any K ∈ Th, then we have
‖(eq, eu)‖U + ‖β · ∇eu‖L2(Ω) ≤ C sup
06=(r,v,µ)∈T (Uh)
b((eq, eu), (r, v, µ))
‖(r, v, µ)‖V . (4.10)
Proof. According to Theorem 3.1 and (4.7), we have
sup
06=(r,v,µ)∈T (Uh)
b((eq, eu), (r, v, µ))
‖(r, v, µ)‖V = sup0 6=(r,v,µ)∈V
b((eq, eu), (r, v, µ))
‖(r, v, µ)‖V . (4.11)
Given (eq, eu) ∈ Uh, we define
θ = sup
06=(r,v,µ)∈V
b((eq, eu), (r, v, µ))
‖(r, v, µ)‖V . (4.12)
Recall that ψ is introduced in (1.2a). Let κ be a non-negative number, which will be
determined below. We take
r = (e−ψ + κ)eq, v = (e−ψ + κ)eu, µ = (e−ψ + κ)(eu − 1/2êq), (4.13)
where êq|F = hF (+ max(−β · n(x), 0))−1 eq · n|F for any F ∈ Eh ∩ ∂Ω. It is easy to see
that (r, v, µ) ∈ V, and
b((eq, eu), (r, v, µ))
=
(
eq + 
1/2∇eu, (e−ψ + κ)eq
)
Ω
+
(
1/2∇ · eq + β · ∇eu + ceu, (e−ψ + κ)eu
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) eu, (e−ψ + κ)eu〉F
− ΣF∈E∂h〈
1/2eq · n, (e−ψ + κ)eu〉∂Ω.
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Applying integration by parts on the term (1/2∇ · eq, (e−ψ + κ)eu)Ω, we have
b((eq, eu), (r, v, µ))
=(eq, (e
−ψ + κ)eq)Ω + 1/2(eq, (∇ψ)e−ψeu)Ω +
(
β · ∇eu + ceu, (e−ψ + κ)eu
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) eu, (e−ψ + κ)eu〉F .
Applying integration by parts on the term (β · ∇eu, (e−ψ + κ)eu)Ω and assumption (1.2a)
and assumption (1.2b), we have
b((eq, eu), (r, v, µ))
≥(eq, (e−ψ + κ)eq)Ω + 1/2(eq, (∇ψ)e−ψeu)Ω + b0
2
(eu, e
−ψeu)Ω
+
1
2
ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) eu, (e−ψ + κ)eu〉F .
If we take κ ≥ 0 big enough (which depends only on b0 and ‖ψ‖W 1,∞(Ω)),
b((eq, eu), (r, v, µ)) (4.14)
≥(eq, e−ψeq)Ω + b0
4
(eu, e
−ψeu)Ω
+
1
2
ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) eu, e−ψeu〉F .
According to (4.2) and the definition of µ in (4.13), we have
‖µ‖L2(∂Ω,β) ≤ C
(
‖eu‖2L2(∂Ω,β) + ΣF∈E∂hhF‖eq · n‖
2
F
)1/2
.
By (2.3a) and shape regularity assumption, we have
‖µ‖L2(∂Ω,β) ≤ C
(‖eu‖L2(∂Ω,β) + ‖eq‖L2(Ω)) .
We recall ‖(r, v, µ)‖2V = ‖r‖2L2(Ω) + ‖v‖2L2(Ω) + ‖µ‖2L2(∂Ω,β). So, we have
‖(r, v, µ)‖V ≤ C
(‖eq‖L2(Ω) + ‖eu‖L2(Ω) + ‖eu‖L2(∂Ω,β)) . (4.15)
According to (4.14, 4.15), we have
‖eq‖L2(Ω) + ‖eu‖L2(Ω) + ‖eu‖L2(∂Ω,β) ≤ Cθ.
It is easy to see ‖eq + 1/2∇eu‖L2(Ω) + ‖1/2∇ · eq + β · ∇eu + ceu‖L2(Ω) ≤
√
2θ. So, we have
‖eq‖L2(Ω) + ‖eu‖L2(Ω) + 1/2‖∇eu‖L2(Ω) + ‖eu‖L2(∂Ω,β) + ‖1/2∇ · eq + β · ∇eu‖L2(Ω) ≤ Cθ.
By the definition (4.4) of norm of U, we have
‖(eq, eu)‖U ≤ Cθ.
Then, by (4.11), we have (4.9) immediately.
By (2.3b), if 0 < 1/2 ≤ hK for any K ∈ Th, we have
1/2‖∇ · eq‖L2(Ω) ≤ C‖eq‖L2(Ω).
Combing the above inequality with (4.9), we can conclude that (4.10) holds if 0 < 1/2 ≤ hK
for any K ∈ Th. 
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Remark 4.2. We want to emphasize that the proof of Lemma 4.1 holds for any subspace
Qh×Wh of H(div,Ω)×H1(Ω), which satisfies (2.3a) and (2.3b). It implies that Lemma 4.1
is still true if we impose Dirichlet boundary condition strongly, like in [19].
Lemma 4.3. If the assumptions (1.2) hold,
C0‖(eq, eu)‖U (4.16)
≤ (‖eq + 1/2∇eu‖L2(Ω) + ‖1/2∇ · eq + β · ∇eu + ceu‖L2(Ω) + ‖eu‖L2(∂Ω,β))
≤C1‖(eq, eu)‖U, ∀(eq, eu) ∈ Uh.
Here, the constants C0 and C1 are independent of  and h.
Proof. According to Lemma 4.1 and explicit formulation of operator T in (4.8),
C0‖(eq, eu)‖U
≤ sup
06=(p,w)∈Uh
b((eq, eu), (p+ 
1/2∇w, 1/2∇ · p+ β · ∇w + cw,w|∂Ω))
‖(p+ 1/2∇w, 1/2∇ · p+ β · ∇w + cw,w|∂Ω)‖V .
By the definition of bi-linear form b in (4.6) and the inner product of V in (4.1), we have
sup
06=(p,w)∈Uh
b((eq, eu), (p+ 
1/2∇w, 1/2∇ · p+ β · ∇w + cw,w|∂Ω))
‖(p+ 1/2∇w, 1/2∇ · p+ β · ∇w + cw,w|∂Ω)‖V
=
(
‖eq + 1/2∇eu‖2L2(Ω) + ‖1/2∇ · eq + β · ∇eu + ceu‖2L2(Ω) + ‖eu‖2L2(∂Ω,β)
)1/2
.
So, we have
C0‖(eq, eu)‖U
≤ (‖eq + 1/2∇eu‖L2(Ω) + ‖1/2∇ · eq + β · ∇eu + ceu‖L2(Ω) + ‖eu‖L2(∂Ω,β)) .
On the other hand, by the definition of norm of U in (4.4), we have(‖eq + 1/2∇eu‖L2(Ω) + ‖1/2∇ · eq + β · ∇eu + ceu‖L2(Ω) + ‖eu‖L2(∂Ω,β))
≤C1‖(eq, eu)‖U.
So, we can conclude that the proof is complete. 
4.3. Error analysis. Let u be the solution of equation (1.1) and q = −1/2∇u, then,(
q + 1/2∇u,p+ 1/2∇w)
Ω
(4.17)
+
(
1/2∇ · q + β · ∇u+ cu, 1/2∇ · p+ β · ∇w + cw)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))u,w〉F
=(f, 1/2∇ · p+ β · ∇w + cw)Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))u,w〉F , ∀(p, w) ∈ Uh.
We define the projection errors
eq := ΠQq − qh, (4.18a)
eu := ΠWu− uh. (4.18b)
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Here, ΠQ : H
1(Ω;Rd)→ Qh is the standard Raviart-Thomas projection, and ΠW : H1(Ω)→
Wh is the standard interpolation. Then, we have the following error equation:(
eq + 
1/2∇eu,p+ 1/2∇w
)
Ω
(4.19)
+
(
1/2∇ · eq + β · ∇eu + ceu, 1/2∇ · p+ β · ∇w + cw
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) eu, w〉F
=
(
(ΠQq − q) + 1/2∇(ΠWu− u),p+ 1/2∇w
)
Ω
+
(
1/2∇ · (ΠQq − q) + β · ∇(ΠWu− u) + c(ΠWu− u), 1/2∇ · p+ β · ∇w + cw
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) (ΠWu− u), w〉F ,
for any (p, w) ∈ Uh.
Since the proof of Theorem 2.4 is similar to that of Theorem 2.3, we only prove Theorem 2.3
in the following.
Proof. (Proof of Theorem 2.3) According to Lemma 4.1, we have
‖(eq, eu)‖U ≤ C sup
06=(r,v,µ)∈T (Uh)
b((eq, eu), (r, v, µ))
‖(r, v, µ)‖V .
By the definition of bi-linear form b in (4.6) and above inequality, we have
‖(eq, eu)‖U
≤C sup
06=(r,v,µ)∈T (Uh)
b((ΠQq − q,ΠWu− u), (r, v, µ))
‖(r, v, µ)‖V
≤C‖(ΠQq − q,ΠWu− u)‖U.
Then, by approximation properties of (ΠQ,ΠW ), we immediately have (2.7).
In remaining part of the proof, we show (2.8) holds under the assumption β ∈ W 2,∞(Th)
and c ∈ W 1,∞(Th).
By the error equation (4.19) and Lemma 4.3, we have
C20‖(eq, eu)‖2U
≤ ((ΠQq − q) + 1/2∇(ΠWu− u), eq + 1/2∇eu)Ω
+
(
1/2∇ · (ΠQq − q) + β · ∇(ΠWu− u) + c(ΠWu− u), 1/2∇ · eq + β · ∇eu + ceu
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) (ΠWu− u), eu〉F .
Since ΠQ is standard Raviart-Thomas projection, we have that ∇ · ΠQq = Pk+1,h∇ · q
where Pk+1,h is L
2 orthogonal projection onto Pk+1(Th). Then, we have
C20‖(eq, eu)‖2U (4.20)
≤ ((ΠQq − q) + 1/2∇(ΠWu− u), eq + 1/2∇eu)Ω
+ 1/2
(
Pk+1,h(∇ · q)−∇ · q, 1/2∇ · eq + β · ∇eu + ceu
)
Ω
+
(
β · ∇(ΠWu− u) + c(ΠWu− u), 1/2∇ · eq + β · ∇eu + ceu
)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0)) (ΠWu− u), eu〉F .
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In order to have (2.8), we only need to show that
1/2
(
Pk+1,h(∇ · q)−∇ · q, 1/2∇ · eq + β · ∇eu + ceu
)
Ω
(4.21)
≤Chk+1‖(eq, eu)‖U · ‖u‖Hk+2(Ω).
Since ∇ · eq ∈ Pk+1(Th), we have
1/2
(
Pk+1,h(∇ · q)−∇ · q, 1/2∇ · eq
)
Ω
= 0.
We define P 1,h and P0,h to be L
2 orthogonal projections onto P1(Th;Rd) and P0(Th), respec-
tively. Then, we have
1/2
(
Pk+1,h(∇ · q)−∇ · q, 1/2∇ · eq + β · ∇eu + ceu
)
Ω
=1/2 (Pk+1,h(∇ · q)−∇ · q, (β − P 1,hβ) · ∇eu + (c− P0,hc)eu)Ω .
By approximation properties of P 1,h and P0,h, we have that for any K ∈ Th,
‖β − P 1,hβ‖L∞(K) ≤ Ch2K‖β‖W 2,∞(K), ‖c− P0,hc‖L∞(K) ≤ ChK‖c‖W 1,∞(K).
Then, by inverse inequality on each element, it is easy to see that (4.21) holds under the
assumption β ∈ W 2,∞(Th) and c ∈ W 1,∞(Th). So, we can conclude that (2.8) is true. 
5. Estimate of condition number
In this section, we prove Theorem 2.5.
Proof. (Proof of Theorem 2.5) Given (p, w) ∈ Uh, we define
θ =
(
p+ 1/2∇w,p+ 1/2∇w)
Ω
+
(
1/2∇ · p+ β · ∇w + cw, 1/2∇ · p+ β · ∇w + cw)
Ω
+ ΣF∈E∂hh
−1
F 〈(+ max(−β · n(x), 0))w,w〉F .
Since we assume that meshes are quasi-uniform, then by trace inequality and inverse
inequality,
θ ≤ C1h−2
(
‖p‖2L2(Ω) + ‖w‖2L2(Ω)
)
.
By Lemma 4.3, we have
C20
(
‖p‖2L2(Ω) + ‖w‖2L2(Ω)
)
≤ θ.
So, we can conclude that the proof is complete. 
6. Numerical results
In this section, we present numerical studies for some model problems in two dimensional
domain. Our test problems are the same to those four studied in [1]. We fix the domain
to be the unit square in all the experiments. In order to illustrate the effect of weakly
imposing Dirichlet boundary condition in (2.4), we compare numerical results of first order
least squares method (2.4) with those of (2.5), which strongly imposes boundary condition.
we denote the first order least method (2.4) as LS–weak, and the first order least squares
method (2.5) as LS–strong. We use unstructured quasi-uniform meshes in all computations.
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Figure 1. Convergence test for a smooth solution. Left–Right: ε = 1, 10−3
and 10−9. Top–Bottom: P1–P3.
6.1. A smooth solution test. We take β = [1, 1]T , and choose the diffusion coefficient
 = 1, 10−3, 10−9. The source term f is chosen such that the exact solution u(x, y) =
sin(2pi x) sin(2pi y).
Fig. 1 shows the L2 convergence results for uh for LS-weak. Actually, that optimal con-
vergence rates are obtained, which is better than the theoretical result in Theorem 2.3. The
convergence rates of LS-strong is the same.
6.2. A rotating flow test. We take  = 10−6, β = [y − 1/2, 1/2 − x]T , and f = 0. The
solution u is prescribed along the slip 1/2× [0, 1/2] by
u(1/2, y) = sin2(2pi y) y ∈ [0, 1/2].
We refer to [42] for a detailed description of this test. In Fig. 2, we plot uh obtained from
the two first order least squares methods for various polynomial degrees in an unstructured
triangular grid of 592 elements. Notice that both methods produce similar results, and there
is a significant improvement of the result from P1 to P2. In addition, the use of higher
polynomial degree leads to smoother approximations, see Fig. 3 for a comparison between
different polynomial degrees.
FIRST ORDER LEAST SQUARES METHOD FOR CONVECTION DIFFUSION PROBLEMS 15
Figure 2. 3D plot of uh for rotating flow test with  = 10
−6 in 592 elements.
Left–Right: LS–strong, LS–weak. Top–Bottom: P1–P3.
6.3. An interior layer test. We take β = [1/2,
√
3/2]T , f = 0, and Dirichlet boundary
conditions as follows:
u =
 1 on {y = 0, 0 ≤ x ≤ 1},1 on {x = 0, 0 ≤ y ≤ 1/5},0 elsewhere.
In Fig. 4 and Fig. 5, we plot uh obtained from the two first order least squares methods
for  = 10−3 and  = 10−9, respectively. Though the exact solution of this example is not
available, it is easy to see that the result produced by LS-weak is much more accurate.
Fig. 4 and Fig. 5 imply that uh produced by LS-strong in 11264 element is almost totally
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Figure 3. Profile of the approximate solution at y = 1/2 when ε = 10−9.
Left–Right: LS–strong, LS–weak.
collapsed, while LS-weak can have much better approximation in a much coarser mesh with
704 elements.
In order to illustrate the behavior of LS-weak in capturing the interior layers, in Fig. 6, we
plot the contour plot of LS-weak using P2 for three consecutive meshes. We observe finer
mesh leads to sharper layer width.
6.4. A boundary layer test. Finally, we take β = [1, 1]T , and choose the source term f
such that the exact solution
u(x, y) = sin
pi x
2
+ sin
pi y
2
(
1− sin pi x
2
)
+
e−1/ − e−(1−x)(1−y)/
1− e−1/ .
The solution develops boundary layers along the boundaries x = 1 and y = 1 for small 
(see Fig. 7). Let us emphasize that our exact solution is different from that of [1] in order to
have a better observation of the local convergence results for higher degree approximations.
In Fig. 7, we plot the exact solution and computational results for  = 10−2, 10−6, 10−9. We
notice that the numerical solutions produced by LS-strong are totally polluted by boundary
layers, while LS-weak can produce numerical solutions very close to the exact ones except
in area very close to boundary layers.
In Fig. 8, we show the convergence of uh produced by LS–weak in L
2–norm for  =
10−2, 10−9 in the subdomain Ω˜ = [0, 0.9] × [0, 0.9] ⊂ Ω to exclude the unresolved boundary
layer. We notice that the accuracy of uh in Ω˜ is not affected by boundary layers.
7. Extension to transportation reaction problems
We present first order least squares method for the transportation reaction problems
β · ∇u+ cu = f in Ω, (7.1a)
u = g on Γ− = {x ∈ ∂Ω : β · n(x) < 0}. (7.1b)
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Figure 4. 3D plot of uh for interior layer test with  = 10
−3. Left–Right:
LS–strong in 11264 elements, LS-weak in 704 elements. Top–Bottom: P1–P3.
The first order least squares method is to find uh ∈ Wh satisfying
(β · ∇uh + cuh,β · ∇w + cw)Ω (7.2)
+ ΣF∈E∂hh
−1
F 〈max(−β · n(x), 0)uh, w〉F
=(f,β · ∇w + cw)Ω
+ ΣF∈E∂hh
−1
F 〈max(−β · n(x), 0)g, w〉F , ∀w ∈ Uh.
Here, Uh = {w|K ∈ H1(Ω) : w ∈ Pk+1(K), ∀K ∈ Th}.
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Figure 5. 3D plot of uh for interior layer test with  = 10
−9. Left–Right:
LS–strong in 11264 elements, LS-weak in 704 elements. Top–Bottom: P1–P3.
Obviously, (7.2) is a special case of first order least squares method (2.4) when the dif-
fusion coefficient is zero. By using similar argument in section 4.1, we have the following
Theorem 7.1.
Theorem 7.1. Let u be the solution of transport reaction equation (7.1) and uh the numerical
solution of first order least squares method (7.2).
‖u− uh‖L2(Ω) + ‖β · ∇(u− uh)‖L2(Ω) ≤ Chk+1‖u‖Hk+2(Ω). (7.3)
Remark 7.2. The first order least squares method (7.2) is the same as the method in [4],
except the way of imposing boundary condition. In [4], the term c − 1
2
∇ · β is required to
be uniformly bounded from below by a positive constant. We get rid of this restriction.
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Figure 6. Contour plot of uh for interior layer test using LS–weak P2. Left:
 = 10−3; Right:  = 10−9. Top: 704 elements; Middle: 2816 element; Bottom:
11264 elements.
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