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Abstract—This paper considers the jointly optimal pilot and
data power allocation in single-cell uplink massive multiple-input-
multiple-output (MIMO) systems. Using the spectral efficiency
(SE) as performance metric and setting a total energy budget
per coherence interval, the power control is formulated as
optimization problems for two different objective functions: the
weighted minimum SE among the users and the weighted sum SE.
A closed form solution for the optimal length of the pilot sequence
is derived. The optimal power control policy for the former
problem is found by solving a simple equation with a single
variable. Utilizing the special structure arising from imperfect
channel estimation, a convex reformulation is found to solve the
latter problem to global optimality in polynomial time. The gain
of the optimal joint power control is theoretically justified, and
is proved to be large in the low SNR regime. Simulation results
also show the advantage of optimizing the power control over
both pilot and data power, as compared to the cases of using
full power and of only optimizing the data powers as done in
previous work.
Index Terms—massive MIMO, power control, power alloca-
tion, convex optimization
I. INTRODUCTION
A. Background and Motivation
Massive MIMO communication systems have recently at-
tracted a lot of attention [1]–[3]. The idea of massive MIMO
is to use a large amount of antennas at the base station
(BS) to serve multiple users in the same time and frequency
resource block. The ability to increase both SE and energy
efficiency makes it one of the key technologies for the 5G
cellular networks. The performance analysis of massive MIMO
is of vast importance and has been done in [4], [5] for
single-cell systems and in [6], [7] for multi-cell systems.
However the analysis has been done with the assumption of
equal or arbitrary fixed power allocation among the users.
Several previous papers [8]–[16] have dealt with power control
and provided initial results. (For relation to our work, see
below.) In order to harvest all the benefits brought by the
massive antenna arrays and guarantee certain uplink system
performance, power control among the users is necessary. This
can be done by varying the power of different users to increase
the sum SE, provide services with certain fairness, or balance
between these goals.
Power control in wireless networks has been an important
problem for decades, dating back to single-antenna wireless
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systems. Due to the interference from other users the power
control is usually hard to solve optimally, in particular NP-
hardness was proven in [17] for the objective of maximizing
the sum performance in single-antenna wireless networks, even
with single-carrier transmission. For practical use a reasonable
approach is to develop suboptimal algorithms with affordable
complexity while achieving an acceptable performance, as
done for example in [18].
Compared to power control in single-antenna systems,
power control in massive MIMO networks is a relatively new
topic. Accurate channel estimates are needed at the BS for car-
rying out coherent linear processing, e.g. uplink detection and
downlink precoding. Due to the large number of antennas in
massive MIMO the instantaneous channel knowledge, which
is commonly assumed to be known perfectly in the power
control literature, is hard to obtain perfectly. The literature on
power control for multi-user MIMO, and even jointly with
optimal beamformer design, see for example [19], [20] and
the references therein, did not consider the channel estimation
error explicitly and the design criterion was based on SE.
We want to provide power control schemes that optimize the
ergodic SE based on only the large-scale fading to simplify
system design, and take into account the channel estimation
errors. Therefore in this work we develop a new framework for
power control that matches practical systems (i.e., ergodic SE
and imperfect CSI), as the methods developed in the literature
cannot be applied directly for massive MIMO systems.
B. Related Work and Our Contributions
Uplink pilots are used to estimate the uplink channels. One
needs to take into account both the pilot power and payload
power, and hence optimal power control becomes even harder
in massive MIMO compared to optimizing data power only in
the single-antenna systems. Several work has tried to tackle
this challenging problem. In [8] the authors optimize the data
power for providing uniform service in multi-cell massive
MIMO systems. In [10] and [16] the authors optimize the
ratio between pilot and data power to maximize the sum
SE, however each user is assumed to use the same ratio.
In [11] the sum data power is minimized subject to target
signal to interference plus noise ratio (SINR) constraints for
multi-cell massive MIMO systems. In [9] power control is
done to minimize the uplink power consumption under target
SINR constraints where the authors optimize the pilot and data
power iteratively to achieve local optima. In [13] data power
2control is done to maximize various objectives in multi-cell
massive MIMO systems with an iterative approach which only
achieve local optimal solutions. In [14] joint pilot and data
power control is done to maximize the energy efficiency. The
optimization is done with an approximation of the interference
term which therefore does not give the optimal solution. In
the conference version of this work [12] we provided a GP
formulation for joint pilot and data power control in single
cell massive MIMO systems with MRC. Then it was re-
derived in [15] to minimize the total power consumption while
meeting target uplink and downlink SINR for the users. We
are not aware of any work except [12] and [15] that find the
jointly global optimal pilot and payload data power for massive
MIMO. The previous work either focus on power minimization
with SINR constraints or only achieve local optima. The preset
target SINR constraints are hard to obtain in practice and the
local optima does not provide the complete information about
how much can we gain by power control. In this work we
address this by providing globally optimal joint power for
various objectives, and the questions we want to answer are:
1) Is power control on the pilots needed for massive MIMO
systems? If the answer is yes, how much can we gain
from jointly optimizing the pilot power and data power,
as compared to always using equal power allocation or
just power control over the data power?
2) In which scenarios can we gain the most from joint
optimization?
3) What intuition can be obtained from the optimal power
control? This includes the pilot length, and how the pilot
and payload power depend on the estimation quality and
signal to noise ratio (SNR).
In this paper we provide answers to these questions in the
single-cell uplink scenario with linear operation including
maximum ratio combining (MRC) and zero-forcing (ZF).
The single-cell scenario is considered here to gain some
initial insights to the problem and the challenging extension
to multi-cell is left for future work. Note that there are
important scenarios when single-cell massive MIMO systems
can be deployed, e.g. stadiums and rural wireless broadband
access. We formulate and solve the optimization problems
and compare the results with simple heuristic power control
policies. Two commonly used performance objectives, namely
weighted max-min SE and weighted sum SE optimization, are
investigated. Our contributions are the following:
1) For the weighted max-min SE formulation, a semi-
closed form solution is obtained by solving a simple
equation with a single variable.
2) For the weighted sum SE formulation, which was
proved to be NP-hard in general wireless networks, is
transformed into a convex form in the massive MIMO
setup where efficient polynomial time algorithms can be
applied to find the global optimum.
3) Both theoretical and numerical results are presented to
show the gains of the new framework for joint pilot and
data power control.
The existing literature on power control is summarized in
Table I, the ones marked with ˚ are the contributions in this
work.
The rest of the paper is organized as follows. Section II
presents the system model and all the necessary notations.
Lower bounds on the uplink capacity are presented which
are used to define the problem formulations for optimal
power control. In Section III we obtain the optimal pilot
length for both problem formulations. Section IV derives the
solution approaches for solving the power control problems
with weighted max-min SE. In Section V the weighted sum SE
formulation is studied. Section VI discusses the extension of
the methodology developed in this paper to correlated channel
fading models. In Section VII simulation results and discussion
of the results are presented. Finally in Section VIII we draw
some conclusions.
II. SYSTEM MODEL
Consider an uplink single-cell massive MIMO systems with
M antennas at the BS and K single-antenna users. The K
users are assigned K orthogonal pilot sequences of length
τp for K ď τp ď T , where T is the number of symbols
in the coherence interval in which the channels are assumed
to be constant. The channels are modeled to be independent
Rayleigh fading as this matches the non-line-of-sight massive
MIMO channel measurement results reported in [21]. The flat
fading channel matrix between the BS and the users is denoted
by G P CMˆK , where the kth column represents the channel
response to user k and has the distribution
gk „ CNp0, βkIq, k “ 1, 2, . . . ,K, (1)
which is a circularly symmetric complex Gaussian random
vector. The variance βk ą 0 represents the large-scale fading
including path loss and shadowing, and is normalized by the
noise variance at the BS to simplify the notation. The large-
scale fading coefficients are assumed to be known at the BS as
they are varying slowly (in the scale of thousands of coherence
intervals) and can be easily estimated. The power control
proposed in this work only depends on the large-scale fading
which makes it feasible to optimize the power control online.
In each coherence interval, user k transmits its orthogonal
pilot sequence with power pkp to enable channel estimation
at the BS. We assume that minimum mean-squared error
(MMSE) channel estimation is carried out at the BS to obtain
the small-scale coefficients. This gives an MMSE estimate of
the channel vector from user k as
gˆk “
b
τppkpβk
1` τppkpβk
´b
τppkpgk ` nkp
¯
(2)
where nkp „ CNp0, Iq accounts for the additive noise during
the training interval. During the payload data transmission
interval, the BS receive the signal
y “
Kÿ
k“1
gk
b
pkdsk ` n (3)
where sk is the zero mean and unit variance Gaussian in-
formation symbol from user k and n „ CNp0, Iq repre-
sents the noise during the data transmission. The channel
3TABLE I
EXISTING METHODS FOR POWER CONTROL PROBLEM
Problems Massive MIMO (data) Massive MIMO (data+pilot) Multiuser MIMO (perfect CSI)
Max-min (MRC) closed form [8] *semi-closed form (Theorem 2) convex [20]
Max-min (ZF) closed form [8] *semi-closed form (Theorem 2) full power
Sum (MRC) *virtual water-filling (Algorithm 1) *convex (Theorem 6) NP-hard [17]
Sum (ZF) *virtual water-filling (Algorithm 1) *convex (Corollary 1) full power
estimates are used for MRC or ZF detection of the payload,
which corresponds to multiplying the received signal y with
GˆH fi rgˆ1, . . . , gˆKsH or pGˆHGˆq´1GˆH to detect the symbols
s1, . . . , sK . The power control methodologies derived in this
paper can be applied jointly to each subcarrier in an orthogonal
frequency division multiplexing (OFDM) systems. With the
channel hardening effect offered by massive MIMO, channel
variations in different subcarriers can be neglected and the
SE in every subcarrier will mainly depend on the large-scale
fading. Therefore the whole spectrum can be allocated to
every user and the same power control can be applied to
all subcarriers. To make a fair comparison with the scheme
with equal power allocation in which each user gives the same
power to pilot and data, as done in [4] and most other previous
work, we impose the following constraint on the total transmit
energy over a coherence interval:
τpp
k
p ` pT ´ τpqpkd ď Ek, k “ 1, . . . ,K (4)
where Ek is the total energy budget for user k within one
coherence interval. In previous work, pkp and pkd have been
optimized separately or often not optimized at all in which case
the massive MIMO ability to provide high SE for each user
cannot be fully harvested. Therefore we consider the scenario
where each user can choose freely how to allocate its energy
budget on the pilots and payload. In [7], [10] pkp and pkd are set
equal for every user. The work [8], [11], [13] optimized the
payload power to maximize the minimum throughput, which
corresponds to fixing pkp for every user and optimizing only
over pkd . The work [22] adopted inverse power control for the
pilot power, which corresponds to setting pkp “ C{βk with a
normalization constant C and the data power pkd are set to be
equal for all users. These previous work can all be included
in our framework by setting different variables to be constant.
Therefore our framework of power control is the most general
so far.
A. Achievable SE With Linear Detection
Since the exact ergodic capacity of the uplink multiuser
channels with channel uncertainty is unknown, lower bounds
on the achievable SE are often adopted as the performance
metric in the massive MIMO literature. Here we present
lower bounds on the capacity for arbitrary power control. The
achievable SE for user k using MRC is given by the following
lemma.
Lemma 1. The capacity of user k with MRC detection is lower
bounded by the achievable ergodic SE
Rk “
´
1´ τp
T
¯
log
2
p1` SINRkq (5)
where pilot and payload powers are arbitrary,
SINRk “ Mp
k
dγk
1`řKj“1 βjpjd (6)
and γk “ τpp
k
pβ
2
k
1`τppkpβk
.
For ZF, an achievable ergodic SE of user k is given by the
following lemma.
Lemma 2. The capacity of user k with ZF detection is lower
bounded by the achievable ergodic SE
Rk “
´
1´ τp
T
¯
log2p1` SINRkq (7)
where pilot and payload powers are arbitrary,
SINRk “ pM ´Kqp
k
dγk
1`řKj“1 pjdpβj ´ γjq (8)
and γj “ τpp
j
pβ
2
j
1`τpp
j
pβj
. M ą K needs to be satisfied for ZF
detector to work.
The proofs of Lemmas 1 and 2 can be obtained by adding
corresponding indices for different users’ pilot power in the
proofs of [6]. Note that these achievable rates are valid for any
number of antennas at the BS. However, they are only close
to the capacity when there is substantial channel hardening,
which is the case when M is large, i.e. in the massive MIMO
regime.
These achievable SEs are the performance metric commonly
used in the massive MIMO literature. Therefore it is used
throughout the paper, where τp, pkp and pkd are the variables
to be optimized (for k “ 1, . . . ,K). The optimization can be
done at the BS, which can then inform the users about the
pilot length, the amount of power to be spent on pilots, and
the amount of power to be spent on payload data. The aim
is to maximize a given utility function UpR1, . . . , RKq where
Up¨q can be any function that is monotonically increasing in
every argument. The utility function characterizes the perfor-
mance and fairness that we provide to the users. Examples
of commonly used utility functions are the max-min fairness,
sum performance, and proportional fairness [20]. The general
problem we address for both MRC and ZF is:
maximize
τp,tpkpu,tp
k
d
u
U pR1, . . . , RKq
subject to τppkp ` pT ´ τpqpkd ď Ek, @k,
pkp ě 0, pkd ě 0, @k,
K ď τp ď T.
(9)
4III. OPTIMAL PILOT LENGTH
In this section we derive the optimal length of the pilot
sequences in (9) in closed form. First we provide the following
lemma:
Lemma 3. For any monotonically increasing utility function
with MRC or ZF detection, the energy constraint (4) is satisfied
with equality for every user at the optimal solution, i.e.,
τpp
k
p ` pT ´ τpqpkd “ Ek, k “ 1, . . . ,K (10)
at the optimal point of (9).
Proof: We prove this by contradiction. The SINRs in (6)
and (8) for MRC and ZF are monotonically increasing in pkp for
every user k, and independent of the other users’ pilot powers.
Suppose some users do not use the full energy budget in the
optimal power allocation, they can each increase their pilot
power to improve their own SINR without lowering any other
user’s SINR. Therefore we create a solution which is better
than or equal to the optimal one, which is a contradiction to
our assumption. Therefore the energy constraint is satisfied
with equality.
Then we state the following theorem which gives the
optimal length of training interval in closed form.
Theorem 1. For any monotonically increasing utility function
UpR1, . . . , Rkq, the problem (9) has τp “ K at the optimal
solution.
Proof: The proof can be found in Appendix -A.
Using Theorem 1, we can reduce the number of variables
involved in (9) and this enables us to find the optimal solutions
for certain utility functions in the following sections. Also
from Theorem 1 we know that the optimal training period τp
is equal to the number of users being served, and is the same
for every user. Therefore there is no need for assigning pilot
sequences of different lengths to different users.
IV. JOINT POWER CONTROL OF PILOTS AND PAYLOAD TO
MAXIMIZE WEIGHTED MINIMUM SE
In this section we solve the power control problem (9) for
the class of max-min fairness problem. The max-min fairness
problem is selected to provide the same quality-of-service to
all users in the cell. The two cases with MRC and ZF will be
discussed separately since the SINR expressions are different.
With max-min fairness we aim at serving every user with equal
weighted SE according to their priorities and make this value
as large as possible. We choose UpR˜1, . . . , R˜Kq “ mink R˜k
with R˜k “ p1 ´ τpT q log2p1 ` wkSINRkq where wk ą 0 are
weighting factors to prioritize different users and enable us to
achieve any point on the Pareto boundary of the achievable
rate region pR1, . . . , RKq by varying the weights [23]. It is
trivial to extend Theorem 1 to this case and prove that the
optimal length of training equal to K . Since p1´ τp
T
q log2p1`
wkSINRkq is monotonically increasing in wkSINRk, it is
equivalent to choose objective as mink wkSINRk.
A. Max-Min for MRC
With MRC, the power control problem becomes
maximize
tpkpu, tp
k
d
u
min
k
wkMp
k
dγk
1`řKj“1 βjpjd
subject to τppkp ` pT ´ τpqpkd ď Ek,@k
pkp ě 0, pkd ě 0,@k.
(11)
1) Geometric Program Formulation: Using the epigraph
form of (11) we have the following equivalent problem for-
mulation:
maximize
tpkpu,tp
k
d
u, λ
λ
subject to wkMpkdτppkpβ2k ě
λp1 `
Kÿ
j“1
βjp
j
d ` τppkpβk
` τppkpβk
Kÿ
j“1
βjp
j
dq,@k
τpp
k
p ` pT ´ τpqpkd ď Ek,@k
pkp ě 0, pkd ě 0,@k.
(12)
This problem is non-convex as it is formulated here, how-
ever we recognize it as a geometric program (GP). The GP
formulation has been considered in the conference version
of this paper [12]. Since we next present a new semi-closed
form solution with much lower complexity, the GP details are
omitted here and we refer the interested readers to [12].
2) Explicit Solution: Next we develop a semi-closed form
solution to the max-min fairness problem. Before we present
the solution, we need the following lemma:
Lemma 4. At the optimal point, all wkpkdγk are equal, i.e.,
wkp
k
dγk “ wjpjdγj , @ j, k “ 1, . . . ,K. (13)
Proof: First we need the key observation that at the
optimal solution, all weighted SINRk are equal. We prove this
by contradiction. Assume that at the optimal solution, there is
at least one user k that has a higher weighted SINR than the
others. Denote the minimum weighted SINR at the optimal
solution as SINR˚. We can then construct a new solution by
decreasing pkd by δ ą 1 while maintaining that wkSINRk ą
SINR˚. Since wkSINRk is a continuous increasing function in
pkd, we can always find such δ ą 1. Keeping the other users’
powers fixed, we have increased all other users’ weighted
SINRs. Then we have wjSINRj ą SINR˚, @j, hence we
constructed a solution that is better than the optimal solution,
which is a contradiction to the initial assumption. Therefore
at the optimal solution all weighted SINRk are equal, and we
have
wkSINRk “ wkMp
k
dγk
1`řKj“1 βjpjd “ ĘSINR,@k “ 1, . . . ,K, (14)
where ĘSINR is the common weighted SINR for every user.
We observe that the denominator is the same for every user k.
Therefore the numerator of (14) is the same for all k, which
leads to (13).
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Then we want to find the pkd that satisfies Lemma 3 for any
given value of x “ wkpkdγk, which is provided in the following
proposition:
Proposition 1. For any given value of the weighted
SPk wkpkdγk “ x, the optimal pkd is given in (15) on top
of next page. When (15) is not real-valued, then such SPk is
not attainable by any feasible power allocation.
Proof: Making use of Lemma 3 and Theorem 1, we have
the following equation:
pkdpEk ´ pT ´Kqpkdqβ2k
1` pEk ´ pT ´Kqpkdqβk
“ x
wk
. (16)
This is equivalent to the quadratic equation
pT ´Kqβ2kppkdq2 ´ βk
ˆ
Ekβk ` pT ´Kqx
wk
˙
pkd
` pEkβk ` 1qx
wk
“ 0.
(17)
If the equation has real-valued roots, we observe that sum of
roots and products of roots are positive, therefore both roots of
the equation are positive. Inspecting (6) we see that smaller pkd
gives a higher SINRk when pkdγk is fixed. Therefore we arrive
at the result. Moreover when the quadratic equation does not
have real-valued roots, then wkpkdγk ă x for all feasible pkd
and therefore such SPk is not attainable.
We now reformulate Problem (11) in terms of SP as
presented in the following proposition:
Proposition 2. Problem (11) is reduced to the optimization
problem (18) with one variable (given on top of next page),
where the optimization is done in the domain where the
objective function is real, i.e., x is constrained to be achievable
for every user k. Finding the optimal x in (18) gives the
optimal common SP for every user. By using Proposition 1
we can find the optimal pkd and pkp for every user k to achieve
this optimal common SP.
Proof: We first define x “ wkpkdγk and substitute the
results from Proposition 1 into the expression of SINRk. Then
the objective function is obtained by changing the maximiza-
tion of SINR to minimization of 1/SINR and simplifying the
expression.
Finally we present the solution to Problem (18):
Theorem 2. The common SP that maximizes the minimum
weighted SINR is given by 1{y where y is the unique optimal
solution to an strictly convex optimization problem, and the
unique real-valued solution can be found by solving the
equation (19) on top of next page.
Proof: First we make the change of variable y “ 1{x in
(18), then we have the following problem:
minimize
y
y ` yEk
2pT ´Kq
ÿ
k
βk´
ř
k
b
E2kβ
2
ky
2 ´ 2pT ´KqpEkβk ` 2q ywk ` pT ´Kq2p 1wk q2
2pT ´Kq .
(20)
The first term is linear, thus the objective is convex if the last
term, which has the form fpyq “
a
ay2 ` by ` c is concave.
This is verified by taking the second derivative of fpyq which
gives
1
4
4ac´ b2
pax2 ` bx` cq3{2 . (21)
The second derivative is non-positive when b2 ´ 4ac ě 0, in
such case fpyq is concave.
The kth square root term in (20) satisfies b2 ´ 4ac ě 0 asˆ
2pT ´KqpEkβk ` 2q 1
wk
˙2
´ 4E2kβ2kpT ´Kq2
ˆ
1
wk
˙2
“4pT ´Kq2
ˆ
1
wk
˙2
p4Ekβk ` 4q ą 0,
(22)
and hence it is strictly concave. The overall function is thus
strictly convex. Hence the optimal y can be found by setting
the first derivative of the objective to zero and the unique
solution is found.
Since we know that (20) is a strictly convex function in y,
hence there will be only one optimal solution and it can be
found by line search, such as using bisection method, which
makes it easy to implement.
To summarize, we provided a semi-closed form solution to
the max-min SE problem with the following procedure:
1) Find the optimal common weighted SP by solving (19)
given in Theorem 2, using e.g. bisection.
2) For this SP find all the optimal pkd using Proposition 1.
3) Find the optimal pkp using Lemma 3.
Finding the optimal power control parameters is reduced
to solving an equation with a single variable (or a single-
variable convex problem). Therefore the complexity is linear
in the number of users being served and independent of the
number of antennas, which can be implemented in real-time
at the BS.
B. Max-Min for ZF
Similar to the case of the MRC detector, we can write the
problem as max-min weighted SINR as follows:
maximize
tpkpu, tp
k
d
u
min
k
wkpM ´Kqpkdγk
1`řKj“1 pjdpβj ´ γjq
subject to τppkp ` pT ´ τpqpkd ď Ek,@k
pkp ě 0, pkd ě 0,@k.
(23)
The only difference from (11) is the expressions of the
SINRs, which is now taken from (8) by inserting τp “ K .
Due to the negative terms appearing in the denominator of the
SINR expressions, this problem cannot be directly transformed
to a GP problem. Fortunately we observe that the denominators
of the SINRs are the same for all users, therefore we can state
a similar result as Lemma 4.
Lemma 5. For the ZF detector, at the optimal point, all
wkp
k
dγk are equal, i.e.,
wkp
k
dγk “ wjpjdγj , @ j, k “ 1, . . . ,K. (24)
6pkd “
Ekβk ` pT ´Kq xwk ´
b
E2kβ
2
k ´ 2pT ´KqpEkβk ` 2q xwk ` pT ´Kq2p xwk q2
2pT ´Kqβk (15)
minimize
xě0
1
x
` Ek
2pT ´Kqx
ÿ
k
βk ´
ř
k
b
E2
k
β2
k
´2pT´KqpEkβk`2q
x
wk
`pT´Kq2p x
wk
q2
x2
2pT ´Kq ,
(18)
1
2pT ´Kq
ÿ
k
E2kβ
2
ky ´ pT ´KqpEkβk ` 2q 1wkb
E2kβ
2
ky
2 ´ 2pT ´KqpEkβk ` 2q 1wk y ` pT ´Kq2 1w2k
“ 1` Ek
2pT ´Kq
ÿ
k
βk. (19)
The proof is similar to that of Lemma 4 and is omitted.
By using Lemma 5 we obtain the following important result:
Theorem 3. Problem (23) can be reformulated as
maximize
tpkpu, tp
k
d
u
min
k
wkpM ´Kqpkdγk
1`řKj“1 pjdβj
subject to τpp
k
p ` pT ´ τpqpkd ď Ek,@k
pkp ě 0, pkd ě 0,@k.
(25)
This implies that solving problem (25) gives the same optimal
pkd, p
k
p as solving problem (23), but the objective value is
different.
Proof: Using Lemma 5 we have wkpkdγk “ wjpjdγj at
the optimal point. Moreover the denominator can be written
as 1 `řKj“1 pjdβj ´řKj“1 pjdγj where the last term is equal
to wkpkdγk
řK
j“1
1
wj
. Then we can rewrite the weighted SINR
as
wkSINRk “ M ´K
1
wkp
k
d
γk
`řj pjdβjwkpkdγk ´řj 1wj (26)
Since
ř
j
1
wj
is a constant and the same for every user, the
set of parameters that maximizes SINRk also maximizes the
SINRk if the term
ř
j
1
wj
is removed. Therefore both problem
are equivalent in the sense that they have the same optimal
solutions.
From Theorem 3 we see that only the constant M is
replaced with M ´ K , therefore the power allocation that
solves the weighted max-min SE for the MRC also solves
the weighted max-min SE for the ZF. The same methods
and analytical solutions apply. Therefore we don’t need to
do a separate optimization for ZF in this case. This implies
that the users do not need to know what kind of detector is
used at the BS. While the BS can switch between different
detectors according to the data traffic requirements or power
consumption restrictions.
V. JOINT PILOT AND DATA POWER CONTROL FOR
WEIGHTED SUM SE
In this section we solve the power control problem (9)
for the weighted sum SE for MRC and ZF detector. This
problem is selected to maximize the total system throughput,
and weights are included to provide some fairness between
different users. We define the weighted sum SE by choosing
UpR1, . . . , RKq “
řK
k“1 wkRk.
Power control that maximizes sum SE when interference
is present is known to be an NP-hard problem in general
under perfect channel knowledge [17]. In this part we present a
polynomial-time solution to one special case when all sources
transmit to the same receiver. When channel estimation errors
are present, with the bounding techniques we used for the
achievable SE we discover a specific structure that lead to a
convex reformulation after a series of transformations. Since
optimizing the data power is considered to be a hard problem
itself, in the following we first present the case when one
only optimizes the data power, then the solution approach is
extended to the case of joint optimization of pilot and data
power.
A. Weighted Sum SE for MRC
By using Theorem 1, (9) now becomes the following
optimization problem:
maximize
tpkpu, tp
k
d
u
ÿ
k
wk log2
˜
1` Mp
k
dγk
1`řKj“1 βjpjd
¸
subject to τppkp ` pT ´ τpqpkd ď Ek,@k,
pkp ě 0, pkd ě 0,@k.
(27)
1) Optimizing Data Power: In the case of optimizing data
power only, the energy budget constraint reduced to the
peak power constraint on the data power given as Pk “
pEk ´ τppkpq{pT ´ τpq for user k where pkp is now a constant.
Therefore we have the following optimization problem:
maximize
tpk
d
u
ÿ
k
wk log2
˜
1` Mp
k
dγk
1`řKj“1 βjpjd
¸
subject to pkd ď Pk,@k,
pkd ě 0,@k.
(28)
In this case γk are fixed constants and the optimization vari-
ables are the data power pkd with individual power constraints.
The formulation in (28) is non-convex. However, we use the
observation that the denominator of the SINR expression is
the same for every user, to obtain a convex reformulation as
described in the following theorem:
Theorem 4. Problem (28) can be reformulated into the
7following convex form:
maximize
s, txku
ÿ
k
wk log2 p1` akxkq
subject to xk ď βkPks,@k,
xk ě 0,@k,
Kÿ
j“1
xj “ 1´ s,
(29)
where ak “Mγk{βk. The two formulations are equivalent in
the sense that they have the same optimal objective value, and
the solution to (28) can be obtained from solution to (29) via
pkd “ xksβk .
Proof: First we observe that the denominator of the SINR
expression in the objective function of (28) is the same for
every user. It is possible for us to apply the following variable
substitutions:
1) xk “ βkp
k
d
1`
ř
j βjp
j
d
;
2) s “ 1
1`
ř
j βjp
j
d
, or equivalently, s “ 1´řj xj .
The individual power constraints are changed proportionally.
Since problem (29) is convex and Slater’s condition is
always satisfied, standard convex solvers can handle this
problem. Moreover we observe that Theorem 4 transforms the
problem into a power allocation of virtual parallel channels
with individual and sum power constraints. This problem has
a water-filling structure when s is fixed. Therefore we inves-
tigate the Karush-Kuhn-Tucker (KKT) conditions and obtain
the following solution structure which enable us to develop
dedicated algorithms that are more efficient than applying
standard interior point methods. The results are summarized
in the following theorem:
Theorem 5. The optimal power allocation to the virtual
parallel channel (29) satisfies the following equations:
1) xk “ min
ˆ
βkPks,max
´
wk
ν
´ 1
ak
¯`˙
, @k,
2) řKj“1 xj “ 1´ s,
3) ν “ řKj“1 βjPj ˆ wj1
aj
`xj
´ ν
˙`
,
where pzq` “ maxpz, 0q for any real number z. When s is
fixed, the first two conditions are sufficient. Moreover, when
Kÿ
j“1
βjPj
¨
˝ wj
1
aj
` βjPj
1`
ř
j1
βj1Pj1
˛
‚ď min
k
p1`řj βjPjqwk
βkPk
1`
ř
j
βjPj
` 1
ak
,
(30)
then it is optimal to let every user use full power.
Proof: The proof can be found in Appendix -B.
With Theorem 5 we develop an efficient algorithm to obtain
the optimal power allocation. For fixed s the optimal xk can be
obtained via modified water-filling. Next we apply bisection
on s to find the optimal s such that condition (3) in Theorem
5 is satisfied. The use of bisection needs to be justified and
is also provided in the appendix. We only need to search for
s P r 1
1`
ř
j βjPj
, 1s since this is an implicit constraint from the
definition. The s that solves the problem is such that fpsq fiřK
j“1 βjPj
ˆ
1
1
aj
`xj
´ v
˙`
´ν “ 0. As a by-product we also
get the condition when it is optimal to for everyone to use full
power. The procedure of finding the optimal power control
parameters are described in Algorithm 1.
Algorithm 1 Virtual Water-Filling Algorithm for (29)
1: Initialize sl “ 11`řj βjPj and su “ 1. Check if (30)
is satisfied, if yes then terminate and output pkd “ Pk.
Otherwise compute s “ psl ` suq{2.
2: repeat
3: solve for xk and v satisfying conditions (1) and (2) in
Theorem 5
4: if fpsq ą 0
5: su “ s, sl remains unchanged
6: sÐ psu ` slq{2
7: else
8: sl “ s, su remains unchanged
9: sÐ psu ` slq{2
10: until convergence with |su ´ sl| ă ǫ
11: return all pkd “ xkβks @k
2) Joint Pilot and Data Power Optimization: Next we
extend the method to the case of joint power control over
pilot and data power. The problem can be written as follows:
maximize
tpk
d
u, tpkpu
ÿ
k
wk log2
˜
1` Mp
k
dγk
1`řKj“1 βjpjd
¸
subject to τppkp ` pT ´ τpqpkd ď Ek,@k,
pkd ě 0, pkp ě 0,@k.
(31)
Since γk depends on pkp which is also an optimization variable,
the problem is non-convex. However we find out that the tools
we developed for the max-min problem help us here as well.
More specifically, we make use of Proposition 1 with wk “
1 @k. Define xk “ pkdγk as the SP of user k, then we use
Proposition 1 to make a change of variables in (31) and use
the same techniques as in the case of optimizing data power
only. We obtain the following theorem:
Theorem 6. Problem (31) can be reformulated into the
following form:
maximize
s, tyku
ÿ
k
wk log2 p1`Mykq
subject to
Kÿ
j“1
βjqpyj , sq ď 1´ s,
(32)
where qpyj , sq is defined in (33) on top of next page. The
two formulations are equivalent in the sense that they have
the same optimal objective values, and the solution to (31)
can be obtained from solution to (32) via pkd “ qpyk, sq{s.
Moreover problem (32) is jointly convex in s and yk.
Proof: First we introduce a dummy variable t and rewrite
8qpyj , sq “
Ejβjs` pT ´Kqyj ´
b
E2j β
2
j s
2 ´ 2pT ´KqpEjβj ` 2qyjs` pT ´Kq2y2j
2pT ´Kqβj . (33)
(31) as
maximize
t, tpk
d
u, tpkpu
ÿ
k
wk log2
ˆ
1` Mp
k
dγk
t
˙
subject to τppkp ` pT ´ τpqpkd ď Ek,@k,
pkd ě 0, pkp ě 0 @k
1`
Kÿ
j“1
βjp
j
d ď t.
(34)
The last constraint is relaxed from equality to inequality
without changing the solutions to the problem. This is because
the objective function is monotonically decreasing in t, thus at
the optimal point the last inequality will always be active. Next
we apply Proposition 1 with wk “ 1 @k. Define xk “ pkdγk
as the SP of user k to obtain the following problem
maximize
t, txku
ÿ
k
wk log2
ˆ
1` Mxk
t
˙
subject to 1`
Kÿ
j“1
βjrpxjq ď t,
(35)
where rpxjq is defined in (36) on top of next page.
Finally we apply the variable substitution yk “ xk{t and
s “ 1{t to obtain (32).
From the proof of Theorem 2 we can deduce that rpxjq is
a convex function in xj . Next we observe that qpyj , sq is a
perspective transformation of rpxjq and therefore preserve the
convexity [24]. Hence we conclude that (32) is jointly convex
in yjs and s.
Since we have the convex reformulation (32) we can use
standard convex solvers to find the optimal solutions effi-
ciently, and the optimal power control parameters can be
recovered easily. Here we use the MOSEK solver [25] with
CVX [26]
B. Sum SE for ZF
In the case of perfect CSI, maximizing sum SE for ZF is
straightforward. This is because the ZF detector completely
removes all the interference from other users and creates K
parallel channels. However in the case of imperfect CSI, the
interference is reduced but still remains, which makes the sum
SE problem at least as difficult as with MRC. Fortunately, the
techniques we developed for solving the MRC case can be
applied here to solve the problem to global optimal. Similarly
we will first describe the case of optimizing data power only
and then extended to joint pilot and data power optimization.
By using Theorem 1, (9) now becomes the following
optimization problem:
maximize
tpkpu, tp
k
d
u
ÿ
k
wk log2
˜
1` pM ´Kqp
k
dγk
1`řKj“1 pjdpβj ´ γjq
¸
subject to τppkp ` pT ´ τpqpkd ď Ek,@k
pkp ě 0, pkd ě 0,@k.
(37)
1) Optimizing Data Power: In the ZF case, we have the
following the following problem:
maximize
tpk
d
u
ÿ
k
wk log2
˜
1` pM ´Kqp
k
dγk
1`řKj“1pβj ´ γjqpjd
¸
subject to pkd ď Pk,@k
pkd ě 0,@k.
(38)
We observe that this problem has exactly the same structure
as (29) in the MRC case where only the constant βj changes
to βj´γj . Therefore same analysis and algorithm applies here
where we substitute all βj with βj ´ γj .
2) Joint Pilot and Data Power Optimization: Next we
extend this result to the case of joint power control over pilot
and data power. The problem is as follows:
maximize
tpk
d
u, tpkpu
ÿ
k
wk log2
˜
1` pM ´Kqp
k
dγk
1`řKj“1pβj ´ γjqpjd
¸
subject to τppkp ` pT ´ τpqpkd ď Ek,@k
pkd ě 0, pkp ě 0,@k.
(39)
The transformation we did in the MRC case can be applied
here as well as proved by the following corollary:
Corollary 1. Problem (39) can be reformulated into the
following form:
maximize
s, tyku
ÿ
k
wk log2 p1` pM ´Kqykq
subject to
Kÿ
j“1
βjqpyj , sq ´
Kÿ
j“1
yj ď 1´ s,
(40)
where qpyj , sq is given in (33) which is the same as in the MRC
case. The two formulations are equivalent in the sense that they
have the same optimal objective values, and the solution to
(39) can be obtained from solution to (40) via pkd “ qpyk, sq{s.
Moreover problem (40) is jointly convex in s and yk.
Proof: The only difference compared with the case of
MRC is that βj changes to βj ´ γj in all expressions. The
proof is similar to the case of MRC, and is omitted here for
brevity.
VI. EXTENSION TO CORRELATED FADING CHANNELS
In this section, we extend our results to case of correlated
fading channels. We only consider weighted max-min fairness
for MRC here, to exemplify how our techniques in the previous
9rpxjq “
Ejβj ` pT ´Kqxj ´
b
E2j β
2
j ´ 2pT ´KqpEjβj ` 2qxj ` pT ´Kq2x2j
2pT ´Kqβj . (36)
sections apply to other channel models. The other cases are
left for future work.
For the correlated fading channels, we model gk „
CNp0,Rkq where the covariance matrix Rk characterizes the
spatial correlation. The large-scale fading is the same for all
antennas so all diagonal entries are equal to βk. The MMSE
channel estimation requires the storage of the entire matrix
Rk for every user, and the estimation requires the inversion
of large matrices – which has a high associated complexity.
To avoid this complexity, we adopt the element-wise MMSE
estimator proposed in [27]. During the training phase, the BS
receives the pilot signals, correlates them with pilot sequence
of user k and obtains
yk “
b
τppkpgk ` np, k “ 1, . . . ,K. (41)
The estimate is then
gˆk “
b
τppkpβk
1` τppkpβk
yk, k “ 1, . . . ,K. (42)
This estimate, gˆk , is for linear detection of data from user k.
With this channel model and estimation method, we obtain the
following achievable SE:
Lemma 6. The capacity of user k with MRC detection under
correlated fading and element-wise MMSE estimation is lower
bounded by the achievable ergodic SE
Rcorrk “
´
1´ τp
T
¯
log
2
p1` SINRcorrk q (43)
where pilot and payload powers are arbitrary,
SINRcorrk “
Mpkdγk
1`řKj“1 trpRjRkqpjd γkMβ2
k
`řKj“1 pjd βj1`τppkpβk(44)
and γk “ τpp
k
pβ
2
k
1`τppkpβk
.
Proof: The proof is given in Appendix -C.
We observe that Theorem 1 for the optimal training length
can be easily extended to cover this case, and therefore the
optimization problem we are interested to solve is:
maximize
tpkpu, tp
k
uu
min
k
wkSINR
corr
k
subject to τppkp ` pT ´ τpqpku ď Ek,@k
pkp ě 0, pku ě 0,@k.
(45)
The epigraph form of (45) is
maximize
tpkpu,tp
k
d
u, λ
λ
subject to wkMpkdpkpβ2kτp ě
λp1` τpβkpkp `
Kÿ
j“1
βjp
j
d`
τpp
k
p
Kÿ
j“1
trpRjRkqpjd
1
M
q,@k
τpp
k
p ` pT ´ τpqpkd ď Ek,@k
pkp ě 0, pkd ě 0,@k.
(46)
We recognize (46) as a GP and therefore it can be solved
efficiently, using general purpose solvers.
VII. SIMULATION RESULTS AND DISCUSSION
In this section we present simulation results to demonstrate
the benefits of our algorithms and compare the performance
with the case of no power control (i.e., full equal power) as
well as the case of power control on the payload power only
(and full power pilots). We consider a scenario with M “ 100
antennas, K0 “ 10 users, and the length of the coherence
interval is T “ 200 (which for example corresponds to a
coherence bandwidth of 200 kHz and a coherence time of
1 ms). The users are assumed to be uniformly and randomly
distributed in a cell with radius R “ 1000 m and no user
is closer to the BS than 100 m. The path-loss model is
chosen as βk “ zk{r3.76k where rk is the distance of user k
from the BS where zk represents the independent shadowing
effect. Shadowing is chosen to be log-normal distributed with
a standard deviation of 8 dB. Due to the long tail behavior
of the log-normal distribution there could be some users with
very small βk, therefore in each snapshot the user with the
smallest βk is dropped from service. Therefore the algorithm
is run for K “ K0 ´ 1 “ 9 users.
The energy budgets Ek “ 10´0.5 ˆ R3.76 ˆ T and Ek “
100.5ˆR3.76ˆT give a median SNR of ´5 dB and 5 dB at the
cell edge when using equal power allocation. The weights wk
are set to be equal in all the simulations. The algorithms are
run for 1000 Monte-Carlo simulations where in each snapshot
the users are dropped randomly in the cell so that the large-
scale fading βk changes.
A. Max-Min SE Results
We compare 4 schemes: 1) the solution to problem (12)
(marked as ‘Max-min’ in the figures); 2) equal power allo-
cation pkd “ pkp “ Ek{T (marked as ‘Equal Power’ in the
figures); 3) optimizing only payload power for problem (12)
by fixing pkp “ Ek{T (marked as ‘Max-min (data)’ in the
figures); 4) the scheme that maximizes the sum SE is presented
as well for reference (marked as ‘sum’ in the figures). The
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Fig. 1. CDF of the minimum SE with M “ 100, K0 “ 10, T “ 200, R “ 1000 m for MRC. Subplots (a) and (b) correspond to low SNR (´5 dB) and
high SNR (5 dB) at the cell edge, respectively.
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Fig. 2. CDF of the minimum SE with M “ 100, K0 “ 10, T “ 200, R “ 1000 m for ZF. Subplots (a) and (b) correspond to low SNR (´5 dB) and
high SNR (5 dB) at the cell edge, respectively.
same schemes are tested for both MRC and ZF, and low and
high SNR scenarios.
In Figure 1 (a) and (b) we plot the cumulative distribution
function (CDF) of the minimum SE over different snapshots
of user locations for MRC at low and high SNR respectively.
We observe that without any power control in almost all of
the cases the user with the lowest SNR will get less than
0.5 bit/s/Hz in both low and high SNR scenarios. This is not
acceptable if we want to provide decent quality of service to
every user being served. With max-min power control for both
pilot and data we resolve this problem by guaranteeing the
users an SE of more than 1 bit/s/Hz with 0.95 probability and
2.75 bit/s/Hz with 0.5 probability. In low SNR scenarios the
joint optimization doubles the 0.95 likely point, from 0.5 to 1
bit/s/Hz, which proves the need of joint pilot and data power
optimization at low SNR. In this case with data power control
the user with the worst channel would have poor channel
estimates that limits the SE, while with joint power control
they borrow power from the data part to enhance channel
estimation and thereby increase the SE. However in the high
SNR scenarios the gain is marginal by the joint optimization,
power control over data is enough. This is because the channel
estimates are already good enough for linear detection. The
performance of the sum SE formulation is not surprising as it
is not designed for improving the minimum SE. It boosts the
SE of the users with better channels to increase the sum SE,
which in turn scarifies the users with worse channels.
In Figure 2 (a) and (b) we plot the CDF of the minimum SE
over different snapshots of user locations for ZF at low and
high SNR respectively. We observe that all schemes perform
similarly and the gains from joint power control with respect to
only power control over data are not as large as in the case of
MRC. This is because with ZF most interference is removed by
the detector, however in low SNR scenarios joint power control
11
is still necessary as it increases the 0.95 likely point from 0.5
to 1 bit/s/Hz compared to power control over data only. The
performance of the sum SE formulation is surprisingly good
at both low and high SNR and is even better than the max-min
scheme with only data power control. This suggests that with
ZF detector we can go for the sum SE formulation and push
up the total system throughput without sacrificing much of the
worse users’ performance.
B. Sum SE Results
We compare 4 schemes: 1) the scheme that maximizes the
sum SE (marked as ‘Sum’ in the figures); 2) equal power
allocation pkd “ pkp “ Ek{T (marked as ‘Equal Power’ in the
figures); 3) optimizing the data power only for sum SE by
fixing pkp “ Ek{T (marked as ‘Sum (data)’ in the figures); 4)
the max-min scheme is also presented for reference (marked
as ‘max-min’ in the figures). The same schemes are tested for
both MRC and ZF.
In Figure 3 (a) and (b) we plot the CDF of the sum SE
for the scenario we described above for MRC at low and high
SNR respectively. We observe the optimized power control
increases the sum SE significantly. The whole CDF is shifted
to the right by almost 15 bit/s/Hz in the low SNR scenario
with the proposed power control as compared to equal power
allocation. At low SNR the joint power control offers about
10% increase over the case with only data power control. At
high SNR the gain is marginal as the SEs of the users have
saturated so we are in the log part of the SE already. The max-
min scheme performs well at high SNR due to the saturation
of SE, but worse at low SNR. This is because enforcing max-
min fairness lead to large sacrifices in sum SE at low SNR.
The reason is that with high probability there will be some
very disadvantaged user, and everyone else has to cut back
significantly to avoid causing near-far interference.
In Figure 4 (a) and (b) we plot the CDF of the sum SE
for ZF at low and high SNR respectively. We observe that
with ZF when we optimize only the data power the optimal
scheme is always using full power. The reason for this is that
in single cell systems ZF removes most of the interference, the
near-far effects are almost removed by the ZF detector thus
creating almost parallel channels. Therefore the scheme with
equal power allocation is the same as optimizing data power
only. The joint power control offers about 10% improvements
over the case with only data power control at low SNR and
the gain diminish as the SNR increases. However there will
always be a gap between the two schemes, this is because
even when the SNR tends to infinity we can use always save
power on the pilot and use it for data which increases the SE.
The max-min scheme performs poorly in both scenarios, this
confirms our suggestion that with ZF we should use the sum
SE formulation.
C. Robustness
In this subsection, we present simulation results for the
case when the large scale fading parameters are not known
perfectly, but obtained through estimation. We assume that
the BS collects N processed pilots from each user to perform
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Fig. 5. Average minimum SE with M “ 100, K0 “ 10, T “ 200, N “ 10,
R “ 1000 m for estimated large scale fading parameters.
this estimation. Specifically, denoting each channel realization
by gik, the processed pilot signals received by the BS for each
user can be written as
yik “
?
τppkg
i
k `wik, i “ 1, . . . , N, (47)
where yik is the processed received signal, τp is the length of
the pilot, pk is the signal power and wik is additive noise with
variance 1. Then we estimate βk as follows:
βˆk “
řN
i“1 ||yik||2 ´MN
MNτppk
. (48)
This estimate is justified by the fact that
||yik||2 « τppk||gik||2 ` ||wik||2
« τppkβkM `M.
(49)
Figure 5 shows the minimum SE achieved by our max-min
scheme with the proposed estimator of the large-scale fading
parameters. The number of observations is N “ 10 and the
median SNR at the cell edge ranges from ´10 dB to 10 dB; all
other simulation parameters are the same as in the previous
subsection. The estimated βs are treated as the true βs in
the optimization (marked as ’Estimated’). The performance
is compared with the case when the βs are known perfectly
(marked as ’Genie Aided’). We observe that with the simple,
above suboptimal estimator and the small number of training
symbols, the performance degradation is almost negligible. We
conclude that our scheme shows significant robustness against
estimation errors in the large-scale fading parameters.
D. Correlated Fading
In this subsection we look at the performance of joint pilot
and data power control in correlated fading channels. We use
the one-ring model [28] to model the correlations. An angular
spread of 10 degrees is chosen, and the angles of arrival
of different users are independent and uniformly distributed
between 0 and 180 degrees. The median cell edge SNR is ´10
dB and all other parameters are the same as in the above.
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Fig. 3. CDF of the sum SE with M “ 100, K0 “ 10, T “ 200, R “ 1000 m for MRC. Subplots (a) and (b) correspond to low SNR (´5 dB) and high
SNR (5 dB) at the cell edge, respectively.
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Fig. 4. CDF of the sum SE with M “ 100, K0 “ 10, T “ 200, R “ 1000 m for ZF. Subplots (a) and (b) correspond to low SNR (´5 dB) and high
SNR (5 dB) at the cell edge, respectively.
Figure 6 shows the CDF of the minimum SE achieved by
our scheme with element-wise MMSE channel estimation and
MRC. We compare 4 schemes: 1) the solution to problem (46)
(marked as ‘Max-min’); 2) equal power allocation pkd “ pkp “
Ek{T (marked as ‘Equal Power’); 3) optimization of only pay-
load power for problem (46), by fixing pkp “ Ek{T (marked
as ‘Max-min (data)’); 4) the solution to problem (12) but with
application of the power control parameters obtained under
the i.i.d. assumption (marked as ‘Max-min i.i.d.’). From the
plot we see similar behaviors as in the i.i.d. channels, that is,
joint pilot and data power control improves the minimum SE
substantially. Directly applying the power control parameters
obtained under the i.i.d. assumption, neglecting the correlation,
yields surprisingly good performance.
Taken together, joint pilot and data power control is highly
useful in the low SNR regime also for correlated fading
channels. We expect this conclusion to hold also for other
channel models, which have to be left for future work.
E. Dependence on SNR, K and T
In this subsection we study the dependence of the gain of
joint pilot and data power control on the SNR, number of users
and length of coherence interval.
First we investigate the performance of MRC. At low SNR,
the noise dominates over interference and we can approximate
(6) as
SINRk «Mpkdγk «MKpkppkdβ2k, (50)
for τp “ K . Under the power constraint
Kpkp ` pT ´Kqpkd ď Ek, (51)
it is straightforward to show that
pkp “
Ek
2K
and pkd “
Ek
2pT ´Kq (52)
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Fig. 6. CDF of the minimum SE with M “ 100, K0 “ 10, T “ 200,
R “ 1000 m for MRC in correlated fading. The median SNR is ´10 dB at
the cell edge.
maximize the approximate SINR. Since T " K , this means
that the user allocates substantially more power to pilots than
to data at low SNR. Compared to the case of data power
control only, where pkp “ pkd “ Ek{T , we have
SINR
opt
k «
T 2
4KpT ´KqSINR
data
k , (53)
where SINRoptk represents the SINR obtained by optimizing
the pilot and data power and SINRdatak represents the SINR
obtained by only optimizing the data power.
To conclude, the gain of joint pilot and data power control
can be substantial at low SNR, and when K is small relative
to T . For ZF, similar results are obtained at low SNR, where
the interference can be neglected. Therefore our scheme may
be particularly useful for wireless broadband access with sta-
tionary terminals, as in that application the coherence interval
is usually very long.
At high SNR, when interference dominates over noise,
γk « βk. Then the impact of the pilot power is negligible
for MRC. However for ZF, the interference is cancelled out
completely, thus creating parallel channels. More power will
be spent on data to boost the SE. However the gain will not
be substantial as the spectral efficiency only grows logarith-
mically with SINR in this regime. Therefore optimizing the
data power is most important.
F. Complexity
In this subsection, we characterize the computational com-
plexity of our schemes, and compare it to that of the other
digital signal processing that is carried out in massive MIMO
systems (in particular, channel estimation and linear detection
of the data). We perform the comparison for MRC, as ZF
would consume more computational resources.
Since our power control parameters are computed based on
the large scale fading, we only have to recompute them at the
pace that the large-scale fading changes. The complexity of
our algorithm for the max-min problem is of order OpKq.
The sum SE problem is transformed to a convex problem
that can be solved by a general interior point method. Its
complexity is NitOppm ` Kq3q, where Nit is the number
of Newton iterations required to achieve a predetermined
precision, and m is the number of constraints in the problem.
The exact number of Nit is hard to determine, however in
practice, Nit is typically in the order of tens [24, Chapter 11].
Therefore 100 should be a good enough bound; in any case,
the algorithm may be terminated after 100 iterations. In each
Newton iteration we are solving a linear system of equations.
Since we have 2K ` 1 constraints and K ` 1 variables, the
number of operations required for solving this Newton system
is about 9K3, assuming the use of Cholesky factorization.
In the channel estimation phase the number of operations is
approximately 2MK2, and for MRC detection the number
of operations is approximately 2MK per data symbol [29].
Therefore the total amount of computations in one coherence
interval is approximately 2MK2`2MKpT ´Kq “ 2MKT .
The measurements reported in [30] show that the large-scale
fading parameters are constant over a duration that is on the
order of 100 times the channel coherence time. Moreover,
for the sake of argument, we assume that there are 100 sub-
carriers in the system. These assumptions result in a relative
computational overhead of the proposed sum SE algorithm as
Nit9K
3
20000MKT`Nit9K3
. We see that even with Nit “ 100 (likely
an overestimate) this overhead is on the order of 0.02%.
We conclude that while the complexity calculation given
here represents a first-order estimate only, the extra efforts
for solving the joint optimization problem is negligible in
representative cases.
VIII. CONCLUSION
We considered the optimal joint pilot and data power allo-
cation problems in single cell uplink massive MIMO systems
with MRC or ZF detection. It was first proved that the optimal
length of the training interval equals the number of users.
Using the SE as performance metric and setting a total energy
budget, the power control was formulated as optimization
problems for two different objective functions: the weighted
minimum SE and the weighted sum SE. The optimal power
control policy was found for the case of maximizing the
weighted minimum SE by a semi-closed form solution to a
single variable equation with unique solution. The optimal
power control parameters were shown to be the same for MRC
and ZF. For maximizing the sum SE a convex reformulation
was found and efficient solution algorithms were developed.
The methods have also been extended to handle the case of
correlated fading, although a complete treatment of all aspects
of that case is left for future work.
Simulation results demonstrated the advantage of joint op-
timization over both pilot and data power, and how the two
objectives behave at low and high cell-edge SNRs. With MRC
we have a clear choice to make between max-min and sum
SE, which is dependent on the system requirements. With ZF
we can maximize sum SE without sacrificing much in min SE.
The need of joint pilot and data power control is particularly
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important at low SNR, while at high SNR optimizing only data
power seems to be good enough. Since multi-cell systems are
interference-limited, we predict that we will get results similar
to the low SNR results, particularly if a large pilot reuse factor
is used to get single-cell-like estimation quality. The numerical
results were also justified by a theoretical analysis in the low
and high SNR regime. This analysis showed that the gain
is more substantial when the number of users, K , is small
compared to the length of the coherence interval, T .
Future work includes extension of the methodologies to
multi-cell systems and more sophisticated system models.
A. Proof of Theorem 1
Before proving Theorem 1 we state and prove two lemmas.
Lemma 7. For any x ě 0, we have lnpxq ě x´1
x
with equality
if and only if x “ 1.
Proof: Write fpxq “ lnpxq´ x´1
x
, then we have f 1pxq “
1
x
´ 1
x2
. Observing that f 1pxq ď 0,@x P p0, 1s and f 1pxq ě
0,@x ą 1, we can conclude that x “ 1 is the minimum point
of fpxq at which fpxq “ 0. Thus we have fpxq ě 0,@x ą 0,
which proves the lemma.
Lemma 8. For any positive constants a, b and c, gpxq “
x log2
´
1` a
bx`c
¯
is a strictly monotonic increasing function
in x for all x ą 0.
Proof: Taking the first derivative we have
g1pxq “ 1
lnp2q ln
ˆ
1` a
bx` c
˙
` x
lnp2q ¨
1
1` a{pbx` cq ¨
´a
pbx` cq2 ¨ b
“ 1
lnp2q
ˆ
ln
ˆ
1` a
bx` c
˙
´ abxpbx` cqpbx` c` aq
˙
ą 1
lnp2q
ˆ
ln
ˆ
1` a
bx` c
˙
´ a
bx` c` a
˙
ě 0.
(54)
The first inequality comes from the fact that bx{pbx` cq ă 1
for any strictly positive b and c. The last inequality follows
from putting 1` a{pbx` cq in Lemma 7.
Next, we prove Theorem 1 by contradiction. Assume that
τ˚p ą K , pk˚p and pk˚d is the optimal solution to problem (9).
From Lemma 3 we know that
τ˚p p
k˚
p ` pT ´ τ˚p qpk˚d “ Ek, k “ 1, . . . ,K. (55)
We will now construct a new feasible point that gives a higher
objective function. Choose τ 1p “ K , pk
1
p “ τ˚p pk˚p {K , pk
1
d “
pEk ´ τ˚p pk˚p q{pT ´ Kq for every user k, then γ
1
k “ γ˚k as
τ
1
pp
k1
p “ τ˚p pk˚p . We compare the value of Rkpτp, pkp, pkdq for
these two sets of parameters. The achievable SE for user k
with our new construction is
RkpK, pk
1
p , p
k1
d q “
ˆ
1´ K
T
˙
log2
ˆ
1` ak
T ´K ` ck
˙
(56)
where ak “ Mγ 1kpEk ´ τ˚p pk˚p q, ck “
řK
j“1 βjpEj ´ τ˚p pj˚p q
for the MRC, and ak “ pM ´ Kqγ 1kpEk ´ τ˚p pk˚p q, ck “
řK
j“1pβj´γ
1
jqpEj ´ τ˚p pj˚p q for the ZF. Then we observe that
Rkpτ˚p , pk˚p , pk˚d q “
ˆ
1´ τ
˚
p
T
˙
log
2
ˆ
1` ak
T ´ τ˚p ` ck
˙
.
(57)
Next we apply Lemma 8 with x “ T ´ τp we can know that
TRk is a strictly monotonic increasing function in T ´ τp.
Therefore RkpK, pk1p , pk
1
d q ą Rkpτ˚p , pk˚p , pk˚d q and the maxi-
mum is achieved at τp “ K due to the constraint τp ě K .
This is a contradiction to the assumption that τ˚p ą K ,
hence τ˚p “ K . Since this holds for every k, we have
proved the theorem for any monotonic increasing function
UpR1, . . . , Rkq.
B. Proof of Theorem 5
We first state the Lagrangian function of problem (29):
Lps, txku, tλku, tµku, νq “
ÿ
k
wk log2p1` akxkq
´
ÿ
k
λkpxk ´ βkPksq `
ÿ
k
µkxk ´ νp
ÿ
k
xk ` s´ 1q.
(58)
Then we can write the KKT conditions [24] for problem (29):
wk
1
ak
` xk
´ λk ` µk ´ ν “ 0,@k,
λk ě 0, xk ď βkPks, λkpxk ´ βkPksq “ 0,@k,
µk ě 0, xk ě 0, µkxk “ 0,@k,ÿ
k
xk “ 1´ s,ÿ
k
λkβkPk ´ ν “ 0.
(59)
We construct a set of solution to the above KKT conditions
as follows:
xk “ min
˜
βkPks,
ˆ
wk
ν
´ 1
ak
˙`¸
,@k, (60)
λk “
˜
wk
1
ak
` xk
´ ν
¸`
,@k, (61)
µk “ pν ´ akq`,@k. (62)
We can easily verify this set of solutions together with
condition (59) and (59) satisfies the overall KKT conditions.
When s is considered to be a constant, the last condition
of (59) is not necessary as it corresponds to BLBs “ 0. This
set of solutions is a function of ν and we are looking for ν
such that (59) is satisfied. For a given s, finding the optimal
xks and ν can be done using algorithms in [31] and [32].
Then we perform bisection on s to find the optimal s that
satisfies (59). Using bisection we are looking for the zero
crossing point of a univariate function, and this requires the
function to have different signs on each end of the interval. To
justify that we can use bisection, we need to check the sign
of fpsq fi řKj“1 βjPj ˆ wj1
aj
`xj
´ ν
˙`
´ ν on the boundaries,
which corresponds to checking s “ 1
1`
ř
j βjPj
and s “ 1.
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When s “ 1
1`
ř
j
βjPj
, then to satisfy (59) xk “ βkPks, and
thus λk ě 0, @k and µk “ 0, @k. This is equivalent to
ν ď wk
1
ak
` βkPk
1`
ř
j
βjPj
, @k. (63)
On the other hand from the last condition of (59) we have
ν “ 1
1`řj βjPj
Kÿ
j“1
βjPj
¨
˝ wj
1
aj
` βjPj
1`
ř
j1 β
1
j
P 1
j
˛
‚. (64)
Therefore for both (63) and (64) to hold the condition is
1
1`řj βjPj
Kÿ
j“1
βjPj
¨
˝ wj
1
aj
` βjPj
1`
ř
j1
βj1Pj1
˛
‚ď min
k
wk
1
ak
` xk
.
(65)
In such case we can always find the ν that satisfies the KKT
conditions, which means that it is optimal to let every user
use full power. On the other hand if (65) does not hold, there
is no ν that can satisfy all conditions simultaneously, and we
can easily check that fpsq ą 0.
When s “ 1, λk “ 0, @k and therefore fpsq “ ´ν ď 0.
Hence we have verified that fpsq have different signs on
the boundaries. Moreover (29) is a convex problem and
Slater’s condition is satisfied. Therefore the KKT conditions
are sufficient and necessary for optimality, there will be one s
such that fpsq “ 0 within the boundaries. The optimal s can
therefore be found via bisection.
C. Proof of Lemma 6
We apply the bounding techniques used in [33] to develop
an achievable SE as´
1´ τ
T
¯
log2 p1` SINRcorrk q , (66)
where
SINRcorrk “
|ErgˆHk gks|2pkdř
j Er|gˆHk gj |2spjd ´ |ErgˆHk gks|2pkd ` Er||gˆk||2s(67)
The results follow from calculating the terms in the above
expressions, using standard results.
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