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Abstract. Graphs provide a natural data representation for analyzing
the relationships among entities in many application areas. Since the
analysis algorithms perform memory intensive operations, it is impor-
tant that the graph layout is adapted to take advantage of the memory
hierarchy.
Here, we propose layout strategies based on community detection to
improve the in-memory data locality of generic graph algorithms. We
conclude that the detection of communities in a graph provides a layout
strategy that improves the performance of graph algorithms consistently
over other state of the art strategies.
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1 Introduction
The number of application and research areas where data can be intuitively cast
into relationship networks (i.e. graphs) is huge [2]. Just to cite a few examples,
Internet is represented by the web sites and the links among these sites [24], social
networks are represented by the individuals and their friendship or professional
connections [24], protein interaction networks are represented by the proteins
and how they are linked to perform particular biological functions [7] and bibli-
ographic networks represent how the authors are linked by their co-authorship
relationships [17]. In all these cases, the graphs are large and querying them
requires signiﬁcant computational eﬀort to meet speciﬁc time restrictions.
Graph based applications query their data periodically in order to extract
information about the relationships among nodes, or about their topology. For
instance, computing routes in navigation systems [11], getting information from
recommendation systems [6], analyzing the security of computer networks [33],
visualizing proteins [7], designing drugs [20] or analyzing the relevance of par-
ticular users in social networks [21] are applications where computing connected
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components, looking for the minimum distance between pairs of nodes and
computing cycles, forests, minimum spanning trees and centrality have been
proven to be very important. All those operations require graph traversals,
which are typically variants of Breadth First Search (BFS) and Depth First
Search (DFS) and can be accelerated if the graph layout exploits the cache
architecture.1
There has been an eﬀort to improve the locality for some speciﬁc graph op-
erations by means of designing compact structures for storing the graph [27] or
by changing the way that speciﬁc algorithms access the data set [32, 36]. How-
ever, the issue of creating generic strategies that beneﬁt diﬀerent types of graph
algorithms is still to be investigated. Leskovec et al. showed that typical large
graphs coming not only from social relations but other ﬁelds such as citations
networks, web graphs, authorship relations or data ﬁle sharing in peer to peer
networks, have their nodes clustered into communities [24]. We have used this
result to derive cache-aware graph layouts, which target social networks, but
which in fact are ﬂexible to target many other data sets.
This paper has three main contributions. The ﬁrst one is the proposal of a
new method for laying out a graph in order to improve data locality. These
method is called COM, and is based on the conjecture that the nodes that
belong to a community are spatially related and are likely to be traversed to-
gether. However, community detection techniques are diﬃcult to scale to huge
graphs because of their computational complexity. Thus, our second contribu-
tion is the proposal of COM(x). COM(x), which is based on COM, restricts
the search of communities to sets of “x” nodes that are connected by BFS,
reducing the cost of laying out the data while improving the performance of
traversals. Finally, the third contribution of this paper is to provide a compar-
ison of state of the art techniques for laying out social graphs. These strategies
are BFSL [1] (from Breadth First Search Layout), a sparse matrix reordering
strategy, i.e. the Cuthill-McKee reordering scheme [9] (referred to as CUTHILL
from now on), Multilevel Spectral Bisection [3] (referred to as SPECTRAL), and
GPART [18].
We conclude that laying out the graphs following the community structure
(COM) not only allows for better performance of traversals than the state of the
art strategies due to higher hit rates in the L1 and L2 caches, but also reduces
the sparseness of the graph and leads to more compact memory layouts.
This paper is structured as follows. First, we present the related work in
Section 2. Then, we propose communities as a data layout and its variations
in Section 3. In Section 4, we describe the computational environment and the
characteristics of the benchmarks generated. Section 5 describes the experiments
we have performed to prove the goodness of community based layouts, and in
Section 6 we perform a proﬁling of BFS traversal to understand the impact of
the layouts on the memory hierarchy. Finally, in Section 7, we summarize our
conclusions and give directions for future work.
1 In this paper, we focus on the BFS. For the DFS there is an extended version of this
work in [34].
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2 Related Work
The memory hierarchy of the computer has a very important impact in applica-
tions that work with large data sets. The research literature has published many
cache-aware solutions for diﬀerent data structures such as lists [5], heaps [37],
etc. However, most solutions for graphs are oriented towards data structures
for storing them in external memory [36], assume a certain simple distribution
(such as a uniform distribution, which is not typical for social networks) of the
nodes and edges in the graph [4] or optimize certain expensive computing graph
algorithms [32]. Our approach contrasts with them because we target irregular
graphs that emerge naturally in social networks and we focus on the data layout
but not on the ﬁnal algorithm.
Given that graphs are typically represented as matrices, the ﬁrst proposals
of graph reorganization techniques correspond to matrix manipulation, which
exchange the rows and columns of the matrix in order to move all the non-zero
values in the matrix towards the diagonal. Social graphs correspond to very
sparse matrices, in other words, they contain more zeroes than connections in
a matrix representation of nodes and edges, thus the exchange of rows allow
for increasing the density of non-zeroes in certain parts of the matrix. This
diagonalization operation is known as the the bandwidth minimization problem
(BMP), which is NP-complete [31]. The most popular solution to this problem
was presented by Cuthill and McKee in [9], which performs a BFS traversal with
a heuristic to select the nodes in decreasing order of degree. Other approaches
for matrix manipulation, such as the algorithm proposed by Gibbs et al. [15],
achieve faster execution time than CUTHILL but not better quality. Alternative
approaches to matrix reorganization are spectral methods [35] such as Multilevel
Spectral Bisection (SPECTRAL), which compute certain eigenvectors of the
matrix that indicate the closeness between nodes.
Regarding the optimization of large graphs, Al-Furaih and Ranka proposed
several reorganizationmethods to obtain better memory performance for particle
interaction problems arising from physics in [1]. Among these methods, they
concluded that layouts based on BFS (BFSL from now on) performed the best,
with a low preprocessing overhead. Some other hierarchical methods which are
used to reshape graphs are METIS [22], and GPART [18], which are based on
locating graph partitions.
Finally, we ﬁnd a survey of graph algorithms that encourage algorithm access
patterns with a high locality in [36]. This approach is diﬀerent from ours, where
we do a generic optimization of the graph data structure based on the data
relations, not on the particular algorithm. We believe that the combination of our
graph layout with cache conscious algorithms would increase the performance.
3 Community Based Data Layouts
The analysis real world graphs (which are typically neither uniform nor completely
random) has found that graphs are characterized by probability distribution
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laws that model the inhomogeneities of the graph, and the overall organization
of the edges among nodes [23]. The distribution of edges reveal the presence of
communities [13], which are groups of nodes with high densities of edges and low
densities of edges between nodes of other groups.
Communities are groups of vertices which probably share common proper-
ties and/or play similar roles within the graph. Communities may correspond to
groups of pages of the World Wide Web dealing with related topics [14], func-
tional modules such as cycles and pathways in metabolic networks [30], groups of
related individuals in social networks [16], etc. The vertices within a community
are highly connected, so the probability for an edge to exist between pairs of
vertices that belong to a community is high.
The rationale behind the use of communities to layout the data of a graph is
as follows. In general, graph traversals such as BFS and DFS, visit the graphs
in a way where topologically close nodes are visited in nearby iterations. Thus,
intuitively, if we put those nodes that belong to the same community close in
memory, we will achieve higher spatial locality, because those nodes will be
topologically close.
Although the problem of community detection is intuitively clear, there is
not a standard formal deﬁnition for communities. Thus, several methods have
been proposed [13,10,19,29]. We will base our work on the community detection
method for large networks proposed by Clauset et al. in [8], because it has been
classiﬁed as one of the most eﬃcient methods for detecting non overlapping
communities on large networks. In the next section, we explain the algorithm
that we use to layout the graph using communities.
3.1 Community Layout - COM
We propose Community Layout (COM) as an algorithm to arrange the layout
of graph data, following the topology of the communities. In order to detect the
communities, we take the community detection procedure proposed by Clauset
et al., which is widely used in the literature [8, 26]. Clauset et al. propose a
greedy algorithm, which uses a metric called modularity. Modularity measures
the quality of a partition of the network into non overlapping communities. At
the beginning of the algorithm, each node is a community. At each step, the al-
gorithm merges the two most related communities until the modularity does not
increase. In other words, for every pair of communities, the algorithm searches
for those that improve the modularity maximally if merged. The algorithm is
executed until no improvement on the modularity can be reached.
After the communities have been detected, COM arranges the layout of the
graph. For each community found, COM labels all the nodes with consecutive
node identiﬁers and stores them contiguously in memory.
3.2 Truncated Community Layout - COM(x)
Since applying COM over huge graphs may be very time consuming due to the
complexity of the community extracting algorithm (O(md log(n)), where m is the
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number of edges, n the number of nodes and d is the depth of the “dendogram”
describing the network’s community structure), we propose a faster alternative
that we call Truncated Community layout COM(x).
Although some communities in the graph are very large, there are typically
many smaller communities. Since it is not necessary to consider the whole graph
topology to locate such small communities. COM(x) simpliﬁes the community
detection problem, exploring the graphs in chunks of x connected nodes. COM(x)
is an iterative algorithm that, at each step, selects an unvisited node n from the
graph and builds a subgraph following a BFS traversal of unvisited nodes start-
ing from n. Once COM(x) ﬁnds x connected unvisited nodes (or the connected
component has no more nodes to visit), it applies COM on this subset of nodes
to build the layout of the graph. This procedure is repeated until all the nodes
in the graph have been visited once.
In general, COM(x) detects a larger number of communities than COM. For
instance, if a community is larger than x or if a community is not fully included in
the subset of x nodes, COM(x) takes them as two separate communities. Thus,
if our conjecture that the arrangement of the graph in communities improves
the data locality is true, then the layout generated by COM(x) will not be as
eﬃcient as for COM. Nevertheless, we will see in the experimental section that
for most of the graphs, COM(x) achieves speedups not very far from COM with
a signiﬁcantly shorter preprocessing time.
4 Experimental Setup
In this section, we present the experimental setup used to test how the graph
layout aﬀects the performance of the application. We implement the graphs
with the aid of DEX, which is a very compact and eﬃcient graph representation
library [25]. DEX stores the adjacency lists of nodes and edges in bitmaps, which
are more cache-friendly and more suitable for large graphs than the standard
adjacency lists. DEX stores the adjacency lists in a B-Tree that maps the ids
of the nodes to compressed bitmaps, which are a compact implementation of
an adjacency list. BFS is implemented using a queue and a visited node vector
which helps in the backtracking procedure.
The computer used to execute the experiments has the following character-
istics. It has an Intel Xeon processor at 2.83 Ghz, with 32 KB of L1 cache for
instructions and 32 KB for data, 2x6 MB of L2 shared cache and 64 GB of main
memory. The algorithms compared are the following:
1. BFSL [1] , CUTHILL [9], SPECTRAL [3] and GPART [18], which correspond
to the state of the art.
2. BFSL(x) which we propose as the simplest way to ﬁnd community like struc-
tures. It consists in performing several BFS traversals of a graph. Each
traversal starts from a diﬀerent node selected at random. Once x nodes from
the graph have been visited, the traversal stops and a new one is started.
The process continues until all the nodes of the graph have been visited.
3. COM and COM(x) which are described in section 3.
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100K 500 40 20 500
500K 100 8 4 100
500K 500 40 20 500
500K 1000 80 40 1000
500K 2000 160 80 2000
1,000K 500 40 20 500
4.1 Social Network Generation
We generated several graphs with the aid of the graph generator proposed by
Lancichinetti et al. [23]. This tool generates graphs that have the character-
istics of social network graphs and allows us to compare the performance of
the strategies for diﬀerent graph sizes and densities. The seven parameters used
to conﬁgure the graphs are the following: the number of nodes, the maximum
degree, the average degree, the minimum community size, the maximum com-
munity size, the degree distribution exponent, the community size distribution
exponent and the mixing factor.
Table 1 shows the diﬀerent graphs we have created for the experiments and
the values for the parameters used to generate them. We have used six diﬀerent
graphs in our experiments. Four of them have the same size, 500K nodes, and we
increase the number of edges by increasing the maximum and average degree, and
the minimum and maximum community sizes. The degree distribution exponent
was set to 2, the community size distribution exponent was set to 1 and the
mixing factor which was set to 0.2. All of them are set by default in the software
to make the graphs adapt to the characteristics of social data graphs [23].
In the experiments we refer to the layout output by the graph generator
as RANDOM. It becomes the baseline of our testing workbench. Additionally,
the graph generator provides information about the communities created, i.e.
nodes that belong to the same community. We use this information to know the
communities created by the graph generator for the 1,000K node graph, to avoid
using the community detection algorithm, which is computationally expensive.
5 Experiments
5.1 Comparison of Layout Methods
In this section, we compare the diﬀerent methods previously described, for the
social network with 500K nodes and an average of 160 nodes per edge. Each
observation is obtained as follows: we execute ten series of ten executions of
the BFS traversal algorithm for a ﬁxed graph layout, starting each series from
a diﬀerent node selected at random. Our reported observation is the average
execution time of the 100 measurements. The results for the execution of the
DFS traversal follow a similar trend as the BFS, and can be found in [34].
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Fig. 1. Average execution time of BFS for diﬀerent layouts. The graph has 500K nodes
and 160 edges per node on average.
In Figure 5.1(a), we show the average execution time for the previously de-
scribed BFS traversal experiment. The leftmost bar in each plot corresponds to
the original graph with the nodes laid out in the order given by the network data
generator. We observe that all the reorganization techniques under test provide
a signiﬁcant reduction of the execution time because of a better spatial locality.
Among all the techniques that we are testing, COM is the best layout in
terms of performance. It improves the performance of the second best algorithm
by 18% and over the basic layout by 58%. Regarding the previously published
techniques, BFSL, CUTHILL, SPECTRAL and GPART, we observe that reduce
the execution time by a similar amount of time, approximately 28%, which is
not as good as for COM.
CUTHILL reorganizes the data in the matrix in blocks of nodes that have
a high connectivity, and therefore the execution time is reduced. On the other
hand, BFSL is eﬀective because it groups the nodes that are accessed in sequence
in a BFS traversal. However, this locality is better for the ﬁrst nodes of the
traversal than for the rest. If the BFS traversal started from a diﬀerent node
than the one selected to build the layout, then the nodes would be accessed in
a very diﬀerent order, and thus it would not get such a good locality. In order
to deal with this problem, BFSL(x) clusters the groups of nodes with a depth
limit. BFSL(x) detects groups of x nodes with spatial locality. This intuition is
conﬁrmed by Figure 5.1, which shows that BFSL(128) is better than the BFSL.
We note that BFSL(x) resembles a simple community detection algorithm of
ﬁxed size, and thus it seems natural that COM, which is more precise setting
the communities, performs better.
5.2 Scalability Analysis
The scalability of the algorithms is very important because we aim at arranging
layouts for arbitrarily large or dense graphs. In this experiment, we test the
speedup trends of the diﬀerent layout techniques with respect to the size of the
graph. We vary the two dimensions of the graph size: the number of edges, and
the number of nodes.
Figure 2 shows the performance of BFS for graphs with a variable number of
edges. According to previous studies, typical graphs have an average number of
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Fig. 2. Speedup of BFS for graphs with
diﬀerent edge densities. The number of
nodes is ﬁxed to 500K.
Fig. 3. Speedup of BFS for graphs with
diﬀerent number of nodes. The average
number of edges per node is 40.
edges that range from a few units to a few hundred units [24, 12]. We observe
that all the techniques improve their locality on denser graphs because graphs
with more edges have matrices where more nodes can be clustered together. We
see that COM is the algorithm with the best performance for all the tested edge
densities. The detection of communities is ﬂexible to locate groups of nodes that
are very connected with respect to the density of the rest of the graph, which is
independent of the average edge degree.
Figure 3 shows the evolution of the performance for varying numbers of nodes
using BFS. We observe that state of the art approaches are stable with an
approximate speedup of 1.20. However, COM is able to obtain speedups of at
least 1.30, and up to 1.37. This happens because if the number of nodes is
larger but the average number of edges is constant, then the probability that
two random nodes are connected is smaller, and thus the graph is sparser. COM
detects these clusters of nodes and groups them in nearby regions of memory.
For the rest of layouts, the arrangement improves the speedup over RANDOM
but below COM.
Overall, BFSL, BFSL(x), SPECTRAL and GPART did not prove better than
CUTHILL. So, in the following sections, we will use CUTHILL as the baseline.
5.3 Community Size Discussion
In our previous experiments, we showed that COM is the best algorithm in terms
of performance and scalability. However, as already mentioned in Section 3, the
detection of communities is an expensive computing operation. Thus, we propose
COM(x), which is discussed in this section.
Figure 4 depicts the preprocessing time to generate the layout of a 100K
and 1,000K node graph in logarithmic scale. We were not able to compute the
communities for the largest graph because it exceed three computing days. For
this particular conﬁguration, we used the communities provided by the graph
generator for estimating the speedup of COM. In Figure 4, we see that COM(x)
reduces the search space to ﬁnd the community to a subset of x nodes, which is
very eﬀective to reduce the preprocessing time. For example, COM(2048) has a
preprocessing time comparable to CUTHILL.
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Fig. 4. Preprocessing time for arranging
the graph layout for 100K and 1000K
nodes and 160 edges per node
Fig. 5. Speed up of BFS for diﬀerent lay-
outs for 100K and 1000K nodes and 160
edges per node
Fig. 6. Number of L1 misses of BFS for
500K nodes and 160 edges per node
Fig. 7. Number of L2 misses of BFS for
500K nodes and 160 edges per node
In Figure 5, we show the speedup of the BFS traversal for the graphs of 100K
and 1,000K nodes. We observe that CUTHILL and COM(2048) behave similarly
with respect to the traversal speedup. Nevertheless, the values between 2048 and
the full graph show a progressive increase in the speedup for COM(x) which is far
above CUTHILL. Large values of x provide better overall performance because
larger subsets of nodes are more likely to contain the large communities.
Given that for very large graphs the larger communities tend to increase too,
it is necessary to set large values of x in order to detect these communities. Al-
though the computational time for COM(2048) is still comparable to CUTHILL,
we obtained a performance speedup slightly worse for this conﬁguration. Nev-
ertheless, if we set the limit higher to ease the location of large communities,
such as COM(32768), the speedup is over CUTHILL. All in all, COM(x) is an
eﬃcient approach that addapts to the necessities of the graph application by
adjusting the value of the parameter x.
6 Profiling
In this section, we evaluate the behavior of the architecture at hand with a proﬁle
of the execution of BFS. We repeated the experiments reported in Section 5.1
with the Oproﬁle daemon activated [28]. We measure the main factors that
determine the memory performance of an application, which are the number
of misses in the memory hierarchy of the processor (the number of misses in
the L1 and L2 caches). We report our observations in Figures 6-7. For each of
Social Based Layouts for the Increase of Locality in Graph Operations 567
the executions, we divided the measure into the accesses to the two main data
structures of the traversals: (a) the boolean vector that indicate whether a node
is visited or not and (b) the adjacency lists.
Regarding the cache hierarchy, in Figure 6 we observe that the number of
misses in the L1 cache diminishes with any rearrangement of the graph under
study. However, we observe that the reduction is not homogeneous between the
accesses to the two data structures. We observe that the number of misses to
the vector is up to one order of magnitude larger than to the adjacency lists.
Each time a node is visited, the traversal checks whether its neighbors have been
visited or not in order to continue the exploration. Since COM arranges the nodes
by dense regions and there are more edges inside the community than outside,
then it is more likely that the neighboring nodes in the graph lay contiguous in
memory. We also ﬁnd that the number of misses to the adjacency lists by COM
is smaller and thus, performs better. Although the volume of cache misses is
smaller than for the visited vector, we ﬁnd it is less relevant fo the execution
time.
When we turn to the analysis of the L2, in Figure 7 we observe that the
behavior is diﬀerent. The fraction of misses to the boolean vector is one order of
magnitude smaller than to the adjacency lists. This is because the boolean vector
ﬁts in the L2 cache but not in the L1. Therefore, the data structure to optimize is
the adjacency lists in contrast to the boolean vector for L1. Nevertheless, COM
is also the algorithm that reduces more the misses to the adjacency lists.
The proﬁling of the traversals demonstrates that our performance improve-
ment comes from a smaller number of misses in when accessing both caches,
specially for L1 which produces the largest beneﬁt.
7 Conclusions and Future Work
The research described in this paper has the objective to improve the perfor-
mance of graph algorithms by improving the spatial locality of the in-memory
graph representation. We have departed from the conjecture that the nodes that
belong to a community are spatially related and have a signiﬁcant importance
in shaping the traversals of graph algorithms. Our ﬁrst important result shows
that layouts based on communities like the one we propose, COM, improves the
performance of common graph algorithms more signiﬁcantly than other state
of the art layouts because of a better usage of the cache hierarchy. Moreover,
for graph traversals, COM works better in laying out the graphs than the same
traversal algorithms used as a layout strategy.
Our second important result is related to the cost of community detection in
large graphs. Given that this is a very expensive procedure, we propose trun-
cated approaches to layout the graph based on community detection. This new
technique, called COM(x), is able to preprocess data at a comparable speed to
previous state of the art proposals and gets results comparable to COM. Further-
more, the quality of the layout is proportional to the value of the parameter “x”
while the preprocessing speed is inversely proportional. This behaviour allows
the user to adjust the value of the parameter “x” according to his necessities.
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The future of our research will go towards the adaptation of community based
techniques to environments where graphs have additional information besides the
graph structure. Our main focus goes towards the reorganization of attributed
and labeled graphs (i.e. typed graphs) where the nodes and edges have associated
information that can be taken into account for improving the speed and quality
to ﬁnd communities in the graph.
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