Most approaches to human attribute and action recognition in still images are based on image representation in which multi-scale local features are pooled across scale into a single, scale-invariant encoding. Both in bagof-words and the recently popular representations based on convolutional neural networks, local features are computed at multiple scales. However, these multi-scale convolutional features are pooled into a single scale-invariant representation. We argue that entirely scale-invariant image representations are sub-optimal and investigate approaches to scale coding within a bag of deep features framework. Our approach encodes multi-scale information explicitly during the image encoding stage. We propose two strategies to encode multi-scale information explicitly in the final image representation. We validate our two scale coding techniques on five datasets: Willow, PASCAL VOC 2010, PASCAL VOC 2012, Stanford-40 and Human Attributes (HAT-27). On all datasets, the proposed scale coding approaches outperform both the scale-invariant method and the standard deep features of the same network. Further, combining our scale coding approaches with standard deep features leads to consistent improvement over the state of the art.
Introduction
Human attribute and action recognition in still images is a challenging problem that has received much attention in recent years [22, 24, 47, 67] . Both tasks are challenging since humans are often occluded, can appear in different poses (also articulated), under varying illumination, and at low resolution. Furthermore, significant variations in scale both within and across different classes make these tasks extremely challenging. Figure 1 shows example images from different categories in the Stanford-40 and the Willow action datasets. The bounding box (in red) of each person instance is provided both at train and test time. These examples illustrate the inter-and intra-class scale variations common to certain action categories. In this paper, we investigate image representations which are robust to these variations in scale.
Bag-of-words (BOW) image representations have been successfully applied to image classification and action recognition tasks [24, 31, 52, 56] . The first stage within the framework, known as feature detection, involves detecting keypoint locations in an image. The standard approach for feature detection is to use dense multi-scale feature sampling [23, 43, 52] by scanning the image at multiple scales at fixed locations on a grid of rectangular patches. Next, each feature is quantized against a visual vocabulary to arrive at the final image representation. A disadvantage of the standard BOW pipeline is that all scale information is lost. Though for image classification such an invariance with respect to scale might seem beneficial since instances can appear at different scales, it trades discriminative information for scale invariance. We distinguish two relevant sources of scale information: (i) dataset scale prior: due to the acquisition of the dataset some visual words could be more indicative of certain categories at a particular scale than at others scales (e.g., we do not expect persons of 15 pixels nor shoes at 200 pixels) and (ii) relative scale: in the presence of a reference scale, such as the person bounding box provided for action recognition, we have knowledge of the actual scale at which we expect to detect parts of the object (e.g., the hands and head of the person). Both examples show the relevance of scale information for discriminative image representations and are the motivation for our investigation into scale coding methods for human attribute and action recognition.
Traditionally, BOW methods are based on hand-crafted local features such as SIFT [37] , HOG [7] or Color Names [64] . Recently, convolutional neural networks (CNNs) have had tremendous success on a wide range of computer vision applications, including human attribute [68] and action recognition [44] . Cimpoi et al. [6] showed how deep convolutional features (i.e., dense local features extracted at multiple scales from the convolutional layers of CNNs) can be exploited within a BOW pipeline for object and texture recognition. In their approach, a Fisher vector encoding scheme is used to obtain the final image representation (called FV-CNN). We will refer to this type of image representation as a bag of deep features, and in this work we will apply various scale coding approaches to a bag of deep features. Contributions In this paper, we investigate strategies for incorporating multi-scale information in image representations for human attribute and action recognition in still images. Existing approaches encode multi-scale information only at the feature extraction stage by extracting convolutional features at multiple scales. However, the final image representation in these approaches is scale-invariant since all the scales are pooled into a single histogram. To prevent the loss of scale information, we will investigate two complementary scale coding approaches. The first approach, which we call absolute scale coding, is based on a multi-scale image representation with scale encoded with respect to the image size. The second approach, called relative scale coding, instead encodes feature scale relative to the size of the bounding box corresponding to the person instance. Scale coding of bag of deep features is performed by applying the coding strategies to the convolutional features from a pre-trained deep network. The final image representation is obtained by concatenating the small, medium and large scale image representations. We perform comprehensive experiments on five standard datasets: Willow, PASCAL VOC 2010, PAS-CAL VOC 2012, Stanford-40 and the Database of Human Attributes . Our experiments clearly demonstrate that our scale coding strategies outperform both the scaleinvariant bag of deep features and the standard deep features extracted from fully connected layers of the same network. We further show that combining our scale coding strategies with standard features from the FC layer further improves the classification performance. Our scale coding image representations are flexible and effective, while providing consistent improvement over the state of the art.
In the next section, we discuss work from the literature related to our proposed scale coding technique. In Sects. 3 and 4, we describe our two proposals for coding scale information in image representations. We report on a comprehensive set of experiments performed on five standard benchmark datasets in Sect. 5, and in Sect. 6 we conclude with a discussion of our contribution.
Related work
Scale plays an important role in feature detection. Important work includes early research on pattern spectrums [39] based on mathematical morphology which provided insight into the existence of features at certain scales in object shapes. In the field of scale-space theory [28, 65] , the scale of features was examined by analyzing how images evolved when smoothed with Gaussian filters of increasing scale. This theory was also at the basis of the SIFT detector [37] which obtained scaleinvariant features and showed these to be highly effective for detection of objects. The detection of scale-invariant features was much studied within the context of bag-of-words [41] . In contrast to the methods we describe in this paper, most of these works ignore the relative size of detected features.
In this section, we briefly review the state of the art in bagof-words image recognition frameworks, multi-scale deep feature learning, and human action and attribute recognition. The bag-of-words framework In the last decade, the bagof-words (BOW)-based image representation dominated the state of the art in object recognition [10] and image retrieval [20] . The BOW image representation is obtained by performing three steps in succession: feature detection, feature extraction and feature encoding. Feature detection involves keypoint selection either with an interest point detector [42] or with dense sampling on a fixed grid [2, 62] . Several works [49, 52] demonstrated the importance of using a combination of interest point and grid-based dense sampling. This feature detection phase, especially when done on a dense grid, is usually multi-scale in the sense that feature descriptors are extracted at multiple scales at all points.
Local descriptors, such as SIFT and HOG, are extracted in the feature extraction phase [7, 37] . Next, several encoding schemes can be considered [11, 46, 70] . The work of [11] investigated soft assignment of local features to visual words. Zhou et al. [70] introduced super-vector coding that performs a nonlinear mapping of each local feature descriptor to construct a high-dimensional sparse vector. The Improved Fisher vectors, introduced by Perronnin et al. [46] , encode local descriptors as gradients with respect to a generative model of image formation (usually a Gaussian mixture model (GMM) over local descriptors which serves as a visual vocabulary for Fisher vector coding).
Regardless of the feature encoding scheme, most existing methods achieve scale invariance by simply quantizing local descriptors to a visual vocabulary independently of the scale at which they were extracted. Visual words have no associated scale information, and scale is thus marginalized away in the histogram construction process. In this work, we use a Fisher vector encoding scheme within the BOW framework and investigate techniques to relax scale invariance in the final image representation. We refer to this as scale coding, since scale information is preserved in the final encoding.
Deep features
Recently, image representations based on convolutional neural networks (CNNs) [32] have demonstrated significant improvements over the state of the art in image classification [44] , object detection [12] , scene recognition [29] , action recognition [33] , and attribute recognition [68] . CNNs consist of a series of convolution and pooling operations followed by one or more fully connected (FC) layers. Deep networks are trained using raw image pixels with a fixed input size. These networks require large amounts of labeled training data. The introduction of large datasets (e.g., ImageNet [50] and the parallelism enabled by modern GPUs have facilitated the rapid deployment of deep networks for visual recognition.
It has been shown that intermediate, hidden activations of fully connected layers in trained deep network are generalpurpose features applicable to visual recognition tasks [1, 44] . Several recent methods [6, 14, 36] have shown superior performance using convolutional layer activations instead of fully connected ones. These convolutional layers are discriminative, semantically meaningful and mitigate the need to use a fixed input image size. Gong et al. [14] proposed a multi-scale orderless pooling (MOP) approach by constructing descriptors from the fully connected (FC) layer of the network. The descriptors are extracted from densely sampled square image windows. The descriptors are then pooled using the VLAD encoding [21] scheme to obtain final image representation.
In contrast to MOP [14] , Cimpoi et al. [6] showed how deep convolutional features (i.e., dense local features extracted at multiple scales from the convolutional layers of CNNs) can be exploited within a BOW pipeline. In their approach, a Fisher Vector encoding scheme is used to obtain the final image representation. We will refer to this type of image representation as a bag of deep features, and in this work we will apply various scale coding approaches to a bag of deep features. Though FV-CNN [6] employs multi-scale convolutional features, the descriptors are pooled into a single Fisher vector representation. This implies that the final image representation is scale-invariant since all the scales are pooled into a single feature vector. We argue that such a representation is sub-optimal for the problem of human attribute and action recognition and propose to explicitly incorporate multi-scale information in the final image representation. Action recognition in still images Recognizing actions in still images is a difficult problem that has gained a lot of attention recently [24, 44, 47, 67] . In action recognition, bounding box information of each person instance is provided both at train and test time. The task is to associate an action category label with each person bounding box. Several approaches have addressed the problem of action recognition by finding human-object interactions in an image [38, 47, 67] . A poselet-based approach was proposed in [38] where poselet activation vectors capture the pose of a person. Prest et al. [47] proposed a human-centric approach that localizes humans and objects associated with an action. Yao et al. [67] propose to learn a set of sparse attribute and part bases for action recognition in still images. Recently, a comprehensive survey was performed by Ziaeefard et al. [72] on action recognition methods exploiting semantic information. In their survey, it was shown that methods exploiting semantic information yield superior performance compared to their nonsemantic counterparts in many scenarios. Human action recognition in still images is also discussed within the context of fuzzy domain in a recent survey [34] .
Other approaches to action recognition employ BOWbased image representations [24, 25, 56] . Sharma et al. [56] proposed the use of discriminative spatial saliency for action recognition by employing a max margin classifier. A comprehensive evaluation of color descriptors and color-shape fusion approaches was performed by Khan et al. [24] for action recognition. Khan et al. [25] proposed posenormalized semantic pyramids employing pre-trained body part detectors. A comprehensive survey was performed by Guo and Lai [15] where existing action recognition methods are categorized based on high-level cues and low-level features.
Recently, image representations based on deep features have achieved superior performance for action recognition [13, 18, 44] . Oquab et al. [44] proposed mid-level image representations using pre-trained CNNs for image classification and action recognition. The work of [13] proposed learning deep features jointly for action classification and detection. Hoai et al. [18] proposed regularized max pooling and extract features at multiple deformable sub-windows. The aforementioned approaches employ deep features extracted from activations of the fully connected layers of the deep CNNs. In contrast, we use dense local features from the convolutional layers of networks for image description.
The incorporation of scale information has been investigated in the context of action recognition in videos [53, 71] . The work of [53] proposes to construct multiple dictionaries at different resolutions in a final video representation. The work of [71] proposes multi-scale spatio-temporal concatenation of local features resulting in a set of natural action structures. Both these methods do not consider relative scale coding. In addition, our approach is based on recent advancements of deep convolutional neural networks (CNNs) and Fisher vector encoding scheme. We revisit the problem of incorporating scale information for the popular CNNs-based deep features. To the best of our knowledge, we are the first to investigate and propose scale-coded bag of deep feature representations applicable for both human attribute and action recognition in still images. Human attribute recognition Recognizing human attributes such as, age, gender and clothing style is an active research problem with many real-world applications. State-of-the-art approaches employ part-based representations [3, 25, 68] to counter the problem of pose normalization. Bourdev et al. [3] proposed semantic part detection using poselets and constructing pose-normalized representations. Their approach employs HOGs for part descriptions. Later, Zhang et al. [68] extended the approach of [3] by replacing the HOG features with CNNs. Khan et al. [25] proposed pre-trained body part detectors to automatically construct pose-normalized semantic pyramid representations.
In this work, we investigate scale coding strategies for human attribute and action recognition in still images. This paper is an extended version of our earlier work [26] . Instead of using the standard BOW framework with SIFT features, we propose scale coding strategies within the emerging bag of deep features paradigm that uses dense convolutional features in classical BOW pipelines. We additionally extend our experiments with results on the PASCAL VOC 2010, PASCAL 2012, Standord-40 and Human Attribute (HAT-27) datasets.
Scale coding: relaxing scale invariance
In this section, we discuss several approaches to relaxing the scale invariance of local descriptors in the bag-of-words model. Originally, the BOW model was developed for image classification where the task is to determine the presence or absence of objects in images. In such situations, invariance with respect to scale is important since the object could be in the background of the image and thus appear small, or instead appear in the foreground and cover most of the image space. Therefore, extracted features are converted to a canonical scale-and from that point on the original feature scale is discarded-and mapped onto a visual vocabulary. When BOW was extended to object detection [16, 62] and later to action recognition [8, 24, 47] this same strategy for ensuring scale invariance was applied.
However, this invariance comes at the expense of discriminative power through the loss of information about relative scale between features. In particular, we distinguish two sources of scale information: (i) dataset scale prior: the acquisition and/or collection protocol of a dataset results in a distribution of the object-sizes as a function of the size in the image, e.g., most cars are between 100-200 pixels, and (ii) relative scale: in the presence of a reference scale, such as the person bounding box, we have knowledge of the actual scale at which we expect to detect parts or objects (e.g., the size at which the action-defining object such as the mobile phone or musical instrument should be detected). These sources of information are lost in scale-invariant image representations. We propose two strategies to encode scale information of features in the final image representation.
Scale-invariant image representation
We first introduce some notation. Features are extracted from the person bounding boxes (available at both training and testing time) using multi-scale sampling at all feature locations. For each bounding box B, we extract a set of features: 
where c : p → q denotes a coding scheme which maps the input feature space of dimensionality p to the image representation space of dimensionality q.
Let us first consider the case of standard bag-of-words with nearest neighbor assignment to the closest vocabulary word. Assume we have a visual vocabulary W = {w 1 , . . . , w P } of P words. Every feature is quantized to its closest (in the Euclidean sense) vocabulary word:
where d(·, ·) is the Euclidean distance. Index w s i corresponds to the vocabulary word to which feature x s i is assigned. Letting e(i) be the one-hot column vector of length q with all zeros except for the index i where it is one, we can write the standard hard assignment bag-of-words by plugging in:
as the coding function in Eq. 1.
For the case of Fisher vector encoding [45] , a Gaussian Mixture Model (GMM) is fitted to the distribution of local features x:
are the parameters defining the GMM, respectively, the mixing weights, the means, and covariance matrices for the K Gaussian mixture components, and
The coding function is then given by the gradient with respect to all of the GMM parameters:
and plugging this encoding function into Eq. 1. For more details on the Fisher vector encoding, please refer to [51] .
Since the superiority of Fisher coding has been shown in several publications we apply Fisher coding throughout this paper [4] .
Absolute scale coding
The first scale preserving scale coding method we propose uses an absolute multi-scale image representation. Letting S = {1, . . . , M} be the set of extracted feature scales, we encode features in groups of scales:
Instead of being marginalized completely away as in Eq. 1, feature scales are instead divided into several subgroups S t that partition the entire set of extracted scales (i.e., t S t = {1, . . . , M}). In this work, we consider a split of all scales into three groups with t ∈ {s, m, l} for small, medium and large scale features. For absolute scale coding, these three-scale partitions are defined as:
where the two cutoff thresholds s s and s l are parameters of the encoding. The final representation is obtained by concatenating these three encodings of the box B and thus preserves coarse scale information about the originally extracted features, and it exploits what we refer to as the dataset scale prior or absolute scale. However, note that this representation does not exploit the relative scale information.
Relative scale coding
In relative scale coding, features are represented relative to the size of the bounding box of the object (in our case the person bounding box). The representation is computed with: 
The difference between Eqs. 2 and 3 is that the scale of each feature s is reparameterized relative to the size of the bounding box B in which it was observed:
where B w and B h are the width and height of bounding box B andw and h are the mean width and hight of all bounding boxes in the training set. Taking into account, the boundary length ensures that elongated objects have large scales. As for absolute scale coding, described in the previous section, we group relative scales into three groups. The relative scale splitsŜ t are defined with respect to relative scale:
Since the number of scales which fall into the small, medium and large scale range image representation now varies with the size of the bounding box, we introduce a normalization factor |Ŝ t | in Eq. 3 to counter this. Here, |Ŝ t | is the cardinality of the setŜ t .
Relative scale coding represents visual words at a certain relative scale with respect to the bounding box size. Again, it consists of three image representations for small, medium and large scale visual words, which are then concatenated together to form the final representation for B. However, depending on the size of the bounding box, the scales which are considered small, medium and large change. An illustrative overview of this approach is given in Fig. 2 . In contrast to the standard approach, this method preserves the relative scale of visual words without completely sacrificing the scale invariance of the original representation.
Scale partitioning
Until now, we have considered partitioning the features into three scale-groups: small, medium and large. Here, we evaluate this choice and compare it with other partitioning of the scales.
To evaluate the partitioning of scales, we extracted features at M = 21 different scales on Stanford-40 and the PASCAL VOC 2010 datasets. For this evaluation, we performed absolute scale encoding and varied the number of scale partitions from one (equivalent to standard scale-invariant coding) to 21 in which case every scale is represented by a single image representation. In Fig. 3 , we plot the mean average precision (mAP) on Stanford-40 and PAS-CAL 2010 as a function of the number of scale partitions. The curve clearly shows that absolute scale coding outperforms the generally applied representation based on scale-invariant coding (which collects all scales in a single partition). Furthermore, it shows that after three-scale partitions, the gain of increasing the number of partitions is negligible. Throughout this paper, we use three-scale partitions for all scale coding experiments. Deep convolutional features Similar to [6] , we use the VGG-19 network proposed by Simonyan and Zisserman [60] , pre-trained on the ImageNet dataset. It was shown to provide the best performance in a recent evaluation [5, 6] for image classification tasks. In the VGG-19 network, input images are convolved with 3× 3 filters at each pixel at a stride of 1 pixel. The network contains several max-pooling layers which perform spatial pooling over 2 × 2 pixel windows at a stride of 2 pixels. The VGG-19 network contains 3 fully connected (FC) layers at the end. The width of the VGG-19 network starts from 64 feature maps in the first layer and increases by a factor of 2 after each max-pooling layer to reach 512 feature maps at its widest (see [60] for more details).
Typically, the activations from the FC layer(s) are used as input features for classification. For VGG-19 this results in a 4096-dimensional representation. In contrast, we use the output of the last convolutional layer of the network since it was shown to provide superior performance compared to other layers [6] . This layer returns dense convolutional features at a stride of eight pixels. We use these 512-dimensional descriptors as local features within our scale coding framework. To obtain multi-scale samples, we rescale all images over a range of scales and pass them through the network for feature extraction. Note that the number of extracted local convolutional patches depend on the size of the input image. Vocabulary construction and assignment In standard BOW all features are quantized against a scale-invariant visual vocabulary. The local features are then pooled in a single scale-invariant image representation. Similar to [6] , we use the Fisher vector encoding for our scale coding models. For vocabulary construction, we use the Gaussian mixture model (GMM). The convolutional features are then pooled via the Fisher encoding that captures the average first-and secondorder differences. The 21 different scales are pooled into the three-scale partitions to ensure that the scale information is preserved in the final representation. It is worth mentioning that our scale coding schemes can also be used with other encoding schemes such as hard assignment, soft assignment, and VLAD [21] .
Experimental results
In this section, we present the results of our scale coding strategies for the problem of human attribute and action recognition. First we detail our experimental setup and datasets used in our evaluation, and then present a comprehensive comparison of our approach with baseline methods. Finally, we compare our approach with the state of the art in human attribute and action recognition.
Experimental setup
As mentioned earlier, bounding boxes of person instances are provided at both train and test time in human attribute and action recognition. Thus, the task is to predict the human attribute or action category for each person bounding box. To incorporate context information, we extend each person bounding box by 50% of its width and height.
In our experiments, we use the pre-trained VGG-19 network [60] . Similar to Cimpoi et al. [6] , we extract the convolutional features from the output of the last convolutional layer of the VGG-19 network. The convolutional features are not de-correlated by using PCA before employing Fisher Vector encoding, since it has been shown [6] to deteriorate the results. The convolutional features are extracted after rescaling the image at 21 different scales s ∈ {0.5 + 0.1n | n = 0, 1, . . . , 20}. This results in 512dimensional dense local features for each scaled image. On an image of size 300 × 300, the feature extraction on multi-core CPU takes about 5 seconds. For our scale coding approaches, we keep a single, constant threshold for all datasets.
For each problem instance, we construct a visual vocabulary using a Gaussian mixture model (GMM) with 16 components. In Fig. 4 , we plot the mean average precision (mAP) on Willow and PASCAL 2010 datasets as a function of the number of Gaussian components. We observed no significant gain in classification performance by increasing the number of Gaussian components beyond 16. The parameters of this model are fit using a set of dense descriptors sampled from descriptors over all scales on the training set. We randomly sample 100 descriptor points from each training image. The resulting sampled feature descriptors from the whole training set are then used to construct a GMM-based dictionary. We also perform experiments by varying the number of feature samples per image. However, no improvement in performance was observed with increased feature samples per image. We employ a GMM with diagonal covariances. Finally, the Fisher vector representations discussed in Sect. 3 are constructed for each image. The Fisher vector encoding is performed with respect to the Gaussian mixture model (GMM) with means, diagonal covariances, and prior probabilities. The dense image features have dimensionality 512, and so our final scale-coded Fisher vector representation has dimensionality 3 × (2 × 16 × 512 + 16) = 49200 (i.e., it is a concatenation of the Fisher vector encoding the three-scale categories). In our experiments, we use the standard VLFeat library [61] commonly used to construct GMM-based vocabulary and the improved Fisher vectorbased image representations. For classification, we employ SVMs with linear kernels on the concatenated Fisher vectors of each scale coding groups described above.
Datasets
We perform experiments on five datasets to validate our approach: The test sets for both the PASCAL VOC 2010 and 2012 datasets are withheld by the organizers and results must be submitted to an evaluation server. We report the results on the test sets in Sect. 5.2.2 and provide a comparison with stateof-the-art methods. For the Willow [8] , Stanford-40 [67] and HAT-27 [55] datasets we use the train and test splits provided by the respective authors. Evaluation criteria We follow the same evaluation protocol as used for each dataset. Performance is measured in average precision as area under the precision-recall curve. The final performance is calculated by taking the mean average precision (mAP) over all categories in each dataset.
Baseline scale coding performance analysis
We first give a comparison of our scale coding strategies with the baseline scale-invariant coding. Our baseline is the FV-CNN approach [6] where multi-scale convolutional features are pooled in a single scale-invariant image representation. The FV-CNN approach is further extended with spatial information by employing spatial pyramid pooling scheme [31] . The spatial pyramid scheme is used with two levels (1×1 and 2 × 2), yielding a total of 5 cells. We also compare our results with standard deep features obtained from the activations of the first fully connected layer of the CNN. Additionally, we compare our approach with multi-scale orderless pooling (MOP) [14] by extracting FC activations at three levels: 4096dimensional CNN activation from the entire image patch (the person bounding box), 128 × 128 patches of 4096 dimensions pooled using VLAD encoding with 100 visual words, and the same VLAD encoding but with 64 × 64 patches. The Our proposed approach achieves best results on 6 out of 7 action categories The bold numbers in the tables indicate best results (highest classification scores) three representations are concatenated into a single feature vector for classification. Note that we use the same VGG-19 network for all of these image encodings. Table 1 gives the baseline comparison on all five datasets. Since the PASCAL VOC 2010 and 2012 test sets are withheld by the organizers, performance is measured on the validation sets for the baseline comparison. The standard multi-scaleinvariant approach (FV-CNN) improves the classification performance compared to the standard FC deep features. The spatial pyramid-based FV-CNN further improves over the standard FV-CNN method. Our absolute and relative scale coding approaches provide a consistent gain in performance on all datasets, compared to baselines using features from the same deep network. Note that the standard scale-invariant (FV-CNN) and our scale coding schemes are constructed using the same visual vocabulary (GMM) and set of local features from the convolutional layer. Finally, a further gain in accuracy is obtained by combining the classification scores of our two scale coding approaches with the standard FC deep features. This combination is done by simply adding the three classifier outputs. On the Stanford-40 and HAT-27 datasets, this approach yields a considerable gain of 6.5 and 4.8% in mAP, respectively, compared to the MOP approach employing FC features from the same network (VGG-19). These results suggest that the FC, absolute scale, and relative scale encodings have complementary information that when combined yield results superior to each individual representation.
Comparison with the state of the art
We now compare our approach with the state of the art on the five benchmark datasets. In this section, we report results for the combination of our relative and absolute scale coding strategies with the FC deep features. The combination is done by simply adding the three classifier outputs. Willow Table 2 gives a comparison of our combined scale coding approach with the state of the art on the Willow dataset. Our approach achieves the best performance reported on this dataset, with an mAP of 92.1%. The shared part detectors approach of Mettes et al. [40] achieves an mAP of 81.7%, while the part-based deep representation approach [59] obtains an mAP of 81.9%. Our approach, without exploiting any part information, yields the best results on 6 out of 7 action categories, with an overall gain of 10.2% in mAP compared to [59] . PASCAL VOC 2010 Table 3 compares our combined scale coding approach with the state of the art on the PASCAL VOC 2010 Action Recognition test set. The color fusion Our scale coding-based approach provides consistent improvements compared to existing methods Confusion matrix for our approach, combining both absolute and relative scale coding, on PASCAL VOC 2010. We superimposed the differences with the confusion matrix for the scale-invariant FV-CNN approach for confusions where the absolute change is at least 4%. Our approach provides consistent improvements, in general, but improves significantly the performance for playing music (10%), reading (11%) and using computer (13%) categories approach of Khan et al. [24] achieves an mAP of 62.4%, the semantic pyramid approach by Khan et al. [25] obtains a mAP of 63.5%, and the method of Yao et al. [67] based on learning a sparse basis of attributes and parts achieves an mAP of 65.1%. Our approach yields consistent improvement over the state of the art with an mAP of 83.7% on this dataset. Figure 5 shows the confusion matrix for our scale codingbased approach. The differences with the confusion matrix based on the standard scale-invariant FV-CNN approach are superimposed for confusions where the absolute change is at least 4%. Overall, our approach improves the classification results with notable improvements for playing music (10%), reading (11%) and using computer (13%) action categories. Further, our approach reduces confusion all categories except for walking. The best results on this dataset are obtained by combining the FC features of the VGG-16 and VGG-19 networks. These FC features are extracted both from the full image and the Fig. 6 Per-category performance comparison (in AP) of our approach with the D-EPM method [58] and the scale-invariant FV-CNN approach [6] . Our approach improves the results on 37 out 40 action classes compared to these two methods (2) The number indicates the absolute rank of corresponding image in the list of all test images sorted by the probability for the corresponding class. The number in parentheses after each rank is the number of false positives appearing before the example test image in the ranked list. Lower absolute rank reflects higher confidence in the class label. The action category list contains 5532 test instances. Our approach outperforms both VGG-19 FC and FV-CNN methods on these images demonstrating the importance of coding multiple scales in the final image representation 
70.6
The bold numbers in the tables indicate best results (highest classification scores) [25] , Place [69] , D-EPM [58] and TL [27] . [27] .
In Figure 6 , we compare the per-category performance of our approach with two state-of-the-art approaches: D-EPM [58] and FV-CNN [6] . Our scale coding-based approach achieves the best performance on 37 out of 40 action categories on this dataset. A significant gain in performance is achieved especially for drinking (+14%), washing dishes (+9%), taking photos (+9%), smoking (+8%), and waving hands (+8%) action categories, all compared to the two state-of-the-art methods. Table 6 shows example images from pouring liquid, gardening, using computer and fishing categories. The corresponding ranks are shown for the standard VGG-19 FC, FV-CNN and our scale coding-based approach. The number indicates the absolute rank of corresponding image in the list of all test images sorted by the probability for the corresponding class. A lower number implies higher confidence in the action class label. We also show rank with respect to the number of false positives appearing before the example test image in the ranked list. Our approach obtains improved rank on these images compared to the two standard approaches. Human Attributes (HAT-27) dataset Finally, Table 7 shows a comparison of our scale coding-based approach with state-of-the-art methods on the Human Attributes (HAT-27) dataset. The dataset contains 27 different human attributes. The expanded part-based approach by Sharma et al. [57] yields an mAP of 58.7%, and semantic pyramids [25] , combining body part information in a spatial pyramid representation, an mAP of 57.6%. The approach of [22] is based on learning a rich appearance part-based dictionary and achieves an mAP of 59.3%. Deep FC features from the VGG-19 network obtains a mAP score of 62.1%. The D-EPM method [58] based on deep features and expanded part-based models achieves the best results among the existing methods with a mAP of 69.6%. On this dataset, our scale coding-based approach outperforms the D-EPM method with a mAP score of 70.6%. Scale coding yields the best classification perfor- 
Generality of our approach
We have validated our approach on two challenging problems: human attribute and action classification. However, our scale coding approach is generic and is more broadly applicable to other recognition tasks. To validate the generality of our approach, we perform additional experiments on the popular MIT indoor scene 67 dataset [48] for scene recognition task. The dataset contains 15620 images of 67 indoor scene classes. The training and test configurations are provided by the original authors, where each category has around 80 images for training and 20 for testing. The performance is measured in terms of mean classification accuracy computed over all the categories in the dataset. Most existing methods [17, 30, 35, 63] report results using VGG16 model, pre-trained on either ImageNet or Places dataset. For fair comparison, we also validate our absolute scale coding approach using the VGG16 model and only compare with approaches pre-trained on ImageNet dataset. Table 8 shows a comparison of our absolute scale codingbased approach with state-of-the-art methods on the MIT indoor scene 67 dataset. Among existing approaches, the work of [17] also investigated multi-scale CNN architecture by training scale-specific networks on the ImageNet dataset, focusing on the CNN models. Several scale-specific networks are combined by concatenating the FC7 features of all networks, yielding a mean accuracy score of 79.0%. Instead, Multi-scale network [17] 79.0
Our approach 81.9
Our approach + standard VGG16 83.1
Our method achieves superior performance compared to existing approaches based on the same VGG16 model The bold numbers in the tables indicate best results (highest classification scores) our approach proposes multi-scale image representations by using a single pre-trained deep network and preserving scale information in the pooling method, obtaining a mean classification score of 81.9%. The results are further improved when combining the standard FC features with our scale coding approach. It is worth to mention that a higher recognition score of 86.0% is obtained by [17] , when combining scalespecific networks trained on both ImageNet and Places scene dataset. However, when using the same deep model architecture (VGG16) and only ImageNet dataset for network training, our results of 83.1% are superior compared to 79.0% obtained by the multi-scale scale-specific networks [17] .
Conclusions
In this paper, we investigated the problem of encoding multi-scale information for still images in the context of human attribute and action recognition. Most state-of-theart approaches based on the BOW framework compute local descriptors at multiple scales. However, multi-scale information is not explicitly encoded as all the features from different scales are pooled into a single scale-invariant histogram. In the context of human attribute and action recognition, we demonstrate that both absolute and relative scale information can be encoded in final image representations and that relaxing the traditional scale invariance commonly employed in image classification can lead to significant gains in recognition performance. We proposed two alternative scale coding approaches that explicitly encode scale information in the final image representation. The absolute scale of local features is encoded by constructing separate representations for small, medium and large features, while the relative scale of the local features is encoded with respect to the size of the bounding box corresponding to the person instance in human action or attribute recognition problems. In both cases, the final image representation is obtained by concatenating the small, medium and large scale representations.
Comprehensive experiments on five datasets demonstrate the effectiveness of our proposed approach. The results clearly demonstrate that our scale coding strategies outperform both the scale-invariant bag of deep features and the standard deep features extracted from the same network. An interesting future direction is the investigation of scale coding strategies for object detection and fine-grained object localization. We believe that our scale coding schemes could be very effective for representing candidate regions in object detection techniques based on bottom-up proposal of likely object regions.
