We develop an efficient numerical method for computing defect modes in two dimensional photonic crystals based on the Dirichletto-Neumann (DtN) maps of the defect and normal unit cells. The DtN map of a unit cell is an operator that maps the wave field on the boundary of the cell to its normal derivative. The frequencies of the defect modes are solved from a condition that a small matrix is singular. The size of the matrix is related to the number of points used to discretize the boundary of the defect cell. The matrix is obtained by solving a linear system involving only discrete points on the edges of the unit cells in a truncated domain.
Introduction
In a photonic crystal (PhC) [1] with a point defect, defect modes [2, 3, 4] may exist for some frequencies in bandgaps. These localized eigenmodes of the wave field give rise to high qualityfactor micro-cavities and have found applications in photonic circuits, light emitting devices, etc. In the ideal case, the defect modes are analyzed in an infinite PhC with a local perturbation of the otherwise perfectly periodic refractive index function. The frequencies of the defect modes are the eigenvalues of an eigenvalue problem formulated on the whole space. Since the eigenfunctions decay to zero away from the point defect, the computation domain is usually truncated. For highly extended defect modes that occur near band edges, the domain truncation approach is not efficient and the fictitious source superposition method [5] can be used. The defects modes can be calculated by the plane wave expansion method using the supercell approach that assumes periodic boundary conditions on the boundary of the truncated domain [6, 7] . In fact, the supercell approach allows us to use many existing methods for computing band structures [8, 9, 10, 11, 12, 13, 5, 14] to calculate the defect modes. Meanwhile, a simple zero boundary condition on the boundary of the truncated domain may be convenient, for example, in the finite element method [15] . The defect modes can also be calculated in time domain using the finite difference time domain (FDTD) method [16, 17, 18, 19, 20] or finite element time domain method [21, 15] . The eigenvalue problem of the defect modes usually leads to large matrices. In the plane wave expansion method [8, 9, 6, 7] , this is caused by the large num-ber of terms in Fourier series approximations to the wave field and the dielectric function. In the finite element method [10, 11, 15] , a large number of elements are needed to discretize the truncated domain. The defect modes actually correspond to interior eigenvalues that are more difficult to solve than the extreme eigenvalues by existing numerical methods. Iterative methods such as the Krylov subspace methods are efficient only for a few largest and smallest eigenvalues. Furthermore, if the medium is dispersive, the eigenvalue problem becomes nonlinear and more difficult to solve.
Recently, the Dirichlet-to-Neumann (DtN) maps of unit cells have been used to develop efficient numerical methods for analyzing photonic crystal problems [23, 24, 25, 26, 27, 28] . The DtN map is an operator that maps the wave field on the boundary of the unit cell to its normal derivative. If we have K special solutions in the unit cell and choose K sampling points on the boundary of the unit cell, we can approximate the DtN map by a K × K matrix. For twodimensional photonic crystals composed of parallel circular cylinders (air-holes or dielectric rods) in a lattice, the DtN map of a unit cell can be easily constructed using cylindrical waves as the special solutions. In the frequency domain, the DtN map allows us to reduce the computations to the edges of the unit cells for boundary value problems such as those related to finite PhCs [25, 26, 27] . It also allows us to formulate linear eigenvalue problems on edges of the unit cell for band structure problems even when the medium is dispersive [23, 24] . The formulations developed in [23, 24] assume that the frequency is a given parameter (not the eigenvalue) and calculate the dispersion relationships from linear eigenvalue problems, where the eigenvalue is related to one component of the Bloch wave vector. These formulations cannot be used to calculate defect modes, since these modes do not have a Bloch wave vector and the eigenvalue cannot be switched.
In this paper, we show that the concept of DtN map is still useful for computing defect modes. Using the DtN maps of the defect and normal unit cells, we formulate a nonlinear condition on the boundary of the defect cell for the eigenfrequency. The principle of our method is similar to boundary integral equation methods for eigenvalue problems [29, 30] and to mode matching method for computing waveguide modes [31] . These methods turn a linear eigenvalue problem to a nonlinear eigenvalue problem that involves a much smaller matrix. If the DtN maps are approximated by K × K matrices, the frequency of a defect mode is solved from the condition that a K × K matrix B is singular. The matrix B depends on the frequency and it is constructed from the DtN maps of the normal and defect cells. Although an iterative method is needed, our method is very efficient, since K is typically very small. Notice that the matrix in the standard formulation corresponds to a discretization of the supercell. Here, the matrix B corresponds to a discretization of the boundary of the defect cell. A large truncated domain is still used in our formulation, but only the wave field on edges of the unit cells are involved in the manipulation, because the DtN maps contain complete information about the wave field in the interior of the unit cell if the field on the edges is known. The matrix B is obtained when the wave field on all edges in the truncated domain, except the edges of the defect cell, are eliminated. We demonstrate our method by numerical examples.
Eigenvalue problems for defect modes
For two dimensional (2D) problems, the governing equation is
where k 0 = ω/c is the free space wavenumber, ω is the angular frequency, c is the speed of light in vacuum, n = n(x) is the refractive index function and x = (x, y). For the E polarization, u is the z-component of the electric field and ρ = 1. For the H polarization, u is the z-component of the magnetic field and ρ = n 2 . For a 2D PhC [1] , the refractive index function is periodic in two linearly independent directions. We have two primitive translation vectors a 1 and a 2 , such that
where l 1 and l 2 are arbitrary integers. The xy plane can be divided into unit cells given periodically on the lattice defined by the two vectors a 1 and a 2 . The unit cell can be chosen as the parallelogram defined by a 1 and a 2 , but for the triangular lattice, a hexagon unit cell is often more convenient. The periodic variation of the refractive index gives rise to bandgaps which are intervals of the frequency, such that propagating Bloch waves of the form
where Φ satisfies the periodic condition (2), do not exist for any real Bloch wave vector k. For the defect mode problem, we assume that n(x) is given differently from (2) for x is a small bounded region specified by one or a few unit cells. An example is shown in Fig. 1 , where the PhC is composed of a triangular lattice of parallel dielectric rods and the defect cell contains a rod with a different radius and/or different refractive index. The structure is supposed to be infinite and periodic except at the defect cell, although only four rings around the defect cell are shown in Fig. 1 . Our problem is to find the frequencies in the bandgaps such that the homogeneous Helmholtz equation (1) has non-zero solutions that decay to zero at infinity. This is an eigenvalue problem formulated on the entire xy plane, where the eigenvalue is ω 2 or k one hexagon defect cell, six normal hexagon cells and six corner regions. Each of these corner regions corresponds to one third of a normal hexagon unit cell. Corresponding to duplicating the supercell on the lattice specified by the vectors ma 1 and ma 2 , a periodic boundary condition is often used and it is convenient for the plane wave expansion method [3, 6, 7] . For other methods, such as the finite element method [15] , a simple zero boundary condition can also be used. Since the eigenfunction decays to zero rapidly as the distance to the defect cell increases, the boundary condition makes little difference when the supercell is sufficiently large.
In our method, the xy plane is truncated to a domain that contains a few rings of normal cells around the defect cell. For the triangular lattice and using hexagon unit cells, the domain truncated to one ring contains exactly one defect cell and six normal cells. This domain is in fact different from the hexagon supercell for m = 3 as shown in Fig. 2 , since the six corner regions are not included. The truncated domain with two rings around the defect cell is shown in Fig. 3 . On the boundary of the truncated domain, we use a simple zero boundary condition. (1) in a unit cell (normal or defect) including a circular cylinder can be written down analytically in terms of the cylindrical waves. The general solution allows us to find an operator (the DtN map) that maps the wave field on the boundary of the unit cell to its normal derivative there. In section 3, we use the DtN maps of the normal and defect unit cells to establish the condition
for the frequencies of the defect modes. Here, Γ d is the boundary of the defect cell, B is an operator that depends on the frequency. In practice, with the general solution in a unit cell approximated by a finite sum of K special solutions, the DtN maps of the unit cells and the operator B are all approximated by K ×K matrices. For a given ω, the matrix B can be calculated efficiently by solving a linear system involving only the wave field on the edges of the unit cells in the truncated domain. Since we are solving the frequencies of the defect modes, we need to search ω from the condition that the matrix B is singular. In section 4, we develop a modified version of the secant method to solve ω using the smallest singular value of B. Overall, we have turned the original linear eigenvalue problem (for a non-dispersive medium) on a twodimensional domain to a nonlinear eigenvalue problem on a curve (the boundary of the defect cell). The method is iterative, but each iteration can be evaluated efficiently.
Formulation on the boundary of the defect cell
To reduce the eigenvalue problem to the boundary of the defect cell, we make use of the DtN maps of the normal and defect unit cells. Let Ω be a unit cell and Γ be the boundary of Ω, the DtN map of Ω is the operator Λ satisfying
where u is an arbitrary solution of the Helmholtz equation (1) and ν is a unit normal vector of Γ. Therefore, the DtN map Λ is the operator that maps the wave field on the boundary to its normal derivative. To find a matrix approximation to Λ, we follow the approach developed in [25, 23] . For an integer K, we choose K points on the boundary Γ, say x 1 , x 2 , ..., x K , and also assume that the general solution of the Helmholtz equation (1) in Ω can be approximated by a sum of K special solutions. That is
where φ j satisfies (1). Evaluating the above at the K points on the boundary, we obtain ⎡
where Λ 1 is a K × K matrix whose (i, j) entry is φ j (x i ). We can also evaluate the normal derivative at these K points. This leads to ⎡
where ν i = ν(x i ) is a unit normal vector of Γ at x i and Λ 2 is a K × K matrix whose (i, j) entry is ∂ ν i φ j (x i ). Therefore, we approximate the DtN map Λ by the matrix Λ = Λ 2 Λ −1
1 . If the unit cell contains a circular cylinder, the special solutions used in (5) can be chosen as the cylindrical waves which are available analytically [25, 23] . If the unit cell contains a cylinder with a more general cross section, we consider the scattering problem of this single cylinder on the entire plane (with the constant refractive index outside the cylinder extended to infinity) and let φ j be the solution in connection with a plane incident wave. The different special solutions in (5) correspond to the same scatterer and different incident waves, and they can be solved together efficiently by a boundary integral equation method [28] . On the other hand, if the unit cell contains a few circular cylinders, we can use the multipole method [32] to find the special solutions [27] . Since the size of the unit cell is typical smaller than the free space wavelength, the integer K can be quite small. For a hexagon unit cell, we have K = 6N where N is the number of sampling points on each edge. Numerical examples in section 5 indicate that accurate solutions can be obtained for N ≤ 8.
The DtN maps of the unit cells allow us to write down one equation for each interior edge of the truncated domain S by matching the normal derivative of the wave field there. If N points are used on the edge, the wave field there will be approximated by a column vector of length N and the equation on that edge is in fact a system of N equations. To write down these equations, we first need to specify an ordering for the matrix approximation of the DtN map Λ. Consider the hexagon unit cell shown in Fig. 4 , the wave field on the boundary Γ, i.e., u| Γ , is given as the column vector [u 1 ; u 2 ; ...; u 6 ] (following the MATLAB notation) where u 1 , u 2 , ..., u 6 are column vectors of length N and they approximate the wave field u on the six edges following a counterclockwise ordering. To ease the matching on a common edge of two neighboring unit cells, we require that the sampling points on opposite edges follow the same order. More precisely, we have ordered the points x i , for 1 ≤ i ≤ 6N, such that on each edge the x coordinates increase as i is increased and if the x coordinates are constant (on the vertical edges) the y coordinates must increase. The case for N = 3 is shown in Fig. 4 . Such an ordering may seem to be less natural as the clockwise or counter-clockwise ordering, but it allows us to avoid a permutation when writing down the equation for each edge. We also assume that the normal vectors on opposite edges point to the same direction (one into the cell Ω and the other out). With these specifications, we write down the DtN map Λ as a 6 × 6 block matrix where each block is an N × N matrix. We have
To write down an equation for a given edge, we evaluate the normal derivative using the DtN maps of the two neighboring unit cells. To illustrate the procedure, we consider three hexagon unit cells with possibly different refractive index profiles. As shown in Fig. 5 , the unit cells Ω 1 , In the above, we have assumed that the three unit cells have the same background medium outside the cylinders. If this is not true, then the above equations are valid only for the E polarization. For the H polarization, we modify the above equations by matching n −2 ∂ ν u on the edges, where n is the refractive index of the background medium in each unit cell.
Let us now order all interior edges of the truncated domain S so that the first six edges are the edges of the defect unit cell and the next 24 edges are the remaining edges of the six closest normal unit cell (i.e. the first ring). This implies that the wave field on all these edges is given as a column vector
where u i is a column vector of length N for the field on the i-th edge, 
where A 11 is K × K and A 22 is (24N) × (24N) . The size of the matrix A is (MN) × (MN), where M is the total number of interior edges in the truncated domain S. In terms of N × N blocks, the matrix A contains at most 11 blocks in each row and column. Therefore, the matrix A is sparse with at most 11N non-zero entries in each row or column. Compared with a matrix that discretizes the truncated domain S or a related supercell, the matrix A is much smaller, since only the edges are involved. Nmerical examples in section 5 indicate that accurate solutions can be obtained with N as small as 5. This corresponds to 15 points for each unit cell, since each interior edge is shared by two unit cells. If the plane wave expansion method or a finite element method is used, a few hundreds points or basis functions are needed for each unit cell. Although the defect modes can be solved from the condition that A is singular, it is more efficient to use a reduced condition involving a much smaller matrix. We can solve U f and U n in terms of U d . In fact, we have two matrices D 1 and D 2 satisfying
then U n and U f are given by
Therefore, the system (7) is reduced to
The above equation is the discrete version of (3). Since the DtN maps are constructed for a given ω, the matrix B depends on ω.
Searching defect mode frequencies
The frequencies of the defect modes can be determined from the condition that the matrix B in Eq. (10) is singular. Notice that the larger matrix A in Eq. (7) is also singular at these frequencies, but it is much easier to use the smaller matrix B. One way to find the defect mode is to solve ω from det B = 0. However, it is well known that the determinant is not a good indicator for near singularity of a matrix. Our approach is to solve the defect mode frequencies from
where s 1 is the smallest singular value of the matrix B, i.e., the square root of the smallest eigenvalue of B * B where B * the transpose and complex conjugate of B. As a function of ω, s 1 is non-negative and behaves like the absolute value of another function. In particular, the derivative of s 1 with respect to ω is not continuous at its zeros. However, s 1 appears to smoothly connect to −s 1 as ω passes through a zero. This motivates us to develop a modified secant method for solving Eq. (11) . In each step, we calculate two approximations. The first approximation is obtained from the standard secant method. Let ω 0 and ω 1 be two initial guesses satisfying s 1 (ω 1 ) ≤ s 1 (ω 0 ), then the first approximation is
To obtain the second approximation, we replace
After that, we evaluate s 1 at both ω
2 and ω
2 , and choose ω 2 to be the one that gives the smaller value of s 1 . The process is then repeated using ω 1 and ω 2 to find ω 3 , etc. The iterations can be terminated at some integer k, if
where δ is a small number for error tolerance.
Numerical examples
To illustrate our method, we consider two numerical examples. The first example has been studied by Sakoda [17] and Rodríguez-Esquerre el al [15] , and it is related to the experiment by Smith el al [4] . The PhC is a triangular lattice of dielectric rods in air. The refractive index and the radius of the rods are n 1 = 3 and R = 48a/127, respectively, where a is the lattice constant. The defect corresponds to one missing rod. Previous numerical results in [17] and [15] give the defect frequency in three significant digits as ωa/(2πc) = 0.468.
Using a truncated domain S with p = 6 rings around the defect cell and N = 8 sampling points on each edge, we calculate the defect mode frequency with initial guesses: ω 0 a/(2πc) = 0.46 and ω 1 a/(2πc) = 0.47. For the error tolerance δ = 10 −12 , the modified secant method gives us the solution ωa/(2πc) = 0.46798 in only four iterations. The fast convergence of the modified secant method can be explained by the graph of s 1 as a function of the frequency shown in Fig. 6 . We observe that s 1 looks like the absolute value of a smooth function which is close to a straight line. For this problem, the defect mode belongs to the band gap given by 0.415 < ωa/(2πc) < 0.483. We have actually calculated the function s 1 on the entire band gap. It turns out that s 1 has only one zero near 0.468. Next, we check the convergence with respect to the number of sampling points on each edge, i.e, N. For that purpose, we fix p = 6 and δ = 10 
As shown in Fig. 7 , the relative errors appear to decay exponentially and the solutions are more Fig. 8 . As expected, the relative errors decay exponentially as p is increased. To have six significant digits in the solution, the relative error should be less than 10 −6 . From Fig. 7 and Fig. 8 , it appears that we should choose N ≥ 7 and p ≥ 9. For N = 7 and p = 9, we have ωa/(2πc) = 0.467955.
After the defect mode frequency is obtained, we can calculate the eigenfunction in a few simple steps. First, we solve U d from Eq. (10), where U d represents the wave field of the defect mode on the six edges of the defect unit cell. At the defect mode frequency, the matrix B is singular, then U d is the eigenvector for the zero eigenvalue of B. Next, we solve U n and U f from Eq. unit cell, we can find the coefficients {c j } in Eq. (5) and then evaluate the eigenfunction in its interior. For this numerical example, the eigenfunction is shown in Fig. 9 . The second example was first analyzed by Feng and Arakawa [7] by the plane wave expansion method, but they only used a small 3 × 3 parallelogram supercell as shown in Fig. 2 . Later, Sakoda [17] studied this problem with a finite difference time domain method and a larger supercell. The PhC is a triangular lattice of dielectric rods in air. The radius and the dielectric constant of the rods are R = 0.2a and ε 1 = n 2 1 = 13.0, respectively. The defect cell contains a circular rod with the same refractive index and a different radius R d . The objective is to calculate the defect mode frequencies for various values of R d /a. The PhC without the defect has a bandgap given by 0.2644 < ωa/(2πc) < 0.4345. In our calculations, we use a truncated domain S with p rings around the defect cell, where 6 ≤ p ≤ 9. When the defect mode frequency is close the band edges, the mode profile spreads out and a larger p is necessary. We also use a larger value of N to verify the calculations obtained with N = 5. For the modified secant method, a fixed error tolerance δ = 10 −12 is chosen. Our results are shown in Fig. 10 agree well with those of Sakoda [17] . The analysis in [33] indicates that the curves in Fig. 10 should converge exponentially to the band edges. Since we have only calculated a limited number of points on each curve, the correct asymptotics near the band edges are not revealed in the figure.
Conclusions
In this paper, we have developed an efficient numerical method for calculating defect modes for two-dimensional (2D) photonic crystals (PhCs) with defects. The method makes use of the Dirichlet-to-Neumann (DtN) maps of the unit cells and determines the defect mode frequencies from the condition that the matrix B in Eq. (10) is singular. The size of matrix B is K × K where K is the number of sampling points used on the boundary of the defect cell. A modification of the secant method is used to search the defect mode frequencies. In each iteration, it is necessary to calculate the matrix B by solving a linear system involving approximations only on the edges of unit cells in the truncated domain. Accurate results can be obtained with a small number of sampling points on each edge of the unit cells. Our method was presented for a triangular lattice with a single defect cell, but it can be easily modified for square or rectangular lattices. The method can also be extended to PhCs with larger defect areas involving a few neighboring cells. For each edge in the truncated domain, we setup an equation as in section 3 and then reduce the system to the edges of the defect area by elimination. At the moment, the method is limited to pure 2D PhCs which are infinite and invariant in the third direction. The possibility of extending this method to three dimensional structures such as PhC slabs is being explored.
