In each species, we separately processed spectra according to Mayagaya et. al, randomized,
141
and divided processed spectra into two groups. The first group contained 70% of the total spectra 142 and was used for training models. The second group had 30% of the total spectra and was used for 143 out-of-sample testing.
there is not much change in the percentage variance explained in the dependent variables beyond ten 149 components. regression models. We determined whether the trained models are over-fit by applying trained 154 models (PLS and ANN) to estimate ages of mosquitoes on both training (in sample) and test (out-of-155 sample) data sets. Normally, if the model is not over-fit, the accuracy of the model is consistent 156 between training and test sets [34] .
157
The accuracies of the models were determined by computing their root mean squared error
158
(RMSE) [35] [36] [37] . We evaluated the influence of the model architecture on the model accuracy by 159 comparing their accuracies.
160
When interpreting the regression models as binary classifiers, mosquitoes with an estimated 161 age < 7 days were considered as less than seven days old, and those ≥ 7 were considered older than 162 or equal to seven days old. Using Equations 1, 2, and 3, we computed and compared sensitivity, 
226
sensitivity than the regression model translated as a binary classifier (S1 Table in unbiased estimators in contrast to PLS models (Fig 5 and S4 Fig in supporting information 
239

Conclusion
296
We conclude that training both regression and binary classification age artificial neural network 297 models yield higher accuracies than partial least squares models. Also, training a binary classifier 298 scores higher accuracy than training a regression model and interpreting it as a binary classifier.
299
Hence, we recommend training of age models using artificial neural network and training of binary 300 classifier instead of training regression model and interpret it as binary classifier. 
