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Re´sume´ : Cet article se propose d’aborder ce qu’il en
est de la consommation des interconnexions dans les
syste`mes sur puce (SOC : Sytem On Chip) a` l’heure ac-
tuelle. L’efficacite´ des diffe´rentes me´thodes qui visent a`
re´duire la consommation des interconnexions et leur in-
fluence en termes d’activite´, de vitesse et de surface se-
ront vues de manie`re de´taille´e. Les expe´rimentations nous
ont permis de mettre au point un mode`le de consom-
mation pour les bus. A partir de ce mode`le, nous avons
de´veloppe´ un outil d’estimation rapide et pre´cis en termes
de surface, de vitesse de transfert et de consommation
(instantane´e, moyenne et maximale) sur le bus. Cet ou-
til permet de tester rapidement les diffe´rentes me´thodes
et de conclure sur leur efficacite´.
Mots-cle´s : Re´seaux sur puce (NOC : Network On
Chip), bus, consommation, codage, crosstalk, activite´,
surface, vitesse.
1 INTRODUCTION
Dans les technologies CMOS (Complementary Metal
Oxide Semi-conductor) actuelles la part de consomma-
tion due aux interconnexions peut repre´senter jusqu’a`
50% de la consommation totale ainsi que de la surface
occupe´e par le circuit [Magen, 2004]. Aujourd’hui, les
applications portables posse`dent de plus en plus de fonc-
tionnalite´s, sont de plus en plus complexes et demandent
de plus en plus de me´moire. Ces acce`s aux me´moires se
font par l’interme´diaire des syste`mes d’interconnexion, le
trafic des donne´es sur les bus est donc de plus en plus im-
portant.
Les pre´visions de l’ITRS (International Technology
Roadmap for Semiconductors) (tableau 1) montrent une
diminution de la finesse de gravure des transistors ainsi
Anne´e 2003 2005 2007 2010
Technologie (µm) 0.13 0.1 0.07 0.05
Fre´quence (MHz) 2100 3500 6000 10000
Densite´ (x106) 77 202 520 1350
Surface (mm2) 430 520 620 750
Puissance (W) 130 160 170 175
Alimentation (V) 1.2 0.9 0.6 0.5
TAB. 1 – Evolutions technologiques tire´es de [ITRS04].
qu’une augmentation de la surface des puces. Le nombre
de transistors subit aussi une augmentation tre`s impor-
tante qui va de pair avec une forte augmentation de la
puissance consomme´e. L’e´volution des dimensions des
transistors et des fils se traduit par une e´volution du com-
portement du circuit tout particulie`rement au niveau tem-
porel. Ainsi, le de´lai d’un fil devient supe´rieur au de´lai de
commutation d’une porte [Ho, 2001]. Cette augmentation
du de´lai est due en partie a` l’augmentation de la re´sistance
du fil cause´e par la diminution de sa section ainsi qu’aux
multiples phe´nome`nes de couplage capacitifs, couplages
qui contribuent e´galement a` faire augmenter la consom-
mation.
Nous allons voir dans une premie`re partie comment
mode´liser un bus en y incluant tous les phe´nome`nes
re´sistifs et capacitifs. Dans une seconde partie nous ver-
rons les facteurs influant sur la consommation ainsi que
le mode`le de consommation obtenu. La troisie`me par-
tie pre´sentera un e´tat de l’art des techniques qui visent
a` re´duire le de´lai et la consommation sur les bus. La sec-
tion suivante pre´sentera les re´sultats expe´rimentaux aux-
quels nous avons abouti graˆce a` notre outil d’estimation.
La dernie`re section conclura cet article.
2 DU FIL AU BUS
2.1 Mode´lisation physique d’un fil
Nos travaux de recherche1 sur la mode´lisation de la
consommation des interconnexions se situent notamment
au niveau physique. Pour cela nous avons effectue´ les
diffe´rentes expe´rimentations avec un simulateur SPICE
(ELDO V5.7) ce qui nous permet d’obtenir des re´sultats
pre´cis en termes de de´lai et de consommation.
Les grandeurs physiques qui permettent de mode´liser le
fil sont au nombre de trois :
– R, la re´sistance du fil, exprime´e en Ohm [Ω] ;
– C, la capacite´ du fil, exprime´e en Farad [F] ;
– L, l’inductance du fil, exprime´e en Henry [H].
Ces grandeurs de´pendent des caracte´ristiques du fil (sa
composition me´tallique) ainsi que de ses dimensions.
L’inductance n’a d’importance que pour les technologies
tre`s submicroniques (45nm) et pour des fils extreme-
1Ces travaux sont cofinance´s par la re´gion Bretagne et l’Union eu-
rope´enne dans le cadre du programme Objectif 2 Bretagne 2000-2006
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FIG. 1 – De´tail des contributions des capacite´s d’un fil.
ments longs. Nous avons donc choisi de ne conside´rer
seulement que le mode`le RC pour le fil, dont la pre´cision
est tout a` fait satisfaisante (moins de 5% d’erreur sur
le de´lai notamment [Rabaey, 2003]). De plus, pour les
fils de tailles raisonnables (quelques mm) propageant
des signaux au sein d’un circuit, seules la capacite´ et la
re´sistance sont significatives [Dally, 1998]
Les grandeurs e´le´mentaires permettant de caracte´riser le
fil que l’on trouve dans les Design Kit des constructeurs
sont au nombre de trois :
– R =
ρ
T
, re´sistance par carre´, exprime´e en Ohm
par carre´ [Ω/] avec ρ la re´sistivite´ du me´tal et T
l’e´paisseur du fil ;
– Csq , capacite´ e´le´mentaire de la face infe´rieure du fil
par rapport au substrat, exprime´e en Farad par me`tre
[F/m] ;
– Ce, capacite´ e´le´mentaire des coˆte´s du fil par rapport au
substrat, exprime´e en Farad par me`tre [F/m].
A l’aide de ces trois grandeurs, il est possible de calcu-
ler la re´sistance ainsi que la capacite´ du fil en fonction
de ses dimensions (sa longueur (L) et sa largeur (W ) ex-
prime´es en me`tre [m]). Notons e´galement que Csq et Ce
de´pendent de la hauteur (H) du fil par rapport au substrat
et donc du niveau de me´tal utilise´.
La re´sistance globale du fil est donne´e par l’e´quation sui-
vante :
R = R.
L
W
(1)
La capacite´ globale du fil est en fait la somme de deux
capacite´s : la capacite´ globale de la partie infe´rieure du fil
par rapport au substrat (parallel-plate capacitance) note´e
Cpp et la capacite´ globale des cote´s du fil par rapport au
substrat (fringing capacitance) note´e Cf . Ces capacite´s
sont repre´sente´es sur la figure 1. Les capacite´s Cpp et Cf
sont donne´es par les e´quations suivantes :
Cpp = Csq.W.L (2)
Cf = 2.Ce.L (3)
Le facteur 2 dans l’e´quation de Cf est destine´ a` inclure
le fait que les deux coˆte´s du fil contribuent a` la capacite´
des bords. On obtient alors la capacite´ globale du fil par
rapport au substrat qui vaut :
Cs = L.[Csq.W + 2.Ce] (4)
Il reste maintenant a` choisir le mode`le du fil, a` sa-
voir comment sont distribue´es les valeurs de R et de C
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FIG. 2 – Mode`le lumped suivi du mode`le distribue´ (pi3).
sur le fil afin de mode´liser son comportement le plus
pre´cise´ment possible.
Le mode`le lumped est un mode`le simple d’intercon-
nexion, il consiste a` mettre bout a` bout les valeurs de R
et de C trouve´es pre´ce´demment. Cependant, sa pre´cision
est beaucoup moins fiable notament en termes de de´lai
[Rabaey, 2003] qu’un mode`le ou` l’on distribue R et C.
Par exemple, pour un mode`le pi3 qui consiste a` re´partir
la re´sistance du fil sur trois re´sistances et la capacite´ du
fil sur quatre capacite´s, les valeurs obtenues en termes de
de´lai ne sont e´loigne´es des valeurs expe´rimentales que de
3 a` 5%. On peut de cette manie`re fractionner les valeurs
de R et de C inde´finiment. Nous avons retenu le mode`le
pi3 (figure 2) pour nos expe´rimentations du fait de sa sim-
plicite´ et de sa pre´cision.
2.2 Mode´lisation du bus
Comme il a e´te´ vu dans la section pre´ce´dente, le fil peut
se mode´liser par une re´sistance R et une capacite´ C. Un
bus n bits est simplement constitue´ de n fils de meˆme lon-
gueur dispose´s paralle`lement permettant de ve´hiculer des
donne´es entre deux blocs. Le fait d’utiliser plusieurs fils
de cette manie`re fait apparaıˆtre un nouveau phe´nome`ne
de couplage capacitif qui est le couplage entre fils. La
capacite´ de couplage (crosstalk) entre deux fils adjacents
de´pend quant a` elle de la surface en regard entre ces deux
fils, et donc de l’e´paisseur du fil (T ), de la longueur (L)
ainsi que de l’espacement (S) entre ceux-ci.
Cc = ε0.
T.L
S
avec ε0 permitivite´ du SiO2. (5)
Lors de la transition des fils adjacents, il y a ge´ne´ration
d’un bruit parasite sur le fil victime duˆ au couplage entre
les fils. Le bruit duˆ au crosstalk capacitif est relativement
localise´. On mode´lise en ge´ne´ral un syste`me soumis au
crosstalk en ne´gligeant les ordres supe´rieurs au premier :
ainsi on ne conside`re que trois fils comme le montre la
figure 3. Il sera explique´ plus en de´tail dans la partie sui-
vante les phe´nome`nes qui de´coulent du crosstalk et les
me´thodes existantes pour en re´duire les effets.
Le couplage entre les fils peut e´galement se re´partir sur
les noeuds du mode`leRC distribue´ de´fini pre´ce´demment.
Nous obtenons alors sur la figure 4 le mode`le complet du
bus.
WCs
Substrat
Cc Cc
A1 A2VT S
L
H
FIG. 3 – Un fil victime V soumis au couplage capacitif de
ses deux agresseurs A1 et A2.
FIG. 4 – Mode`le complet pi3 pour 3 fils avec couplage
crosstalk.
3 ESTIMATION ET MOD `ELE DE CONSOMMA-
TION D’UN BUS
3.1 A quoi est due la consommation ?
La consommation de puissance pour un bus peut se
repre´senter de la manie`re suivante :
Pdynamique =
∑
i∈Nbit
αi.CLi .Vdd.Vswing .F (6)
La puissance statique peut eˆtre ne´glige´e puisque sa contri-
bution dans la consommation des bus est tre`s faible ; en
effet les donne´es qui circulent sur le bus changent tre`s
souvent d’e´tat. C’est ce nombre important de transitions
qui va faire que la consommation sur les bus est exclusi-
vement de la consommation dynamique.
Dans l’e´quation de Pdynamique :
– Nbit repre´sente le nombre de bits du bus conside´re´ ;
– αi repre´sente l’activite´ du fil i ;
– CLi repre´sente la capacite´ du fil i (capacite´ que nous
allons de´tailler ci-dessous) ;
– Vdd repre´sente la tension d’alimentation ;
– Vswing repre´sente la tension d’excursion ;
– F repre´sente la fre´quence des transitions.
Comme nous l’avons vu dans le paragraphe pre´ce´dent
le couplage capacitif sur le bus se de´compose en deux
termes, le premier note´ Cs qui est le couplage du fil
par rapport au substrat et le second Cc qui est le cou-
plage capacitif autrement appele´ crosstalk entre deux
fils. Ce sont ces deux capacite´s qui vont composer CL.
Le proble`me est que CL n’est pas une capacite´ constante
et va varier en fonction des donne´es qui transitent sur le
bus.
Reprenons par exemple le mode`le de la figure 3, si tous
les fils ont le meˆme niveau logique, la capacite´ de cou-
plage Cc n’existe pas ; en revanche s’ils ont des niveaux
diffe´rents, elle peut varier de une fois a` quatre fois sa va-
leur selon le type des transitions sur les fils victime et
agresseurs.
Les diffe´rents types de transition sont re´sume´s dans le ta-
bleau 2 ou` g repre´sente le facteur de de´lai introduit par le
couplage et r repre´sente le rapport entre Cc et Cs.
Dans ce tableau, ↑ repre´sente une transition montante, ↓
repre´sente une transition descendante et - signifie qu’il
n’y a aucune transition sur le fil. Dans le meilleur cas,
lorsque les trois fils changent de niveau dans la meˆme di-
rection, le de´lai introduit sur le fil victime est le de´lai sans
crosstalk (i.e. g = 1), mais le cycle de l’horloge doit eˆtre
dimensionne´ exclusivement en prenant compte du de´lai
pire cas (i.e. g = 1 + 4.r) afin d’assurer une transmis-
sion des donne´es sans erreur. Nous avons expe´rimente´ les
diffe´rents cas du tableau 2 et nous nous sommes aperc¸us
qu’il est possible d’avoir entre des transitions de type
g = 1 + 4.r et g = 1 des diffe´rences de consomma-
tion jusqu’a` dix fois plus importantes ainsi qu’un de´lai de
propagation sur le fil jusqu’a` cinq fois plus important.
Outre le proble`me de diminution de la vitesse de trans-
mission, le crosstalk est e´galement une source de bruit
et peut induire des erreurs a` la re´ception des donne´es.
Prenons par exemple le cas ou` les fils agresseurs A1 et
A2 effectuent une transition descendante et ou` le fil vic-
time reste constant a` Vdd (↓,−, ↓). L’expe´rimentation ef-
fectue´e dans la configuration normale de la technologie
UMC 0.13µm est illustre´e a` la figure 5. Le pic de tension
sur le fil victime est tre`s e´leve´ ; le bruit re´sultant parvient
presque a` la tension de basculement d’un inverseur qui
pourrait servir de re´cepteur en fin de bus. Il est facile-
ment possible d’imaginer ce que pourrait donner ce bruit
en addition de tous les autres bruits du circuit (bruit de
l’alimentation, variations de parame`tres etc).
Le phe´nome`ne de crosstalk contribue donc, a` faire aug-
menter la puissance dynamique puisque celle-ci de´pend
line´airement de CL ; il contribue e´galement a` faire aug-
menter le de´lai de propagation d’une donne´e et peut in-
duire des erreurs a` la re´ception des donne´es.
Aujourd’hui avec les technologies dites submicroniques
(diminution des dimensions et des espacements entre fils
entre autre), l’effet du crosstalk devient de plus en plus
important. La section 4 pre´sentera les techniques qui es-
saient de limiter ce phe´nome`ne.
La partie suivante va expliquer notre approche de
mode´lisation de la consommation.
CL Types de transition g
Cs (↑, ↑, ↑) (↓, ↓, ↓) 1
Cs + Cc (−, ↑, ↑) (−, ↓, ↓) (↑, ↑,−) 1 + r
(↓, ↓,−)
Cs + 2.Cc (−, ↑,−) (−, ↓,−) (↓, ↓, ↑) 1 + 2.r
(↑, ↑, ↓) (↑, ↓, ↓) (↓, ↑, ↑)
Cs + 3.Cc (−, ↑, ↓) (−, ↓, ↑) (↑, ↓,−) 1 + 3.r
(↓, ↑,−)
Cs + 4.Cc (↑, ↓, ↑) (↓, ↑, ↓) 1 + 4.r
TAB. 2 – Capacite´ parasite (CL) et facteur de de´lai (g) du
fil victime en fonction du type de transition.
Tension de basculement 
de l’inverseur
Pic de tension sur le fil victime
Transition descendante sur les
fils agresseurs
FIG. 5 – Bruit sur un fil victime cause´ par la transition
simultane´e de deux fils agresseurs.
3.2 Mode´lisation de la consommation
Comme nous l’avons vu pre´ce´demment la re´sistance R et
la capacite´ C du fil varient en fonction de la longueur L
de ce dernier. La longueur du bus sera donc un parame`tre
pour l’estimation de consommation.
Notons e´galement que la capacite´ du fil Cs varie se-
lon le niveau de me´tal utilise´ puisque la hauteur (H) du
fil par rapport au substrat est diffe´rente ; la capacite´ de
crosstalk Cc varie elle aussi puisque l’espacement (S)
entre les fils est diffe´rent ; le niveau de me´tal utilise´ sera
donc un parame`tre de l’estimation.
Pour finir, il a e´te´ mis en e´vidence que selon le type de
transition la capacite´ totale CL varie e´galement, donc le
type de transition sur le bus sera un autre parame`tre pour
l’estimation.
Diffe´rentes expe´rimentations ont e´te´ effectue´es avec
un simulateur SPICE (ELDO V5.7) et une technolo-
gie CMOS UMC 0.13µm afin d’obtenir un mode`le
pre´cis au niveau physique en termes de consomma-
tion et de vitesse. Au terme des expe´rimentations, nous
avons de´veloppe´ un outil qui fournit a` l’utilisateur par
l’interme´diaire d’une interface graphique des re´sultats
en termes de surface, de consommation (instantane´e,
moyenne et maximale) et de vitesse maximale de trans-
mission. Les parame`tres d’entre´e de cet outil sont liste´s
dans le tableau 3. La question qui se pose maintenant est
de savoir comment faire pour re´duire la consommation du
transfert de donne´es ou d’en augmenter la vitesse en sup-
primant par exemple les pires cas de commutations du ta-
bleau 2. Pour cela, il faut pouvoir jouer sur les parame`tres
qui entrent en compte dans l’e´quation de Pdynamique. Les
seuls parame`tres qui peuvent eˆtre optimise´s sont, l’acti-
Parame`tre Type Variation
Niveau de me´tal Technologique 1 a` 6
Largeur du bus (n bits) Architectural ¿ 0
Longueur du bus (m) Architectural ¿ 0
Frequence (MHz) Architectural ¿ 0
Type de bufferisation Technologique Single / Full
Flux de donne´es Algorithmique -
Blindage Techno / Algo GND/Vdd...
TAB. 3 – Parame`tres d’entre´e de l’outil avec leur type et
zone de variation.
vite´ α ainsi que la capacite´ globale CL (Vdd et Vswing
e´tant de´pendants de la technologie). La section suivante
va pre´senter les techniques qui permettent de jouer sur
ces parame`tres.
4 TECHNIQUES DE R ´EDUCTION DE LA
CONSOMMATION ET DU D ´ELAI
Cette section va illustrer quelles sont les techniques
existantes afin de re´duire la consommation et le de´lai
sur les bus et e´galement voir a` quel niveau d’abstrac-
tion elles interviennent comme le montre la figure 6
[Ragunathan, 1998].
4.1 Au niveau technologique
Les techniques au niveau technologique visent a` modifier
les parame`tres physiques des fils. Il est possible de, soit
jouer sur les dimensions des fils (H,T,W ), soit jouer
sur l’espacement (S) entre les fils afin de diminuer la
capacite´ CL [Macchiarulo, 2002].
Au niveau technologique, la solution la plus simple et la
plus utilise´e est la technique du blindage (shielding).
Les me´thodes de blindage consistent a` inse´rer un fil relie´
a` la masse ou a` l’alimentation entre deux fils adjacents
de manie`re a` se ramener au cas ou` les agresseurs sont
stables (figure 7a). Tous les cas ou` deux fils adjacents
effectuent des transitions en sens inverse sont alors
e´limine´s. Une e´volution de cette technique peut eˆtre
trouve´e dans [Khatri, 2001] ou` par exemple on effectue
une alternance de blindage a` la masse et a` Vdd (figure
7b) ; dans [Taylor, 2001], la technique de blindage rete-
Technologique
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FIG. 6 – Niveaux d’action et gains pour l’optimisation en
consommation [Ragunathan, 1998].
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FIG. 7 – Illustration des types de blindages (0 :masse
1 :Vdd S :signal ).
nue est que le fil inse´re´ a le niveau logique du ET logique
de ses deux voisins (figure 7d). Une autre me´thode tre`s
simple d’application du blindage consiste a` dupliquer
chaque fil en transmettant sur le fil adjacent le meˆme
signal (figure 7c). L’acce´le´ration apporte´e par cette
technique est supe´rieure a` celle de [Khatri, 2001] car
les cas ou` les deux agresseurs sont stables sont en plus
e´limine´s. Le principal atout de ces me´thodes est qu’elles
permettent d’augmenter la vitesse de transmission des
donne´es puisque les pires cas du tableau 2 sont e´limine´s.
Du fait du doublement de la surface (car doublement du
nombre de fils) les techniques de blindage ne sont pas
efficaces en termes de consommation car par exemple
pour la me´thode de duplication, l’activite´ α est double´e.
Une autre technique tre`s connue est la tech-
nique qui consiste a` inse´rer des re´pe´teurs sur les
chemins de donne´es afin d’en re´duire le de´lai
[Bakaglu, 1985][Chen, 2004]. Cette technique per-
met d’augmenter fortement la vitesse sur les bus mais
se fait au de´triment de la consommation puisque les
re´pe´teurs contribuent a` faire augmenter la capacite´ CL
Bien que les techniques de blindage et d’insertion de
re´pe´teur contribuent a` augmenter la consommation, elles
sont tre`s utilise´es ; nous les avons donc inte´gre´es au sein
de l’outil.
4.2 Au niveau circuit/logique
Une solution consiste ici a` de´caler intentionnellement
les signaux du bus pour e´viter d’avoir les transitions
des fils adjacents au meˆme instant (signalskewing)
[Hirose, 2000] ; les fils pairs et impairs du bus sont
de´phase´s alternativement, ainsi le fil du milieu effectue sa
transition lorsque ses voisins sont stables. Cette technique
ne´cessite malheureusement une conception tre`s complexe
des e´metteurs et re´cepteurs.
Une autre me´thode consiste a` utiliser des re´pe´teurs a` ten-
sions de seuil variables [Shang, 2003] afin de limiter les
excursions sur les lignes de bus et donc de limiter CL.
L’inconve´nient de cette solution est que les composants
utilise´s ne sont pas standards.
Codeur Decodeur
n bits n bitsm bits
activité activité activité> <
FIG. 8 – Principe du codage des donne´es.
4.3 Au niveau architectural
C’est a` ce niveau que le plus grand nombre de techniques
a e´te´ propose´ afin de re´duire l’activite´ α et la capacite´CL.
Elles consistent toutes en un codage de donne´es tel que le
montre la figure 8. Le but du codage est de transmettre
l’information sur m bits avec (m ≥ n) tel que l’activite´
des donne´es code´es soit infe´rieure a` celle des donne´es
non code´es. Ces diffe´rents codages sont soit adapte´s pour
le bus d’adresses soit pour le bus de donne´es.
4.3.1 Codages de´die´s au bus d’adresses
La majeure partie du temps les adresses acce´de´es sur la
me´moire d’instructions ou de donne´es sont conse´cutives.
L’ide´e du codage pre´sente´e dans [Su, 1994, Su, 1995] est
de faire en sorte que l’on ait une seule transition sur le bus
a` chaque fois que l’on acce`de a` une adresse conse´cutive
de celle acce´de´e au cycle pre´ce´dent. Ce codage est appele´
codage de Gray.
Dans [Benini, 1997], l’ide´e propose´e est de rajouter un fil
que l’on positionne a` un niveau logique de´fini lorsque les
adresses acce´de´es sont conse´cutives. Ce codage est ap-
pele´ T0 Code.
Dans [Fornaciari, 2000], on peut trouver une variante
du T0 Code ou` il est possible de de´finir plusieurs pas
d’incre´mentations pour les acce`s conse´cutifs. Ces deux
techniques ont l’avantage de re´duire l’activite´ sur le bus a`
ze´ro lorsque les valeurs sont conse´cutives, mais la surface
et la complexite´ des codecs (codeurs et de´codeurs) est tre`s
importante puisqu’ils ne´cessitent plusieurs bancs de re-
gistres ainsi que des additionneurs, multiplexeurs etc.
4.3.2 Codages de´die´s au bus de donne´es
Les donne´es transitant sur le bus de donne´es sont
conside´re´es comme ale´atoires. L’ide´e du codage
pre´sente´e dans [Stan, 1995] est de comparer le nombre
de bits changeant entre la donne´e n − 1 et la donne´e n,
si cette diffe´rence est supe´rieure a` la moitie´ de la largeur
du bus, alors la donne´e n envoye´e est inverse´e. Cette
technique est efficace pour de larges bus et est appele´e
Bus Invert.
Afin de rendre la technique plus efficace, [Shin, 1998]
propose d’appliquer le Bus Invert a` la seule partie du bus
qui a la plus forte activite´. L’inconve´nient est qu’il faut
donc connaıˆtre a` l’avance les donne´es qui vont circuler
sur le bus, afin de faire l’inversion sur les fils ayant la
plus forte activite´. Cette technique est appele´e le Partial
Bus Invert.
Une autre technique pre´sente´e dans [Komatsu, 1999]
appele´e CodeBook vise a` stocker i anciennes valeurs
transmises sur le bus et transmettre au cycle courant la
valeur qui a le moins de diffe´rence avec celles transmises
Code1 Code2
Bloc original Codage Codage1 Codage2
00 0000 0001 0000
01 0001 0011 1000
10 0011 0111 1100
11 0111 1111 1110
TAB. 4 – Correspondance entre les blocs originaux et les
blocs code´s.
aux i cycles pre´ce´dents. On doit e´galement transmettre
sur plusieurs fils supple´mentaires le code de la valeur
envoye´e afin de de´coder la bonne valeur a` la re´ception
Nous avons vu pre´ce´demment des techniques de blindage
spatial, il est e´galement possible de faire du blindage tem-
porel, Code 0 pre´sente´ dans [Philippe, 2006]. Pour cela
entre chaque e´mission d’une donne´e tous les bits du bus
sont remis a` 0. Dans [Philippe, 2006], il est e´galement
pre´sente´ deux autres types de codages, le Code 1 et le
Code 2. Le Code 1 consiste a` coder des blocs de deux
bits en blocs de quatre bits, ce code e´limine les pires cas
mais malheureusement augmente l’activite´ puisque le
codage du bloc 11 comprend une transition montante. Le
Code 2 consiste a` coder des blocs de deux bits en deux
blocs de quatre bits qui seront alternativement envoye´s
sur le bus. L’inconve´nient des Code 0, Code1, et Code 2
est qu’il est ne´cessaire de fonctionner a` fre´quence double
sur le bus car le transfert des informations est double´.
Il existe encore d’autres me´thodes telles que, le XOR
Code qui consiste a` transmettre seulement les transitions
entre la donne´e n et la donne´e n − 1 en effectuant un
ou-exclusif du bit a` l’instant n avec le bit a` l’instant n−1
sur chaque fil ; l’Offset Code qui consiste a` transmettre la
diffe´rence entre la donne´e n et la donne´e n− 1. Diverses
autres techniques [Benini, 1998] me´langent plusieurs
des techniques pre´sente´es ci-dessus, par exemple pour
des bus multiplexe´s lorsque l’on transmet des donne´es
le codage utilise´ est le Bus Invert et au cycle ou` l’on
transmettra l’adresse, le codage utilise´ sera le T0 Code.
5 R ´ESULTATS EXP ´ERIMENTAUX
L’outil d’estimation que nous avons de´veloppe´, va per-
mettre d’analyser les performances de ces techniques en
termes de variation de l’activite´ α, de la capacite´ glo-
bale CL, de la vitesse, de la surface et de la consom-
mation e´nerge´tique sur le bus. Les mesures de consom-
mation ont e´te´ effectue´es sur le niveau de me´tal 2 de la
technologie UMC 0.13µm pour des bus de longueur 3
et 10 mm. Une premie`re campagne de mesure a e´te´ ef-
fectue´e pour un flot de 6.104 bits ale´atoires par fil puis
une seconde pour un flot de 6.104 valeurs conse´cutives.
Notons que quelque soit le niveau de me´tal utilise´ ainsi
que la longueur, les e´volutions des parame`tres repre´sente´s
par les symboles ր (augmentation), ց (diminution) et
− (pas de variation) restent identiques. Les re´sultats sont
re´pertorie´s dans les tableaux 5 et 6.
D’une manie`re ge´ne´rale, nous pouvons remarquer que
quand la capacite´ CL diminue, la vitesse de transfert des
donne´es est augmente´e. De plus comme nous l’avons sou-
ligne´ pre´ce´demment certaines techniques sont inefficaces
si elles ne s’appliquent pas sur le bus pour lesquelles elles
ont e´te´ cre´e´es. Il est possible de citer les exemples de
Gray, T0, XOR, Offset qui sont inefficaces pour un flot de
donne´es ale´atoires car elles ne permettent ni de re´duire
l’activite´ α ni de re´duire la capacite´ CL ; et Bus Invert,
Code 0, Code 1, Code2 qui sont inefficaces pour un flot
de valeurs conse´cutives.
Les techniques au niveau technologique sont tre`s ef-
ficaces pour re´duire CL et donc augmenter la vi-
tesse de transmission, mais le fait que la surface soit
syste´matiquement double´e les rend inefficaces en termes
de consommation car plus de fils commutent.
Aucune de ces techniques n’est optimale en termes de
surface ceci est duˆ au rajout des codecs plus ou moins
complexes ou au doublement de la surface de´die´e aux fils.
Comme le pre´sente les tableaux 5 et 6, certaines de ces
techniques semblent vraiment performantes pour re´duire
la consommation sur le bus telles que le Bus Invert, T0,
Gray, Offset par exemple.
Au vu de la complexite´ de leur codecs qui utilisent des
e´le´ments tels que des bancs de registres, des portes XOR,
des multiplexeurs et meˆme des additionneurs soustrac-
teurs on peut se poser la question de savoir si le surcouˆt de
consommation engendre´ par la consommation des codecs
n’est pas plus important que la diminution de consomma-
tion qui est apporte´e sur le bus par le codage ?
Prenons l’exemple d’un bus de n bits, le surcouˆt en
consommation (d’apre`s les valeurs fournies dans la bi-
bliothe`que UMC 0.13µm) apporte´ par les 2.n portes
XOR utilise´es dans un codage de type Bus Invert ou
Gray par exemple (sans regarder la consommation des re-
gistres et autres portes), est de´ja` supe´rieur a` la re´duction
de consommation apporte´e sur le bus. Il en est de meˆme
pour les additionneurs et soustracteur utilise´s dans les co-
dages de type T0 et Offset.
Bien que ces techniques de codage permettent de re´duire
la consommation sur le bus, elles ne sont efficaces que
pour des bus tre`s longs ou` la capacite´ CL devient tre`s
grande.
Dans [Kretzschmar, 2004] il a e´te´ de´montre´ que plusieurs
de ces techniques ne sont efficaces que pour des bus dont
la longueur exce`de 15 mm pour la technique la plus per-
formante (certaines techniques sont meˆme efficaces pour
des bus de 100 mm minimum). Or ces longueurs de bus
ne sont pas re´alistes dans les SOC actuels ou` les lon-
gueurs maximales n’exce`dent gue`re une dizaine de mm.
6 CONCLUSION
Dans un premier temps, tous les proble`mes qui de´coulent
des couplages capacitifs tels que le couplage entre les
fils (crosstalk) ont e´te´ pre´sente´s. Nous avons souligne´
que le crosstalk est a` l’origine d’une augmentation de la
consommation (jusqu’a` dix fois plus pour des transitions
de type g = 1 + 4.r par rapport a` des transitions de type
g = 1). Il est e´galement a` l’origine d’une diminution de
la vitesse de transmission des donne´es (jusqu’a` cinq fois
Activite´ α Capacite´ CL Vitesse Surface Consommation du bus E(nJ)
∆˚ ∆˚ Pire cas ∆˚ ∆˚ ∆˚ L=3mm L=10mm
Donne´es ale´atoires 1/2 - Ce + 4.Cc - - - 124 391
TECHNIQUES AU NIVEAU TECHNOLOGIQUE
Spacing - ց Cc Ce + 4.C
′
c ր ր xfois surface des fils ց x x
Shielding GND - ց Ce + 2.Cc ր ր x2 ր 142 419
Shielding GND/Vdd - ց Ce + 2.Cc ր ր x2 ր 142 418
Shielding AND ց ց Ce + 2.Cc ր ր x2 ց 122 352
Duplication fils - ց Ce + 2.Cc ր ր x2 ր 150 451
TECHNIQUES AU NIVEAU ARCHITECTURAL
Gray - - Ce + 4.Cc - ր surface codecs - 124 392
T0 - - Ce + 4.Cc - ր surface codecs + 1fil - 124 392
Bus Invert ց - Ce + 4.Cc - ր surface codecs + 1fil ց 110 341
XOR Code - - Ce + 4.Cc - ր surface codecs - 124 392
Offset Code - - Ce + 4.Cc - ր surface codecs ց 122 385
Code 0 - ց Ce + 2.Cc ր ր surface codecs ր 155 466
Code 1 ց ց Ce + 2.Cc ր ր surface codecs ր 157 464
Code 2 ց ց Ce + 2.Cc ր ր surface codecs ց 97 283
TAB. 5 – Evolution des parame`tres activite´, capacite´, vitesse, surface et e´nergie pour un flux de donne´es ale´atoires en
fonction des techniques de codage.
plus lent pour des transitions de type g = 1 + 4.r par
rapport a` des transitions de type g = 1) et, de plus il peut
eˆtre a` l’origine d’erreurs au niveau de la re´ception.
Dans un second temps nous avons explique´ le type de
mode´lisation du bus que nous avons utilise´ pour mener
nos expe´rimentations.
Beaucoup des techniques de blindage et de codage des
donne´es pre´sente´es dans la section 4 permettent de
re´duire la capacite´ CL (donc le phe´nome`ne de crosstalk)
et donc la consommation sur le bus. Celles-ci mettent en
oeuvre des architectures de codecs assez complexes et
contribuent conside´rablement a` augmenter la surface oc-
cupe´e. Pour qu’elles soient efficaces, il faut que le surcouˆt
en consommation apporte´ par les codecs ne soit pas plus
important que la baisse de consommation apporte´e sur le
bus. Ce qui n’est malheureusement plus le cas pour les
longueurs de bus que l’on trouve actuellement dans les
SOC.
L’e´volution des syste`mes sur silicium vers des archi-
tectures de plus en plus complexes, inte´grant toujours
plus de composants sur des surfaces de circuits toujours
plus grandes, impose l’utilisation de nombreuses lignes
d’interconnexions malgre´ les difficulte´s de de´lai et de
consommation que cela occasionne. L’objectif de nos fu-
turs axes de recherches sera de s’orienter vers une explo-
ration de nouvelles solutions, qui permettront de re´duire
la consommation sur le bus et les phe´nome`nes capacitifs,
tout en essayant de ne pas augmenter la consommation
globale.
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