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Quadratic-like Stability of Nonlinear Homogeneous Systems
Andrey Polyakov
Abstract— A necessary and sufficient condition of stability
(stabilizability) of nonlinear homogeneous (control) system is
obtained using a topological equivalence of asymptotically
stable homogeneous system to a quadratically stable one.
I. INTRODUCTION
Symmetry is one of well-known properties of physical
systems [1]. A type of symmetry of non-linear systems
studied in control theory is known as homogeneity [2], [3],
[4], [5], [6]. The standard homogeneity was introduced by
L. Euler in 17th century as the symmetry of a mathematical
object f (e.g. function, vector field, operator, etc) with
respect to the uniform dilation of the argument x → λx,
namely, f(λx) = λf(x), λ > 0. Type of homogeneity is
basically identified by dilation. For example, in [7], [8] the
uniform dilation is utilized, while the papers [2], [9], [10],
[11] deal with the so-called weighted dilation.
Nonlinear homogeneous differential equations/inclusions
form an important class of control systems models [4], [12],
[13], [14], [15]. They appear as local approximations [3] or
set-valued extensions [11] of nonlinear systems and include
models of process control [16], nonholonomic systems [17],
mechanical models with frictions [10], etc.
The generalized homogeneity (to be studied in this paper)
was introduced originally in [18] for infinite dimensional
models such as partial differential equations (PDEs). It
considers a strongly continuous group of linear bounded
operators as a dilation in a Banach space. A lot of well-
known PDEs are homogeneous in generalized sense, e.g.
heat, wave, Navier-Stocks, Saint-Venant, Korteweg-de Vries,
fast diffusion equations. This paper deals with the finite-
dimensional models of generalized homogeneous systems
represented by ordinary differential equations (ODEs). It is
worth stressing that all standard and weighted homogeneous
systems are particular cases of the generalized homogeneous
ones. Geometric homogeneity [19], [5], [4] is more general
type of symmetry allowing dilation groups to be nonlinear.
Stabilization of nonlinear plant is one of classical control
problems that is hard to solve constructively in general case,
so particular solutions are still of the interest [20], [21].
Stability and stabilizability problems were studied for both
standard [2], [8] and weighted homogeneous [9], [22], [23],
[6], [24], [25] systems which are the most popular today
[10], [11], [26], [13], [15].
This paper deals with quadratic stability problem for
nonlinear generalized homogeneous (control) systems. To the
best of author’s knowledge, the issue of quadratic stability
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(existence of quadratic Lyapunov function) has not been
treated before for the generalized homogeneous systems.
Quadratic stabilizability is useful property for control design,
since the control tuning procedures in this case can be
formalized as Linear Matrix Inequalities [27], which are
supported by MATLAB and other software tools.
First of all, we show that any generalized homogeneous
system is diffeomorphic to a standard homogeneous one.
Next, a change of coordinate, which transforms asymptot-
ically stable generalized homogeneous system to a quadrat-
ically stable one, is presented. In both cases the so-called
canonical homogeneous norm [28] is utilized for construction
of the corresponding coordinate transformation. Combination
of these two results allows the necessary and sufficient
stability condition to be presented in terms of existence of the
quadratic-like Lyapunov function V (x) = x>Ξ(x)PΞ(x)x,
where P = P> > 0 and the nonsingular matrix Ξ is constant
along any ray from the origin (i.e. Ξ(esx) = Ξ(x) for x 6= 0,
s ∈ R) and ∂Ξ(x)∂xi x = 0 for x 6= 0. The properties of matrix
Ξ motivate the conjecture about existence of the quadratic
Lyapunov function (Ξ = const), which fails in the general
case. However, some examples show that the obtained stabil-
ity condition may simplify finite-time stability/stabilizability
analysis and control design in some particular cases.









; Cn(X,Y ) is the set of
continuously differentiable (at least up to the order n) maps
X → Y , where X,Y are open subsets of finite dimensional
spaces; In ∈ Rn×n - the identity matrix; 0 denotes zero
element, e.g. 0 ∈ Rn is the zero vector but 0∈Rn×n is the
zero matrix; diag{λ1,.., λn} - diagonal matrix.
II. GENERALIZED HOMOGENEITY
Homogeneity is a sort of symmetry of an operator (func-
tion/vector field) with respect to a group of transformations
that is usually called as group of dilations (or simply di-
lation). The generalized homogeneity studied in [18] deals
with the groups of linear transformations (linear dilations).
A. Dilation Group
Let ‖ · ‖ be a norm in Rn and ‖ · ‖A be the matrix norm
induced by ‖ · ‖, i.e. ‖A‖A = supu∈Rn
‖Au‖
‖u‖ if A ∈ R
n×n.
Definition 1 ([18]): A map d : R → Rn×n is called
dilation in Rn if it satisfies
• Group property. d(0)=In, d(t+s)=d(t)d(s), t,s∈R;
• Continuity property. d is continuous, i.e.






uniformly on the unit sphere S := {u ∈ Rn : ‖u‖ = 1}.
Obviously, the dilation d is a uniformly continuous group of
invertible linear maps d(s) such that d(−s) = [d(s)]−1.
The matrix Gd ∈ Rn×n defined as Gd = lims→0 d(s)−Ins
is known (see, e.g. [29, Ch. 1]) as the generator of the group








Denote also bAcA = infu∈Rn ‖Au‖‖u‖ . Limit property implies
•‖d(s)‖A→ 0 as s→−∞; • d(s) 6= In if s 6= 0;
•bd(s)cA→ +∞ as s→+∞; •bGdc>0 (kerGd ={0}).
The most popular dilations [12], [13], [26], [15]
• uniform (or standard) dilation (L. Euler 17th century):
d(s)=es, s∈R;
• weighted dilation (Zubov 1958, [2]):
d(s)=
(
er1s 0 ... 0
0 er2s ... 0
... ... ... ...
0 0 ... erns
)
, s∈R and ri>0, i=1, ..., n;
satisfy Definition 1 with Gd =In and Gd =diag{ri}, resp.
Definition 2:Dilation d is monotone if ‖d(s)‖A<1,∀s<0.
Monotonicity of dilation depends on the norm ‖ · ‖. For









is monotone on R2 equipped with weighted norm
‖u‖P =
√









> 0 and it is not





> 0. In the latter
case, the curve {d(s)u : s ∈ R} may cross the unit sphere
S in two different points.
Theorem 1: The next four conditions are equivalent
1) dilation d is monotone;
2) bd(s)cA > 1 for s > 0;
3) continuous function ‖d(·)u‖ : R → R+ is strictly
increasing for any u ∈ S;
4) for any u ∈ Rn\{0} there exists a unique pair
(s0, u0) ∈ R× S such that u0 = d(s0)u.
Proof. 1)⇒2) For any u ∈ S we have 1 =
‖u‖ = ‖d(s)d(−s)u‖ ≤ ‖d(s)‖A‖d(−s)u‖. Hence, 1 ≤
‖d(s)‖Abd(−s)cA for any s ∈ R. 2)⇒3) If u 6= 0 and
s1 < s2 then ‖d(s1)u‖ − ‖d(s2)u‖ = ‖d(s1)u‖ − ‖d(s2 −
s1)d(s1)u‖ ≤ (1 − bd(s2 − s1)cA)‖d(s1)u‖ < 0. The im-
plication 3)⇒4) is straightforward. Indeed, since ‖d(0)u‖ =
‖u‖ and ‖d(·)u‖ is a continuous strictly increasing function,
‖d(−∞)u‖ = 0, ‖d(+∞)u‖ = +∞, then there exists a
unique s0 ∈ R : ‖d(s0)u‖ = 1 (i.e. u0 = d(s0)u ∈ S).
4)⇒1) If u ∈ S then d(s)u /∈ S for all s 6= 0. Indeed,
otherwise the pair (s0, u0) ∈ R×S such that u0 = d(s0)u ∈
S is not unique. Hence, the limit property of the dilation
implies ‖d(s)u‖ < 1 for all s < 0 and all u ∈ S.
Theorem 1 also implies that the functions‖d(·)‖A :R→R+
and bd(·)cA :R→R+ are continuous and strictly increasing.
Definition 3: A dilation d is said to be strictly monotone
on Rn if ∃β > 0 such that ‖d(s)‖A ≤ eβs for s ≤ 0.
The dilation d considered in the above example is strictly
monotone on R2 equipped with the Euclidean norm.
Theorem 2: Let d be a dilation in Rn then
• the matrix −Gd is Hurwitz, i.e. all eigenvalues λi of Gd
have positive real parts, β∗ = min<(λi) > 0;
• for any β ∈ (0, β∗] there exists a matrix P ∈ Rn×n:
PGd +G
>
d P ≥ 2βP, P = P> > 0, (1)
• the dilation d is strictly monotone with respect to the
weighted Euclidean norm ‖ · ‖ =
√
〈·, ·〉 induced by
the inner product 〈u, v〉 = u>Pv with P satisfying (1):
eαs ≤ bd(s)cA ≤ ‖d(s)‖A ≤ eβs for s ≤ 0 and eβs ≤
bd(s)cA≤‖d(s)‖A≤ eαs for s≥0, where α= λmax(Q)2 ,
β= λmin(Q)2 , Q=P
1
2GdP





Proof. Since ddsd(s) = Gdd(s),d(0) = I then d(s) is
the fundamental matrix of the linear system ODEs with the
matrix Gd. The limit property of the dilation implies that
this system of ODEs is globally asymptotically stable in
the inverse time, i.e. the matrix −Gd is Hurwitz. Hence,
there exists a symmetric positive definite matrix such that
(1) holds and for any u ∈ S one has dds‖d(s)u‖
2 =
u>d(s)>(G>d P + PGd)d(s)u ≥ 2β‖d(s)u‖2. Similarly we
derive dds‖d(s)u‖
2 ≤ 2α‖d(s)u‖2, i.e. the inequalities for
matrix norms also hold.
Therefore, any dilation d is strictly monotone on Rn
equipped with the weighted Euclidian norm ‖u‖=
√
u>Pu
provided that the matrix P >0 satisfies (1) for some β > 0.
B. Canonical Homogeneous Norm
Dilation d introduces a new topology in Rn (spheres and
balls) by means of the ”homogeneous norm” [4], [14], [13].
Definition 4: A continuous function p : Rn → R+ is said
to be d-homogeneous norm if p(u) → 0 as u → 0 and
p(d(s)u) = esp(u) > 0 for u ∈ Rn\{0} and s ∈ R.
For monotone dilations the canonical homogeneous
norm ‖ · ‖d : Rn → R+ is defined as follows:
‖u‖d =esu where su∈R such that ‖d(−su)u‖=1. (2)
In [28] such a homogeneous norm was called canonical
since it is induced by the canonical norm ‖ · ‖ in Rn
and ‖x‖d = ‖x‖ = 1 on the unit sphere S. Obviously,
bd(ln ‖u‖d)cA ≤ ‖u‖ ≤ ‖d(ln ‖u‖d)‖A.
Note that ‖ · ‖d = ‖ · ‖ if d(s) = esIn - uniform dilation.
Proposition 1: If d is a strictly monotone dilation then
•
∣∣∣‖u1‖βd−‖u2‖βd ∣∣∣ ≤ ‖u1−u2‖ for u1, u2 ∈ Rn\Bd(1),
• ‖ · ‖d is Lipschitz continuous outside the origin;
• if the norm ‖ · ‖ is smooth outside the origin then the
homogeneous norm ‖ · ‖d is also smooth outside the










Proof. Since for ui ∈ Rn we have ‖ui‖d = esi :
‖d(−si)u‖ = 1 then 1 = ‖d(−s1)u1‖ = ‖d(−s1)(u1 −
u2) + d(s2 − s1)d(−s2)u2‖ ≤ ‖d(−s1)‖A‖(u1 − u2)‖ +
‖d(s2 − s1)‖A. For 1 < ‖u2‖d < ‖u1‖d we have 0 < s2 <
s1 and 1 ≤ e−βs1‖u1 − u2‖ + eβs2−βs1 or equivalently,
‖u1‖d − ‖u2‖d ≤ ‖u1 − u2‖. Lipschitz continuity follows
from the proven inequality, the identity ‖d(s)u‖d = es‖u‖d
and monotonicity of the dilation. The existence of the unique
function s : Rn → R such that ‖d(−s(u))u‖ = 1 has
been proven in Theorem 1. Since the dilation is strictly
monotone then dds‖d(−s)u‖ < 0 on S (and, on R
n\{0})
for all s ∈ R (see, Theorem 1). Since the norm ‖ · ‖ is












(3) can be derived using Implicit Function Theorem [30]
applied to the equation ‖d(−s)u‖ = 1 (see, also [28]).
C. Generalized Homogeneous Functions and Vectors Fields
Homogeneous vector field have a lot of properties useful
for control design and state estimation as well as for analysis
of convergence rates [5], [23], [31], [26].
Definition 5: A vector field f : Rn → Rn (a function
h :Rn→R) is said to be d-homogeneous of degree ν ∈ R if
f(d(s)u) = e νsd(s)f(u), ∀u ∈ Rn\{0}, ∀s ∈ R. (4)
(resp. h(d(s)u) = e νsh(u), ∀u ∈ Rn\{0}, ∀s ∈ R. )





0 − sin(s) cos(s)
)
that is strictly monotone with respect
to the Euclidean norm ‖x‖ =
√














and the function h : R3 → R






2 are d-homogeneous of degree
1 and 3, respectively.
Example 2 (Homogeneous vector field of any degree):
The vector field may have different degrees of homogeneity
dependently of the dilation group. Indeed, the linear vector






∈ Rn×n is d1-homogeneous of
degree µ ∈ [0, 1] with d1(s) = diag{e(n+(i−1)µ)s}ni=1
and d2-homogeneous of degree µ ∈ [−1, 0] with
d2(s) = diag{e(n+(n−i)µ)s}ni=1.
Let Fd(Rn) (resp. Hd(Rn)) be the set of d-
homogeneous vector fields Rn → Rn (resp. functions
Rn→R), which are continuous on Rn\{0}. Let degd(h)
(resp. degd(f)) denote the homogeneity degree of h ∈
Hd(Rn) (resp. f ∈ Fd(Rn)).
The homogeneity allows local properties (e.g. smoothness)
of vector fields (functions) to be extended globally [2], [3].
Corollary 1: The vector field f ∈ Fd(Rn) is Lipschitz
continuous (smooth) on Rn\{0} if and only if it satisfies
Lipschitz condition (it is smooth) on S provided that d is
strictly monotone on Rn equipped with a (smooth) norm ‖·‖.
Proof. The necessity is straightforward since any locally
Lipschitz function on a compact set satisfies Lipschitz condi-
tion on it. Let us prove sufficiency. Let ui ∈ Rn\{0}, i=1, 2
then ui=d(ln ‖ui‖d)zi for some zi∈S, f(u1)− f(u2) =
f(d(ln ‖u1‖d)z1)− f(d(ln ‖u2‖d)z2) = ‖u1‖νd d(ln ‖u1‖d)·
f(z1)−‖u2‖νd d(ln ‖u2‖d)f(z2)=‖u1‖νd d(ln ‖u1‖d)(f(z1)−
f(z2)) + (‖u1‖νd d(ln ‖u1‖d) −‖u2‖νd(ln ‖u1‖d)f(z2) +
‖u2‖ν(d(ln ‖u1‖d) − d(ln ‖u2‖d))f(z2). If L > 0 is
a Lipschitz constant on S then ‖f(u1) − f(u2)‖ ≤
L‖u1‖νd d(ln ‖u1‖d)‖z1−z2‖ +‖d(ln ‖u1‖d)f(z2)‖(‖u1‖νd−
‖u2‖νd) +‖f(z2)‖‖u2‖ν‖d(ln ‖u1‖d)−d(ln ‖u2‖d)‖A. Since
d(s1) − d(s2) = Gd
∫ s1
s2
d(s)ds and the function
‖d(·)‖A is strictly monotone increasing then ‖d(ln ‖u1‖d)−
d(ln ‖u2‖d))‖A ≤ M‖Gd‖| ln ‖u1‖d − ln ‖u2‖d|, where
M = max{‖d(ln ‖u1‖d)‖A, ‖d(ln ‖u2‖d)‖A}. Since the ho-
mogeneous norm is Lipschitz continuous on Rn\{0} but
power and logarithm functions are Lipschitz continuous
outside zero then f is Lipschitz continuous outside the origin.
(Differentiability of homogeneous vector field (function) f
on Rn\{0} can be proven by means of the formula (3), the
identity ddsd(s) = Gdd(s) and the representation f(u) =
‖u‖νd d(ln ‖u‖d)f(z) with z = d(− ln ‖u‖)u ∈ S.)
If a function (or a vector field) is smooth then homogeneity
is inherited by its derivatives in a certain way.








∂u Gdu = degd(h)h(u), (6)
for u∈Rn\{0} and s∈R.
Proof. The formula (5) can be obtained using the definition
of the (Frechét) derivative, which coincides with ∂h∂u if h
is smooth. Namely, lim
‖∆‖→0
|h(u+∆)−h(u)− ∂h(u)∂u ∆|




‖∆‖ =0 where ∆∈R
n.








‖∆̃‖ , where ν = deg(h)
and ∆̃ = d(−s)∆ such that ‖∆̃‖ → 0 implies ‖∆‖ → 0.
Therefore the identity (5) holds.
To prove (6) let us consider a homogeneous norm ‖ · ‖d
induced by a weighted Euclidean norm ‖u‖ =
√
u>Pu in
u ∈ Rn\{0}, P = P> > 0. In this case, due to (3) we have
∂‖u‖d
∂u u > 0 if u 6= 0. From h(u) = ‖u‖
ν
dh(d(− ln ‖u‖d)u)








































multiplying by u we obtain that (6) holds for ‖u‖ = 1. Since
‖ · ‖new = γ‖ · ‖ with γ > 0 is again a weighted Euclidean
norm in Rn then the obtained identity holds on Rn\{0}.
Remark 1: If d is a dilation with the generator Gd then for
any α > 0 the group dα defined as dα(s) := d(αs), s ∈ Rn
is the dilation with the generator Gdα = αGd. Moreover, if
f ∈ Fd(Rn) then f ∈ Fdα(Rn) and degdα(f) = α degd(f).
III. STABILITY OF HOMOGENEOUS SYSTEMS
Homogeneity may simplify an analysis of differential
equations, e.g. to prove existence and uniqueness of solution
on Rn\{0} it is sufficient to prove that the right hand
side is Lipschitz continuous (or differentiable) on a sphere .
The most important property of d-homogeneous systems is
scalability of the solutions [2], [4], [12], [31], [32], [18].
Theorem 3: If ϕξ0 : [0, T )→ Rn is a solution to
ξ̇ = f(ξ), f ∈ Fd(Rn) (7)
with the initial condition ξ(0) = ξ0 ∈ Rn then ϕd(s)ξ0 :
[0, e−νsT ) → Rn defined as ϕd(s)ξ0(t) := d(s)ϕξ0(teνs)
with s ∈ R is a solution to (7) with the initial condition
ξ(0) = d(s)ξ0, where ν = degd(f).
Proof. The scheme of the proof is standard (see [2]) for
any type of homogeneity. Since dϕξ0 (t)dt = f(ϕξ0(t)) then
d(s)dϕξ0dt =
dd(s)ϕξ0
dt = d(s)f(ϕξ0) = e
−νsf(d(s)ϕξ0). The
change of time t=eνstnew completes the proof.
Now using the classical result [2], [12] about existence of
Lyapunov functions we prove equivalence of asymptotically
stable homogeneous system to a quadratically stable one.
Theorem 4: The next five claims are equivalent
1) The origin of the system (7) is asymptotically stable.
2) ∃V ∈Hd(Rn)∩C∞(Rn) - a Lyapunov function for (7);


















d P > 0, 0 < P = P
>∈Rn×n. (9)
4) For any matrix P ∈ Rn×n satisfying (9) there exists a
map Ψ ∈ Fd(Rn) ∩ C∞(Rn\{0}), degd(Ψ) = 0 such
that Ψ is diffemorphism on Rn\{0}, homeomorphism
on Rn, Ψ(ξ)→ 0 as ξ → 0 and
∂(Ψ>(ξ)P Ψ(ξ))
∂ξ f(ξ)<0 if Ψ
>(ξ)PΨ(ξ)=1. (10)
Moreover, ‖Ψ‖d ∈ Hd(Rn)∩C∞(Rn\{0}) is Lyapunov
function to the system (7), where ‖ · ‖d is the canonical
homogeneous norm induced by ‖ξ‖ =
√
ξ>Pξ.
5) For any matrix P ∈ Rn×n satisfying (9) there exists a
map Ξ∈C∞(Rn\{0},Rn×n) such that det(Ξ(z)) 6= 0,
∂Ξ(z)
∂zi













Proof. Without loss of generality we assume that f is
continuous at zero and f(0) = 0, since asymptotic stability
of (8) is equivalent to asymptotic stability of ξ̇ = f̃(ξ) :=
‖ξ‖− degd(f)d f(ξ), which is always continuous at the origin.
1) ⇔ 2) We use the scheme developed in [12]. The
Converse Lyapunov Theorem (see, e.g. [33] implies that there
exists a smooth Lyapunov function V : Rn → R+. Let the
smooth function a : R → R+ be defined as a(ρ) = e
1
1−ρ
if ρ > 1 and a(ρ) = 0 if ρ ≤ 1. Obviously, a′(ρ) > 0 if
ρ > 1. Then the function Vh : Rn → R+ defined as Vh(x) =∫ +∞
−∞ e
−sa(V (d(s)x))ds is d-homogeneous Lyapunov func-
tion to the system (7). Indeed, it is well-defined (due to
cut-off function a), smooth, positive definite and radially
unbounded. Finally, Vh is d-homogeneous Vh(d(q)x) =∫ +∞
−∞ e
−sa(V (d(−s + q)x))ds = eqVh(x) and V̇h(x) =∫ +∞
−∞ e













1) ⇔ 3) Since P satisfies (1) then the dilation d is strictly
monotone on Rn equipped with the norm ‖ξ‖ =
√
ξTPξ.
The change of coordinates z = ‖ξ‖dd(− ln ‖ξ‖d)ξ gives
‖z‖ = ‖ξ‖d and ξ = d(ln ‖z‖) z‖z‖ ,
ż=(In −Gd)d(− ln ‖ξ‖d)ξ d‖ξ‖ddt +‖ξ‖dd(− ln ‖ξ‖d)f(ξ)=
‖ξ‖d(In −Gd)d(− ln ‖ξ‖d)ξ ξ
>d>(− ln ‖ξ‖d)Pd(− ln ‖ξ‖d)f(ξ)
ξ>d>(− ln ‖ξ‖d)PGdd(− ln ‖ξ‖d)ξ
+
+‖ξ‖dd(− ln ‖ξ‖d)f(ξ) =
‖ξ‖d
(
(I−Gd)d(− ln ‖ξ‖d)ξξ>d>(− ln ‖ξ‖d)P




Taking into account f ∈ Fd(Rn) we derive (8).
4) ⇒ 2) Note that Ψ(ξ) 6= 0 for ξ 6= 0, otherwise (i.e.
∃ξ∗ 6= 0 : Ψ(ξ∗) = 0), due to homogeneity we derive
that Ψ(ξ) = 0 on a smooth curve {d(s)ξ∗, s ∈ R}, which
starts at the origin goes to ∞. The latter contradicts the
assumption that Ψ is diffeomorphism (continuously differ-
entiable invertible map with continuously differentiable in-
verse) on Rn\{0}. Since degd(Ψ) = 0 then ‖Ψ(d(s)ξ)‖d =
‖d(s)Ψ(ξ)‖d = es‖Ψ(ξ)‖d and the function ‖Ψ(·)‖d is d-
homogeneous of degree 1, radially unbounded, continuous
at the origin and continuously differentiable outside the







< 0. Applying homogeneity
we derive ∂‖Ψ(ξ)‖d∂ξ f(ξ) < 0 if ξ ∈ R
n\{0}, i.e. ‖Ψ‖d is a
Lyapunov function for (7).
2) ⇒ 4) Since the origin of the system (7) is asymp-
totically stable then there exists a smooth d-homogeneous
Lyapunov function Ṽ : Rn → R+ of degree µ > 0. The
function V = Ṽ 1/µ is also Lyapunov function to (7) that
is d-homogeneous of degree 1, continuous at the origin
and smooth outside the origin. Let us consider the map




















‖ξ‖d ∈(0,+∞), so Ψ is continuous at 0 and Ψ(0)=0.
Obviously, Ψ(d(s)ξ) = d(s)Ψ(ξ) and ‖Ψ(ξ)‖d = V (ξ). We
derive (10) from (3). The map Ψ is homeomorphism (i.e.
continuously invertible bijection) on Rn. The inverse map








Indeed, Ψ−1(Ψ(ξ)) = ξ and Ψ(Ψ−1(x)) = x for all ξ, x ∈
Rn. Since Ψ and Ψ−1 are continuous at the origin, smooth
outside the origin then Ψ is diffeomorphism on Rn\{0}.
3) ⇒ 5) The system (8) is homogeneous of degree ν with
respect to the dilation d0(s) = es with Gd0 = In. Note that
P0Gd0 +G
>
d0P0 = 2P0 > 0 holds for an arbitrary symmetric
positive definite matrix P0. Taking into account ‖z‖d0 =
‖z‖ =
√
z>P0z we use the claim 4) to obtain the homoge-
neous Lyapunov function V defined as V (z) = ‖Ψ0(z)‖2d0 =






6= 0 for z ∈ Rn\{0}. Using (6) we






z = 0, where Ξ(z) = ∂Ψ0(z)∂z . Finally, Ξ(e
sz) = Ξ(z)
for z∈Rn\{0} and s∈R due to (5) and degd0(Ψ0) = 0.
5) ⇒ 3) Let us consider the function V (z) =
z>Ξ>PΞ(z)z, V ∈ C(Rn,R) ∩ C∞(Rn\{0},R). Since
∂Ξ(z)
z = 0 then
∂V (z)
∂z = 2z
>Ξ>PΞ(z) and the condition
(11) implies that V is the Lyapunov function to (8).
Therefore, the latter theorem proves two important facts:
• Any generalized homogeneous system is diffeomor-
phic to standard homogeneous one (see the formula (8))
and to a quadratically stable system. Indeed, making the
change of variables z = Ψ(ξ) we derive ż = f̃(z), where
f̃(z) = ∂Ψ(ξ)∂ξ f(ξ)
∣∣∣
ξ=Ψ−1(z)
, but the criterion (10) implies
that z>P ż < 0 if z>Pz = 1, so the homogeneous norm ‖·‖d
is the Lyapunov function to the latter system. Finally, the
change of variable x=‖z‖dd(− ln ‖z‖d)z gives ‖z‖d =‖x‖,
so the transformed system ẋ = f̂(x) is quadratically stable.
• The formula (11) gives a more constructive stability
criterion. Since Ξ(z) = Ξ(esz) for z ∈Rn\{0}, s ∈ R then
the map Ξ is constant along any straight line {esz : s ∈ Rn}
if z 6= 0. In addition, the property ∂Ξ(z)∂zi z = 0 motivates the
conjecture that a quadratic Lyapunov function (Ξ ≡ const)
always exists for asymptotically stable standard homoge-
neous system. However, in the view of [33, Proposition 5.2]












< 0 if z 6=0,
PGd +GdP > 0, P > 0, Q0 > 0
(12)
derived from (11) is just sufficient stability condition.
Recall [31], [10], [11], if a homogeneous system (7) is
asymptotically stable and degd(f) < 0 then it is globally
uniformly finite-time stable, i.e ∃T : Rn → R such that
ϕx0(t)=0, ∀t>T (x0) and ∀x0∈Rn.
Example 3 (Quadratic Finite-time Stability): The system







3 + q2|x2| is d-homogeneous of degree −1
if the dilation d is generated by Gd = diag{3, 2}. Let
us find conditions to k1, k2 ∈ R, q1, q2 ∈ R+ allowing
the finite-time stability of the system. Selecting Q0 = P














‖x‖ , ‖x‖ =√








































































Hence, if the system of LMIs











> 0, E1 = ( 1 00 0 )
is feasible with respect to X ∈ R2×2, Y ∈ R1×2 for
some fixed γ, τ ∈ (0, 1) then the considered homogeneous
ODE is finite stable with (k1 k2) = Y X−1 , and the
parameters q1, q2∈R+ selected such that δmin ≥ (1− τ)−1,








, e1 = (1, 0)T ,
e2 = (0, 1)
T , P = X−1. In particular, for τ = γ = 0.5






,Y = (−3.8858 −3.0105 ) .
IV. STABILIZATION OF HOMOGENEOUS SYSTEMS
Let us consider the nonlinear control system
ẋ = g(x, u), (13)
where x ∈ Rn is the state vector of a plant, g ∈
C(Rn+1,Rn), g(0,0) = 0 and u ∈ Rm is the control input
generated by a dynamic system (i.e. u is a dynamic feedback)
u̇ = k(x, u). (14)
Based on the scheme of universal stabilizing control design
given in [34], from Theorem 4 we derive a necessary and
sufficient condition of existence of a generalized homoge-
neous map k ∈ C(Rn+m\{0},Rm) that makes the origin of
the closed-loop system (13), (14) to be asymptotically stable.
Theorem 5 (On Homogeneous Dynamical Feedback):






and f̃ = ( g0) ∈ Fd(Rn+m).
The origin of the system (13) is globally asymptotically
stabilizable by means of the homogeneous dynamical
feedback (14) with ( gk ) ∈ Fd(Rn+m) if and only
if there exist a number γ ≥ 0, a symmetric matrix
P ∈ R(n+m)×(n+m) satisfying (9) and a map
Ξ ∈ C∞(Rn\{0},Rn×n) such that det(Ξ(z)) 6= 0,
∂Ξ(z)
∂zi
z = 0, Ξ(esz) = Ξ(z) for z ∈ Rn\{0}, s ∈ R and
a(z)<γ
√
b>(z)b(z) for z ∈ S, (15)












and S is the unit sphere
in Rn+m with ‖z‖ =
√
z>Pz. Moreover, the corresponding
stabilizing homogeneous feedback law can be designed as







b(z) if b(z) 6=0,
0 if b(z)=0,
the homogeneous norm ‖ · ‖d is induced by ‖ξ‖=
√
ξ>Pξ.
Proof. Sufficiency. Let us show that the







, the first fraction is
continuous and equals zero if b(z) = 0 (see, [34]), but
the norm of the second fraction is globally bounded and
continuous for z ∈ Rn : b(z) 6= 0. Let us consider
the closed-loop system (13), (14), (16): ξ̇ = f(ξ), where
f = ( gk ) ∈ Fd(Rn). Under this notation, the inequality
(11) becomes a(z) + b>(z)k0(z) < 0. The latter hods for
for all z ∈ S. Indeed, the inequality (15) implies that
a(z) < 0 if b(z) = 0, but for b(z) 6= 0 we have a(z) +








a2(z) + (b>(z)b(z))2 < 0. Necessity. Let us
assume that there exists a map k̃ ∈ C(Rn+m,Rm)
such that the closed-loop system (13), (14) is globally





Ξ ∈ C∞(Rn+m\{0},R(n+m)×(n+m)) be derived according
to Theorem 4 such that (11) holds. To show that in this case
(15) also holds for some γ ≥ 0, we rewrite the inequality
(11) as a(z) < −b>(z)k̃(z). Since k̃ ∈ C(Rn+m,Rm)
then γ = maxz∈S
√
k̃>(z)k̃(z) < +∞ and using





b>(z)b(z) for z ∈ S.
For Ξ(z) = In we derive from (15) the following sufficient













Pz, z 6= 0
PGd +G
>
d P > 0, P > 0.
(17)
Example 4 (Dynamical Stabilization in a Finite Time):
Let us consider the stabilization problem for the system
ẋ1 = |x1|
1
3u + x2, ẋ2 = u, where x1, x2, u ∈ R. The









z = (z1, z2, z3)
> = (x1, x2, u) is d-homogeneous
of degree −1 with respect to the dilation d in
R3 generated by Gd = diag{3, 2, 1}. Hence, the





z>Pe3e>3 Pz, PGd + G
>
d P > 0,













X ∈ R3×3 and γ0 > 0 satisfy the linear matrix inequalities
X > 0, XAi + A>i X − 2γ0e3e>3 < 0, XGd + GdX > 0,














and α(z) ∈ [0, 1] provided that p11 = 1,
then for P = P̃ /(p̃11), P̃ = X−1 the stabilizability
condition (17) holds. So, the considered system can be
stabilized in a finite time (due to degd(f̃) = −1) to zero














a(z)=z>P f̃(z) and b(z)=p13z1+p23z2+p33z3.
V. DISCUSSIONS AND CONCLUSIONS
It is proven that any asymptotically stable generalized ho-
mogeneous system is equivalent (diffeomorphic) to quadrat-
ically stable one. The necessary and sufficient condition
for quadratic-like stability (stabilizability) of homogeneous
(control) system is derived. On the examples, it is demon-
strated that this condition may simplify, in some particular
cases, design of finite-time stabilizing feedback laws. For
the general case an appropriate computational procedure is
needed to be developed for Lyapunov function design based
on (11). This is the important problem for future research.
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