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Kronecker’s first limit formula describes the constant term in the Laurent
expansion of a non-holomorphic Eisenstein series at one of its poles. Asai
generalised the limit formula to Eisenstein series of level one defined for a
number field with class number one and obtained a function analogous to
the logarithm of the absolute value of the eta function. In this thesis we
reformulate Asai’s function adelically using the theory of admissible repre-
sentations for GL2 and simultaneously remove the restriction on class number
and level. As an application of the method, we give explicit computations of
the Rankin-Selberg integral with two Eisenstein series and a cusp form.
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The aim of this thesis is to generalise Asai’s function to arbitrary number
fields, and to automorphic forms of higher levels. While Asai worked clas-
sically, we use the theory of adelic Eisenstein series developed mainly by
Jacquet and Langlands in [JL70] and Jacquet in [Jac72]. Let F be a num-
ber field with class number one. In [Asa70], Asai considered an Eisenstein
series which is an analog of the non-holomorphic Eisenstein series defined on
the upper half plane. From its Fourier expansion Asai obtained a function
h which is annihilated by the Laplace-Beltrami operator. It has a modular
transformation property with respect to SL2(OF ) and is associated to some
Dirichlet series by the Mellin transform. Section 1.1 introduces the classical
limit formula considered by Kronecker and gives a historical account on the
work in generalising the limit formula. Section 1.2 reviews Asai’s original
constructions. Section 1.3.1 and section 1.3.2 give a simple characterisation
of Asai’s function and an alternative KLF, which describes the first order
derivative of Eisenstein series at zero of the auxiliary variable and the proof
does not depend on the computation of the Fourier expansion of Eisenstein
series. Another consideration in a similar spirit is Colin de Verdière’s work
on pseudo-Laplacians in [CdV83]. In appendix 1.A.1, we review part of his
work in [CdV83] on characterising Eisenstein series using certain extension
of the Laplacian operator on the complex upper half plane and properties
of its resolvent. He showed that analytic continuations of Eisenstein series
can be obtained as a result of this characterisation. Then in 1.A.2, we show
how we can generalise CdV’s method to characterise Eisenstein series with
weights and obtain analytic continuations up to the critical line Re s = 1
2
.
In chapter two we introduce adelic Eisenstein series on GL2 based on
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the theory of admissible representations. The idea goes back to [Tat67] and
the constructions are contained in [JL70] and [Jac72]. The main idea is to
construct certain ‘nice’ sections in the admissible representation using cer-
tain test functions called Schwartz functions. These functions behave nicely
under the Fourier transform and the analytic properties of the Eisenstein
series obtained in this way can be easily deduced. Furthermore, by choosing
Schwartz functions properly we could construct with ease Eisenstein series
which are invariant under given open compact subgroups of GL2(A∞) (i.e.
Eisenstein series with nontrivial levels), with A∞ being the finite adeles of
the number field F . In sections 2.1 and 2.2 we review some basic notions
and properties of automorphic forms on GL2 and admissible representations
of GL2. Section 2.3 gives a summary of the notions in harmonic analysis
on locally compact groups that will be used repeatedly in the computations
thereafter. Section 2.4 summarises Jacquet’s construction of Eisenstein series
in [Jac72]. Various computations of the section f and its image Mf under
the intertwining operator M are given and we recover a few classical Eisen-
stein series by specialisation. In the end, we answer the question of which
sections f can be constructed using Schwartz functions.
In sections 3.1 and 3.2 of chapter three we summarise facts about Whit-
taker and Kirillov models associated to an infinite dimensional irreducible
admissible representation. In section 3.3 we give computations of local Whit-
taker functions in the following cases:
(i) archimedean places,
(ii) nonarchimedean places where the characters are unramified,
(iii) nonarchimedean places where the characters are ramified.
Chapter four presents results of generalised Kronecker limit formulae for
adelic Eisenstein series. In [Jac72] Jacquet proved the analytic continuation
and functional equation by applying the Poisson summation formula to the
defining formula for the Eisenstein series. However, we choose to review a
method which is based on an analysis of the intertwining operator appeared in
[GS88, Chap 1] and [Bum97, Sec 3.7] and applies to more general Eisenstein
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series. This is done in section 4.1. As a consequence, it can be shown that
the Eisenstein series has at worst two simple poles. With that knowledge in
hand, we then give different limit formulae according to ramifications of the
characters defining the Eisenstein series. The computations can be classified
into two cases:
(1) every nonarchimedean place is unramified.
(2) a finite nonempty set of archimedean places ramifies. In this case the
Eisenstein series has no pole.
These limit fomulae are obtained from Fourier coefficients given in Chapter
three. Analogs of Asai’s function are obtained as by-products of the gener-
alised limit formulae.
Chapter five applies the constructions of adelic Eisenstein series and com-
putations of their Fourier expansions to the study of Rankin-Selberg inte-
grals. We know from [Jac72] that a Rankin-Selberg integral represents cer-
tain L-function attached to the product of two admissible representations of
GL2. As a result, we can obtain analytic continuation and functional equa-
tion of the corresponding L-function. However, there does not seem to be
explicit results regarding the computation of the integral itself besides cases
at good primes. In this chapter, we consider Rankin-Selberg integral of two
adelic Eisenstein series and a cusp form. We give results in various local cases
including the ramified case as well as the archimedean case. At the end of
section 5.1, we obtain results of the global Rankin-Selberg integral, including
a special case when the base field is totally real, the cusp form and one of
the Eisenstein series are both holomorphic. Our results can be regarded as
generalisations of Scholl’s work in sections 4.4 to 4.5 of [Sch98].
3
Chapter 1
Asai’s function analogous to
log |η(z)|
In this chapter we give a brief historical review of Kronecker’s first limit
formula. In section 1.1, we start with the limit formula for zeta functions
attached to absolute ideal classes of an imaginary quadratic field, very much
what Kronecker himself considered. Then we briefly mention some work
being done in generalising the limit formula to other number fields. In section
1.2, we summarise T.Asai’s work in the paper [Asa70].
1.1 Kronecker’s first limit formula
Let z = x + iy, x, y ∈ R, y > 0. Define a quadratic form Q(u, v) = y−1(u +




Q(m,n)−s, Re s > 1. (1.1.1)
This zeta function can be analytically continued to the whole s-plane with a
simple pole at s = 1.
Kronecker’s first limit formula (written ‘KLF’ for short) describes the
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= 2π(C − log 2− 1
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log y − 2 log |η(z)|) (1.1.2)







(1− qn), q = e2πiz. (1.1.3)
This limit formula has many applications in number theory.
For example, the zeta function attached to an ideal class A of a number






, Re s > 1. (1.1.4)
The analytic class number formula implies that ζ(s, A) has analytic con-




+ c(A) +O(s− 1), (1.1.5)
where the residue R is independent of the ideal class A.
The constant term c(A) is dependent on A and appears in the L-series
attached to an ideal class character χ. More precisely, if χ is a nontrivial

























As a result, L(1, χ) =
∑
A
χ(A)c(A). In the case when F is imaginary
quadratic, this gives an explicit formula for L(1, χ) via the KLF.
Let d < 0 be the discriminant of F . Let A be an ideal class. Fix b ∈ A−1.
It defines a map from A to principal ideals contained in b : a 7→ ba = (α).
Write















Assume b is generated by 1, z as a Z-module with Im z > 0. We have
N(b) = |z−z̄|√−d =
2y√











, Re s > 1. (1.1.8)
This gives an expression for ζ(s, A) in terms of the quadratic form Q(u, v) in
(1.1.1).
Combining this with the KLF, (1.1.2) gives an explicit expression for
L(1, χ) in terms of values of log |η(z)|. This was used by Stark to verify his
conjectures on special L-values for imaginary quadratic fields (ref. [Sta75]).
Ramachandra also made use of KLF in constructing ray class fields of imag-
inary quadratic fields (ref. [Ram64]). And in [Rob73], Robert developed the
notion of elliptic units in constructing certains units in the Abelian extensions
of imaginary quadratic fields.
Another interesting aspect of the limit formula is the study of Dedekind
sums appearing in the transformation formula of log |η(z)|. For a nice his-
torical account of this problem, refer to [Ati87].
One may ask the question of generalising KLF to an arbitrary number
field. It turns out that even for a real quadratic field, the question of finding
a function analogous to log |η(z)| in closed form is a nontrivial one. The
difficulty lies in the presence of units of infinite order in the field. Progress
was made first by Hecke, who came up with a non-closed form involving an
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integral of log |η(z)|. Siegel’s notes ([Sie65]) provides a detailed account of
Hecke’s work on KLF. Zagier’s paper ([Zag75]) gives a nice historical account
of the progress.
Asai dealt with this task by considering arbitrary number fields of class
number one and developing KLF for a certain type of non-holomorphic Eisen-
stein series [Asa70]. He expressed his function analogous to log |η(z)| using
Bessel functions. Asai’s function h is analogous to log |η(z)| in following ways:
it is modular with respect to the full modular group, it is annihilated by the
Laplacian-Beltrami operator of the underlying space and it is associated to
Dirichlet series via Mellin transform. We will review his work in section 1.2
below.
Continuing down the same line, Jorgenson and Lang’s work in [JL99]
removed the restriction on class number imposed by Asai. They reduced
the problem to the class number one case by considering developing limit
formulae for partial Eisenstein series associated to one ideal class. They
obtained a generalisation of Asai’s function which is a sum over the class
group of those attached to each ideal class. Each summand is expressed in
terms of Bessel functions.
We believe that to generalise the Asai function, it is most convenient
to work adelically. In this direction, Driencourt’s work [Dri86] is closest
to ours in spirit. He made use of a type of Eisenstein series formulated in
Godement’s paper [God64]. Besides reformulating Asai’s function adelically,
he also considered applying the limit formula to Eisenstein series with levels.
However, his formulation of Eisenstein series is different from ours.
1.2 Asai’s function
In this section, we give a brief summary of Asai’s work in [Asa70]. Recall






, Re s > 1. (1.2.1)
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where y(z) = Im z. Notice that E(z, s) = 2ζ(2s)E∗(z, s), where ζ(s) is the
Riemann zeta function.
Based on this formulation of summing over groups instead of lattices, one
can write down an Eisenstein series for an arbitrary number field F with
class number one.
Let the degree of F be n = r1 + 2r2, where r1, r2 are the number of real
and complex places respectively. Let H = Hr1×Hr2 where H is the complex





)∣∣∣∣x ∈ C, y > 0}. (1.2.4)















)∣∣∣∣u ∈ O×} ⊂ SL2(O). (1.2.6)




N(y(σz))s, Re s > 1. (1.2.7)
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Since the class number of F is one, the different ideal is generated by a
single element, i.e. d−1 = ($), $ ∈ O. Denote the absolute value of the
discriminant of F by D.
By using the inversion formula for Hecke’s theta series, one can write the
Fourier expansion of E as follows (ref. [Asa70, p.203])
E(z, s) := 2ζF (2s)E
∗(z, s)






































j=1 ej Re((µν$)jxj) and the sum is taken over classes
of pairs (µ, ν) ∈ O × O, µν 6= 0 under the equivalence relation (µ, ν) ∼=
(µε, νε−1) for a unit ε.











for any nonzero real numbers a, b.






















where R is the regulator and w is the number of roots of unity in F .
Remark 1.2.1. Let us recover log |η(z)| from the Asai function h(z).
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Assume F = Q. We know D = 1, w = 2, n = 1 and R = 1. Now
S(µνx) = µνx, as µ, ν ∈ Z\{0} and x ∈ R. Recall that the Bessel function







e−x, x > 0. (1.2.11)














which is −4 log |η(z)|.
According to Asai, the function h(z) is analogous to log |η(z)| in the
following ways:
Theorem 1.2.2 ([Asa70, Thm.4]).
(1) h(z) is real valued and real analytic function on H. It is annihilated by
each of the Laplacian-Beltrami operators1 on component spaces of H.



















(2) h(z) satisfies the following modular transformation property: let
J(σ, z) = log
r1+r2∏
j=1
(|γjxj + δj|2 + |γj|2y2j )ej , (1.2.15)







∈ SL2(O), z ∈ H, we have
h(z) = J(σ, z) + h(σ(z)). (1.2.16)
(3) h(z) is associated to the family of Dirichlet series
L(s, χ)L(s+ 1, χ), (1.2.17)
for everywhere unramified Grössencharakters χ via the Mellin trans-
form.
Now we explain what it is meant precisely by (3).
Denote the multiplicative group of positive real numbers by R+. To
say a Grössencharakter is everywhere unramified means that it is trivial
on the maximal compact subgroup of A∞,×. Since F is assumed to have
class number one, χ is determined by its restriction on the archimedean
components, which factors through a homomorphism
O×\(R+)r1+r2 → C×. (1.2.18)
Here O× acts on (R+)r1+r2 by:
ε(xj) 7→ (|ε(j)|xj), 1 ≤ j ≤ r1 + r2, (1.2.19)
where ε(j) is the image of ε under the j-th embedding.
We restrict our consideration to characters χ that are trivial under R>0
(embedded diagonally). By the unit theorem, the group of these characters
is isomorphic to Zr1+r2−1. These are the ‘Charaktere eines Ideals nach den
Einheiten’ defined by Hecke in [Hec18, §1]. More precisely, if we write r =














































(R+)r1+r2 → Hr1 ×Hr2 (1.2.22)
by mapping yj to
√




if r1 +1 ≤






and by h0(y) we mean the pull back of h0(z) under the map (1.2.22).







Notations as before, we can state Thm.5 in [Asa70] in the following way:




χ(µ)|Nµ|−s,Re s > 1 (1.2.25)




χ(ω)G(s, χ)G(s+ 1, χ)L(s, χ)L(s+ 1, χ), (1.2.26)
12
where G(s, χ) is the gamma factor given by:








































for any a > 0 and Re s > |Reu|.
1.3 Characterisation of Asai’s function and
an alternative KLF
We know that the analytic class number formula at s = 0 for a number
field F with class number one has the following simpler form (which can be
deduced from [Neu99, Cor (5.11)]):




compared with that at s = 1. Here again R is the regulator and w is the
number of roots of unity in F .
Similarly, we can consider the Taylor expansion of Eisenstein series given
by (1.2.1) at s = 0. It turns out that in so doing, we will obtain a character-
isation of Asai’s function given by equation (1.2.10) and an alternative KLF,
which describes the first order derivative of E(z, s) at s = 0 and the proof
does not use the computation of the Fourier expansion of Eisenstein series.
Section 1.3.1 contains the essence of the method. Section 1.3.2 deals with a
more general case which is more complicated mainly because of the presence
of complex places.
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1.3.1 Case F = Q






,Re s > 1. (1.3.2)
The following KLF is valid at s = 0:





E(z, s) = − log(y|η(z)|4)− 2 log(2π). (1.3.3)
Proof. One way to prove this is to manipulate the Fourier expansion of
E(z, s), as given in [Sie65]. However, we give an alternative proof, making
use of only the constant term of the Fourier expansion of E.
Write the right hand side of (1.3.3) as h̃(z).
Lemma 1.3.2. We have the following Taylor expansion of the constant term
of E(z, s) at s = 0:
c0(y, s) = −1 + [4ζ ′(0) +
πy
3
− log y]s+O(s2). (1.3.4)
Proof of Lemma. From the analytic continuation of E(z, s) (for example,
in [WMLI92, chap 4]), we know that it is holomorphic at s = 0, and that the






























2ysζ(2s) = −1 + (4ζ ′(0)− log y)s+O(s2). (1.3.7)
Putting together (1.3.6) and (1.3.7), we get the result for c0(y, s).
Observe that h̃(z) satisfies the following properties:
A) h̃(z)→ 0 as y →∞. This follows from the q-expansion of η(z).






C) h̃(z) is invariant under SL2(Z). This follows from the fact that η24 is
a modular form of weight 12 for SL2(Z).
On the other hand, E ′(z, 0) also satisfies B) - C). Indeed, it is invariant
under SL2(Z) because E(z, s) is. Since E(z, s) is an eigenfunction of ∆:
∆E(z, s) = s(1− s)E(z, s) (1.3.8)
applying d
ds
|s=0 on both sides, we get ∆E ′(z, 0) = −1. Finally, from the
constant term obtained in Lemma 1.3.2, since ζ ′(0) = −1
2
log 2π we see that
E ′(z, 0)− h̃(z)→ 0 as y →∞. This means that E ′(z, 0)− h̃(z) is a bounded
harmonic function on Γ\H. By the maximum principle, it is a constant hence
zero.
1.3.2 Case F is of class number one
Theorem 1.3.3. Let E(z, s) denote the Eisenstein series given by (1.2.8)
and h(z) be the Asai function given by (1.2.10). If we write
g(z) :=
w







then the following holds:
g(z) = h(z)− logNy + C, (1.3.10)





To prove the theorem, we need to compute the Taylor expansion of the
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constant term of E(z, s) first.
Lemma 1.3.4. The constant term c0(y, z) of E(z, s) has the following Taylor
expansion at s = 0:




















Proof. Recall from (1.2.8) that the constant term c0(y, s) in the Fourier
expansion of E(z, s) has the following expression:
c0(y, s) = N y(z)

























Now substitute the analytic class number formula at s = 0 given by (1.3.1),
we get the following expression for the first term:
















For the Taylor expansion of the second term, we compute the Taylor
expansion of ζF (2s− 1) at s = 0 using the following functional equation for
ζF (s) (ref. [Neu99, Cor.(5.10)]):
ZF (s) = ZF (1− s), (1.3.14)









)r1(2(2π)−sΓ(s))r2 . The result is:





Also we can obtain the following expansion at s = 0:
Ny1−s = Ny − [(logNy)Ny]s+O(s2). (1.3.16)




Combining (1.3.13) and (1.3.17), we get the sought-for expression.
Proof of Theorem. As a result of the Lemma 1.3.4, the constant term of
g(z) defined by (1.3.9) is:
− logNy + wDζF (2)
2n−1πnR
Ny + C. (1.3.18)
By the defining equation (1.2.10) of the Asai function h(z), we know that
g(z)− h(z) + logNy − C (1.3.19)
has zero constant term and it tends to 0 exponentially as Ny tends to ∞ as






differential equation satisfied by E(z, s):
∆jE(z, s) = e
2
js(1− s)E(z, s), 1 ≤ j ≤ r1 + r2, (1.3.20)
we get ∆jg(z) = −e2j , 1 ≤ j ≤ r1 + r2. This means that (1.3.19) is annihi-
lated by ∆j for each j. Furthermore, since h(z)− logNy is invariant under
SL2(O) as remarked by Asai2, the expression (1.3.19) is also invariant under
the same group. This implies that for any Γ ⊂ SL2(O) such that Γ\H is
a Riemannian manifold, (1.3.19) is a bounded harmonic function. By the
maximum principle, it must be a constant hence zero.
2The proof of the fact that h(z) − logNy is invariant under SL2(O) without using
Eisenstein series is given for F = Q(i) in [Asa70]. He sketched a similar proof for the
general case in the end.
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1.A Appendix: Spectral characterisations of
Eisenstein series using CdV’s method
In [CdV83], Colin de Verdière (CdV) gave an approach of analytic continu-
ation of Eisenstein series using the spectral theory of differential operators.
This method is different from that in [Jac72] which uses the Poisson summa-
tion formula.
In this section, we will summarise the idea of Colin de Verdière and
generalise the method to analytically continue Eisenstein series with weights.
We have decided to include the discussion of CdV’s method because we
think it is interesting. In fact, the complete method of CdV will imply
analytic continuation of Eisenstein series to the whole s-plane. A proper
understanding of it would require more functional analysis and we will not
mention it in the thesis. We believe that it can be generalised to Eisenstein
series with weights defined on totally real fields. However, we will not need
it in our discussion of analytic continuation of Eisenstein series in section
4.1 where we follow instead a more well-known method of analysing the
intertwining operator and the rest of the constant term.
1.A.1 Summary of CdV’s method





y(γz)s, Re s > 1, (1.A.1)
where Γ = SL2(Z) and Γ∞ = B(Q) ∩ Γ.





) is the Laplacian on H with respect to the
metric y−2(dx2 + dy2).
Also recall that E∗(z, s) is an eigenfunction of ∆:
∆E∗(z, s) = s(1− s)E∗(z, s), (1.A.2)
since ∆ys = s(s− 1)ys and ∆ is Γ-invariant.
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By [CdV83], we can treat the analytic continuation in two steps: up to
Re s > 1
2
and then to the whole complex plane. This implies that one can
consider spectral characterisations of E∗ in those regions.
Characterisation up to Re s = 1
2
Write X := Γ\H. Now let L2(X) be the space of square integrable functions







, ∀f, g ∈ L2(X). (1.A.3)
Denote by C∞(X) the space of smooth functions and C∞c (X) the subspace
of functions with compact support. From [CdV83], the following characteri-
sation of E(z, s) is valid:
Theorem 1.A.1. Fix b > 1. For s ∈ C with Re s > 1
2
and s /∈ [1
2
, 1], there
exists a unique function Fs(z) ∈ C∞(X) such that:
(1) ∆Fs = s(1− s)Fs,
(2) Fs − ys is square integrable on {x+ iy | 0 ≤ x ≤ 1, y ≥ b},
(3) s 7→ Fs(z) is holomorphic.
When Re s > 1, Fs(z) = E(z, s).
Remark 1.A.2. This implies that the Eisenstein series E(z, s) can be ana-
lytically continued to Re s > 1
2
as a holomorphic function in s.
Proof. One can show that the operator ∆ is positive, symmetric and
densely defined so it has a positive self-adjoint extension by a theorem of
Friedrichs in [Fri35].
As an SL2(R)-invariant differential operator, ∆ is only defined on C∞c (X)
since some L2 functions may not be differentiable. It is unbounded, as we
19
can see by taking the eigenfunction E(z, s). The fact that it is symmetric can
be seen by applying Green’s formula and noticing that X has no boundary.
















dx ∧ dy. (1.A.4)
Since the integration of the first term over X is zero, ∆ is positive, i.e.
〈∆f, f〉 ≥ 0,∀f ∈ C∞c (X). (1.A.5)
Now one can apply the extension theorem of Friedrichs in [Fri35]:
Theorem 1.A.3. A positive, symmetric and densely defined linear operator
has a positive self-adjoint extension to the closure of its domain.
Denote the extension by ∆̃. Write λs = s(1 − s). From [RS72, Thm.
VIII.2], we know that the resolvent
(∆̃− λs)−1 (1.A.6)
is bounded, bijective and holomorphic as an operator-valued function of s,
when λs /∈ [0,+∞).
Now one can construct Fs(z) in the following way. For b given at the
beginning of theorem, let ϕb,b′(y) be the following cut-off function:
ϕb,b′(y) =
{
1 y ≥ b
0 0 < y ≤ b′
. (1.A.7)
for some b′ such that 0 < b′ < b.






Notice that for any z ∈ X, the sum in hs(z) is a finite one and so hs(z) is
3This terminology is due to Moeglin-Waldspurger
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entire in s. Consider the following function :
Fs(z) = hs(z)− (∆̃− λs)−1(∆− λs)hs(z),Re s >
1
2
, s /∈ [1
2
, 1). (1.A.9)
It is not identically zero because hs(z) /∈ L2(X) when Re s > 12 . On the
other hand, (∆ − λs)hs(z) ∈ L2(X) by construction and the image under
(∆̃ − λs)−1 is still so. The uniqueness of Fs(z) follows from bijectivity of
(∆̃− λs)−1. Notice that Fs(z) = E(z, s) when Re s > 1.
1.A.2 Spectral characterisations of Eisenstein series with
weights
In this section, we consider Γ = SL2(Z) and Γ∞ = B(Q) ∩ Γ. Cases of other
congruence subgroups of SL2(Z) can be studied in a similar way.
Consider the following Eisenstein series defined on G = SL2(R) with




y(γg, s)k, Re s > 1, (1.A.10)
where
y(g, s)k := y(g(i))
seikθ, (1.A.11)
for g ∈ G given in Iwasawa coordinates g = n(x)a(y)h(θ), n(x) ∈ N, a(y) ∈













, y > 0
}
. (1.A.12)
We use K to denote SO2.
In (2.4.65) we will show that this can be recovered from our adelic Eisen-
stein series.
The group G has a G-invariant Riemannian metric given by




The associated Laplacian is given by














Notice that E(g, s)k is an eigenfunction of ∆ with eigenvalue s(1−s)+ 54k
2.
We will show that E(g, s)k also has a spectral characterisation with re-
spect to ∆ using the same method from [CdV83].
Denote Γ\G by X. Fixing k ∈ Z, we define a character χk : G→ S1 by:
χk(g) = e
ikθ (1.A.15)
for g = n(x)a(y)h(θ). For γ ∈ Γ, we have
χk(γg) = e
ik(θ+arg(cz+d)). (1.A.16)
Write C∞(X,χk) to denote the space:
{f : X → C | f is smooth and f(gh(θ)) = f(g)eikθ} (1.A.17)
It sits in L2(X,χk), the space of square-integrable functions equipped with
the same K-action. Write C∞c (X,χk) and L
2
c(X,χk) to denote the subspaces
of functions with compact support in C∞(X,χk) and L
2(X,χk) repectively.
Theorem 1.A.4. Assume k 6= 0 and fix b > 1. For s in the set :{
s ∈ C







there exists a unique function Fk,s(g) ∈ C∞(X,χk) such that:
(1) ∆Fk,s = [s(1− s) + 54k
2]Fk,s,
(2) Fk,s − yseikθ is square integrable on {g = n(x)a(y)h(θ) ∈ G | 0 ≤ x ≤
1, y ≥ b, θ ∈ [0, 2π)},
22
(3) s 7→ Fk,s is holomorphic.




], we have Fk,s(g) = E(g, s)k. Thus E(g, s)k
has analytic continuation to the region given by (1.A.18).
Proof. The idea is as same as before. We show that ∆ is a positive
symmetric operator and thus by Friedrichs’ theorem it has a positive self-
adjoint extension. Then we construct F (g, s)k using the resolvent.
The Laplacian ∆ is defined on the space C∞c (X,χk) of compactly sup-
ported functions on which K acts via χk. It is positive and symmetric.
The positivity of ∆ can be seen by completing squares:




























in (1.A.14) are symmetric.
Now we show that
Lemma 1.A.5. The space C∞c (X,χk) is dense in L
2(X,χk).
Proof of Lemma. Let f ∈ L2c(X,χk). We will construct a family of
functions fr(g) ∈ C∞c (X,χk), r ≥ 0 which tends to f in the L2-norm as
r → 0.
For r ≥ 0, take a smooth function ϕr : R→ R given by:
ϕr(x) =
{
1 x ∈ [1− r, 1 + r],
0 x ∈ (−∞, 1− 2r] ∪ [1 + 2r,∞).
(1.A.20)
Define εr to be the following function:
εr(k1a(x)k2) = ϕr(x), ∀k1, k2 ∈ K, x > 0. (1.A.21)
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We know the following decomposition holds for G (ref. [Kir95, p 157,
(6)]):
G = KAK. (1.A.22)
So εr is a well-defined smooth function on G which is bi-invariant under K
and has compact support.
























We have shown that fr ∈ C∞c (X,χk) for all r ≥ 0. Notice that by
construction εr → δe as r → 0, where δe is the Dirac delta function supported
at 1. This implies that fr → f in the L2-norm as r → 0, i.e. C∞c (X,χk)
is dense in L2c(X,χk). We know that each L
2 function in L2c(X,χk) can
be approximated by L2 functions that are supported away from ∞, which
implies that C∞c (X,χk) is in fact dense in L
2(X,χk).
Now again by Friedrichs’ extension theorem ∆ has a positive self-adjoint
extension ∆̃ to L2(Γ\G,χk). Similarly as before, (∆̃ − λs,k)−1 is bounded
and holomorphic as an operator-valued function of s if λs,k /∈ [0,∞). This
condition is equivalent to









] and Re s 6= 1
2
. (1.A.25)
Take the same cut-off function ϕ as in (1.A.7) and consider the following
24





It is entire in s as the sum is a finite one.












(∆̃− λs,k)u = −(∆− λs,k)Ψχk (1.A.28)
has a non-trivial solution Fk,s(g)−Ψχk(g, s) which is unique. And Fk,s(g) =





This implies analytic continuation of E(g, s)k to the region (1.A.18).
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Chapter 2
Eisenstein series on GL2
From section 2.1 to 2.2.2, we review concepts and terminologies about au-
tomorphic forms on GL2 and admissible representations of GL2. In section
2.3 we review tools from harmonic analysis on locally compact groups. They
will be used in the constructions of Eisenstein series and all computations
that follow. Section 2.4.1 and 2.4.2 explain the constructions and give ex-
plicit formulae for local sections used in the constructions. Section 2.4.3
recovers a few classical Eisenstein series from our Eisenstein series. The last
section 2.4.4 expands the discussion on the map from the Schwartz space to
Eisenstein series.
The background materials on automorphic forms and representations are
taken from [God70], [Cas73], [Bum97] and [Cog04]. The constructions ap-
peared here come mainly from [Tat67], [Jac72] and [Gar90].
Notations:
We use F to denote either
(i) a number field, which is a finite extension of Q, with ring of integers
O, or
(ii) a local field, which is a finite extension of Qp with size of the residue
field qv, ring of integers Ov and unique maximal ideal pv. We will omit the
subscript v when there is no danger of confusion.
A: adeles of F ,
A∞: finite adeles of F ,
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For any ring R, G(R) = GL2(R). N(R) is the unipotent subgroup of
G(R).
g: complexification of the Lie algebra of G(R),
U(g): universal enveloping algebra,
Z(g): centre of the universal enveloping algebra,
By a character of a topological group Γ we mean a continuous homomor-
phism Γ→ C× which is not necessarily unitary.
2.1 Automorphic forms
First we recall the notion of an automorphic form on G(A). A smooth func-
tion on G(A) is a complex valued function which is C∞ at archimedean places
and is locally constant at nonarchimedean places.
Definition 2.1.1. For v | ∞, let Kv be a maximal compact subgroup of
G(Fv). For v -∞, Kv = G(Ov). Write K =
∏
vKv. We say a smooth func-
tion ϕ is an automorphic form on G(A) if it satisfies following conditions
for g ∈ G(A) :
(i) modular, that is ϕ(γg) = ϕ(g),∀γ ∈ G(F ),
(ii) right K-finite, that is, the C-vector space {ϕ(gk)|k ∈ K} is finite di-
mensional,
(iii) Z(g)-finite, that is {Dϕ|D ∈ Z(g)} is a finite dimensional C-vector
space,
(iv) moderate growth, that is for any norm || || on G(A), there exists a
positive integer r and a number C such that
|ϕ(g)| ≤ C||g||r,∀g ∈ G(A). (2.1.1)




Remark 2.1.2. Although this definition is stated for GL2, it is valid if we
replace GL2 by a reductive group. See [BJ79].
Definition 2.1.3. The constant term of an automorphic form ϕ is defined





If the constant term of ϕ is identically zero, then we call it a cusp form.
An important example of automorphic forms on GL1(A) is given by the
Hecke character.
Definition 2.1.4. A Hecke character is a continuous homomorphism
F×\A× → C×.
Proposition 2.1.5. We say a Hecke character is unramified at a nonar-
chimedean place v if its restriction to O×v is trivial. Otherwise we say it is
ramified. A Hecke character is unramified outside finitely many places.
Proposition 2.1.5 is a corollary of a general fact about continuous homo-
morphisms from totally disconnected and locally compact groups to GLn(C):
Proposition 2.1.6. Any non-trivial continuous homomorphism from a to-
tally disconnected and locally compact group G to GLn(C) factors through a
discrete quotient. If in addition, G is compact, then we can replace ‘discrete’
by ‘finite’.
Proof. The proof appears in many places and we would like to summarise
the idea here. The pre-image of a neighborhood of 1 in GLn(C) which doesn’t
contain any proper subgroup of GLn(C) is an open neighborhood of 1, so con-
tains an open subgroup of G, whose image in GLn(C) is necessarily trivial. So
the homomorphism has open kernel, so it factors through a discrete quotient.
As a result of Proposition (2.1.5), we may define the conductor of a Hecke
character:
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Definition 2.1.7. The conductor of a Hecke character is a product of
ideals pnvn such that for each place v, nv ≥ 0 is the least integer such that χ
is trivial on 1 + pnvv . Put 1 + p
0
v = O×v .
Now if χ is a Hecke characters F×\A× → C×, then it must be of the
following form:
ξ · | |s, (2.1.3)
where s ∈ C, and ξ is unitary. Observe that s and ξ are not unique. However,
if we require s ∈ R, then they are unique.
2.2 Admissible representations
We now give a brief summary of the theory of admissible representations
for GL2 related to our construction of Eisenstein series. For details of the
terminologies and theory, see [Bum97, Chap 2,3], [Cas73] and [God70].
We now give the definition of an admissible representation of G(A) (or
equivalently an admissible G(A)-module.)
For each archimedean place v, let Kv be a maximal compact subgroup
of G(Fv) and let gv be the complexified Lie algebra of G(Fv). Let K∞ =∏
v|∞Kv, and G∞ =
∏




Definition 2.2.1 ([Fla79, p.182]). An admissible G(A)-module V is a vector
space which is both a (g∞, K∞)-module and a smooth G(A∞)-module such
that
(1) the action of G(A∞) commutes with the action g∞ and K∞, and
(2) for each class σ of continuous irreducible representations of K, the
σ-isotypic component (i.e. the sum of all K-submodules of V which are
isomorphic to σ) of V has finite dimension.
Now we explain notions of an admissible (gv, Kv)-module (v archimedean)
and an admissible G(A∞)-module.
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2.2.1 Archimedean place
To define an admissible (g, K)-module, we start with a vector space equipped
with the right action by K and an action of the complexified Lie algebra g.







Definition 2.2.2. We say V is a (g, K)-module, if the following conditions
hold:
(1) The space V is an algebraic direct sum of finite dimensional invariant
subspaces under the action of K.
(2) For X ∈ Lie(K), X acts on f ∈ V in the same way as above in (2.2.1).
We say V is admissible if in (1) no finite dimensional invariant subspace oc-
curs with infinite multiplicity. It is irreducible if there is no proper invariant
subspace which is nonzero under the actions of g and K.
2.2.2 Nonarchimedean place
Definition 2.2.3. Let Γ be a locally profinite group. We say a representation
(π, V ) of Γ on a C-vector space V is admissible, if the following conditions
are satisfied:
(1) ∀v ∈ V , the stabiliser of v defined by {g ∈ Γ|π(g)v = v} is open in Γ.
(2) For any open subgroup K ⊂ Γ, the space
V K = {v ∈ V |π(k)v = v,∀k ∈ K} is finite dimensional.
If only (1) is satisfied, (π, V ) is said to be smooth.
This above definition applies to cases when Γ = G(F ) (F local) or when
Γ = G(A∞F ) (F global).
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∣∣ 12f(g), ∀( a b
d
)
∈ B(F ). (2.2.2)
Notice that G(F ) acts on B(χ1, χ2) by right translation. This G(F ) module
is indeed an admissible representation. Any irreducible admissible represen-
tation of GL2 which is not one dimensional falls into one of the three types:
principal series, special and supercuspidal.
Definition 2.2.4. If B(χ1, χ2) is irreducible, then it is called a principal
series representation of G(F ).
If B(χ1, χ2) is reducible, then we know the following fact:
Proposition 2.2.5. An admissible representation B(χ1, χ2) is reducible if
and only if χ1χ
−1
2 = | |±.
(1) When χ1χ
−1
2 = | |−1, it has a unique one dimensional subrepresenta-
tion and the quotient is irreducible.
(2) When χ1χ
−1
2 = | |, it has a unique infinite dimensional subrepresen-
tation of codimension one, which is irreducible
Proof. See [Bum97, Theorem 4.5.1].
In either case, denote the irreducible infinite dimensional subrepresenta-
tion (or quotient) by σ(χ1, χ2).
Definition 2.2.6. We call σ(χ1, χ2) a special representation of G(F ).
The third type of irreducible admissible representation is called the su-
percuspidal representation which is not a parabolic induction from Hecke
characters. A description of its Kirillov model (see section 3.3.3) will be
enough for our purpose.
To connect local representations with global ones, we need to define the
notion of an unramified representation.
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Definition 2.2.7. An admissible irreducible representation of G(F ) is called
unramified if it contains a G(O)-fixed vector.
Then we need the notion of a restricted tensor product.
Definition 2.2.8 ([Fla79, p.180]). Let {Wv|v ∈
∑









0, let xv be





WS = ⊗v∈SWv, and if S ⊂ S ′, let fS : WS → WS′ be defined by ⊗v∈Swv 7→
⊗v∈Swv⊗v∈S′\S xv. Then the restricted tensor product W of the Wv with




The space W is spanned by elements of the form w = ⊗′wv, where wv = xv
for all but finitely many v and ⊗′ denotes the restricted tensor product.
Now the connection is provided by the following theorem:
Theorem 2.2.9 ([Fla79, Thm.2],[JL70, Prop.9.1]). If π is an irreducible
admissible representation of G(A), then there exist:
i) irreducible admissible representations πv of G(Fv) for all finite place v,
unramified for almost all v,
ii) irreducible admissible (gv, Kv)-modules πv for all archimedean v
unique up to isomorphism.
And that π is the restricted tensor product
π ∼= ⊗′πv (2.2.4)
with respect to spherical vectors in the unramified πv.
2.3 Harmonic analysis on locally compact groups
To carry out analysis on functions onG(A), we recall some theory of harmonic
analysis on locally compact groups.
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We define a measure dt on A which is a product of local ones dvt in the
following way:
v | ∞, dvt is the usual Lebesgue measure on R or C;
v - ∞, dvt is the unique Haar measure on Fv such that Ov has volume
one.
Based on that, we define a measure d×t on A× with:
d×v t =
{ dvt
|t|v v | ∞
(1− q−1v )−1 dvt|t|v v -∞
(2.3.1)
where | |v is the usual absolute value for v | R; it is the square of the
complex modulus if v | C; it is the canonical absolute value on Fv such that
a uniformiser has absolute value q−1v .
Notice that the unit groupO×v has volume one with respect to d×v t (v -∞).





e−2πiTrFv/Qp (x) v | ∞
e2πiΛp[TrFv/Qp (x)] v -∞
(2.3.2)
where Λp : Qp/Zp → Q takes the p-principal part in the p-adic series expan-
sion of an element in Qp.
More generally, we also consider shifts of the character ψ by F×, for
example ψ(β−1x) for some β ∈ F×.
The character ψ defined above enjoys the following property:
Lemma 2.3.1. ∀x ∈ A, ψ(x+ α) = ψ(x), ∀α ∈ F .
Proof. [Gar90, p.275].
Recall that Hecke characters were introduced before as automorphic forms
on GL1(A).














provided that all the sums converge.
Proof. [Gar90, p.278].
Later we will prove analytic continuation of our Eisenstein series using
this summation formula.
Now we introduce the Schwartz-Bruhat space which will become building
blocks of our Eisenstein series. This space will be invariant under the Fourier
transform and closed under convolution.
Definition 2.3.3. The Schwartz-Bruhat space S (A2) consists of func-






v | ∞, φv ∈ S (R2m), the space of smooth functions on R2m with values
in C for which
|f |α,β = sup
x∈R2m
|xα11 · · · xα2m2m |
∂β1+···+β2mf




is bounded for all αi, βi ∈ N. Put m = 1 or 2 according to whether v is real
or complex, or if
v -∞, φv ∈ S (F 2v ), the space of functions which are locally constant with
compact support. For all but finitely many nonarchimedean places v, φv is
the characteristric function supported on O2v.










This defines an element φ ∈ S (A2).
The idea of studying L-functions using the Schwartz space dated back
to [Tat67] and it is Jacquet who formulated Eisenstein series using Schwartz
functions in the study of L-functions on GL2×GL2 in [Jac72]. It is easy to
write down an Eisenstein series and its Fourier coefficients (i.e. Whittaker
functions) under specific choices of Schwartz functions. This is one of the
main advantages of this approach.
2.4 Adelic Eisenstein series
2.4.1 Constructions
Let χ1, χ2 be Hecke characters defined in Definition 2.1.4. Jacquet’s construc-
tion of Eisenstein series begins with considering functions f in the space1.















∣∣ 12f(g), ∀(x1 y
x1
)
∈ B(A), g ∈ G(A).
(2.4.2)











Jacquet’s idea is to consider a subspace of Ind
G(A)




constructed using the Schwartz space S (A2).
First, take a decomposable function φ in S (A2), i.e. φ =
∏
v φv. For a
character χ with complex modulus |χ| = | |uA, u > 1, define a distribution on
1we use Ind to denote unnormalised induction; some authors use Ind
G(A)
B(A)(χ1, χ2) to







Observe that it is convergent under the above conditions. Then we can con-
sider a family of functions f on G(A) associated to pairs of Hecke characters
χ1, χ2 by setting:
f(g) = Z(| |A · χ1χ−12 , g ◦ φ)χ1(det g)| det g|
1
2 , (2.4.5)
assuming |χ1χ−12 | = | |u with Reu > 1.

































∈ B(A). In particular,
f(γg) = f(g), ∀γ ∈ B(F ), (2.4.7)





which is known to converge for Re s > 1 (ref. [Jac72, prop.19.3]).
From now on, we will assume χ1 = | |s−
1




where ξ1, ξ2 are unitary and s ∈ C. We can always reduce the general
case to the above setting by twisting. Indeed, for χi = ξi| |si , i = 1, 2
where each ξi is unitary and si ∈ C, we can set s = 12(s1 − s2 + 1) and work
with χ
′





Then expression for f(g) in (2.4.5) becomes
f(g, s, ξ1, ξ2, φ) = ξ1(det g)| det g|s
∫
A×
|t|2sρ(t)φ((0, t)g)d×t, Re s > 1
(2.4.9)
where ρ = ξ1ξ
−1
2 .
We will write f(g) if there is no confusion.
Since φ is decomposable, f(g) is a product of fv(g) over all places v, with
fv(g) = ξ1,v(det g)| det g|sv
∫
F×
|t|2sv ρv(t)φv((0, t)g)d×t. (2.4.10)
By the definition of restricted tensor product of S (A2), fv is spherical at
almost all places v.
As a corollary of the above constructions, we make the following obser-
vations:
Corollary 2.4.1. The map
f 7→ E(g, f),Re s > 1 (2.4.11)
defines a G(A)-equivariant map B(χ1, χ2) → A(G(F )\G(A), χ1χ2) where
latter is the space of χ1χ2-central automorphic forms.
In fact, we can view E as a map from the Schwartz space S (A2) to the
space of χ1χ2-central automorphic forms A(G(F )\G(A), χ1χ2) by composing
this map f 7→ E(g, f) with that in (2.4.5). Section 2.4.4 will give a more
detailed discussion of the latter map.
Notice that from





φ(tηg), e1 = (0 1), (2.4.13)
where the second sum is over coprime pairs of η ∈ F 2. Then substituting
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(2.4.13) to the definition of Eisenstein series, we get












and put Θ0(g, φ) = Θ(g, φ) − φ(0). The convergence of this sum can be
deduced from the definition of Schwartz function in definition 2.3.3.
This expression will be useful in proving analytic continuation and func-
tional equation of Eisenstein series, which will make the expression (2.4.14)
valid for all s ∈ C except perhaps at two points. The analytic continuation
will be discussed in detail in section 4.1. We now state the result here:
Theorem 2.4.2 ([Jac72, p. 120]). The Eisenstein series E(g, s, ξ1, ξ2, φ) has
analytic continuation to the whole s-plane with at most two simple poles. It
satisfies the following functional equation:
E(g, s, ξ1, ξ2, φ) = E((g
−1)t, 1− s, ξ̄1, ξ̄2, φ̂) (2.4.16)
where φ̂ is the Fourier transform of φ.
2.4.2 Examples of sections
In the next few lemmas, we compute local sections fv with specific choices
of Schwartz functions.
Nonarchimedean places We assume the character ρ to be unramfied for
the next few propositions.
Proposition 2.4.3. At a nonarchimedean place v, we choose the Schwartz
function φ to be
charO×O (2.4.17)
i.e. characteristic function with support O × O. For any g ∈ G(F ), f(g)
is not identically zero and f(gh) = ξ1(deth)f(g) for all h ∈ G(O). The
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following is also valid:
f(1, s, ξ1, ξ2, φ) = (1− ρ($)q−2s)−1, Re s > 1, (2.4.18)
i.e. the Euler factor of L(2s, ρ) at v.
If ξ1 is assumed to be unramified in addition, then f(g, s, ξ1, ξ2, φ) is in-
variant under G(O).
Proof. Notice that φ is invariant under G(O) translation. If ρ is unram-
ified, then from the defining integral of f as in (2.4.10) we see that f is not
identically zero and it satisfies f(gh) = ξ1(deth)f(g) for all h ∈ G(O), g ∈
G(F ).
Observe:














d×t = (1− ρ($)q−2s)−1, Re s > 1.
(2.4.19)
If both ρ and ξ1 are unramified, then ξ1(deth) ≡ 1,∀h ∈ G(O).
Now we compute cases when nonmaximal open compact subgroups occur.









∣∣∣∣c ≡ 0 mod pn, n > 0}. (2.4.20)
Choose φ = charpn×O×. For γ ∈ G(O), the following is valid:
f(γ) 6= 0⇔ γ ∈ K0(pn). (2.4.21)
Proof. If γ = ( a bc d ) ∈ K0(pn), then the γ-translate of the support of
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= (apn + cO×)× (bpn + dO×) (2.4.22)
which is still pn × O×. This means φ is invariant under K0(pn). Hence for
any γ ∈ K0(pn),







d×t = ξ1(det γ).
(2.4.23)
On the other hand, if γ ∈ G(O), then












By our choice of φ, this integral is not zero if and only if the valuation
v( c
d
) ≥ n. So v(c) ≥ n, i.e. c ∈ pn. This means γ ∈ K0(pn).
If we start with the assumption that c ∈ O×, then by a similar argument,










∣∣∣∣c ≡ 0, d ≡ 1 mod pn, a ∈ O×, n > 0}.
(2.4.26)
Choose φ = charO×($−n+O), where $ is any chosen uniformiser. Then f is
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invariant under K1(p
n) and we have ∀γ ∈ K1(pn),
f(γ) = ξ1(det γ)ρ($
−n)q(2s−1)n(1− q−1)−1. (2.4.27)
Proof. For γ = ( a bc d ) ∈ K1(pn), we have





= (aO + c($−n +O))× (bO + d($−n +O)).
(2.4.28)
If a ∈ O×, d ∈ 1+pn, c ∈ pn and b ∈ O, then the RHS is still O× ($−n+O).
Observe:







Remark 2.4.6. Comparing with Proposition 2.4.4, we now have a section
which is invariant under the congruence subgroup K1(p
n) but is not zero
outside the subgroup.
Ramified places Suppose ρ is ramified at place v. This case does not
appear to be given explicitly in the literature.
To construct a nonzero section f , we need to make a proper choice of
Schwartz function so that its support lies inside the conductor of ρ.
Proposition 2.4.7. Assume that ρ has conductor pn, n > 0, i.e. 1 + pn is
the maximal subgroup in O× such that ρ is trivial. Choose a uniformiser $
and define the Schwartz function to be
φ = charO×($−µ+O), µ ≥ n, (2.4.30)






















Notice that the second equality makes use of the assumption that µ ≥ n > 0.
So we get (2.4.31).
Real places If v is real, define ρ(t) = ( t|t|R )








Lemma 2.4.8 ([Jac72, Lem 17.3.3], [Tat67, 2.5]). At a real place, let g ∈













where x ∈ R, y ∈ R×+ and h(θ) =
(
cos θ sin θ
− sin θ cos θ
)
, θ ∈ [0, 2π). Choose
Schwartz function φ as
φk(u,w) =
{
(−iu+ w)ke−π(u2+w2), k ≥ 0,
(iu+ w)−ke−π(u
2+w2), k < 0.
(2.4.34)
Choose ρ such that ρ(−1)(−1)|k| = 1, or equivalently ν ≡ |k| mod 2. Then,
f(g) = LR(2s+ |k|)eikθys. (2.4.35)




f(gh(θ)) = f(g)eikθ, (2.4.37)
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i.e. f is of K-type k.




























tse−td×t, Re s > 0. (2.4.40)






















by noticing that ρ is trivial when restricted to R>0.
We define the local intertwining operatorMv at a place v (either archimedean



















and it converges for s such that Re s > 1
2
(ref. [Bum97, prop.2.6.2] and
[Bum97, prop.4.5.6]). The global intertwining operator will be discussed in
section 3.1.
Now we compute the intertwining operators at real and complex places.
For simplicity of notation, we write M instead of Mv for the rest of this
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section.
Lemma 2.4.9. Assume g and φk are as given in Lemma 2.4.8, then the
following is valid:










If we take k = 0,
Mf(g) = y1−sLR(2s− 1). (2.4.44)
Proof. Notice that Mf is also of the same K-type as f , so it suffices
to consider the case when h(θ) = 1 and compute Mf(1). For the moment,









































Combining (2.4.45) and (2.4.46), and make use of the fact that Mf ∈
B(χ2, χ1) (e.g. [Bum97, p.479]), we get (2.4.43). For k < 0, the computation
turns out to be the same apart from replacing the Schwartz function by

















Complex places If v is complex, we follow [Tat67, 2.5] and define ρ(t) =
|t|2λ( t|t|)




The following is valid at a complex place:
Lemma 2.4.10 ([Jac72, Lem 18.4], [Tat67, 2.5]). Choose
φ(u,w) = e−2π(|u|
2+|w|2), (2.4.49)













, x ∈ C, y > 0, (2.4.50)
the following is valid:
f(g) = LC(2s+ λ)y
2s+λ. (2.4.51)














Observe that it is identically zero unless k = 0, in which case it is
π1−(2s+λ)Γ(2s+ λ). (2.4.53)
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Applying the defining property of the space B(χ1, χ2) we get the sought-for
expression for f(g).
Regarding the intertwining operator, we have the following result:
Lemma 2.4.11. For g as before, the intertwining operator Mf is not iden-
tically zero if k = 0, in which case we have:
Mf(g) = LC(2s+ λ− 1)y2−2s−λ. (2.4.54)

























du = 1. (2.4.56)











= π1−(2s+λ−1)Γ(2s+ λ− 1)
(2.4.57)
where Re s > 1
2
.
Finally,Mf(g) is obtained by applying the defining property of the space
B(χ2, χ1).
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2.4.3 Relation with classical Eisenstein series
Semi-adelic form
We now rewrite the adelic Eisenstein series as a function on H × G(A∞),
where H = Hr1 × Hr2 as in [Asa70]. This will make the connection with
classic Eisenstein series more obvious.
Let g ∈ G(A) with g = g∞g∞ where g∞ ∈ G(A∞) and g∞ ∈ G(R)r1 ×
G(C)r2 .
Now consider the map
G(R)r1 ×G(C)r2 → (±H)r1 × (±H)r2 (2.4.58)
defined by g 7→ g(i). At real places, g acts as the usual Hilbert modular
group and at complex places its action is given in section 1.2.
This map is invariant under the action of the centre
Z(R)× Z(C). (2.4.59)
This implies that the image of (2.4.58) is in fact (±H)r1 ×Hr2 .





)∣∣∣a ∈ R×+}. (2.4.60)
As a result of the map (2.4.58), E(g, s, ξ1, ξ2, φ) descends to a function on
Hr1 ×Hr2 ×G(A∞) given by:
E(z, g∞, s, ξ1, ξ2, φ) := E(g∞g
∞, s, ξ1, ξ2, φ), z ∈ Hr1 ×Hr2 , g∞ ∈ G(A∞).
(2.4.61)
Notice that since
B(F )\G(F ) ∼= (B(F ) ∩ SL2(O))\ SL2(O), (2.4.62)
we may rewrite the sum in E(z, g∞, s, ξ1, ξ2, φ) to be over the quotient (B(F )∩
SL2(O))\ SL2(O).
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Now we recover the following classical Eisenstein series as an example:













h(θ) where x ∈ R, y ∈ R×+ and
h(θ) =
(
cos θ sin θ
− sin θ cos θ
)
, θ ∈ [0, 2π) (2.4.63)







Then from (2.4.18) and (2.4.35), we can recover the following Eisenstein
series in the classical context:
(i)




where k is an integer and
y(g∞, s)k = y(g∞(i))
seikθ (2.4.66)
for g∞ given in the Iwasawa coordinates above.





(iii) If we assume k ≥ 3 and set s = k
2
, we then get y
k
2 times the holo-













, j(γ, z) := cz + d.
Proof. We will show (i). Write z′ = γg(i). From











2 · j(γg, i)k · j(g, i)−k
=





assuming θ′, θ and arg(cz + d) all lie in [0, 2π). Then from (2.4.18) and
(2.4.35), we get (2.4.65).
2.4.4 Schwartz space and Eisenstein series
Our construction of sections in the admissible representation of G(A) relies
on the Schwartz space S (A2). In other words, there is a map:
Ψχ : S (A2)→ B(χ)
φ 7→ f(g, s, ξ1, ξ2, φ)
(2.4.72)
where χ is a short hand notation for the pair χ1, χ2 and f(g, s, ξ1, ξ2, φ) is
defined by (2.4.9). Write χ̂ for the pair (χ2, χ1).
It is natural to ask if the map Ψχ is surjective, in other words, if every
section f can be constructed by a Schwartz function. This is in fact the
situation in most of the cases. Let us look at the local situation case by case.
Nonarchimedean place
Lemma 2.4.13. When B(χ) is irreducible, the map Ψχ is surjective.
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Proof. Notice that both S (F 2) and B(χ) are G(F ) modules and Ψχ
is equivariant under that action. We only need to make sure that this map
is non-zero. This is indeed the case as we can construct a section with φ
spherical at places where ρ doesn’t ramify and choose φ to be
charO×(1+pnO) (2.4.73)
for n large enough at places where ρ ramifies. Indeed, it suffices to take g = 1














where the last equality results from the assumption that n is large enough
so that ρ is trivial on 1 + pn. Now this can be evaluated and the result is
q−nv (1 − q−1v )−1. For v unramfied we know from Prop 2.4.3 that the section
fv is nonzero.
This shows that the map Ψχ is nonzero which implies it is surjective.
From Proposition 2.2.5, B(χ) is reducible if and only if χ1χ−12 = | |±.
Lemma 2.4.14. Suppose χ1χ
−1
2 = | |. Then the map Ψχ is surjective.
Proof. If we write χ1 = ξ| |s−
1
2 , χ2 = ξ| |
1
2
−s, where ξ is unitary. Then
from [JL70, p.97-98] and [GJ79, p.226] we know that the map Ψχ is surjective
when Re s > 0. In particular, this holds when s = 1.
Lemma 2.4.15. When χ1χ
−1
2 = | |−1, then the image of S (F 2) under Ψχ
is the one dimensional space spanned by the function g 7→ χ1(det g)| det g|
1
2 .
Proof. From Lemma 2.4.14, the map Ψχ̂ is surjective, i.e.
Ψχ̂ : S (F
2)  B(χ2, χ1). (2.4.75)
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On the other hand, it is valid in general that for f(g, s, ξ1, ξ2, φ) ∈ B(χ1, χ2),
the function Mf ∈ B(χ2, χ1) is a product of the function
f(g, 1− s, ξ̄1, ξ̄2, φ̂) (2.4.76)
and some factor only depending on χ1χ
−1




2 = | |−1, the image of M : B(χ2, χ1) → B(χ1, χ2)
is the one dimensional space spanned by the function g 7→ χ1(det g)| det g|
1
2
(ref. [God70, Thm 6] and [GJ79, Rmk (4.13)]). So the image of Ψχ =M◦Ψχ̂
is the above one dimensional space.
Archimedean place
Similar to the nonarchimedean case in Lemma 2.4.13, one has:
Lemma 2.4.16. When B(χ) is irreducible, then the map Ψχ is surjective.
Interestingly, one also has:
Lemma 2.4.17. When B(χ) is reducible, then the map Ψχ is still surjective.
In fact, not only is the map Ψχ surjective, it is so even when it’s restricted
to a smaller subspace of S (F 2). This subspace consists of functions of the
form:
φ(u,w) = e−π(|u|
2+|w|2)P (u,w, ū, w̄), (2.4.77)
where P is any polynomial in u,w, ū, w̄. Here u,w take values in R or C
depending on whether we are at a real place or a complex one. For a proof
please refer to [God70, 2.14].
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Chapter 3
Fourier expansion of Eisenstein
series
The main goal of this chapter is to introduce Fourier expansion of Eisenstein
series and to compute in section 3.3 onwards their Fourier coefficients (which
are Whittaker functions) in various cases. To prepare for the discussion, we
begin with a summary of the theory of Whittaker and Kirillov models. The
references to the material in section 3.1 and 3.2 are [God70], [Bum97] and
[Sch98].
Notations:
F : Either a number field or local field, as at the beginning of Chapter 2.
ψ will be a character on A/F whose complex conjugate is given in section
2.3.
3.1 Fourier expansion of Eisenstein series
In this section, F denotes a number field.





g, s, ξ1, ξ2, φ
)
is invariant under trans-
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Recall the Bruhat decomposition for G(F ):






Applying this decomposition to the defining series of E in (2.4.8) and
unraveling the integral (3.1.2), we obtain:
Proposition 3.1.1. The Fourier coefficients are given by the following for-
mulae:

























ψ(εu)du, ε 6= 0 (3.1.5)
One calls c0 the constant term.
There is an important map from B(χ1, χ2) to B(χ2, χ1) which appears in
the constant terms of the Fourier expansion of Eisenstein series.
Definition 3.1.2. The global intertwining operator is a mapM : B(χ1, χ2)→

















for some Haar measure du on A given at the beginning of section 2.3.
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From the definition we see that M is G(A) equivariant. Since f is as-





with Mvfv ∈ Bv(χ2, χ1) for each place v.
We will show in section 4.1.2 that the intertwining operator M has ana-
lytic continuation to the entire s-plane with at most two simple poles.
Now we rewrite the above Fourier coefficients in the form of Whittaker
functions.








































































We can rewrite the constant term in terms of the intertwining operator
M defined in definition 3.1.2. Setting x = 0, we have :












3.2 Whittaker and Kirillov models
In the expression of Wε(g), we may write it as a product of functions on
G(Fv) for each place v.
Recall in section 2.2, the representations we consider are different between
a nonarchimedean and an archimedean place. This results in some difference
in the assumptions for Whittaker and Kirillov models. We will present each
case separately, although they are defined in similar ways.
3.2.1 Nonarchimedean place
Briefly speaking, the space of functions Wv(g) is isomorphic to an irreducible
admissible representation of G(Fv). This space is called the Whittaker
model associated to πv.
Now we give a more precise explanation and definition (ref.[God70, p.I.16-
17]).
For now, F is a local field.
Let (π, V ) be an irreducible admissible infinite dimensional representation
of G(F ). If V consists of complex-valued functions on F× on which π acts






ϕ(x) = ψ(bx)ϕ(ax), (3.2.1)
then one calls (π, V ) the Kirillov model associated to π, denoted by
K(π, ψ). The elements are called Kirillov functions.
Now let L be the linear functional on K(π, ψ) given by evaluating a vector
at the identity:
L(ϕ) = ϕ(1). (3.2.2)
Define a function on G(Fv) by
Wϕ(g) = L(π(g)ϕ), ϕ ∈ K(π, ψ) (3.2.3)
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= ψ(u)W (g), ∀u ∈ F. (3.2.4)
This function g 7→ W (g) on G(F ) is called a Whittaker function and the
space of Whittaker functions is called the Whittaker model attached to
π. The group G(F ) acts on the Whittaker model via right translation.
It is a fact that for an infinite dimensional irreducible admissible represen-
tation π of G(F ), there exists a unique Whittaker model which is isomorphic
to π (ref. [God70, p 1.17]).
Furthermore, we see that there is a one-to-one correspondence be-
tween Kirillov and Whittaker model attached to the same repre-
sentation. The definition above shows one direction. On the other hand, if
we are given a Whittaker model, we can recover the corresponding Kirillov
model by restricting Whittaker functions to the group:{(
x
1
)∣∣∣∣x ∈ F×}. (3.2.5)
3.2.2 Archimedean place
For this section, F = R or C. We follow the notations in section 2.2.1. One








= ψ(x)W (g). (3.2.6)










∈ A(F ), we have yNW (g) → 0 as y → ∞ for any N > 0.
We say W is analytic if it is given by a convergent power series expansion in
a neighborhood of every g ∈ G(F ). The following characterisation of Whit-
taker models at archimedean places suffices for our purposes (ref.[Bum97,
Thm 2.8.1] and [JL70, Thm 6.3]):
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Theorem 3.2.1. Let (π, V ) be an irreducible admissible (g, K)-module for
G(F ). Then there exists at most one space W(π, ψ) of smooth K-finite func-
tions W satisfying (3.2.6) with the following properties:
(i) rapidly decreasing and analytic,
(ii) invariant under actions of U(g) and K,
(iii) the space W(π, ψ) is isomorphic to (π, V ) as an admissible (g, K)-
module.
The space W(π, ψ) is called the Whittaker model of π.
Remark 3.2.2. From the defining formula (3.1.9), we see that if f is de-
composable (recall (2.4.10)), then the corresponding Whittaker function W
will satisfy (3.2.4) and (3.2.6) at corresponding places.
3.3 Computing Whittaker functions
We have seen that for Hecke characters χi = | |siξi, i = 1, 2, the admissible
representation B(χ1, χ2) of G(A) is a restricted tensor product of Bv(χ1, χ2)
over all places v. If B is irreducible, then the component Bv is spherical
principal series for almost all places v.
Now we will compute Whittaker functions appearing in the Fourier ex-
pansion of the Eisenstein series E(g, s, ξ1, ξ2, φ). We consider the following
local cases:
(i) ξ1, ξ2 unramified and f is spherical. This is explicit in many litera-




2 ramifies. This does not seem to be explicit in the literature. We
will give explicit results in section 3.3.2.
(iii) real and complex places. Partial results are given in [Dri86, 5]. We
will give more general results here in section 3.3.4.
Now we consider the above cases in order.
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3.3.1 Unramified places
Notice that if f ∈ B(χ1, χ2) is spherical, then the Whittaker function W
associated to f is also spherical.
Proposition 3.3.1 ([God70, p.1.52]). Suppose χ1, χ2 are unramified at v,
and ψ has conductor −δ ≤ 0, i.e. $−δO is the largest ideal of F on which ψ
is trivial. Then there is a unique spherical Whittaker function which is 1 at














α1−α2 m ≥ −δ
0 m < −δ
(3.3.1)
where αi are Satake parameters given by χi($), i = 1, 2.
Lemma 3.3.2. Assume δ = 0, i.e. ψ has conductor O. Under the con-
struction in Proposition 2.4.3, the corresponding Whittaker function W is
spherical and W (1) = 1.
Proof of Lemma. By construction, the section f is invariant under G(O)
so the corresponding Whittaker function W is also spherical.
From Proposition 2.4.3 we know that
f(1) = (1− q−1α1α−12 )−1. (3.3.2)








































ψ(u)du = f(1) = (1− q−1α1α−12 )−1. (3.3.4)
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Now we show that all but one of the integrals under the summation sign are


































∈ G(O), so each term in the summation
∑∞
l=0 is
a function of q times the following integral:∫
p−(l+1)−p−l
ψ(u)du. (3.3.7)
The integral is zero when l ≥ 1 as the conductor of ψ is assumed to be O.





ψ(u)du = −1. (3.3.8)
Now putting things together, we get
W (1) = f(1)(1− q−1α1α−12 ) = 1. (3.3.9)
3.3.2 Ramified places
Background
Recall as in section 2.4.2, a place v is ramified if ρ is ramified at v. In
this case, we need to carefully choose the Schwartz function φ so that ρ is
trivial in the integral.
Notice that in the current situation, the representation B is still irre-
ducible. However the section f will not be spherical anymore. In fact, we
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can always associate the representation B with a Kirillov model, no mat-
ter if B is irreducible or not (ref.[God70, p 1.27-28]). Instead of using the
construction appeared there, we will proceed directly by choosing Schwartz
functions carefully and compute the Whittaker functions which are going to
be invariant under some open compact subgroup of G(O). The Whittaker
functions thus obtained are nonzero.
Computation
Now let us analyse the local picture.
Suppose ρ has conductor pn, n > 0, i.e. 1 + pn is the maximal subgroup
in O× such that ρ is trivial.
For any integer µ ≥ n+1, choose a uniformiser $ and define the Schwartz
function φ to be
φ = char(1+pµ)×O+ charO×($−µ+O) . (3.3.10)
The section f constructed using the above Schwartz function is not iden-









∣∣∣∣ a ≡ d ≡ 1 mod pµ, c ≡ 0 mod pµ}.
(3.3.11)
This is because φ is invariant under right translation by K1(p
µ).
When µ = 1, we can decompose G(F ) in terms of double cosets involving
K1(p
µ):
Lemma 3.3.3 (Iwahori-Bruhat decomposition).
G(F ) = B(F )K1(p) tB(F )w0K1(p). (3.3.12)
Proof. Use [Bum97, p.501] and notice that the coset representative of
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, d ∈ (Z/pZ)×. (3.3.13)












When µ > 1, this decomposition no longer holds. In fact, we have more
than two double cosets in G(F ).
We will compute f , Mf and W at two double cosets:
B(F )K1(p
µ) and B(F )w0K1(p
µ). (3.3.15)
One can certainly use the same method for other double cosets but we
are content with the above cases in order to write down a KLF when the
Eisenstein series is holomorphic.
Throughout Propositions 3.3.4 to 3.3.6, we assume x ∈ F with valuation
v(x) = m.


















= ρ(−1)ξ1(x)q−ms−µ(1− q−1)−1. (3.3.17)
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Proof.










































Proposition 3.3.5. Assuming the analytic continuation of Mf in Proposi-
















= ξ2(x)ρ(−$−µ)q(2µ+m)(s−1)(1− q−1)−1. (3.3.22)
Proof. Similar to the argument above, it suffices to computeMf(1) and




















Notice that the second integral is zero because the conductor of ρ is properly
contained in O\{0}.
























Notice that the first integral is zero by the same reasoning.



















where p−l, l ∈ Z is the conductor of ψ.












































By our assumption that ρ(t) has conductor pn and µ ≥ n + 1, we know the
second integral is zero and the first one becomes:∫
(1+pµ)×O
ψ(ut−1)d×tdu. (3.3.28)




Subsituting this to (3.3.27), we get (3.3.25).
The situation for the other case is slightly different. By a similar compu-

















































Again, as ρ(t) has conductor pn and µ ≥ n + 1, we know the first integral






Again, the integral is nonzero if and only if v(−xu$µt−1) ≥ −l and u ∈ O
which imply:
v(u) ≥ max{0,−m− µ− l}, (3.3.32)
in which case we have∫
(1+$µO)×O
ψ(−xu$µt−1)d×tdu = q−µ(1− q−1)−1q−max{0,−m−µ−l}. (3.3.33)
Substituting this result and (3.3.31) to (3.3.30), we get (3.3.26).
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Remark 3.3.7. If the character ψv is given as in (2.3.2), then it has con-
ductor Ov, i.e. l = 0.
3.3.3 Supercuspidal case
We know that a supercuspidal representation does not come from parabolic
induction from a pair of Hecke characters, i.e. not of the form B(χ1, χ2). We
mention a description from [God70, p 1.22] that will suffice for our application
in computing the Rankin-Selberg integral in Chapter 5.
Theorem 3.3.8 ([God70, p 1.22]). Let π be an irreducible admissible repre-
sentation of G(F ). It is supercuspidal if the Kirillov model K(π) = S(F×),
i.e. all Kirillov functions associated to π are Schwartz functions that vanish
around zero.




The formula for f(g) when g is given by Iwasawa coordinates has been given
in Lemma 2.4.8.
For Whittaker functions, we have the following formula:
Proposition 3.3.9. Under the same assumptions in Lemma 2.4.8 the fol-


















= eikθρ(−ε−1)ξ1(ε)ψ̄(εx)|εy|1−sLR(2s+ |k|)I(s, k, yε)
(3.3.34)







































































































Let w = ut−1, the integral becomes:∫
R××R
|t|2sρ(t)tk(w − i)ke−2πiεyw−πt2(1+w2)d×tdw (3.3.41)

















































As mentioned earlier, when k < 0, we replace the Schwartz function by
(iu+ w)−ke−π(u

























The following lemma will simplify the integral I(s, k, yε) in the expression
in Proposition 3.3.9.
Lemma 3.3.10. For r ∈ Z>0, t ∈ R and s ∈ C,Re s > 12 , write






































) = (w2 + 1)−s−
r
2 (w − i)r. (3.3.47)
As r > 0,




































Substituting this expression to I(s, r, t), we get the sought-for expression.
Another way of expressing I(s, r, t) is to use Whittaker function Wλ,µ(z),
















W = 0. (3.3.51)
For a more detailed description of Wλ,µ(z), please refer to [Gra07, 9.220.4].
Using the formula [Gra07, 3.385.9], we obtain the following expression for
r ∈ C, t ∈ R×,Re s > 1
2
:

























Proposition 3.3.11. At a complex place v under the same setting as Lemma


















= (2π)ξ1(ε)ρ(−ε−1)(Re ε)2s+λ−1|ε|2−2sψ̄(εx)yλ+1K2s+λ−1(4πyRe ε),
(3.3.53)
where Re(s) > 1
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Change variable t 7→ t(1 + |w|2)− 12 :∫
C××C
(1 + |w|2)−2s−λ|t|4s+2λe−2π|t|2−2πiy(wε+wε)d×tdw. (3.3.57)





Now we deal with the w-integral in (3.3.57). Putting w = reiθ and ε =








(1 + r2)−2s−λe−4πiyr(α cos θ−β sin θ)rdrdθ.
(3.3.59)
Notice that this integral is invariant if we multiply ε by a unitary complex
number. Therefore, we can assume β = 0.
Now making use of an integral expression of the Bessel function of the






eix cos θdθ, (3.3.60)










Here we use the fact that J0(x) = J0(−x) (ref. [WW96, p.357]).
Now make use of a formula which expresses an integral of J0 in terms of
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modified Bessel function Ks ([EMOT53, p.95]):∫ ∞
0
Jm(bt)(t






) > Re(m) > −1,Re(z) > 0.
(3.3.62)
we get when Re(4s− 1
2
) > 0,∫ ∞
0
r(1 + r2)−2s−λJ0(4πyαr)dr = (2πyα)
2s+λ−1Γ(2s+ λ)−1K2s+λ−1(4πyα).
(3.3.63)





In this chapter, we start with a summary of analytic continuation of Eisen-
stein series based on analysing their constant terms. This method can be
found in [GS88, II.1.2] and [Bum97, 3.7]. In section 4.2, we generalise the
Kronecker limit formula for Eisenstein series in cases when it has a pole at
s = 1 and when it is holomorphic.
Notations:
F : Either a number field or local field, as the beginning of Chapter 2.
ψ will be a character on A/F whose complex conjugate is given in section
2.3.
4.1 Analytic continuation of Eisenstein series
From general theory of Eisenstein series (ref. [GS88, II.1.2]), we know that
E(g, s, ξ1, ξ2, φ) has analytic continuation to the entire s-plane with possible
simple poles coming from the constant term:
f(g, s, ξ1, ξ2, φ) +Mf(g, s, ξ1, ξ2, φ), (4.1.1)
in the Fourier expansion (3.1.10).
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We will explain in section 4.1.1 and 4.1.2 that when ξ1ξ
−1
2 = | |λ with
Reλ = 0, there are two simple poles from the first term f(g) and two simple
poles from the functionMf(g). Upon cancellations (ref. Lemma 4.1.7), only
two of them will show up in the end.
4.1.1 Continuation of f(g)
Proposition 4.1.1. When ρ = | |λ with Reλ = 0, f(g) has at most two
simple poles which occur at s = −λ
2
and s = 1−λ
2
.
The analytic continuation of f(g) follows from Tate’s method of contin-
uing zeta functions.
Proof. Recall if Φ is a Schwartz function on A× and χ a unitary Hecke




|t|sχ(t)Φ(t)d×t, Re s > 1 (4.1.2)
can be analytically continued to the whole s-plane.
Now let us summarise how the proof works.






Then we can express ζ(s, χ,Φ) as follows:
ζ(s, χ,Φ) =

ζ1(s, χ,Φ) + ζ1(1− s, χ−1, Φ̂), χ|A×1 6= 1,
ζ1(s, χ,Φ) + ζ1(1− s, χ−1, Φ̂)
−ρF{Φ(0)s+λ +
Φ̂(0)
1−s−λ}, χ(t) = |t|





, r1, r2 being the number of real and complex embed-
dings of F , h the class number, R the regulator, D the absolute value of the
discriminant and w the number of roots of unity.
We now apply this result to a section f(g, s, ξ1, ξ2, φ) ∈ B(χ1, χ2). Notice
that the residue of f(g, s, ξ1, ξ2, φ) is dependent on both g and the Schwartz
function φ.
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Write φg(t) = φ[(0 t)g].
Using the method above we can write:
f(g) = ξ1(det g)| det g|s
{













where ψ is the character given in (2.3.2). This shows that the proposition
indeed holds.
4.1.2 Continuation of Mf
We now explain the following fact:
Proposition 4.1.2. When ρ = | |λ for some purely imaginary number λ, the





This results from the fact that for the global intertwining operator M,
the poles of Mf if any, must belong to those of L(2s− 1, ρ).
To analyse the intertwining operator, we decompose it into a product of
local components.
First, as for an unramified places v, the following is valid:
Lemma 4.1.3. If v is a nonarchimedean place where Bv(χ1, χ2) is spherical
principal series and f ∈ Bv(χ1, χ2) is a spherical vector, then






where α1, α2 are the Satake parameters associated to Bv.
Proof. [Bum97, Prop 4.6.7].
As a result, the global intertwining operator can be written as follows:
75
Lemma 4.1.4.








where S = {v nonarchimedean |ρv ramifies}, Σ∞ is the set of archimedean
places, and f 0v is a spherical vector in Bv(χ1, χ2).
Recall from our construction that if f 0v ∈ Bv(χ1, χ2) is spherical, then for
any k ∈ G(O),
f 0v (k) = f
0
v (1) = Lv(2s, ρ). (4.1.9)






is entire in s.
At a place v ∈ S ∪ Σ∞, we know the following fact:




is entire in s.
Proof. Refer to [Bum97, p 357-358].
Write LS(s, ρ) to denote the following partial L-function:∏
v/∈S
Lv(s, ρ). (4.1.12)
If we write Mf in the following way:














then we can conclude
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Proposition 4.1.6. The function Mf is meromorphic. Its poles, if any,
belong to those of L(2s− 1, ρ).
This shows that poles of Mf are as described in Proposition 4.1.2.
4.1.3 Poles of Eisenstein series
Proposition 4.1.7. The pole at s = 1−λ
2
from f(g) cancels with that from
Mf(g). So that the Eisenstein series E(g, s, ξ1, ξ2, φ) can have at most two
simple poles. This occurs when ρ = | |λ,Reλ = 0 and the poles are s = −λ
2
and s = 1− λ
2
.
We give a representation theoretic argument from [Bum97, p 361-362].
Proof. Denote by R the residue of Eisenstein series E at s = 1−λ
2
. As
f ∈ B(χ1, χ2) and Mf ∈ B(χ2, χ1), by letting s tend to 1−λ2 from the right




), we see that R ∈ B(χ1, χ1).
Now we show R = 0.



























since R is G(F )-invariant.


























Since both equalities hold for any y ∈ A×, we must have R(g) = 0. This
means that there is no pole for E(g, s, ξ1, ξ2, φ) at s =
1−λ
2
. The rest of the
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proposition follows from previous two sections.
4.2 Kronecker limit formulae
To deduce a KLF, we consider the Laurent expansion of our Eisenstein series
at s = 1− λ
2
(refer to Proposition 4.1.7 for a fact about the poles of Eisenstein
series). One might consider deducing a KLF with respect to the other pole
but the computation will be similar.
For a pair of Hecke characters χ1, χ2, let S be the set of nonar-
chimedean places v where χ1χ
−1
2 ramifies. In this section, we deduce
several limit formulae based on Laurent expansions of the functionMf when
the set S of ‘bad primes’ varies. In fact, at v ∈ S, both the section fv and
the function Mvfv are nonspherical. We will consider the following cases
separately:
(1) S = ∅, i.e. every nonarchimedean place is unramified.
(2) S is a finite nonempty set of nonarchimedean places. In this case the
Eisenstein series will have no pole.
Notations Let the degree of F be n = r1 +2r2 where r1, r2 are the number




yeii , where ei = 1 or 2 depends on whether it is real or complex
place.































for some integer m and some uniformiser $ of Fv.
To be able to obtain expressions as explicitly as possible, we make the
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following choices of Schwartz functions as in section 2.4.2:
φv(u,w) =

(−iu+ w)kve−π(|u|2+|w|2) v real, kv ≥ 0,
(iu+ w)−kve−π(|u|
2+|w|2) v real, k < 0,
e−2π(|u|
2+|w|2) v complex,
charOv×Ov v nonarchimedean and v /∈ S,
char(1+pµv )×Ov + charOv×($−µv+Ov) v nonarchimedean and v ∈ S.
(4.2.1)
If S 6= ∅, then for v ∈ S, we assume µv ≥ nv + 1 with 1 + pnv being
the conductor of ρv. From our analysis in section 3.3.2, we see that the
evaluation of the Fourier coefficients depends on which component g lies in.
We distinguish these two cases by writing
S = S1 t S2, (4.2.2)
where for primes in S1, f , Mf and W are evaluated at the component
B(F )K1(p
µ) and for primes in S2 at the component B(F )w0K1(p
µ). This
choice of g applies to Proposition 4.2.11 and section 4.2.2.
L-factors. Before putting together local computations, we construct local
zeta integrals and replace L-factors à la Tate appeared in (4.1.13) at bad
primes and archimedean places by those zeta integrals. We choose those
zeta integrals in such ways that the quotients of Mf(g) (which are given in
section 3.3.2) by those integrals are as simple as possible. It can be seen that
the quotients of our zeta integrals with corresponding Tate’s L-factors are
holomorphic. So no extra poles are created in this process.
Lemma 4.2.1. At a real place, put Φk(x) = x
|k|e−πx
2
, k ∈ Z and ρ(x) =
( x|x|)




|t|2sρ(t)Φk(t)d×t = LR(2s+ |k|). (4.2.3)
Proof. Direct computation.
Remark 4.2.2. Tate’s L-factor at a real place is based on the same choice
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ρ = x|x| .
(4.2.4)
Lemma 4.2.3. At a complex place, put Φ(x) = e−2π|x|
2
and choose ρ(x) =
|x|2λ. Then the L-factor is:
ζ(2s, ρ,Φ) = LC(2s+ λ). (4.2.5)
Proof. [Tat67, p.318].
Lemma 4.2.4. At a nonarchimedean place, the following is valid:
(i) For v /∈ S, take Φ = charO, then we have
ζ(2s, ρ,Φ) = (1− ρ($)q2s)−1. (4.2.6)
(ii) For v ∈ S1, take Φ = char1+pµ, then we have
ζ(2s− 1, ρ,Φ) = q−µ(1− q−1)−1. (4.2.7)
(iii) For v ∈ S2, take Φ = char$−µ+O, then we have
ζ(2s− 1, ρ,Φ) = ρ($−µ)q(2s−2)µ(1− q−1)−1. (4.2.8)
Proof. (i) is essentially done in [Tat67, p.319 - 322]. (ii) and (iii) can be
checked by direct computations.
Lemma 4.2.5. For g defined at the beginning of this section, we have the
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following global expression for f(g):












−µvq(2µv−mv)s−µvv (1− q−1v )−1·∏
v∈S2
ξ2(xv)ρv(−1)qmvs−µvv (1− q−1v )−1.
(4.2.9)
Proof. The above formula is obtained by substituting local factors
defined in sections 2.4.2 and 3.3.2. Here LS∪Σ∞(s, ρ) =
∏
v/∈S∪Σ∞
Lv(s, ρ) is the
product of L-factors over finite places which are unramified.
Corollary 4.2.6. When s = 1, we have:











−µvqµv−mvv (1− q−1v )−1
∏
v∈S2
ξ2(xv)ρv(−1)qmv−µvv (1− q−1v )−1.
(4.2.10)
Laurent expansions for Mf(g)
First we compute local expressions for Mf(g).














I(s, k, 0). (4.2.11)
where I(s, k, 0) is given by (3.3.35).















Recall from above that local L-factor is set to be :
















Proof. At a complex place, we have from Lemma 2.4.11
Mf(g) = π−(2s+λ−2)Γ(2s+ λ− 1)y2−2s−λ, (4.2.15)
and from Lemma 4.2.3
ζ(2s− 1, ρ,Φ) = π−(2s+λ−2)Γ(2s+ λ− 1). (4.2.16)

























The following lemma deals with nonarchimedean places:
Lemma 4.2.9. Suppose S 6= ∅.
(i) If v ∈ S1, then from (3.3.21), we have
Mf(g) = ξ2(x)ρ(−1)q(s−1)m−µ(1− q−1)−1. (4.2.18)
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Now we compute Mf for the global intertwining operator M.
Recall in (4.1.13) we have obtained the following expression for Mf :














We will deduce propositions 4.2.10 and 4.2.11 by evaluating the above
expressions at s = 1.










Γ(1 + |kv |
2
)









f̃ 0v (g, 1).
(4.2.23)
where f̃ 0v (g, 1) is obtained from evaluating f̃
0
v at s = 1.
S is empty. Now let us assume that ρ = 1 so that S is empty. From
Proposition 4.1.7, we know that our Eisenstein series has a simple pole at
s = 1. Now we can write down the Laurent expansion of Mf based on the
above analysis of local factors.
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Denote by R and C0 the residue and constant term of the Laurent expan-
sion of L(s, ρ) at s = 1 respectively.
Proposition 4.2.10. When S is empty, the Laurent expansion of Mf(g) at
s = 1 is:
T (g)R
s− 1
+ T (g)C0 − T (g)R logNy +O(s− 1). (4.2.24)














+ T (g)C0 − T (g)R logNy +O(s− 1).
(4.2.25)
S is nonempty. In this case, we know that E is holomorphic. We can
simply evaluate E at s = 1 to get a ‘limit formula’. First we can evaluate
Mf(g) at s = 1 and obtain the following expression.
Proposition 4.2.11. When S is nonempty, we have the following expression





4.2.1 Limit formula when E has a pole
First we compute the Whittaker functions in the Fourier expansion of E
based on chapter 3.
Lemma 4.2.12. For g given at the beginning of section 4.2, the Fourier
84




























where nv = v(ε) and τ ∈ Ov.
Proof. We just need to put together our computations done in section
3.3.
Real places. From Proposition 3.3.9 and under the same setting, we have


















= eikθρ(−ε−1)ξ1(ε)ψ̄(εx)LR(2 + |k|)I(1, k, yε)
(4.2.28)
Complex places. From Proposition 3.3.11, we can evaluate the expression


















= ξ1(ε)ρ(−ε−1)(2π)(yRe ε)λ+1ψ̄(εx)Kλ+1(4πyRe ε)
(4.2.29)
with Reλ > −7
4
.
Nonarchimedean places. First we rewrite the formula for spherical Whit-
taker functions in Corollary 3.3.2 so that it looks more transparent when we
put them together to get a global expression. For the moment as we are
working locally, we omit the subscript v.
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= |ε det g|1−sξ2(ε det g)
∑
0≤v(τ)≤m+n
|τ |2s−1ρ(τ), τ ∈ O.
(4.2.31)
















|τ |2s−1v ρv(τ), τ ∈ Ov.
(4.2.32)

















ρv(τ)|τ |v, τ ∈ Ov.
(4.2.33)
Putting together archimedean and nonarchimedean components and no-
tice that ξ is trivial on F and ρv(−1) = 1 when v is complex, we get formula
(4.2.27).
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and T (g) is given by (4.2.23).
The analogue of Asai’s function is given by:


























The term I(1, kv, yvε) has the following expression:

























(−4πyvε), ε < 0.
(4.2.37)
Proof. Substituting the expression (4.2.25) for Mf and the expression
of f(g) at s = 1 in Corollary 4.2.6 to the Fourier expansion of E(g, s, ξ1, ξ2, φ)
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ated at s = 1.
Now use Lemma 4.2.12. The expression for I(1, kv, yvε) is obtained using
(3.3.52).
Corollary 4.2.14. When F is totally real of degree d and kv = 0 for all v
real, we have the following expression for h(g):
















where mv = v(ε).
Proof. It is worth mentioning how the integral I is simplified. Making
use of (3.3.50), we have





Recall the formula for K 1
2
in (1.2.11), we get
I(1, 0, yvε) = πe
−2πyv |ε|, yv > 0. (4.2.41)
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4.2.2 Limit formula when E is holomorphic
We know that when ρ is ramified, E is an entire function of s. Using the
Fourier expansion for Eisenstein series again, we can get a second limit for-
mula at s = 1.
Theorem 4.2.15 (Kronecker limit formula when E is holomorphic).
When S is nonempty, E(g, s, ξ1, ξ2, φ) is holomorphic at s = 1. For g given
by the beginning of section 4.2, the following is valid:


























−µvqµv−mvv (1− q−1v )−1
∏
v∈S2
ξ1,v(ε det g)ρv(−1)q−mv−µvv (1− q−1v )−1,
(4.2.43)
Mf(g, 1, ξ1, ξ2, φ) = T (g)L(1, ρ)
∏
v∈S



















ρv(−1)eikvθvLR(2 + |kv|)I(1, kv, yvε)·∏
v complex










v (1− q−1v )−1·∏
v∈S2
ρv(−ε$−µv)ξ2,v(det g)(1− q−1v )−1q−max{0,−mv−nv−µv−lv}v ,
(4.2.45)
where Re(s) > 1
8
and I(1, kv, yvε) can be expressed by (4.2.37).
Proof. The formulae for f and Mf are from (4.2.10) and (4.2.25)
respectively. The expression for the higher Fourier coefficients is obtained
from (3.3.34), (3.3.53), (4.2.31), (3.3.25) and (3.3.26). Notice that we have
made use of the fact that the global character ρ = ξ1ξ
−1
2 is trivial when
restricted to the number field.
Corollary 4.2.16. When F is totally real of degree d and kv = 0 for all
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archimedean places v, we have the following expression for E:




LR(2 + |kv|)eikvθv ·∏
v∈S1
ξ1,v(ε det g)ρv($)
−µvqµv−mvv (1− q−1v )−1
∏
v∈S2


















v (1− q−1v )−1·∏
v∈S2
ρv(−ε$−µv)ξ2,v(det g)(1− q−1v )−1q−max{0,−mv−nv−µv−lv}v .
(4.2.46)




In this chapter, we make use of adelic Eisenstein series and our knowledge
of their Fourier expansions to generalise Scholl’s work on Rankin-Selberg
method in [Sch98, Chap 4].
Notations:
F : Either a number field or local field, as the beginning of Chapter 2.
ψ will be a character on A/F whose complex conjugate is given in section
2.3.
5.1 Global and local Rankin-Selberg integrals
We know that Weil’s converse theorem [Miy89, Thm 4.3.15] tells us that if
an L-function has analytic continuation and has sufficiently many functional
equations, then it is an L-function attached to a modular form. Rankin-
Selberg method can be thought as a tool to represent L-functions as integrals
against Eisenstein series. Using our knowledge of analytic continuations and
functional equations of Eisenstein series, we could deduce properties for the
L-function.
Rankin-Selberg integrals representing L-functions occur in many places.
An explicit calculation of Rankin-Selberg integrals is an important ingredi-
ent in Kato’s work on BSD conjecture (ref. [Kat04]). In [Sch98, Chap 4],
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Scholl gave an adelic formulation of calculations relevant to Kato’s work.
He computed explicitly the Rankin-Selberg integral of a cusp form against
two Eisenstein series over the ground field Q. Here we are interested in
generalising his work to an arbitrary number field, based on Jacquet’s work
on Rankin-Selberg method on GL2×GL2. According to the philosophy of
“plectic cohomology” in [NS15], these computations should be useful in gen-
eralising Kato’s work to totally real fields.
Notations and settings Let ϕ be a cusp form generating an irreducible
cuspidal representation π with central character ω.
Let π1 = B(χ1, χ2), π2 = B(Θ1,Θ2) be admissible representations induced
from Hecke characters χi,Θi : A×/F× → C×, i = 1, 2. Take Eisenstein se-
ries E1, E2 which are constructed from sections in B(χ1, χ2) and B(Θ1,Θ2)
respectively, as in section 2.4.1.
Put
χ1 = | |s1−
1
2 ξ1, χ2 = | |
1
2
−s1ξ2,Θ1 = | |s2−
1




where s1, s2 ∈ C. Write σ = η1η−12 and ρ = ξ1ξ−12 .
It is more convenient to assume that σ = η1 and η2 = 1 which in fact
does not lose generality since we can always twist the representation π2 by
η−12 , i.e. replace π2 by π2 ⊗ η−12 . Similarly, we can assume ρ = ξ1. Notice
that under these assumptions, the central character of E1 (E2 resp.) is ρ (σ
resp.).
To make the function Ω = E1E2ϕ invariant under the centre Z(A) of
G(A), we assume:
ω−1 = ρσ. (5.1.2)





Remark 5.1.1. The case when Ω is a product of one Eisenstein series and
two cusp forms is done in [Jac72, Prop 15.2]. The present case, at least at
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good primes, behaves very similarly.
Global and local Rankin-Selberg integrals
First we show that the goal can be achieved by computing the local compo-
nents of the Rankin-Selberg integral, i.e. Proposition 5.1.2.





























where f1 ∈ B(χ1, χ2).












Since the integrand is invariant under the center Z(A) of GL(A) by con-












Also notice that both SL2(Ov) and G(Ov) have the same measure which is
one since the centre O×v has measure one.
The following proposition shows that the Rankin-Selberg integral in (5.1.3)
can be expressed as a product of local integrals (5.1.7) (ref [Bum97, Prop
3.8.2]).
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with Zv(s1,W,W2, ρ) given in (5.1.7) and the product is taken over all places.
Remark 5.1.3. Notice that our expression is different from that of [Bum97,
Prop. 3.8.2] because the choice of our section f has L-factors that are built
in in the definition.
Proof. First we can unravel the definition of E1 and make use of the



















Now notice that G(A) = B(A) SL2(Ô) and we can write the parabolic
B(A) as the following product involving the unipotent matrix N(A):
B(A) = Z(A)T1(A)N(A), (5.1.10)
where T1(A) is the subgroup of the maximal torus T (A) with lower diagonal
entry 1. Similar decomposition applies to B(F ). As a result
B(F )Z(A)
∖
G(A) ∼= SL2(Ô)× [T1(F )\T1(A)]× [N(F )\N(A)]. (5.1.11)
As a result, we have a decomposition for the Haar measure dg:
dg = du · dn · dt · dk, (5.1.12)

























because the other term involving the constant term of E2(g) vanishes as ϕ
has zero constant term.

































f1(tnk)W2(tnk)ϕ(tnk)dk · dt · dn.
(5.1.14)
Next we show that we can absorb the integration over N(F )\N(A) into
the integrand. First notice that we can perform a change of variable:
n 7→ t−1nt, (5.1.15)
and the measure dn becomes δ−1B (t)dn, where δB is the modulus character on
B. Then since f1 is N(A)-invariant, we can write∫
SL2(Ô)×T1(A)×[N(F )\N(A)]













ψ(n)ϕ(ntk)dnδ−1B (t)dk · dt.
(5.1.16)
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Now we recognise that the integral over the unipotent part is just the Fourier
coefficient W of ϕ.




B (t)dk · dt, (5.1.17)
which is the right hand side of (5.1.8). Notice that we can regard t as the
upper entry of a matrix in T1(A) and the measure δ−1B (t)dt is the same as the
multiplicative measure d×t on A×.
Further assumptions We now compute Zv for all places v. Denote the
degree of F by d. We assume that the weights of E1, E2 and ϕ are k, l, and
−k − l (which are multiple indices) respectively, where ki, li ∈ Z, 1 ≤ i ≤ d.
Recall that an automorphic form ϕ̃ is said to have weight k = (k1, ..., kd) if
for any g ∈ G(A):
ϕ̃(gh(θj)) = e
ikjθj ϕ̃(g), (5.1.18)
for any h(θj) ∈ SO2, 1 ≤ j ≤ d.
There are two cases to consider for the representation π at a nonar-
chimedean place v:
(i) v unramified or good, meaning πv, π1,v, π2,v are all spherical principal
series. Assume that the conductor of ψ is Ov for all unramified places
v.
(ii) v bad, meaning πv is supercuspidal.
It might also be possible to treat other cases such as ramified principal
series and special representations in explicit ways similar to ours here, based
on results of Kirillov models of those cases (see for example [God70, p 1.36]).
However, we will not carry out this discussion in the thesis.
We assume that ρ is unramified at each nonarchimedean place.
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5.1.1 Unramified nonarchimedean place
In this and the following sections, we work locally at a fixed place v,
and write π to denote πv.
Denote the Satake parameters of π1 and π by α, γ respectively. Under
the notation at the beginning of section 5.1, this means αi = χi($), i = 1, 2.
We define γ in a similar way without writing down corresponding characters.
Proposition 5.1.4. At an unramified place with χi,Θi, i = 1, 2 satisfying
(5.1.1) and (5.1.2), the following formula is valid:
Z(s1,W,W2, ρ) =L(2s1, ρ)L(2s1 + 2, ρ)−1L
(






















2f(1) = ρ(t)|t|s1(1− ρ($)q−2s1)−1. (5.1.20)
Now substituting the above expression of f1 into (5.1.6), we get



















To simplify the sum we make use of the following lemma:
Lemma 5.1.5 ([Jac72, Lem 15.9.4]). If
∞∑
r=0
A(r)xr = (1− a1x)−1(1− a2x)−1,
∞∑
r=0












Since W,W2 satisfy Proposition 3.3.1, we have for γi given at the begin-




















xn = (1− σ($)q−s2x)−1(1− qs2−1x)−1.
(5.1.24)
This can be proved by writing the right hand sides in geometric series and
comparing with formulae for W (and W2) in Proposition 3.3.1.
Now applying the lemma to W,W2 and x = ρ($)q
−s1 with assumptions






















= L(2s1 + 2, ρ)
−1L
(












Substituting (5.1.25) to (5.1.21), we get (5.1.19).
5.1.2 Bad primes
Now we compute the Rankin-Selberg integral at a bad prime. Observe that
we cannot apply the same technique in computing the Whittaker function at
this place as that is applicable only for principal series representations which
is not the case for π now.
The idea from [Sch98] is to make suitable choices of Eisenstein series E1
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and E2 so that at a bad prime, the integrand Ω is right invariant under
K1(p
µ) for some µ and the Kirillov function associated to E2 is essentially
the characteristic function on local units. This will enable us to compute the
integral without computing the Whittaker function associated to ϕ. We now
explain how this can be done in our more general setting.
Construction of the section f1 of E1 The goal of constructing f1 and W2
in the following way is to make the Rankin-Selberg integral right invariant
under K1(p





for some µ ≥ 0.
To construct f1, we follow Proposition 2.4.4 and take φ = charpµ+1×O× .
We know from the same proposition that for g ∈ G(O),
f1(g) 6= 0⇔ g ∈ K0(pµ+1). (5.1.26)







Construction of the Kirillov function associated to E2
Proposition 5.1.6. Let t′ ∈ F× with valuation v(t′) = −µ for some integer
µ > 0. Take the character σ defined in (5.1.1) to be unramified. Furthermore,
let ψ be an additive character with conductor p−µ.
Take the Schwartz function φ to be
φ = charO××(t′+O) . (5.1.28)
Then the associated Whittaker function W2 = W2(g, s, φ, η1, η2) is invariant
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under K1(p








|x|1−s(1− q−1)−1, x ∈ O\{0}
0, otherwise.
(5.1.29)
Proof. Notice that since the chosen Schwartz function φ = charO××(t′+O)
is invariant under K1(p
µ+1), the associated section and hence the Whittaker
function will also be right invariant under the same group.


























Under our assumptions that σ is unramified and ψ has conductor p−µ, this









dud×t = |x|1−s(1− q−1)−1. (5.1.31)
Proposition 5.1.7. Let p = ($) be the maximal ideal of O. Define the
following function:

























Proof. Since W2 is right invariant under K1(p
µ+1), we can take h = 1.
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Observe that if m ∈ O×, the sum of ψ(mx
$
) is just the sum of all q-th





) = 1 for all x ∈ Z/qZ. This shows (5.1.33) holds.
Computing the integral Now we abuse the notation and write W2 to
denote W̃2, the Whittaker function constructed in Proposition 5.1.7.
Recall that the Kirillov function W ( x 1 ) is actually a Schwartz function
on F× (ref. [God70, p 1.24, Theorem 3]). Its support is compact and we
assume that its intersection with O× is of the form
a+ pν (5.1.36)
for some ν ≥ 0 and a ∈ (Z/qνZ)×. Here if ν = 0, then 1 + pν := O×.
Proposition 5.1.8. Assume W (1) = 1. The following is valid at a bad
prime:
Z(s1,W2,W, ρ) = q2−(ν+µ)(q + 1)−1(q − 1)−2. (5.1.37)
Proof. From (5.1.26), f1 on G(O) is only nonzero when it is restricted to
K0(p
µ+1). Also we know from assumptions and constructions that W2 and
W are both K1(p
µ+1)-invariant.
So from Proposition 5.1.7 the integral Z(s1,W2,W, ρ) in (5.1.6) is reduced
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Instead of integrating over K0 we will do it over K1. In fact, the above








































From (5.1.27), we have
f1(1) = 1. (5.1.42)











µ+1)] = [G(O) : K0(pµ+1)]−1 = (1+q−1)−1q−µ−1.
(5.1.44)




To be able to obtain explicit results, we assume that the infinite component
ϕ∞ of the cusp form ϕ satisfies the following condition:
ϕ∞ ∈ B(χ1Θ1, χ2Θ2). (5.1.45)
We assume that W,W1 and W2 are constructed in the same way as in
section 3.3.4.
At archimedean places, the role of the open compact group K at a nonar-
chimedean place is now played by SO2(R) or SU2(C), depending on whether
the place is real or complex.
Real place












= LR(2s1 + |k|)LR(2s2 + |l|)LR(2s1 + 2s2 − 1 + |k + l|)JR(s1, s2, l, k).
(5.1.46)
where








s1 + s2 −
1
2




with I given by (3.3.45).






= ρ(t)|t|s1LR(2s1 + |k|). (5.1.48)
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= σ(−1)|t|1−s2LR(2s2 + |l|)I(s2, l, t). (5.1.49)


















Now put them together and notice that the integrand is SO2(R) invariant,
we obtain that the Rankin-Selberg integral is:







s1 + s2 −
1
2




Using Lemma 3.3.10, we get the following:
Corollary 5.1.10. If l > 0 and k + l < 0, then the Rankin-Selberg integral
has the following simplified expression:
4ikLR(2s1 + |k|)J̃R(s1, s2, l, k) (5.1.52)
where













































Proposition 5.1.11. As in Lemma 2.4.10 and Proposition 3.3.11, we as-
sume ρ = | |2λ1 , σ = | |2λ2 for some purely imaginary numbers λ1, λ2. The

















































= (2π)σρ(−1)(Re t)2s1+2s2−λ1−λ2−2|t|3−2s1−2s2K2s1+2s2−λ1−λ2−2(4πRe t),





Notice that each factor in the Rankin-Selberg integral is invariant under




We now put together local computations to get a global expression for the
Rankin-Selberg integral.
Now F denotes a number field. Let S be the set of bad primes.
Putting together formulae (5.1.19), (5.1.37), (5.1.46) and (5.1.54), we get:











LR(2s1 + |kv|)LR(2s2 + |lv|)LR(2s1 + 2s2 − 1 + |kv + lv|)JR(s1, s2, lv, kv)·∏
v complex
LC(2s1 + λ1,v)JC(s1, s2, λ1,v, λ2,v)
∏
v∈S
q2−(νv+µv)v (qv + 1)
−1(qv − 1)−2·
LS(2s1, ρ)LS(2s1 + 2, ρ)
−1LS
(













Now let F be a totally real number field of degree d.
Definition 5.1.13. By a holomorphic automorphic form on G(A), we mean
an automorphic form ϕ which is annihilated by the Maass lowering operators
Lj for each j, 1 ≤ j ≤ d:
Ljϕ = 0, (5.1.59)
















If ϕ is a holomorphic automorphic form onG(A) with weight k = (k1, ..., kd),
ki ∈ Z and central character ω which is trivial on the connected component
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of the identity in Z(F∞), then the Whittaker function at an archimedean
place is given by some exponential function. To be more precise, we know
the following:








where y ∈ A× with every archimedean component being positive and ε ∈ F×
which is totally positive, the following expression is valid of the Whittaker











where k is the corresponding weight of ϕ at such a real place.
Proof. This is a reformulation of the first Proposition in [Gar90, p.102].
Taking product over all the archimedean places, we can write:





















, and Tr εy =
∑
v|∞(εy)v.
Now we go back to the problem of computing the Rankin-Selberg integral
at an archimedean place.
Given a holomorphic Eisenstein series E2 on G(A) with weight l (multiple
index, same below), central character σ and a holomorphic cusp form ϕ on
G(A) with weight k + l, central character ω. Take E1 to be an Eisenstein
series satisfying the following conditions:
(1) The central character ρ of E1 satisfies ρσω̄ = 1.
(2) The weight of E1 is k.
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With the above conditions, the integrand in the Rankin-Selberg integral
is invariant under (SO2)
d and the centre Z(F∞).
Notice that now the weight of ϕ is assumed to be k+l as opposed to −k−l
assumed earlier. So the role of ϕ in the RS integral defined at the beginning
of section 5.1 is now played by ϕ̄ and the total weight in the integral is still
zero.
Now at an archimedean place, the local RS integral has the following
form:
Proposition 5.1.16. For an archimedean place, suppose the weight of E1, E2
and ϕ are k, l, k + l and ρ(−1)(−1)|k| = 1. Then the following is valid:








)Γ(s1 + l +
k
2




)π−(2s1+l)Γ(s1 − k2 )Γ(s1 + l +
k
2
), k < 0
(5.1.64)







= ρ(t)|t|s1LR(2s1 + |k|). (5.1.65)


















Now substituting the above expressions into the RS integral Z(s1,W2,W , ρ)
and noticing that we can take t > 0 in the integral since ϕ is holomorphic
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(ref. [Gar90, Remarks, p 104]), we get:

















= LR(2s1 + |k|)(4π)−(s1+l+
k
2





Recalling expressions for LR given in Lemma 2.4.8, we get the results.
Good primes
At good primes, we need to modify the general result in (5.1.19) as the
holomorphicity of E2 entails a condition on s2. In the special case of F = Q,
this condition is given by (iii) in Corollary 2.4.12. More generally,
Lemma 5.1.17. If Eisenstein series E2 given by (2.4.14) is holomorphic,
then it is of parallel weight (l, ..., l), l ∈ Z and also s2 = l2 .
Proof. Since we know that the Maass lowering operator Lj is left-
invariant, it suffices to consider Lj applied to the defining section f2 at a real
place, which by Lemma 2.4.8 is the following:














Direct computation shows that Ljf2 = 0 for all j, 1 ≤ j ≤ d implies that lj






Now substituting s2 =
l
2
to the general expression (5.1.19) gives the
following expression of the RS integral at a good prime:
Proposition 5.1.18.
Z(s1,W ,W2, ρ) =L(2s1, ρ)L(2s1 + 2, ρ)−1L
(














The expressions at bad primes are the same as in the general expression
(5.1.37).
Putting local expressions together
Proposition 5.1.19. Let F be totally real of degree d. Let ϕ be a holomor-
phic cusp form with weight (l + k1, ..., l + kd) and central character ω which
is trivial on the connected component of the identity in Z(F∞). Let E2 be
a holomorphic Eisenstein series of weight (l, ..., l) and central character σ.
Take E1 to be an Eisenstein series of weight (k1, ..., kd) and central character
ρ which satisfies ρσω̄ = 1.
At a bad prime in S, we choose the Schwartz function in f1 to be φ =
charpµ+1×O× as in Proposition 2.4.4 and that in E2 to be φ = charO××(t′+O)
as in Proposition 5.1.6.

















q2−(νv+µv)v (qv + 1)
−1(qv − 1)−2·
LS(2s1, ρ)LS(2s1 + 2, ρ)
−1LS
(
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