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Resumen
La dina´mica del tra´fico de extremo a extre-
mo en Internet es un problema complejo pa-
ra el cual los modelos disponibles son, en el
mejor de los casos incompletos. Esta comuni-
cacio´n describe nuevos mecanismos para re-
gulacio´n de la tasa de transferencia de extre-
mo a extremo en la capa de transporte por
medio de sistemas difusos. Se describen una
generalizacio´n basada en lo´gica difusa de los
mecanismos de control de flujo y congestio´n
de TCP (Transport Control Protocol), el di-
sen˜o de un regulador difuso basado en me-
canismo de ventana para TCP, as´ı como la
metodolog´ıa de disen˜o empleada para simu-
lar e implementar de manera experimental el
sistema. Se resume un estudio comparativo
del regulador difuso presentado frente a los
mecanismos tradicionales. El regulador difu-
so resulta u´til como enfoque de modelado y
proporciona significativas mejoras de presta-
ciones respecto a un conjunto de criterios.
Palabras Clave: TCP, Control difuso, In-
ferencia difusa, Control de flujo, Control de
congestio´n, Protocolo de transporte, Ventana
de congestio´n.
1. Introduction
La dina´mica del tra´fico de paquetes de extremo a ex-
tremo en Internet es un problema complejo para el
cual los modelos disponibles son, en el mejor de los ca-
sos, incompletos [7]. Dos a´reas de investigacio´n en este
a´mbito reciben amplia atencio´n actualmente: protoco-
los de transporte para redes de altas prestaciones, y
soluciones para nuevos servicios y aplicaciones.
Este trabajo ha sido financiado parcialmente por los
proyectos TEC2005-04359/MIC del Ministerio de Educa-
cio´n y Ciencia y TIC2006-635 de la Junta de Andaluc´ıa.
Los esquemas de regulacio´n de tra´fico desplegados ac-
tualmente en Internet (as´ı como las alternativas pro-
puestas) siguen uno de los dos enfoques siguientes [6]:
a) control distribuido entre los nodos finales, y b) pla-
nificadores de colas en routers o nodos intermedios. Por
ello, la regulacio´n de flujos de paquetes entre fuente y
destino puede involucrar a todos los nodos en el ca-
mino de extremo a extremo y se realiza tanto en cada
uno de los saltos entre nodos como entre los extremos
de las conexiones. As´ı, se tiene un sistema complejo
formado por mu´ltiples bucles realimentados cuyas in-
teracciones son dif´ıciles de modelar.
Ambos enfoques de regulacio´n de tra´fico se pueden re-
definir en te´rminos de sistemas difusos [12]. Mientras
que existen diversas propuestas de reguladores difusos
para colas de paquetes en routers de Internet [11], el
u´nico trabajo publicado sobre la aplicacio´n de sistemas
difusos a la regulacio´n de tra´fico de extremo a extre-
mo que conocemos [3] plantea un estudio preliminar
mediante simulacio´n off-line basado en un controlador
Takagi-Sugeno aplicado a algunos de los mecanismos
ba´sicos de TCP. Asimismo, se han propuesto sistemas
difusos para mejorar los esquemas de control de con-
gestio´n actuales en redes inala´mbricas [14, 4].
En esta comunicacio´n estudiamos el control de la tasa
de transferencia de extremo a extremo. Ma´s espec´ıfica-
mente, describimos un regulador difuso que generaliza
los mecanismos de control de flujo y congestio´n basa-
dos en ventana de TCP. As´ı, pretendemos proporcio-
nar una reinterpretacio´n de los mecanismos actuales,
que aporta diversas mejoras en cuanto a prestaciones
e interpretabilidad.
2. Generalizacio´n del Control de
Tra´fico de Extremo a Extremo
Basado en Ventana
Existen diversos esquemas de control de la tasa de
transferencia en protocolos de transporte de Inter-
net [7], de entre los cuales destacan los basados en
ventana y los basados en ecuaciones. El protocolo de
transporte predominante en la Internet actual, TCP,
define mecanismos de regulacio´n basados en ventana
para implementar funciones de control de flujo y con-
gestio´n.
Los mecanismos de control de la tasa de transferen-
cia de TCP comprenden cuatro algoritmos fuertemen-
te acoplados entre s´ı: slow start, congestion avoidance,
fast retransmit y fast recovery, definidos y ampliados
de manera progresiva durante las u´ltimas dos de´ca-
das [1, 9]. Por simplicidad, consideraremos en primer
lugar la versio´n simplificada de los mecanismos de con-
trol de flujo y congestio´n de TCP que se muestra en el
algoritmo 1.
Algoritmo 1 Esquema AIMD (Additive Increase
Multiplicative Decrease) Ba´sico
if congestion then
wi = dwi−1, (d < 1)
else
wi = wi−1 + u, (u wmax)
end if
Donde wi son los valores que toma consecutivamente
la ventana de congestio´n, definida como un valor de
referencia que limita la cantidad de datos sin recibo
acusado que una fuente de datos de una conexio´n TCP
puede transmitir. wmax es el producto retardo - ancho
de banda del camino de extremo a extremo. El algo-
ritmo trata de reaccionar con rapidez ante situaciones
de congestio´n. Cuando la red esta´ congestionada, se
adopta una ley de actualizacio´n de la ventana de con-
gestio´n de tipo multiplicativo, lo que bajo condiciones
de congestio´n persistente lleva a una reduccio´n expo-
nencial de la ventana de congestio´n.
Si no se detecta congestio´n, se adopta una ley de ac-
tualizacio´n de la ventana de congestio´n de tipo adi-
tivo. Pese a la efectividad de este esquema bajo un
gran rango de condiciones [9], bajo determinadas con-
diciones puede llevar a un pobre aprovechamiento de
los recursos de la red, especialmente en redes de altas
prestaciones, para las que en la actualidad existe una
gran actividad de investigacio´n en protocolos de trans-
ferencia eficientes, muchos de los cuales se han definido
como variaciones o ampliaciones de TCP [15, 6].
En este contexto, las interacciones entre los diferentes
componentes de la red conforman un sistema comple-
jo caracterizado por una dina´mica altamente no lineal
que dificulta el desarrollo, simulacio´n y prueba de es-
quemas de regulacio´n de tra´fico.
El algoritmo AIMD ba´sico distingue dos etapas en
la evolucio´n de la ventana de congestio´n. Cada etapa
corresponde a un estado de red claramente identificado
que lleva a la aplicacio´n de una ley de actualizacio´n de
la ventana de congestio´n espec´ıfica [9]. No obstante, es
comu´n que el estado real de la red no se pueda definir
ni conocer de manera un´ıvoca. Es decir, la lo´gica bina-
ria descrita no describe el sistema de manera correcta
en aquellas situaciones en que el estado de la red no se
corresponde con ninguna de las dos etapas considera-
das. En casos intermedios, la respuesta del sistema es
demasiado agresiva o demasiado conservadora. Pode-
mos forumlar una primera generalizacio´n del algoritmo
AIMD del siguiente modo [3]:
wi+1 = wi + αDfD(wi) + αIfI(wi) (1)
Donde fD y fI son funciones que establecen las leyes
respectivas de incremento y decremento de la ventana
de congestio´n, es decir, fI es una generalizacio´n de la
ley aditiva, mientras que fd generaliza la ley multipli-
cativa. αD y αI se pueden considerar valores de certeza
que representan en que´ grado se encuentra el sistema
en estado de congestio´n (decremento de la ventana)
o sin congestio´n (incremento de la ventana). Ambos
valores se pueden definir de manera mutuamente ex-
cluyente, αD, αI ∈ 0, 1;αD = αI .
3. Disen˜o de un Regulador Difuso de
Tra´fico de Extremo a Extremo
Basado en Ventana
De la ecuacio´n 1 se desprende la posibilidad de gestio-
nar el proceso de actualizacio´n de la ventana de con-
gestio´n mediante sistemas de inferencia difusa. En lu-
gar de considerar que la red se encuentra en un estado
de entre un conjunto de estados mutuamente exclu-
yentes, consideraremos que la red puede encontrarse
simulta´neamente en varios estados con un grado de
certeza variable. El grado de certeza se inferira´ me-
diante bases de reglas difusas.
La definicio´n completa del esquema de control de flujo
y congestio´n de TCP [1] comprende cuatro algoritmos
(slow start, congestion avoidance, fast recovery y fast
retransmit) para los cuales se define un conjunto de
aproximadamente 20 leyes o reglas de actualizacio´n de
la ventana de congestio´n. La definicio´n detallada de
estas reglas y su redefinicio´n en te´rminos de sistemas
difusos se puede consultar en [10].
En el esquema AIMD esta´ndar actual de TCP se de-
fine el para´metro ssthresh, que se emplea como valor
umbral para seleccionar las etapas slow start y conges-
tion avoidance segu´n se muestra en el algoritmo 2. Por
otra parte, las etapas fast retransmit y fast recovery se
activan cuando se detectan acuses de recibo repetidos
que indican posibles pe´rdidas de paquetes.
Algoritmo 2 Esquema AIMD esta´ndar
if w < ssthresh then
Realizar slow start
else if w ≥ ssthresh then
Realizar congestion avoidance
end if
Figura 1: Funciones de pertenencia de T loss y
Tconfidence
En el esquema ampliado mediante sistemas difusos que
proponemos, se definen tres fases de control de la ven-
tana de congestio´n (para slow start, congestion avoi-
dance y fast retransmit/fast recovery). Puesto que el
estado real de la red se conoce con cierto grado de in-
certidumbre, se considera que todos los estados se dan
al mismo tiempo con diversos grados de certeza. Tres
sistemas de inferencia difusa proporcionan como sali-
das estimaciones del grado en que se tiene la certeza de
que la red se encuentra en cada uno de los tres estados
definidos.
Las entradas consideradas son las siguientes: w, va-
lor actual de la ventana de congestio´n; ssthresh, valor
umbral de entrada en la etapa slow start; loss, por-
centaje de pe´rdidas acumulado durante la conexio´n;
rtt, tiempo de ida y vuelta de paquetes de extremo a
extremo; y timeout, activa si ha expirado algu´n tem-
porizador que indique que se ha de retransmitir un
paquete por no haberse recibido acuse de recibo.
La figura 1 muestra la definicio´n de etiquetas lingu¨´ısti-
cas para la entrada loss y la salida de los sistemas,
confidence, para la que se definen 7 etiquetas para
grados de certeza crecientes entre imposible (IM) y
cierto (CE). Se han definido etiquetas para los ran-
gos de valores considerados relevantes en los analisis
de prestaciones de TCP y otros protocolos relaciona-
dos [15, 4].
Las bases de reglas de los sistemas de inferencia del es-
tado slow start (SlowStartConfidence) y fast retrans-
mit/fast recovery (FRFRConfidence) se muestran en
las tablas 1 y 2, respectivamente. La base de reglas
del sistema de inferencia del estado congestion avoi-
dance (CongestionAvoidance) emplea las mismas en-
tradas que SlowStartConfidence. Ve´ase [10] para deta-
lles adicionales que no mostramos por restricciones de
Cuadro 1: Base de reglas SlowStartConfidence
timeout w ssthresh ss− w loss rtt conf.
VS x x x x x HI
S x x x x x HI
M x x x x x ME
H x x x x x ME
VH x x x x x IM
x IW x x x x CE
x S x x x x LO
x M x x x x LO
x H x x x x LO
x VH x x x x IM
x x VS x x x IM
x x S x x x LO
x x M x x x LO
x x H x x x LO
x x VH x x x ME
x x x VS x x IM
x x x S x x LO
x x x M x x ME
x x x H x x HI
x x x VH x x CE
x x x x VH VH IM
x x x x VH H LO
x x x x H VH LO
x x x x VS VS ME
Cuadro 2: Base de reglas FRFRConfidence
timeout ssthresh− w loss rtt conf.
VS x x x IM
S x x x IM
M x x x IM
H x x x IM
VH x x x CE
x VS x x IM
x S x x LO
x M x x ME
x H x x HI
x VH x x CE
x x VH VH CE
x x VH H HI
x x H VH LO
x x M H HI
espacio.
Las reglas de actualizacio´n de ssthresh y w empleadas
en las implementaciones comunes de TCP se mantie-
nen. Sin embargo, dado que el estado de la red es en
general incierto, todas las reglas se evalu´an simulta´nea-
mente y se aplican en un grado variable dado por los
tres sistemas de inferencia difusa. Las reglas asociadas
a las fases slow start y congestion avoidance son eva-
luadas en todo momento, mientras que las asociadas
a la fase fast retransmit/fast recovery son evaluadas
cuando se detectan paquetes de acuse de recibo du-
plicados. As´ı, mediante estos tres sistemas se puede
describir, utilizando reglas lingu¨´ısticas, estados de la
red cuya definicio´n formal puede alcanzar una gran
complejidad y no ser viable.
En el caso ma´s sencillo, los tres conjuntos de reglas
se combinan como sigue. Si denotamos por µss, µca
y µFRFR las salidas de los tres sistemas de inferencia
difusa, y por fSS , fCA y fFRFR los valores dados por
las reglas de actualizacio´n esta´ndar (que podemos ge-
neralizar como µi y fi (1 ≤ i ≤ n) para un nu´mero
variable n de estados de red (o etapas del algoritmo
de regulacio´n de transferencia, o conjuntos de reglas
de actualizacio´n)), definimos el grado de certeza de un




Donde las bases de reglas deben verificar
∑n
j=1 µj > 0.
La regla final de actualizacio´n de w se calcula como
la media ponderada de las reglas asociadas a todas
las posibles etapas de control (de manera ana´loga a la
ecuacio´n 1):




En el caso que describimos, n = 3. De este modo, se
combinan, empleando reglas lingu¨´ısticas, leyes de ac-
tualizacio´n de la ventana de congestio´n que han mos-
trado su efectividad bajo ciertas condiciones. Los con-
juntos de reglas lingu¨´ısticas pueden llevar a solucio-
nes de compromiso entre condiciones complejas. Por
ejemplo, algunas de las reglas asociadas a la etapa
fast retransmit normalmente implican una reduccio´n
dra´stica de la ventana de congestio´n. Cuando algunos
para´metros tomados como entradas de los sistemas de
inferencia indican que la red esta´ congestionada, tales
reglas de actualizacio´n son adecuadas. Sin embargo,
cuando la red no parece estar congestionada, un com-
portamiento ma´s agresivo del regulador puede mejorar
las prestaciones en te´rminos de tasa de transferencia y
velocidad de respuesta a problemas transitorios.
4. Metodolog´ıa de desarrollo y cadena
de herramientas
Como resultado de ma´s de una decada de investigacio´n
sobre la implementacio´n digital de sistemas difusos, el
IMSE ha desarrollado y consolidado metodolog´ıas de
disen˜o [2] y una cadena de herramientas de CAD [13]
que cubren el flujo de disen˜o de sistemas difusos. Con
el entorno Xfuzzy como base, se han articulado una
metodolog´ıa y una cadena de herramientas adaptada
al desarrollo de mo´dulos de inferencia difusa para regu-
lacio´n de tra´fico de Internet, segu´n se esquematiza en
la figura 2. Asi, queda cubierto todo el proceso de de-
sarrollo, desde la etapa inicial de descripcio´n median-
te un lenguaje de alto nivel hasta su implementacio´n
como componentes software.
Las etapas posteriores a la especificacio´n se han adap-
tado al disen˜o de reguladores de tra´fico del siguiente
Figura 2: Flujo de disen˜o de sistemas difusos
modo. Para simular el procesamiento y control de tra´fi-
co de red se emplea el simulador ns-2 [8], un simulador
discreto dirigido por eventos que soporta una extensa
variedad de protocolos y sistemas de colas, as´ı como
esquemas de rutado y de acceso al medio, y reproduce
el comportamiento de la pila de protocolos completa
de cada nodo de una red simulada. Los reguladores
difusos se integran dentro de ns-2 como componentes
implementados en C. La verificacio´n se realiza median-
te implementaciones del protocolo TCP en espacio de
usuario, en concreto se ha empleado la herramienta
atou [5], ampliada segu´n se describe en el apartado 6.
5. Resultados de Simulacio´n
La simulacio´n de los sistemas difusos se ha realizado
mediante el simulador ns-2 [8], el esta´ndar de facto
dentro la comunidad de investigadores en protocolos
Internet. Mostramos resultados de una comparacio´n
entre TCP Reno [1] (la versio´n de TCP ma´s exten-
dida actualmente en Internet), HighSpeed TCP [6] y
el sistema difuso descrito en esta comunicacio´n, que
denominaremos Fuzzy TCP.
En la figura 3 se compara la evolucio´n de la ventana de
congestio´n para los tres sistemas, mientras que la figu-
ra 4 contrasta la evolucio´n de la tasa de transferencia.
En el escenario de red simulado se establecen conexio-
nes TCP durante 10 segundos a trave´s de caminos de
extremo a extremo con 10 nodos intermedios, cuello de
botella de 100Mbps de ancho de banda en los bordes
y 400ms de tiempo de ida y vuelta medio. Se simulan
asimismo pe´rdidas aleatorias en uno de los nodos in-
termedios, y se introduce tra´fico cruzado con diversas
fuentes, caminos y tiempos de ida y vuelta, consisten-
te en un 10% de tra´fico UDP y 90% de tra´fico TCP
Reno.
Como conclusio´n general, la versio´n difusa de TCP
muestra mayor robustez ante pe´rdidas. Por ello, la tasa
de transferencia final se incrementa (aproximadamen-
te en un 12% y 11% frente a TCP Reno y HighSpeed
Figura 3: Evolucio´n de la ventana de congestio´n (si-
mulacio´n)
Figura 4: Evolucio´n de la tasa de transferencia (simu-
lacio´n)
TCP, respectivamente). Otras simulaciones realizadas
en un conjunto de escenarios respresentativo y con con-
diciones de congestio´n elevada confirman que el regu-
lador difuso reacciona de manera ra´pida y adecuada.
Asimimo, se satisfacen los principios de equidad [15]
considerados comunmente en el disen˜o de esquemas de
control de congestio´n de extremo a extremo en Inter-
net.
6. Resultados de Implementacio´n
Se ha desarrollado una implementacio´n experimental
de TCP con ampliaciones difusas como implementa-
cio´n en espacio de usuario (en lugar de en el nu´cleo
del sistema operativo). De este modo, la flexibilidad
de experimentacio´n es mayor. La herramienta realiza-
da esta´ basada en la utilidad ((Almost TCP over UDP))
(atou) [5]. Se han efectuado los cambios necesarios en
atou para incorporar el esquema de inferencia difusa
Figura 5: Evolucio´n de la ventana de congestio´n (im-
plementacio´n)
Figura 6: Evolucio´n de la tasa de transferencia (imple-
mentacio´n)
presentado anteriormente. Estos sistemas se generaron
como co´digo C empleando el entorno Xfuzzy. La he-
rramienta atou modificada genera registros detallados
de eventos y trazas de paquetes con nivel de detalle
configurable.
Se han introducido adema´s modificaciones para acti-
var y desactivar opciones de control y algoritmos com-
plementarios de TCP. De este modo, se dispone de un
entorno flexible para experimentar con implementacio-
nes de TCP significativamente modificadas entre dos
nodos cualquiera de Internet.
Mostramos una comparacio´n de las tres variantes de
reguladores de TCP comparadas anteriormente me-
diante simulacio´n. Las figuras 5 y 6 comparan la evo-
lucio´n de la ventana de congestio´n y la tasa de trans-
ferencia. El escenario de red es el siguiente: dos nodos
transfieren datos durante 10 segundos; el camino de la
conexio´n TCP contiene 5 nodos intermedios. El cue-
llo de botella del camino es 100Mbps y el tiempo de
ida y vuelta medio es 110ms aproximadamente. As´ı,
se confirman los resultados de simulacio´n en cuanto a
las mejoras en robustez y volumen de transferencia. La
mejora global de la tasa de transferencia es de aproxi-
madamente un 15% y un 13% frente a TCP Reno y
HighSpeed TCP, respectivamente.
7. Conclusiones
Se ha presentado una reinterpretacio´n de los mecanis-
mos de control de flujo y congestio´n de TCP en te´rmi-
nos de lo´gica difusa. El modelo difuso descrito da una
perspectiva basada en reglas de los esquemas de regu-
lacio´n de tra´fico actuales, constituyendo una primera
aportacio´n en la aplicacio´n de sistemas difusos a la
inferencia de estados de la red en nodos finales.
Los resultados de simulacio´n e implementacio´n mues-
tran que el sistema presentado mejora las prestaciones
respecto a un conjunto de criterios que incluye veloci-
dad de convergencia a la tasa de transferencia alcan-
zable, volumen final de transferencia y magnitud de
las oscilaciones en torno a la tasa estabilizada para
transferencias prolongadas. El enfoque seguido facili-
ta asimismo la definicio´n de soluciones de compromiso
aptas para diferentes requisitos de usuario.
Como continuacio´n de la l´ınea de desarrollo iniciada
aqu´ı consideramos la incorporacio´n de entradas adicio-
nales y el empleo de te´cnicas de aprendizaje supervi-
sado con objeto de refinar las reglas a priori definidas.
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