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Smart civil engineering structures incorporate electronic devices to generate information that can
be used for enhancing their own performance and/or the performance of other related systems.
Three main components can be typically integrated with a structural system in order to generate a
smart structure: sensing and sensor networks, data processing and decision-making, and actuation
and control. This dissertation contributes to the state of the art of smart structural technologies for
civil infrastructure through investigations on each one of these areas. For the area of sensing and
sensor networks, fieldwork on structural health monitoring (SHM) was performed. In particular,
it was demonstrated that it is possible to use infrasound measurements to identify low-frequency
global vibrations of in-service highway bridges. In the area of data processing and decisionmaking, field and numeric research was conducted on Bridge Weigh-In-Motion (BWIM). This
research provided insight on the sensitivity and efficacy of the strain-only influence area method
under different experimental conditions. Finally, in the area of actuation and control, numerical
research was performed on seismic protective systems. The studies on this section include both
passive and semi-active control strategies for the connected control method of adjacent baseisolated buildings. It is shown that coupling adjacent base isolated building have the potential to
reduce the base displacements without compromising the floor accelerations.
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CHAPTER 1. INTRODUCTION
The fundamental task of structural engineering is to provide society with adequate
structural systems. Adequate structures can be defined as those who can safely fulfill their
function, in agreement with economy, constructability, sustainability and aesthetics (Gutierrez
2000). With time, advances in this field along with changes in the needs from society, the
boundaries of structural adequacy are continuously expanding towards more strict performance
objectives. This tendency has incentivized structural engineering community to explore the use of
technologies that were traditionally applied in other disciplines, such as aerospace and mechanical
engineering (Housner et al. 1997), giving birth to the concept of smart structural systems for civil
engineering. Smart structures can be defined as those who incorporate electronic technologies to
generate information that can be used to enhance their own performance, and/or the performance
of other systems. In other words, structural systems are integrated with instruments such as sensors,
data acquisition units, signal conditioners, processing units, controllers, actuators and others
(Zhang and Lu 2008).
Smart structures integrate traditional structural systems with a sensor system, a data
processing and decision-making system, and a potential actuation and control system. This is
shown in the conceptual representation of Figure 1.1. The sensor system collects, stores and
transmits data corresponding to parameters of interest such as displacements, strains, accelerations,
and temperature, among others. Then, the collected information is processed by the data processing
system, which generates key knowledge that is used later on to make decisions. Depending on the
purpose of the smart structure, these decisions can be made by professionals or by the system itself.
Finally, if the smart structure is equipped with control capabilities, the knowledge generated can
be used to modify its dynamic mechanical response.
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Figure 1.1. Conceptual representation of smart structural system
(adapted from Zhang and Lu, 2008)

These three areas involve knowledge in electronics, materials science, data processing,
controls, and information technology, among others. These areas evolve quickly, and new
technologies are being generated every day. Since smart structural systems are still in early stages
(Zhang and Lu 2008), research is required on the application of technologies with different levels
of maturity. Given this context, this dissertation seeks to advance the field of smart structures by
performing investigations on the three core components mentioned earlier.

1.1. RESEARCH OBJECTIVES
The objective of this research is to contribute to the state of the art of smart structural
technologies for civil infrastructure, by conducting investigations that span over the three core
components of smart structures, as describe previously. In order to achieve this goal, the following
research tasks have been conducted:
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1.1.1. Sensing and sensor networks


Demonstration of the feasibility of using infrasound measurements to identify lowfrequency vibrations of in-service highway bridges.



Application of machine learning techniques to demonstrate the feasibility of reducing the
number of records needed for obtaining dynamic properties of bridges from infrasound
measurements.

1.1.2. Data processing and decision-making


Evaluation the efficacy of a novel truck-speed calculation method for Bridge-Weigh-InMotion, through field tests performed on different kind of bridges and different sensor
systems



Identification of the sensitivity of such method to different field conditions such as noise
level, location of the sensors and sampling rate, by means of a numerical investigation.



Demonstration of the applicability of a novel shear-based Bridge-Weigh-In-Motion
method that is based on the magnitude of the discontinuity of the shear strain measurements
on a bridge girder

1.1.3. Actuation and control


Examination of the frequency-domain performance of the connected control method for
base isolation of adjacent buildings.



Evaluation of the behavior of connected control method for realistic models of adjacent
base-isolated buildings under the effects of long-period long-duration earthquakes.
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Investigation of the seismic performance of a semi-active control strategy for adjacent
base-isolated buildings that are connected with a 200kN MR damper.

1.2. OUTLINE OF THE DISSERTATION
This dissertation is organized in six chapters and one appendix, according to the
aforementioned areas of smart structure technologies. The outcomes of the research conducted are
already available on the literature or are on the track of being published. Each chapter is intended
to resemble, as much as possible, the published contributions on each area.
Structural dynamic properties of bridges can be found experimentally either under
controlled-force conditions or under the vibrations caused by ambient actions (Sohn et al. 2004).
In bridges it is not always practical to implement forced excitation because of their size and
because it typically implies the disruption of traffic flow (Farrar and James 2007). In addition, it
might be difficult to measure the input excitation on a bridge due to the nature of the traffic loading.
Therefore, output-only approaches are often preferred for system identification of bridges (Li
2014). Traditionally, the response parameters considered in ambient vibration tests are measured
directly on the structure. In Chapter 2, it was explored, instead, the feasibility of the use of
infrasound measurements for structural health monitoring of in-services highway bridges. This
method proposes to identify dynamic properties of a bridge through the observation of changes
produced on its surrounding medium, which is the air at atmospheric pressure. As a non-contact
strategy, the use of microphones for bridge system identification has the potential to reduce the
cost of the system and improve safety during the installation works, with little traffic disruption.
In addition, if implemented as portable systems, a microphone-based strategy would ease
monitoring of a bridge network. This is especially true after extreme events such as earthquakes,
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where rapid evaluations of the infrastructure are crucial for making time-sensitive decisions. The
knowledge generated on this part of the research is reflected on the following publications:



Lobo-Aguilar, S., Christenson, R.E., Jang, S., Li, J. Park, S. “Infrasound-Based Structural
Health Monitoring of an In-Service Highway Bridge”. Proceedings of the 96th Annual
Meeting, Transportation Research Board.



Lobo-Aguilar, S., Jiang, Z., Christenson, R.E. “Infrasound-Based Non-Contact Sensing
for Bridge Health Monitoring” – Journal of Bridge Engineering (under review)

Acquiring accurate information about trucks that travel over a highway is essential to the
administration of infrastructure. One possible way to obtain such information is to install sensors
in the bridges, such that the dynamic response of them can be associated with the properties of the
traffic. This technique is called Bridge Weigh-In-Motion (BWIM) and with years, it has been
proposed multiple measurement and post-processing techniques to implement them (Lechner et al.
2013). BWIM methods have been successfully utilized in different countries around the world
(Christenson and Motaref 2016; Munoz et al. 2011; O’Brien et al. 2012), but they there is still the
need to improve their accuracy and find ways to ease their field implementation. Along these lines,
Chapters 3 and 4 provide insight on the efficacy of one of the existing influence area methods by
means of examining a novel speed calculation method, both numerically and experimentally. The
outcomes of the research in this area, which has been synthetized onto the following publications:
In addition, a simplified shear-strain based method is also explored as an alternative to
flexural-strain based methods, which depend on loading conditions and the type of the bridge to
instrument. To minimize such dependence, shear response of the bridge has been proposed for
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BWIM (O’Brien et al. 2008; Helmi et al. 2012; Bao et al. 2016; Kalhori et al. 2017). The literature
review shows that existing shear strain-based methods still require measured or modeled functions
of the influence lines for obtaining the desired GVW. Influence lines are dependent on the
structural properties of the bridge, which can result in error in the BWIM calculations. This
research proposes a novel shear strain based post-processing BWIM technique that does not
depend on bridge influence lines, using sudden reversal of shear strains for correlation to trucks
GVW.



Lobo-Aguilar, S., Christenson, R.E., Jang, S., Motaref, S. “Advancing the State of Bridge
Weigh-In-Motion for the Connecticut Transportation Network”. Technical Report CT2290 (final report submitted for review)



Lobo-Aguilar, S., Christenson, R.E. “Effect of the signal noise, location of the sensors and
sampling rate on the strain-only BWIM method”. Metodos y Materiales, 6(1), 2017.

Over the past decades, seismic protective systems have gained attention as a way to
enhance the performance of structures under the effects of ground motions (Housner et. al 1997).
As a result, different passive, active and semi-active control strategies have been developed.
Among these seismic protective systems, base isolation systems remain within the most widely
studied and implemented (Warn and Ryan 2012; Morgan and Mahin 2011). Base isolation is
effective when the predominant frequencies of the ground motion are sufficiently higher than the
fundamental natural frequency of the isolated structure. However, long-period long-duration
excitations amplify the response of these lower-frequency structures, causing large displacements
that can result in pounding and damage to the base isolators (Asai and Spencer 2015). These large
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displacements can be reduced by placing additional damping at the isolation layer (Morgan and
Mahin 2011). However, this has the counter effect of decreasing the isolation. The connected
control method (CCM) has been proposed as another type of seismic protective system (Seto 1994;
Klein et al. 1972; Kunieda 1972). The main idea of this technique is to connect two or more
adjacent structures together, such that energy dissipation is shared between the multiple structures.
MR dampers have been suggested for this application, because they require low power, are stable
in nature, and have a large dynamic range and a large temperature range and can produce large
forces at low velocities. In addition, MR dampers are comparatively small and have few moving
parts, which makes them more appealing for civil engineering applications (Christenson and
Spencer 2000; Jiang and Christenson 2012). Recent research has examined various combinations
of the CCM with base isolation (Taniguchi et al. 2016; Murase et al. 2013; Shrimali et al. 2015).
The application of CCM on adjacent base isolated buildings is examined in Appendix A for ideal
passive behavior. In Chapter 5, it is discussed the use of the connected control method as a way to
achieve a better seismic performance of adjacent base-isolated buildings. This has the potential to
benefit two separate adjacent base-isolated buildings, or a single in-plan irregular base-isolated
building where structural joints are introduced to avoid torsional effects. Furthermore, based
isolated CCM can applied for the isolation of delicate instruments such as medical devices,
computer servers and others. The following publications have been generated from the results of
this portion of the research:
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Lobo-Aguilar, S., Christenson, R.E., Brewick, P., Johnson E.A. “Seismic Protection of
Adjacent Base-Isolated Buildings Using The Connected Control Method”. Proceedings of
the 16th World Conference on Earthquake Engineering, Santiago, Chile, 2017.



Lobo-Aguilar, S., Christenson, R.E., Yu, T., Johnson, E.A., Jiang, Z. “Connected Control
Method For Adjacent Base-Isolated Buildings Using a 200kN MR Damper”. Proceedings
of the 11th National Conference on Earthquake Engineering, Los Angeles, California, 2018



Lobo-Aguilar, S., Christenson, R.E., Yu, T., Johnson E.A., Jiang Z. “Semi-active
Connected Control Method For Adjacent Base-Isolated Buildings” – (to be submitted)

Finally, Chapter 6 summarizes the findings from each one of the areas and draw
conclusions from them.
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CHAPTER 2. INFRASOUND-BASED

NON-CONTACT

SENSING

FOR

BRIDGE

STRUCTURAL HEALTH MONITORING

ABSTRACT
This paper demonstrates the potential benefits and limitations of low frequency acoustic
measurements to capture the dynamic properties of an in-service highway bridge in Connecticut
as an application of non-contact structural health monitoring (SHM). The results of a frequency
domain peak-picking method using a traditional accelerometer-based SHM system are verified
through the modal analysis of a three-dimensional finite element (FE) model and used as a baseline
to confirm the feasibility of the proposed infrasound-based approach. Field results using a
microphone for non-contact SHM of an in-service highway bridge are presented and compared to
the baseline results. An attention model from machine learning is proposed to increase the signal
to noise ratio of the measurements and provide an unbiased rapid means of identifying the modal
frequencies of the bridge.

2.1. INTRODUCTION
Highway bridges are critical elements of the transportation infrastructure. Given the
significant loads they sustain over their long service lives, they are prone to structural damage.
Due to the large uncertainty of the loads and uncertainty of the bridge characteristics themselves,
the onset of such damage is largely unknown. The negative impact of a damaged bridge rendered
out-of-service during its repair is extreme. Alternatively, the premature repair of a highway bridge
with many remaining years of service life is a poor use of resources. Both scenarios have a large
impact on the society and the economy as a whole. In order to more effectively maintain highway
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bridges operational, their structural integrity should be regularly assessed, whereby owners and
engineers can prevent problems and proactively repair or replace the bridge infrastructure with
limited resources.
In current practice, most bridge owners in the United States (U.S.), such as state
Departments of Transportation (DOTs), rely on visual inspection to examine the structural
integrity of bridges. These routine inspections are required at least every 24 months based on the
National Bridge Inspection Standards by the Federal Highway Administration (FHWA) (FHWA
2004). Visual inspection has been identified as time consuming, cost inefficient, and subjective
(Zhao and Haldar 1996; Kong and Li 2018). Vibration-based structural health monitoring (SHM)
has been proposed to provide an effective approach to assess the structural condition of bridges.
SHM involves the use of sensors, communication systems and damage detection algorithms to
identify significant changes in the mechanical properties or boundary conditions of the structure
(Mufti et al. 2004; Balagueas 2006). A main task of SHM is to identify the inherent dynamic
properties of a structure, such as the resonant frequencies. Traditional SHM systems are designed
to identify dynamic properties through measurements such as strain, acceleration, displacement,
and temperature, using a variety of sensor technologies that are in contact with the structure (Sohn
et al. 2004; Rice and Spencer 2009). These systems have significant deployment and operation
costs associated with field installation of the sensors and networks on operational highway bridges.
The use on non-contact sensors has been proposed for SHM purposes, as is the focus of
this special issue. For example, techniques based on the use of Laser Doppler vibrometers, thermal
sensors, interferometer radar systems, GPS sensors, and video recording devices have been
suggested (Cha and Choi 2017; Gentile and Bernardini 2010; Kohut et al. 2013; Kong and Li 2018;
Nassif et al. 2005; Rothberg et al. 2017; Yeum and Dyke 2015; Yoon et al. 2016). Non-contact
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SHM systems show potential as they eliminate physical installations of the sensors onto the bridge
superstructure and can reduce the challenges associated with the wired and/or wireless networks.
Furthermore, time-sensitive situations, such as following extreme events like earthquakes,
hurricanes, floods, fires, tsunamis, and explosions, might require rapid assessment of the global
conditions of the structure, for which contact systems requiring sensor installation might be either
too expensive or too slow to practically deploy. As such, it is valuable to explore sensing
alternatives that can provide useful vibration-based information about the structural condition of
the infrastructure in a rapid and inexpensive manner.
This paper proposes the use of a microphone located beneath an in-service highway bridge
to measure the infrasound response of the bridge as an alternative non-contact sensor for the SHM
of highway bridges. A brief description of the in-service highway bridge used in this study is
provided. A frequency domain analysis using a traditional accelerometer-based SHM system to
identify the vibration modes of the bridge structure is presented as a baseline. The baseline results
are verified using a finite element (FE) model and the sensitivity of the bridge's dynamic
characteristics to temperature variation is demonstrated. The infrasound-based SHM approach
using a microphone is presented and compared to the baseline results. The potential benefits and
limitations of using microphones as non-contact cost-efficient sensors for the SHM of bridge
structures are discussed.

2.2. MONITORING OF AN IN-SERVICE HIGHWAY BRIDGE
The in-service highway bridge considered in this paper carries three (3) lanes of traffic on
Interstate 91 (I-91) northbound over Baldwin Avenue, in Meriden, Connecticut. The single span
composite bridge was built in 1964. The bridge has eight steel girders and a concrete deck,
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supported on fixed bearings at the south end and on self-lubricating bronze expansion bearings at
the north abutment. The girders are connected transversely with C-shaped steel diaphragms. The
bridge is 25.90 m long and 16.76 m wide, with approximately 12% skew and 3% longitudinal
slope. Vehicles travel over the bridge in three 3.66 m wide lanes, all traveling northbound. A
picture of the elevation view is shown in Figure 2.1 (a).
The bridge was instrumented with a wired monitoring system in 2010 as part of a research
effort between the University of Connecticut and the Connecticut Department of Transportation
(ConnDOT) (Christenson and Motaref 2016; Christenson et al. 2016). In total, 38 sensors were
affixed to the superstructure itself, including accelerometers, strain sensors and temperature
transducers. In addition to these traditional sensors, a microphone was installed under the bridge
attached to the top of a modified traffic cabinet housing of the data acquisition equipment in 2013,
as pictured in Figure 2.1 (b). The locations of the sensors that are relevant for this study are shown
in Figure 2.1 (c).
The three (3) accelerometers shown in Figure 2.1 are PCB Piezotronics model 393B12
seismic high sensitivity accelerometers, which are located at the midspan of lane 3, the threequarter span of lane 2, and the three-quarter span of lane 3. These accelerometers have a frequency
range of 0.15 Hz to 10,000 Hz and sensitivity of 10 V/g. To capture the temperature variations of
the bridge, resistance temperature detectors (RTDs), with a temperature range of -50 °C to +200.0
°C, were installed on the bridge steel girders, collocated with the accelerometers, as part of the
monitoring system. The RTDs are single platinum low range thin film model RBF185L sensors
for general use, manufactured by Pyromation Inc.
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(a) Elevation view of the Meriden Bridge

(b) Microphone

(c) Sensor layout

Figure 2.1. In-Service highway bridge on I-91 Northbound, Meriden, Connecticut.

The sensor measurements are digitized using data acquisition hardware from National
Instruments (NI) Corp., model cDAQ-9178 CompactDAQ chassis with a 32-bit resolution. The
data acquisition modules used for the accelerometers and the microphone were NI 9234 IEPE with
a 24-bit resolution and a built-in anti-aliasing filter. For the temperature detectors, a NI 9217 100
Ω RTD was used, also with a 24-bit resolution. A desktop computer running Windows operation
system was installed to enable data collection using MATLAB together with the Data Acquisition
Toolbox. The system was programmed to save five-minute time histories from all sensors
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approximately each hour. All data samples were collected at a sampling rate of 2048 Hz. The data
was saved to an external hard drive located at the bridge.

2.3. TRADITIONAL STRUCTURAL HEALTH MONITORING RESULTS
A vibration-based method to determine structural dynamic properties utilizing ambient
vibration due to the in-service vehicle loading is considered in this paper (Sohn et al. 2004). The
input loading is unknown and only the bridge response measurements are used. Producing known
and measured inputs is challenging for an in-service highway bridge, as the disruption of the traffic
flow is undesirable (Farrar and James 1997). Therefore, output-only SHM approaches are often
preferred for system identification of bridges (Li 2014). Traditionally, the response parameters
considered in ambient vibration tests are measured directly on the structure using different types
of sensors. Strains, accelerations and deflections are among the most common response parameters
measured for in-service highway bridges.
Among the available ambient vibration methods, frequency domain peak-picking has been
used widely in civil engineering due to its simplicity. The ease of this method makes it ideal for
exploratory studies as presented herein. This method is considered particularly useful in structures
whose modal frequencies are well-separated (Andersen et al. 1999). Here, a time record of a certain
structural response 𝑥𝑘 (𝑡), which is assumed both stationary and ergodic, is treated as the 𝑘-th
sample signal of an ensemble of data sets corresponding to a stationary random process. From such
a record, it is possible to obtain the auto-power spectral density (PSD) of the signal, 𝐺𝑥𝑥 , as a
function of the frequency 𝑓 by means of the expression

1

𝐺𝑥𝑥 (𝑓) = 2 lim 𝑇 𝐸[|𝑋𝑘 (𝑓, 𝑇)|2 ]

(2.1)

𝑇→∞
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where 𝑋𝑘 (𝑓, 𝑇) is the finite Fourier transform of 𝑥𝑘 (𝑡) over a finite time interval 0 ≤ 𝑡 ≤ 𝑇 and
𝐸[∙] is the expected value operator (Bendat and Piersol 2010). In practice, these functions are
estimated in digital computers through available algorithms such as the Welch’s periodogram
method (MathWorks 2018). The peaks of 𝐺𝑥𝑥 will identify, in general, the natural frequencies of
the structure. The resonant frequencies of the highway bridge in this study is observed to be
dependent on the temperature. To insure meaningful results, data over narrow temperature ranges
must be considered. The authors have observed that for this bridge, using a larger temperature
range produces inaccurate results. As such, data will be presented here for measured average
temperature, averaged over the three RTDs, from 18.3°C (65.0 °F) to 19.7°C (67.5 °F), referred to
as moderate temperature conditions. Average PSD functions of the three accelerometers are shown
in Fig. 2 for the moderate temperature conditions. These results were processed using 60 fiveminute time history data sets, measured once an hour, from May 10, 2014 through June 10, 2014.
From Figure 2.2, peaks in the PSD are observed to be at 4.41 Hz, 5.56 Hz, 6.66 Hz, 9.25 Hz, and
13.56 Hz.
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Figure 2.2. Accelerometer PSD functions for moderate temperature condition

A three-dimensional finite element (FE) model (Lobo-Aguilar et al. 2017) is used to verify
the agreement between peaks of the accelerometer PSD functions and vibration modes of the
highway bridge. The FE model was constructed using the software SAP 2000. Geometry and
mechanical properties of materials used to build the FE model were obtained directly from the
construction drawings provided by ConnDOT. Steel sections were modeled using thin shell
elements to represent web and flanges of A36 steel (yield stress of 248 MPa) W36x200 sections.
The bottom flange thickness includes the 31.8 mm (1.25 in) thick steel plates that were used to
reinforce the girders. In the FE model, girders were connected with each other using frame
elements to resemble C15x33.9 sections. These C-shapes were connected perpendicularly at
midspan and ends of the girders. The concrete deck and the safety curb were also modeled as thin
shell elements, with nominal compressive resistance of 27.5 MPa (4000 psi). Rigid frame elements
were included at the connecting corners of the steel and concrete shell elements, in order to ensure
shear force transmission. The supports of the bridge were modeled as pinned at one end and semirollers at the other one. Elastic springs were introduced in the semi-roller side to add stiffness in
the longitudinal direction.
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The first five mode shapes and corresponding frequencies of the FE model are shown in
igure 2.3. The contours represent the normalized modal displacements for each mode. Modes
higher than the 5th mode are more closely spaced (e.g. the 6th through 11th modes from the FE
model are all between 14.38 Hz and 20.91 Hz) and are not appropriate for a peak-picking SHM
approach. In addition, the first five modes concentrate nearly 80% of the mass participation in the
vertical direction. Therefore, the discussion of this work is focused on the first five modes of the
bridge. When compared to the peaks of the experimentally measured PSDs from Figure 2.2, the
first five natural frequencies obtained from the FE model are within 2.2%, 0.2%, 3.7%, 0.1% and
0.5%, respectively. As such, the FE model modal analysis is considered to verify that the peaks of
the accelerometer PSDs indeed correspond to the first five modes of the bridge.

Mode 1: 4.51 Hz

Mode 2: 5.55 Hz

Mode 4: 9.24 Hz

Mode 5: 13.49 Hz

Mode 3: 6.42 Hz

Peak observed
Peak not observed

igure 2.3. Deformed shapes from finite element model
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Of interest to note is that individual accelerometers are not able to observe all of the modes
(as indicated in igure 2.3 with Xs). Specifically, while all three accelerometers can pick up the first
mode of the bridge, the accelerometer 2 in lane 2 of the bridge does not observe the second mode,
likely because accelerometer 2 is located on the node of mode 2. Similarly, accelerometers 1 and
3 (both on lane 3) cannot measure mode 3, which has a node down the center of lane 3.
Accelerometer 2 cannot measure mode 4, again being located on the node of this mode down the
centerline of the bridge. Lastly, accelerometer 1 at the mid-span of the bridge cannot measure
mode 5 with a node at the center of the bridge. It is not a fault or defect of the accelerometer sensors
that they are not able to measure all modes, but simply a matter of not being in a position on the
bridge to capture significant energy at certain modes.
To illustrate the effect of temperature on the bridge dynamics, as well as to provide an
opportunity to demonstrate the ability for sensors to detect typical variations in dynamic properties,
the PSDs for the three accelerometers are also provided for cold temperature conditions, as shown
in Figure 2.4. For the purpose of this paper, the cold temperature conditions refer to temperatures
from -2.5°C (27.5 °F) to -1.1°C (30.0 °F). In total, 60 of the five-minute time history data,
measured once an hour, from December 20, 2013 through January 19, 2014. From Figure 2.4,
peaks in the PSD are observed around 4.72 Hz, 5.50 to 6.63 Hz, 7.34 Hz, 11.47 Hz, and 14.69 Hz.
A comparison of the natural frequencies between the moderate temperature and cold temperature
conditions is provided in Table 2.1. Variation of candidate peaks with temperature and comparison
to FE model, along with the FE model natural frequencies. It is shown in these results that when
the temperature decreases from moderate to cold conditions, the natural frequencies for the first
five modes increase.
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Figure 2.4. Accelerometer PSD functions for cold temperature condition

Table 2.1. Variation of candidate peaks with temperature and comparison to FE model
Peak number

FE
Model

Moderate temperature
condition

Cold temperature
condition

1

4.51 Hz

4.41 Hz

4.72 Hz

2

5.55 Hz

5.56 Hz

6.63 Hz

3

6.66 Hz

6.66 Hz

7.41 Hz

4

9.24 Hz

9.25 Hz

11.44 Hz

5

13.49 Hz

13.50 Hz

14.91 Hz

The change in natural frequency is speculated to be an indication of changes in the
boundary conditions of the bridge (Lobo-Aguilar et al. 2017). For example, larger friction forces
in the bearings may be generated during cold temperatures, preventing free contraction and
therefore increasing the stiffness of the bridge. Regardless of the mechanism, the cold temperature
condition PSDs show a clear shift in the natural frequencies of the bridge. At the frequencies of
the second and third modes, it can be observed in Figure 2.2 and Figure 2.4 that the energy is more
widely distributed over a frequency range, perhaps an indication of multiple linear states that the
bridge is responding in or general nonlinear behavior of the bridge. This behavior, while curious,
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is not the focus of this paper but is presented to illustrate the challenge in measuring dynamic
properties of actual highway bridges in the presence of variation in temperature and the need for
robust sensors.

2.4. INFRASOUND-BASED STRUCTURAL HEALTH MONITORING
The use of sound waves have been proposed for the identification of mechanical properties
of structures, under diverse realizations. Farshidi et al. (2010) used a microphone array with six
microphones to determine the natural frequencies and mode shapes of a small cantilevered-beam.
In civil structures, it is well known the use of the acoustic emission (AE) technique, which focuses
on local damage to specific elements of interest (Behnia et al. 2014; Zaki et al. 2015). For example,
Han et al. used six piezoelectric sensors attached directly onto a 5.9 m scaled bridge model in the
laboratory to detect cracks (Han and Xu 2015). Sound has been also used to identify damage on
wind turbines, as reported by Poozesh et al. (2016). In such study, a microphone array with 62
microphones was used to capture the energy emission from an audio speaker to determine if there
were cracks, edge splits or holes present in the wind turbine blades. These studies either took
advantage of the known inputs (e.g., through the usage of a loud speaker) or require large amount
of acoustic sensors to be distributed closely on the area of interest to detect local damage within
that region. The frequency range of interest was typically from a few hundred to a few thousand
hertz. These examples show that acoustic measurements can be used for system identification of
structures above the infrasound range.
Infrasound, sound below 20 Hz (the lower limit of human audibility), is often a
phenomenon that has been studied for civil structures for the effect on human comfort (Imaichi et
al. 1981). Infrasound generated by the vibration of highway bridges has been identified as a serious
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environmental problem in densely populated areas, where it has been reported to exert physical,
physiological and psychological effects on people that live near the highway bridges (Goroumaru
et al. 1987; Chanpeng et al. 2003; Li et al. 2011; Fukada et al. 2012). Research on the
environmental effects of bridge infrasound has established that there is an agreement between
microphone measurements and the natural frequencies of bridges, but the focus has been on
understanding the radiation mechanism and identifying methods to mitigate the effects of
infrasound (Chanpeng et al. 2003). Infrasound has not been suggested in the previous research for
SHM purposes. This study proposes to use such infrasound signals to identify the dynamic
properties of a highway bridge, specifically for use in SHM.
The proposed infrasound-based SHM method is based on the nature of sound, defined as
pressure fluctuations of an elastic medium provided by a vibrational external source (Raichel
2006). The microphone measures sound pressure, which can be considered a function of the
normal surface velocity of the vibrating structure and the radiation modes of the structure (Elliott
and Johnson, 1993). A vibrating structure generates mechanical waves in the media in which it is
contained. Assuming no additional external perturbations and that the medium-structure system is
linear, those mechanical waves have the same frequency content as any other response parameter
measured directly on the structure. Figure 2.5 illustrates this concept applied to the specific case
of a highway bridge, where vibrations of the bridge caused by the traffic are exported as acoustic
signals that travel through the air, causing pressure oscillations at a specific point. Such signals
can be detected by a microphone, which is effectively a calibrated transducer designed to transform
sound pressure into voltage. If the microphone readings are assumed as samples of a stationary
random process then the dynamic properties of the bridge can be extracted from PSD functions, as
the case for measurements made directly on the structure.
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Figure 2.5. Conceptualized schematic of a microphone collecting dynamic information from a
bridge.

The microphone utilized in this study is a prepolarized precision condenser microphone
model 377C20 manufactured by PCB Piezotronics Inc. with a frequency range of 3.15 Hz to
16,000 Hz and a sensitivity of 50 mV/Pa. This type of microphone contains two electrically
charged plates separated by an air gap. When one of the plates curves under the influence of
pressure it changes the capacitance of the microphone and a voltage is produced. The microphone
is a random incidence microphone and is sensitive to acoustic signals coming from multiple
directions, not just directly in front of the microphone. The average PSD functions of the
microphone is shown in Figure 2.6 for the moderate temperature conditions and conditions. For
the cold temperature conditions, again processed from the 60 five-minute time history data sets,
measured during the same periods as the accelerometers. The predicted natural frequency results
for the infrasound measurements, as compared to the accelerometer results, are provided in Table
2.2. Comparison of microphone peaks with accelerometer measurements.
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Figure 2.6. PSD functions for the microphone for moderate temperature conditions.

Figure 2.7. PSD functions for the microphone for cold temperature conditions.
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Table 2.2. Comparison of microphone peaks with accelerometer measurements.
Peak
number

Moderate
temperature
condition

Infrasound
Moderate
temperature
condition

Cold
temperature
condition

Infrasound Cold
temperature
condition

1

4.41 Hz

4.41 Hz

4.72 Hz

4.72 Hz

2

5.56 Hz

--

6.60 Hz

--

3

6.66 Hz

6.66 Hz

7.34 Hz

7.34 Hz

4

9.28 Hz

--

11.47 Hz

--

5

13.56 Hz

13.56 Hz

14.69 Hz

14.69 Hz

The microphone measurements of infrasound are shown here to have the potential to
provide similar information as the accelerometer measurements. The results suggest that
microphone readings show peaks for the first, third and fifth modes. This is seen particularly
clearly for the case of cold temperature conditions. Peaks for modes 2 and 4 are too subtle for
proper identification. The acoustic power being represented in the microphone PSDs is
approximated by the first few terms of the radiation mode shapes at low frequencies and the
tendency of low-frequency noise radiation has been shown to occur when there is similarity
between radiation modes and vibration mode shapes (Chanpheng et al. 2003). For a shorter single
span simply supported highway bridge the first two radiation mode shapes below 10 Hz are similar
to the first two bending modes of the bridge, which corresponds to the first and third vibration
mode shapes, as shown in igure 2.3. Deformed shapes from finite element model The shapes of
the first two radiation modes below 10 Hz are not similar to the second and fourth vibration mode
shapes, again as shown in igure 2.3. Deformed shapes from finite element modelFor this type of
bridge at higher frequencies between 10-20 Hz, the first two radiation mode shapes are similar to
the second bending and first torsional modes of the bridge, which the fifth vibration mode shape
is similar to the second bending mode. As such, it is expected that the first and fifth, and to some
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extent the third vibration modes will be observable using the microphone in the infrasound range.
The fact that the microphone is not able to identify the second and fourth modes is the consequence
of acoustic radiation limitations, in a similar way that accelerometers cannot pick up modes when
they are located in nodal zones, and future infrasound-based SHM efforts may be able to exploit
radiation modes.
Figure 2.6 and Figure 2.7 also show a curious effect where the microphone measures
energy around 9.5 Hz for the moderate temperature that appear to be slightly higher than the
frequency peaks of accelerometers 1 and 3 (although accelerometer 2 does not identify any peak
at this frequency). Further, at the low temperature the peak of the microphone PSD is shifted
downward to 9.0 Hz, while the natural frequencies of the bridge all are shown to increase. This
peak in the PSD is thus not a result of the normal surface velocity of the vibrating bridge deck
(which increases in the frequency of vibration). A time history analysis concludes that this
resonance occurs in sync with the passing of vehicles over the bridge and is thus not a result of the
noise of traffic traveling on the roadway under the bridge. The 9.0-9.5 Hz energy observed in the
microphone PSD is considered a function of the local dynamics of the microphone, likely the
resonant frequency of the mounting stand. As the microphone stand and microphone begin to
oscillate during the passing of vehicles on the bridge pressure is recorded by the microphone due
to the support motion. This effect demonstrates the importance of mounting the microphone and
in checking for extraneous energy in measured PSDs.
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2.5. BENEFITS AND PRACTICAL CONSIDERATIONS FOR THE APPLICATION OF
INFRASOUND-BASED SHM
A practical benefit of using a non-contact sensor such as a microphone is the ease of
collecting data on a bridge without the need for lengthy installation. The microphone need only be
securely mounted in relative proximity to the bridge. Additionally, any maintenance or calibration
of the sensor can be done off of the bridge itself, providing a savings of cost and time and
improving safety to workers and the traveling public. Unlike other non-contact sensor
technologies, the microphone requires no markers, paint, or prepared surfaces on the bridge itself
and the microphone is not sensitive to lighting conditions. Lastly, the size of the data files is
relatively small and lends itself to allowing for longer periods of continuous data to be collected,
at higher sampling rates, and processed with less computing power.
It is envisioned that an infrasound-based SHM system using microphone technology can
be portable in nature allowing for a limited number of systems to provide regular monitoring of
many bridges. Additionally, an infrasound-based SHM system can provide a cost effective and
rapid means to assess structural integrity in highway bridges immediately following extreme
events. The microphone sensor technology is relatively inexpensive and the data acquisition and
processing capabilities modest.
From a practical perspective, it is desirable to collect infrasound-based SHM data in a
period of one day or less. To capture 60 sets of 5-minute data, as used in the previous plots of this
paper, would require five continuous hours of data collection. A limited deployment time is further
complicated by the fact that the temperature bins necessary to identify natural frequencies
accurately are currently set to 1.39 °C (2.5 °F) for the highway bridge considered here. Figure 2.8
shows temperature measurements every hour for a one-month period. The temperature of the
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bridge remains in a 1.39 °C range for typically less than 30 minutes each day. Therefore, even with
consecutive measurements, it would take 10 days of monitoring to collect about the 60 data sets
(and even longer, as observed in this study, if the temperature does not pass through the selected
temperature range each day). Similar behavior is observed at colder temperatures as well. If bridge
monitoring were limited to a single day, then a method to extract the necessary information with
approximately five data sets of 5-minute duration would be desirable.

Figure 2.8. Temperature variation over the period of study for moderate temperature condition

The practical challenge for a quickly deployable and portable sensor system is identifying
peaks on the PSD with fewer averages and as a result having less smooth trends. Figure 2.9 shows
PSDs for the microphone during the moderate temperature conditions. The PSD with only five
sets of data, has a first peak at a slightly different frequency (4.63 Hz for mode 1), additional noise
at the lower amplitude regions between 6-8 Hz and 12-14 Hz making it improbable to identify the
slight third and fifth modes.
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Figure 2.9. Change of PSD with number of averages for moderate temperatures.

One way to overcome this challenge is to extract the modal frequencies using direct peakpicking by averaging a large amount of measurements as shown in Figure 2.6 and Figure 2.7. The
frequency components that are persistent in the measurements will remain after the averaging
process. While the modal frequencies would be able to be found using this method, the vast
amount of data that needed to be collected is a challenge to provide timely feedback on the
structural health status. Besides, this method would generate biased results if the modal frequencies
of the structure are sensitive to the environmental changes (e.g. temperature). In this section, an
attention model is proposed to extract rapidly modal frequencies of bridge from microphone
measurements. With the attention model, the signal to noise ratio (SNR) can be greatly improved
by concentrating the signal processing on particular subsets of time-domain microphone
measurements. Through this process, similar results can be achieved using much smaller amount
of data sets, which makes a rapid assessment feasible. Figure 2.10 shows the proposed attentionbased PSD process.
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Figure 2.10. Flowchart of the proposed attention-based PSD process.

In this process, the time record of a certain structural response, 𝑥𝑘 (𝑡) first goes through a
low pass filter to eliminate frequency components that are out of consideration range. Subsets of
the filtered signals are then picked out based on the proposed attention model described in the
following section. The selected subsets, denoted as 𝑥̂𝑘 (𝑡), forms attention signals that are passed
through the same spectrum analysis as in Equation (2.1). 𝑁𝑟 is denoted as the number of data sets
used in processing. All 𝑁𝑟 data sets go through the attention model and the spectrum analysis
process. After averaging 𝐺(𝑓) of 𝑁𝑟 data sets, the aggregated PSD is obtained, which is denoted
as 𝐺̅ (𝑓). The modal frequencies of the bridge can be identified from dominant peaks in 𝐺̅ (𝑓).

2.6. ATTENTION MODEL
Attention refers to the process of selecting a subset of available information to focus for
enhanced processing (often in a SNR sense) and integration (Lu, 2008). This subset could be
found by either confining the spatial or temporal extent over which the features are computed. The
filtering strategy is deeply coupled with task at hand. Attention model has been a popular topic in
machine learning and deep learning studies, especially in area of image recognition and natural
language processing (Luong et al. 2015; Stollenga et al. 2014; Xu et al. 2015).
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As explained in the previous sections, averaging large amount of measurements may be
able to reduce the effects of noise in the microphone measurements, but it also creates challenge
for unbiased rapid assessment. Therefore, instead of processing the whole sequential data point in
one record, attention is imposed on the subsets of a record, which is aligned with dynamics of the
bridge under excitation. That is, only the portion of the measurements in a record, which is judged
to be induced by the displacement of bridge, is used to extract the information. The following
shows the derivation of the attention model used in this study.
The excitation period of a moving vehicle can be approximately estimated by,

𝐿

𝑇=𝑣

(2.2)

where 𝐿 is length of bridge and 𝑣 is average velocity (speed) of vehicle crossing the bridge. The
speed limit of the bridge is 29 m/s (65 mph). With the bridge length of 25.9 m and an assumption
that the average vehicle speed of 26 m/s (58 mph), the excitation period 𝑇 = 1s. The total duration
of the bridge vibration induced by the moving vehicle, denoted as 𝑇𝑑 , consists of the excitation
period and the response time of subsequent transient vibration. Empirically, 𝑇𝑑 = 2𝑇 (i.e., 𝑇𝑑 =
2s) is used in this study. Since the sampling rate of microphone measurement is 2048 Hz, there
are 4096 sampling points during the 𝑇𝑑 period.
With the excitation of moving vehicle, the displacement of bridge presents certain pattern
in the oscillations. Assuming only one mode of the bridge is excited by one vehicle at a time,
Figure 2.12 shows the presentative displacement oscillation of a bridge under a moving vehicle
excitation. The oscillation pattern can be approximated with a Gaussian envelope shown in Figure
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2.11. That is, the oscillations of bridge ramp up gradually and then die out while the vehicle goes
across the bridge.
It is worth to note that although Gaussian envelope is proposed to use in the attention model
for this study, more complex patterns may be adopted if more sophisticated techniques are required
to differentiate vibrations induced by various sources. In the figure, 𝑇𝑑 is the estimated vibration
duration of bridge. 𝑇1 is the stationary time before the excitation and after the vibration as observed
with minimum following distances between vehicles. In this study, 1000 points (approximately
0.5s) are considered here for 𝑇1 . The red curve represents a Gaussian envelope, which covers 𝑇1
before excitation, 𝑇𝑑 during the vibration and 𝑇1 after excitation.

Figure 2.11. Displacement oscillations of bridge under a moving vehicle

Hilbert Transform is used to capture the time-domain shape of vehicle-bridge interaction.
Hilbert Transform of microphone signal 𝑚(𝑡), denoted as 𝑚
̂ (𝑡), can be expressed as

1

+∞ 𝑚(𝜏)

𝑚
̂ (𝑡) = 𝜋 ∫−∞

𝑡−𝜏

𝑑𝜏

(2.3)
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The analytic representation of microphone signal is therefore expressed as

𝑚+ (𝑡) = 𝑚(𝑡) + 𝑗𝑚
̂ (𝜏)

(2.4)

where 𝑚+ (𝑡) is analytic representation of 𝑚(𝑡) and 𝑗 is the imaginary unit.
The envelop of microphone signal, denoted as 𝐸𝑛𝑣(𝑡), is the absolute magnitude of 𝑚+ (𝑡)
and

𝐸𝑛𝑣(𝑡) = |𝑚+ (𝑡)|

(2.5)

The proposed attention model selects subsets of microphone signal based on its similarity
to the Gaussian envelop. In addition, attention will be placed only on those envelop with large
intensity since measurements with low amplitude typically indicate poor SNR. In this study,
microphone measurement with amplitude less than 0.05 Pa will not be considered.
Before comparing similarity of two envelops, the envelop of microphone signal is
normalized to its maxima, that is

𝐸𝑛𝑣(𝑡)

𝐸𝑛𝑣𝑛 (𝑡) = max(𝐸𝑛𝑣(𝑡))

(2.6)

where 𝐸𝑛𝑣𝑛 (𝑡) is normalized 𝐸𝑛𝑣(𝑡).
The nominal envelop, i.e., Gaussian envelop, to which full attention is paid is denoted as
𝐸𝑛𝑣𝑛∗ (𝑡) . The similarity between the nominal envelope to a particular normalized envelope
obtained from the measurement data, 𝐸𝑛𝑣𝑛 (𝑡), can be measured by their Gaussian distance and
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∗

𝑠(𝐸𝑛𝑣𝑛 , 𝐸𝑛𝑣𝑛∗ ) = 𝑒 −||𝐸𝑛𝑣𝑛 (𝑡)−𝐸𝑛𝑣𝑛(𝑡)||2

(2.7)

where 𝑠(𝐸𝑛𝑣𝑛 , 𝐸𝑛𝑣𝑛∗ ) represents similarity between 𝐸𝑛𝑣𝑛 (𝑡) and 𝐸𝑛𝑣𝑛∗ (𝑡) and 𝑠(𝐸𝑛𝑣𝑛 , 𝐸𝑛𝑣𝑛∗ ) ∈
[0,1]. This similarity function can be adopted as the weighting function for the selection of
corresponding subset of signal in the processing. For example, with 𝑠(𝐸𝑛𝑣𝑛 , 𝐸𝑛𝑣𝑛∗ ) = 0.5, only
50% of intensity is selected in that subset of signal. For the simplicity in this application, a subset
of signal will either be used in the processing if it shows Gaussian envelope or not used if it does
not demonstrate Gaussian envelope. That is, 𝑠(𝐸𝑛𝑣𝑛 , 𝐸𝑛𝑣𝑛∗ ) = 1 for that subset of signal with
Gaussian envelope and 𝑠(𝐸𝑛𝑣𝑛 , 𝐸𝑛𝑣𝑛∗ ) = 0 for non-Gaussian envelop.
To sum up, the procedure for attention model to process a record of microphone signal is
as following:



Obtain the envelop of a time-domain record;



Find peaks in envelop which is greater than predefined threshold (0.05 Pa);



Extract subsets of data consisting of 6096 data points (1000 + 4096 + 1000) with the center
of peaks found in step b);



Check if each subset shows Gaussian envelop



Repeat b) to d) and concatenate all subsets with Gaussian envelop to form attention signals

To illustrate how the proposed attention model works, an example is given herein. Figure
2.12 shows a typical time domain signal from the microphone sensor on the bridge. The red curve
in the figure indicates its lower envelop. Note that only lower envelop is considered in the attention
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model to avoid confusion. In this particular dataset, only two subsets have maxima with absolute
lower envelop > 0.05 Pa and they are labeled as 1st subset and 2nd subset. These two subsets of
signal are extracted to check if they are qualified by the attention model. Each of them has 6096
points as stated in step c), highlighted by a rectangle in the Figure 2.12. Figure 2.13 shows the
zoom-in plot of these two subsets. The envelop peak is the center of each subset and subsets are
compared against the Gaussian envelop. Again, Gaussian envelop in microphone signal implies
source from vibration of bridge whereas non-Gaussian envelop implies multiple sources.
Obviously, only the 2nd subset shows Gaussian envelop and therefore, it is processed as valid data
while the 1st subset is filtered out.

Figure 2.12. Time domain signal from microphone.
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Figure 2.13. Zoom-in plots (left: 1st subset; right: 2nd subset).

2.7. RESULTS COMPARISON
Figure 2.14 and Figure 2.15 show comparison of conventional PSD using 60 data sets and
attention-based PSD using 5 data sets for moderate temperature and cold temperature, respectively.
Results are very comparable in terms of SNR in identification of first model frequencies (4.41 and
4.72 Hz for moderate temperature and cold temperature, respectively). Attention based PSD excels
conventional one in that it uses only ~8% of data sets used by conventional method, which can
dramatically reduce the time used to collect the data, thus enabling a rapid investigation of the
structural health status.
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Figure 2.14. Comparison of conventional PSD and attention-based PSD for moderate
temperature.

Figure 2.15. Comparison of conventional PSD and attention-based PSD for cold temperature.

2.8. ROBUST ANALYSIS
This section studies the robustness of the proposed infrasound-based SHM approach with
attention model in identifying modal frequencies with respect to the number of data sets. Study is
performed on 3, 5, 10 and 30 data sets (𝑁𝑟 = 3, 5, 10, 30) for both moderate and cold temperature.
There are 100 data sets in total for each temperature range. Thirty tests are repeated for each
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scenario (𝑁𝑟 = 3, 5, 10, 30) to investigate the run-to-run variation. Using 𝑁𝑟 = 5 as an example,
five data sets are randomly picked from the data pool in particular temperature range (e.g. moderate
temperature). These five data sets, which constitute a test, are processed with the proposed process
shown in Figs 10. After repeating this process for 30 times, statistical analysis is carried out to
study run-to-run variation.
Figure 2.16 shows a box plot of the 1st modal frequency (4.41 Hz) with different 𝑁𝑟 for
moderate temperature. For 𝑁𝑟 = 3, the median of the identified 1st modal frequency is 4.41 Hz
with 25% < 4.30 Hz and 75% < 4.48 Hz. This demonstrates that even for a small number of data
sets, results from the proposed process with the attention model provides small variation. With an
increasing number of data sets, variation of the identification results decreases. It is noted that the
median of the identified 1st modal frequency is consistent with respect to 𝑁𝑟 , further demonstrating
the robustness of proposed attention-based PSD method. Similarly, Figure 2.17 shows the box plot
of the 5th modal frequency (14.69 Hz) with different 𝑁𝑟 for cold temperature, which also
demonstrates small run-to-run variations.
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Figure 2.16. 1st modal frequency identification with different 𝑁𝑟 for moderate temperature.

Figure 2.17. 5th modal frequency identification with different 𝑁𝑟 for cold temperature
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2.9. CONCLUSIONS
Highway bridges are critical elements of the transportation network. To ensure their
structural integrity, the structural integrity of these structures should to be monitored regularly. In
this paper, an infrasound-based non-contact SHM approach, is proposed and demonstrated to
capture the natural frequencies of a highway bridge. The microphone does not require installation
on the bridge, only to be securely mounted. Further, no markers, paint or preparations are required
on the surface of the bridge and the microphone is not sensitive to lighting conditions. The size of
the data files is relatively small and lends itself to allowing for longer periods of continuous data
to be collected and processed with less computing power. The infrasound-based SHM system
using microphone technology is portable and rapidly deployable. The microphone sensor
technology is relatively inexpensive and the data acquisition and processing capabilities modest.
A frequency domain peak-picking method using a traditional accelerometer-based SHM
system deployed on an in-service highway bridge in Connecticut is provided as a baseline. The
results from the traditional accelerometer-based SHM system are verified with a FE model
demonstrating the first five vibration modes of the bridge can be obtained from the traditional
accelerometer-based SHM system. The infrasound-based SHM system, employing a microphone
installed below the bridge at one of the abutments, is shown to be able to identify vibration modes
of the bridge structure. In particular the first, third and fifth vibration modes are identified for two
different temperature conditions on the bridge. In order to use the infrasound measurement for
non-contact SHM, challenges such as rapid assessment are addressed through an attention model
proposed to identify the modal frequencies of the structure with a limited number of infrasound
measurements. By comparing the attention-based approach with the conventional approach, only
~8% of data sets are needed to extract the same information, making a rapid investigation of the
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structural health status possible. Robustness of the proposed infrasound-based approach with the
attention model is further confirmed by a sensitivity analysis on the identification accuracy with
respect to the number of data sets used in the process. The results confirmed that even with a small
number of data sets, variations of the proposed process with the attention model shows small
variation and with an increasing number of data sets, variation further decreases.
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CHAPTER 3. ADVANCES AND APPLICATIONS OF BRIDGE WEIGHT IN MOTION
FOR IN-SERVICE HIGHWAY BRIDGES
ABSTRACT
Bridge Weigh-In-Motion (BWIM) uses the dynamic response of a bridge to determine gross
vehicle weight, speed, and axle spacing of truck traffic to quantify the loads in a transportation
network. The advantage of BWIM is that it does not require installation of sensors in the pavement,
nor use any axle locators in the roadway. Research in BWIM methods has been conducted in
Connecticut since 2004, with the goal of moving this technology closer to deployment in
Connecticut. Benefits of BWIM can be realized for the design and management of pavements, and
results in less risk and increased cost savings. Improved oversize/overweight truck permitting,
bridge load rating and truck re-routing all enable informed decisions and improved expectations
of performance that translate into sound investment decisions for the Connecticut Department of
Transportation (CTDOT). With this goal, this project has continued BWIM data collection at the
Meriden (I-91) Bridge, making data collected since 2013 available to CTDOT in a queryable
format, and providing a testbed for further improvement and understanding of BWIM data
processing and bridge monitoring techniques in general. Further, the project has developed a
portable monitoring system in two configurations that can be deployed for BWIM purposes in
Connecticut, for single day or multiple month durations. As part of the project, these BWIM
systems were deployed on various bridge types in Connecticut to identify best practices, and to
evaluate performance and potential for application by CTDOT. The project has moved the state of
knowledge and practice of BWIM in Connecticut to enable deployment of this technology by
CTDOT.
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3.1. INTRODUCTION
3.1.1. Motivation
A well‐managed, healthy transportation network is vital to prosperity in the State of
Connecticut. Critical to the healthy transportation network is the effective movement of people
and goods on Connecticut’s highways. To design, maintain and optimize the highway network it
is important to have accurate and reliable traffic data, and in particular, actual truck characteristics
and weight data. Typically, truck weight data are collected at highway speeds using, “weigh‐in‐
motion (W‐I‐M)” technology. Current in‐pavement methods to collect weight (WIM) data have
limitations including: risk to workers in the work zone, dependence on pavement condition and
pavement life, influence of vehicle dynamics, as well as cost and accuracy. The category of WIM
systems that uses bridges to collect weight data is designated as bridge weigh‐in‐motion (BWIM).
BWIM offers advantages to address some of the short‐comings of traditional in‐pavement WIM
systems.
WIM data can be utilized for the design and management of pavements,
oversize/overweight truck permitting, and determination of the need for bridge load rating and/or
truck re‐routing. The State of Connecticut uses WIM data to fulfill its responsibility to collect and
submit truck weight data to the Federal Highway Administration (FHWA), for inclusion in the
National Truck Weight Survey as part of the FHWA Traffic Monitoring Program (FHWA 2013).
Additionally, there is a direct need for WIM to sort vehicles for optimizing the operation of truck
weigh stations, as well as for the strategic deployment of enforcement operations. Engineers and
planners at the Connecticut Department of Transportation (CTDOT) do not routinely use or seek
actual truck weight data for a wide range of important applications, simply because of historic
unavailability. As a result, many routine design methods are based on approximations and
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assumptions. Accurate and sufficient WIM data will enable improved design, more effective
operations as well as greater efficiencies in numerous functional areas of the Department. Some
of these functions include pavement design, highway and bridge maintenance, safety analyses, air
quality and noise analyses, freight planning, scheduling of construction activities and operation of
work zones. Quality WIM data can also assist in, characterization of supply‐chain logistics,
performance of economic analyses, allocation of funds, management of extreme weather events,
as well as for asset management and performance measures. In recent years, the benefits of data‐
driven decision practices have been advocated by FHWA, AASHTO and TRB. The ‘ground‐truth’
basis of accurate and reliable WIM data is instrumental to data‐driven decision processes. For these
reasons, the use of WIM data is encouraged and supported in Moving Ahead for Progress in the
21st Century Act (MAP-21) for many applications. (Tang 2012; Strocko 2013)
Many functional areas at CTDOT use guidelines that are built on ‘presumed’ or theoretical
truck characteristics and truck loads. Truck vehicles size and weight have changed considerably
since the development of many of these models. For this reason, actual truck weights are important
to verify the validity of models. This is true for infrastructure (bridges and pavements) as well as
various other functions. The responsibility is on the State to determine the applicability of National
guidelines for their purposes. For example, reliable truck weight data collected systematically
through WIM systems could potentially be used to refine the load factors in the AASHTO Load
and Resistance Factor Design (LRFD) bridge design and construction specifications. Nationally,
bridge data has been organized in the National Bridge Inventory (NBI) from which a typical bridge
configuration of a specific state can be statistically identified. Thus, the load factors in the
AASHTO LRFD Specifications can be refined for each state based on state-specific truck weights,
traffic volumes, and bridge configurations. The state-specific refinement of load factors for bridge
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design could result in uniform reliability and optimal design. Both the Michigan and Missouri
DOT’s have refined load factors and have proposed adjustment factors to increase the live load to
account for heavy truck traffic in metropolitan areas (Van de Lindt et al., 2006; Fu and Van de
Lindt 2006; Kwon et al. 2010).
The rise in fuel prices, concerns regarding economic competitiveness, as well as issues
regarding dependence on oil have again prompted proposed changes to national vehicle size and
weight limits. As required in the provisions of MAP‐21, (P.L. 112‐ 141), the US DOT is
conducting the ‘Comprehensive Truck Size and Weight Limits Study’ (MAP‐21, §32801) (MAP21, 2013) on alternative truck configurations to study and evaluate proposed national policies. In
addition, significant changes to freight distributions were expected with the widening of the
Panama Canal, completed June 2016, and the deepening of several Eastern U.S. Ports (Fountain
2011). WIM data can enable CTDOT to prepare for and assess the impacts of these, what have
been described (TRB 2013) as ‘game changing’ developments in U.S. freight.

3.1.2. Background
Bridge Weigh-In-Motion (BWIM) uses the dynamic response of a bridge to determine
gross vehicle weight, speed, and axle spacing of truck traffic to quantify the loads in a
transportation network. The advantage of BWIM is that it does not require installation of sensors
in the pavement, nor use any axle locators in the roadway. A 2008 study by the Connecticut
Academy of Science and Engineering (CASE) recommended that BWIM be considered to provide
a more comprehensive WIM network in Connecticut (CASE 2008).
The concept of using bridge response for calculating bridge weights has been around since
the 1970’s (Moses 1979). Prototype systems were deployed in several states during the 1980’s,
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which demonstrated their potential. Locations included the states of South Dakota, Washington
and Kentucky. BWIM systems have been typically conducted under very limited circumstances:
on bridges of short length, simply supported, with little skew; and with low traffic volumes.
Advances in sensor technology, data acquisition and computing systems provide excellent
opportunities to address challenges that were faced during the early studies.
BWIM is used in Europe (Slovenia and France), under the current leading system called
the SiWIM® System (SiWIM 2013). SiWIM is a proprietary system developed in Europe for
European bridges and trucks. After the 2007 International Scan Tour on “Commercial Motor
Vehicle Size and Weight Enforcement in Europe” (Honefanger et al. 2007) FHWA initiated the
testing of the SiWIM system in collaboration with the Alabama DOT and University of Alabama
to pursue applicability on a U.S. structure. Varying results from specific structures have been
reported (Hitchcock et al. 2009).
The State of Connecticut is well recognized for significant research on the testing of weigh‐
in‐motion technologies and practices and the instrumentation and health monitoring of bridges.
Collaboration between these cross‐discipline areas of local expertise was initiated to address the
need for truck weight data in Connecticut. National and international experience in WIM and
bridge monitoring have enabled the principal investigators to receive input and cooperation from
an extensive network of experts. These include Northwestern University, University of Alabama,
University of Utah, as well as states (South Dakota, Kentucky, Washington) and countries
(Slovenia, Ireland) who have generously shared first‐hand experience and insight.
Exploratory work was initiated in 2004 to learn more about the feasibility and practicality
of using bridges for WIM data collection in Connecticut. Early tests including the running of trucks
of known weight at a location that was instrumented for bridge monitoring purposes (Cardini et
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al. 2006). In November 2008, a field test was conducted using a portable bridge monitoring system
(Wall et al. 2009). The field test included identification of an ideal testing location: close to static
weigh scales, simple bridge characteristics (flat, short, straight, single‐span, steel‐girder), high
volume and diversity of trucks and truck weights, and with access to utilities. The chosen location
was I-91 northbound in Meriden. A test was conducted to investigate the feasibility of using a
novel WIM method developed by the study principal investigators to calculate trucks weights
using both trucks of known‐weight and samples from the traffic stream. Results from this test were
promising, and were presented at the TRB 88th Annual Meeting in 2009 (Wall and Christenson
2009).
Based on the promising feasibility results, a system was designed and deployed under
Connecticut Research Project SPR‐2265, “Development and Evaluation of a Dual‐Purpose Bridge
Health Monitoring and Weigh‐In‐Motion System for a Steel Girder Bridge,” to test for both
BWIM and bridge health monitoring (BHM). Due to the commonality of the sensors and system,
it made logical sense to test the duality, and to leverage the mutual benefits. The test included five
sensor types (two types of strain gages, two types of accelerometers and temperature sensors),
strategically located, with a total of thirty‐six sensors deployed (Christenson et al. 2011). Acoustic
and video capture devices were also added to the system. After the system was designed and
preliminary tests were conducted, Phase II of the study was initiated, under Connecticut Research
Project SPR‐2271, to test the operations and conduct refinements to the system. A goal was to
achieve ASTM E 1318‐09, “Standard Specifications for Highway Weigh‐In‐ Motion (WIM)
Systems with User Requirements and Test Methods”, (ASTM E1318 2009) results for a FHWA
Class 9 test vehicle for Type III performance. Results from Connecticut’s research were shared at
the 6th International Conference on Weigh‐In‐Motion in 2012. The paper entitled, “A Dual Purpose
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Health Monitoring and Weigh‐In‐Motion System for a Steel Girder Bridge” (Christenson et al.
2012) received the Conference Best Paper Award.
This cutting‐edge research utilized ‘live’ traffic on Interstate 91. As such, the sensors and
system underwent the rigors and variability of actual field conditions. Tests were conducted in
cooperation with the Connecticut State Police and the Connecticut Department of Motor Vehicles
to gather matching data sets for comparison between the static weigh station data and the bridge
response data. The data comparison against the range of trucks in the traffic stream was much more
stringent than those of single test vehicles customarily conducted on WIM sites and offered the
extraordinary opportunity to examine the bridge responses against the wide range of vehicles in
the actual traffic stream.
Innovations of BWIM thus far in Connecticut include the use of two new sensors (one
strain and one accelerometer) for a bridge application, a novel WIM calculation approach, a non‐
destructive magnetic sensor mount (later shared and used by Tufts University), recognition of the
potential for the use of accelerometers for the calculation of speed, and the use of a microphone
for bridge responses. Interestingly, outputs designed for the BWIM or the BHM have offered
innovation to address primary needs of the other purpose, as well. Such is the case in observations
that suggest accelerometers may be used for the calculation of speed, subsequently improving
weight calculation accuracy.

3.1.3. Research Objectives
In order to support and improve numerous CTDOT functions, accurate and reliable WIM
data are needed to characterize trucks and loadings on the State’s transportation network. It is
preferable to collect these data non-intrusively and cost effectively. BWIM provides the potential
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to meet these needs and to supplement traditional WIM sensors on the transportation network. The
BWIM should, as identified at a March 10, 2014, CTDOT Bridge Weigh-In-Motion (BWIM)
Stakeholders Meeting, provide accurate WIM data; be easy, safe and quick to install and maintain;
and be relatively inexpensive. Further, to get an understanding for the types of bridges that are
well suited for BWIM, and to offer options for deployment on the transportation network, a broad
range of bridge types must be evaluated.
The CTDOT currently collects WIM data from piezoelectric and quartz piezoelectric
sensor WIM systems at a limited number of locations. These in-pavement WIM systems present
many challenges including significant costs, installation complexity (logistics & safety),
calibration requirements, maintenance needs and accuracy concerns. Many locations are not
appropriate for the installation of in-pavement WIM sensors, due to the high volume of traffic
(safety of installation) or inadequate pavement and site conditions. The level of accuracy and
uncertainty in the data produced from ceramic and polymer piezoelectric sensors may not be
appropriate for many applications, such as, e.g., weight enforcement (Vaziri et al. 2012). An
inexpensive and easily installed BWIM system is desired that can provide accurate network data
for periods of (at least) 1-2 years. This can benefit various technical areas within CTDOT
including:


Pavements: Where data are needed for pavement management (network-level), as well as
pavement design (project level). There is a strong need for classification data in addition
to WIM data, with all data available in a format that can be easily queried.



Load Rating: Where it is useful to have information on loading for the network, and has
been suggested to instrument in-bound border locations (bridges) on each of the major (six)
permit routes. There is also a need to validate LRF Code for certain structure types
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(specifically, concrete) using sensor data (strain data) from the BWIM system, and a direct
need for reliable WIM data for load rating practices.


Bridge Design: Where verification of design loading assumptions and validation of
designs can be achieved through the BWIM data.



Traffic Data Collection: Which would focus on producing the FHWA format for data
submittals to FHWA, specifically to advocate for non-intrusive methods for worker safety
and longevity of systems.



Enforcement: Where BWIM data would be useful as a scale sorter or for effective
scheduling of weigh station operations.

Connecticut has 4,214 bridges, according to the 2013 National Bridge Inventory (NBI
2016). Stringer/multi-beam or girder bridges make up 52% (2,173 of the 4,214 bridges) of the
bridge inventory and steel bridges 53% (2,256 of the 4,214 bridges). However, for BWIM to be
deployable throughout the State, a broad range of bridge types must be considered. This research
considers BWIM application on different bridge types, including steel and concrete, and simple
and continuous spans.
Three objectives are identified in this project to advance toward deployment of BWIM in
CTDOT:


To continue BWIM data collection at the Meriden (I-91) Bridge, making data available to
CTDOT in a format that can be easily queried, and allowing for improvement and further
understanding of BWIM data processing.



To develop a reliable, easy to deploy portable monitoring system for BWIM in Connecticut
for 1-2 day deployments, as well as for 1-2 year deployments, as needed.
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To deploy a BWIM system on various bridge types in Connecticut, and to identify best
practices and evaluate performance and potential for application by CTDOT.

3.1.4. Benefits of Research on Bridge Weigh-In-Motion (BWIM)
Utilizing advancements in both sensor and data processing technologies, as well as
innovative methodologies, the State of Connecticut has demonstrated it is feasible to collect actual
truck weights by a “non‐intrusive” system using an instrumented bridge. The CT BWIM system
offers several advantages to traditional WIM systems, including:


Safety: Safety of workers and the travelling public is paramount in any traffic data
collection. The Connecticut BWIM system is completely “non-intrusive” (a.k.a. NOR
“Nothing-On-The-Road” (Jacob 2002), where all sensors and associated equipment can be
located under the bridge and off the roadway. This increases the safety of the workers
installing and maintaining the system by allowing them to remain out of the traffic and
provides safety to the traveling public by minimizing the disruption to traffic flow.



Less Dependent on Pavement Condition/Life: Due to the longer sensing time while a truck
is on the bridge platform, BWIM systems are less susceptible to both vehicle dynamics and
pavement road profile and condition. Sensors do not need to be replaced when the
pavement is rehabilitated and accuracy is not dependent upon the pavement condition.



Discrete: BWIM provides the added benefit of not being visible to the motoring public.
Driver behavior can potentially be altered at WIM sites when there is awareness of the
system, and this can skew the collected data. The discrete attribute lends itself well for
employment as a virtual WIM.
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The benefits of BWIM can only be realized when the system is applied to suitable bridges.
It is not envisioned that the CT BWIM system will be applicable to all of the 4,218 bridges in
Connecticut. However, the study has allowed for a better understanding of which bridge types and
what coverage BWIM might provide on the State-owned 7,700 bi-directional miles of roadway in
Connecticut.
Benefits can also be realized for the design and management of pavements. Traffic data is
a critical piece of information in design and analysis of pavements as deterioration and damage of
pavements is most affected by heavy truck traffic (NCHRP 1-37A, 2004; Lu et al. 2007). Due to
an exponential relationship between load and pavement deterioration, (e.g., one heavy truck is
equivalent to 10,000 passenger vehicles for accumulated road damage) characterization of traffic
is particularly critical. Correct measurement and estimates of loading result in less risk to CTDOT,
and cost savings from appropriately designed pavements that extend pavement life. Improved
oversize/overweight truck permitting, bridge load rating and truck re-routing all enable informed
decisions and improved expectations of performance that translate into sound investment decisions
for CTDOT. Overall, improved network and project-level truck characteristic and weight data can
enable improved practices throughout CTDOT for a healthy transportation network.

3.2. RESEARCH APPROACH
This project demonstrated the ability to identify the speed and weight of truck traffic by
monitoring strain measurements of various in-service highway bridges. The study also examined
and demonstrated abilities for:


collection and archiving of BWIM data on a three-lane single span 85 ft. steel girder bridge
monitored since March 2013;
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measurement of strain with a sensor attached directly to concrete on a two-lane single span
95 ft. prestressed concrete girder bridge;



calculation of shear strain from a (normal) strain rosette mounted on a five-lane 100 ft span
of a multi-span continuous steel plate girder bridge; and



deployment of a solar powered BWIM system intended for week or even month long
deployments on a five-lane 100 ft. single span steel girder bridge.
The monitoring done in this research successfully demonstrated the applicability of BWIM

to a broader range of bridge types in Connecticut. This chapter details the bridges and monitoring
systems examined for this project.

3.2.1. Meriden Bridge (CT Bridge No. 03051)
The Meriden Bridge, CT Bridge No. 03051, is a three-lane bridge, which carries Interstate
91 (I-91) Northbound over Baldwin Avenue in Meriden, Connecticut. The bridge has a total length
of 85 ft., a width of 55 ft., and a bridge skew angle of 11.5˚. According to CTDOT, the bridge
carries an average daily traffic of 57,000 vehicles with 7% (3990) of those being trucks (Li, 2014).
A photo of the east elevation of the bridge is provided in Figure 3.1. The bridge dimensions of
interest for this study are provided in Figure 3.2.
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Figure 3.1. East elevation of the Meriden Bridge, I-91 Northbound (Wall et al, 2009)
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Figure 3.2. Meriden Bridge plan view

A monitoring system was instrumented on the Meriden Bridge in 2013during a previous
phase of this research (Christenson and Motaref 2016). 38 sensors were installed on the bridge,
including: 18 foil strain sensors, four high sensitivity quartz strain transducers, eight piezoelectric
accelerometers, four capacitive accelerometers, and four resistance temperature detectors (RTDs)
Figure 3.3 shows the location of the strain sensors used for BWIM on the Meriden Bridge.
For the purpose of this study, only two of the 22 strain sensors identified in Fig. 2.3 are used. These
sensors are located at the center of Girders 3 and 5. Both sensors are installed on the web of the
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girder, just above the bottom flange and measure horizontal strain in the girders. Girders 3 and 5
are located almost directly under the slow lane and middle lane of the highway, respectively. The
Meriden Bridge has three lanes; however, very few trucks travel in the far left (fast) lane, as they
are generally prohibited from using this lane. As a result, data was only collected for the right and
middle lanes. It was expected that the girders discussed will experience the greatest strain
measurements from each corresponding lane at the mid span of the bridge. Henceforth, the middle
lane will be referred to as Lane 2 and the slow (right) lane as Lane 1.

NORTH BOUND (HARTFORD)

GIRDER 8
GIRDER 7

STRAIN
SENSOR

GIRDER 6
GIRDER 5

STRAIN
SENSOR

GIRDER 4
GIRDER 3
GIRDER 2
GIRDER 1

STEEL
GIRDERS

Figure 3.3. Schematic of sensor layout and types for the Meriden Bridge

The strain sensors are branded Vishay® Micro-Measurements, and the data acquisitioning
unit is a National Instruments (NI) NI cDAQ-9178 (CompactDAQ) (Li 2014). The CompactDAQ
unit is connected to a small desktop using a USB 2.0 High-Speed Cable (Li 2014). The
configuration described is placed inside a traffic signal cabinet that is installed on the south
abutment of the Meriden Bridge. Vibration responses of the Meriden Bridge are collected
continuously and an external 2 TB hard-drive is used to store the data. A remote internet
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connection is established with the desktop using a Digi WAN 3G Wireless router from Sprint,
which allows for remote access to the desktop.
The gross vehicle weight (GVW) is found by relating a known GVW from a calibration
vehicle to the unknown GVW of a vehicle of interest, as adopted in previous BWIM studies in
Connecticut (Wall et al. 2009). This method was developed by Ojio and Yamada (2002). Based
on the assumption that the bridge remains elastic, this method equates the quotient of the influence
area to the GVW of a truck of known characteristic to the one correspondent to an unknown truck,
which is stated as

𝐴𝑘
𝐺𝑉𝑊𝑘

𝐴

𝑢
= 𝐺𝑉𝑊

(3.1)

𝑢

where, 𝐺𝑉𝑊𝑘 and 𝐺𝑉𝑊𝑢 are GVWs of known and unknown trucks, and 𝐴𝑘 and 𝐴𝑢 are influence
areas for known and unknown trucks, respectively. Then, the ratio of the GVW of a known vehicle
over the influence area can be defined as a calibration constant, 𝛽. By substituting this constant in
the previous equation, it is possible to write

𝐺𝑉𝑊𝑢 = 𝐴𝑢 𝛽

(3.2)

The influence area of a moving truck is a function of strain with respect to distance, 𝜀(𝑥)
is expressed as

∞

𝐴(𝑥) = ∫−∞ 𝜀(𝑥)𝑑𝑥

(3.3)
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Assuming that the truck travels at a constant speed, the previous equation is modified as

∞

𝐴(𝑥) = 𝑣 ∫−∞ 𝜀(𝑡)𝑑𝑡

(3.4)

Finally, the strain can be represented over discrete time intervals by

𝐴(𝑥) =

𝑣∆𝑡
𝑁

∑𝑁
𝑖=1 𝜀(𝑖∆𝑡)

(3.5)

where ∆𝑡 is the discrete time interval and 𝑁 is the total number of measurements obtained while
the truck is crossing the bridge.
The method to determine the vehicle’s speed from the strain measurement uses the peak
strain caused by the last axle of the vehicle being directly over the strain sensor and calculates the
point in time the axle leaves the bridge. By knowing the distance between the strain sensor and the
end of the bridge, and the time it took for the vehicle to travel this distance, the speed can be
estimated, assuming that the truck travels at a constant speed. Because the strain does not
necessarily go to zero due to adjacent or following vehicles, or bridge dynamics, a sufficiently
small strain is used that corresponds to the vehicle nearing the end of the bridge. The speed
calculation is given as:

𝐿

𝑣 = 2𝑡

(3.6)
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where, 𝑣 (ft/s) is the average speed of the truck, 𝐿 (ft) is the length of the bridge, and 𝑡 (sec) is the
time it takes for the truck to get from mid-span of the bridge to the end.
Data was collected over the duration of this project and are aggregated in a searchable
database and displayed on a password-protected Web site. The underlying data aggregation and
display technology were developed at the Northwestern University Infrastructure Technology
Institute, where long-term remote performance monitoring at 27 different in-service transportation
and related infrastructure projects was supported. The database and display technology is:


scalable, able to support an arbitrary number of monitored structures/facilities, each with
an arbitrary number of measurement and data collection devices



extensible, able to accommodate new data streams without the need to rewrite storage and
display logic, as well as able to support new display logic without the need to rewrite
conversion or storage logic



adaptable, able to accept plug-ins to read input data from a variety of source formats and
export data into other formats for external analysis (Kosnik 2012a).
Northwestern University developed a Web-enabled database and display technology have

been used to compare dynamic responses of diverse structures to stimuli such as live loads crossing
a bridge, ground-borne vibrations from blasting a nearby quarry, and everyday habitation activity
in an occupied building (Kosnik and Dowding 2014). In addition, the technology was employed
as part of a combined weigh-in-motion and structural monitoring system deployed on a regionally
important truck route in Wisconsin. At that site, the Web-enabled database/display technology
aggregated data from a commercial in-pavement weigh-in-motion system and research-oriented
bridge monitoring system to evaluate effects of beyond-design-basis truckloads on the
performance of the subject bridge (Kosnik 2012b).

63

The scalable nature of the Web-enabled database supports archiving and allows for
searching of tens of thousands of records obtained at the Meriden BWIM site. Data are stored for
the raw strain time histories upon which the BWIM calculations are made and for the summarized
data/calculations for each truck (e.g. lane, GVW, speed). This approach supports retrieval and
display of individual records, as well as preparation of summaries by month, year, and/or for the
project as a whole.
The Web-enabled database and display technology may be extended to accommodate data
analysis and visualization schemes, to support specific project goals. Currently, the web site
supports visualization of strain time histories and tabular output of other data. If desired, the site
may be extended to visualize other data in support of research goals.
In terms of adaptability, the Web-enabled database supports the export of data in
customized formats. In the case of the Meriden Bridge, the data is exported in the prescribed
FHWA traffic monitoring format to enable comparison of the BWIM data to data from fixed weigh
stations and in-pavement WIM, statewide. Previous applications of adaptable output include the
export of data to support a statistical process control approach for detection of changes in response
of instrumented structures (Kosnik et al. 2014).

3.2.2. Lebanon Bridge (CT Bridge No. 01865)
The Lebanon Bridge, CT Bridge No. 01865, is a two-lane bridge, which carries
Connecticut State Highway Route 2 (CT-2) Westbound over Camp Mooween Road in Lebanon,
Connecticut. The bridge has a total length of 94ft, a width of 46ft and a bridge skew of 11˚. It is a
single span bridge constructed with six prestressed concrete girders and a reinforced concrete deck.
According to a CTDOT April 2016 inspection report, the bridge carries an average daily traffic of
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11,900 with 6% (714) of those being trucks. A photo of the south elevation of the bridge is provided
in Figure 3.4. The bridge dimensions of interest are provided in Figure 3.5.

Figure 3.4. South elevation of the Lebanon Bridge, CT-2 Westbound (Google Maps, 2017).
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Figure 3.5. Lebanon Bridge plan view.

A Bridge Diagnostics Inc. (BDI) STS4 portable monitoring system was used to measure
the bridge data. Two BDI ST350 strain transducers were installed on the bridge. They were
installed at the midspan of the bridge on the bottom flange of girders 2 and 3. Figure 3.6 shows
the location of the two strain sensors relative to the lanes of travel on the bridge. It should be noted
that, because of the wide shoulder (as shown in Figure 3.4), girder 2 lies beneath Lane 2 and girder
3 does in fact lie beneath Lane 1. Each sensor is wired to a sensor node that in turn provides a
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wireless hop to a base station and a second wireless hop to a laptop controlling the system and
collecting data.

WEST BOUND (HARTFORD)

PRESTRESSED
CONCRETE GIRDERS

STRAIN SENSOR:
CHANNEL-3

GIRDER 6
GIRDER 5
GIRDER 4
GIRDER 3
GIRDER 2
GIRDER 1
STRAIN SENSOR:
CHANNEL-4

WIRELESS BASE STATION

Figure 3.6. Schematic of sensor layout for the Lebanon Bridge.

To account for nonhomogeneous concrete material properties the strain sensors are
outfitted with extenders to provide for a measure of strain over a greater length, thus reducing the
effect of aggregate materials as well as any cracking.

3.2.3. Stiles Street Bridge (CT Bridge No. 00174A)
The Stiles Street Bridge, CT Bridge No. 00174A, is a five-lane bridge, which carries
Interstate 95 (I-95) Northbound over Stiles Street in New Haven, Connecticut. The bridge is on
the downstream approach to the Pearl Harbor Memorial Bridge with no on or off ramps between
the Pearl Harbor Memorial Bridge and itself, such that all northbound traffic on the Pearl Harbor
Memorial Bridge also passes over this bridge. The bridge has a total length of 104ft and a width
of 86ft. It is a continuous span bridge constructed with seven steel girders and a reinforced concrete
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deck. According to CTDOT, the bridge carries an average daily traffic of 65,950 vehicles with
11% (7,255) of those being trucks. A photo of the south facing elevation of the bridge is provided
in Figure 3.7. The bridge dimensions of interest are provided in Figure 3.8. A challenge for using
BWIM on continuous span bridges is the influence on the measured strains in the span being
monitored from vehicles on adjacent spans. This influence can reduce the performance and
accuracy of the BWIM system for this class of bridge (continuous span). As such, this study
examines the ability to measure the shear strain using a rosette of standard strain sensors. The shear
strain can then provide an alternative means to calculate GVW that is less sensitive to vehicles on
adjacent spans.

INSTRUMENTED
BRIDGE SECTION

Figure 3.7. South elevation of the Stiles Street Bridge, I-95 Northbound (Google Maps, 2017).
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Figure 3.8. Stiles Street Bridge plan view

A Bridge Diagnostics Inc. (BDI) STS4 portable monitoring system was used to measure
the bridge data. Twelve BDI ST350 strain transducers were installed on the bridge. They were
installed at the one-third span location on the second span from the right (Figure 3.8) of the bridge
on the bottom flange of girders 2 and 4. For this bridge, two strain rosettes are applied on each side
of the two girders being studied. This is done to measure any out-of-plane bending that may be
occurring and compensate for it by averaging the results of the two strain sensor rosettes. Figure
3.9 shows the location of the two pairs of strain sensor rosettes relative to the lanes of travel on the
bridge. Each rosette consists of three strain sensors oriented at 45 degrees from one another, as
shown in Figure 3.10, and wired to a sensor node that in turn provides a wireless hop to a base
station located under the bridge and a second wireless hop to a laptop controlling the system and
collecting data.
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Figure 3.9.Schematic of sensor layout for the Stiles Street Bridge.

STRAIN ROSETTE
GIRDER WEB
SENSOR NODE

GIRDER FLANGE

Figure 3.10. Photo of strain rosette used to calculate shear strain for Stiles Street Bridge.

The identification of gross vehicle weights from shear strain measurements is based on
mechanics of materials and Mohr’s circle theory. Consider a simplified beam model of the bridge,
where the individual axle load 𝑃 is applied at a distance 𝑥 from the left support of a simply
supported beam of length 𝐿. The shear force diagram is shown in Figure 3.11.
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Figure 3.11. Shear diagram of a point load located a distance 𝒙 from the left support.

If the individual axle moves along the beam (and dynamic effects are ignored), the
theoretical influence line for the internal shear force 𝑉, measured by a sensor located at a distance
𝛿𝐿 from the right end can be obtained from the influence line for shear shown in Figure 3.12.

SHEAR FORCE
INFLUENCE LINE

STRAIN SENSOR

P

x

L
L

P(1-)

P
P

Figure 3.12. Shear influence line measured at a distance 𝜹𝑳 from the right support.
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Mathematically, such theoretical influence line is expressed as

−𝑃

𝑥
𝑉(𝑥) = { −𝑃 𝐿
𝑥+𝑃
𝐿

0 < 𝑥 < 𝛿𝐿
(3.7)

𝛿𝐿 < 𝑥 < 𝐿

When the shear is evaluated at a distance 𝑥 = 𝛿𝐿, it is obtained

𝑉 − (𝛿𝐿) = −𝑃𝛿

(3.8)

𝑉 + (𝛿𝐿) = 𝑃(1 − 𝛿)

(3.9)

which means that

𝑃 = 𝑉 + (𝛿𝐿) − 𝑉 − (𝛿𝐿)

(3.10)

which is consistent with the discontinuity shown Figure 3.12. This change in shear stress
corresponds with the load transmitted by the axle. The transition of the load from the position
𝑉 + (𝛿𝐿) to the position 𝑉 − (𝛿𝐿) can be also interpreted as a the movement of the load from a
position 𝑥 − to another position 𝑥 + , or

𝑃 = 𝑉(𝑥 + ) − 𝑉(𝑥 − )

(3.11)
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Now, the average shear strain generated by a shear load, 𝑉(𝑥), calculated at a certain
location from the neutral axis of the beam is equal to that shown in Equation 3.11,

𝜏(𝑥) =

𝑉(𝑥)𝑄

(3.12)

𝐼𝑡𝑏

where 𝑄 is the first moment of area of the portion delimited by the fiber in consideration and the
top fiber, 𝐼 is the second moment of area of the cross section of the beam, and 𝑡𝑏 is the thickness
of the beam at the location where the shear stress is calculated. Then, combining Equations (3.10)
and (3.11), it is obtained

𝑃=

𝐼𝑡𝑏
𝑄

𝜏(𝑥 + ) −

𝐼𝑡𝑏
𝑄

𝜏(𝑥 − )

(3.13)

For a given fixed sensor location, the geometric parameters are constant. Then,

𝑃=

𝐼𝑡𝑏
𝑄

[𝜏(𝑥 + ) − 𝜏(𝑥 − )]

(3.14)

Furthermore, assuming that the load travels at a constant speed, 𝑣, and acknowledging that 𝑥 =
𝑣𝑡, Equation (3.13) is rewritten as

𝑃=

𝑣𝐼𝑡𝑏
𝑄

[𝜏(𝑡 + ) − 𝜏(𝑡 − )]

(3.15)

72

The behavior of a real life girder is complex, and therefore, it is not easy to properly define
accurate values for 𝑄, 𝐼 and 𝑡𝑏 from mathematical models. However, if the structure remains
linear, it is possible to combine these parameters into a single calibration factor, which is called
herein as 𝛼. This constant that can be found experimentally utilizing a truck with known axle
loads passing over the bridge. This 𝛼 constant is analogous to the factor 𝛽 used for the normal
strain measurement technique presented previously. Then, Equation (3.15) can be expressed as

𝑃 = 𝛼[𝜏(𝑡 + ) − 𝜏(𝑡 − )]

(3.16)

This equation shows that it is possible to establish a proportional relationship between the
shear stress measured from a strain rosette in the bridge girder and the loads that travel over the
bridge. However, for the calculation of the gross vehicle weight it is necessary to use the
superposition principle. For this, consider the theoretical influence line for the shear force
generated by a train of loads, as shown in Figure 3.13.
SUPERPOSED SHEAR FORCE
RESPONSE WAVE



t

2





1

'

t

t

Figure 3.13. Superposed shear influence lines for a truck.
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In this figure, 𝜏1 and 𝜏2 are the extreme shear stresses captured on the record, ∆𝑡 is the time
between them and 𝜏1 ′ is the slope at 𝜏1 . Using these values it is possible to estimate the total change
in the shear by assuming that total change in the shear stress would be obtained from the
prolongation of the stress 𝜏1 over ∆𝑡 as ∆𝑡 𝜏1 ′. Then, the proposed GVW calculation is estimated
as

𝐺𝑉𝑊 = 𝛼[(𝜏2 − 𝜏1 ) + ∆𝑡 𝜏1 ′]

(3.17)

where 𝛼 is the calibration factor mentioned before. Now, in order to use this equtation it is
necessary to properly measure the shear strains. There is no existent ways to directly measure the
shear strains and stresses. Therefore, it is common practice to approximate the shear strains and
stresses by means the use of sensor rosettes. Figure 3.11 shows how the rosettes where placed on
the bridge’s girders. The measurements provided by the sensors produce the (normal) strains 𝜀𝐴 ,
𝜀𝐵 and 𝜀𝐶 , according to the diagram shown in the Figure 3.15.
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Figure 3.14. Orientation of strain sensors in the rosette configuration used on Stiles Street Bridge

In this configuration, 𝜙 is the angle between the axis of Gage A, which is parallel to the
flange (horizontal), and the plane at which the principal strains (and correspondingly stresses) are
located. Using these strain measurements, it is possible to apply the theory of Mohr’s circle to
obtain the principal (normal) strains and orientation of the principal strains as

𝜀1 =

𝜀2 =

(𝜀𝐴 +𝜀𝐶 )
2

(𝜀𝐴 +𝜀𝐶 )
2

(𝜀𝐴 −𝜀𝐵 )2 +(𝜀𝐵 −𝜀𝐶 )2

+√

(3.18)

2

(𝜀𝐴 −𝜀𝐵 )2 +(𝜀𝐵 −𝜀𝐶 )2

−√

2𝜀𝐵 −𝜀𝐴 −𝜀𝐶

𝜙 = arctan (

𝜀𝐴 −𝜀𝐶

(3.19)

2

)

(3.20)
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It is noteworthy to mention that this rosette configuration will give the principal stresses
for any orientation of the rosette. This means that the Gage A does not necessarily have to be
horizontal as long as the relative locations of the other gages are consistent with Figure 3.12,
oriented at 45 degrees from one another. However, of interest is the shear strain in the vertical
plane of the girder, so the desired orientation of Gage A is parallel to the flange, orthogonal to the
vertical plane.
Assuming that the loading does not produce inelastic behavior, it is possible to apply
Hooke’s law to obtain the principal stresses from the principal strains as

𝐸

𝜎1 = (1−𝜐2 ) (𝜀1 + 𝜐𝜀2 )

(3.21)

𝐸

𝜎2 = (1−𝜐2 ) (𝜀2 + 𝜐𝜀1 )

(3.22)

In this case, it is assumed that the modulus of elasticity is 𝐸 = 29000 𝑘𝑠𝑖 and that the
Poisson’s ratio is 𝜐 = 0.30 for the steel girders. To account for possible out of plane bending that
might be occurring in the bridge girder for any number of reasons, the principal stresses are
measured on both sides of the web of the bridge girder and averaged. Using Mohr’s circle theory
again, the maximum shear stress 𝜏𝑚𝑎𝑥 can be found to be

𝜏𝑚𝑎𝑥 =

(𝜎1 +𝜎2 )

(3.23)

2

This derivation shows that, by means of the rosette it is possible to measure the maximum
shear stress that is expected to occur at a specific location of the beam. However, in order to relate
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the shear measurement to the loads on the bridge, of interest is the shear stress produced by the
axle loads of trucks crossing the bridge, which is the shear stress in the vertical plane. The shear
strain in the vertical plane (assuming Gage A is oriented horizontally) is determined by

𝜏 = 𝜏𝑚𝑎𝑥 sin 𝜙

(3.24)

This relationship can be formulated using Figure 2.13 below, and standard mechanics of
materials theory.

MOHR'S CIRCLE

 = max sin 



max
max



2

1



Figure 3.15. Use of the Mohr’s circle to obtain the shear stress due to point loads

In summary, the GVW can be obtained as follows:


Measure the strains at both faces of the web girder using the rosette configuration shown
in Figure 3.11



Calculate the principal strains and stresses



Calculate the shear stress due to the vertical loads
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Calculate the gross vehicle



To calibrate the 𝛼 factor, a truck with known GVW can be used, just as in the case of the
𝛽 factor that is applied in the BWIM method that uses bending strain measurements only.

3.2.4. Fulton Terrace Bridge (CT Bridge No. 06611A)
The Fulton Terrace Bridge, CT Bridge No. 06611A, is a five-lane bridge, which carries
Interstate 95 (I-95) Northbound over Fulton Terrace in New Haven, Connecticut. The bridge is
downstream of the Stiles Street Bridge with no on or off ramps between the Pearl Harbor Memorial
Bridge, the Stiles Street Bridge and itself, such that all northbound traffic on the Pearl Harbor
Memorial Bridge passes over this bridge, as well. The bridge has a total length of 98ft, a maximum
width of 96ft and a bridge skew of 7.83˚. It is a single span bridge constructed with ten steel girders
and a reinforced concrete deck. According to CTDOT, the bridge carries an average daily traffic
65950 vehicles with 11% of those being trucks. A photo of the south facing elevation of the bridge
is provided in Figure 3.17. The dimensions of interest for the bridge are provided in Figure 3.18.

Figure 3.16. South elevation of Fulton Terrace Bridge, I-95 Northbound (Google Maps, 2017)
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Figure 3.17. Fulton Terrace Bridge plan view.

A Bridge Diagnostics Inc. (BDI) data acquisition system specifically designed for BWIM
purposes was installed on this bridge. Three BDI ST350 strain transducers were installed. They
were installed at the one-third span location from the right (Figure 3.19) of the bridge on the bottom
flange of girders 2, 5 and 8. For this bridge, two strain rosettes are applied on each side of the two
girders being studied. Figure 3.19 shows the location of the three strain sensors relative to the lanes
of travel on the bridge.
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Figure 3.18. Schematic of sensor layout for the Fulton Terrace Bridge

For this simple single-span steel girder bridge, the GVW and vehicle speed are calculated
using Equations (3.2) and (3.6) described previously. A truck of known weight is used to calibrate
the system for this particular bridge.
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3.3. FINDINGS AND APPLICATIONS
3.3.1. Meriden Bridge (Bridge No. 03051) Results
Data has been collected on the Meriden Bridge since March 15, 2013. This data has been
processed using the methodology presented previously to determine GVW and speed. The data
has been stored in a database in a queryable format. Screen shots of the user interface of the
database are shown in Figure 3.19.

Figure 3.19. Connecticut Bridge Weigh-in-Motion Database User Interface

Over 3,637,465 records of truck crossings are saved in the database. This includes 395,904
trucks measured in the second through fourth quarters of 2013, 531,179 trucks in 2014, 1,139,181
trucks in 2015, 1,171,932 trucks in 2016 and 399,269 trucks in the first quarter of 2017. Due to
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system maintenance, upgrades and outage, various days and even some months have no data
collected. Therefore, average daily truck traffic (ADTT) is reported moving forward where the
monthly data is normalized by the number of full days data was collected. The ADTT per month
are shown in Figure 3.20 for each of the five years data was collected. The average ADDT is
approximately 3500 trucks crossing the bridge each day. The lower volumes of truck traffic in
2013 are likely due to a larger threshold of strain used to trigger a truck crossing in the prior
research project. The current project was able to collect data over the period of March 2015 through
May 2017. Only a few days in the beginning of December 2017, were collected due to a power
outage at the bridge.

Figure 3.20. Average Daily Truck Traffic Per Month calculated from BWIM system on the I-91
Meriden Bridge.

3.3.1.1. Gross Vehicle Weight
A distribution of the truck GVWs for 2013-2017, where no error codes are identified, is
shown in Figure 3.21. The error codes reflect difficulty calculating truck and therefore GVW. This
occurs often for lighter trucks, below 15 kips, as the method is developed to calculate speed for
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heavier 5-axle trucks. The GVW distribution shows a bi-modal distribution with both loaded and
unloaded truck traffic crossing over the bridge.

Figure 3.21. Distribution of Gross Vehicle Weight Calculated from BWIM System on the I-91
Meriden Bridge.

The database can provide insight about trucks with excessive GVW. In total, 26,205 trucks
with weights over 80 kips were calculated, from 2015-2017, consisting of 1% of the truck traffic
(2,710,382 trucks from 2015-2017). Figure 3.22 shows the percentage of trucks over 80 kips for
each month. On average, as calculated by the BWIM system from 2015-2017, there are 39 trucks
each day weighing over 80 kips that cross over the Meriden Bridge.
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Figure 3.22. Average Daily Truck Traffic Exceeding 80 kips GVW by Month from 2015-2017.

3.3.1.2. Truck Speed
A distribution of the truck speeds for 2013 – 2017, are shown in Figure 3.23. The average
truck speed is 65.9 miles per hour (mph). The average truck speeds per month are shown in Figure
3.24 for the five years data was collected. The months of July and August 2013 have the highest
average truck speeds crossing the bridge, while the months of February and December 2014 have
the lowest speeds, with a difference of less than 5 mph.
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Figure 3.23. Distribution of Truck Speeds Calculated from BWIM System on the I-91 Meriden
Bridge.

Figure 3.24. Average Truck Speed per Month on Meriden Bridge.

3.3.2. Lebanon Bridge (Bridge No. 01865) Results
A field test was conducted on May 16th, 2016, in order to evaluate the performance of a
portable monitoring system for Bridge Weigh-In-Motion (BWIM) purposes as applied to a
concrete girder bridge.
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3.3.2.1. Truck of known weight
The truck of known weight, as shown in Figure 3.25, is used to calibrate the system for this
particular bridge. The truck was measured on the day of testing to have a GVW of 55 kips.

8.40 K 9.40 K 9.05 K

13.85 K 14.3 K
REAR

FRONT
12.00ft

31.00ft

4.00ft

5.00ft
GVW: 55 Kips

Figure 3.25. Distribution of loads on the calibration test truck.

The test truck traveled at a constant speed over the bridge completing four passes over the
slow lane (Lane 1) and four passes over the fast lane (Lane 2), Data collected from these eight
passes were used for calibration of the BWIM factors. Images of selected passages of the test truck
over Lanes 1 and 2 are shown in Figure 3.26 and Figure 3.27, respectively. The images were
extracted from the camera and radar unit that was installed the day of the test.
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Test A

Test C

Test E

Test G

Figure 3.26. Passages of test truck over the slow lane.

Test B

Test D

Test F

Test H

Figure 3.27. Passages of test truck over fast lane.

For this bridge, a speed calibration factor was introduced in order to account for the
differences of the calculated and the measured velocities at which the calibration truck travels over
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the bridge. This speed calibration factor is denoted as 𝑘 and it simply modifies the calculated
velocity of Equation (3.6) as

𝐿

𝑣 = 𝑘 2𝑡

(3.25)

Table 3.1. shows the reported speeds for each test truck passage.

Table 3.1. Speed data recorded for the test truck on lanes 1 and 2.
Truck Test
Pass
A
B
C
D
E
F
G
H

Speed
mph
64.0
64.0
65.0
65.0
65.0
62.6
60.0
63.0

Lane
1
2
1
2
1
2
1
2

3.3.2.2. Measured Strain Time Histories
The measured time histories of the strain gage on girder # 3 for the test truck traveling over
Lane 1 are shown in Figure 3.28. The corresponding measured time histories of the strain gage on
girder # 2 for the test truck traveling over Lane 2 are shown are shown in Figure 3.29.
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Figure 3.28. Response waves of the test truck passing over Lane 1.

Figure 3.29. Response waves of the test truck passing over Lane 2.

The strain measurements are observed to be repeatable. The variations shown at the end of
the time record (after 1.5 seconds) for Lane 1 can be attributed to adjacent and/or following traffic.
The temporal variation observed for Lane 2 can be attributed to the different truck speeds.
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The theoretical influence line for the truck of known weight passing over the Lebanon
Bridge can be constructed assuming a simple beam proportionality between the strain amplitude
and axle weight. The theoretical strain response and the response compared to the measured strains
for Lanes 1 and 2 are all shown in Figure 3.30.

Figure 3.30. Passages of test truck over Lanes 1 and 2 superposed with a theoretical response
wave.
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Using the measured strain time histories from the crossings of the truck of known weight,
the calibration factors shown in Table 3.2 were obtained for lanes 1 and 2.

Table 3.2. Calibration factors for test truck passings.
Test
A
C
E
G
Average

Lane 1
𝑘
1.075
1.078
1.057
0.865
1.019

Test

𝛽
0.052
0.058
0.059
0.070
0.060

B
D
F
H
Average

Lane 2
𝑘
0.914
0.928
0.898
0.878
0.905

𝛽
0.053
0.052
0.054
0.055
0.054

As indicated in Table 3.2, the k and 𝛽 parameters were averaged to obtain the calibration
factors for the velocity and GVW, yielding values of 𝑘1 = 1.019 and 𝛽1 = 0.060, and 𝑘2 = 0.905
and 𝛽2 = 0.054. These factors were then used to calculate the speeds and GVW’s for data
collected from other selected vehicles crossing the bridge, as discussed in the next section.

3.3.2.3. BWIM Results
Using the values presented earlier, the speeds and weight of the known truck were
calculated. The results are shown in Table 3.3. It is noteworthy to mention that the BWIM
algorithm was constructed in such a way that it detects the lane in which the truck is travelling, by
comparing the magnitude of the two measured strain records, and therefore uses the appropriate
calibration factor in an automated fashion.
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Table 3.3. Calculated test truck speed and weight (with error given in parentheses).
Lane 1
Test
A
C
E
G

Speed
mph
60.6 (5.3%)
61.5 (3.9%)
62.7 (3.5%)
70.7 (8.8%)

Lane 2
Test

Weight
Kips
60.2 (9.5%)
53.7 (2.4%)
54.2(1.5%)
55.7(1.3%)

B
D
F
H

Speed
mph
63.4 (2.5%)
63.4 (1.3%)
63.1 (5.2%)
65.0 (3.2%)

Weight
Kips
55.5 (0.9%)
56.2 (2.2%)
55.4 (0.7%)
56.0 (1.8%)

The remainder of the trucks measured by the BWIM system are processed using the
previously described method and calibration factors. Fifty-eight truck crossings were recorded
over a 150-minute period between 10:45am and 1:15pm on May 16, 2016. A distribution of the
truck speeds is shown in Figure 3.31. The average truck speed is 68 miles per hour (mph) with
speeds ranging from 40 mph to 88 mph. A distribution of the truck GVWs is shown in Figure 3.32.
The distribution shows a clear bi-modal distribution centered on 55 kips and 85 kips. The
maximum truck weight calculated is 121 kips. Twenty-two trucks with weights over 80 kips were
calculated, consisting of 38% of the truck traffic.

Figure 3.31. Speed histogram for 58 selected trucks crossing the Lebanon Bridge.
92

Trucks travelling at speeds slower than 30mph or faster than 90mph were discarded by the
algorithm, as they are considered as processing errors due to factors such as multiple presence of
the trucks at the bridge, trucks changing lanes and trucks travelling very close to each other.

Figure 3.32. Gross Vehicle Weight histogram for 58 trucks crossing the Lebanon Bridge.

Figure 3.33. Speed versus weight for 58 selected trucks crossing the Lebanon Bridge.
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Figure 3.33 shows the distribution of the weight of the truck versus their speed, as
calculated by the BWIM algorithm. The correlation coefficient for these two variables is 0.37,
showing that there is little relationship between them.

3.3.3. Stiles Street Bridge (Bridge No. 00174A) Results
A field test was conducted on May 11, 2017, to evaluate the ability for the BWIM system
to determine GVW and speed for a continuous span bridge. BWIM can be more challenging for
continuous span bridges do to the influence of vehicles on other spans on the (normal) strain
measured on the span of interest. The shear strain is shown previously to provide discrete jumps
when the axle passes over the location of measurement. As the authors are not aware of any sensor
that can measure shear strain on a structural member directly, this work utilizes normal strains
measurements arranged in a rosette to calculate the shear strain. As mentioned before, the shear
stress is then determined and used to calculate the GVW for the test truck.

3.3.3.1. Truck of known weight
The truck of known weight, as shown in Figure 3.34 was used to calibrate the BWIM
system for both the Stiles Street and Fulton Terrace Bridges.
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Figure 3.34. Load distribution of the test truck used on the Stiles St. and Fulton Terrace bridges.

The test truck traveled at a constant speed over the bridge completing 2 passes at 50 mph
and 1 pass at 40 mph over Exit 50 and Lane 1 on the Stiles Street Bridge on I-95 northbound.

3.3.3.2. Shear Strain Time Histories
Using the measurements from the strain sensors, the shear stresses were calculated
according to the procedure explained previously. The horizontal, vertical and inclined strains were
recorded for each one of the locations. Horizontal, vertical and inclined strains for the passages of
the test truck over the lane corresponding to Exit 50 and over Lane 1 are shown in Figure 3.35,
Figure 3.36 and Figure 3.37, respectively. For each instrumented girder, the principal strain was
calculated as the average of the principal strains of each rosette on opposite sides of the girder.
This averaging is done to compensate for any out of plane behavior that might be observed in the
web of the girder.
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Figure 3.35. Horizontal strains caused by the test truck.

Figure 3.36. Inclined strains caused by the test truck.
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Figure 3.37. Vertical strains caused by the test truck.

Combining these strains together, the principal strains were calculated for the test truck
passages over Exit 50 and Lane 1. The results for the test truck traveling over Exit 50 and Lane 1
are shown in Figure 3.38.

Figure 3.38. Principal strains.
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In the previous figure, positive values correspond to 𝜀1 and negative values to 𝜀2 . It is clear
that when one of these principal strain is non-zero, the other one vanishes. In addition, it is
observed a pivot point around 2 seconds at which they change from non-zero to zero or vice-versa.
This is a clear indication that the truck exits the span, because the reversion means that there has
been a change on the sign of the shear. The principal strain for the Lane 1 shows a significant
alterations. This is an indication of not only of a noisier signal (as seen on Figure 3.20) but also
possible lateral distribution effects or the lateral torsional buckling that might cause out-of-plane
behavior. As mentioned before, these principal strains were used to calculate the shear stresses.
The resulting shear time histories for runs over Exit 50 and Lane 1 are shown in Figure 3.39.

Figure 3.39. Direct shear stresses.

In the previous figure, it is remarkable the repeatability of the test, since there is a good
agreement on the magnitude and shape of the strains recorded for multiple runs of the test trucks.
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For this particular test truck, the theoretical influence line of for the shear stress was constructed
using the superposition principle and the result for an individual axle. For the test truck used in
this case, the results are shown in Figure 3.40 and Figure 3.41.

Figure 3.40. Theoretical influence lines of each one of the axles of the test truck.

Figure 3.41. Theoretical influence lines of total response of the test truck.
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The theoretical shear influence lines are compared to the measured strain responses when
the truck passes over Exit 50 and Lane 1 in Figure 3.42.

Figure 3.42. Theoretical influence line superposed with passages over Exit 50 and Lane 1.

The superposed influence lines shown in these figures were adjusted to match the measured
values by changing the magnitude of the strains (which would correspond to the theoretical factor
𝛼). It is possible to observe that there is a good agreement between the expected and the measured
shape of the shear stress records. Since this is a continuous multi-span bridge, the presence of other
loads in adjacent sections introduce offsets from zero on the shear stress records, which can be
noted for the test truck over Exit 50. In addition, it is observed a lump on the last portion of the
records, which corresponds to the moment at which the truck exits the span. This is caused by the
test truck passing over the next span of the continuous bridge, and it is different from the theoretical
influence line because it was constructed for a simple span.
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3.3.3.3. BWIM Results
From the plots on Figures 3.29 and 3.30, the values for 𝜏1 , 𝜏2 , Δ𝑡 and 𝜏1 ′ were determined.
Knowing that the GVW for this particular truck is 76.5 Kips, the values for
𝛼 were calibrated for each one of the passages. The results are shown in Table 3.4.

Table 3.4. Calculation of calibration factors for each passage.
Test

Lane

A
B
C
D
E
F

Exit 50
Exit 50
Exit 50
Lane 1
Lane 1
Lane 1

𝜏1
Ksi
-1.72
-1.70
-1.55
-2.11
-2.18
-2.02

Speed
mph
50
50
40
50
50
40

𝜏2
Ksi
2.27
2.25
2.37
2.33
2.29
2.20

Δ𝑡
s
0.42
0.44
0.54
0.44
0.47
0.58

𝜏1 ′
Ksi / s
-4.31
-3.34
-2.36
-5.66
-5.63
-3.94

𝛼
in2
34.9
31.0
29.1
39.3
42.2
39.2

From the previous table, the average values are 𝛼𝐸50 = 31.67 𝑖𝑛2 (Exit 50) and 𝛼𝐿1 =
40.24 𝑖𝑛2 (Lane 1). Using this averages, the calculated GVWs for the passages of the trucks are
shown in Table 3.5.

Table 3.5. Test truck (76.5 Kips) passing over Exit 50 and Lane 1 (with error given in
parentheses).
Test

Lane

A
B
C
D
E
F

Exit 50
Exit 50
Exit 50
Lane 1
Lane 1
Lane 1
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Weight
Kips
69.4 (9.3%)
78.1 (2.1%)
83.4 (9.0%)
78.3 (2.4%)
72.9 (4.7%)
78.5 (2.7%)

3.3.4. Fulton Terrace Bridge (Bridge No. 0611A) Results
A field test was conducted on May 11, 2017 (same day as Stiles Street bridge), to
demonstrate the feasibility of a longer period BWIM system powered by a solar panel, as shown
in Figure 3.43. Using such a system allows for an easy installation of the system, which is able to
collect BWIM data for longer periods than the portable system mentioned before. The bridge used
in this case is also located on route I-95 Northbound at a short distance from the Stiles Street
Bridge, which means that the same traffic goes over both bridges. The 76.5 Kips test truck shown
in Figure 3.34 was used also for this bridge.

SOLAR PANEL

BRIDGE

Figure 3.43. Solar panel used for powering BWIM system.

To verify the calculation of speed and identify a speed calibration factor,𝑘, the travel speeds
for each truck passage were recorded two ways: from a GPS unit in the vehicle itself and by using
radar. Table 3.6 shows the reported speeds for each test truck passage.
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Table 3.6. Speed data for test truck over five lanes of Stiles Street bridge on I-95 NB.
Speed GPS Speed radar
Lane
mph
mph
N.D.
1
50
Exit 50
N.D.
2
49
Exit 50
49
3
50
Lane 1
47
4
48
Lane 1
49
5
48
Exit 51
50
6
53
Exit 51
47
7
50
Lane 2
51
8
52
Lane 2
50
9
53
Lane 3
52
10
49
Lane 3
N.D.
11
38
Exit 50
38
12
42
Exit 51
43
13
40
Lane 1
42
14
40
Lane 2
40
15
38
Lane 3
N.D. indicates the speed was Not Determined by the radar.
Truck Test

In the previous table, the velocity values for Exit 50 were not detected by the radar since
the instrument provides measurements for four lanes only. These velocity values were used to
calibrate the 𝑘 calibration factors.

3.3.4.1. Bending normal stress time histories
The passage of the test truck over each lane of the bridge is shown in Figure 3.44. Three
strain sensors were placed on the bottom of the web of Girders 2, 5 and 8Figure 3.44.
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Figure 3.44. Passages of test truck each lane.

From the previous figure, it can be seen that there is not an appreciable difference of the
strain record measured on girder 8 when the test truck goes over Lane 2 and Lane 3, which means
that the results of trucks travelling on such lanes might be confounded. As such, it was assumed
that no trucks were travelling on Lane 3.
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3.3.4.2. BWIM results
Using the strain time histories shown, the calibration factors 𝑘 and 𝛽 were calculated for
travels over each lane. The results are shown in Table 3.7 through Table 3.11. For this particular
case, it is of interest to acknowledge that the plan geometry of bridge over Fulton Terrace is
atypical and therefore influences the calculation of such factors. In addition, for this particular
section of route I-95 NB, the speed limit is stated as 50mph. Therefore, the BWIM algorithm was
adjusted to consider a velocity higher than 75mph as slower than 35mph as errors (as opposed to
90mph and 30mph for the previous cases).

Table 3.7. Calibration factors for test truck passing over Exit 50 Lane.
Test
1
2
11
Average

𝑘
0.554
0.631
0.421
0.535

𝛽
0.458
0.470
0.541
0.489

Table 3.8. Calibration factors for test truck passing over Exit 51 Lane.
Test
5
6
12
Average

𝑘
0.595
0.663
0.646
0.635

𝛽
0.386
0.405
0.394
0.395

Table 3.9. Calibration factors for test truck passing over Lane 1.
Test
3
4
13
Average

𝑘
0.682
0.583
0.621
0.629
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𝛽
0.595
0.565
0.639
0.600

Table 3.10. Calibration factors for test truck passing over Lane 2.
Test
7
8
14
Average

𝑘
0.653
0.678
0.601
0.644

𝛽
0.510
0.362
0.536
0.469

Table 3.11. Calibration factors for test truck passing over Lane 3.
Test
9
10
15
Average

𝑘
0.678
0.695
0.525
0.633

𝛽
0.362
0.421
0.534
0.439

Using the averaged values, speeds and weights are re-calculated. The values are shown in
Table 3.12. In total, 186 trucks were identified over a 150min period from 11:15 a.m. until
1:15p.m., approximately.

Table 3.12. Calibration factors for test truck passing over Lane 3.
Test

Lane

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Exit 50
Exit 50
Lane 1
Lane 1
Exit 51
Exit 51
Lane 2
Lane 2
Lane 3
Lane 3
Exit 50
Exit 51
Lane 1
Lane 2
Lane 3

Speed
mph
48.3 (3.4%)
41.0 (16.3%)
45.7 (7.7%)
51.3 (7.9%)
51.1 (5.3%)
48.7 (5.4%)
49.2 (1.4%)
47.0 (8.7%)
48.1 (6.7%)
46.0 (9.0%)
48.3 (27.1%)
40.3 (0.7%)
42.0 (1.3%)
43.2 (5.3%)
47.0 (20.5%)
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Weight
Kips
79.0 (9.5%)
67.6 (2.4%)
62.9 (17.8%)
77.5 (1.3%)
83.6 (9.2%)
71.5 (6.6%)
65.1 (14.8%)
63.8 (16.6%)
86.7 (13.3%)
72.7 (5.0%)
87.9 (14.9%)
75.4 (1.5%)
64.2 (16.1%)
66.0 (13.7%)
75.7 (1.0%)

Figure 3.45. Speed histogram for Fulton Terrace Bridge.

Figure 3.46. Weight histogram for Fulton Terrace Bridge.

The distribution of the speeds and weights Figure 3.45 and Figure 3.46, respectively.
The mean speed of the trucks was identified to be 57.7mph, with speeds ranging 35 mph to 73
mph. The mean weight was 55.2Kips, with weights ranging from 6 Kips to 117 Kips. The weight
distribution tends to be bi-modal around 35 kips and 90 Kips, which is similar to the case of
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Lebanon Bridge described before. Forty-eight trucks were identified to have a weight over 80 Kips,
corresponding to a 26% of the total. Figure 3.47 shows the distribution of the trucks travelling on
each one of the lanes, according to the algorithm. The majority of the trucks tend to travel on Lane
2, corresponding to 97 (52%) out of the 186 trucks identified.

Figure 3.47. Lane count for Fulton Terrace Bridge.

Figure 3.48 shows the distribution of the weigh versus the speed of the trucks. The
correlation factor for these variables is 0.46, which means that there is little relation between them.
This is shown by the dispersion of the points on the figure.
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Figure 3.48. Speed vs. weight for Fulton Terrace Bridge.

3.4. CONCLUSIONS, RECOMMENDATIONS AND SUGGESTED RESEARCH
The performance of the BWIM system applied to four different bridges in Connecticut is
documented in this report. The performance is based on running a truck of known weight over the
bridge being studied. The study of four BWIM deployment applications has been successfully
completed within the course of this project. This project demonstrated the ability to identify the
speed and weight of truck traffic by monitoring strain measurements of various in-service highway
bridges. On the I-91 Meriden Bridge, collection and archiving of BWIM data was demonstrated
on a three-lane single span 85-ft. steel girder bridge. This bridge has been monitored since March
2013, and a database that can be readily queried has been established within the scope of the
project., Measurement of strain with a sensor attached directly to concrete on a two-lane single
span 95-ft. prestressed concrete girder bridge was demonstrated on the CT state route 2 Lebanon
Bridge. It was shown that with sensor extenders, made specifically for collecting strain on concrete
elements, the BWIM speed and GVW can be calculated from strain measurements located under
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each lane of travel. On the I-95 Stiles Street Bridge, calculating shear strain from a (normal) strain
rosette mounted on a five-lane 100-ft span of a multi-span continuous steel plate girder bridge was
demonstrated. This approach can be applied to single span bridges as well, but is useful for
continuous span bridges as it allows for localized weight response of the passing truck to be
measured on the bridge where truck traffic on adjacent spans can influence traditional BWIM
methods. Lastly, on the I-95 Fulton Terrace Bridge, the deployment of a solar powered BWIM
system, intended for weeks or months of deployment, was installed on a five-lane 100-ft. single
span steel girder bridge. This system is monitoring data continuously and collecting truck traffic
information for processing.
The CT BWIM system offers several advantages to traditional WIM systems, including:


Safety: Safety of workers and the travelling public is paramount in any traffic data
collection. The Connecticut BWIM system is completely “non-intrusive” (a.k.a. NOR
“Nothing-On-The-Road” (24)), where all sensors and associated equipment can be located
under the bridge and off the roadway. This increases the safety of the workers installing
and maintaining the system by allowing them to remain out of the traffic and provides
safety to the traveling public by minimizing the disruption to traffic flow.



Less Dependent on Pavement Condition/Life: Due to the longer sensing time, while the
truck is on the bridge platform, BWIM systems are less susceptible to both vehicle
dynamics and pavement road profile and condition. Sensors do not need to be replaced
when the pavement is rehabilitated and is less sensitive to the pavement condition.



Discrete: It provides the added benefit that it is not visible to the motoring public. Driver
behavior can potentially be altered at WIM sites when there is awareness of the system and

110

this can skew the collected data. The discrete attribute lends itself well for employment as
a virtual WIM.

The benefits of BWIM can only be realized when the system is applied to suitable bridges.
It is not envisioned that the CT BWIM system will be applicable to all of the 4,218 bridges in
Connecticut. The study allowed for a better understanding of which bridge types and what
coverage BWIM can provide on the State-owned 7,700 bi-directional miles of roadway in
Connecticut. Deployment of the BWIM equipment on multiple bridges in Connecticut is the next
phase to transition this research into CTDOT. Both equipment refinement for deployment and
personnel training of the equipment and methods should be a focus of any further research.
Beyond the conditions specific to the BWIM project, it has been observed that the
microphone on the bridge can measure (literally hear) the bridge vibration. This has allowed
measurement of the natural frequencies of the bridge without the need to install any sensors onto
the bridge itself. This work is being extended to explore the possibility of measuring vibration
shapes that can provide structural health monitoring information and direct information on bridge
condition in an easily implementable manner.
The need for and benefits from accurate and reliable truck weight data are interchangeable.
Immediate benefits can be realized for the design and management of pavements. Traffic data is a
critical piece of information in design and analysis of pavements as deterioration and damage of
pavements is most affected by heavy truck traffic. Due to the exponential relationship between
load and pavement deterioration, characterization of traffic can be particularly critical. Correct
measurement and estimates of loading result in less risk to CTDOT and cost savings translated
from extended pavement life. Improved oversize/overweight truck permitting, bridge load rating
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and truck re-routing all enable informed decisions and improved expectations of performance that
translate into sound investment decisions for CTDOT. Overall, improved network and projectlevel truck characteristic and weight data can enable the generation of improved practices
throughout CTDOT for a healthy transportation network.
In summary, the monitoring accomplished in this research has successfully demonstrated
the applicability of BWIM to a broad range of bridge types in Connecticut. The evaluation of
enhancements and new approaches to BWIM data processing was accomplished through field tests
conducted at each of the in-service highway bridges monitored in this study.
Collaboration with national and international partners was achieved through delivery of a
workshop on BWIM held in Connecticut during October 26-27, 2015. The activities of this
workshop are documented in a workshop report provided to ConnDOT.
This study also proved that commercially available hardware for collecting BWIM data
can be specified and purchased for testing. The equipment was tested on an in-service highway
bridge to verify reliability and ease of installation. The system was deployed on the final bridge at
the end of the project to evaluate the long term capabilities of the developed BWIM system. This
project has been able to continue to demonstrate it is feasible to collect actual truck weights by a
“non‐intrusive” system using an instrumented bridge.
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CHAPTER 4. EFFECT OF THE SIGNAL NOISE, LOCATION OF THE SENSORS AND
SAMPLING RATE ON THE STRAIN-ONLY INFLUENCE AREA BWIM METHOD

ABSTRACT
Bridge Weigh-In-Motion systems have been used successfully to identify some of the properties
of the trucks that travel over a highway. However, is not always easy to control the sources of
uncertainty, so the reliability of the results might be affected. In this research, the effect of possible
experimental difficulties on the influence area BWIM method based on strain measurements only
was studied. In particular, three effects were analyzed: the noise level on the signal, the location
of the sensors on the bridge and the sampling rate used for data acquisition. These effects were
modeled numerically by including synthetic noise to an idealized wave response. The results are
discussed with focus on the possible consequences on the estimation of velocities and gross vehicle
weight on field tests.

4.1. INTRODUCTION
Acquiring accurate information about the characteristics of the trucks that travel over a
highway is essential to the administration of the transportation infrastructure. One possible way to
obtain such information is to install sensors on the pavement that measure vehicles while they are
moving. These techniques are called Weigh-In-Motion and are widely used over the world
(O’Brien et al. 2008). Even though these systems are advantageous, they still face multiple
challenges. For example, in many occasions, they require cutting or excavating the pavement, and
lane closures are needed. In addition, if the pavement is not in a good condition, the dynamic
properties of the trucks might affect significantly the estimations (O’Brien et al.1999).
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Alternatively, Moses proposed moving the sensors to bridges, in order to obtain the same
information given by the WIM systems, without the costs associated with them (Moses 1979).
These other systems are called Bridge Weigh-In-Motion (BWIM) and over the years it has been
proposed multiple post-processing techniques to implement them, including: methods based on
influence lines, neural networks, genetic algorithms and wavelets, among others (Lechner et al.
2013). BWIM methods have been successfully utilized in different countries, such as Australia,
Canada, Colombia, Slovenia, United States, India, Ireland and Japan (Christenson and Motaref
2016; Muñoz et al. 2011; O’Brien et al. 2008). The present study focused on the method proposed
on the strain-only influence area method (Ojio and Yamada 2002; Cardini and DeWolf 2002; Wall
et al. 2009). Figure 4.1 (a) shows an example of the implementation of this method on a bridge
that is located in Connecticut, USA (Christenson and Motaref 2016). When a heavy vehicle crosses
the bridge, the strain sensors record a response similar to the one shown in Figure 4.1 (b). If the
response of a truck with known properties is recorded, then is possible to associate those properties
with such record and, by proportionality relations, use it to identify unknown trucks.

Figure 4.1. (a) Installation of sensors for BWIM (Christenson and Motaref 2016).
(b) Typical strain record caused by vehicles, without post-processing.
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As in any other experimental methodology, it is necessary to properly identify and mitigate
the uncertainties as much as possible, in order to improve the reliability of the measurements.
However, is not always possible to get the information in the ideal conditions. Factors as site
topography, traffic regulations, time constraints and wear of the instruments might have a negative
influence on the results. Therefore, it is valuable to study the impact of different experimental
conditions on the measurements. This research focused on identify how sensible is the BWIM
method to three possible error sources: the signal noise level, the location of the sensors on the
bridge and the sampling rate at which the data is acquired. In this paper, the theory that supports
the strain-only influence area BWIM method is described. Then, the way in which the
aforementioned effects are mathematically modeled is presented. The results from the numerical
simulations are presented and discussed and, finally, conclusions from the results and future
research directions are presented.

4.2. STRAIN-ONLY INFLUENCE AREA BWIM METHOD
BWIM methods are usually applied on simple span bridges (like the one shown in Figure
4.1), because they facilitate the interpretation of the results. The post-processing method used in
this paper initially assumes that these kind of bridges can be considered as simply supported beams,
with a travelling truck axle represented by a point load 𝑃 that is located at a distance 𝑥 from one
of their ends, as shown in Figure 4.2.
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Figure 4.2. Moving load over simply supported beam.

If the middle point of the beam is analyzed, the influence line of the bending moment 𝑀 is
mathematically described by the expression

𝑃𝑥

𝑀(𝑥) = { 𝑃𝐿
2

𝐿

0<𝑥<2

2
𝑥

(1 − 𝐿 )

(4.1)

𝐿

<𝑥<𝐿
2

in which 𝐿 is the total length of the beam. Assuming an elastic behavior and that the load travels
at a constant velocity 𝑣, the previous equation transforms into

𝑃𝑣𝑡𝑐

𝜀(𝑡) = { 𝑃𝐿𝑐

𝐿

0<𝑥<2

2𝐸𝐼
𝑣𝑡

(1 − 𝐿 )
2𝐸𝐼

(4.2)

𝐿

<𝑥<𝐿
2

where 𝜀 is the strain on the extreme lower fiber, 𝑐 is the distance between the neutral axis and that
extreme fiber, 𝐸 is the elastic modulus and 𝐼 is the second moment of area of the cross section of
the beam. The previous expression defines the variation of 𝜀 with respect to time 𝑡, and is known
as response wave (Ojio and Yamada 2002). In this expression, 𝜀 is proportional to 𝑃, but it cannot
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be used for weighting because at a given instant, the total strain is equal to the superposition of the
strains caused individually by multiple axles, as shown in Figure 4.3.

Figure 4.3. Example of response wave superposition

However, the weight of the vehicle can be determined from the concept of influence area 𝐴 (Wall
et al., 2009), defined in the discrete space as

𝐴=

𝑣∆𝑡
𝑁

∑𝑁
𝑖=1 𝜀(𝑖∆𝑡)

(4.3)

In this equation, ∆𝑡 is the size of the interval and 𝑁 is the number of points measured by the sensor
along the transit of the truck. The value of 𝐴 is proportional to 𝑣 and 𝜀, which in turn is proportional
to 𝑃 and the beam stiffness through Equation (4.2). In turn, Equation (4.3) does allow calculating
the weight because the influence area includes all the axles of the vehicle. Now, under real
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conditions the beam model is not sufficient to account for the true stiffness of the bridge. As an
alternative to the analytic calculation of such stiffness, it is possible to experimentally measure the
influence area of a known vehicle and therefore estimate the weight of unknown vehicles by means
of the calibration factor 𝛽, calculate as

𝛽=

𝐺𝑉𝑊𝑘

(4.4)

𝐴𝑘

where 𝐺𝑉𝑊𝑘 is the gross vehicle weight of a truck with known characteristics and 𝐴𝑘 is the
influence area of that vehicle. Once 𝛽 is obtained, the weight of the unknown vehicle 𝐺𝑉𝑊𝑢 is

𝐺𝑉𝑊𝑢 = 𝛽𝐴𝑘

(4.5)

In this way, the only parameter needed to define the gross vehicle weight is to obtain the
velocity at which it travels over the bridge. A way to estimate such velocity is to calculate the time
∆𝑇 that takes the last axle to move from the middle point to one end of the bridge. The last axle
will be at the midpoint of the bridge when the last peak of the strain response is observed. For
example, in Figure 4.2, the value ∆𝑇 corresponds to the difference between the times named as 𝑡𝑓
and 𝑡𝑚 . If such value is measured, the truck velocity is calculated as

𝑣=𝑘

𝐿 ⁄2

(4.6)

∆𝑇

with 𝑘 defined as an adjustment factor that consider the difference between the real length of the
bridge and the assumed one. This derivation shows that the precision on the velocity calculation
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(and therefore the GVW) depends on a correct localization of these two values. In a real response
wave, 𝑡𝑓 and 𝑡𝑚 are determined by the peak detection algorithm together with the judgement of
the researcher.

4.3. METHODOLOGY
4.3.1. Idealized response wave
In this investigation, the record shown on continuous line on Figure 4.4 was used as a
reference, which was obtained on the field test mentioned previously, after the post-processing of
the data. In this study, this measurement was assumed as an ideal response wave in which the noise
level is exactly equal to zero. In addition, it was assumed that the real physical signal is discrete
with a frequency of 2048 𝐻𝑧. The factor 𝛽 was assigned to this record in such a way that the
velocity obtained was exactly 80 𝑘𝑝ℎ and the GVW was exactly 15 𝑡𝑜𝑛.

Figure 4.4. Idealized wave response and noisy wave response.
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In order to calculate the velocity and GVW, a peak identification algorithm was used. The
minimum peak height used as a threshold to identify a truck was defined in 15 𝜇𝜀. Similarlyy, the
value used to identify the last axle of the truck (which corresponds to 𝑡𝑚 ) was defined as the 80%
of the previous one, which is equal to 12 𝜇𝜀. Finally, it was considered that the truck exits the
bridge when the strain value reaches to a 5% of the strain of the last axle, which is 0.60 𝜇𝜀
(identifying 𝑡𝑓 ). Noise with different levels was added to this theoretical response wave, which
was synthetically generated as describe on the following section.

4.3.2. Mathematical model of the noise
In this BWIM method, the biggest uncertainty sources are the electronic noise of the
instruments and the mechanical vibrations of the bridge. These two sources were modeled as bandlimited Gaussian white noise, which by definition is a stochastic process (Bendat and Piersol,
2010). This kind of noise is white because it has a constant spectral density in the range of interest,
and Gaussian because for each instant, the strain follows a normal probability distribution. In this
work it was used a bandwidth of 0 𝐻𝑧 to 100 𝐻𝑧, because such interval includes the frequencies
of the first vibration modes of the bridge and other ambient variables, such as the operation
frequency of the electric networks. Now, the intensity of the noise is characterized by the spectral
power 𝑝, which is calculated as

𝑝=

𝑅𝑀𝑆 2

(4.7)

𝐵

where 𝑅𝑀𝑆 is the root mean square of the signal and 𝐵 is the bandwidth in Hertz. With the noise
defined in this way, the value of 𝑅𝑀𝑆 was manipulated in MATLAB to generate synthetic records
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that were added to the idealized signal, in order to model the real experimental conditions. For
example, Figure 4.4 shows the theoretical signal contaminated with noise with an 𝑅𝑀𝑆 = 0.50 𝜇𝜀.
It should be noted that the noisy signal on Figure 4.4 is similar to the real one shown in Figure 4.1.
The existence of differences on these plots are because the real noise does not have a constant
spectral density on the range of interest.

4.3.3. Anti-aliasing filter (AAF) y post-processing filters (PPF)
Data acquisition systems convert analogic signals to digital (ADC) sampling the signal in
discrete intervals. The Nyquist theorem says that is not possible to distinguish between two
components of a signal if at least one of them has a frequency bigger than half of the sampling rate
(Bendat and Piersol 2010). To avoid this problem, analogic filters are used to eliminate the
frequencies that are out of the range of interest and cannot be distinguished. In this study, an eightpole Butterworth AAF was simulated in MATLAB, with a cutoff frequency of five times the
sampling rate. Is possible to show that for this particular filter design, the frequencies of maximum
amplitude are attenuated in 0.1 𝑑𝐵 and the frequency of the first alias is reduced in 80 𝑑𝐵. This
anti-aliased signal simulates one that would be obtained in the field with a data acquisition system
that includes an AAF.
Now, the strain-only BWIM method that is used herein requires a post-processing of the
signal in order to calculate the velocity and the GVW, which implies that the signal must be filtered
again. In this work, an eight-pole Butterworth PPF was used, with a cutoff frequency of 15𝐻𝑧. An
example of the application of this process is shown in Figure 4.5, in which it is observed the
difference between the idealized signal and the noisy signal, obtained after the application of both
filters. It is noteworthy to mention that the filtering generates a delay in the signal, because of the
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convolution of the noise with the impulse response function of the filters. In Figure 4.5. (b), both
signal are shown without the delay for comparison purposes only.

Figure 4.5. (a) Idealized response wave and noisy response wave after AAF.
(b) Idealized response wave and noisy response wave after both AAF and PPF.

4.4. SIMULATION AND RESULTS
4.4.1. Effect of the noise level
As mentioned previously, synthetic noise was added to the theoretical signal to represent
field test conditions. However, a single white noise record is not sufficient to analyze the sensitivity
of the method, because each point in time is random with a normal probability distribution. Hence,
in order to obtain a statistical valid representation of the noise, multiple records of white noise
were generated in MATLAB, for different levels of 𝑅𝑀𝑆, to be added to the idealized response
wave. Then, each one of the contaminated response waves was filtered and post-processed. The
values of velocity and GVW were calculated with the final response wave, and finally a statistical
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analysis was made. In this investigation, a total of 10000 realizations was used for each one of the
noise intensities, in the interval of 𝑅𝑀𝑆 = 0.00 𝜇𝜀 to 𝑅𝑀𝑆 = 0.50 𝜇𝜀.

Figure 4.6. (a) Effect of the noise level on the velocity calculation error.
(b) Effect of the noise level on the GVW calculation error.

The results are shown in Figure 4.6 (a), which shows the variation of the percentage of
error of the calculation of the velocity with respect to the noise intensity, considering the reference
value of 80 𝑘𝑝ℎ. For each value of 𝑅𝑀𝑆, the mean value was calculated (shown in dashed lines),
denoted as 𝑥̅𝐸𝑉 . Similarly, the extreme values were obtained (continuous lines), which are defined
as 1.96 times the standard deviation, and denoted as 𝜎𝐸𝑉 . These extreme values define the shaded
area shown in the figure, in which 95% of the errors will be found, if a normal distribution of
probability is assumed (Ang and Tang, 1975). As expected, the variance increases with the level
of noise. This happens because high levels of noise change the position of the points 𝑡𝑓 y 𝑡𝑚 , as
shown in Figure 4.5 (b). In addition, it is possible to observe that there is a bias to positive values
of the error on the velocity, which means that the calculated velocity is greater than the true value.
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This effect is caused because the peak detection algorithm assigns the value of 𝑡𝑚 to smaller peaks
that are confounded with the real peak value.
In a similar way, Figure 4.6 (b) shows the results obtained for the GVW. It can be seen that
the resulting plot is virtually identical to the one obtained for the velocity, both for the mean value
(corresponding to 𝑥̅𝐸𝐺𝑉𝑊 ) and 1.96 standard deviations (corresponding to 𝜎𝐸𝐺𝑉𝑊 ). This is a
consequence of the very small variation of the influence area, because the filters eliminate the
higher frequency components of the signal. Then, the small difference between both figures
indicates that the BWIM method studied is highly sensitive to the calculation of the velocity.
Therefore, the efforts to improve the reliability of this method should be emphasized on a better
calculation of the velocity at which the trucks cross the bridge.
According to the results obtained, if the noise level on the instruments is maintained on the
range studied, this BWIM technique is close to the tolerance limits given by the standard ASTM
E1318-9, which states that the GVW values must be below 15% of the error, with a confidence
level of 95%. Therefore, the results obtained in this study suggest that field tests provide reliable
results it the noise levels are within the range studied.

4.4.2. Effect of the location of the sensors
The most common location used for measuring strains in those points in which it is
anticipated to have the highest stresses, in order to increase the signal-to-noise ratio. In other
words, the goal is to stay on the low noise level of the Figure 4.6 (a) and (b). In simply supported
bridges, the highest stresses are found on the midpoint of the girders, on the extreme fibers on
tension. However, limitations as the topography of the site or the necessity to interrupt the traffic
might prevent the installation of the sensors at those points. Also, in many occasions trucks travel
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on lanes away from the sensors, so the measured response is proportionally attenuated to the
stiffness of the deck. For all those non-ideal sensor locations, the noise associated with the
mechanical vibration is also attenuated, so its effect is reduced. Nevertheless, the electronic noise
remains constant and might have a negative influence on the results.
In order to study the effect of the location of the sensors, the location factor 𝜆 was defined
as the fraction of the location of the sensor with respect to the ideal, which is described
mathematically by

𝜆=𝑑

𝑑

(4.8)

𝑖𝑑𝑒𝑎𝑙

where 𝑑𝑖𝑑𝑒𝑎𝑙 is the distance between the point of maximum stress to an arbitrary reference point
and 𝑑 is the actual location of the sensor with respect to the same point. For example, 𝜆 = 0.50
means that the sensor is located at a quarter span of the bridge, that is was installed 50% closer to
the neutral axis of the girder or that it was moved transversally 50% away from the lane at which
the truck travels. Assuming that the ideal location is the midspan of the bridge and at the lower
fiber of the girder, the variation of the error with noise level was calculated for different values of
𝜆, analogous to the effect studied in the previous section. In this case, the range investigated was
from 𝑅𝑀𝑆 = 0.00 𝜇𝜀 to 𝑅𝑀𝑆 = 0.10 𝜇𝜀.
The results are shown in Figure 4.7, for the case of the GVW. The plot for the case of the
velocity is omitted since, as mentioned earlier, there is no significant difference with respect to the
case of the weight. As for the previous sensitivity analysis, the continuous lines represent the
confidence levels at which the error on the GVW is 1.96 times the standard deviation (denoted as
𝜎𝐸𝐺𝑉𝑊 ). In this figure, it can be observed that the error obtained at 𝑅𝑀𝑆 = 0.10 𝜇𝜀 y 𝜆 = 1.00 is
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consistent with the results given in Figure 4.6 (b) (which lay within the dotted line). The shaded
areas are limited by their respective extreme values. It should be noted that for 𝜆 factors bigger
than 0.50, the errors are less than 10% if the noise level is below 𝑅𝑀𝑆 = 0.10 𝜇𝜀. However, in
farther locations the errors grow indefinitely and then is not advisable to measure the trucks under
those circumstances. Therefore, the results suggest that the calculations of velocity and GVW are
reasonable if the location factor is above 𝜆 = 0.50.

Figure 4.7. Effect of the location of the sensors on the GVW.

4.4.3. Effect of the sampling rate
One of the parameters that must be defined at vibration measurements is the sampling rate
at which the data will be discretized. Traditionally, the signal is measured at the highest possible
frequency, in order to avoid the loss of information. Nevertheless, higher sampling rates imply
higher amounts of data, which could be computationally inefficient for the post-processing. For
this reason, it is worthy to explore which is the lowest sampling rate that can be used in this BWIM
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method without compromising its reliability. For this purpose, in this research a base noise level
of 𝑅𝑀𝑆 = 0.10 𝜇𝜀 was considered, which corresponds again with the dotted line in Figure 4.6.a)
and b). Then, this noise with fixed 𝑅𝑀𝑆 was added to the idealized response wave and a AAF filter
was applied, with a variable cutoff frequency, which is again five times the sampling frequency.
After this, the signal was sampled at different frequencies, in order to simulate the case in which
the experimenter decides to use less data. Finally, a PPF filter was applied to the under-sampled
signal and the resultant response wave was used to calculated velocity and GVW. As for the
previous studies, this process was simulated 10000 times for each one of the sampling rates.
The results are shown in Figure 4.8 (a) and (b), in which the horizontal scales are
logarithmic in base 2. In these plots, the error for the initial sampling rate of 2048 𝐻𝑧 is also
consistent with the errors obtained for 𝑅𝑀𝑆 = 0.10 𝜇𝜀 in Figure 4.6 (a) and (b). It can be noted
that there is an increase on the error when the sampling rate is reduced, which is expected because
response wave has a lower resolution. As for the previous cases, the plots for the velocity and the
GVW are virtually identical, which reinforces the idea that the velocity is the governing factor for
this particular method. For sampling rates as low as 256 𝐻𝑧 the results are very similar to the
original sampling rate. Furthermore, for sampling rates of 64 𝐻𝑧, the errors are within the tolerance
margins that are indicated on the ASTM standard. The increase of the error for even lower
frequencies is explained by the fact that the filters are incapable of correcting the interference and
the error grows without limit. The results shown in the figures indicate that there is the potential
to increase significantly the efficiency of the data acquisition, because it is possible to dramatically
reduce the computational effort to store and process the data.
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Figure 4.8. Effect of the sampling rate on the velocity and the GVW.

4.5. CONCLUSIONS
This paper investigated, by means of a numerical study, the impact of the noise level, the
location of the sensors and the sampling rate on the calculation of the velocity and GVW, using
the strain-only BWIM method. For the case of the effect of the noise present on the
instrumentation, it was observed that, as expected, the error on the velocity and GVW increase
with the noise level. It was possible to identify that the method is highly sensible to the calculation
of the velocity. In addition, it was identified that there is a bias on the estimation of the truck
speeds. The overestimation of such speeds is considered as a byproduct of the peak detection
algorithm that is used. The results suggest that the calculations of velocities and GVW are within
a reasonable margin of error if the 𝑅𝑀𝑆 is kept on the studied range. The results shown in this
paper suggest that if the sensors are located in positions that are 50% or more away from the ideal
location (maximum expected stress), the errors are within a reasonable margin, for the particular
case when the noise level is kept below 𝑅𝑀𝑆 = 0.10. Finally, it was found that is possible to
reduce the sampling rate dramatically without compromising the reliability of the method. This
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result shows that there is a potential to minimize the amount of data that needs to be stored and
processed for this BWIM method.
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CHAPTER 5. SEMIACTIVE

CONNECTED

CONTROL

METHOD

ON

TWO

ADJACENT BASE ISOLATED BUILDINGS

ABSTRACT
Base isolated buildings show good performance if the frequency content of the earthquake is well
above the dominant natural frequency of the isolated structure. However, under long-period
excitations, the base-isolated building might experience large displacements at base. To mitigate
this problem, it common to introduce supplemental dampers at the isolation layer. While this
strategy reduces displacements, it also reduces the isolation; therefore increasing accelerations at
high frequencies. In this paper, a numerical study is conducted to investigate the potential of
semiactive connected control to improve the performance of adjacent base-isolated buildings. Two
adjacent four-story reinforced concrete structures with different isolation periods, connected with
a 200kN Magneto-Rheological (MR) fluid damper, are subjected to a suite of 50 earthquakes to
study the performance on the time domain. Similarly, the proposed method is evaluated on the
frequency domain by subjecting the structure to band-limited white noise.

5.1. INTRODUCTION
Seismic protective systems have gained attention over the past decades since they have the
potential to increase the resistance of structures while targeting higher performance objectives
(Housner et al. 1997). Although they still have yet to be fully incorporated on the structural
engineering community (Asai and Spencer 2015), a variety of promising systems have been
developed, using passive, active, semiactive and hybrid control strategies (Soong et al. 1994;
Housner et al. 1997). Base isolation systems remain within the most widely studied and
implemented (Morgan and Mahin 2011; Warn and Ryan 2012). It is understood that base isolation
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is effective to reduce the response of buildings when the predominant frequencies of the ground
motion are sufficiently higher than the fundamental natural frequency of the isolated structure.
However, long-period excitations amplify the response of these lower-frequency isolated
structures, causing large displacements across the isolation layer that can result in pounding and
damage to the base isolators (Housner et al. 1997; Morgan and Mahin 2011; Masroor and
Mosqueda 2013). These large displacements can be reduced by placing additional damping at the
isolation layer. However, this has the counter effect of decreasing the isolation. As a result, higher
frequencies accelerations can be increased such that nonstructural components and equipment
become more vulnerable (Kelly 1993; Kelly 1999; Warn and Ryan 2012).
The connected control method (CCM) has been proposed as another type of seismic
protective system (Klein et al., 1972; Kunieda 1976; Seto 1994). The main idea of this technique
is to connect two or more adjacent structures together, such that energy dissipation is shared
between the multiple structures. In addition, this strategy has the potential to prevent pounding in
dense cities, where the buildings are closely spaced. The connection of the buildings can be made
using passive, active or semiactive devices. Previously, magneto rheological (MR) dampers have
been suggested for this application, because they require low power, are stable in nature, and have
a large dynamic range and a large temperature range and can produce large forces at low velocities.
In addition, MR dampers are comparatively small and have few moving parts, which makes them
more appealing for civil engineering applications (Christenson and Spencer 2006; Jiang and
Christenson, 2012).
Recent research has examined the use of various combinations of the CCM with base
isolation (Murase et al. 2013; Shrimali et al. 2015; Taniguchi et al. 2016). These studies focused
on the performance of one isolated building connected to a non-isolated structure. These previous
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papers demonstrate that this combination provides adequate response for excitations in a larger
frequency range: base isolation protects building against pulse-type excitations, while the coupling
prevents amplification of the isolation mode under long-period long-duration shaking. This paper
proposes connecting two adjacent base-isolated buildings, which can be used for two separate
adjacent base-isolated buildings, or a single in-plan irregular base-isolated building where
structural joints are introduced to avoid torsional effects. Furthermore, based isolated CCM can
applied for the isolation of delicate instruments such as medical devices, computer servers and
others. In this research, the numerical models of each one of the different components of the system
are described in detail. The design of a semiactive controller for a suite of ground motions is
discussed. Then, the results of the proposed method on the time domain for each ground motion
record, as well as on frequency domain are presented and discussed. Finally, conclusion from the
obtained results are drawn.

5.2. NUMERICAL MODELS
This paper investigates the seismic performance of adjacent base-isolated buildings that
are coupled with a MR damper. Such control method can be represented by the block diagram
shown in Figure 5.1. This figure illustrates the dynamic behavior of the system, in which a base
isolated structure is subjected to accelerations from the ground. Then, a controller gathers
information from the structural response to command a force to the MR damper. The forces
generated by the damper then modify the response of the structure and the cycle is repeated until
it is needed. In this particular case, a Linear Quadratic Gaussian (LQG) controller is used, and an
Over-Driven Back-Driven Clipped Optimal Controller (ODBDCOC) (Phillips et. al. 2010), is used
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to command forces to an MR damper, which is modeled with the full dynamic approach from Jiang
et al. (2012).

Figure 5.1. Semiactive evaluation system.

In order to assess the effectiveness of the proposed control method, additional scenarios
are considered to provide a comparison basis:
-

Fixed base: traditional uncontrolled building as a reference scenario

-

Uncoupled buildings with low damping isolation layer: this case is included to represent
the traditional base isolated buildings with that do not have supplemental dampers to
control the base displacements. This is the lower bound case with the expected lowest
performance.

-

Uncoupled building with high damping isolation layer: this control strategy is considered
in this study as an initial base line case, as often times supplemental damping is included
at the isolation layer with the purpose of reducing the base displacements.

-

Coupled buildings with passive-off behavior: the case of coupled of the building with an
MR damper with no current is studied to investigate the baseline performance of the
combination of CCM with base isolation. In addition, this case provides insight on what
would be the performance on an extreme event in which power might be lost.
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-

Coupled buildings with optimal passive-on behavior: this strategy considers the case in
which the current on the damper is set to an optimal value. This is considered as a second
baseline to which the semiactive control strategy must be compared to assess the
performance of the proposed system.

-

Coupled building with active control: this case refers to an idealized condition in which a
perfect actuator is used as the coupling device. This is deemed as the upper bound case, as
an ideal active control is not physically realizable.

The damping ratio assumed for each one of the cases, as well as the case identifiers are
summarized in Table 5.1. Natural rubber isolation systems can provide damping ratios ranging
between 10 − 20% (Kelly 1993). In this case, 10% was considered to represent a low damping
case where energy dissipation is inherent to the isolator. The case of damping ratio of 30% is
considered as the condition on which supplemental dampers are installed at the isolation layer.

Table 5.1.Scenarios used for comparison of the proposed seismic protection.
Damping at
the isolation layer
N.A.
10 %
30 %
10 %
10 %
10 %
10 %

Scenario
Fixed base building
Uncoupled buildings, low damping
Uncoupled buildings, high damping
Coupled buildings, passive - off behavior
Coupled buildings, optimal passive - on
Coupled buildings, ideal active control
Coupled buildings, semi-active control

Scenario
Identifier
FIX
ULO
UHI
POF
PON
ACT
SAC

5.2.1. Ground motions
A set of 50 unscaled ground motions from historical Earthquakes around the globe were
used. These records are recommended by the Methodology described on the document
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“Quantification of Building Seismic Performance Factors” (FEMA P695), developed by the
Applied Technology Council. These records were retrieved from the Pacific Earthquake
Engineering Research Center (PEER) Ground Motion Database. Three categories are defined: Far
Field (FF), Near Field with pulse (NFP) and Near Field with no pulse (NFNP), which are listed on
Table 5.2, Table 5.3 and Table 5.4, respectively. For each one of the records, the first component
(as defined by FEMA P695) was used. This particular set of records is intended for incremental
dynamic analysis (IDA) on collapse assessments of buildings with nonlinear behavior. This study
assumes, however, linear behavior of the buildings and therefore IDA is not necessary.

Table 5.2. List of the FF earthquakes used (FEMA P695).
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

Magnitude
6.7
6.7
7.1
7.1
6.5
6.5
6.9
6.9
7.5
7.5
7.3
7.3
6.9
6.9
7.4
6.5
6.5
7.0
7.6
7.6
6.6
6.5

Year
1994
1994
1999
1999
1979
1979
1995
1995
1999
1999
1992
1992
1989
1989
1990
1987
1987
1992
1999
1999
1971
1976

Event name
Northridge
Northridge
Duzce, Turkey
Hector Mine
Imperial Valley
Imperial Valley
Kobe, Japan
Kobe, Japan
Kocaeli, Turkey
Kocaeli, Turkey
Landers
Landers
Loma Prieta
Loma Prieta
Manjil
Superstition Hills
Superstition Hills
Cape Mendocino
Chi-Chi, Taiwan
Chi-Chi, Taiwan
San Fernando
Friuli, Italy
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Recording Station
Beverly Hills - Mulhol
Canyon Country - WLC
Bolu
Hector
Delta
El Centro Array #11
Nishi-Akashi
Shin-Osaka
Duzce
Arcelik
Yermo Fire Station
Coolwater
Capitola
Gilroy Array #3
Abbar
El Centro Imp. Co.
Poe Road
Rio Dell Overpass
CHY101
TCU045
LA - Hollywood Stor
Tolmezzo

Table 5.3. List of the NFP earthquakes (FEMA P695).
ID
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Magnitude
6.5
6.5
6.9
6.5
6.9
6.7
7.0
7.3
6.7
6.7
7.5
7.6
7.6
7.1

Year
1979
1979
1980
1987
1989
1992
1992
1992
1994
1994
1999
1999
1999
1999

Event name
Imperial Valley 06
Imperial Valley 06
Irpinia Italy 01
Superstition Hills 02
Loma Prieta
Erzican, Turkey
Cape Mendocino
Landers
Northridge 01
Northridge 01
Kocaeli, Turkey
Chi-Chi, Taiwan
Chi-Chi, Taiwan
Duzce, Turkey

Recording Station
El Centro Array #6
El Centro Array #7
Sturno
Parachute Test Site
Saratoga - Aloha
Erzincan
Petrolia
Lucerne
Rinaldi Receiving S.
Sylmar - Olive View
Izmit
TCU065
TCU102
Duzce

Table 5.4. List of the NFNP earthquakes (FEMA P695).
ID
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Magnitude
6.8
6.5
6.5
6.8
6.8
6.9
6.9
7.0
6.7
6.7
7.5
7.6
7.6
7.9

Year
1976
1979
1979
1985
1985
1989
1989
1992
1994
1994
1999
1999
1999
2002

Event name
Gazli, USSR
Imperial Valley 06
Imperial Valley 06
Nahanni, Canada
Nahanni, Canada
Loma Prieta
Loma Prieta
Cape Mendocino
Northridge 01
Northridge 01
Kocaeli, Turkey
Chi-Chi, Taiwan
Chi-Chi, Taiwan
Denali, Alaska

Recording Station
Karakyr
Bonds Corner
Chihuahua
Site 1
Site 2
BRAN
Corralitos
Cape Mendocino
LA - Sepulveda VA
Northridge - Saticoy
Yarimca
TCU067
TCU084
TAMPS Pump Sta. #10

These records are considered appropriate here because the criteria used by FEMA to select
them provides a diverse set of large-event ground motions in which the bias induced by conditions
such as poor soils, number of records per event and location and measuring capabilities of the
instruments are avoided (FEMA). In addition, most of the records listed on this set have been used
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on previous studies involving base-isolated buildings (Hall and Ryan 2000; Alhan and Gavin 2004;
Alhan and Sahln 2010; Masroor and Mosqueda 2012; Di Matteo et al. 2017).
For this study, it is also of interest to reveal the behavior of the proposed system on the
frequency domain, since the energy of the selected set of earthquakes is concentrated on a certain
frequency bandwidth, as is shown later. Then, band-limited white noise (BLWN) is also used as a
ground excitation, such that the amplification of the response is shown at frequencies beyond the
set of chosen earthquakes. The properties of such BLWN are discussed later on.

5.2.2. MR damper
MR dampers are semi-active energy dissipation devices that have the ability to change
quickly their dynamic properties when a current is supplied to them. In civil engineering, great
attention is given to these kind of dampers due to their multiple advantages, as mentioned earlier.
In this study, it was assumed that the adjacent structures are connected with a 200kN MR damper,
manufactured by the Lord Corporation.
Various mathematical models have been proposed to represent the non-linear and ratedependent behavior of these semiactive devices. The high-fidelity model proposed by Jiang et al.
(2012), with the model parameters provide in the reference, is selected in this study, as it includes
a full dynamic characterization. This model includes the dynamics of the control force generated
at a constant effective current, the dynamics of the current after it is modified by the pulse-width
modulated amplifier and the dynamics of the inductance caused by the magnetic coils that are
inside the damper. A schematic representation of the model is shown in Figure 5.2.
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The MR damper was located at the top floor intersection of beams and columns shown in
Figure 5.3. It is assumed that the connection between the damper and the buildings is rigid and
therefore there is no additional energy dissipation.

Figure 5.2. Schematic representation of the model used for the MR damper
(adapted from Jiang et al. 2012).

Figure 5.3. Location of the MR damper on the buildings.

5.2.3. Over driven - back driven clipped optimal controller
Because of the dynamic behavior of the MR damper, there will be a delay on force exerted
by the device, both when the current is turned on and off. In order to achieve a better control of
the MR damper, an over-driven/back-driven clipped optimal controller (ODBDCOC) has been
proposed (Yang et al. 2002; Phillips et al. 2010; Friedman et al. 2013). In essence, this controller
over-drives the damper with currents higher than the operational limit of 2.5 Amps (up to 7.5
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Amps) until it reaches the desired force. When this force is achieved, the current is dropped to a
lower level to maintain the force. The high current is used for overdriving the circuit only, since
maintaining it could lead to damage on the damper. This overdriving allows reducing the rise time
of the force. Similarly, high levels of force may persist in a MR damper after the application of
current. Therefore, back driving can be used to command force in the opposite direction to decrease
rapidly the force on the damper. This kind of controller is used in this study to simulate real
operational conditions of the MR damper.

5.2.4. Superstructures and isolation layers
As shown by literature, the CCM method is effective when the dominant frequencies of
the adjacent buildings are sufficiently different from each other (Christenson et al. 2006). Since
the response of base-isolated structures is dominated by their isolation layer, the superstructures
were selected to be identical while having isolators with different dynamic properties. In this way,
the effect of the CCM on each building becomes more transparent. The two identical
superstructures used here are models of a four-story reinforced-concrete base-isolated
experimental specimen. This building was tested in 2013 by E-Defense, which is a division of the
Japan’s National Research Institute for Earth Science and Disaster Prevention (Brewick et al.
2015). The purpose of the test was to study moat wall pounding effects and the response of baseisolated buildings under long-period long-duration earthquake ground motions. The building
weight was approximately 690 Tons and had dimensions of 14 m x 10m x 15m. A picture of the
building is shown in the left side of Figure 5.4.
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Figure 5.4. E-Defense building (left), FEM model created in ABAQUES (middle) and reducerorder model for selected joints in MATLAB (right).

A finite element model (FEM) of this structure was developed in the software ABAQUS,
based on the blueprints of the structural design. Beams, columns, and shear walls were modeled
as solid concrete elements, with embedded reinforcing steel bars modeled as truss elements. The
initial material properties for these components were taken from the design code. Floor slabs and
nonstructural walls were modeled as autoclaved lightweight shell elements with initial nominal
Young moduli chosen as typical for this material. The original FEM included spring elements as
isolators, with initial values taken from a linear-force-displacement regression analysis. Then, the
FEM model was updated using a genetic algorithm to minimize the difference between
experimental and modeled properties. In total, 30 parameters were varied in the algorithm. The
updated version of the model resulted in a total of 79,245 degrees of freedom. A graphic
representation of such model is shown in the middle portion of Figure 5.4.
The equation of motion for each one of these superstructures, considering 𝑛 degrees of
freedom (DOFs), is written as

𝑀𝑥̈ + 𝐶𝑑 𝑥̇ + 𝐾𝑥 = −𝑀𝛤𝑔 𝑥̈𝑔 + 𝛤𝑏 𝑉𝑏 + 𝛤𝑐 𝑓

(5.1)
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where: 𝑀, 𝐶𝑑 and 𝐾 are [𝑛 × 𝑛] mass, damping and stiffness matrices, respectively; 𝑥̈ , 𝑥̇ and 𝑥 are
[𝑛 × 1] relative accelerations, velocities and displacements vectors, respectively; 𝑥̈𝑔 is the [1 × 1]
time-varying ground acceleration; 𝑉𝑏 is the [𝑏 × 1] base shear forces vector; 𝑓 is the [𝑐 × 1]
coupling forces vector; and 𝛤𝑔 [𝑛 × 1], 𝛤𝑏 [𝑛 × 𝑏] and 𝛤𝑐 [𝑛 × 𝑐] are influence vectors for the
ground acceleration, base shear forces and coupling forces, respectively. In this case, the damping
matrix 𝐶𝑑 is based on modal damping. The general convention in structural analyses is to use 5%
of critical damping for all modes, because some level of structural damage is assumed. Since baseisolated structures are intended to minimize structural damage, lower damping ratios can be
assumed (Kelly 1993). In this case, the modal damping ratio was assumed as 𝜁 = 2%.
In this research, the isolators of the original FEM were replaced with other linear springs
with different stiffness and viscous damping. The choice of linear passive isolators was made to
simplify the analysis and to confine the nonlinear behavior to the MR damper. For this kind of
isolation, the natural period 𝑇𝑏 , is expressed as

𝑚𝑠𝑢𝑝 +𝑚𝑏

1

𝑇𝑏 = 2𝜋 √

(5.2)

𝑘𝑏

where 𝑚𝑏 and 𝑘𝑏 are the mass and stiffness of the isolation layer, respectively, and 𝑚𝑠𝑢𝑝 is the
lumped mass of the superstructure. Similarly, the damping ratio of the isolation mode, 𝜁𝑏 , is given
by

𝜁𝑏 = (𝑚

𝜋𝑐𝑏

(5.3)

𝑠𝑢𝑝 +𝑚𝑏 )𝑇𝑏
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where 𝑐𝑏 is the damping coefficient of the isolation layer. The natural periods for the isolation
modes were selected as 2 and 5 seconds, and their damping ratios were defined according to the
control type utilized, as described on Table 5.1.
As the damping mechanisms of the isolation devices and the superstructures are
fundamentally different from each other, classical damping cannot be assumed for the combined
system (Chopra 1995). As an alternative, the shear-base forces can be mathematically expressed
as

𝑉𝑏 = −𝐾𝑏 𝑥 − 𝐶𝑏 𝑥̇

(5.4)

where 𝐾𝑏 and 𝐶𝑏 are [𝑏 × 𝑛] matrices that assign stiffness and damping coefficients to the degrees
of freedom on which the isolators transmit the forces. Then, Equation (5.1) can be re-written as

𝑀𝑥̈ + (𝐶𝑑 + 𝛤𝑏 𝐶𝑏 )𝑥̇ + (𝐾 + 𝛤𝑏 𝐾𝑏 )𝑥 = −𝑀𝛤𝑔 𝑥̈𝑔 + 𝛤𝑐 𝑓

(5.5)

which further simplified as

𝑀𝑥̈ + 𝐶𝑏𝑖 𝑥̇ + 𝐾𝑏𝑖 𝑥 = −𝑀𝛤𝑔 𝑥̈𝑔 + 𝛤𝑐 𝑓

(5.6)

where 𝐶𝑏𝑖 and 𝐾𝑏𝑖 are [𝑛 × 𝑛] damping and stiffness matrices, considering the isolation layers.
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5.2.4.1. Reduction of the order of the model
The detailed model created in ABAQUS provides rich information about the contribution
of higher modes on the response of the building. However, the large number of DOFs is
computationally expensive and is not practical for the controller design. If the original model has
𝑛 DOFs, the response parameters can be approximated by considering only the first 𝑟 modes. The
approximation for the displacements is expressed as

𝑥 ≅ ∑𝑟𝑖=1 𝜙𝑛𝑖 𝑞𝑖 = 𝛷𝑛𝑟 𝑞

(5.7)

in which 𝛷𝑛𝑟 is given by

𝛷𝑛𝑟

𝜙1,1
𝜙
= 2,1
⋮
[𝜙𝑛,1

𝜙1,2
𝜙2,2
⋮
𝜙𝑛,2

… 𝜙1,𝑟
… 𝜙1,𝑟
⋱
⋮
… 𝜙𝑛,𝑟 ]

(5.8)

where 𝜙𝑛,𝑟 corresponds to 𝑟-th mode shape for the 𝑛 degrees of freedom. Hence, this matrix has
dimensions [𝑛 × 𝑟]. Similarly, the modal vector 𝑞 has dimensions [𝑟 × 1]. Therefore, the order of
the model was reduced by considering only the contribution of the lowest 50 modes. According to
the updated FEM in ABAQUS, for a value of 𝑟 = 50, the cumulative mass participation rounds
up to 100% for horizontal directions and 92% for vertical direction. The natural frequency of the
50-th mode corresponds to 19.22 𝐻𝑧. Since 𝑞 is function of time and 𝛷𝑛𝑟 it is not, it is possible to
apply the same principle to velocities and accelerations such that Equation (5.6) transforms into

𝑀𝛷𝑛𝑟 𝑞̈ + 𝐶𝑏𝑖 𝛷𝑛𝑟 𝑞̇ + 𝐾𝑏𝑖 𝛷𝑛𝑟 𝑞 = −𝑀𝛤𝑔 𝑥̈𝑔 + 𝛤𝑐 𝑓
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(5.9)

𝑇
Further, pre-multiplying all the terms in the previous equation by the term 𝛷𝑛𝑟
, yields

̅ 𝑞̇ + 𝐾
̅ 𝑞̈ + 𝐶𝑏𝑖
̅𝑏𝑖 𝑞 = −𝛤̅𝑔 𝑥̈𝑔 + 𝛤̅𝑐 𝑓
𝑀

(5.10)

𝑇
𝑇
𝑇
𝑇
𝑇
̅ = 𝛷𝑛𝑟
̅ = 𝛷𝑛𝑟
̅𝑏𝑖 = 𝛷𝑛𝑟
where 𝑀
𝑀𝛷𝑛𝑟 , 𝐶𝑏𝑖
𝐶𝑏𝑖 𝛷𝑛𝑟 , 𝐾
𝐾𝑏𝑖 𝛷𝑛𝑟 , 𝛤̅𝑔 = 𝛷𝑛𝑟
𝛤𝑔 and 𝛤̅𝑐 = 𝛷𝑛𝑟
𝛤𝑐 . The

previous equation corresponds to a system of 𝑟 differential equations, with the bar used to represent
̅ and 𝐾
̅ , 𝐶𝑏𝑖
̅𝑏𝑖 have dimensions [𝑟 × 𝑟], 𝛤̅𝑔 has dimensions
the modal space. The modal matrices 𝑀
[𝑟 × 1] and 𝛤̅𝑐 has dimensions [𝑟 × 𝑐]. The stiffness and mass matrices of the FEM model were
exported to MATLAB. Is it noteworthy to mention that the modal matrix 𝛷𝑛𝑟 contain all the 𝑛
degrees of freedom of the original system. In this case, the performance of the response parameters
(displacements and accelerations) was investigated for those degrees of freedom associated to the
intersections of the centerlines of beams and columns, as shown in Figure 5.4.

5.2.4.2. State-space representation
The state-space formulation of the base-isolated CCM system is employed. From the
reduced-order modal space, the system of equations for each building is

𝑧̇ = 𝐴𝑧 + 𝐵𝑓 + 𝐸𝑥̈𝑔

(5.11)

where the [2𝑟 × 1] state vector is defined as 𝑧 = [𝑞

𝑞̇ ]𝑇 . Similarly, the rate of change of the state

is defined as 𝑧̇ , and the [2𝑟 × 𝑐] input force vector 𝑓 = [𝑓𝑥𝑇

𝑇

𝑓𝑦𝑇 ] defines 𝑐 coupling forces on 𝑋

and 𝑌 directions. Based on this formulation, the system and input matrices are given by
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𝐴=[

0𝑟×𝑟
̅
̅𝑏𝑖
−𝑀−1 𝐾

𝐼𝑟×𝑟
̅ ]
̅
−𝑀−1 𝐶𝑏𝑖

(5.12)

0𝑟×𝑐
𝐵 = [ ̅ −1 ̅ ]
𝑀 𝛤𝑐

𝐸=[

(5.13)

0𝑟×1
̅ −1 𝛤̅𝑔 ]
−𝑀

(5.14)

It should be noted that the state equation is defined in modal coordinates and yet the
measurement equation can be defined to provide outputs in physical space. In this case, the output
vector was defined as 𝑦 = [𝑥 𝑇

𝑥̈ 𝑎𝑇 ]𝑇 , giving relative displacements, 𝑥, and absolute accelerations,

𝑥̈ 𝑎 . Then, the measurement equation is

𝑦 = 𝐶𝑧 + 𝐷𝑓 + 𝐹𝑥̈𝑔

(5.15)

If only 𝑝 outputs are of interest, then the modal matrix can be further reduced to 𝛷𝑝𝑟 , which
is used to select only the degrees of freedom of interest. Therefore, 𝛷𝑝𝑟 is a [𝑝 × 𝑟] modal matrix
containing 𝑟 mode shapes for the 𝑝 outputs. As mentioned previously, These outputs are defined
at the intersections of beams and columns on each one of the levels of the buildings. This modal
matrix is expressed as
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𝛷𝑝𝑟

⋮
𝜙𝑖,1
⋮
= 𝜙
𝑗,1
⋮
[𝜙𝑝,1

⋮
𝜙𝑖,2
⋮
𝜙𝑗,2
⋮
𝜙𝑝,2

…
…
…
…
⋱
…

⋮
𝜙𝑖,𝑟
⋮
𝜙𝑗,𝑟
⋮
𝜙𝑝,𝑟 ]

(5.16)

Then, the output and the direct transmission matrices are

𝐶=[

𝐼𝑟×𝑟
̅ −1 𝐾
̅𝑏𝑖
−𝛷𝑝𝑟 𝑀

0𝑟×𝑟
̅ ]
̅ −1 𝐶𝑏𝑖
−𝛷𝑝𝑟 𝑀

𝐷=[

0𝑟×𝑐
̅𝑟 𝛤̅𝑐 ]
𝛷𝑝𝑟 𝑀

(5.18)

𝐹=[

0𝑟×1
]
0𝑟×1

(5.19)

(5.17)

Now, for the purposes of this study, it is convenient to create a state-space model that
combines both isolated buildings in a single model. Then, a stacked state-space formulation is
defined by

𝑧̇𝐴
𝐴
}=[ 𝐴
𝑧̇𝐵
0

0 𝑧𝐴
𝐵
𝐸
] {𝑧 } + [ 𝐴 ] {𝑓} + [ 𝐴 ] {𝑥̈𝑔 }
𝐵𝐵
𝐸𝐵
𝐴𝐵
𝐵

(5.20)

𝑦𝐴
𝐶
{𝑦 } = [ 𝐴
0
𝐵

0 𝑧𝐴
𝐷
𝐹
] {𝑧 } + [ 𝐴 ] {𝑓} + [ 𝐴 ] {𝑥̈𝑔 }
𝐷𝐵
𝐹𝐵
𝐶𝐵
𝐵

(5.21)

{
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These vectors and matrices can be synthetized as

𝑧̇𝑐 = 𝐴𝑐 𝑧𝑐 + 𝐵𝑐 𝑓 + 𝐸𝑐 𝑥̈ 𝑔

(5.22)

𝑦𝑐 = 𝐶𝑐 𝑧𝑐 + 𝐷𝑐 𝑓 + 𝐹𝑐 𝑥̈𝑔

(5.23)

where the subscript 𝑐 identifies the stacked system. Now, not all the response parameters are
necessarily of interest for the evaluation of the system. Moreover, it is not possible to measure all
of parameters specified by the output vector 𝑦𝑐 . Then, it is useful to consider only the outputs that
are regulated and/or measured, given by

𝑦𝑐𝑟 = 𝐶𝑐𝑟 𝑧𝑐 + 𝐷𝑐𝑟 𝑓 + 𝐹𝑐𝑟 𝑥̈𝑔

(5.24)

𝑦𝑐𝑚 = 𝐶𝑐𝑚 𝑧𝑐 + 𝐷𝑐𝑚 𝑓 + 𝐹𝑐𝑚 𝑥̈𝑔 + 𝑣

(5.25)

where 𝐶𝑐𝑟 , 𝐷𝑐𝑟 , 𝐹𝑐𝑟 , 𝐶𝑐𝑚 , 𝐷𝑐𝑚 and 𝐹𝑐𝑚 are the measurement and direct transmission matrices
defined with the proper dimensions. The additional subscripts 𝑟 and 𝑚 identify the regulated and
measured outputs, respectively. The vector 𝑦𝑐𝑟 was defined to regulate base level displacements
as well as top floor accelerations in 𝑋 and 𝑌 directions, in four different locations, for both
buildings. This means that eight base displacements and eight top floor accelerations per building
are defined as the regulated outputs. The measured outputs given by 𝑦𝑐𝑚 is the subset of of 𝑦𝑐𝑟
corresponding to the top floor accelerations of each building. Finally, the vector 𝑣 represents the
measurement noise present on the instruments.
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5.3. CONTROLLER FORMULATION
In the previous state-space formulation, the vector 𝑓 includes the force components in both
𝑋 and 𝑌 directions. In order to simplify the design, in this study only the 𝑋 component of the force
was controlled. This means that the controller commands forces in the 𝑋 direction, while the forces
in the 𝑌 direction are left to be passive. Then, for the controller design, an auxiliary system is
defined by rewriting Equations (5.11), (5.24) and (5.25) as

𝑧̇𝑐𝑥 = 𝐴𝑐 𝑧𝑐 + 𝐵𝑐𝑥 𝑓𝑥 + 𝐸𝑐 𝑥̈𝑔

(5.26)

𝑦𝑐𝑟𝑥 = 𝐶𝑐𝑟 𝑧𝑐 + 𝐷𝑐𝑟𝑥 𝑓𝑥 + 𝐹𝑐𝑒 𝑥̈𝑔

(5.27)

𝑦𝑐𝑚𝑥 = 𝐶𝑐𝑚 𝑧𝑐 + 𝐷𝑐𝑚𝑥 𝑓𝑥 + 𝐹𝑐𝑚 𝑥̈ 𝑔 + 𝑣

(5.28)

where the controlling force vector 𝑓𝑥 and the matrices 𝐵𝑐𝑥 , 𝐷𝑐𝑟𝑥 and 𝐷𝑐𝑚𝑥 are modified accordingly
to include the forces in the 𝑋 direction only. It must be emphasized that the system given by
Equations (5.26) - (5.28) are used only for the design of the controller, while the evaluation of the
design is performed including both force components.
The control method used in this investigation is the well-known linear quadratic Gaussian
(LQG) control, which has been shown to be appropriate for structures subjected to earthquake
excitations (Spencer et al. 1994; Dyke et al. 1996; Dyke et al. 1998). Essentially, LQG control
combines a linear quadratic regulator (LQR) design with a Kalman-Bucy estimator (Asai and
Spencer, 2015). This method requires a zero-mean Gaussian white noise as the driving disturbance
However, by definition white noise has constant power density over all frequencies, which is not
representative of earthquakes. For this reason, a filter must be prepended to the structure to
represent the frequency content that will be delivered to the structure. Here, a modified version of
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the Kanai-Tajimi filter (MKTF) was used (Kanai 1957; Tajimi 1960). A schematic representation
of the system used for design is shown in Figure 5.5.

Figure 5.5. Block diagram representation of the controller design.

5.3.1. Filter-structure model
The transfer function of the original Kanai-Tajimi filter is given, in Laplace-domain
(variable 𝑠), by the expression

𝐻1 (𝑠) = [2𝜁1 𝜔1 𝑠 + 𝜔12 ]/[𝑠 2 + 2𝜁1 𝜔1 𝑠 + 𝜔12 ]

(5.29)

where 𝜔1 is the frequency and 𝜁1 the damping ratio of the filter. This filter amplifies the energy of
the BLWN at frequencies of around 𝜔1, and increasingly attenuates it above such value (Clough
and Penzien, 1993). An additional filter is added to attenuate the energy at very low frequencies,
and is given by

𝐻2 (𝑠) = [𝑠 2 ]/[𝑠 2 + 2𝜁2 𝜔2 𝑠 + 𝜔22 ]

(5.30)
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where 𝜔2 and 𝜁2 are the natural frequency and damping ratio of the second filter, respectively.
These two filters are convoluted on the frequency domain, and its magnitude is given by

|𝐻(𝑗𝜔)| = |𝐻1 (𝑗𝜔)||𝐻2 (𝑗𝜔)|

(5.31)

where 𝑠 = 𝑗𝜔. For a good representation of earthquakes, it has been suggested to select the
parameters of these filters as 𝜔1 = 12 𝑟𝑎𝑑/𝑠 , 𝜁1 = 0.60, 𝜔2 = 2.2 𝑟𝑎𝑑/𝑠 and 𝜁2 = 0.05 (Kanai
1957; Tajimi 1960; Soong and Grigoriu, 1993; Clough and Penzien 1993).
As shown in Figure 5.5, the combination of the MKTF with the structure model defines a
filter-structure model, which can be can also be expressed in state-space format. This can be done
by converting the transfer function of the filter into a state-space model, given by

𝑧̇𝑓 = 𝐴𝑓 𝑧𝑓 + 𝐵𝑓 𝑤

(5.32)

𝑥̈𝑔 = 𝐶𝑓 𝑧𝑓 + 𝐷𝑓 𝑤

(5.33)

where 𝑤 is the white noise process, 𝑧𝑓 is state of the filter, 𝑥̈ 𝑔 is the output (ground acceleration)
and 𝐴𝑓 , 𝐵𝑓 , 𝐶𝑓 and 𝐷𝑓 are the system, input, output and direct transmission matrices of filter.
Noting that the filter explicitly defines the ground motion, is possible to re-write Equations (5.26)
and (5.27) as

𝑧̇𝑐𝑥 = 𝐴𝑐 𝑧𝑐 + 𝐵𝑐𝑥 𝑓𝑥 + 𝐸𝑐 𝐶𝑓 𝑧𝑓 + 𝐸𝑐 𝐷𝑓 𝑤

(5.34)

𝑦𝑐𝑟𝑥 = 𝐶𝑐𝑟 𝑧𝑐 + 𝐷𝑐𝑟𝑥 𝑓𝑥 + 𝐹𝑐𝑟 𝐶𝑓 𝑧𝑓 + 𝐹𝑐𝑟 𝐷𝑓 𝑤

(5.35)
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Then, the system of the filter can be stacked with the structure as

[

𝐴𝑓
𝑧̇𝑓
]=[
𝐸𝑐 𝐶𝑓
𝑧̇𝑐𝑥

[𝑦𝑠 ] = [𝐹𝑐𝑟 𝐶𝑓

0 𝑧𝑓
𝐵𝑓
0
] {𝑧 } + [ ] {𝑓𝑥 } + [
] {𝑤}
𝐵𝑐𝑥
𝐸𝑐 𝐷𝑓
𝐴𝑐
𝑐

(5.36)

𝑧
𝐶𝑐𝑟 ] { 𝑓 } + [𝐷𝑐𝑟𝑥 ]{𝑓𝑥 } + [𝐹𝑐𝑟 ][𝐷𝑓 ]{𝑤}
𝑧𝑐

(5.37)

Again, this representation can be simplified as

𝑧̇𝑠 = 𝐴𝑠 𝑧𝑠 + 𝐵𝑠 𝑓𝑥 + 𝐸𝑠 𝑤

(5.38)

𝑦𝑠𝑟 = 𝐶𝑠𝑟 𝑧𝑠 + 𝐷𝑠𝑟 𝑓𝑥 + 𝐹𝑠𝑟 𝑤

(5.39)

where the subscript 𝑠 refers to the filter-structure model. Similarly, the outputs given for the
measurements, 𝑦𝑠𝑚 , are a subset of the regulated outputs and are defined by

𝑦𝑠𝑚 = 𝐶𝑠𝑚 𝑧𝑠 + 𝐷𝑠𝑚 𝑓𝑥 + 𝐹𝑠𝑚 𝑤

(5.40)

5.3.2. LQG controller
The LQG control is based on the idea of performing an LQR design based on the estimates
of the states provided by the Kalman-Bucy filter. The LQR method consists in finding the optimal
gain 𝐾𝑜 , such that the force 𝑓𝑥 given by

𝑓𝑥 = −𝐾𝑜 𝑧𝑠

(5.41)
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minimizes the cost function defined by

∞

𝑇
𝑇
𝐽 = ∫0 (𝑦𝑠𝑟
𝑄𝑦𝑠𝑟 + 𝑓𝑥𝑇 𝑅𝑓 + 2𝑦𝑠𝑟
𝑁𝑓)𝑑𝑡

(5.42)

where 𝑄 is a matrix that weights the importance of the evaluated states, 𝑅 is a matrix that assigns
a cost to implementing the force 𝑓𝑥 and 𝑁 is a cross-correlation matrix relating weighting and cost.
This optimization problem is subject to the dynamics

𝑧̇𝑠 = 𝐴𝑠 𝑧𝑠 + 𝐵𝑠𝑥 𝑓𝑥

(5.43)

𝑦𝑠𝑟 = 𝐶𝑠𝑟 𝑧𝑠 + 𝐷𝑠𝑟𝑥 𝑓𝑥

(5.44)

The value of 𝐾0 is found using the command “lqry()” in MATLAB (MathWorks 2018). Now,
since not all the states 𝑧𝑠 can be measured, it is possible to use an estimation of the states, denoted
as 𝑧̂𝑠 . Then, the force can be replaced by

𝑓 = −𝐾𝑜 𝑧̂𝑠

(5.45)

For this particular case, the estimator uses the filter-structure plant with measured outputs,
described by Equations (5.38) and (5.40). Then, the dynamic system of the estimator is given by

𝑧̂̇𝑠 = 𝐴𝑠 𝑧̂𝑠 + 𝐵𝑠𝑥 𝑓𝑥 + 𝐿(𝑦𝑠𝑚 − 𝑦̂𝑠𝑚 )

(5.46)

𝑦̂𝑠𝑚 = 𝐶𝑠𝑚 𝑧̂𝑠 + 𝐷𝑠𝑚𝑥 𝑓𝑥

(5.47)
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in which the Kalman matrix gain 𝐿 is found such that the system produces and optimal estimate of
the states, 𝑧̂𝑠 . This estimation is based on the statistical properties of the disturbance input and the
measurement uncertainty. The selection of those properties are discussed on the next section. The
closed loop of the estimator is, therefore,

𝑧̂̇𝑠 = 𝐴𝑠 𝑧̂𝑠 + 𝐵𝑠𝑥 𝑓𝑥 + 𝐿(𝑦𝑠𝑚 − 𝐶𝑠𝑚 𝑞̂𝑠 − 𝐷𝑠𝑚𝑥 𝑓𝑥 )

(5.48)

𝑦̂𝑜 = 𝑧̂𝑠

(5.49)

As before, the gain matrix 𝐿 can be obtained using the command “kalman()” in MATLAB
(MathWorks 2018). Since the control gain of the LQR problem defines the force with Equation
(5.45), then the closed loop form of the controller optimal controller is

𝑧̂̇𝑠 = (𝐴𝑠 − 𝐿𝐶𝑠𝑚 − 𝐵𝑠𝑥 𝐾𝑜 − 𝐿𝐷𝑠𝑚𝑥 )𝑧̂𝑠 + 𝐿𝑦𝑠𝑚

(5.50)

𝑓𝑥 = −𝐾𝑜 𝑧̂𝑠

(5.51)

which can be simplified as

𝑧̂̇𝑠 = 𝐴𝑐𝑜 𝑧̂𝑠 + 𝐵𝑐𝑜 𝑦𝑠𝑚

(5.52)

𝑓𝑥 = 𝐶𝑐𝑜 𝑧̂𝑠

(5.53)

This state-space model completely defines the controller shown in Figure 5.5.
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5.3.3. Variance of the ground motion and the measurement noise
The Kalman-Bucy filter estimates the states according to the statistical properties of the
process and instrumentation noise. These properties are characterized by

𝐸[𝑤] = 0

(5.54)

𝐸[𝑣] = 0

(5.55)

𝐸[𝑤𝑤 𝑇 ] = 𝐺𝑤𝑤 𝛿(𝑡 − 𝜏)

(5.56)

𝐸[𝑣𝑣 𝑇 ] = 𝐺𝑣𝑣 𝛿(𝑡 − 𝜏)

(5.57)

𝐸[𝑤𝑣 𝑇 ] = 0

(5.58)

where 𝐸[∙] is the expected value operator, 𝐺𝑤𝑤 = 2𝜋𝑆𝑤𝑤 is the covariance matrix of the process
with constant spectral density 𝑆𝑤𝑤 , 𝐺𝑣𝑣 = 2𝜋𝑆𝑣𝑣 is covariance matrix of the instrumentation noise
with constant spectral density 𝑆𝑣𝑣 and 𝛿(𝑡 − 𝜏) is the Dirac delta operator over the time variables
𝑡 and 𝜏. Proper estimation of the values of 𝐺𝑤𝑤 and 𝐺𝑣𝑣 is an important step of the LQG controller
design, since the stability and performance of the estimator depends on the amount of noise present
on the system (Dyke et al. 1996).
For this kind of problems, the selection of a representative value of 𝑆𝑤𝑤 (and therefore,
𝐺𝑤𝑤 ) is a difficult task because of the high variability in frequencies, amplitudes and duration of
the earthquakes, as well as the properties instruments used for recording the ground motions. In
this research, it is proposed to select 𝑆𝑤𝑤 based on the statistics of the selected set of ground
motions. First, a histogram of the unscaled peak ground accelerations (PGA) was created, using
the Sturges’ rule for the number of bins, which is expressed as
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𝑛𝑏 = 1 + 3.3 𝑙𝑜𝑔10(𝑛𝑜 )

(5.59)

where 𝑛𝑏 is the number of bins to use and 𝑛𝑜 is the number of observations. In this case, the
number of observations is 50, and therefore the histogram is constructed with 7 bins, as shown in
Figure 5.6.

Figure 5.6. Distribution of the peak ground acceleration of the suite of earthquakes.

With this histogram, a probability distribution was fitted using the command “fitdist()” in
MATLAB (MathWorks 2018). According to Novak and Collins (2012), generalized extreme value
distributions are often times used for problems that involve seismic loadings. Using this criterion,
it was determined that the expected value for the PGA of the set of records is 3.56 𝑚/𝑠 2 . Since
this value represents a peak acceleration, it was assumed that the strong shaking section of the
ground motion has a standard deviation of one third of such peak (~1.20 𝑚/𝑠 2 ). Then, the value
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of 𝑆𝑤𝑤 was iterated until the target value of 1.20 𝑚/𝑠 2 was achieved. Since the MKTF is a linear
system, a convenient way to perform this iteration is to solve the Lyapunov equation, as described
by Christenson (2001). In this case, the Lyapunov equation is stated as

𝐴𝑓 𝐺𝑧𝑓 𝑧𝑓 + 𝐺𝑧𝑓 𝑧𝑓 𝐴𝑓𝑇 + 2𝜋𝐵𝑓 𝑆w 𝐵𝑓𝑇 = 0

(5.60)

where 𝐺𝑧𝑓 𝑧𝑓 is the covariance of the states. The covariance of the output (in this case the ground
acceleration, 𝑥̈𝑔 ), is given by

𝐺𝑥̈ 𝑔𝑥̈ 𝑔 = 𝐶𝑓 𝐺𝑧𝑓 𝑧𝑓 𝐶𝑓𝑇

(5.61)

From this equation, the covariance of the filtered noise is 𝐺𝑥̈ 𝑔𝑥̈ 𝑔 = 1.45 𝑚2 /𝑠 4 . Finally, the rootmean-square (𝑅𝑀𝑆) level of the ground acceleration is given by

1/2

𝑅𝑀𝑆𝑥̈ 𝑔 = (𝐺𝑥̈ 𝑔𝑥̈ 𝑔 )

(5.62)

Using this procedure, it was obtained that 𝑆𝑤𝑤 = 1.95 × 10−2 𝑚2 /𝑠 3 to have a filtered noise with
𝑅𝑀𝑆𝑥̈ 𝑔 = 1.20𝑚/𝑠 2 . For the case of the noise of the instrumentation, it is common to use a
covariance ratio (or spectral density ratio) (Dyke et al. 1996; Phillips et al. 2010). In this case, the
ratio was defined as 𝛾 = 𝐺𝑥̈ 𝑔 𝑥̈ 𝑔 /𝐺𝑣𝑣 = 50. As mentioned before, the covariance of the filtered
noise is set to 1.45 𝑚2 /𝑠 4 , from which 𝐺𝑣𝑣 = 0.029 𝑚2 /𝑠 4 .
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Now, the white noise that drives the process is an ideal random process that cannot be
found in nature, but can be approximated numerically by a band-limited white noise that spans
over sufficiently large bandwidth. For a BLWN, the noise power, 𝑎, is given by

𝑎 = (𝑅𝑀𝑆𝐵𝐿𝑊𝑁 )2 /𝐵

(5.63)

where 𝑅𝑀𝑆𝐵𝐿𝑊𝑁 is the root-mean-square value of the noise and 𝐵 is the bandwidth (in Hertz). In
this case, it was utilized a bandwidth of 1000 𝐻𝑧. In this particular case, the noise power can also
be expressed as 𝑎 = 2𝜋𝑆𝑤𝑤 , from which is possible to write

1/2

𝑅𝑀𝑆𝐵𝐿𝑊𝑁 = (2𝜋𝑆ww 𝐵)

(5.64)

Using this approach, the value selected is 𝑅𝑀𝑆𝐵𝐿𝑊𝑁 = 11.07 𝑚/𝑠 2 . The power spectral
density function (PSD) of the filtered noise, compared to the spectra of ground motion records, is
shown in Figure 5.7. The mean and standard deviation values for the set of earthquakes are also
shown. It can be seen that the amplitude and the frequency content of the filtered noise after the
MKTF cover the majority of the earthquakes at the frequencies with more energy, in particular for
frequencies greater than 0.35 𝐻𝑧 .
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Figure 5.7. PSD of the modified Kanai-Tajimi filter compared to
the ground motions.

Now, the simulation time (defined here as 𝑇𝑓 ) for the controller design must be selected to
be sufficiently long, such that the variance of the ground motion is stable around the target value
of 𝑅𝑀𝑆𝑥̈ 𝑔 = 1.20 𝑚/𝑠 2 . This means that the variance must show little change when the simulation
time is increased. For this purpose, series of simulations with different values of 𝑇𝑓 were
conducted, in which BLWN was passed through the MKTF and the 𝑅𝑀𝑆 values of the ground
acceleration were calculated. At this point, it is noteworthy to mention that since this problem deals
with zero-mean white noise, the variance and the 𝑅𝑀𝑆 values are identical. For each value of 𝑇𝑓 ,
1000 different seeds were used to generate the random noise. The time step used for each
simulation was 1 × 10−3 𝑠.The mean values and the standard deviations of the 𝑅𝑀𝑆 for each
simulation time are shown in Figure 5.8.
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Figure 5.8. Variation of the ground acceleration 𝑅𝑀𝑆 with simulation time.

In this figure, it is possible to observe that when the simulation time is increased, the
variance of the ground motion becomes stable around the target value. From this figure it was
decided that a simulation time of 𝑇𝑓 = 1000 𝑠 is sufficient since the variance remain well within
2% range of difference with respect to the targeted variance.

5.4. OPTIMAL CONTROLLER
5.4.1. Design performance criteria
The definition of the optimal controller is closely related to the design objectives. In this
case, the criteria used was to minimize the base displacements at the building with the biggest
period (Building B), as well as reducing de accelerations on the building of the shortest period
(Building A), within the frequency range where the suite of earthquakes considered have more
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energy. For the design of the controller, the performance is investigated through the 𝑅𝑀𝑆 level of
the response values 𝑦𝑠 , given by

1

𝑅𝑀𝑆𝑦𝑠 = √𝑛 ∑𝑛𝑖=1 𝑦𝑠2 (𝑡𝑖 )

(5.65)

The 𝑅𝑀𝑆 levels provide a measure of the kinetic energy that is present on the system for each
control strategy.

5.4.2. Optimal weighing parameters
The selection of the optimal controller involves the definition of the coefficients of the 𝑄
matrix that weigh the performance of the states on the cost function defined in Equation (5.42).
According to regulated outputs of this problem, the 𝑄 matrix is defined as

𝛼𝐴𝑑𝑖𝑠𝑝 Ψ
0
0
0
0
𝛼𝐵𝑑𝑖𝑠𝑝 Ψ
0
0
𝑄=
0
0
𝛼𝐴𝑎𝑐𝑐𝑒𝑙 Ψ
0
[ 0
0
0
𝛼𝐵𝑎𝑐𝑐𝑒𝑙 Ψ]

(5.66)

where Ψ is a diagonal matrix that weighs the story response of the parameters and the coefficients
𝛼𝐴𝑑𝑖𝑠𝑝 , 𝛼𝐵𝑑𝑖𝑠𝑝 , 𝛼𝐴𝑎𝑐𝑐𝑒𝑙 and 𝛼𝐵𝑎𝑐𝑐𝑒𝑙 weigh the relative importance of eight displacements of
building A, eight displacements of B, eight accelerations of A and eight accelerations of B,
respectively. With the design goals in mind, a systematic search procedure was applied to find
appropriate weighting factors. The chosen weighting factors along the 𝑋 direction are 𝛼𝐴𝑑𝑖𝑠𝑝 =
1.00 × 104 , 𝛼𝐵𝑑𝑖𝑠𝑝 = 1.11 × 105 , 𝛼𝐴𝑎𝑐𝑐𝑒𝑙 = 8.16 × 102 , and 𝛼𝐵𝑎𝑐𝑐𝑒𝑙 = 1.00 × 101 , and the
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diagonal matrix was selected to be Ψ = 1. For the response parameters along the 𝑌 direction, the
weighting factors were defined as 1/100 of the value assigned for the 𝑋 direction.
The remaining effort on the design of the optimal controller is to define force weighting
factor 𝑅. For the ideal active case (upper bound case), the system is linear and therefore 𝑅𝑀𝑆𝑦𝑠
can be found from the Lyapunov equation, in a similar way as for the filtered noise (ground motion)
given on Equations (5.61) and (5.62). For the semiactive case, the nonlinear behavior of the MR
damper does not allow for this solution and then the 𝑅𝑀𝑆 levels are found via simulation in
SIMULINK. Using the simulation time criteria that was of the MKTF, it was investigated the
variation of the 𝑅𝑀𝑆 levels of each one of the response parameters of interest with respect to the
parameter 𝑅 of the cost function. The results are shown in Figure 5.9.

Figure 5.9. Variation of the 𝑅𝑀𝑆 of the critical response parameters
with respect to changes on the 𝑅 factor.
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Three different lines are shown: the uncontrolled case with low damping (ULO), the upper
bound active case (ACT) and the semiactive case (SAC). The uncontrolled case is the reference
baseline for comparison and therefore it is constant for all 𝑅 values. It can be seen that the
governing parameters are the displacements of the Building B and the accelerations of the Building
A. Therefore, the slight increase in the response of base displacements on Building A does not
affect the performance of the entire system. The offset between the active and semiactive cases is
explained by the passive contribution of the MR damper. Based on this plots, it is seen that the
displacements on Building B and accelerations on Building A are not reduced beyond the point at
which the force is applied close to 𝑅 = 1.0 × 10−8.

5.5. VERIFICATION OF STABILITY
Although the MR damper is stable in a bounded-input bounded-output sense, it is necessary
to verify that the both the controller itself, as well as ideal actively controlled structure are stable,
because commanding unstable forces might lead to a poor performance and/or damage to the
damper. Both closed loops are guaranteed to be stable if the eigenvalues of its system matrix lie
on the right half of the complex plane. For the case of the controller itself, the system matrix is
given simply by 𝐴𝑐𝑜 , as given by Equations (5.50) and (5.52).
The closed loop of the controller-structure is shown in Figure 5.10. Such a system can be
expressed in state-space form as

𝑧̇𝑐 = 𝐴𝑐 𝑧𝑐 + 𝐵𝑐 𝑓𝑥

(5.67)

𝑦𝑐𝑚 = 𝐶𝑐𝑚 𝑧𝑐 + 𝐷𝑐𝑚 𝑓𝑥

(5.68)

166

Figure 5.10. Closed loop of the controller.

The previous expressions can be combined with Equations (5.53) and (5.53) to generate
the stacked close loop of the controller as

𝑧̇𝑐
𝐴𝑐
[ ̇ ]=[
𝐵𝑐𝑜 𝐶𝑐𝑚
𝑧̂𝑠

[𝑦𝑐 ] = [𝐶𝑐𝑚

𝑧𝑐
𝐵𝑐 𝐶𝑐𝑜
] {𝑧̂ }
𝐴𝑐𝑜 + 𝐵𝑐𝑜 𝐷𝑐𝑚 𝐶𝑐𝑜 𝑠

(5.69)

𝑧𝑐
𝐷𝑠 𝐶𝑐𝑚 ] { }
𝑧̂𝑠

(5.70)

which is possible to re-write as

[𝑧̇𝐶𝐶𝐿 ] = [𝐴𝐶𝐶𝐿 ]{𝑧𝐶𝐶𝐿 }

(5.71)

[𝑦𝐶𝐶𝐿 ] = [𝐶𝐶𝐶𝐿 ]{𝑧𝐶𝐶𝐿 }

(5.72)

Again, the stability is then verified such that the eigenvalues of 𝐴𝐶𝐶𝐿 do not have positive
real parts.
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5.6. PASSIVE-OFF AND OPTIMAL PASSIVE-ON
One of the main advantages of MR dampers is that they can generate large forces passively.
In absence of current, the magneto-rheological fluid generates damping forces in proportion to the
velocity and displacement across the damper. If the current applied to the MR damper is constant,
the resistance to the movement increases until it reaches its operational peak. In order to provide
comparison to the semi-active realization of the MR damper, an optimal value of the current was
investigated such that the objectives of the building were achieved. For this purpose, the current
on the damper was varied over its operational range, in order to observe the effect over the 𝑅𝑀𝑆
levels of the critical response parameters, as shown in Figure 5.11. This figure shows the change
of the parameters with current for the uncoupled buildings with low damping (ULO), coupled
buildings with passive-off damper (POF) and coupled buildings with passive-on damper (PON).
Evidently, both ULO and POF cases show no variation with the input current since, but set
comparison baselines for the passive-on case. As for the optimal active case, it is observed that the
governing parameters are the displacements on Building B and the accelerations on Building A. It
is seen that the use of the damper in a passive-off fashion has the effect of reducing the response
parameters. According to this figure, a current around 1.0 𝐴𝑚𝑝 provides reasonable reduction on
the 𝑅𝑀𝑆 levels on both the governing displacements and accelerations of the systems.
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Figure 5.11. Variation of the 𝑅𝑀𝑆 of the response parameters with change
in current at the MR damper.

5.7. RESULTS
5.7.1. Response to ground motions
5.7.1.1.

Drifts

The performance of the proposed control method is first investigated in time domain. The
simulations of the various protective methods are compared. In this study, linear elastic response
of the superstructures was assumed, implying no damage on the structural elements. To verify this
assumption, peak drifts on each story and each building were investigated. Figure 5.12 shows the
drift ratio on each floor for the cases UHI, PON, SAC and FIX.
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Figure 5.12. Variation of drift ratio with respect to the floor height
for each one of the earthquakes studied.

In Figure 5.12, only superstructure drift ratios are shown. The drift at the isolation layer is
marked at zero for all cases in order to better visualization, since base isolated structures have large
drift ratios. For all cases, the largest drifts are observed on the first floor of the building. Naturally,
the drifts for the fixed based case are higher than the rest cases, as they are all base-isolated. Both
passive-on and semiactive case increase the drifts with respect to the case UHI, which is the
consequence of the coupling force that is applied at the top floor. As a reference, the limit of 0.015
for base isolated buildings, defined on the section 12.8.5 of the ASCE/SEI 7-10, is shown in the
figure. Then, these results suggest that the linear elastic assumption for the superstructure is
reasonable, since the drift ratios in all cases are below 0.0075, for all the earthquakes on the suite.
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5.7.1.2.

Response for far field earthquakes

As mentioned previously, the regulated outputs are displacements at the base and top floor
accelerations of both buildings. In order to be consistent with FEMA P695, the results are grouped
according to the type of input ground motion (far field, near field with pulse and near field without
pulse). For each earthquake input, the time histories of the critical outputs were obtained, and their
peak values were recorded, as the example of Figure 5.13. This process is repeated for all the
earthquakes in the suite. For FF earthquakes, the results are summarized on Figure 5.14. Five cases
are shown on these plots: ULO, UHI, ACT, PON, and SAC. The ULO case is shown with dashed
red lines representing the lower bound, and the ACT case is shown with blue dashed lines to
reference the upper bound. It is noteworthy to mention that, as expected, the larger displacements
occur at building B and the larger accelerations at building A.

Figure 5.13. Time histories of the critical response parameters for a FF earthquake
(Chi-Chi Taiwan 1999 TCU045).
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Figure 5.14. Peak response parameters for Far Field earthquakes.

It is of particular interest to compare cases UHI and SAC, because accelerations are
expected to increase when high damping is introduced at the isolation layer. It is also important to
compare cases PON and SAC to investigate difference between passive and semiactive coupling.
In order to shed light on the results, a basic statistical analysis was performed.
Table 5.5 shows the median peaks and 𝑅𝑀𝑆 values of each response parameter. The
median peak response of the base displacements of building B is reduced from 0.223 𝑚 in the
ULO case to 0.153 𝑚 in the UHI case (68.5%), but there is also an increase of the critical
accelerations, from 1.51 𝑚/𝑠 2 to 1.64 𝑚/𝑠 2 (107.9%). Passive-on optimal control allows
reducing displacements of building B, but not as much as UHI (75.0%). However, it does reduce
the accelerations of building A (91.4%). Semiactive control further reduces displacements
(63.6%), while also reducing accelerations (86.1%). In terms of 𝑅𝑀𝑆 values, it is observed that
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the response parameters are reduced to comparable levels. In the case of displacements, the
displacements were reduced to 67.6%, 71.6% and 66.7%, for UHI, PON and SAC, respectively.
Similar trends are seen for accelerations, with reductions to 70.9%, 66.6% and 71.67%.

Table 5.5. Median values for FF earthquakes.
Control
method
ULO
UHI
POF
PON
ACT
SAC

𝑥𝐴
m
0.133
0.092
0.126
0.127
0.135
0.128

Peak values
𝑥𝐵
𝑥̈𝐴
m
m/s2
0.223
1.51
0.153
1.64
0.180
1.39
0.161
1.39
0.130
1.21
0.139
1.30

𝑥̈ 𝐵
m/s2
0.44
0.63
0.50
0.78
0.62
0.68

𝑥𝐴
m
0.032
0.018
0.029
0.032
0.030
0.028

RMS values
𝑥𝐵
𝑥̈𝐴
m
m/s2
0.051
0.330
0.035
0.234
0.041
0.278
0.037
0.220
0.034
0.243
0.034
0.236

𝑥̈ 𝐵
m/s2
0.098
0.122
0.106
0.190
0.132
0.140

Now, to assess the variability of these results, the box plots of Figure 5.15 were created for
the cases UHI, PON and SAC. These were created using the function ‘boxplot()’ in MATLAB
(MathWorks 2018). The red central mark on the boxes are the medians, the limits of the boxes are
25 and 75 percentiles, the whiskers beyond the boxes are extreme values and the red crosses
represent outliers of the data. These box plots show that, for the three control types investigated,
the variability of the displacements on building B are very similar to each other. However,
semiactive control seems to decrease the outliers, since for the UHI the maximum displacement
was 0.46𝑚, and in the SAC case it was obtained 0.38𝑚 (18% less). For the case of the
accelerations, SAC does show higher variability as UHI, but extreme values are 11.5% less
(2.69 𝑚/𝑠 2 versus 2.38 𝑚/𝑠 2 ).
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Figure 5.15. Box plots of the peak response parameters for FF earthquakes.

5.7.1.3. Response for near field earthquakes with pulse
Near field earthquakes are those who occur close to the measurement site. An example of
the results obtained for a NFP earthquake are shown on Figure 5.16. These time histories show
that, for all control strategies, large displacements and accelerations are induced in the structure.
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Figure 5.16. Time histories of the critical response parameters for a NFP earthquake
(Superstition Hills 1987 Parachute Test Site).

The high acceleration pulses that are characteristic of NFP earthquakes make base isolated
buildings difficult to control (Agrawal et al. 2006). However, it is of value to investigate the
performance of SAC for these conditions, in comparison to other kinds of protection, since
buildings have to accommodate earthquake hazards in an integral way. The results are summarized
in Figure 5.17, Table 5.6 and Figure 5.18.
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Figure 5.17. Peak response parameters for near-field earthquakes with pulse.

Table 5.6. Median values for near field earthquakes with pulse.
Control
method
ULO
UHI
POF
PON
ACT
SAC

𝑥𝐴
m
0.332
0.233
0.342
0.351
0.382
0.358

Peak values
𝑥𝐵
𝑥̈𝐴
m
m/s2
0.565
3.58
0.425
2.93
0.493
3.45
0.521
3.23
0.432
3.05
0.502
3.28

𝑥̈ 𝐵
m/s2
1.11
1.43
1.35
1.77
1.60
1.90

𝑥𝐴
m
0.059
0.043
0.061
0.073
0.080
0.072

RMS values
𝑥𝐵
𝑥̈𝐴
m
m/s2
0.143
0.591
0.102
0.489
0.118
0.563
0.112
0.561
0.095
0.594
0.105
0.554

𝑥̈ 𝐵
m/s2
0.257
0.292
0.289
0.418
0.340
0.372

For these kind of earthquakes, the median of the peaks and 𝑅𝑀𝑆 values suggest that adding
damping at the base provide better performance than the other two control strategies. Despite of
this fact, SAC control does reduce the median displacements to 89% and accelerations to 92%
with respect to ULO. In terms of 𝑅𝑀𝑆, again SAC does not outperform UHI, but achieves
reductions to 74% in displacements and 94% in accelerations with respect to ULO.
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The variability of these results is illustrated on Figure 5.18. Similar dispersion of the data
is observed in displacements. However, extreme values are reduced on the SAC case from 0.906𝑚
to 0.732 𝑚 (19.2% less). In the case of the accelerations, SAC present both more variability within
the 25th and 75th percentile. The extreme values on UHI are 3.15% smaller than the ones on SAC
case. Then, these results suggest that using SAC control have the potential to achieve similar
performance levels than the cases of UHI and PON.

Figure 5.18. Box plots of the peak response parameters.

5.7.1.4. Near field earthquakes without pulse
Following the same procedure as before, it was generated the results for NFNP
earthquakes, shown in Figure 5.19, Table 5.7 and Figure 5.20.
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Figure 5.19. Peak response parameters for near-field earthquakes without pulse.

Table 5.7. Median values NFNP earthquakes.
Control
method
ULO
UHI
POF
PON
ACT
SAC

𝑥𝐴
m
0.114
0.073
0.103
0.096
0.104
0.097

Peak values
𝑥𝐵
𝑥̈𝐴
m
m/s2
0.184
1.36
0.138
1.81
0.160
1.26
0.132
1.27
0.112
1.16
0.120
1.23

𝑥̈ 𝐵
m/s2
0.47
0.87
0.56
0.80
0.68
0.73

𝑥𝐴
m
0.043
0.027
0.040
0.042
0.043
0.041

RMS values
𝑥𝐵
𝑥̈𝐴
m
m/s2
0.072
0.458
0.048
0.455
0.056
0.411
0.051
0.338
0.040
0.373
0.042
0.371

𝑥̈ 𝐵
m/s2
0.142
0.193
0.151
0.269
0.203
0.204

For the median peak values, it is observed similar behavior as the one obtained for FF
earthquakes. SAC control outperforms both UHI and PON by reducing the displacement median
to 0.120𝑚 (65% of ULO), versus 0.138𝑚 (75% of ULO) for UHI and 0.132𝑚 (72% of ULO)
for PON. In the cases of accelerations, SAC achieves a reduction to 90%, comparing to 94% for
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PON. UHI in fact increase the acceleration 33% with respect to the lower bound case. The 𝑅𝑀𝑆
levels of both displacement and accelerations are lowest when SAC control is used.
Finally, the dispersion of the data for NFNP earthquakes is shown in Figure 5.20. The box
plots for displacements show that SAC has the potential to reduce the variability of the results as
well as the extreme values. Similar situation is observed for accelerations, although an outlier is
experienced in both SAC and PON cases.

Figure 5.20. Box plots of the response parameters.

5.7.2. Response to BLWN
In order to investigate the frequency domain performance of the proposed method,
simulation were performed in which instead of earthquake records, the ground motion was a
modeled as BLWN acceleration. In this way, PSD functions were calculated for each one of the
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protective systems. The simulation time and noise power used for the white noise were consistent
with the methodology used for the controller design. For the cases FIX, ULO, UHI and ACT, these
PSD functions are equivalent to transfer functions, since those systems are linear. The PSD
functions of each system are compared here in a sequential format. In order to be consistent with
the previous discussions, the comparison is made for the critical response parameters. First, it is
compared the PSDs of the fixed base superstructure with the cases ULO and UHI, as shown in
Figure 5.21.

Figure 5.21. Comparison of PSD functions for cases FIX, ULO and UHI.

It should be noted that, for all response parameters, the isolation of the superstructure shifts
the first natural frequency to 0.5 𝐻𝑧 for building A (period of 2𝑠) and to 0.2 𝐻𝑧 for building B
(period of 5𝑠). In addition, it is seen that larger displacements are induced in building B as
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compared to building A. The additional damping decrease the magnitude of the displacements on
both building at the resonant frequencies. As expected, accelerations at lower frequencies are
decreased but are increased at higher frequencies. For building A, accelerations increase for
frequencies above 1 𝐻𝑧 and for building B, above 0.30 𝐻𝑧. For both buildings, the increase in
some frequency regions can increase up to 10 𝑑𝐵 (3.16 times larger).
Next, UHI is compared to POF and PON in Figure 5.22. This figure shows how the passive
coupling creates interaction between the adjacent buildings. For example, the resonant frequency
of 0.2 𝐻𝑧 of building B is insinuated on the PSD of the displacements of building A. Similarly,
the resonance of 0.5 𝐻𝑧 of building A is observed on the acceleration PSD of building B. When
the current is set at the optimal level, the response is reduced at low frequencies. It is also seen that
the coupling avoids increasing accelerations at high frequencies, as for the case of UHI.

Figure 5.22. Comparison of PSD functions for cases UHI, POF and PON.
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As the MR damper has nonlinear behavior, the response at high frequencies show higher
variability than at low frequencies in both POF and PON. The next comparison of interest is to
observer the performance of the upper bound case ACT with respect to UHI and to PON. The
PSDs of these cases are shown in Figure 5.23. Here, it is important to note how the active case
provides similar control as the passive-on for displacements and it increases the performance in
accelerations, in particular in the range between 10 − 50 𝐻𝑧.

Figure 5.23. Comparison of PSD functions for cases UHI, PON and ACT.

Finally, the cases UHI, ACT and SAC are compared in Figure 5.24. For the semiactive
case, it is very important to verify that there is a good tracking between the forces commanded by
the LQG controller and the actual forces produced by the MR damper. The plot shows that the
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ODBDCOC allow a very good tracking of the active forces. Therefore, semiactive control provides
performance that is close to the one that could be actually achieved by the upper bound case.

Figure 5.24. Comparison of the PSD functions for the cases ACT and SAC.

As for the passive coupling cases, the semiactive and active control allows to reduce the
displacement at low frequencies without compromising the accelerations at higher frequencies.
This aspect of the CCM have the potential to improve the performance of nonstructural
components on base isolated buildings with natural frequencies on that range. This represents an
important feature for base isolated structures since failure in nonstructural components can lead to
severe injuries or deaths. For example, Kehoe (2014) provide an example of wall panels with a
thickness of 5 inches and unsupported vertical span of 10 feet. Depending on the support
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conditions, the frequencies of such wall can lay on the range between 15 − 70 𝐻𝑧. Therefore,
using SAC control could lead to a significant improvement of the performance of these systems.

5.8. CONCLUSIONS
In this study, it was proposed the use of a hybrid seismic control method in which
semiactive CCM is applied to adjacent base isolated buildings. The performance of the proposed
method was evaluated numerically, by running simulations of the proposed strategy as well as
other protective systems. The evaluation was performed in time domain by running simulations of
a suite of earthquakes of different types: far field, near field with pulse and near field without pulse.
In addition, the performance was studied in the frequency domain by analyzing the behavior of the
system under a white noise ground excitation.
In the time domain analysis, it was shown that median response was reduced using
semiactive control for far field earthquakes and near field earthquakes without pulse. For near field
earthquakes with pulse, semiactive did not outperform other protection systems. Albeit these fact,
the differences between the competing systems are statistically small. Even so, it is possible to
point out characteristics that advocate for the use of the semiactive control. First, utilizing high
damping at the base of both buildings would require installing of multiple supplemental damping
devices, as opposed to CCM in which a single MR damper was used. In addition, the use of CCM
automatically prevents the potential of pounding of the superstructures. It is also noteworthy to
mention that the controller design is flexible and the weighting parameters in the 𝑄 and 𝑅 matrices
can be adapted to changes in the design requirements, as opposed to the rigid constraints of the
passive control. Finally, it needs to be recognized that further optimization can be potentially
obtained by means of a parametric investigation in which other variables are included, such as the
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location of the damper, the periods of the each isolation layer and the structural configuration of
the adjacent superstructures.
In the frequency domain, it was shown that semiactive control allows reducing base
displacement for the critical building at low frequencies, without compromising the accelerations
at high frequencies. In fact, it was shown that the accelerations can be reduced up to three times
smaller in the frequency range between 10 − 50 𝐻𝑧. Therefore, the results of this study suggest
using a semiactive control with an MR damper at the top floor of the building is a competitive
option to reduce both the critical base displacements and top floor accelerations.
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CHAPTER 6. SUMMARY AND CONCLUSIONS
Structural engineering is a vibrant discipline that constantly seeks to improve the
performance of structural systems when they are exposed to complex environmental actions, along
their lifetime. In this context, smart structure technologies have emerged as the natural confluence
of structural engineering and neighboring disciplines. This dissertation summarizes the
contributions made by the author to advance the state-of-the-art on smart structures on each one
of these areas.
Chapter 1 discussed the general context on which smart structures are situated. In a general
sense, smart structures are conceived to mimic biological systems. Biological beings have
sensorial systems that provide them with information of about their surrounding environment and
about their own health status. Such information is sent through nervous networks and is processed
by their brains, which interprets the inputs to make decisions on real time. Then, if actions are
required, the brain commands instructions to their muscular system and regulates the behavior in
real time. Analogously, smart structures are equipped with sensors and sensor networks that send
pertinent information to a central processing center. With this information, decisions about the
structure itself or neighboring systems can be made by the system itself or by human supervisors.
Based on such information, actuation and control can also be implemented as required. Following
this line of thought, three areas of knowledge converge with traditional structural engineering to
form a smart structural system: sensors and sensor networks, data processing and decision-making,
and actuation and control. Therefore, research needs were stablished for each general area, with
the additional intention to cover technologies at different evolution stages. In this dissertation,
seven different studies were performed, encompassing analytical, numerical and field work. The
results of such studies are summarized on the four subsequent chapters of this dissertation.
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Chapter 2 investigated the area of sensors and sensor networks. In particular, it was
investigated the feasibility of using infrasound measurements as a non-contact strategy to
determine dynamic properties of an in-service highway bridge. For this purpose, data from a
microphone and accelerometers was processed and analyzed. The microphone was installed on a
traffic cabinet underneath the bridge and the accelerometers were placed in contact with the
structure on three different locations. The data analyzed was collected over almost 4 years, on
which the bridge experienced substantially different temperatures and traffic loading. Power
spectral density functions were calculated for the microphone and for accelerometers, for different
temperature categories. It was shown that a single microphone has the potential to provide
insightful information about the dynamic properties of an in-service highway bridge, with similar
performance as one would obtain using a single accelerometer. In addition, it was shown that is
possible to use an attention model (on the context of machine learning) to obtain such information
in rapidly without compromising the accuracy of the results.
In chapters 3 and 4, research was conducted with the area of data processing and decisionmaking in mind. Specifically, Chapter 3 dealt with field applications and advances on BridgeWeigh-In-Motion for four different in-service highway bridges. It was shown that it is possible to
use the influence area method, to calculate reliably gross vehicle weights on steel and prestressed
concrete girder bridges. In this case, the speed was calculated using the backside of the strain time
history and calibrated with field measurements. BWIM measurements were obtained with a
permanent system on one of the bridges, with the concurrent goal of performing structural health
monitoring, collecting information on a period that spanned over nearly 4 years. On the rest of the
bridges, portable systems were used to collect data in shorter periods. In addition, it was shown
that using a simplified shear-based BWIM method could be used to calculate GVW of vehicles
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that travel over continuous span bridges. Chapter 4 investigated, via simulation, the sensibility of
the influence area BWIM method on Chapter 3, to different experimental conditions. It was
evaluated the effects of the signal noise level, the location of the sensors on the bridge and the
sampling rate, on the calculation of the truck speed and the gross vehicle weight. It was identified
that this method is particularly sensible to the speed calculation. It was shown that when the 𝑅𝑀𝑆
level is below 0.10 𝜇𝜖, the errors remain within 5% from the actual values. If such limit is
maintained, it is demonstrated that the sensors can be placed away from the ideal location such
that the signal is reduced to 50% of the maximum. Finally, it was also seen that the sampling rate
could be reduce substantially without compromising the accuracy of the results.
Finally, Chapter 5 is dedicated to the area of actuation of control. In this chapter, it is
proposed a hybrid seismic protective system in which the semiactive connected control method is
applied to adjacent base isolated buildings. For this purpose, numerical simulations were
performed for the proposed method, as well as other control strategies, in which two adjacent baseisolated buildings that are connected with an MR damper, are subjected to a suite of 50 ground
motions. In addition, the buildings with different control types were subjected to band limited
white noise, to investigate their response in the frequency domain. A statistical approach was used
to design the LQG controller that commands the semiactive forces on the MR damper. The results
obtained in this study show that passive coupling adjacent base isolated buildings have the
potential to reduce the displacements at the base, while maintaining low levels of accelerations on
the superstructure. Furthermore, using semiactive coupling was shown to improve the performance
of the adjacent buildings by inducing additional forces on the MR damper. Appendix A provides
additional insight by means of an analytical of the theoretical frequency domain behavior of these
kind of systems, coupled with passive behavior.
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APPENDIX A. SEISMIC PROTECTION OF ADJACENT BASE-ISOLATED BUILDINGS
USING THE CONNECTED CONTROL METHOD

ABSTRACT
Seismic isolation is a popular type of seismic protective system in which the dominant resonant
frequencies of the structure are moved to the lower frequency range of the spectrum to protect the
structure and its contents from ground accelerations. Isolating the structure is an effective way to
attenuate vibration of the superstructure when subjected to earthquakes with significantly higher
dominant frequencies, but at the same time this approach increases the vulnerability of the structure
to long-period long-duration earthquakes. This paper proposes the application of the connected
control method to provide isolation performance for long-period long-duration earthquakes
without compromising the isolation at higher frequencies. An analytical model is presented to
demonstrate, through a frequency domain analysis, that the connected control method can be
applied to adjacent base isolated buildings to provide reduction in the isolator resonant peaks,
while not increasing the attenuation of the responses. Then, isolated buildings are protected from
long-period long-duration earthquakes without affecting the performance of the isolation to higher
frequency excitation.

A.1. INTRODUCTION
Seismic protection techniques mitigate the negative effects of earthquakes on structures. In
the case of buildings, the conventional structural design method provides sufficient strength and
energy dissipation capacity through the utilization of proper materials and structural
configurations, as well as exhaustive detailing. This methodology offers adequate solutions when
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the required performance objectives allow for the occurrence of either structural damage during
larger design level earthquakes or non-structural damage for less intense earthquakes. However,
there are cases where it is desired that structures remain fully operational (limited structural and
non-structural damage) immediately following the occurrence of the design earthquake. For
example, hospitals and disaster mitigation facilities are expected to operate immediately after the
occurrence of a strong shaking. Furthermore, in some cases, it may not be practical to provide
sufficient resistance or ductility. For example, seismic retrofit of existing buildings might be very
sensitive to disturbances and, therefore, require minimal interventions. As such, techniques such
as base isolation have been used in the past and are increasingly considered as a practical
alternative for the seismic protection of buildings.
Based-isolated buildings are effective to reduce the response of buildings when subjected
to ground excitation with frequency content well above the natural frequency of the isolation layer.
However, base isolation may be less effective, and even induce negative effects, when baseisolated structures are subjected to long-period, long-duration earthquakes, such as the events of
Mexico City in 1985 and, more recently, Tohoku in 2011. This is a result of frequencies that can
excite the natural frequency of the isolated structure over durations long enough for amplitudes to
increase beyond the capacity of the isolators and isolation system. One approach to address this
concern is to increase the damping in the isolation layer, though this reduces the level of isolation
that can be achieved at higher frequencies.
The connected control method is another seismic protection technology that has been
proposed for adjacent fixed-base structures (Klein et al. 1972, Kunieda 1976 and Seto 1994). In
this technique, adjacent buildings are connected together with stiffness, damping and/or actuation
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devices to allow the multiple buildings to work in unison to absorb and dissipate the energy of the
earthquake. Coupling buildings has been realized on actual buildings in Japan.
This paper explores the effectiveness of applying the connected control method to adjacent
based-isolated buildings subjected to long-period, long-duration earthquakes. The first section
presents the idealized system and the methodology used to evaluate the effectiveness of the
proposed strategy. Next, results are presented and discussed. Finally, conclusions on the
effectiveness of the connected control method on base isolated buildings are drawn.

A.2. MAINTAINED ISOLATION OF CONNECTED CONTROL METHOD
Consider a damped single-degree-of-freedom system (SDOF), with mass 𝑚, stiffness 𝑘
and damping coefficient 𝑐, that is allowed to displace along direction 𝑥 and is subjected to a ground
acceleration 𝑥̈ g . The equation of motion for such a system is

𝑚𝑥̈ + 𝑐𝑥̇ + 𝑘𝑥 = −𝑚𝑥̈ g

(A.1)

The frequency response function (FRF) of the mass displacement to ground acceleration
can be shown to be

−1

𝐷(𝜔) = −𝜔2+2ζ𝜔

n 𝑗𝜔+𝜔n

(A.2)

2

where 𝜔n is the natural frequency, 𝜁 is the damping ratio and 𝜔 is the frequency. The
corresponding FRF of the absolute acceleration of the mass to the ground acceleration can be
shown to be:
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2
2𝜉𝜔 𝑗𝜔+𝜔n

n
𝐴(𝜔) = −𝜔2 +2ζ𝜔

(A.3)

2
n 𝑗𝜔+𝜔n

Figure A.1. Frequency response functions for a SDOF system.

Figure A.1 shows the magnitude of the FRFs in equations Equations (A.2) and (A.3) for
two different natural frequency and damping ratios. Decreasing the natural frequency, as is done
when base-isolating a structure, decreases the resonance of the displacement, effectively moving
the resonance below the frequency range of typical earthquakes. For long-period earthquakes, the
energy can approach the isolated resonance. In this case, for displacement protection it is necessary
to reduce the resonant peak. This can be done by increasing the damping. Increasing the damping
is observed to have little effect on the higher frequency displacement magnitude; however,
increasing the damping increases the magnitude of the acceleration FRF at higher frequencies,
which can negate the benefit of the isolation for the acceleration-dependent nonstructural
components needed for the building to remain fully operational. The method presented in this
paper rather explores an alternative in which dampers are located at the superstructure level
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between adjacent base-isolated buildings, i.e., combining base isolation with the connected control
method (CCM).
To better understand the benefit of the connected control method, first consider two SDOF
systems, buildings A and B, coupled with a viscous damping element. To simplify this analysis, it
is assumed that the building models are undamped. The equations of motion for this two SDOF
are

𝑚a 𝑥̈ a + 𝑐(𝑥̇ ac − 𝑥̇ bc ) + 𝑘a 𝑥ac = −𝑚a 𝑥̈ g

(A.4)

𝑚b 𝑥̈ b + 𝑐(𝑥̇ bc − 𝑥̇ ac ) + 𝑘b 𝑥bc = −𝑚b 𝑥̈ g

(A.5)

where 𝑥ac and 𝑥bc indicate the displacements of buildings A and B, respectively, when they are
coupled together. As for the SDOF system in Equation (A.1), (A.4) and (A.5) can be transformed
into the Laplace domain. In order to solve this system of equations, they can be grouped in matrix
form as

𝑐

[

𝑐

𝑠 2 + 𝑚 𝑠 + 𝜔a2

−𝑚 𝑠

𝑐

𝑠 2 + 𝑚 𝑠 + 𝜔b

a

−𝑚 𝑠
b

𝑐

b

a

][
2

−𝑋̈g (𝑠)
𝑋ac (𝑠)
]=[
]
𝑋bc (𝑠)
−𝑋̈g (𝑠)

(A.6)

The off-diagonal elements of this matrix are the mathematical representation of the
physical coupling of these two structures. Application of Cramer’s rule in Equation (A.6) provides
the solution for the relative displacement of building A, which is represented by
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𝑋ac (𝑠) =

𝑐
𝑠
𝑚a
𝑐
2|
𝑠2 +
𝑠+𝜔b
𝑚b
𝑐
𝑐
𝑠2 +
𝑠+𝜔a2
−
𝑠
𝑚a
𝑚a
|
|
𝑐
𝑐
2
2
−
𝑠
𝑠 +
𝑠+𝜔b
𝑚b
𝑚b

−𝑋̈g
|
−𝑋̈g

−

(−𝑠2 −

=

(𝑠2 +

𝑐
𝑚a

𝑐
𝑚b

𝑐
𝑚a

2
𝑠−𝜔b
−

𝑠+𝜔a2 )(𝑠2 +

𝑐
𝑚b

𝑠)

2 )−
𝑠+𝜔𝑏

𝑐2
𝑠2
𝑚a 𝑚b

𝑋̈g (𝑠)

(A.7)

Then, the transfer function for the relative displacement is expressed as

𝐷ac (𝑠) =

𝑋ac (𝑠)
𝑋̈g (𝑠)

𝑚a +𝑚b
2
)𝑐𝑠−𝜔b
𝑚a 𝑚b
2
2
𝑚a +𝑚b
2 )𝑠2 +(𝑚a 𝜔a +𝑚b 𝜔b )𝑐𝑠+(𝜔 2 𝜔2 )
)𝑐𝑠3 +(𝜔a2 +𝜔b
𝑠4 +(
a b
𝑚a 𝑚b
𝑚a 𝑚b

−𝑠2 −(

=

(A.8)

It should be noted that when 𝑐 = 0, the expression for building A reverts back to the SDOF
system in Equations (A.1) and (A.2). In order to calculate the magnitude of Equation (A.8), it is
convenient to rearrange the expression as

[𝜔 2 −𝛼𝜔 2 ]+[−𝛽𝛾𝜔]𝑗

𝐷ac (𝑗𝜔) = [(𝜔2 −𝛼𝜔2)(𝜔2−𝜔2a)]+[−𝛽𝛾𝜔3 +𝛿𝛾𝜔2𝜔]𝑗
a

a

(A.9)

a

where

𝛼 = 𝜔b2 ⁄𝜔a2

(A.10)

𝛽 = (𝑚a + 𝑚b )⁄𝑚b

(A.11)

𝛾 = 𝑐 ⁄ 𝑚a

(A.12)

𝛿 = (𝑚a 𝜔a2 + 𝑚b 𝜔b2 )⁄𝑚b

(A.13)
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It is noteworthy to mention that damping is present in the imaginary terms only, which is
consistent with basic dynamic theory. The magnitude of 𝐷ac (𝜔) is given by

2

[𝜔 2 −𝛼𝜔a2 ] +[(𝛽)(𝛾𝜔)]2

𝑑ac (𝑗𝜔) = √

2

2

[(𝜔 2 −𝛼𝜔a2 )(𝜔2 −𝜔a2 )] +[(−𝛽𝜔 2 +𝛿𝜔a2 )(𝛾𝜔)]

(A.14)

For the case of absolute accelerations, a similar procedure is used to obtain

𝐴ac (𝑗𝜔) = −𝜔a2 𝐷ac (𝑗𝜔)

(A.15)

and the corresponding magnitude can be shown to be

𝑎ac (𝑗𝜔) = 𝜔a2 𝑑ac (𝑗𝜔)

(A.16)

Following a similar procedure, the following expression is obtained for building B

[𝜔 2 −𝜔2 ]+[−𝛽𝛾𝜔]𝑗

𝐷bc (𝑗𝜔) = [(𝜔2−𝛼𝜔2 )(𝜔2 −𝜔a2)]+[−𝛽𝛾𝜔3 +𝛿𝛾𝜔2 𝜔]𝑗
a

a

(A.17)

a

The magnitude of displacement for building B is

2

𝑑bc (𝑗𝜔) = √

[𝜔 2 −𝜔a2 ] +[(𝛽)(𝛾𝜔)]2
2

2

[(𝜔 2 −𝛼𝜔a2 )(𝜔2 −𝜔a2 )] +[(−𝛽𝜔 2 +𝛿𝜔a2 )(𝛾𝜔)]
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(A.18)

Finally, the FRF for absolute acceleration building B is

𝐴bc (𝑗𝜔) = −𝜔a2 𝐷bc (𝑗𝜔)

(A.19)

𝑎bc (𝑗𝜔) = 𝜔a2 𝑑bc (𝑗𝜔)

(A.20)

For the coupled building it was shown that 𝐴ac (𝑗𝜔) = −𝜔a2 𝐷ac (𝑗𝜔). Therefore

2

[𝜔 2 −𝛼𝜔a2 ] +[(𝛽)(𝛾𝜔)]2

𝑎ac (𝑗𝜔) = 𝜔a2 𝑑ac (𝑗𝜔) = 𝜔a2 √

2

2

[(𝜔2 −𝛼𝜔a2 )(𝜔2 −𝜔a2 )] +[(−𝛽𝜔 2 +𝛿𝜔a2 )(𝛾𝜔)]

(A.21)

Considering frequencies significantly larger than the natural frequency 𝜔a , the terms
associated with the natural frequencies are small compared to the exciting frequencies and the
following expression is obtained

𝜔 4 +𝛽 2 𝛾2 𝜔2

𝜔 2 (𝜔2 +𝛽 2 𝛾2 )

𝜔2

𝑎ac (𝑗𝜔) ≈ 𝜔a2 √𝜔8 +𝛽2 𝛾2𝜔6 = 𝜔a2 √𝜔6 (𝜔2 +𝛽2 𝛾2) = 𝜔a2

(A.22)

From Equation (A.22), it is observed that, as the isolation frequency is decreased, so is the
magnitude of the absolute acceleration FRF. More importantly, Equation (A.22) shows that the
magnitude at frequencies sufficiently larger than the isolation frequency are independent of the
coupling damping 𝑐. That is to say that at high frequencies, the magnitude of the absolute
acceleration FRF to a ground acceleration coupled with a damping element, c, approaches the same
magnitude as the system with 𝑐 = 0.
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Figure A.2. Frequency response functions for the coupled SDOF systems.

Figure A.2 shows the magnitude of the FRFs in Equations (A.14), (A.16), (A.18) and
(A.20) for the connected and unconnected systems. Adding damping in the connected control
method is observed to decrease the magnitude of the resonant peaks of the FRFs; however,
importantly it does not increase the magnitude of the FRFs for displacement and acceleration in
both buildings at higher frequencies, as indicated in Equation (A.22). This figure illustrates the
benefit of the CCM for adjacent base isolated structures.

A.3. CONNECTED CONTROL METHOD FOR BASE ISOLATION EXAMPLE
This section provides a numerical example to illustrate the benefits of applying the
connected control method for adjacent base isolated buildings for seismic protection, as shown in
Figure A.3. The buildings are modeled as two-degrees-of freedom systems with lumped masses
with identical fixed based properties of 2 Hz natural frequencies and 2% critical damping ratios,
where the mass (𝑚), stiffness (𝑘) and damping coefficient (𝑐) of the superstructure are used to
determine these quantities. The mass 𝑚b of the isolation layer is one third of the mass 𝑚 of the
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superstructure. The isolation layer provides an isolated natural frequency of 0.5 Hz for the first
structure and 0.2 Hz for the second structure, with identical damping in the isolation layer at 10%
of critical. The mass of the isolation layer and superstructure (𝑚 + 𝑚b ), the stiffness of the
isolation layer (𝑘bi ) and damping of the isolation layer (𝑐bi) are used to determine the dynamic
characteristics. The damping coefficient of the connector between the two superstructures is 𝑐c and
the stiffness between the two structures is 𝑘c . The properties of the two structures are summarized
in Table A.1.

kas
as

kai
ai

mas

kc
c

mai

mbs

mbi

kbs
bs

kbi
bi

Figure A.3. Two undamped SDOF systems connected by a damper and spring element

Table A.1 – Physical Properties of Adjacent Base Isolated Buildings
Property
Building A Building B
Superstructure
Mass
1 kg
1 kg
Period
0.2 sec
0.2 sec
Damping Ratio
2%
2%
Isolation Layer
Mass
1/3 kg
1/3 kg
Period*
2 sec
5 sec
Damping Ratio*
10%
10%
* Dynamic characteristics determined assuming the mass of the superstructure is lumped onto the
mass of the isolation layer.

The equations of motion for these isolated structures can be represented in matrix form as:
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𝑀𝑋̈ + 𝐶𝑋̇ + 𝐾𝑋 = −𝑀Γ𝑔 𝑥̈𝑔

(A.23)

𝑋̈ = −𝑀−1 𝐾𝑋 − 𝑀−1 𝐶𝑋̇ − Γ𝑔 𝑥̈𝑔

(A.24)

where the displacements, velocities and accelerations of the isolation layers and the superstructures
relative to the ground are defined as 𝑋 = [𝑥ai
𝑋̈ = [𝑥̈ ai

𝑥̈ as

𝑥̈ bs

𝑥as

𝑥bs

𝑥bi ]T , 𝑋̇ = [𝑥̇ ai

𝑥̇ as

𝑥̇ bs

𝑥̇ bi ]T , and

𝑥̈ bi ]T and the mass, stiffness and mass are defined as

𝑚ai 0 0 0
0 𝑚as 0 0
𝑀=[ 0
]
0 𝑚bs 0
0 0 0 𝑚bi

(A.25)

0
0
𝑘ai + 𝑘as −𝑘as
0
𝑘as 𝑘as + 𝑘c −𝑘c
𝐾=[
]
−𝑘
𝑘
+
𝑘
c
0
−𝑘c
bs
c
−𝑘c 𝑘ai + 𝑘as
0
0

(A.26)

0
𝑐ai + 𝑐as – 𝑐as
0
𝑐as 𝑐as + 𝑐c −𝑐c
0 ]
𝐶=[
−𝑐
−𝑐
𝑐
+
𝑐
c
0
c
bs
c
𝑐
+
𝑐as
0
−𝑐c
ai
0

(A.27)

The loading vector Γ𝑔 defines the loading of the ground acceleration onto the structure. The
state-space representation of the system is

𝑍̇ = 𝐴𝑍 + 𝐵𝑈

(A.28)

𝑌 = 𝐶𝑍 + 𝐷𝑈

(A.29)
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where the states are defined as 𝑍 = [𝑋 T
the output is defined as 𝑌 = [𝑋 T

𝑋̇ T

T
𝑋̇ T ] and 𝑍̇ = [𝑋̇ T

T
𝑋̈ T ] , the input is 𝑈 = Γ𝑔 𝑥̈ g and

T
𝑋̈ T + 1T 𝑥̈ g ] . The state space matrices of this

representation are given as:

0
𝐴=[
−𝑀−1 𝐾

1
]
−𝑀−1 𝐶

(A.30)

0
𝐵=[ ]
1
𝐶=[

1
0
−𝑀−1 𝐾

(A.31)
0
1 ]
−𝑀−1 𝐶

(A.32)

0
𝐷 =[0]
0

(A.33)

where 0 and 1 are matrices or vectors of appropriate sizes. To select the optimal values for the
stiffness and damping of the connector link, a parameter search is conducted. Figure A.4 and Figure
A.5 show the contour plots for the maximum FRF magnitude for the displacement and absolute
acceleration FRFs. The FRFs are determined from the state space model of the system using
MATLAB.
The optimal values for connector stiffness and damping are selected as 𝑘c = 0.90 and 𝑐c =
2.45 to provide a balance of response reduction between both buildings. The resulting FRFs for
the structure as fixed base, base isolated, base isolated with damping added to the isolation layer,
and CCM base isolated are shown in Figure A.6 and Figure A.7.
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Figure A.4. Contour plots for maximum displacement FRF.

Figure A.5. Contour plots for maximum absolute acceleration FRF.
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Figure A.6. Displacement FRF of CCM Base Isolated Buildings.

Figure A.7. Absolute Acceleration FRF of CCM Base Isolated Buildings.

The absolute acceleration response is considered here with the performance objective to
keep the buildings fully operational immediately following the occurrence of the design
earthquake by ensuring the acceleration responses are minimized. The absolute acceleration
frequency response functions of the two base isolated buildings are shown in Figure A.7 for the
four cases. It is observed in this figure that adding the isolation layer reduces the resonant peak of
the 5 Hz fixed-base structures to 0.5 Hz and 0.2 Hz for isolated building A and isolated building
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B, respectively. It is also noted that providing isolation reduces the acceleration responses by an
order of magnitude (20 dB) above 1 Hz, which demonstrates the benefits of isolation. The
magnitude of the resonant peaks, however, has increased from 28 dB for the fixed base structures
to 34 dB for the isolated structures. This 6 dB increase corresponds to an increase by a factor of 2.
This can be significant if, during a long-period long-duration earthquake, the resonance is excited.
To reduce this resonant peak, the damping in the isolation layer can be increased. The
dotted lines in Figure 7 show the transfer functions for the isolated buildings with isolation-layer
damping that corresponds to 10% of critical. The magnitudes of the resonant peaks are reduced by
12 dB relative to those with only 2% damping in the isolation layer. The 12 dB decrease
corresponds to a reduction of ¼. However, it is known that increasing the damping of the isolation
layer decreases the effect of the isolation, increasing the magnitude of the transfer functions at
higher frequencies. This is observed here as an increase in the magnitude of the second resonant
peak around 10 Hz, by nearly 15 dB, an increase of more than 5.5 times. The CCM provides a
first-resonant peak reduction similar to adding isolation-layer damping but keeps the second
resonant peak quite low. This example illustrates the tradeoff in traditional base isolation between
a susceptibility to long period long duration earthquakes and the effectiveness of the isolation and
the ability of the CCM to achieve both objectives in base isolation.

A.4. CONCLUSIONS
Simple analytical models are presented here to demonstrate, through a frequency domain
analysis of the transfer functions from ground acceleration input to absolute acceleration output,
that the connected control method can be applied to adjacent base-isolated buildings to provide
reduction in the isolator resonant peaks while not increasing the attenuation of the responses. A
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numerical example is provided to demonstrate that the connected control method can protect
isolated buildings from long-period long-duration earthquakes without affecting the performance
of the isolation during higher frequency excitations. In addition to the demonstrated performance
benefits, the application of the connected control method for adjacent base-isolated buildings has
the added benefit of providing additional damping to both isolated buildings through the use of
only one coupling damper and stiffness link. The use of fewer devices can decrease costs and
maintenance.
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