This paper aims to approximate the fractional diffusion equations with the Riesz fractional derivative in a finite domain utilizing the McCormack numerical method with a second order accuracy. To approximate the Riesz fractional derivative, the fractional central difference is used. The fractional derivative error is obtained for the central fractional difference and the stability of the McCormack numerical method is studied. Some numerical examples are given to evidence the maximum error obtained when the McCormack method is utilized for the solution of the fractional diffusion equations using the fractional central difference.
Introduction
Fractional calculus (referring to the integration and differentiation of non-integer order) has been developed more than three centuries ago [1, 2] and has been applied to an increasing number of fields such as physics [3] , chemistry and/or biochemistry [4] , control [5, 6, 7, 8] , medicine [9] , etc. In recent decades, researchers tendency to use the fractional derivatives has been increased [1] . The most significant advantage of the fractional order models is that they can describe simply and elegantly the memory and hereditary properties of different substances such as viscoelasticity, anomalous diffusion, etc. [1, 10, 11] . Several definitions of fractional derivatives have been presented among which the definitions by Riemann-Liouville, Caputo, Grnwald-Letnikov, Hadamard and Marchaud are known to be the most suitable definitions. Unfortunately, similar usages of different definitions lead to different results [1] . Ashyralyev, presented the connection of fractional derivatives with fractional power of positive operators and obtained the formula for fractional difference derivative [12] . Khan et al. used the homotopy analysis method (HAM) to obtain the analytical/numerical solution of the nonlinear reaction-diffusion equations with time fractional derivatives by converting them to a hierarchy of linear equations [13] . They used the Caputo fractional derivative description. Daftardar-Gejji and Bhalekar [14] solved the multi-term fractional diffusion-wave equation along with homogeneous and heterogeneous boundary conditions using the method of separation of variables and realized that unlike in the one-term case, the solution of multi-term fractional diffusion-wave equation does not represent anomalous diffusion of any kind. Many researchers have used the Laplace transform to develop analytical solutions to fractional advection-diffusion equations. However, the inverse Laplace transform is often performed based on the complex functions and residual theory. Therefore, it limits the types of analytical solutions of the equations [15] . Ding and Jiang [16] analytically solved the multi-term timespace fractional advectiondiffusion equations with mixed boundary conditions on a finite domain. They used the spectral representation of the fractional Laplacian operator to convert these equations into multi-term time fractional ordinary differential equations. By applying Luchkos theorem to the resulting fractional ordinary differential equations, the desired analytical solutions were obtained. Chen et al. [17] applied the Kansa method to the solution of the time fractional diffusion equations. They used the finite difference method and the Kansa method, respectively to discretize time fractional and spatial derivative terms. They also presented the numerical solutions of the one-dimensional and two-dimensional cases, which agreed with the corresponding analytical solution. Homotopy analytical method (HAM) is a useful method for finding the approximate analytical solution of linear and nonlinear problems. It was first suggested by He [18] . In this method, the nonlinear fractional differential equations are transformed into a series of ordinary differential equations, which have simpler solutions [18, 19, 20, 21, 22, 23, 24, 25] . Saadatmandi and Dehghan [26] proposed an approximation technique based on the shifted Legendre-tau idea to solve a class of initial-boundary value problems for the fractional diffusion equations with variable coefficients on a finite domain. They described the fractional derivatives in the Caputo sense. The technique was derived by expanding the required approximate solution as the elements of shifted Legendre polynomials. Using the operational matrix of the fractional derivative the problem can be reduced to a set of linear algebraic equations. Khader [27] used a numerical method based on the Chebyshev approximations to solve the fractional diffusion equation. The features of Chebyshev polynomials were used to reduce the fractional diffusion equation to a system of ordinary differential equations, which were solved using the finite difference method. Ortigueira and Trujillo [28] proposed a new fractional derivative of the Grunwald-Letnikov type and studied some of its properties. It incorporated both the forward and backward Grunwald-Letnikov and the two-sided fractional derivatives. Celik and Duman [29] solved the fractional diffusion equations using the Crank-Nicolson numerical method and provided their stability proof using the Riesz fractional derivative method. In the present work, the fractional diffusion equations are solved in a finite domain using the McCormack numerical method and their stability proof are provided using the Riesz fractional derivative method. Some numerical examples are given to evidence the maximum error obtained when the McCormack method is utilized for the solution of the fractional diffusion equations using the fractional central difference. In this article, we are going to discuss the FDEs. The fractional derivative equation (FDE) is obtained by replacing the first-order time derivative and the second-order space derivative, with α order, which lies in the ranges 0 < α < 1 and 1 < α < 2, respectively [30] .
In section 2, some of the required definitions and information are provided. In section 3, the McCormack method is used for the FDEs utilizing the fractional central difference discretization. In section 4, the stability feature of the McCormack method for FDEs has been presented. Finally in the last part numerical results of this method are illustrated using some examples with their numerical solutions. 
is called the Riemann-Liouville of the α order [1, 2, 31, 32] . Here
is called the Caputo fractional derivative of the α order [33] .
is called the Riesz fractional.
, and
Definition 2.5. The central fractional difference has been defined as: [34] 
And it has been illustrated that:
Equation (2.8) is used as the Riesz fractional derivative discretization.
is the finite central difference coefficient in order to approximate equation (2.8) for k = 0, ±1, ±2, ... and α > −1. Then: 
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then the fractional central difference is defined as
Here, h −→ 0 and
Then according to Lemma 2.1, we have L 1 (R) and all higher derivatives of order greater than 5 belongs
And because 
McCormack discretization for the fractional diffusion equation
Consider the following space-fractional diffusion equation with corresponding boundary and initial conditions
where D > 0 is the diffusion coefficient. We use the predictor and corrector McCormack method to discretize Eqs (3.12) and (3.13). Discretization of the McCormack method for Eqs (3.12) and (3.13) is done in the following two steps: Predictorû (3.14) and (3.15) can also be illustrated in a vector-matrix form as ; 
. . . Proof. Suppose λ is the eigenvalue of the matrix A, then using the Gershgorian circle theorem [34] and utilizing (2.9) we have
In the McCormack method we haveÛ j+1
Combining these two relations, we have
For stability to be satisfied the eigenvalue 
which is related to the following boundary and initial conditions
and the heterogeneous part
has the following particular solution Figure 1 illustrates the calculated results of Example 5.1 for α = 1.2 in t = 5. Also, Table 1 indicates that when α tends to 2, error is increased. 
and its particular solution is 
that has the analytical solution as below Figure 3 shows that when 0 < x < 1.9 the analytical and numerical results are very close, i.e., the error value is very small but when 2 < x < π the analytical and numerical results are slightly different and the numerical values are greater than the analytical values. Also, Table 3 illustrates the error related to Example 5.3 for Equation (5.28), when 0 < x < 2 error is small but when 2 < x < 3 error is large. 
Conclusion
This paper aims to approximate the fractional diffusion equations with the Riesz fractional derivative in a finite domain utilizing the McCormack numerical method with a second order accuracy. To approximate the Riesz fractional derivative, the fractional central difference is used. The fractional derivative error is obtained for the fractional central difference and the stability of the McCormack numerical method is studied. Some numerical examples are given to evidence the maximum error obtained when the McCormack method is utilized for the solution of the fractional diffusion equations using the fractional central difference.
