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This paper addresses the problem of estimating the population coefficient of 
agreement kappa (K) among a set of raters who independently classify a randomly 
selected subject into one of two categories. Of the many possible probability models 
for these classifications, only mixtures of binomial models incorporate random rater 
effects, although limiting forms of additive and multiplicative (log-linear) models 
may themselves be= represented as mixtures of binomials. Mixture models also 
motivate a simple new estimator rZ, of K that is appropriate in the important 
situation where one of the categories is rare. In the case of a rare category, 
simulations under multiplicative and mixture models demonstrate the substantially 
smaller mean squared error of R, compared to its more popular competitor. An 
example of psychiatric classification illustrates the plausibility of a simple mixture 
model as well as sizable discrepancies among estimators of K. (0 1988 Academic Press. 
Inc. 
1. INTR~DUCTT~N 
1.1. Motivation 
Suppose that a diagnostic procedure is established to classify subjects 
into a fixed set of categories. Various types of inter-rater reliability have 
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been proposed to measure the agreement among raters,who independently 
apply the diagnostic procedure to the same set of subjects. Several such 
indices are reviewed in Landis and Koch [ 181. In the case where subjects 
are thought to represent a population of interest, a population IC coefficient 
takes the form 
K = (Pagree -Pchance)/tl -Pchance), (1.1) 
where pagree is the probability that two raters will agree about the 
classification of a randomly chosen subject, and pchance is the probability 
that the two raters will agree if they independently choose a category with 
probability given by a fixed marginal distribution. If the raters themselves 
are chosen at random from a population of raters, then for a 
positive-negative dichotomous categorization 
P agree = ECP? + (1 -PA219 
where pi is the proportion of raters categorizing subject i as positive, and 
the expectation is taken over the population of subjects. With this notation, 
p = E(p,) is the overall proportion of positive responses among all raters 
and all subjects, and a simple measure of chance agreement is 
Pchance =$+(1-p)? (1.2) 
Kraemer [ 171 motivates this choice of pchance by showing that the increase 
in sample size needed to compensate for errors in categorization is a 
function of K defined in this way. 
Alternatively, let ,u~ and pub represent the proportions of subjects given 
positive categorization by raters a and b, respectively. If each rater indepen- 
dently chooses the positive category at random according to his own 
propensity for assigning that category, then the probability that raters a 
and b will agree is papLb + (1 - p,)( 1 - pLb). Thus 
Pchance =E*C~,~,+(l-~L,)(l--Clb)lr (1.3) 
where the expectation E* is now taken over all pairs of different raters. 
For any finite population of R raters, pchance given by (1.3) is smaller 
than that given by (1.2) by a factor proportional to the variance of the pO. 
If the population of raters is large, there is little difference between (1.2) 
and (1.3). For a fixed value of pagree, K is a decreasing function of pchance, 
and so Kraemer’s K defined by (1.1) and (1.2) cannot be greater than K 
defined by (1.1) and (1.3). Thus for two diagnostic procedures giving the 
same pagreey Kraemer’s K penalizes the procedure that has the greatest 
variability among raters. Presumably, the diagonostic procedure will 
ultimately be employed by individual raters, since that is the type of 
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reliability that is being measured. Kraemer’s K thus offers some protection 
against the potentially disasterous situations when diagnoses are made by 
outlying raters. 
This feature of penalizing rater variability is a property of intraclass 
correlations extolled by Bartko [4]. Fleiss and Cohen [26] first 
demonstrated that their coefficient of agreement, the sample analog of 
Kraemer’s K, is indeed an intraclass correlation and argued forcibly for its 
use. Nevertheless, Tanner and Young [23] advocate adjusting for differen- 
ces in the marginal distributions of raters before measuring agreement. 
In this paper we have chosen to adopt Kraemer’s [17] definition of K 
because of its importance in distinguishing good diagnostic procedures and 
because of its potential use in designing experiments that allow for errors in 
the diagnostic classification. Our goal is to identify good estimators of IC 
under various conditions, especially when the probability p of a positive 
response is small 
1.2. Basic Model, Literature Review, and Summary of Results 
Consider the situation where a sample of n subjects is selected at random 
from a population, and the ith subject receives Ri independent ratings as to 
whether or not a certain characteristic is present. Let X, = 1 if the jth 
rating of subject i is positive, and X, = 0 otherwise (i = 1, . . . . Ri; i = 1, . . . . n). 
All of the models in this paper are special cases of the basic model in which 
the set of Rj variables {XUlj= 1, . . . . Ri} are exchangeable with 
P(X,= 1) =pi. Loosely speaking, we refer to this assumption as the finite 
exchangeability of raters. If, in addition, we assume that the finite sequence 
{XJj= 1, ..,) Ri} is part of an infinite sequence {X,1 j = 1, 2, . ..} of 
exchangeable random variables, we may invoke deFinetti’s famous theorem 
to conclude that: 
For i = 1, . . . . n, the variables {X,lj= 1, .,., Ri) are conditionally 
independent given pi = P( X, = 1). (1.4) 
Because subjects are sampled, the pi represent i.i.d. random effects rather 
than fixed numbers. Further interpretation of model (1.4) depends on its 
application. Consider the following two situations. 
In the first situation, different sets of raters are selected at random from a 
population of qualified raters. The probabilities pi may then be interpreted 
as the proportion of raters in the population who would judge on the basis 
of a particular examination that subject i has the characteristic in question. 
Variation of {X,lj= 1, . . . . Ri} might then be due to raters focusing on 
different aspects of the examination, or raters having different beliefs about 
the association of these aspects with the characteristic in question. 
In the second situation, each subject is repeatedly evaluated by a non- 
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intrusive, memoryless mechanism for detection of a stable characteristic. 
Here p, is the long-run proportion of times that subject i displays evidence 
of the characteristic in question. In this case variation of {X,1 j= 1, . . . . Ri} 
reflects random variation in the behavior of subject i under repeated 
examinations. 
The first situation involves measuring inter-rater reliability; the second 
involves measuring test-retest reliability. In this paper we adopt language 
appropriate for the first situation, but this language easily translates to 
cover the type of test-retest reliability described in the second situation. 
The only way to distinguish the two situations mathematically is to identify 
fixed rater effects in the first situation. Given our motivation we do not 
undertake such an analysis here, but see Landis and Koch [19 J for an 
analysis with fixed rater effects in an additive model, or Tanner and Young 
[23] for a similar analysis with multiplicative models. 
Under model (1.4) with p = E(pi), Kraemer’s K measure of reliability 
may be expressed as 
= var(pM 1 - 1.4. 
If all raters simply give positive ratings at random (without examining sub- 
jects) with probability p, then pi= p for each i, and thus rc = 0. At the 
opposite extreme, the maximal variance of the pi is obtained when the 
proportion p of subjects have pi = 1 and the remaining proportion 1 - ,u of 
subjects have pi=O. In this case var(p,) =p(l -p) and IC = 1. 
Model (1.4) permits a reduction of the data to the statistics Yi = CjXti, 
since these statistics are sufficient for estimating the random effects pi. That 
is, under model (1.4) the likelihood of the effects pi given the observations 
{xii} is expressed as 
(1.5) 
Any further reduction depends upon assumptions about the distribution of 
the pi. In particular, we shall be interested in distributional forms under 
which the statistical information for K is large when p is small. Estimators 
that are optimal under such conditions should be generally efficient 
whenever p is small; that is, whenever the diagonosis is rare. 
Historically, an index of multiple rater agreement first appeared in 
Fleiss [ 111. In the case when R, = . . . = R, = R, Fleiss proposed the follow- 
ing statistic, which he described as a generalization of Cohen’s [7] kappa: 
R,= {T- [x2+ (1 -X)2]}/{1- [x2+ (1 -X)2]}, (1.6) 
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where 
T=n-’ f [2/R(R-l)] y f [‘%-,&+(14,)(1-x,)] 
i=l j=l k=/+l 
=@, [(:i)+(R;yi)]}/n(;) 
is the observed proportion of pairs of raters who agree, and 
n R n 
.f=(nR)-’ 1 C Xg=(nR)-’ C Yi 
i=l j=1 r=l 
is the observed proportion of positive ratings. Fleiss and Cohen [26] 
related (1.6) to the intraclass correlation coefficient of reliability studied by 
Bartko [4]. Fleiss [30] also showed how correcting for chance agreement 
reduces many other indices of association to (1.6). When the sample is the 
entire population, Kraemer [ 171 showed that Iz, in (1.6) is the same as K 
defined by (1.1) and (1.2). It is easy to prove that, under model (1.4), I?, 
converges almost surely to IC as n becomes large. 
In the special case where R 1 = . . = R, = R, an alternative formulation 
to (1.4) is to think of Xi= (Xi,, . . . . XiR) as an observation in a 2R 
contingency table. The assumption of the finite exchangeability of raters 
then corresponds to the assumption of homogeneous marginal distribu- 
tions for that table. Landis and Koch [18] took this approach to test the 
assumption of marginal homogeneity as well as various other hypotheses 
about agreement, using the additive models of Grizzle, Starmer, and Koch 
[15] for contingency tables. Fleiss, Nee, and Landis [12] showed that 
Fleiss’ 12, in (1.6) is closely related to the weighted least squares estimates 
of K obtained in Landis and Koch [ 193. 
Under chance agreement the statistics Yi come from the same binomial 
distribution. Altham [ 11 offers two generalizations to the binomial dis- 
tribution: the multiplicative model which is the distribution induced upon 
the Yi when the {X,} follow a marginally homogeneous log-linear model 
(cf. Bishop, Fienberg, and Holland [S]); and the “additive” model for Yi, 
which corresponds to a Lancaster additive model for (XV>. For a com- 
parison of log-linear, additive (in the sense of Grizzle, Starmer, and Koch 
[ 151, and Lancaster additive models for contingency tables, see Darroch 
[27] or Darroch and Speed [28]. 
In Section 2, we adopt a log-linear model for contingency tables, and 
show that R, is the maximum likelihood estimator of K under the 
assumption of homogeneous two-way marginal distributions and no higher 
order interactions. Our treatment improves upon that of Altham in that 
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our parameterization allows us to compute explicit maximum likelihood 
estimates, whereas she employed an iterative method. Our investigation of 
R, under the multiplicative model roughly parallels that of Landis and 
Koch [18] who determined its asymptotic distribution under an additive 
model. We derive the asymptotic distribution of R, under the multiplicative 
model, and examine its small sample behavior in a simulation study. 
Finally, in situations where raters really are representatives from a pop- 
ulation of raters, we note a logical inconsistency inherent in any finitely 
exchangeable model, such as the additive and multiplicative contingency 
table models, in which the raters are not infinitely exchangeable. 
Infinite exchangeability and its consequential form (1.4) are assumed 
throughout Section 3. Using deFinetti’s theorem, we prove that only such 
induced distributions on the {XV} are compatible when different numbers 
of raters rate each subject. After considering general mixing distributions 
for the pi, we examine two particular distributions in detail, namely the 
beta distribution and a distribution concentrated on two points, one of 
which is 0. This latter distribution leads to a simple case of Kraemer’s [ 17) 
“true dichotomy” model, with a somewhat different interpretation, and 
allows for precise estimation of K when p is small. We do not propose this 
model itself as being realistic; but it does afford a simple rationale for 
constructing a simple estimator that may improve upon R, in the case of a 
rare diagnosis. 
Crowder [S] was the first to examine the role of the incidental 
parameter p in estimating K (his a’) under the assumption that the Yi 
follow a beta-binomial distribution. Although stable over most of the range 
of p, the variance of the maximum likelihood estimator (m.1.e.) of IC grows 
rapidly as p decreases below a value of about 0.1. In contrast, the m.1.e. for 
K under the special mixing model remains relatively well behaved. This 
result suggests using this last estimator, or a simple approximation to it, 
whenever p is small. In Subsection 3.4 we simulate the small sample 
behavior of several estimators under the multiplicative and special mixing 
models when fi = 0.1. The simple approximation to the m.1.e. under special 
mixing performs remarkably better than R, in these situations. Finally, in 
Section 4 we compare the various models and estimators on a set of 
psychiatric ratings obtained from Fleiss [l 11. 
The new results in this paper are (1) the characterization of R, as the 
m.1.e. for K in the multiplicative interaction model and the derivation of its 
asymptotic distribution under this model; (2) the conclusion that mixing 
models of the form (1.4) are the only models logically consistent with 
randomly selected raters; and (3) identification of a simple estimator, R, 
defined in (3.7), that may serve as a better index of reliability than R, in the 
case of a rare diagnosis whether or not raters are randomly selected from a 
population of raters. 
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2. MULTIPLICATIVE MODEL 
Throughout this section, we treat a set of R ratings on a subject i as an 
observation Xi = (Xi!, . . . . XjR) of O’s and l’s in a 2R contingency table, and 
we adopt a log-linear model in order to obtain some parsimony in 
explaining the distribution of Xi over subjects. In particular, we examine 
the simplest such model of interest, that of no second or higher order 
interaction. This first-order log-linear model is the multiplicative inter- 
action counterpart of the additive interaction one-way ANOVA model in 
Landis and Koch [ 191. The multiplicative interaction model introduced in 
Subsection 2.1 allows an explicit m.1.e. for K and also a simple method for 
computing its asymptotic variance, both given in Subsection 2.2. In 
Subsection 2.3 the asymptotic variance is compared to the exact 
small sample variance under several instances of the model. Finally in 
Subsection 2.4 we explain the source of difficulty in extending the 
multiplicative model to situations where different numbers of raters rate 
each subject, which motivates the mixing models of Section 3. 
2.1. Derivation of the Multiplicative Interaction Model from the Symmetric 
Log- Linear Model 
In the notation of Bishop, Fienberg, and Holland [S], the first-order 
log-linear model gives the probability of observing a particular vector x of 
ratings as 
U,+ f Uj(xj)+Rf' f ujk(xj3 xk) 1 1 (2.1) j=l j=1 k=j+l 
where uI measures the main effect of the judgment of rater j; ujk measures 
the interaction between a pair of raters; and u,, scales the function P( .) so 
that it is a bonafide probability mass function. 
By the basic assumption in Section 1, the ratings (Xi,, , Xi,?) are 
assumed to be exchangeable random variables. This assumption implies 
that the functions uj( .) must be identical for all j = 1, . . . . R, as must be the 
functions u$,(xj, xk) for j= 1, . . . . R - 1 and k = j+ 1, . . . . R. This distribu- 
tional symmetry leaves just two unconstrained parameters that we can 
identify using the following system: 
Uj( 1) = u, 
u,(O) = 0, 
~~~(0, 0) = ujk(l, 1) = u, and 
ujk( 1, 0) = ujk(o, 1) = 0. 
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Under this system model (2.1) induces the following distribution upon Y, 
the number of positive ratings that a randomly chosen subject receives: 
(2.2) 
where 
and 
Moreover, Y is sufficient for the parameters u and u under this symmetry 
version of (2.1). To see how the parameters u and u relate to IC, first note 
that for randomly sampled subjects 
p=p(x,=l)= f R-1 
( ) y=l Y-1 4(u, 0; YMU9 VI, 
is the probability of a positive diagonosis; and 
pl,=P(XO=l,X,=l)= 2 R-2 
( ) v=2 Y-2 
4(% 0; YMK oh 
for each j # k, is the probability that two raters give a positive diagonosis 
to the same subject. With some simple algebra, Kraemer’s [17] K defined 
by (1;l) and (1.2) becomes 
K = (PII - P2)/(P - P2). (2.3) 
The range of the parameter space {(p, K)} is O<p< 1, and I(p) < K < 1, 
where L(p) is a symmetric function about p = f, approaching its upper 
bound 0 as p + 1, and achieving a lower bound of - (R - 1)-l for p = 4 
when R is even and for p= (R f 1)/2R when R is odd. Although the m.l.e.‘s 
of u and u generally do not have a closed form, those for ~1 and K do, as we 
now prove. 
2.2. Maximum Likelihood Estimates 
THEOREM 2.1. Let {y,li= 1, . . . . n} be the obserued numbers of positive 
ratings received by a random sample of n subjects, where each random 
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variable Yi is distributed according to the multiplicative model (2.2). Then the 
maximum likelihood estimators (m.l.e’s) of p and K are 
$ = S/(nR) (2.4) 
and 
where 
I?,= 1 - (1 - T)/[Zji( 1 - fi)], (2.5) 
s=L 
i=l 
is the total number of positive ratings, and 
(2.6) 
is the proportion of pairs of raters who agyee. 
Proof The log-likelihood of observing { yj] i = 1, . . . . n} under (2.2) is 
LL(u,v; {y,})=Su+n To-nlog[ll/(u,v)], 
where Il/(u, v) is defined as in (2.2). 
Setting the partial derivatives of (2.7) with respect to u and v equal to 
zero produces the equations 
and 
S=nE(Y)=nRp 
n(f) T=nE[(~)+(R~yi)]=n(f)q, 
where q = pagrce is the probability that any two raters agree on the diagnosis 
of a subject. Because the log-likelihood is strictly concave, the m.l.e.3 of p 
and q are uniquely determined by (2.5) and (2.7), respectively. 
Again some simple algebra shows that Kraemer’s rc can be written in the 
form 
K=l-{(l-q)/[2~L(l--)l}. (2.8) 
Substituting the m.l.e.3 for p and q into (2.8) gives the m.1.e. for K. 1 
The estimator R, in Eq. (2.5) is exactly the index of interrater agreement 
proposed by Fleiss [ 111. Theorem 1 characterizes this index as the m.1.e. of 
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Kraemer’s IC under the multiplicative model (2.2). This formulation makes 
explicit the assumptions underlying the use of R, as an efficient estimator: 
1. Raters are finitely exchangeable. 
2. No second or higher order multiplicative interaction arises among 
the R diagnoses given to a subject. 
Under these conditions IC is interpretable as the common (intraclass) 
correlation between pairs of raters. 
A further benefit of this formulation is that the asymptotic distribution of 
r?, can be determined for arbitrary values of the parameter K. The variance 
of the asymptotic normal distribution of RF is given by 
where 
and 
var(l2,) = n-‘d’CP’d, (2.9) 
d'=(aK/aU,aK/aV) 
== aWau2 
( 
a21c/lauav 
az$lauav a2*lav2 ) . 
This result follows directly from the theory of exponential families (see, for 
example, Barndorff-Nielsen [3, Chap. 81). The partial derivatives are easily 
calculated from expressions (2.2) and (2.3). 
Because the variance (2.9) of I?~ depends on the unknown parameters u 
and u, estimates of u and v must be substituted into that expression to 
obtain a numerical estimate for var(rZ,). The m.l.e.‘s for u and v may be 
obtained numerically from the log-likelihood (2.7). In fact, the log- 
likelihood provides a device for calculating the parameter pair (u, u) as a 
function of the (cl, K) pair of parameters. For any admissible values (p, K), 
substitute E(S) = nR,u and E(T) = 1 - [2~(1 -p)(l -K)] for S and T, 
respectively, in Eq. (2.7), and solve for the maximizing values of u and v. 
This technique is used in the next section to examine the exact small 
sample mean and variance of CF. 
2.3. Small Sample Behavior of R, 
In this section, the exact small sample expectation and standard 
deviation of R, are computed for various values of p and K in the mul- 
tiplicative model. To do this, we first generate all (“+RR) possible samples 
{ Yi[ i= 1, . . . . n > of fixed size n (see Feller [ 10, p. 521). For each set { Yi> we 
compute rZ, (set equal to 1 when F = 0 or 1) as well as the probability of 
observing { Yi} under independent sampling from the multiplicative model 
(2.2) with parameters u = u(& K) and v = v(,& K). 
Table I lists the expected value and standard deviation of R, for R = 3; 
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TABLE I 
Small Sample Expectation and Standard Deviation of Fleiss’ Kappa 
under the Multiplicative Model 
K 0.1 0.5 0.9 
Sample size P 0.1 0.5 0.1 0.5 0.1 0.5 
1 0.629 -0.004 
0.644 0.704 
2 0.491 -0.066 
0.591 0.455 
3 0.375 - 0.027 
0.555 0.363 
4 0.288 0.004 
0.51 I 0.315 
5 0.223 0.026 
0.466 0.282 
6 0.176 0.040 
0.423 0.257 
7 0.142 0.050 
0.383 0.238 
8 0.117 0.057 
0.347 0.222 
9 0.099 0.063 
0.316 0.209 
10 0.086 0.067 
0.289 0.198 
10” 0.261 0.197 
0.800 0.435 0.956 0.883 
0.510 0.724 0.248 0.398 
0.729 0.339 0.938 0.847 
0.485 0.564 0.250 0.368 
0.663 0.351 0.921 0.841 
0.487 0.458 0.266 0.327 
0.609 0.376 0.906 0.842 
0.485 0.389 0.280 0.292 
0.565 0.397 0.892 0.844 
0.477 0.341 0.292 0.266 
0.531 0.411 0.880 0.846 
0.466 0.307 0.300 0.249 
0.504 0.419 0.870 0.846 
0.453 0.282 0.305 0.239 
0.484 0.425 0.862 0.844 
0.439 0.265 0.309 0.235 
0.468 0.428 0.854 0.842 
0.425 0.252 0.312 0.235 
0.457 0.429 0.848 0.839 
0.412 0.242 0.313 0.237 
0.367 0.204 0.192 0.111 
a Asymptotic approximation of the standard deviation. 
No&. The first entry of each cell is the expectation and the second entry is the standard 
deviation. 
n = 1 (1) 10: K = 0.1, 0.5, 0.9; and p = 0.1, 0.5. The last line of the table con- 
tains the asymptotic approximation obtained from (2.9) to the standard 
deviation of I?, when n = 10. Several features of this table are noteworthy: 
(1) s.d. (RF) is larger when ,U = 0.1 than when p = 0.5; 
(2) s.d. (RF) is largest when IC = 0.5 rather than 0.1 or 0.9; 
(3) var(ri-,) > bias2(k,); 
(4) formula (2.9) underestimates var(k,) when n = 10; 
(5) bias(k,) appears to be getting worse as n increases in this range! 
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Features (1) and (2) indicate a weakness of li-,; namely it perforn~s Worst 
over that portion of the range of (p, rc) of greatest interest-infrequent 
diagnosis and moderate agreement. In Section 3 we develop an estimator 
that performs better in this region of interest and not much worse 
elsewhere. Feature (3) indicates that most gains are to be had by trying to 
reduce the variance of J?, rather than its bias. Features (4) and (5) should 
remind us not to rely too heavily on asymptotic formulas. 
We are also interested in how well R, performs when the underlying dis- 
tribution is not in the multiplicative family. If JC = K(F) is expressed as a 
function of the distribution F of Y, then 3,= K(P), where E is the empirical 
distribution function, and the function K( .) is continuous in the weak 
topology. Thus the almost sure convergence of the empirical distribution fi 
to F implies that li-,+ K (a.s.), and RF is a consistent estimator of K under 
any distribution F. In fact, CF is Fisher consistent (cf., Rao [22, p.345]), a 
much stronger property. Although this type of consistency is a desirable 
property, some estimators of K may be more efficient at estimating K than 
rZ, is, especially if the distribution fuction F is naturally restricted to a 
parametric family other than the multiplicative one. 
We now offer some reasons why the multiplicative model in particular, 
and the log-linear model in general, may not naturally correspond to the 
ratings of randomly chosen judges for each subject in a representative sam- 
ple of subjects. The basic difficulty is that interactions among the random 
variables (X,1 j = 1, . . . . R}, although associated with the variability of the 
random effects pi, depend on the number R of raters involved. In par- 
ticular, the multiplicative model, which assumes no interactions of order 
higher than two, makes different assumptions about the distribution of the 
sum of a fixed number k of ratings on a subject, as the total number R of 
raters varies. This problem and a possible solution are discussed in the next 
section. 
2.4. Varying Numbers of Raters 
Altham [ 1 ] noted that if a 2R contingency table corresponding to a mul- 
tiplicative model is collapsed over one of its dimensions, the resulting 2R- ’ 
table does not correspond to a multiplicative model. (This is true for R > 4 
and rc # 0.) Thus the assumption of no second or higher order interaction 
among R raters is different from the assumption of no second or higher 
order interaction among R - 1 raters (R 2 4). Why should the distribution 
of the ratings given by any three raters depend in any way on the presence 
or absence of a fourth? 
Even if we were willing to accept different assumptions about the dis- 
tribution of positive diagnoses among groups of subjects who are assessed 
by different numbers of raters, there are practical problems with maximum 
likelihood estimation in this situation, because the parameters u and u 
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depend on R. Thus the log-likelihood (2.7) for’ each group cannot be 
simply added together. The parameters P and K do remain the same when 
the tables are collapsed, and these common values may still be estimated 
under the combined multiplicative models, although with some difficulty. 
One way to mend the problem of incompatibility of the assumptions of 
no interaction is to define a sequence of probability functions for different 
numbers of raters in such a way as to ensure compatibility. 
DEFINITION. A sequence of probability functions f(R) (R = 1, 2, . ...) 
defined on (0, 1, . . . . R) is symmetrically marginally compatible (SMC) if 
f’R-“(~)= C(R-YYRI~‘~‘(Y)+ L-(1 +yYRlf’R’(l +Y) (2.10) 
for each y = 0, 1, . . . . R - 1 and R = 2, 3, . . . 
It is possible to construct a sequence of SMC probability functions 
whose members are all multiplictive models with the same p and K. The 
construction proceeds according to the following theorem whose proof is 
an immediate consequence of the convergence of the iterative proportional 
fitting algorithm (cf. Andersen [2, Theorem 61 or Bishop, Fienberg, and 
Holland [S, Theorem 3.511). 
THEOREM 2.2. Let f”)( y) be Bernoulli (p) and let fcR)( y) = P(y) be the 
multiplicative model defined by (2.2) for R = 2, 3. Corresponding to each of 
these f (RJ let M, be the symmetric log-linear model on a 2R table , 
(R = 1,2, 3 ). That is, under M, 
P(X=x)= [f’“‘(y)] (R = 192, 3), 
where y = C xj. For R > 4 let M, be the symmetric log-linear model on a 2R 
table with fixed 2R- ’ marginal probabilities given by M, _ 1 and no R th 
order interaction; and let f (R’( y) be the multiplicative model associated with 
MR. Then the sequence f (R) (R = 1, 2, . ...) is SMC. 
In the next section we show that {fcR)} is SMC if and only if the infinite 
sequence X, , Xz, . . . . of ratings given by the judges to any one subject is 
exchangeable. In that context, Theorem 2.2 gives a method for constructing 
an infinite exchangeable sequence with each finite subsequence following a 
log-linear model. 
3. MIXING MODELS 
We return to the basic model (1.4) where the probability p of receiving a 
positive diagnosis varies from subject to subject and where, for each 
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subject, raters make their diagnoses independently. Thus each subject has 
his own personal probability p of being given a positive diagnosis by any 
randomly selected rater and has probability 
R 0 p’( 1 -py Y 
of receiving exactly y positive diagnoses from any group of R raters. The 
probability p is a random variable that has a distribution function 5 over 
the population of subjects. It follows that the probability distribution of the 
number of positive diagnoses Y that a randomly chosen subject will receive 
from R raters is 
JYY=y)= j; (a) P”(l -Pry 4(P) y = 0, . . . . R. (3-I) 
This formulation allows us to interpret agreement among raters in terms of 
properties of the distribution 5. In particular, the inter-rater reliability of 
the diagnostic procedure is related to the dispersion of the mixing dis- 
tribution <. Among all distributions with a given p, extremes of dispersion 
are given by the distributions 5’ and to defined as 
and 
P(p=o(y)= l-p, p(P=lIt”)=P, 
fYP=POo)= 1. 
Under 5’ all the mass is concentrated at p = 0 and p = 1; hence all raters 
agree on every subject. Under to all the mass is concentrated at a single 
point; hence raters randomly assign positive diagnoses with probability p 
to all subjects. 
Let Zj be the response of the jth rater to a randomly chosen subject. The 
mixing model (3.1) implies that 
and 
so that 
coWl, Z2) = Hp2 15) - p2 = var(P 15) 
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var(Z,) = var(Z,) = p - p*. 
Thus 
K = corr(Z,, Z2) = CE(p* It) - P*I/CP - ~‘1 = var(p I l)lvar(p I co). (3.2) 
That is, the common correlation between pairs of raters is measured by the 
ratio of the variance of the mixing distribution to the largest possible 
variance for mixing distributions with the same mean. 
When each subject in a random sample is rated by the same number R 
of raters, the moment estimator of var(p ( 5) is simply the sample variance 
of Y/R. In this case a consistent estimator of K is 
L= c (Y,P-li)* 
C II Cb- l)fi(l -li)l, (3.3) 
where yi is the number of positive ratings given to subject i (i= 1, . . . . n) 
and @= (C y,)/nR. If the number Ri of raters judging subject i differs for 
some subjects, then some weighting of the Yi according to Ri may be 
appropriate. In general, optimal weights depend on <. 
3.1. Compatibility 
The following theorem shows that mixing models and only mixing 
models are compatible over varying numbers of raters. 
THEOREM 3.1. Let {f’“’ 1 R = 1, 2, . . . . } be a sequence of probability 
functions with f (R) defined on (0, . . . . R}. Then {fcR)} is SMC if and only if 
fcR) has the form (3.1) with the same 5 for each R. 
ProoJ First suppose that each f (R) has the form (3.1) with the same 5. 
Then 
C(R-y)/Rlf’R’(y)= ’ (l-p)py(l -p)(R--y)P1 d<(p) (3.4) 
and 
[(l+y)/R]f’R’(l+y)= (3.5) 
Adding (3.4) and (3.5) shows that fcR) is SMC. 
To prove the converse, it suffices to show that each f (R) is the probability 
function for the finite sum 
y(R)= f Zj 
J=l 
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of an infinite exchangeable sequence of Bernoulli random variables. Let 
{Zj} be such an exchangeable sequence with moments defined by 
k = 1, 2, . . . . 
It remains only to show that 
yR’( y) = P( Y(R) = y) 
for each y = 0, . . . . R and R = 1, 2, . . . . This equality is a consequence of the 
following three facts: 
(1) Each fcR’( y) is determined by the probabilites {fck’ I k = 1, . . . . R} 
and the recurrence relation defined by the SMC property. 
(2) f@‘(k) = P(Z, = ..- =Zk= l)=P(Yck’=k) k= 1 
(3) The probability functions of Yck) are SMC. 1 
3 2 ) . . . . 
Under the following parametric model estimation of K is simple, even 
with varying numbers of raters. 
3.2. Beta-Binomial Model 
When the mixing distribution 5 in (3.1) is a beta distribution, then the 
distribution of Y is beta-binomial. If each subject i is independently judged 
by Ri raters (i= 1, . . . . n) then the log-likelihood from these beta-binomial 
models can be written explicitly as a function of p and rc, namely 
LL(p, rc) = constant + f: 
i 
2 log [p + (j- 1) rc/(l - K)] 
i=l j=l 
R,-Y< 
+ 1 logC(1+~)+(j-l)~l(l-~)l 
j=l 
- 2 lOg[l+(j-l)K/(l-K)] . 
j=l 1 
The m.1.e. R, for K under the beta-binomial model comes directly from 
numerically maximizing this expression. 
Although the beta-binomial distribution has been applied to many dif- 
ferent areas of statistics (cf. Grilliths [ 143, for refeences), Plackett and Paul 
[21] seem to be the first to consider this distribution, as a special case of 
the Dirichlet-multinomial distribution, for modeling observer agreement. 
Kraemer [17] also mentions its use in this context. Since the publication of 
these papers some further technical work on the beta-binomial distribution 
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has appeared. We briefly connect these newer results to the context of 
diagnostic agreement. 
A major technical problem with the beta-binomial model, not shared by 
the multiplicative model, is that the conditional distribution of { Y,I b = 
(nR)-’ Cri} still depends on the nuisance parameter p. Tarone [24] uses 
the C(a) procedure of Neyman [20] to surmount this problem when 
testing H,: K = 0. He further shows that the asymptotically optimal tests of 
this null hypothesis versus beta-binomial and multiplicative alternatives are 
not equivalent. Thus model selection does play a role in testing for 
inter-rater agreement. One shortcoming of the C(U) method is that its 
assumptions are not valid for testing H,,: K = K,, when K,, # 0 in the 
beta-binomial model. 
Crowder [8] carefully examined the likelihood function for K con- 
ditional on the observed value p and concluded that it is a fairly constant 
function of p, except when p is close to 0 or 1. Thus, although the beta- 
binomial model may be convenient for estimating inter-rater agreement for 
a prevalent diagnostic characteristic, it is difficult to form precise inference 
about K when the diagnosis is rare. One possibility is to form conservative 
tests as, for example, in Potthoff and Whittinghill [29]. Another is to 
adopt a more appropriate model, like the special mixing model. 
3.3. Special Mixture of Two Binomials 
Suppose that the population of subjects consists of two subpopulations, 
those that possess the characteristic in question and those that do not. For 
simplicity, assume that those which do not possess the characteristic are 
never misdiagnosed, but that any subject which possesses the characteristic 
has fixed probability z of receiving a positive diagnosis. The key 
assumption here is that 5 has a mass point at p = 0. If the prevalence of the 
characteristic in the population is l-i, then the distribution of positive 
responses Y is 
i+(l-N-n)” for y=O, 
P(Y=y)= 
(1 -c)(t) nY(1 -rr)“-” 
(3.6) 
for y= 1, . . . . R. 
The following theorem shows how to find the m.1.e. 12, for K under model 
(3.6). Its proof appears in the appendix. 
THEOREM 3.2. Let ( yi ) i = 1, . . . . n > be a random sample from model (3.6), 
and suppose that 0 < S = 1 yi -C nR, so that the m.l.e’s 72, f, and Iz, are well 
defined. Let A = C Z( yi = 0), where Z( Y = 0) is an indicator of the event 
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(Y=O). rfA/~~<(l-s/nR)~, then ti=SfnR, t=O, and 1?,=0. @-A/n> 
(1 - S/FZR)~, then 72 is the unique root of 
in the range O<~-cl;f=(A-ncj)/(n-ncj), where 4=(1-a)“; and 
rz, = tirj[( 1 - 5) + fi5^]. 
The above theorem separates the cases where the observed number of 
perfect negative agreements A is more or less than an estimate of its expec- 
ted value under chance guessing. If the underlying K is close to 1, then the 
observed A will almost always be grater than its chance expected value. In 
this case, as well as in the situation where R is large, a good approximation 
to I?, is 
C,= [Al@-A)lCS/W- S)l, (3.7) 
which is obtained from the simplified estimators r= A/n and 
Z=S/(n-A) R. 
The estimator Iz, is easy to compute and performs well in the situation of 
most interest: rare but moderately reliable diagnosis (p small, K large). We 
now offer a convenient formula for its variance, before comparing its 
performance against that of ti,. 
The asymptotic variance of It, may be approximated by assuming that 
A N Binomial(n, [) and S N Binomial(nR( 1 - c), n) are independent. 
Because the approximation depends only on the moments of A and S it is 
not necessary for nR( 1 - [) to be an integer. Letting B = A/(n - A) and 
C = S/(nR - S) gives 
var( a,) = var( B) var( C) + E( B)2 var( C) + E(C)* var( B). (3.8) 
Using the b-method (cf. Bishop, Fienberg, and Holland [S, p. 481]), we 
compute the asymptotic means 
and 
E(C) = [(l-l) ~I/[1 - (1-i) xl+ 0(1/n); 
and the asymptotic variances 
var( B) = I;ln( 1 - C) + o( l/n) 
and 
var(C)=[(l-c)n]/nR[l-(l-c)n]+o(l/n). 
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Substituting these and the sample values i = A/n and rc = S/(n - A)R into 
(3.8) leads to the approximation 
var( 17,) = a,[ (B/R) + Cl/n. (3.9) 
3.4. Small Sample Comparison of P, and 12~ 
Using the same sample-generating method as in Section 2, we now com- 
pare the exact small sample expectation, standard deviation, and mean 
squared error of R, and li-, under both the multiplicative and special mix- 
ing models. For ease of computation we fix R = 3 and focus on the case 
K = 0.7, ,u = 0.1 (n = 0.73, [ = $) as a typical point in the interesting region 
of the parameter space. 
As Table II shows, the values for R, are very close to those for Iz,. 
Moreover, the mean squared error (mse) of R, is consistently smaller than 
that of rZ2, under either model, due mainly to the smaller standard deviation 
of C,. In fact when n = 10 the mse of R, is less than half that of R,. 
Table II makes the point that it is possible to improve substantially on 
R, as an estimator of K under certain circumstances (models like the mul- 
tiplicative or mixing models; rare but moderately reliable diagnoses). We 
now compare the estimators on actual data to see if such circumstances are 
realized. 
4. EXAMPLE 
An example in Fleiss’ [ 1 l] paper concerns the reliability of psychiatric 
diagnoses of 30 patients who are each judged by 6 different raters. Here we 
lit the multiplicative, special mixing, and beta-binomial models to the 
observed distribution of positive ratings for the diagnosis of schizophrenia. 
Table III displays the data along with the estimated expected values based 
on the maximum likelihood estimates we have derived under each of the 
three models. The relative squared error (x2 goodness of lit statistic) is 
computed for each model. Although the small expected counts suggest that 
the distribution of this statistic is not well approximated by the x2 
distribution, the relative squared error is still a reasonable gauge for 
comparing these models, because each model has the same number of 
estimated parameters. 
Table III shows the similarity between the fits of the multiplicative and 
beta-binomial models. Both lit the distribution of number of positive 
diagnoses of schizophrenia poorly. The reason is that the distribution is 
bimodal, with the second mode not too close to Y= R. Diagnosis of 
schizophrenia is better modeled by the special mixing distribution. 
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TABLE II 
Small Sample Expectation, Standard Deviation, and Mean Squared Error of Iz, Iz,, 
and R, for 3 Raters under the Multiplicative and 
Special Mixing Distributions with K = 0.7 and p = 0.1 
Model 
Estimator 
Sample size 
Multiplicative Mixing 
KF K.X r;-x KF I, KX 
Note. The first entry of each cell is the expectation, the second entry is the standard 
deviation, and the last entry is the mean squared error. 
The next logical step is to see how the choice of model affects the 
estimation of the parameter K. Table IV compares all the estimators that 
we have discussed, namely Fleiss’ 12, (eq. (1.5)), the moment estimator rim 
1 0.877 0.901 0.918 0.878 0.908 0.918 
0.410 0.332 0.273 0.409 0.309 0.272 
0.199 0.151 0.122 0.199 0.139 0.122 
2 0.833 0.874 0.884 0.859 0.898 0.903 
0.397 0.301 0.276 0.340 0.250 0.235 
0.175 0.121 0.106 0.141 0.102 0.096 
3 0.791 0.845 0.852 0.830 0.878 0.882 
0.408 0.298 0.282 0.334 0.239 0.230 
0.175 0.110 0.103 0.128 0.089 0.086 
4 0.755 0.818 0.824 0.802 0.858 0.861 
0.417 0.301 0.288 0.337 0.239 0.232 
0.177 0.105 0.098 0.124 0.082 0.075 
5 0.725 0.794 0.800 0.777 0.840 0.843 
0.421 0.301 0.291 0.338 0.239 0.233 
0.178 0.099 0.095 0.120 0.077 0.075 
6 0.701 0.773 0.779 0.756 0.824 0.826 
0.420 0.300 0.291 0.338 0.238 0.234 
0.176 0.095 0.091 0.117 0.072 0.071 
7 0.682 0.755 0.760 0.739 0.810 0.812 
0.417 0.297 0.289 0.335 0.236 0.232 
0.174 0.09 1 0.087 0.110 0.064 0.063 
8 0.666 0.740 0.745 0.724 0.797 0.799 
0.412 0.293 0.286 0.330 0.234 0.230 
0.171 0.087 0.084 0.109 0.064 0.063 
9 0.654 0.727 0.731 0.712 0.786 0.789 
0.406 0.287 0.281 0.325 0.230 0.227 
0.167 0.083 0.080 0.106 0.060 0.059 
10 0.645 0.716 0.720 0.702 0.777 0.779 
0.398 0.282 0.276 0.319 0.226 0.223 
0.161 0.080 0.077 0.102 0.057 0.056 
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TABLE III 
Distribution of Positive Ratings for the Diagnosis of Schizophrenia 
Number of positive ratings 
0 1 2 3 4 5 6 RSE” 
Observed 
data 22 0 1 2 3 2 0 
Multiplicative 
model 18.6 5.2 1.9 1.0 0.8 1.0 1.7 16.0 
Beta-binomial 
model 16.3 3.7 2.4 1.9 1.7 1.7 2.1 9.7 
Special mixing 
model 22.1 0.2 0.9 2.1 2.6 1.7 0.5 0.8 
u RSE is relative squared error = C (observed-expected)*/expected. 
(Eq. (3.3)), the m.1.e. under the beta-binomial R, (Section 3.2), the m.1.e. 
under special mixing 12, (Theorem 3.2), and its approximation R, 
(Eq. (3.7)), Standard errors were computed according to the asymptotic 
formulas for R,, r2,, and R,, formula (3.9) for I?,, and the bootstrap 
method (Efron [9]) for R,. As a comparison, the bootstrap standard error 
for R, was 0.105 versus the asymptotic approximation 0.133; the bootstrap 
standard error for R, was 0.073 versus the approximation 0.110 given by 
Eq. (3.9). 
The table demonstrates sizable differences in the estimates of K, from 
0.517 for R, to 0.620 for R,. The value of CX = 0.550 represents a rough 
compromise between these. Greater relative differences are seen in the 
estimated standard errors. The standard error of R, is estimated to be 
between 21 to 35% larger than that of rZ,, for the asymptotic and 
bootstrap estimates, respectively. Thus all indications are that R, is more 
stable in this region of the parameter space. 
TABLE IV 
Estimates of Kappa for the Diagnosis of Schizophrenia 
Estimator 
Estimate 0.517 0.620 0.552 0.549 0.550 
Asymptotic SE 0.133 0.117 0.078 0.110 
Bootstrap SE 0.105 0.065 0.073 
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5. CONCLUDING REMARKS 
This paper is meant not just as a concept paper, linking the log-linear 
and mixing model approaches, but also as a demonstration that very prac- 
tical estimators such as II, arise out of the mixing distribution approach to 
measuring and estimating diagnostic agreement. In future work we hope to 
develop the mixing distribution approach for multiple categories. 
APPENDIX: PROOF OF THEOREM 3.2 
The log-likelihood LL(n, c) for a sample { yil i = 1, . . . . n} from the 
distribution (3.6) is 
W% O=A logCr+(1-r)ql+(n-A)logC(1-5)ql 
+ s log[n/( 1 - n)] + 1 log 
R 0 Yi 
forO~~~1andO~n.~1,whereq=(1-~)R,A=~ZI(yi=O},andZisan 
indicator function. The partial derivative of the log-likelihood with respect 
to 5 is 
Thus LL(rc, [) is strictly decreasing in [ when q > A/n, and in the range 
0 < q < A/n the log-likelihood has a unique maximum at [ = (A - nq)/ 
(n - nq). We can therefore restrict the search for the maximum likelihood 
point (n, i) to the path [z, C(rc)] defined by 
5(z)c{(A-nq;(n-nq) 
if O<7r<7r0, 
if 7r0<7c<1, 
where rcO = 1 - (A/n)“‘?. Define 
1 
nR log( 1 - n) + S log[n/( I- rc)] for O<7r<7r0, 
g(x)= Alog[A/(n-A)]+nlog(l-A/n) 
+(n-A)log[q/(l-q)]+Slog[z/(l-n)] for n,<n<l, 
so that g(n) is a monotone function of LL[R, c(n)] along the path 
[a, C(n)]. The problem reduces to maximizing g(n) over 0 c rt < 1. Notice 
that both g( .) and its derivative 
(S-nRn)/[rr(l -x)] for 0 < x < 7t0, 
[S(l-q)-(n-A)R7c]/[n(l---)(1-q)] for 7r0 < rc< 1, 
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are continuous throughout the range 0 < z< 1. Over the course of the 
range 0 < n < Q, g(n) is either strictly increasing or has a unique maximum 
at rc = S/nR depending on whether or not x0 < S/nR. Let h(rr) = S( 1 - q) - 
(n-A)Rx. Then h(l)=S-S(n-A)R<O, and h’(n)=RS(l-x)~-‘- 
R(n - A) is non-increasing. It follows that g( .) is either strictly decreasing 
or has a unique maximum in the range rr,, < rc < 1 depending on whether or 
not h(nO) < 0. Since q = A/n when n = x0, h(rc,) = 0 if and only if z,, = S/nR. 
Thus if ?tO> S/nR then 72 = S/nR and [=O; if n, < SJnR then ?i is the 
unique root of h(rr) in the range n, < 7c < 1 and [= (A - ng)/(n - ng), where 
4 = (1 - fi)R. The result for rZ, comes from formula (3.2) and the invariance 
property of maximum likelihood estimators. 
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