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It is shown that a weak dissipation (of order zero) is sufticient to impose a finite 
dimensional behavior for Kortewegde Vries equations with periodic boundary 
conditions. A universal attractor which captures all the trajectories is constructed. 
Its fractai dimension is proved to be finite. 0 1988 Academic PESS, 1~. 
Nous montrons qu’une faible dissipation (d’ordre zero) sutlit a imposer un com- 
portement de dimension tinie pour les equations de Kortewegde Vries associees a 
des conditions aux limites periodiques. Un attracteur universe1 capturant toutes les 
trajectoires est construit. Nous prouvons qu’il est de dimension finie. 0 1988 
Academic Press, Inc. 
1. INTRODUCTION 
The Korteweg-de Vries equation Cl23 
u, + uu, + u,,_, = 0 (1.1) 
was initially derived as a model for one directional long water waves of 
small amplitude, propagating in a channel (see, e.g., Miles [16] for a sur- 
vey on this equation). Since the work of Korteweg and de Vries, it has been 
shown that this equation occurs in a large variety of physical situations-in 
which nonlinearity and dispersion are important and have comparable 
effect (e.g., magnetosonic waves, sound waves, and shallow water waves, 
the first origin of this equation). In many real situations, however, one 
cannot neglect energy dissipation mechanisms and external excitation. We 
are then led to an equation of the following form (see, e.g., E. Ott and 
R. N. Sudan [ 171, who only consider the case f = 0) 
u, + q + u,,, + 8(u) =f, (1.2) 
where f represents the external excitation and Y(u) is the damping term. 
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Depending on the physical situation, 9 can be a differential operator or 
even a pseudo-differential operator, for instance Y(u) = -vu,, or U(U) = 
X(U,) where &? denotes the Hilbert transform, or even Y(u) = yu where y 
is a positive constant (see [17], J. C. Saut [18], and Abdelhouab et al. [l] 
concerning mathematical properties of (1.2)). In this work we study the 
latter case (Y(u) = yu) and refer to [S] concerning the others. We note 
that these are simpler to treat since they involve a somewhat stronger 
dissipation (and (1.2) do have regularizing properties). The interest in 
studying such equations being the influence of the dissipation on the actual 
number of degrees of freedom of the infinite dimensional dynamical system 
(1.2) (or the dimension of attractors). 
On a finite time interval, the mathematical properties (i.e., existence and 
uniqueness results) of Eqs. (1.1) and 
UI+UU,+U,,,+yz4=f (1.3) 
are very close. However, a consequence of our work is that their long time 
behaviors are drastically different. More precisely we will consider space- 
periodic solutions of (1.3), i.e., solutions such that 
u(x + L, t) = u(x, t), VXER, vtgo, (1.4) 
in the case where the external excitation f is either time-independent or 
time-periodic. We will show that the long time behavior of the infinite 
dimensional dynamical system (1.3t(1.4) is actually described by a finite 
dimensional attractor. This contrasts with Eqs. (l.l)-(1.4) for which the 
long time behavior is described, thanks to Inverse Scattering Theory, as 
that of a truely infinite dimensional dynamical system. 
Similar results were obtained for a weakly damped nonlinear 
Schrodinger equation in [7]. In particular, the finite dimensionality of the 
universal attractor is proved by the same techniques, which were a 
generalization of an abstract result of Constantin, Foias, and Temam [5]. 
This confirms that the method developed in [7] is well adapted to the 
study of the dimension of attractors describing nonlinear partial differential 
equations for which nonlinear multipliers lead to the a priori estimates on 
the solutions. 
The paper is organized as follows. The next section deals with the con- 
struction of the universal attractor for the nonlinear group generated by 
Eqs. (1.3k( 1.4). This construction is based, in particular, on time-uniform 
estimates that follow from the use of the first three classical polynomial 
multipliers. The third section contains the result on the (finite) dimension 
of the universal attractor. Finally, an Appendix is devoted to an abstract 
result on the evolution of Gram determinants that we have already 
(implicitly) used in [7] and that we use again here. 
KORTEWEG-DEVRIESEQUATIONS 371 
2. THE UNIVERSAL ATTRACTOR 
2.1. The Nonlinear Group 
We denote by HF, where m is a nonnegative integer and L a positive 
real number, the closure, of the set made of L-periodic trigonometric 
polynomials on Iw, with respect to the classical Hilbert norm 
Ilull;= f L2k I& 
k=O 
where 
(2.2) 
(when the limits of integration are omitted, spatial integration between 0 
and L is understood). The space H”, is simply Li = L2(0, L) and for m 2 1, 
functions in H; are bounded continuous functions on [O, L]. They satisfy 
(2.3) 
We recall that if we consider Eqs. (1.3~(1.4) with an initial condition 
uo~Ht> 
uk 0) = u,(x), (2.4) 
and provided f is sufficiently regular, for instance 
this Cauchy problem possesses a unique solution U, which is a continuous 
function on Iw with values in H t. This is a classic result when y = 0 and 
f = 0, however the proofs of, e.g., R. Temam [19], J. L. Lions [13], or 
J. L. Bona and R. Smith [3] extend easily to the case where y andfsatisfy- 
ing (2.5) are different from zero. It should also be noticed that reversing 
simultaneously t and x produce the same equation with y and f changed 
into their opposites. But this is not important as far as the existence and 
uniqueness results are concerned and shows that solutions are actually 
defined on the whole real line, i.e., for t E Iw. Therefore it is possible to 
introduce for each t E Iw the nonlinear mapping on Hi 
240 + u(t) = S(t) uo, tER. (2.6) 
Moreover, since the function f is time-independent, so that (1.3)-(1.4) is 
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autonomous (see Sect. 3.4 for the time-periodic case), the family (s(t)} ,E R 
forms a group 
S(0) = I, set, + f2)= S(t,) s(t,)Y vti E R. (2.7) 
Concerning the continuity of these mappings, we borrow from [3, 
Theorem 10, p. 6003 the following result. 
PROPOSITION 2.1 ( [ 33). For every T, 0 < T-C co, the mapping from Hi 
into %?( [ - T, T]; Hi), 
uo -+ 4 (2.8) 
the solution of (1.3)-( 1.4) restricted to [ - T, T], is continuous and bounded. 
It is understood that %( [ - T, T]; Hi) is endowed with the usual sup- 
norm. The following immediate consequence of the boundedness of the 
mapping (2.8) is useful in proving Lemma 2.1 below: for every R > 0 and 
0 < T K co, there exists a constant C,( R, T) such that 
sup IIS ~0112 G G(R T). (2.9) 
II&\,;=& 
In the next section, the construction of the universal attractor is based 
on the 
PROPOSITION 2.2. For every t E Iw, the mapping S(t) is weakly continuous 
from H’, into Ht. 
This property follows from 
LEMMA 2.1. For every t E Iw, the mapping S(t) is continuous with respect 
to the H t-norm on bounded sets of Hi. 
We postpone the proof of this result and give the 
Proof of Proposition 2.2. Let {u”} be a weakly convergent sequence in 
H’, and u its limit. We fix t E R; it follows from (2.9) that the sequence 
{S(t) u”) is bounded in H i. We extract a subsequence {S(t) u”‘} that con- 
verges weakly to u E Hi. On the other hand, the compactness of the injec- 
tion of Hi into Hi insures that (u”> converges strongly to u in HZ. Hence 
according to Lemma 2.1, (S(t) u” > converges strongly to S(t) u in Hi and 
then u = S(t) u. Therefore the whole sequence {S(t) u”} weakly converges 
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to S(t) u in Hi and Proposition 2.2 is proved. Concerning Lemma 2.1, we 
consider uO, u. E Hi with IJuo112 <R and lluollz <R and we denote by u and 
u the corresponding solutions u(t) = S(t) uo, o(t) = S(t) uo. We form 
w  = u - u which satisfies 
where 
w, + (&La + w,, + YW = 0, (2.10) 
d=(u+u)/2. 
In a first step we formally multiply (2.10) by w  - L'w,, and integrate on 
10, L[ the resulting identity. We find after integrations by parts that 
;&:+Y Ilwll:= -;[{~x(w2+3L2w;)+2L2~,,ww,}dx. (2.11) 
The terms in the right hand side are bounded as follows: 
11’ 
#,(w’+ 3L2$) dx G 3 IdIILm Ml: (by (2.3)) 
G 3 fi L-3’2 llc4l2 Ilwll:~ 
1 j- #xxwwx dxl< vxxlo IwILm twxlo (by (2.3)) 
G+bL-7’2 ll4ll* Ilwll:. 
Hence 
I 1 -$ IIWII : G(2 IYI +4&L-3'2 114112) Ilwll:9 (2.12) 
where the sign of y has been ignored. According to (2.9) and Gronwall’s 
lemma, we deduce from (2.12) that 
Ilw(t)ll, < Ilw(O)ll, exp{lyl +2,b~5-~‘~C~(R, Id) Id}, (2.13) 
which precisely shows Lemma 2.1. As pointed out, the derivation of (2.11) 
was formal in the sense that for w  E @?(R; Hi), the product of (2.10) by 
w  - L*w, is the product of two distributions. But we notice that, according 
to (2.10), 
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and since w  - L2w,, belongs to the same space, it is classical to deduce by 
truncation and regularization as in J. L. Lions and E. Magenes [14] that 
in the distribution sense on R. And then (2.11) follows, 1 
Remark 2.1. According to [ 19,3] it is possible to define a solution to 
(1.3)-( 1.4) with an initial condition (2.4), U,E HZ. However, it is not 
known whether this solution is unique or not, so one cannot define s(t) on 
HZ. Hence Lemma 2.1 cannot be stengthened to bounded sets in Hi. 
2.2. Time Uniform Estimates 
The Kortewegde Vries equation (1.1) possesses an infinite number 
of polynomial invariants, which follow in particular from its exact 
integrability using Inverse Scattering Theory (see, e.g., [2]). 
However, the proof of existence of solutions lying in Hi relies only on 
the use of three invariants [ 19, 31. They correspond to the multipliers 
M,(u) = 2U, (2.14) 
M, (24) = 2u,, + u2, (2.15) 
Mu = (18/5) u,,,, + 6uu,, + 3~: + u3. (2.16) 
In the case of Eq. (1.3), we obtain the “energy equations” 
~~~2dr+l(2yu2-2~~)~x=0, (2.17) 
SI( x 3) I 
u2-ff dx+ (2y(u~-u3)+f#~-2f,u,)dx=o, (2.18) 
18 
+sf,,u,,+6ufu,,+3fu:.+fu3 dx=O. 
1 
(2.19) 
Of course when y = 0 and f = 0 we recover the classical invariants. We are 
going to see that, when y > 0 and f satisfy (2.5), these three identities lead 
to time-uniform bounds on the semi-orbit (u(t), t > O}. And in fact a 
stronger result will be proved: 
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PROPOSITION 2.3. Let y > 0 and f E HZ be given. There exists a constant 
P2 = P2(L Y? II s II 1 2 such that for every R > 0, there exists T,(R) such that 
Is(t) uoll26~2, ‘fuo~f% IMl2 6 R Vt 2 T,(R). (2.20) 
In other words, the closed ball in Hi 
B2= {=Hi; IlvlI2~~21 (2.21) 
is a bounded absorbing set for the group {S(t)}, i.e., for every bounded set 
B in Hi, there exists T,(B) such that 
s(t) Bc &, Vt b T,(B). (2.22) 
This property of dissipation of S(t) is one of the key points in the proof of 
the existence of a universal attractor for this group. 
Proof of Proposition 2.3. We are going to deduce from (2.17) a bound 
on Is(t) uOIO, then using (2.18) a bound on IS(t) u,,li, and finally thanks to 
(2.19) a bound on IS(t) u,,12. We start with (2.17) from which it follows 
easily that 
f l&+2?J Ml%2 lflo Ido. (2.23) 
Hence 
Is(t) do< lhloe-Y’+ IfId -e-“Yr. 
This shows that 23(t) uO is uniformly bounded in Li and 
IS(t) %loG2 lflo/?A t 2 To(uo) 
1 Y l%lo 
To(uo) =; LOis lflo. 
(2.24) 
(2.25) 
(2.26) 
Concerning (2.18), let us first notice that 
q(u)=@-$)dx 
can be bounded from below as follows: 
- L-“2 lul$ (2.28) 
(2.27) 
Indeed this inequality is a direct consequence of 
505/74/2-14 
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II I 
u3 dx < lulLm Iul; (by (2.3)) 
d lu@2(2 1241, + L-’ lul,p2 
q5 lul;‘* lul;‘2+L-1’2 lug 
(using Young’s inequality) 
G 
II I 
u3dx <f lulf+ y 14;0/3 +~-I12 1~1;. (2.29) 
Then in order to estimate the second term in (2.18), we notice that it reads 
w(u) + 5(u) where 
((u)=y lul:-~~u’dx+s(rU*-2f,u,)dx. (2.30) 
Using again (2.29), we find 
Y 112 
5(u)>- I+--- 
6 
2’;5’ Juo,;o/3 -25 IuIi 
- IfILm I+2 lfll MI* 
Then 
6 w 
<(u)G-- IfIf+ IfILm b4:+- 
Y 
2’;5’ Iul;o/3 +?q ,4;. (2.31) 
Therefore returning to (2.18) we write 
Mu(t)) 
7 + Ycp(U(f)) = -au(t)). 
We deduce from (2.31) and (2.24) 
Mu(f)) 
-+yycp(u(t))~K,(uo)e-Y’+ K,, 
dt 
(2.32) 
where 
K,(uo)= IfILm lu,l;+T Iu,I;~~~+~ lu,,;, (2.33) 
K2=6 Ifl:~~‘+ ISIL~ Iflf y-2+7 If ‘lho’3 Y -‘I3 
+; L-l/* Ij-1; y-2. (2.34) 
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We multiply (2.32) by ey’ and integrate the resulting identity on [O, t], 
hence 
cp(u(t))6(cp(uo)+K,(uo) t)emY’+K2(l -eeY’)y-‘. (2.35) 
Then using (2.23) we find 
cp(u(t)) G ; luol? + 
2’133 
4 luol~“‘3 
+L-“* Iuol~+K,(uo)t 
I 
epY’+KJy. 
Keeping in mind (2.28), it is clear according to this inequality that 
ld~)ll = IS(t) UOI remains bounded as f--f co. Moreover, using again 
(2.24) and the method that led to (2.25), we can find p 
T, (uo), which depend on )I uo(I 1, such that 
Il~(~)~Oll,~<pI, Vt 2 T,(u,). 
We will not go into the details that allow one to obtain ( 
and (2.36). As before one introduces 
i(u)=; Iul$+[ {(U4/4)-3UU;} dx 
and rewrites (2.19) as 
-$ $(u(t)) + l+(u(t)) = -+0(t)). 
=~,b,f,L) and 
(2.37) 
2.20) from (2.19) 
(2.38) 
(2.39) 
Here again the important term in $(u) is 3 1~1: and q(u) is bounded by an 
expression that involves only llull, and not IuI *. Then the proof of (2.20) 
follows from (2.39) as (2.37) was a consequence of (2.32). l 
2.3. Construction of the Universal Attractor 
We know according to Proposition 2.3 (and (2.9)), that for every 
bounded set of initial data B c Hi, the set of trajectories U,, o S(t) B is 
bounded in the same space. It follows that the omega limit sets 
o(B) = (--) u S(t) 4 (2.40) 
S,O f>S 
where the closures taken with respect to the Hi-weak topology are 
nonempty and included in B,. On the other hand, according to 
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Proposition 2.2, s(t) is continuous in this topology. Hence all these sets are 
invariant by s(t) 
S(t) 44 = 4B), VtER. (2.41) 
It is clear by Definition (2.40), that the set o(B) attracts the trajectories 
starting from B. But using again Proposition 2.3 we see that all the trajec- 
tories enter in a finite time in B, so that they are all attracted by o(B,). It 
is the meaning of the next result. 
THEOREM 2.1. The set 
d = a( B2) (2.42) 
satisfies 
d is bounded and weakly closed in H t, (2.43) 
S(t) d = d, (2.44) 
for every bounded set B in Ht, the sets S(t) B converge to 
d with respect to the Hi-weak topology as t + co. (2.45) 
This result is now a simple consequence of Propositions 2.2 and 2.3 (all 
the details have been given in [7] concerning a similar situation). 
However, we make hereafter some comments, which, in particular, make 
more precise the meaning of (2.45). 
Comments. 1. The weak topology of Hi is metrizable on the bounded 
set B2. We denote by 6 one of the corresponding distances. According to 
Proposition 2.3, we know that S(t) B enters in a finite time in B, (thus 
d c B2). In (2.45) we mean 
lim &S(t) B, d) = 0, (2.46) 
,* +a0 
where, as usual, 6(X, Y) = supxcx inf,,. ,, 6(x, y). 
2. Since the imbedding from Hi into Hi is compact when Q < 2, it 
follows from (2.45)-(2.46) that, as t + co, S(t) B converges to d with 
respect to the H”,-norm, (T < 2. 
3. We do not know whether the sets S(t) B converge to d with 
respect to the Hi-norm. This result cannot be obvious as for, e.g., 
parabolic equations, since the mappings S(t) are invertible and thus cannot 
be compact. A similar question was positively solved in [9] but here an 
analogous analysis seems much more difficult. 
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4. As a consequence of a general result (see [7] for instance) it is 
easy to see that d is connected with respect to the Hi-weak topology. 
5. There is at most one set that satisfies (2.43) and (2.45). We will 
term d as the universal (weak) attractor for S(t) in Hi by analogy with 
nonlinear dissipative parabolic equations (see, e.g., R. Temam [20]). 
3. DIMENSION OF THE UNIVERSAL ATTRACTOR 
3.1. A Differentiability Property of S(t) 
We are going to study the dimension of SZ? as a compact subset of Hi 
and therefore we are led to the question of differentiability of S(t) with 
respect to the HZ-norm. We note that since it is not known whether d is 
compact in Hi, we cannot expect a finite capacity’ for this set in Hi. On 
the other hand, as already noticed in Remark 2.1, the mapping S(t) is not 
a priori defined on H 2. In fact we are going to prove an alternate property 
of S(t) on bounded sets of Hi. Proposition 3.1 below will show that one 
can write on these sets a uniform first order Taylor formula with respect to 
the Hi-norm (see (3.7)). 
We consider the following (nonautonomous) evolution equation 
u, + (uu), + u,,, + yv = 0, (3.1) 
u(x + L, t) = u(x, t), vx E R, Vt, (3.2) 
44 0) = GJX), (3.3) 
where u is a trajectory: u(t) = S(t) u,,, t E Iw, u0 E Hi; and 
v,EH~. (3.4) 
Since u E V(Iw; Hi), it is easy to see that the linear problem (3.1)-(3.4) 
possesses a unique solution 
UE~?([W; Hi). (3.5) 
The next result will show that the 1;: zar mapping 
DS(t) u,, = u(t) (3.6) 
is a “uniform differential” of S(t). 
PROPOSITION 3.1. For euery R and T, 0 < R, T < co, there exists a 
’ The definition of capacity is recalled in (3.25). 
380 JEAN-MICHEL GHIDAGLIA 
constant C = C(R, T) such that for every u,,, h,, t satisfying )Iu,Jl z < R, 
Iluo+hol12<R, ltl <T, we have 
IIS(t)h, + ho) - s(t) uo - P=(t) ~0) hoIll G C llholl:. (3.7) 
The proof of this result, which will be omitted, is similar (but slightly 
more technical) to that of Lemma 2.1. It uses, in particular, (2.13) as an 
intermediate result. 
3.2. Transformation of m-Dimensional Volumes by DS(t) 
In this section, we study the transformation of m-dimensional volumes in 
HZ by the linear operators DS(t) uo, a0 Ed. For we take m elements 
VA, . ..) vr in Hi and study the evolution of the Gram determinant 
IIW * ... A P(t)ll:= det ((v’(t), vi(t)))l, (3.8) 
1 < i, j  < m  
where vi(t) = (DS(t) uo) 06 and (( ., .)), denotes the scalar product 
associated with the norm I( . I( i (here u. E Hi is arbitrary). As it is known, 
(3.8) represents the square of m!-times the volume of the m-dimensional 
polyhedron defined by the vectors v’(t), . . . . v”(t). We are going to show 
that for sufficiently large m, this determinant decays exponentially as 
t + +co. Let X be an invariant set which is bounded in Hi as follows: 
We have 
S(t) x=x, Vt E 08; X bounded in Hi. (3.9) 
THEOREM 3.1. Let X be an invariant set which is bounded in Hi. There 
exist two constants C, and Cz such that for every u. E X, m > 1, and t > 0, 
II U=(t) uo) v:, * ... * W(t) uo)v;;ll, 
< [lo:, A . . . A v;ll, C;t exp(C, & - rm) t, ‘A&E HZ. (3.10) 
Proof. It is more convenient to consider the functions 
wi( t) = vi(t) ey’ (3.11) 
since they satisfy instead of (3.1) the simpler equation 
w, + (uw), + w,, = 0. (3.12) 
We first notice that, in Section 2.2, the bound on the norm of u(t) in Hi 
was not obtained through the evolution equation of Ilu(t) but from that 
of cp(u(t)) (see (2.18) and (2.27)). Moreover, (2.18) was obtained by mul- 
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tiplication of (1.1) by M,(u) = 2u, + u2. By analogy, we multiply (3.12) by 
2~,,~ + 2uw which is the linearized multiplier. We find 
2 1 w,(w,, + uw) dx = 0, (3.13) 
since ((uw), + w,,,)(uw + w,,) is an exact derivative. Hence 
-$j(w:-uw2)dx= +w2dx. (3.14) 
In order to recover 11 wI( : = j(w’ + L’wz) dx, we multiply (3.12) by 
2( 1 + p) w, where ,u is arbitrary, integrate on 10, L[, and add L2 times 
(3.14). We find 
(3.15) 
where we have set for rl E HZ, 
q,(C v) = [ {q’ + L2q: + (p- L2u(t)) tj’} dx, (3.16) 
r,(t; q) = -j { (1 + PC) U, + L2u,} q2 dx. (3.17) 
Then we choose p so that qJt; .) becomes a norm on Hi equivalent to 
[/.I[,. We take 
~=/&Y)=L2sup lUlLaX, 
vex 
(3.18) 
which is finite since X is bounded in Hi by hypothesis. According to (3.18) 
we have 
IlrllI%4p(c1)6(1 +%u) Ilrlll:, ‘#q~H;,kft~R. (3.19) 
Hence, for fixed r, { q,( t; . ) } ‘I2 is a norm on Hi equivalent to 1) . I(, . On the 
other hand the quadratic form r,(t; .) is bounded as follows. By (1.3), the 
term involving U, in (3.17) is equal to 
-L2 j- w2 dx = L2 j- (uu, + u,, + yu -f) rj2 dx. (3.20) 
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In fact since we only have u EV(IR; Hi), the product between u, and q2 
must be understood as a duality product and 
(the other terms in (3.20) are integrable functions). We bound this last 
term as 
Using this inequality and (2.3) it is then easy to bound (3.20) and therefore 
(3.17) as 
lr,(c rl)l Q G IIylll:‘2 11111~‘2~ (3.21) 
where C3 is a constant which only depends on y, L, 11 f 11 0, and the diameter 
of a ball in Hi that contains X. 
Now we are going to apply Theorem A of the Appendix to obtain (3.10). 
We set H=HL, 1.1 = 11 II,, ( , )=(( , ))1, and we take q=qr, r=rp, 
L(t) =eY’DS(t) uO, and $,= oh. Then (A-2) is exactly (3.15), (A.3) holds 
with a = 1, and /I = 1 + 2~ thanks to (3.19). Concerning (A.4), we claim 
that it is a consequence of (3.21) with 0 = a, Co = Cg, and 
Indeed, this inequality defines the inverse of the unbounded operator on 
HZ: v + v + L2vx,: K = (1 + L2d2/dx2)- ‘. It is linear and continuous from 
Hi onto Hi and therefore compact on HZ. Its eigenvalues are the 
W(l +4n2P2)lp.z* It follows that with the notations of the Appendix, 
2 E coy4 < coy4 < 2 f ( 1 + 4nV) ~ ‘I4 < c, JLl (3.23) 
/=I I= I I=0 
and then we deduce from (A.6) that 
det((w’(r)h (w’(f))), 
<{(1+2~)“exp(C,C,&r)} det (v&v&). (3.24) 
1 $i,jSm 
But since w’(t) = e%‘(t), we obtain (3.10) from (3.24) with C, = (1 + 2~)“’ 
and C2 = C3 C$2. 1 
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3.3. Finite Number of Degrees of Freedom of Permanent Flows 
The long time behavior of a single trajectory, starting from a point u,,, is 
described by its omega limit set o( { uO>). This set represents the permanent 
flow to which the trajectory converges. The physical concept of number of 
degrees of freedom that actually describes this flow can be identified with 
the dimension of this set. On the other hand, o( {uO}) is included in the 
universal attractor d; it follows then that the dimension of & gives an 
upper bound on the number of degrees of freedom of permanent flows. We 
are going to show that indeed d has finite dimension. 
We recall that the capacity (or fractal dimension [15]) of a subset d in 
HZ is the limit 
dF(&) = !‘-“O sup 1% N,(g) 
log(m) ’ 
(3.25) 
where N,(b) denotes the minimum number of balls in Hi of radius E which 
are needed to cover 8’. This dimension majorizes the Hausdorff dimension 
of 8, dH(&) [ 111, but the converse does not hold in general (and we can 
even have dF(&?) = cc while d”(8) = 0). 
It follows from the result on volume contraction contained in 
Theorem 3.1 that we have the 
THEOREM 3.2. The universal attractor d hasfinite fractal and Hausdorff 
dimensions in Hi. 
This result is a direct consequence of an extension [9] of an abstract 
result of Constantin, Foias, and Temam [S]. All the details in a similar 
situation have been provided in [7]. We are going to simply give the main 
features of the proof. First we apply Theorem 3.1 with X= d and therefore 
obtain (3.1). Then we choose m such that 
C2 &ii - ym < 0, i.e., m > (CJY)~. 
For such an m, according to (3.10), the mappings DS(t) u,, contract 
m-dimensional volumes in Hi for sufficiently large t, uniformly for u0 E d. 
This is the main hypothesis of Theorem 3.3 in [S] from which it follows 
that d has finite fractal dimension. We mention that Proposition 3.1 shows 
the “uniform differentiability” of s(t) on d with respect to the HZ-norm 
which is needed in [S]. The extension in [9] is necessary because [S] 
assumes that the DS(t) u0 are compact on Hi, an impossible fact here 
since these mappings are invertible. 
Remark 3.1. It is easy to see that for y sufficiently large, Eqs. (1.3~( 1.4) 
possess a unique stationary solution which is stable, i.e., the universal 
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attractor is reduced to this point. In that case Theorem 3.2 is meaningless. 
On the contrary, it is possible to construct forces such that (1.3)-j 1.4) 
possess linearly unstable stationary solutions, in which cases the universal 
attractor is not trivial: it must at least contain the unstable set emerging 
from these stationary solutions. We recall that if U# is a fixed point for 
S(t), i.e., s(t) U# = ux, Vt E R, the corresponding unstable set is 
M+(u#)= {u,E:Hi, lim S(t)uO=u”}. 
I--r -02 
Moreover, since (1.3) is not of gradient type, the universal attractor 
possibly contains many more complicated invariant sets. 
3.4. Remarks in the Time-Periodic Case 
As mentioned in the Introduction, the results developed previously 
extend to the physically relevent case where the external excitation depends 
periodically on time. There exists T > 0 such that 
f(t + T) = f(t), for almost every t E 08. (3.26) 
In that case we replace (2.5) by the hypothesis that f is a bounded 
measurable function from [0, T] into Hi as follows: 
f E L”(0, T, H2,). (3.27) 
We consider instead of s(t) the family of applications on Hi, s E Iw, t E 08, 
s(t, s): u0 + u(t), which are solutions to (1.3)-( 1.4) with u(s) = uO. It is 
clear that 
stt, s) m, 0) = S(t, a), V(t,S,6ElR, 
and thanks to (3.26) 
S(t+ T, a+ T)=S(t, a), Vt, GE!% 
It follows then that for every SE [IO, T[, the family {S(s+mT, s)),,~ 
forms a discrete group. All the results of Section 2 can be transposed in this 
case (see [lo] for the details). For instance, the set 
sds= n (J S(s+mT, s) B2 
ncN m,n 
is the universal attractor for {S(s + mT, s)},,~ in Hi and, moreover, 
4, = m, 3 4 4*> vs, E R. 
Applying Theorem 3.1 to the J&‘~, we deduce as in the autonomous case 
that these sets have finite fractal and Hausdorff dimensions. 
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APPENDIX: AN ABSTRACT RESULT ON THE EVOLUTION 
OF GRAM DETERMINANTS 
We are given in an infinite dimensional Hilbert space H two families of 
quadratic form q( t; . ) and r( t; . ), t E [0, r[, 0 < T < CO. We are also given a 
family of linear and continuous operators on H, (L(t), 0 < t < T} such that 
Z,(O) = Z, i.e., L(O) q = q, t/q E H. The relation between these objects is the 
following. For every q. E H, the function from [O, T[ into R, 
64.1) 
is absolutely continuous, and for almost every TV [0, T[, 
We denote by 1.1 and ( , ) the norm and scalar product on H, and in 
general @ denotes the polar form of a quadratic form cp on H. Concerning 
q(t; .) and r(t; .) we make the following hypotheses. We assume that the 
q(t; . ) are uniformly coercive and bounded on [0, T[, i.e., there exist two 
positive constants CI = E(T) and /I =/I(T) such that 
LY h12+?4(cYI)a 1912; VZE [0, T[. (A-3) 
It is also assumed that r(t; .) is strongly dominated by q(t; ‘) in the 
following sense: there exists a nonnegative, self-adjoint, and compact 
operator K on H, a constant Co, and d E 10, 1 ] such that for a.e. t E [0, T[, 
IrCt; VII G Co Id2(1-uY~v, rlY, VPJEH. (A-4) 
We denote by {rci}g i the nonincreasing sequence of eigenvalues of K 
repeated according to their multiplicity. 
The goal of this appendix is to give an estimate on the Gram deter- 
minant 
where r& ,.., q;; are arbitrary elements of H. We prove 
THEOREM A. With the previous hypotheses and notations 
(A4 
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The proof is based on two abstract lemmas. They are well known in the 
framework of exterior algebra on Hilbert spaces [4]. For the convenience 
of the reader, we will include direct proofs at the end of this appendix. 
LEMMA 1. Let cp be a bilinear and symmetric form on H which is coercive 
and bounded, i.e., there exists a positive and b finite such that 
a l~12~~(v,v)6b lM2, VUEH. (A-7) 
Then for every q’, . . . . v]“’ E H, 
LEMMA 2. We consider two bilinear and symmetric forms on R”, Ic/ and 
ti2. We assume that $ is positive definite and denote by { oi}yz 1 the sequence 
of eigenvalues of $I~ with respect to $, i.e., 
tiZ(X> x) 
wL= max min-, 
/&=jye ;;$ ~kx) 
t! = 1, . . . . m. (A-9) 
Then for every (‘, . . . . <” E R”, 
(A.lO) 
Proof of Theorem A. We note that if &, . . . . n; are linearly dependent 
then G,,,(t) =O, Vt E [0, r[. And (A.6) is obvious. Assuming that Y& . . . . r# 
are independent we set 
H,(t) = det 4( t; L(t) $,, L(t) 46). (A.ll) 
Applying Lemma 1 with t E [0, T[ fixed and ~(4, n) = P(t; L(t) q, L(t) q) 
we find, thanks to (A.3), that (A.7) holds. Hence according to (A.8) we 
have 
tPG,(t) < H,(t) < B”G,(t), Vt E [0, T[. (A.12) 
The next step consists in an estimate on H,(t). We set qi( t) z L(t) 115 and 
compute the time derivative of H,,,(t) written as 
H,(t) = det 4( t; vi(t), qj( t)). 
1 < i, j 6 m 
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According to the classical differentiation rule of a determinant, 
dHm(t) -= 
dt 
2 det 
/=, l<i,j<m 
{ (1 - $A 40; vi(t), rlW) 
+ 6i,-$ {at; rt’(t), v’(r))}, (A.13) 
where Sj, is the Kronecker symbol and the involved expression above 
simply means that we have differentiated the determinant column by 
column. Now we fix t E [0, T[ and using (A.13) we apply Lemma 2 to 
* = at; .I, $2 = r’(t; -). 
More precisely for x = (x1, . . . . x,) E R”, we set 
$Cx9 x)=q tj T xiL(t) lr6 
( i=l 
= s(t; L(t) 10) 
with q,, = CyS 1 xi$, (we use here the linearity of L(t)). Thanks to (A.2), 
Hence (A.lO) and (A.13) are identical and we have 
dH,(t) -;i;-=(!, wW) H,(t). 
We estimate the cot(t) given by (A.9), i.e., 
we(t) = max min 
r(t; CL 1 xi?i(t)) 
/$@-zC G;$ 4tti CL 1 xirli(t))’ 
(A.14) 
(A.15) 
We set again qO=CyzI xiv& and notice that according to (A.3) and (A.4), 
with q(t) = t(t) qO, 
r(t; v(t)) G Ir(t; s(t))1 < Co lv(t)12(‘-o) IV+(t), tl(t)N” 
dc v(t)) dc v(t)) ’ a WI’ 
& m(t), v(t)) 
u { 1 
d 
l?W12 . 
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Returning to (A.15), we deduce that 
where q(t) = Cy! 1 x,L( t) 16. 
We notice that since the r& . . . . q;; are independent, G,(O)>0 and 
according to (A.12), H,(O) > 0. By continuity of t + H,(t), that follows 
from (A.l), we know that there exists T,,,,, E 10, fl such that 
H,(t) > 0, Vt E co9 TmaxC (A.17) 
and 
if T,,, -c T, W Tnmx ) = 0. (A.18) 
Thanks to (A.17) and (A.12), G,(t)>O, t E [0, T,,,[, and then for such t, 
the L(t) &, . . . . L(t) qc are independent. We return to (A.16) and notice that 
when Fc [w”, dim F= 8 and t E [0, t,,,[, 
9= 5 x,L(t)t$,,x~F 
i is1 
is an d-dimensional subspace of H so that 
(A.19) 
But we recognize in the right hand side of (A.19) the eth eigenvalue of 
K : IC( so that loe( t)l < C,K$X. Returning to (A.14) we deduce 
H,(t), t E CO, TmaxC, (A.20) 
which yields after integration 
7 t E CO, Tad. (A.21 ) 
On the other hand a lower bound (similar to the preceding one) on the 
right hand side of (A.14) shows that T,,, = T. Then using (A.12) we find 
(A.6) and show Theorem A. 1 
Finally we give the proofs of Lemmas 1 and 2. 
Proof of Lemma 1. The proof of this result is based on an alternate 
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expression of the Gram determinant [6]. We take yl’, . . . . q”’ E H, then the 
determinant of the quadratic form on I?? 
(x 1, . ..> 
is also the Gram determinant det ISi.jSm cp($, $). Hence it is equal to the 
product of the m eigenvalues of this quadratic form 
det cp(#, #) = fi max (A.22) 
IsGi,j<m C=l ,&=(jye ~~,xxf=l 
Therefore applying this formula with cp and ( , ) we readily obtain (A.8) 
from (A.7). 1 
Proof of Lemma 2. We denote by { 0’, . . . . &“} a basis of R” which 
diagonalizes both rl/ and ti2, i.e., 
lfqei, ej) = a,, ti2(e’, ej) = 0~6~. 
We decompose the gi, given in the statement of Lemma 2, in that basis, as 
ti= xi P,tlj. Then 
It follows then 
where 
We deduce that the left hand side of (A.lO) is equal to 
f det(PQl) = det P f det Q’. 
C=l C=l 
Now we notice that the application P + CT= i det Q’ is an m-multilinear 
alternating map as a function of the rows of P. Therefore it is proportional 
to det P. Taking P = Z leads to 
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f det P=(det pl.(g, %{((I --jc)+~,hjc) Sja> 
t=1 
=(det P) f w,. 
b=l 
Hence the result. n 
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