Abstract We consider the existence and non-existence of minimizers of the following minimization problems associated with an improved Hardy-Sobolev type inequality introduced by Ioku [10].
Only for radial functions, the minimization problem I a is equivalent to it associated with the classical Hardy-Sobolev inequality via an extended transformation founded by [10] . First, we give the extended transformation of Ioku and an unified viewpoint of several transformations by which the classical Hardy-Sobolev inequality equivalently connects to another inequality. Next, without the transformation, we investigate the minimization problems I a on a ball B R . In contrast to the classical results for a = 0, we show the existence of minimizers for the Hardy-Soboelv critical exponent p * (s) =
Introduction and main results
Let B R ⊂ R N , 1 < p < N, 0 ≤ s ≤ p, and p * (s) = In the case where s = 0 (resp. s = p), the inequality (1) is called the Sobolev (resp. Hardy) inequality. And the variational problems and partial differential equations associated with the Hardy-Sobolev inequality (1) are well-studied, see [2] , [19] , [12] , [3] , [7] , [21] , to name a few.
Recently, Ioku [10] showed the following improved Hardy-Sobolev inequality for radial functions via the transformation (4) with a = 1 in §2.
where β = β(s) = . One virtue of (2) is that we can apply the direct limiting procedure for the improved inequality (2) as p ր N, differently from the classical one. Indeed, Ioku [10] showed that the improved inequality (2) with s = 0 implies Alvino's inequality [1] which implies the optimal embedding of W 1,N 0 (B R ) into Orlicz space, and also the improved inequality (2) with s = p implies the critical Hardy inequality which implies the embedding of W
which is smaller than the Orlicz space. For indirect limiting procedures for the classical Hardy-Sobolev inequalities, see [20] , [4] , [15] . Based on the transformation (4), the improved inequality (2) on B R equivalently connects to the classical one (1) on the whole space R N . This yields that the improved inequality (2) has the scale invariance under some scaling to which the usual scaling is changed via the transformation, and there exists a radial minimizer of (2) when 0 ≤ s < p. For more details, see [10] or §2.
In this paper, without the transformation, we investigate the following extended minimization problems I a for a ∈ [0, 1] associated with improved Hardy-Soboelv inequalities.
, where V(x) = 1
Note that the potential function V(x) also has the boundary singularity when a = 1. Due to the boundary singularity, I 1 = 0 if a = 1 and s < p, see Proposition 2 in §3. Furthermore, V(x) is not monotone-decreasing with respect to |x| in general. Therefore it is difficult to reduce the radial setting, since the rearrangement argument does not work well. Our main results are as follows. p(N−1) , 1) such that I a is attained for a ∈ (a * , 1) and I a is not attained for a ∈ [0, a * ).
Remark 1
The minimizer of (iii) is a non-radial function, see §3.
In the case where a = 0, Theorem 1 is the same as the classical result which is non-existence of the minimizer of the classical Hardy-Sobolev inequality on a bounded domain. Surprisingly, at (iii) in Theorem 1, there exists a minimizer of I a even on a bounded domain. This is an anomalous point in this paper.
Our minimization problem I a is related to the following nonlinear elliptic equation with the singular potential V(x) ≥ |x| −s :
The minimizer for I a is a ground state solution of the Euler-Lagrange equation (3) with a Lagrange multiplier b. This paper is organized as follows: In section 2, we give an explanation for an extended transformation of Ioku, and give an unified viewpoint for several transformations by which the classical Hardy-Sobolev inequality equivalently connects to another inequality for radial functions. In section 3, we prepare several Lemmas and Propositions and show Theorem 1. In section 4, we discuss almost everywhere convergence of the gradients of minimizing sequence and guarantee to use Brezis-Lieb lemma in the proof of Lemma 3 for Theorem 1.
We fix several notations: B R or B 
Throughout the paper, if a radial function u is written as u(x) =ũ(|x|) by some functionũ =ũ(r), we write u(x) = u(|x|) with admitting some ambiguity.
An extended transformation of Ioku and an unified viewpoint of several transformations
In this section, we give an extended transformation of Ioku [10] and an explanation of several transformations. We use the polar coordinates: R N ∋ x = rω (r ∈ R + , ω ∈ S N−1 ). Our calculation is quite simpler than it in [10] .
R , r = |x|, t = |y|, and w ∈ C 1 c (B T ). By using the fundamental solution of p−Laplacian with Dirichlet boundary condition, we consider the following transformationF
Note that in the case where T = ∞ the transformation (4) is founded by Ioku [10] . Then we see that
we have
where
Note that the differential operator L p is not ∇ for T > R due to the last term. However, if u and w are radial functions, then we can obtain the equality of two L p norms of ∇ between B T and B R as follows:
On the other hand, for the Hardy-Sobolev term, we have
.
From (6) and (7), we observe that the minimization problem I a,rad can be reduced the classical Hardy-Sobolev minimization problem C N,p,s :
It is well-known that C N,p,s is independent of the radius T and C N,p,s is attained if and only if T = ∞ and 0 ≤ s < p. Moreover its minimizer is the family of
Therefore we obtain the following result for I a,rad based on the transformation (4).
Proposition 1 I a,rad is independent of a ∈ [0, 1] and I a,rad = C N,p,s . And I a,rad is attained if and only if a = 1 and 0 ≤ s < p. Moerover, the minimizer of I 1,rad is the family of
Remark 2 (Scale invariance) It is well-known that thanks to the zero extension, the classical inequality (1) has the scale invariance under the usual scaling for λ ∈ [1, ∞):
Note that in the case where T = ∞, we can consider any λ ∈ (0, ∞). By the transformation (4), the usual scaling (9) is changed its form to the following scaling for λ ∈ [1, ∞):
wherer = (λr)
Respectively, in the case where a = 1, we can consider any λ ∈ (0, ∞). Obviously from (5) and (7), we see that the following improved Hardy-Soboelv inequality with the differential operator L p :
is invariant under the scaling (10) . The scaling in [10] looks different from the scaling (10). However, taking λ → λ
N−p , we observe that these scalings are same essentially. Note that ∇u L p (B R ) is not invariant under the scaling (10) except for radial functions. Therefore, in §3, we investigate our minimization problem I a without the transformation (4).
Except for the transformation (4), there are some transformations by which the classical Hardy-Sobolev type inequality equivalently connects to another inequality for radial functions (ref. [22] , [9] , [11] , [16] , [10] , [14] ). We give an explanation for them comprehensively. An unified viewpoint is to connect two typical functions on each world (e.g. fundamental solution of p−Laplacian, virtual minimizer of the Hardy type inequality). Indeed, in the transformation (4) including it in [10] , we connect two fundamental solutions of p−Laplacian on each domain B N R , B N T . In [22] , [9] and [11] , a transformation by which two fundamental solutions of p−Laplacian and weighted p−Laplacian, that is div(|x| p−N |∇u| p−2 ∇u), connects is considered. More precisly, they consider the following transformation:
and they obtain the equality of two norms between the subcritical Sobolev space W 
On the other hand, in [16] and [14] , they consider the following transformation by which two fundamental solutions of p (= N)−Laplacian and N−Laplacian connects as follows:
An anomalous point in the transformation (12) is to consider the difference of dimensions on each world. Thanks to the difference of dimensions, we obtain the equality of two norms between the subcritical Sobolev space W . And the authors in [16] show an equivalence between a part of the classical (subcritical) Hardy inequality and the critical Hardy inequality by (12) . Moreover, based on an extended transformation of (12), the well-known embedding of the subcritical Sobolev space (q > p) into the Lorentz space:
is corresponding to the following embedding of the critical Sobolev space (q > N):
As we also see (5) and (6), every transformation is applicable only for radial functions. Therefore, if we consider any functions, we can expect the different phenomena from classical one, for example the existence and non-existence of minimizer. Indeed, the author in [14] shows the existence of the minimizer of the inequality associated with the embedding:
In this paper, we study an anologue of this work [14] .
Proof of Theorem 1: existence and non-existence of the minimizers
In this section, we prepare several Lemmas and Propositions and show Theorem 1. If the potential function V(x) is not radially decreasing, then we can not apply rearrangement technique. First, instead of rearrangement, we use the following lemma by which we can reduce the radial setting.
Lemma 1 Let 1 < q < ∞, f = f (x) be a radial function on B R . If there exists C > 0 such that for any radial functions u ∈ C 1 c (B R ) the inequality
holds, then for any functions w ∈ C 1 c (B R ) the inequality
holds.
Proof For any w ∈ C 1 c (B R ), define a radial function W as follows.
Then we have
Therefore we have
From (13) for W, (15), and (16), we obtain (14) for any w.
Next, we give a necessary and sufficient condition of the positivity of I a for a ∈ [0, 1]. As we see Proposition 1, I a,rad = C N,p,s > 0 for any s ∈ [0, p] and any a ∈ [0, 1]. However, I a is not so due to the boundary singularity. This is also mentioned by [10] . For readers convenience, we give a simple proof.
Proposition 2 I a = 0 ⇐⇒ a = 1 and 0 ≤ s < p.
Proof Let a = 1. In the similar way to [14] , set x ε = (R − 2ε) y R for y ∈ ∂B R and for small ε > 0. Then we define u ε as follows:
Hence we see that
Therefore 
⊓ ⊔
We obtain the following result for the Sobolev case where s = 0, in the similar way to [17] for the Hénon problem.
Proposition 3 Let R < ∞ and f : B R → R be a nonnegative bounded continuous function with f 0. Then
and there is no minimizer of the minimization problem S , where C N,p,0 is given by (8) .
Proof Since we easily obtain S ≥ max x∈B R f (x)
be a maximum point of f . For simplicity, we assume that z ∈ B R . For any ε > 0 there exist
Then for large λ > 0 we have
Since ε is arbitrary, we obtain S ≤ max x∈B R f (x)
The case where z ∈ ∂B R is also showed in the same way. We omit the proof in that case.
On the other hand, the non-attainability of S comes from it of C N,p,0 . Indeed, if we assume that v ≥ 0 is a minimizer of S , then
where the last inequality comes from the non-attainability of C N,p,0 . This is a contradiction.
Third Lemma is concerned with the concentration level of minimizing sequences of I a when 0 < s < p.
Lemma 3 Let 0 < s < p and a > 1. If I a < I a,rad = C N,p,s , then I a is attained by a non-radial function.
Before showing Lemma 3, we give a proof of Theorem 1. 
for any u ∈ W , 1) such that I a < I a,rad = C N,p,s for a ∈ [a * , 1) and I a = I a,rad = C N,p,s for a ∈ [0, a * ). Hence I a is attained by a non-radial function for a ∈ (a * , 1) by Lemma 3. On the other hand, if we assume that there exists a nonnegative minimizer u of I a for a < a * , then we can show that at least, u ∈ C 1 (B R \ {0}) and u > 0 in B R \ {0} by standard regularity argument and strong maximum principle to the Euler-Lagrange equation (3), see e.g. [8] , [13] . Therefore we see that
This is a contradiction. Therefore I a is not attained for a ∈ [0, a * ).
Remark 3
We can generalize Theorem 1 to a bounded domain with Lipschitz boundary in the similar way to it in [14] , since we can generalized Proposition 2 to such domain.
Finally, we prove Lemma 3.
Proof (Proof of Lemma 3) Take a minimizing sequence (u m )
Without loss of generality, we can assume that 
holds true from the equality condition of the last inequality. We shall show that u 0. Assume that u ≡ 0. Then we claim that
If the claim (17) is true, then we see that I a,rad ≤ I a which contradicts the assumption. Therefore u 0 which implies that
Thus we can show that u is a minimizer of G a . We shall show the claim (17) . Since u m → 0 in L r (B R ) for any r ∈ [1, p * (0)) and the potential function V(x) is bounded away from the origin, for any small ε > 0 we have
Let φ ε be a smooth cut-off function which satisfies the followings: 0 ≤ φ ε ≤ 1, φ ε ≡ 1 on B εR Therefore we obtain the claim (17) . The proof of Lemma 3 is now complete.
Appendix
In this section, we discuss almost everywhere convergence of the gradients of minimizing sequence of I a and guarantee to use Brezis-Lieb lemma (Lemma 4) in the proof of Lemma 3. Recall the following results. Note that we can apply Lemma 4 to µ(dx) = f (x)dx, where f is any nonnegative L 1 (Ω) function.
