Generators for the semigroup of endomorphisms of an independence Algebra by Araújo, João
Generators for the Semigroup of
Endomorphisms of an Independence Algebra
Joa˜o Arau´jo ⇤†
Communicated by M. Ito
Received 15 November 2000
Abstract
Given an independence algebra A of infinite rank, we denote the
endomorphism monoid and the automorphism group of A by End(A)
and Aut(A) respectively. This paper is concerned with finding min-
imal subsets R of End(A) such that Aut(A) [ E(End(A)) [ R is a
generating set for End(A), where E(End(A)) denotes its set of idem-
potents.
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1 Introduction
We assume the reader to have a basic knowledge of the theory of indepen-
dence algebras. We recommend [1], [2] and [3] as references.
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The first step in the definition of independence algebras is the introduction
of a notion of independence valid for universal algebras. A subset X of an
algebra is said to be independent if X = ; or if for every element x 2 X, we
have x 62 hX \ {x}i; a set is dependent if it is not independent.
Lemma 1 For an algebra A, the following conditions are equivalent:
(1) For every subset X of A and all elements u, v of A, if the element
u 2 hX [ {v}i and u 62 hXi, then v 2 hX S{u}i.
(2) For every subset X of A and every element u 2 A, if X is independent
and u 62 hXi, then X [ {u} is independent.
(3) For every subset X of A, if Y is a maximal independent subset of X,
then hXi = hY i.
(4) For subsets X, Y of A with Y ✓ X, if Y is independent, then there is
an independent set Z with Y ✓ Z ✓ X and hZi = hXi.
Proof: [7] (p.50, Exercise 6).
Let A be an algebra with universe A. A is said to have the exchange
property or to satisfy [EP] if it satisfies the equivalent conditions of Lemma
1. A basis for A is a subset of A which generates A and is independent. It
is clear from Lemma 1 that any algebra with [EP] has a basis. Furthermore,
for such an algebra, bases may be characterised as minimal generating sets
or maximal independent sets, and all bases for A have the same cardinality
([3], Proposition 3.3). This cardinal is called the rank of A and is written
rank(A).
A partial endomorphism a of A is a morphism from a subalgebra B of A
into A. The domain of a partial endomorphism a is denoted by  (a) and the
image of a is denoted by r(a). Clearly, both  (a) and r(a) are subalgebras
of A. Obviously, an endomorphism a 2 End(A) is a partial endomorphism
such that  (a) = A. If A is an algebra satisfying [EP] and a 2 End(A),
then rank(a) is the rank of the image of a, that is, rank(a) = rank(r(a)).
We observe that (4) of Lemma 1 tells us that any independent subset of
A can be extended to a basis for A. We also remark that if A satisfies [EP],
then so does any subalgebra of A. The next two lemmas can be found in [1].
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Lemma 2 Let A be an algebra which satisfies [EP]. If X, Y, Z are subsets
of A such that X [ Y and X [ Z are bases for A and X \ Y = X \ Z = ;,
then |Y | = |Z|.
As a consequence of this lemma we can define the corank of a subalgebra
B of A as follows. Let X be a basis for B and extend X to obtain a basis
X [ Y for A. Then corank(B) = |Y |.
Lemma 3 Let A be an algebra which satisfies [EP]. If B, C are subalge-
bras of A with B ✓ C, then co-rank(C)  co-rank(B).
We now define an independence algebra to be an algebra A which satisfies
[EP] and also satisfies:
[F ] For any basis X of A and ↵ : X ! A, there is an endomorphism
↵ of A such that ↵|X = ↵.
In general we use the same letter ↵ to represent the mapping ↵ : X ! A
and the endomorphism induced by that mapping.
When working with independence algebras a very useful tool is that of
preimage basis. Let a 2 End(A) and let Y be a basis for r(a). A preimage
basis is a set Y0 such that a|Y0 is one-one and (Y0)a = Y .
For every semigroup S, let E(S) be the set of idempotents of S. The study
of generators for End(A) has been considered by various authors in di↵erent
cases. When the independence algebra A is an algebra without operations,
that is, A is just an infinite set, say A, then End(A) coincides with T (A), the
transformation semigroup on A, and Aut(A) with the symmetric group on A,
written Sym(A). In this case Howie [5] described the semigroup generated
by E(T (A)) and, in particular, proved that hSym(A) [ E(T (A))i is strictly
contained in T (A).
When A is an infinite dimensional vector space, then End(A) is the semi-
group of all linear transformations from A into itself. Reynolds and Sullivan
[8] described hE(End(A))i, the semigroup generated by the idempotents of
End(A), and proved that in this case hAut(A)[E(End(A))i is also strictly
contained in End(A).
Fountain and Lewin [2] generalized these results for a particular class
of independence algebras (namely, strong independence algebras) describ-
ing the semigroup hE(End(A))i and showing that the semigroup hAut(A)[
E(End(A))i is strictly contained in End(A).
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Recently Higgins, Howie and Rusˇkuc [4] have proved that, given an infi-
nite set X, the set Sym(X) [ E(T (X)) can be extended in a minimal way
to become a generating set of T (X). In fact they found a minimal set R
such that T (X) = hSym(X) [ E(T (X)) [ Ri. Our aim is to generalize this
result for arbitrary independence algebras, that is, we shall find a minimal
set R ✓ End(A) such that
End(A) = hAut(A) [ E(End(A)) [Ri.
It is easy to prove that this set R must contain both an injection and a
surjection (see Theorem 14). Hence we define a particular injection, ↵, and
a particular surjection, ↵⇤, such that Aut(A) [ E(End(A)) [ {↵,↵⇤} is a
generating set of End(A).
2 The Main Results
In what follows A is a fixed independence algebra of infinite rank, B is a
fixed basis of A. We also fix an endomorphism ↵ 2 End(A) such that
↵ : B ! Y is a one-one mapping and |B| = |Y | = corank(↵). Note that
we have rank(↵) = corank(↵) = rank(A). Finally fix a set W such that
Y \W = ; and Y [W is a basis of A.
Next, let ↵ 1 : Y ! B be the inverse mapping of ↵ : B ! Y . Define
↵⇤ : Y [W ! B
y 2 Y 7! y↵ 1
x 2 W 7! x.
Thus ↵⇤|W = id|W and ↵
⇤|Y = ↵
 1.
Let G 1 = Aut(A)[ {↵,↵ 1} and let G⇤ = Aut(A)[ {↵,↵⇤}. Let In(A)
be the set of total one-one endomorphisms of A. In In(A) define a relation
⇢ as follows: for all ↵,   2 In(A),
(↵,  ) 2 ⇢, corank(↵) = corank( ).
Clearly, ⇢ is an equivalence relation in In(A). Observe that for all ↵ 2 In(A)
we have rank(↵) = rank(A).
We start by proving the following lemma.
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Lemma 4 If   is in hG 1i \ In(A), then  ⇢ ✓ hG 1i.
Proof: Let B be the fixed basis of A and take   2  ⇢. Let B  [ B2 and
B  [ C2 be two bases of A. As   2  ⇢, we have corank( ) = corank( )
and hence |B2| = |C2|. Thus there is a bijection g2 : C2 ! B2. It is easy to
see that g1 : B  ! B , defined by (b )g1 = b , is a bijection. Thus we can
consider the bijection g = g1 [ g2 : B  [ C2 ! B  [ B2 which induces an
automorphism of A and satisfies  g =  . Hence   2 hG 1i.
Similarly, we can prove the next lemma.
Lemma 5 Let   2 hG⇤i \ In(A). Then  ⇢ ✓ hG⇤i.
Our first aim is to prove the following result.
Theorem 6 In(A) ✓ hG 1i.
We start by proving the following lemma.
Lemma 7 Let    rank(A) be a cardinal number. Then there is an
element   2 hG 1i \ In(A) such that corank( ) =  .
Proof: If   = rank(A) we can take   = ↵, the element defined at the
beginning of this section. Hence we assume that   < rank(A). Let B be the
basis of A associated to ↵ and Z ✓ B such that |Z| =  . Clearly, (B \Z)↵ =
Y \ Z↵. But |Z| = |Z↵| implies |Y | > |Z↵| (as |Z| =   < rank(A) = |Y |),
and hence |Y | = |Y \ Z↵|. Thus we can take a bijection g1 : Y ! Y \ Z↵.
In the same way, |Z| = |Z↵| implies |W | > |Z↵| (as |Z| =   < rank(A) =
|W |), and hence we have |W [ Z↵| = |W |. So we can take a bijection
g2 : W ! W [ Z↵.
Now, g = g1 [ g2 : Y [W ! (Y \ Z↵) [ (W [ Z↵) is a bijection and so
induces an automorphism of A. This automorphism will be represented by
the same letter g. Now,
(B)↵g↵ 1 = (Y )g↵ 1 = (Y \ Z↵)↵ 1 = B \ Z.
Thus ↵g↵ 1 2 In(A) and corank(↵g↵ 1) = |Z| =   and the lemma follows.
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Observe that B↵g ✓ Y and so, as ↵ 1|Y = ↵⇤|Y , we have
  = ↵g↵ 1 = ↵g↵⇤ 2 hG⇤i.
Now we can easily prove Theorem 6.
Proof: Let ⇣ 2 In(A). Let   = corank(⇣). By the previous lemma, there
is an element   2 hG 1i \ In(A) such that corank( ) = corank(⇣). Thus
⇣ 2  ⇢ and hence, by Lemma 4, ⇣ 2 hG 1i. Therefore In(A) ✓ hG 1i.
Let ⇣ 2 In(A). The element  , which was constructed in Lemma 7,
belongs to hG⇤i as observed after the proof of Lemma 7. Hence, for every
   rank(A), there is an element   2 hG⇤i\In(A) such that corank( ) =  .
In particular corank( ) = corank(⇣), for some   2 hG⇤i \ In(A), and hence
⇣ 2  ⇢. On the other hand, from Lemma 5, we have that if   2 hG⇤i\In(A)
then  ⇢ ✓ hG⇤i. Thus In(A) ✓ hG⇤i.
Next we aim to prove the following lemma.
Lemma 8 Let Y0 and Z be two independent subsets of A such that we
have |Y0| = |Z| = rank(A). Let   : hY0i ! hZi be an isomorphism. Then
there is an element   2 hG⇤ [ E(End(A))i such that  |hY0i =  .
To prove this lemma we start with an observation, introduce a definition and
then prove three lemmas.
Let w = µ1 . . . µn, where all the elements µi belong to Aut(G)[ {↵}. Let
T be a subset of A and suppose that r(w|T ) ✓ Y . Then (w↵ 1)|T = (w↵⇤)|T .
In fact, this follows immediately from the equality ↵ 1|Y = ↵
⇤|Y .
Inspired by the proof of Lemma 7 we define some objects that will be
useful in the next results. For a set Z ⇢ B such that |Z| < |B|, fix an
element gZ 2 Aut(A) such that
gZ |Y : hY i ! hY \ Z↵i
is an isomorphism. Moreover, let  Z = ↵gZ↵ 1. We have  Z : hBi ! hB \Zi
and   1Z : hB \ Zi ! hBi.
Lemma 9 Let Z be contained in the fixed basis B and suppose that we
have |Z| < |B|. Then there exists   2 hG⇤i such that  |B\Z =   1Z .
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Proof:   1Z was defined as
  1Z : hB \ Zi ! hBi
x Z 7! x
where  Z = ↵gZ↵ 1. So,   1Z = ↵g
 1
Z ↵
 1|B\Z .
But (B \Z)↵g 1Z is equal to (B↵ \Z↵)g 1Z (since ↵ is one-one on B) and
hence, as B↵ = Y , it follows that
(B↵ \ Z↵)g 1Z = (Y \ Z↵)g 1Z = Y.
Thus ↵g 1Z ↵
 1|B\Z = ↵g
 1
Z ↵
⇤|B\Z , by the observation after Lemma 8.
Lemma 10 Let B be the fixed basis of A, Z ✓ B such that |Z| < |B|,
and let   : hBi ! hUi be an isomorphism belonging to  Z⇢. Then
  1 : hUi ! hBi
x  7! x
can be extended to an element of hG⇤i.
Proof: If   2  Z⇢, then there is h 2 Aut(A) such that h : hB \ Zi ! hUi
and  Zh =  . (See the proof of Lemma 4).
Now,  Z = ↵gZ↵ 1 implies   = ↵gZ↵ 1h and hence we have that   1 =
h 1↵g 1Z ↵
 1|hUi . Moreover, (U)h
 1↵g 1Z = (B \ Z)↵g 1Z = (Y \ Z↵)g 1Z = Y .
Thus h 1↵g 1Z ↵
 1|hUi = h
 1↵g 1Z ↵
⇤|hUi , by the observation after Lemma 8.
Lemma 11 Let Y0 be an independent set such that |Y0| = rank(A). Let
  : hY0i ! A be an isomorphism. Then there exists   2 hG⇤i such that
 |hY0i =  .
Proof: Suppose, first, that corankhY0i = rank(A). Then there is a set
W0 such that Y0 [W0 is a basis for A and |Y0| = |Y | = |W | = |W0|. Now
take g 2 Aut(A) such that Y0g = Y and W0g = W . Then (Y0)g↵⇤ = B.
Moreover, Y0  is a basis for A too. Thus there is h 2 Aut(A) such that for
all y 2 Y0 we have y h = yg↵⇤. Hence, as Y0 is a basis of  ( ), it follows
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that  h = g↵⇤|Y0 and so   = g↵
⇤h 1|Y0 . The result is proved for the special case
of   such that corank(Y0) = rank(A).
Suppose now that   = corank(Y0) < rank(A) and let   1 : A ! hY0i
be the inverse of  . This mapping is an isomorphism such that rank(  1) =
rank(A) and corank(  1) =  . Thus, for Z ✓ B such that |Z| =  , we have
  1 2  Z⇢ (recall that rank( Z) = rank(A) and corank( Z) = |Z|). Then,
by Lemma 10,   = (  1) 1 can be extended to an element of hG⇤i and the
result follows.
We can now prove Lemma 8.
Proof: As |Y0| = rank(A), we have a bijection g1 : Y0 ! B, where B is the
fixed basis of A. The isomorphism g1 : hY0i ! hBi satisfies the conditions of
the previous lemma. Thus there is an element   2 hG⇤i such that  |hY0i = g1.
Now, consider g2 : Y0g1 ! Z defined by (yg1)g2 = y . Clearly, g2 is a
bijection and so we can use Theorem 6 on page 5 concluding that the map-
ping g2 : hY0g1i = hBi ! hZi is an element of hG 1i. In fact, as was seen
after Theorem 6, we can assume that g2 2 hG⇤i. Thus   = g1g2 =  g2|hY0i
and  g2 2 hG⇤i. So, there is   =  g2 2 hG⇤i such that  |hY0i =  .
Lemma 12 Let Y0 and Z be two independent subsets of A such that
|Y0| = |Z|. Let   : hY0i ! hZi be an isomorphism. Then there is   2
hG⇤ [ E(End(A))i such that  |hY0i =  .
Proof: By Lemma 8 the result holds if |Y0| = rank(A) and so we can
suppose that |Y0| = |Z| < rank(A). Consider two bases B,C of A, such
that Y0 ✓ B and Z ✓ C. Then we have |B| = |B \ Y0| = |C \ Z| = |C| and
so there exists a bijection ⇡1 : B \ Y0 ! C \ Z. Moreover let x0 be a fixed
element in Y0 and consider the following idempotent:
✏ : B ! Y0
x 7! x if x 2 Y0
x 7! x0 otherwise.
Finally, let
⇡ =   [ ⇡1 : Y0 [ (B \ Y0) ! Z [ (C \ Z)
y 2 Y0 7! y  2 Z
b 2 B \ Y0 7! b⇡1 2 C \ Z.
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Clearly, ⇡ is a bijection. Now, let y 2 Y0. We have y✏⇡ = y⇡ = y  and hence
✏⇡|hY0i =   and ✏⇡ 2 hG⇤ [ E(End(A))i.
We are now in a position to prove our main results.
Theorem 13 The semigroup hG⇤ [ E(End(A))i = End(A).
Proof: Let   2 End(A). Let Z be a basis of r  and Y0 be a preimage
basis of Z. Then  0 : hY0i ! hZi, where y 0 = y  is an isomorphism. By
the previous lemma, there is an element   2 hG⇤ [ E(End(A))i such that
 |hY0i =  0. In the same way there is an element   2 hG⇤[E(End(A))i such
that  |hZi =  
 1
0 . Now, let B = Y0 [W0 be a basis of A. For all y 2 Y0, we
have y    = y . On the other hand, let w 2 W0. As w  2 r  and Z is
a basis of the image of  , we have w  = t(z1, . . . , zn) = t(y1 , . . . , yn ), for
some y1, . . . , yn 2 Y0. Thus,
w    = t(z1, . . . , zn)  
= t(y1 , . . . , yn )  
= t(y1   , . . . , yn   )
= t(y1 , . . . , yn )
= w ,
and consequently     =  .
Moreover, the image of    is hY0i and  |hY0i =  0 =  |hY0i and hence
    =    . Finally,     =   implies    is an idempotent. Thus    2
E(End(A)) and   2 hG⇤ [ E(End(A))i so that we have proved that     2
hG⇤ [ E(End(A))i.
We will now prove a theorem which generalizes Theorem 5.15 of [4] to
independence algebras, through the use of a similar technique.
Theorem 14 Let A be an independence algebra of infinite rank and let
T be a subset of End(A) such that T \G = ; and
hG,E(End(A)), T i = End(A).
Then T must contain at least one injection and at least one surjection.
Proof: We start with some easy observations. Let p, q 2 End(A). Then
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(1) if both p and q are injective (surjective), then so is pq;
(2) if pq is injective, then so is p since
ap = bp) apq = bpq ) a = b;
(3) if pq is surjective, then so is q since
A = (A)pq ✓ (A)q;
(4) if p is injective or surjective and p 2 E(End(A)), then p = idA.
Let   2 End(A) be an injective endomorphism which is not surjective and
suppose that   = p1p2 . . . pn, where p1, . . . , pn belong to G[E(End(A))[T .
We may assume that none of p1, . . . , pn is the identity mapping. Not all
p1, . . . , pn are in G since   62 G. Let i be the first number in [n] such that
pi 62 G. As p1 . . . pi 1 is a composition of bijections, it is a bijection. Thus,
(p1 · · · pi 1) 1  = pi · · · pn is injective by (1), so pi is injective by (2) and so
pi 2 T by (4).
To show that T must also contain a surjection, let   be a surjective ele-
ment in End(A)\G and suppose that   = p1 . . . pn where pi 2 E(End(A))[
T [ G and none of the pi is the identity idA. Then at least one of the pk
(k 2 [n]) belongs to T [ E(End(A)). In fact, if all the pk were in G then
  would be in G which contradicts our assumption about  . Thus some pk
must belong to E(End(A))[T . Let pi be the last element of E(End(A))[T
which occurs in the factors of  . Then  (pi+1 · · · pn) 1 = p1 · · · pi is surjective
by (1), so pi is surjective by (3) and so pi 2 T .
This theorem proves that the set R = {↵,↵⇤} is minimal among the sets
T such that hG [ E(End(A)) [ T i = End(A).
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