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ABSTRACT
An Empirical Investigation of Bayesian Procedures
in Item Response Models
Janice A. Gifford, B.A., University of Rochester
M.Ed
. ,
University of Massachusetts
Ed.D., University of Massachusetts
Directed by: Professor H. Swaminathan
Item response theory has the potential for significantly
improving educational and psychological measurement practices.
However, the effective application of these models relies heavily on
the existence of adequate estimation techniques. The Bayesian
approach to estimation offers a solution to the joint estimation
problem in the one-, two-, and three-parameter item response models.
The purpose of the investigation was to examine the properties
of the Bayesian estimators of the parameters of the item response
models in comparison to the maximum likelihood estimators. The two
procedures were compared with respect to (a) accuracy of estimates;
(b) bias of estimates; and (c) consistency of the estimates. In
addition, the effect of the choice of priors was studied for all three
models.
v
Artificial data were generated according to the three models for
a number of test situations. In general, Bayesian estimators were
found to be more accurate than maximum likelihood estimators for all
three models. The greatest improvement in accuracy was seen for small
samples and short tests and in the estimation of discrimination.
Both procedures resulted in somewhat biased estimates. However,
for the two- and three-parameter models there was substantially more
bias present in the maximum likelihood estimators than in the Bayesian
estimators. This was particularly true for the estimates of the
discrimination parameter.
Evidence was provided to support the conjecture that both
maximum likelihood and Bayesian estimators are consistent. In
addition, it was concluded that different specifications of prior
distribution had modest effects. The best priors were those that both
represented one's expectations about parameter values and were
relatively diffuse.
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CHAPTER I
INTRODUCTION
1.1 Introduction
Item response theory is based upon the premise that there exists
a relationship linking observed item responses to a set of
hypothesized unobserved traits of the examinee. Through observation
of responses, and assumptions about the form of the relationship and
dimensionality of the latent space, inferences can be made about the
unobservable traits.
Various models have been used to describe the relationship
between item responses and the hypothesized trait or traits, beginning
with work by Lawley (1943, 1944) and Lazarsfeld (1950). Progress in
the application of these models began with the development of normal
ogive and logistic models (Lord, 1952, 1953a, 1953b; Rasch, 1960;
Birnbaum, 1968, p.399; Lord & Novick, 1968, pp. 358-392) and continued
through the 1960's. The progress was slow, due partly to the
mathematical complexity of the model and partly to the lack of
computer programs. Through the 1970's, with the advent of highspeed
computers and efficient computer programs, the field began to
flourish.
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1.2 Item Response Models
In item response models it is assumed that the probability of
correct response on an item depends only on unobservable traits
0]_» 02 * ...» 0 k » of the examinee and the parameters that characterize
the item. The set of items then, must necessarily have k dimensions
in common. The assumption that all items measure a set of common
traits is equivalent to an assumption of local independence . Lord and
Novick ( 1968, p . 36 1 ) describe the assumption as follows: "Local
independence means that within any group of examinees all
characterized by the same values, 0 i , 02 , . . . ,e k , the (conditional)
distributions of the item scores are all independent of each other."
This means that any relationship occurring between item scores is
through the underlying traits of the model. If Ug, g=l,2,...,n
represent the responses (1, if correct; 0 if incorrect) of an examinee
to n items of a k dimensional test, and Pg(Ug=Ug|0_) is the probability
of a response Ug to item g, of a randomly chosen examinee with
ability, 0_, where ^=[0^ ©2 ...0kLthen according to the assumption of
local independence
Prob(Ug=Ug|0_) = Prob(Ug =Ug|0_,ui,U2,...Ug_i»Ug+i,. . .,u n ) (1.2.1)
or equivalently as
Prob (U^=u^, U 2 =U 2 » • • • »U n -u n |0_)
= Prob(U^=u^| 0_) . . .Prob(U n =u n | 0_) ( 1 . 2 . 2 )
3This implies that for a randomly chosen examinee the vector of
abilities, e_, alone determines the probability of success on a given
item. It follows then that success or failure on any item is
independent of success or failure on any other item.
Goldstein (1980) has questioned whether or not the assumption of
local independence can be met. He notes that, "In fact, the
assumption of local independence is such a strong assumption that it
would be surprising if it were true other than in a few specially
contrived circumstances." There are some situations where violations
seem highly probable. For example, in tests where the correct
response to one item is necessary for success on a following item.
Another instance where the assumption may be untenable is in reading
comprehension tests where several items relate to a single reading
passage. It appears, however, that tests can be constructed in such a
way as to make the assumption of local independence valid (Lord, 1980,
p . 20 ; Bejar, 1983).
Item response models can be formulated to reflect
mu 1 1 i d imens i onal i ty of data. For example, Mulaik (1972), Samejima
(1974), and Reckase & McKinley (in press) provide models that allow
the examinees' responses to a set of items to be defined by several
dimensions. Whitely (1980) developed models referred to as
multicomponent latent trait models, where the components of ability,
allowed to be either independent or sequenti al ly-dependent , are
estimated individually. To date, however, the models that have
received the most attention in the literature are unidimensional, i.e.
it is assumed that all items measure a single underlying trait. This
4means that the probability of a correct response to an item depends
upon a single unobservable trait, or ability, 0. These models which
use one, two, or three parameters to characterize the items and take
the form of the normal ogive or logistic cumulative distribution
functions express the relationship among the underlying ability, 0,
the parameters that characterize an item, and the probability, Pg(6),
of a correct response to item g. The function Pg(e) is known as the
item response function ( I RF ) or the item characteristic curve (ICC)
for item g.
For convenience the following functions will be used to
characterize the item response function:
and
V [x] = exp(x)/[l+exp(x) ] (1.2.4)
The function $(x) is the normal ogive and t(x) is the logistic
function.
For the one parameter normal ogive model the probability that an
examinee with ability 0 responds correctly to item g is given as
follows:
n.P g (0 ) - $[0-bg], g 1,2,..., (1.2.5)
5The parameter b
g
,
usually referred to as the "difficulty" of item g,
represents the point on the ability scale where the normal ogive curve
has an inflection point. In the one parameter model it also
represents the point on the ability scale where the probability of
correct response is .50.
The two parameter normal ogive model is given as follows:
^ g
( ® ) - ag(s ”bg)] > (1.2.6)
The parameter b
g
again is referred to as the "difficulty" of item g
and the parameter a
g
represents the "discrimination" of item g. the
parameter a
g
is proportional to the slope of the item response curve
at that point where 0=b
g
.
A further extension to the normal ogive model is obtained
through the inclusion of c
g
,
a parameter representing the lower
asymptote of the item characteristic curve of item g, and referred to
as the chance-level parameter. This model is given as
p
g
(
0 ) = Cg + (l-c g )$
[a
g
(e-b
g
)] , g=l,2,...,n. (1.2.7)
Lord and Novick (1968, pp. 370-371) have shown that the normal
ogive model can be derived from a set of assumptions that relates the
underlying ability continuum to the observed response. However, the
normal ogive model is mathematically complex and is often replaced by
the more convenient logistic model. These models have been shown to
differ absolutely by less than .01 for all values of 0 (Haley, 1952),
i .e.
,
®[x]
- ^[1.7x3 | < .01
6
( 1 . 2 . 8 )
and consequently, either of these functions could be chosen as the
item response function.
The one-parameter logistic model can be written as follows:
P
g
(e) = V[D(0-b
g )],
g=l, . .
.
,n, (1.2.9)
where b as in the normal ogive models, represents the difficulty of
item g, and D= 1 . 7 is a scaling constant which brings the logistic
model into agreement with the normal ogive model.
Although it can be seen as a special case of the more complex
logistic models, the one parameter Rasch model (Rasch, 1966) was
developed independently of other logistic models and is often seen in
an equivalent but different form. The probability of a person with
ability e responding correctly to item g is given by
P
g
(e*) = e*/(b
g
*+e*)
,
g=l,2,...,n (1.2.10)
where 0* = e^e and b
g
*
= e
D
^9
. It should be noted that in the model
given by Equation 1.2.9, 0 and b
g
are defined on the interval (-“,“),
whereas 0* and b
g
* are defined on the interval ( 0 ,°° )
.
Birnbaum (1968) proposed the two-parameter logistic model to
describe the relationship between observable behavior and the
7unobservable trait. The probability that an examinee with ability 0
answers item g correctly is given as
Pg( 0 ) = ^DagCe-bg)], g=l, ...,n. (1.2.11)
The parameters a
g
and b
g
characterize the particular item g. The
parameter b
g
retains its interpretation as a difficulty parameter
while a
g
is the item discrimination and is proportional to the slope
of the item response curve at that point where e = b
.
9
The three-parameter logistic curve takes on the form
P
g
(e) = c
g
+(l-c
g
MDa
g
(e-b
g
)L g=l,...,n. (1.2.12)
The parameter c
g
is the lower asymptote of the item response curve and
represents the probability of low ability examinees correctly
answering an item.
1.3 Properties of Item Response Models
If it can be assumed that local independence holds, then the
parameters of a particular item response function can be said to be
"invariant". Since the IRF, or the ICC, depends only on the item
parameters, the form of the function is the same at all levels of
ability. This means that items can be characterized in a way that is
independent of the sample of examinees that has responded to the
items. That is, the item parameters are independent of the
distribution of ability in the population of examinees. Likewise, the
8abilities of examinees can be characterized independently of the
particular set of items chosen to be administered.
Although item and ability parameters are theoretically invariant
in item response models, there is a basic indeterminacy in the model
when both ability and item parameters are unknown. In order to anchor
the scale and to provide a unique solution, it is necessary in most
estimation procedures to fix either the mean of abilities (or
difficulties) for the one-parameter model, and fix the mean and
variance of abilities (or difficulties) for the two- and three-
parameter models. Estimates of parameters from two subgroups may be
rescaled differently through the estimation procedure, but the
equivalence of the two sets of parameters can be regained through a
linear transformation.
The invariance property has several important applications.
Since it is possible to administer different sets of items to
different groups of examinees and yet obtain estimates on a common
scale, testing can be tailored to suit the ability level of the
examinees. As a result, tests no longer need to encompass a wide
range of difficulty to ensure adequate measurement throughout the
ability continuum. The more able examinees can be provided with a set
of more challanging items, while the less able examinees can be
provided with items at their ability level. Since the abilities are
comparable, regardless of the items administered from the pool of
calibrated items, testing becomes much more efficient.
Because of the invariance property, item response theory
facilitates construction and maintainence of item banks. Sets of
9items can be calibrated independently using different samples of
examinees and then be combined to form an item bank with all item
statistics on the same scale. When tests are constructed from
precalibrated items, the relationship between item parameters and test
scores are known and therefore the tests can be considered equated.
This procedure is referred to as pre equating, since the tests are
placed on a common scale prior to the actual test administration. Two
tests given to subgroups of the same population can be equated after
administration, if a subset of common items is embedded in the tests
to be equated. Since the item parameters are invariant over samples,
the relationship between the item parameters of the common items in
the two tests is established. In turn, this establishes the
relationship between ability scores for the two tests, and the tests
are equated (Lord, 1980, p. 205).
The invariance property of item response models also provides
for an interesting approach to the study of item bias. We know that
the item parameters of a set of items, measuring a single dimension,
must be the same for all subgroups of examinees (Lord, 1980, p. 217).
Parameters of an item should be linearly related across subgroups. To
the extent an item deviates from that linear relationship it must be
concluded that the item is "biased". Different types of bias can be
detected by dividing the examinee group according to various criteria
and comparing the parameter estimates obtained from the different
subgroups. For example, males can be compared to females, or English
speaking examinees can be compared to non-English speaking examinees.
10
The item response models also provide us with the concepts of
item and test information functions. These functions provide
procedures for the assessment of precision and hence are invaluable
aids for test construction and item selection. Birnbaum (1968)
d e fined information as a quantity inversely proportional to the
squared length of the confidence interval around an estimate of an
examinee's ability. The standard error of the estimate of ability is
given as the reciprocal of the square root of information. For each
item, information is a function of ability and reaches a maximum at
the point 0*, where
In ~ (l+‘/I+8c) (1.3.1)
g
When c = 0 the maximum is attained when ability is equal to the
difficulty of the item. Item information functions provide independent
contributions to test information and therefore can be summed to
produce in the test information function. Through the use of item and
test information functions, a test constructor is able to select items
that together can provide the level of accuracy desired in particular
regions of the ability scale. This is of particular importance when
tests are constructed with particular purposes in mind, such as
selection or placement examinations. A more complete discussion of
applications of item response theory is given by Hambleton (1983),
and Hambleton, Swaminathan, Cook, Eignor and Gifford (1978).
11
1.4 Statement of the Problem
The fact that the item parameters of the item response function
are independent of the sample of examinees used to calibrate the items
changes dramatically the concepts of item banking, item bias, adaptive
testing, and equating. However, the benefits of item response theory
are predicated upon the potential of estimation procedures to produce
reasonable and well-behaved estimates of the parameters of the model.
Many different approaches to the estimation problem have been
presented in the literature, ranging from heuristic (Urry, 1974a,
1974b; Wainer & Wright, 1980) to maximum likelihood (Andersen,
1970,1972,1973; Bock 1972; Lord, 1968, 1974; Wright & Panchapekesan
,
1969; Wright & Douglas, 1977; Gustafsson, 1980). However, each of
these solutions has limitations. Heuristic procedures have little
theoretical basis and result in estimates with unknown properties.
Other procedures often require numerical methods and lack of
convergence of the algorithms employed in these procedures can be a
problem. Extremely large numbers of examinees and long tests are
required for adequate estimation, and even then, estimates may have a
tendency to drift out of bounds. Another difficulty is that maximum
likelihood estimators do not exist for zero or perfect scores. A
further problem occurs with the estimation of the chance-level
parameter when there are few low ability examinees. Lastly, even if
estimates are obtained, there may be systematic bias present.
Possible solutions to these problems may be provided through
Bayesian estimation procedures. These procedures provide the tools for
12
incorporating prior information with the information drawn from the
sample, in contrast to the maximum likelihood procedure which relies
entirely on the sample. As the amount of sample information
increases, the prior information diminishes in importance.
Consequently, the Bayesian estimator takes on all the large sample
characteristics of the maximum likelihood estimator.
In small samples, the Bayesian procedure has the potential for
providing improvements over the maximum likelihood procedures whenever
reasonable priors can be selected. In particular, a major improvement
that can be expected is in those cases where maximum likelihood
estimates have a tendency to take on unreasonably extreme values. In
these situations arbitrary limits or restrictions are needed in order
to force reasonable solutions. The Bayesian approach through
incorporation of prior information provides a systematic procedure for
preventing estimates from drifting out of bounds.
The Bayesian solution to estimation is appealing not only
because it retains the large sample characteristics of maximum
likelihood while offering improvements over maximum likelihood for
small samples but also because the fundamental approach is a very
appealing one. The continual revision of belief as data are
accumulated is consistent with an intuitive notion of learning from
experience.
Various procedures for obtaining Bayes estimates for the ability
parameters of item response models have been presented by Birnbaum
(1969) and Owen (1975). These procedures, however, are applicable to
13
the estimation of ability, assuming item parameters are known, and do
not permit the simultaneous estimation of item and ability parameters.
Bayesian procedures which do permit the simultaneous estimation
of item and ability parameters have been developed recently for the
one-, two-, and three-parameter item response models (Swaminathan, in
press; Swaminathan & Gifford, 1981; Swaminathan & Gifford, 1982).
These procedures offer theoretically sound, viable solutions to the
estimation problems of the complex item response models.
1.5 Purposes
Although much is known generally about the Bayesian procedures,
little is known about the application of Bayesian procedures for the
joint estimation of item and ability parameters in item response
models. The purposes of this study are to:
1. Study the accuracy of the Bayesian estimators in comparison
with maximum likelihood estimators;
2. Study the bias in the Bayesian estimators in comparison with
maximum likelihood estimators;
3. Explore the property of consistency in the Bayesian
estimators; and,
4. Investigate the effect of specification of prior belief on
the Bayesian estimates.
1.6 Organization of the Dissertation
The dissertation consists of five subsequent chapters. Chapter
II contains the review of the literature of estimation procedures for
14
item response models. Chapter III presents a discussion of Bayesian
procedures and application of the Bayesian approach to item response
models. Chapter IV provides the design of the studies carried out to
investigate the viability of the Bayesian procedure. Chapter V
contains the results, while Chapter VI contains the summary,
delimitations and conclusions of the studies, respectively.
CHAPTER II
REVIEW OF THE LITERATURE
2.1 Introduction
In a typical testing situation, item characteristics and
examinee abilities are unknown quantities. The observable quantities
are the responses obtained from the administration of an item set to a
subgroup of some target population. Once the form of the item
response function is specified and the assumption of local
independence is made, the unknown quantities, item characteristics and
examinee ability, must be estimated from the observable quantities,
the responses of examinees to items. In the following discussion, the
latent space will be taken to be unidimensional, that is, each
examinee is characterized by a single parameter, 9 .
There are two situations commonly encountered in the estimation
of parameters in item response models. The first and most
straightforward situation is where the item parameters are known (or
taken to be known) and estimates of ability parameters are required.
The second and the more complex situation is one where neither item
nor ability parameters is known and it is necessary to estimate both
sets of parameters.
15
16
2.2 Estimation of Ability When Item Parameters are Known
It is often the case that items have been precalibrated on a
calibration sample and placed in an item bank. Items from the bank
are then selected and administered. The parameters of the pre
calibrated items are taken as known and it is necessary to estimate
the unknown abilities. Although there are procedures available to
estimate the parameters of the ability distribution (Andersen &
Madsen, 1977 ; Sanathanan & Blumenthal, 1978), procedures that have
been developed to estimate an ability for each examinee are described
below.
Maximum Likelihood Estimation of Ability
Since most estimation procedures currently available are based
on the maximum likelihood procedure, the procedure will be described
in some detail. Assume that N examinees, characterized by the unknown
parameters e
a
(a=l,2, ...,N), are administered n dichotomously scored
items and that the test is unidimensional. Let U^=[u
ai U a2 ... U an
l
be the response vector of binary random variables for the a^ examinee
on n items and £a = [u a ^ u a2 ••• u an ], a particular realization of
U
a
. The joint probability of the responses Ui,_U 2 , . . . ,Un, can be
denoted as P ( » U_2 • • • )
,
where 9^= [9^ e 2 ...0^]. Local
independence implies that
p(Ui,...,un | 8J = p(yi' e l) ••• p(Mn! 0 n)
N
= it p(uK>
a=l a
( 2 . 2 . 1 )
17
N n
n n
a=l g=li P ( U ag' e a) ( 2 . 2 . 2 )
where P
ag is 9 iven as equation (1.2.9), (1.2.11), or 1.2.12) depending
on the choice of model, and where Q a g
= 1
-P
ag
. When the responses are
observed the joint probability becomes the likelihood function given
as
The likelihood function given above is a function of the vector
of unknown abilities, e_, in the case where item parameters are
considered known. To obtain maximum likelihood estimates, the
likelihood function is maximized and the value of e
a
that has the
greatest "likelihood" of producing the particular response pattern
( u al ,u a2» • • •
»
u an) » is taken as the maximum likelihood estimator of 0 a .
For convenience, the function actually maximized is generally taken as
the natural logarithm of the likelihood function
(2.2.4)
N n
The maximum value of In L(u|6_) is attained at the value of £ that
satisfies the following equations:
18
= 0,a=l
a
N. (2.2.5)
This system of equations is nonlinear and owing to their
complexity, closed form solutions do not appear to be available.
Numerical procedures may, therefore, be employed. The procedure most
commonly employed is the Newton-Raphson procedure. The Newton-Raphson
procedure is based on the principle that if f(x)=0 is the equation to
be solved, then given an approximate solution Xq, a more accurate
solution is
( 2 . 2 . 6 )x i
= x
o
- f( xo)/ f '( xo)-
Each approximation is continually revised until no further improvement
is possible, i.e., the difference between some approximations xm and
x
m+ i is less than some previously established value.
The procedure described above is often applied to the one-,
two-, and three-parameter logistic models. Since in each case the
logarithm of the likelihood is to be maximized, let that be t(x).
Then the equation to be solved is t'(x) = 0 where t'is the first
derivative of t(x). The Newton-Raphson approximation is then given as
(2.2.7)X
1
= Xq - t
'
(
Xq) /t '
'
(XQ )
where t ‘ ' is the second derivative of the logarithm of the likelihood
function. The first and second derivatives of the log-likelihood
functions are provided in Table 2.2.1.
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For the extreme cases of zero and perfect scores maximum
likelihood estimators do not exist. Examinees obtaining these scores
are usually eliminated from the estimation process. A further
difficulty occurs when the likelihood function possesses more than one
maximum. This has been found to occur in the case of the
three-parameter logistic model and was noted by Samejima (1973).
However, this problem occurs when the number of items is small and has
not been found to be a problem in practice with more than 20 items
(Lord, 1980, p. 59).
Maximum likelihood estimates have several important properties.
They are (Kendall & Stuart, 1973, pp. 37-58):
1. consistent, asymptotically unbiased;
2. functions of sufficient statistics when sufficient
statistics exist;
3. efficient, i.e., have minimum variance in large samples;
4. asymptotically normally distributed.
In all three logistic models, maximum likelihood estimators of e
are consistent, i.e., asymptotically unbiased. As the number of items
with known parameters increases the estimators of ability converge to
their true values. It should be noted that even though it is known
that no bias exists asymptotically, some bias exists for short tests
(Swaminathan & Gifford, 1980).
In the one-parameter logistic model the number correct score is
a sufficient statistic for ability, 0, while for the two-parameter
logistic model, a sufficient statistic for e is
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n
( 2 . 2 . 8 )
This is the sum of the item responses weighted by the discrimination
parameter of each item. No sufficient statistic exists for the
three-parameter logistic model or for the one-, two-, or three-
parameter normal ogive models (Lord, 1980, pp. 57-58).
In order to be efficient an estimator must have the
asymptotically smallest variance attainable. This variance is given
as the inverse of the value of the item information function at 0,
[l( e )]~l, where
1 (e) = - E[3 2lnL/se 2] = l P
g
'
2 /P
g
Q
g
(2.2.9)
g=i
Since the maximum likelihood estimator, 0, is asymptotically normal
with mean 0 and variance [1(0)]“-*-, the construction of confidence
bands for 0 is possible (Birnbaum, 1968, p. 457). It should be noted,
however, that the asymptotic variance depends upon the unknown
parameter e
a
. The estimate 0
a
of 0 a may be substituted. This results
in estimates of confidence intervals.
Bayesian Estimation of Ability
Although maximum likelihood procedures produce estimates with
known asymptotic properties, there can be difficulty in individual
samples. For example, estimates of ability for examinees with perfect
or zero scores are not available. A Bayesian approach to the
estimation problem can systematically use available prior information
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or beliefs to provide "accuracy" and meaningfulness of the estimates.
Although Bayes estimates possess the same asymptotic properties as the
maximum likelihood estimates, e.g., the Bayes estimates of ability
converge in probability to the true value with increasing test length,
(Zellner, 1971, p. 46), the greatest potential of a Bayesian approach
lies in offering meaningful solutions when the number of items is
small. In these situations the prior belief assumes importance, while
as test length increases, its importance diminishes with the Bayesian
results approaching those of maximum likelihood.
In addition, the logic of the Bayesian inferential procedure is
intuitively more appealing than the classical, sampling theoretic,
inferential procedure. As Zellner (1971, p. 362) has pointed out,
"...there is no need to justify inference procedures in terms of their
behavior in repeated, as yet unobserved, samples as is usually done in
the sampling theory approach." The Bayesian approach allows
probabilistic statements about the parameters themselves, based on the
information that is available.
A brief description of the Bayes procedure follows. Let U be a
random observation vector and ^ be a vector of ability parameters,
also random. Furthermore, let p(u|0_) denote the joint probability
density function (pdf) for these vectors. Then,
p(U,e) = p(U|e)p(e)
= p(0|U)p(U) (2.2.10)
and consequently
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P(s_|U) = P (U|e>(e)/p(U). (2.2.11)
Since p(U) / 0 is a constant,
p(e|U) cc p(U|
e_) p (e_). (2.2.12)
This is a statement of Bayes' Theorem and is of primary importance in
the estimation of parameters and in drawing inferences about
parameters. The probability density function p(eju) is referred to as
the posterior pdf for the vector e_, given sample information or data,
and p(e_) is the prior pdf for the vector e_, containing all the
information about the parameter vector. As long as U is seen as a
random variable, the quantity p(U|e_) is a probability density
function. However, when the vector U is realized, that is, when the
observations have been made, p(U|eJ ceases to be a pdf and must be
taken as a likelihood function. The likelihood function can be
written as L(u]eJ to emphasize the fact that it represents a statement
about the parameter given a particular set of observations. Hence,
the resulting expression is given as
p(e_|u) « L(u|e_)p(e_) (2.2.13)
posterior * likelihood x prior.
It can be seen then from this relationship that p(flju_), the
posterior pdf, contains all information necessary for drawing
It is the result of the merging of priorinferences about 0_.
24
information about the £ and information about £ that can be inferred
from the sample data. It is interesting to note that in the
particular case where p(£) is a constant, that is, the prior relief
about £ is represented by a uniform distribution, the posterior pdf of
£ is proportional to the likelihood function alone. Information about
£, is inferred from data alone. In this sense, maximum likelihood
estimation may be seen as a special case of the Bayesian procedure.
Procedures for obtaining Bayes estimators of ability in item
response models have been advocated by several researchers. Birnbaum
(1969) obtained estimates for the ability parameters in the one- and
two-parameter logistic models, under the assumptions that the item
parameters were known. For mathematical tractibi 1 ity, he chose a
logistic distribution as his prior on 0 , i.e.,
p(e) = e-° 0/(l+e-De ) 2 (2.2.14)
where D is taken as 1.7, a scaling factor to give close agreement to
the normal ogive model. The mean e a of the posterior distribution is
taken as the Bayes estimator of e a , the ability of person a.
Owen (1975), working with the three-parameter normal ogive model
and with a normal prior, 0 a^N(MQ,Vg), where Mq is the mean and V
q
is the variance of e a respectively, developed an estimation procedure
for the ability parameter. As each observation occurs, the
information is combined with the prior information. This results in a
posterior, which in turn becomes the new prior for the next stage. As
in the Birnbaum procedure, the mean "e a , of the posterior distribution
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is taken as the Bayes estimator at any point of the sequence. This
sequential procedure is applicable to the adaptive testing situation
where additional information is gained with the administration of each
item.
An approximation to the true Bayes procedures of Birnbaum (1969)
and Owen (1975), is the empirical Bayes procedure. In this procedure,
the prior distribution is derived, not from prior belief or from
previous research, but is "estimated" from the particular sample data
of the analysis. The procedure is exemplified by the work of Meredith
and Kearns (1973), and Kearns and Meredith (1975). They estimated
ability parameters for the Rasch model and a modified Rasch model,
where the origin has been shifted to represent the probability of
"chance" success. The ability parameters are then estimated by
expressing the likelihood function in terms of the sufficient
statistic, the total score of an examinee.
Using the two-parameter normal ogive model, Bock and Aitkin
(1981) offer two Bayes estimators, the MAP or "maximum a posteriori"
and EAP or "expected a posteriori." These procedures use as the point
estimates of e
a ,
the mode and the mean of the posterior distribution,
respectively. Although obtaining EAP estimators requires numerical
integration over the prior distribution, a clear advantage of the EAP
over the MAP is that it is possible to employ a discrete prior rather
than the continuous prior distribution required for the MAP. This
means that any prior, including one obtained empirically, can be
applied.
26
Swaminathan and Gifford (1982) have applied a more general
Bayesian procedure for the estimation of ability in the one-parameter
logistic model. This procedure was advocated by Lindley (1971) and
exemplified by the work of Lindley and Smith (1972). It differs from
the Bayesian procedures presented above in that there is a
hierarchical structure on the prior distribution. In place of
specifying a particular pdf for e
fl
,
for example e
a
^N(Mg,VQ)
,
it may be
specified that 9
a
^N(y ,4> ) . In turn, the distribution of u and <t> have
to be specified. The procedure is referred to as hierarchical since
priors are not placed on the parameters, but on the distribution of
the parameters. Swaminathan and Gifford (1982) have shown that the
hierarchical Bayes procedure is a viable alternative to the maximum
likelihood procedure.
Alternative Estimation Procedures
Two alternative approaches restricted to the estimation of
ability parameters in the Rasch model were investigated by Wainer and
Wright (1980). They were particularly interested in those situations
where fit to the model is affected by noise in the data, caused by
factors such as guessing, inattention, etc. The two procedures
investigated, the Jackknife procedure (Tukey, 1958) and a "AMT -
robustified" Jackknife, were developed to reduce bias, and to have a
sampling distribution fairly "resistant" to minor disturbances in the
data. These procedures result in better estimation, particularly for
short tests, in the range of 10 to 20 items. As those authors point
out, it is, of course, for short tests and small samples of people
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that the asymptotic properties of maximum likelihood estimates are not
realized and where other methods are of greatest value. Wainer and
Wright (1980) go on to point out that the procedures they describe are
not supported on a theoretical basis. Moreover, they note that the
extension of these procedures to two- and three-parameter models may
not be feasible.
2.3 Estimation of Item and Ability Parameters
Estimation of ability parameters in the presence of known item
parameters, as discussed in the previous section, is a relatively
straightforward estimation problem. More commonly, however, both item
and ability parameters are unknown. The estimation problem becomes an
extremely complex one.
Since both item parameters and ability parameters are
unobservable, there is indeterminacy in the model. In the
one-parameter logistic model where
P (e
|
bg ) = exp D(0 -bg)/[ 1+exp D(6-bg)] (2.3.1)
suppose we transform both the difficulty and ability parameters by the
addition of some constant k, so that e*=e+k and b g =
b
g
+k. It is
easily seen that
P(9*| bg ) = P(6 | bg) (2.3.2)
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i.e., the transformation of the parameters leaves the item response
function unchanged. The fact that there is no unique solution, but a
family of solutions, all linearly related, is referred to as the
identification problem. To resolve the problem either the e's or b's
must be anchored. This is done by setting either the mean of the e's
or the mean of the item difficulties to zero. The indeterminacy also
exists in the two- and three-parameter models. In the two-parameter
logistic model where
p (e|a
g
,b
g
) = exp Da
g
(e -b
g
)/[l+exp Da
g
(e-b
g
)], (2.3.3)
let
and
e* = (e+k)/m
b
g
=
(b
g
+k)/m
a
g
= mV
(2.3.4)
Then
P ( 0*
I
a
g * bg)
= P(e|a
g
,b
g
). (2.3.5)
These transformations leave the item response function unchanged.
The above consideration also applies to the three-parameter model. In
addition to the transformations given by Equation (2.3.4), setting
c
g
=c
g
leaves the item response function invariant. Hence, for the
two- and three-parameter logistic models, both the mean
and standard
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deviation of 0's (or the b's) are usually fixed to the values 0 and 1,
respectively.
The number of parameters to be estimated in the item response
models is large. For a test of n items taken by N examinees we have
n+N parameters to estimate, if the one-parameter model is used. Since
in order to anchor the scale, the mean of the 0's or b
g
's is fixed,
the actual number of quantities to be estimated is n+N-1. In the two-
parameter model the number of parameters is 2n+N-2 after anchoring the
scale, and likewise, for the three-parameter model, it is 3n+N-2. In
most estimation situations sample size is increased in order to
improve the estimates. In the item response models where both person
and item parameters are unknown, in order to improve the estimates of
ability, the number of items must be increased. Yet that increase
introduces more unknowns into the system. Likewise, to improve
estimation of item parameters, more examinees are included, each
providing an additional unknown parameter 0 .
When ability is estimated in the presence of unknown item
parameters, however, maximum likelihood estimates will not converge to
the true value as the number of items increases. In this situation,
the ability parameters are said to be structural parameters, while the
item parameters are referred to as incidental parameters. Likewise,
when item parameters are estimated in the presence of unknown ability
parameters, the item parameters are structural while the ability
parameters are incidental parameters. Andersen (1973) first noted the
unavailability of consistent estimates of item parameters in the
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presence of incidental ability parameters. Haberman (1975), however,
demonstrated that the maximum likelihood estimators of item and
ability parameters are indeed consistent, providing that both the
number of examinees and the number of items are allowed to approach
infinity. Although Haberman's result applies only to the Rasch model.
Lord (1975) has suggested and empirical evidence has shown
(Swaminathan & Gifford, 1980) that the result may hold for the two-
and three-parameter logistic models. Despite the complexities of the
simultaneous estimation problem several solutions have been provided
ranging from heuristic (Urry, 1974) to maximum likelihood (Andersen
1970, 1972, 1973; Bock & Lieberman, 1970; Lord, 1968, 1974; Wright &
Panchapekesan
,
1969; Wright & Douglas, 1977) to Bayesian procedures
(Swaminathan, in press; Swaminathan & Gifford, 1981, 1982).
Maximum Likelihood Procedures
There are three approaches to maximum likelihood estimation of
item and ability parameters. These will be referred to as joint,
conditional, or marginal, depending on what likelihood function is
maximized. The procedure that is applied most frequently is the joint
or simultaneous estimation procedure. Wright and Douglas (1977) and
Wright and Panchapekesan (1969) have applied it to the Rasch or
one-parameter logistic model; while Birnbaum (1968) and Lord (1980)
used it for the two- and three-parameter models.
Joint maximum likelihood estimation. To illustrate this
procedure, the three-parameter logistic model will be used. In the
joint maximum likelihood procedure the likelihood function.
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L(u^| e.,a,b,c) = L (ill , IJ2 » • • • ,Ufl| £»a,b,c)
p
u agQ
n-u a g)
aa ^an (2.3.6)
and the logarithm of the likelihood
N n
lnL(u|e,a,b,c) = l [ tu ag lnP ag+(l-u ag )lnQag ], (2.3.7)
a=l g=l
where P
a g
is the three-parameter item response function given as
Equation (1.2.12), and where Q
ag
= 1-P
,
are functions of both the
unknown abilities and the unknown item parameters. The logarithm of
the joint likelihood is then maximized with respect to each unknown
parameter. This results in a system of equations of the following
form:
(2.3.8)31 nL/ 3tk = 0, k=l,2 3n+N,
where t^ is an item or ability parameter to be estimated. Since, as
before, the system of non-linear equations has no closed form
solution, numerical procedures must be employed. The Newton-Raphson
procedure is generally applied in a two stage procedure. Since all
parameters are to be estimated simultaneously, the Newton-Raphson
procedure is given as:
isi
= x0-[t "(*o):r lt, (*o)
(2.3.9)
32
where t(x_]^ is the function to be maximized, t' is the vector of first
derivatives, and t' 1 is the matrix of second derivatives.
In the first stage, initial values for the item parameters are
calculated and taken as known. Since individuals are independent of
one another, the matrix of second derivatives is diagonal, and the
procedure is the same as that presented in Section 2.2. The
Newton -Raphson iterative scheme can be applied to each equation
individually, resulting in estimates for each e
a
. In the second
stage, the e
a
,( a=l ,2, . . .N) , obtained from the first stage, are taken
as known to estimate the item parameters. Since ability parameters
are treated as known, and local independence has been assumed, the
matrix of second derivatives for the item parameters may be reduced to
(3x3) diagonal block matrices. Thus item parameters for each item can
be estimated separately. If Xq' = [a
g
b
g
c
g ]
represents the vector of
item parameter estimates for item g, then an improved estimate is
*1 = xq - Ct’
1
(iSo)!
_1
t
'
(jcq)
>
(2.3.10)
where
t" (x)
3 2 1 nL/3a
g
9
2lnL/9a
g
9b
g
9 2lnL/9b
g
9 2 1 nL/9a
g
9c
g
3 2 1 nL/9b
g
9c
g
9
2
1 nL/3c
g
(2.3.11)
Hambleton and Swaminathan (in press) provide the vector of first
derivatives and the matrix of second derivatives for item and ability
parameters of the three-parameter model.
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As before, when improvement is negligible, the iterative process
is terminated. The estimates of item parameters resulting from this
process are then taken as known and stage one is then repeated
resulting in revised estimates of the e
a ,
(a=l,2, . .
.
,N) . The process
continues until the estimates of the ability parameters and the
estimates of item parameters all converge to a solution. This serves
as the basis of the numerical procedure used in LOGIST (Wood,
Wingersky, & Lord, 1976).
Although the joint likelihood estimation procedure is
straightforward in theory, in practice there are a number of problems.
As discussed earlier, the estimates for the one-parameter model have
been shown to be consistent (Haberman, 1975) when items and examinees
are allowed to approach infinity and empirical evidence (Swaminathan &
Gifford, 1980) has been provided demonstrating that estimates may be
consistent for the two- and three-parameter models. However, there is
bias present when the number of items and examinees is small (Wright &
Douglas, 1977; Swaminathan & Gifford, 1980). Wright and Douglas
(1977) investigated the adequacy of the item estimates when estimated
in the presence of unknown ability parameters for typical sample
sizes. To remove the bias from the estimates, they adapted their
joint estimation procedure through the inclusion of a multiplicative
constant. Lord (1975) also noted that in those cases where the
discrimination parameter is less than 1.0, the parameter tended to be
underestimated for easy items and overestimated for more difficult
ones.
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Lord (1968) found that when this procedure is implemented, if
the number of items or the number of examinees is small, the
estimates, particularly of item discrimination, may increase without
bound. Even in a study consisting of a test of 90 items with 2995
examinees, Lord (1975) found that the estimates of discrimination for
three items increased without bound. To overcome this difficulty and
to coax convergence. Lord (1975) suggests imposing limits on the
estimates. This is a substantial problem, since it is not known how
imposing arbitrary limits on particular parameters affects estimation
of the other parameters of the model. Wright (1977) has argued that
this problem indicates that the two- and three-parameter models are
theoretically unjustified.
Other problems occur as a result of the need to solve a very
large system of non-linear equations. High speed computers with large
capacities are needed to attack the problem. The one-parameter model
has a clear advantage at this point since not only are there fewer
parameters to estimate, but since the number right score is a
sufficient statistic for 0, a one to one correspondence exists between
the number right scores and the ability estimates. This means that
rather than estimating a e for each individual, only a 0 for each
possible raw score is needed. This results in a much more practical
estimation procedure.
In the two- and three-parameter models convergence can be quite
slow. Even when solutions are found, there is no guarantee the
obtained solution is the true solution. There may be, particularly in
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the three-parameter model, several maxima of the likelihood function,
and it may be that the solution obtained through the numerical
procedure is not the true maximum but is one of the "local" maxima.
Conditional maximum likelihood estimation. Andersen (1973)
provided a solution to the estimation problem when the number of items
is fixed. He applied a method of estimation in the Rasch or
one-parameter logistic model which does provide consistent estimators
for the item parameters. This procedure is referred to as the
conditional maximum likelihood procedure, since it is based on the
likelihood function conditioned on the number right score, a
sufficient statistic for ability. This procedure does not have a two-
or three-parameter analog, since sufficient statistics, that are not
functions of item parameters, are not available in these models.
The major problem with the procedure as proposed by Andersen
(1973) is that computationally, the procedure is very difficult to
implement for tests of any length, since mathematical quantities known
as symmetric functions must be evaluated at each iteration.
Gustafsson (1980) has devised a numerical algorithm which is fast and
accurate, and is succesful for tests up to 80 or 100 items (Wainer,
Morgan & Gustafsson, 1980). It should be noted, however, that for
extreme parameter values the computations may break down.
Conceptually, conditional estimation of ability could parallel
that of the difficulty parameter, since, s g ,
the number of examinees
responding correctly to an item, is a sufficient statistic for b g ,
the
item difficulty. Hence, the likelihood could be conditioned on s g .
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However, this approach is not feasible, since the computational
procedure restricts sample size to less than 100. Consequently, once
the item parameters are obtained through the conditional procedure,
they are taken as known and estimates of e are achieved through one of
the procedures presented in Section 2.2.
Marginal maximum likelihood estimation. One solution to the
estimation of structural parameters in the presence of incidental
parameters is to condition on a sufficient statistic of the incidental
parameter, as presented by Andersen (1972, 1973). A second approach
is to integrate with respect to the incidental parameters (or sum
across their values if they are discrete) to remove the incidental
parameter from the likelihood function. The resulting likelihood,
referred to as the marginal likelihood is then maximized resulting in
marginal estimates for the item parameters.
Bock and Lieberman (1970) applied this procedure to obtain
estimators for the two-parameter normal ogive model. In their initial
work they termed this procedure unconditional, since the data arises
from a sample of examinees from a specified distribution, while they
referred to procedures that take the examinees as arbitrarily given,
with fixed e's, as conditional. Anderson and Madsen (1977) point this
out and recommend the use of the term, marginal estimators, to avoid
confusion.
Bock and Lieberman (1970) make the assumption that examinees are
sampled from a normal distribution of mean, zero, and variance, one.
Numerical integration over e is carried out and the resulting system
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of equations is solved, iteratively, with the use of the
Newton-Raphson procedure. The estimates achieved through the use of
this procedure are consistent. As Keifer and Wolfowitz (1956) have
shown, in structural models, if the incidental parameters are
independently and identically distributed, then the maximum likelihood
estimates of the structural parameters are consistent.
Although the marginal estimation procedure is theoretically
appealing, again there are computational complexities. One problem is
that numerical integration is required since the integral cannot be
expressed in closed form. A second difficulty is that the likelihood
function must be evaluated for all 2 n possible response patterns.
This restricts the practical application of the procedure to roughly
ten item tests (Bock & Lieberman, 1970).
Bock and Aitkin (1981) provided a solution to the computational
difficulties of the Bock-Lieberman procedure, for the two-parameter
normal ogive model. They developed a modification of the EM algorithm
presented by Dempster, Laird, and Rubin (1977). This procedure does
not require prior assumptions about the ability distribution but
allows the integration to be carried out over the empirical
distribution of ability.
Alternative Estimation Procedures
McDonald (1980) developed an alternative estimation procedure
that can accommodate the one-, two- and three-parameter normal ogive
models. He begins by assuming that the latent trait has a normal
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distribution with mean, zero, and variance, unity. The normal ogive
function is then rewritten as an infinite series of mutually
orthogonal polynomials. Therefore, the normal ogive model, which is
nonlinear in its parameters and in the latent trait, is represented
equivilently as a linear combination of nonlinear functions of the
parameters of the model. McDonald (1980) found that truncating terms
beyond the cubic provides an adequate approximation of the normal
ogive model
.
The estimates of the coefficients of the polynomials are then
obtained through the use of a general model for the analysis of
covariance structures developed by McDonald (1978). Constraints must
be imposed so that the polynomials are functions of the one or more
"fundamental" parameters of the normal ogive model.
If the original model is conceptualized as a normal ogive model
with the chance-level parameter added, additional constraints can be
applied to result in different item response models. If all the
discrimination parameters are restricted to be equivalent, and the
guessing parameters restricted to zero, the result is a one-parameter
model with only the difficulty parameters to be estimated. If only
the guessing parameter is restricted to zero and discrimination and
difficulty are estimated, the two-parameter model results. The
guessing parameters could also be restricted to constant values
greater than zero, to reflect particular item types. It can be seen
that this procedure provides great flexibility through the
incorporation of a number of models of interest. Another important
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advantage of the McDonald (1980) procedure is that it supplies a
measure of the goodness of fit of the model through the availability
of a residual matrix. This means that no prior examination of
dimensionality is required.
This procedure has been shown (McDonald, 1980) to provide
well-behaved estimates of the item parameters for the one- and
two-parameter models. However, when the guessing parameter is
introduced the procedure yields unsatisfactory estimates. A further
problem arises in the estimation of ability. McDonald (1980)
attempted to apply the polynomial approximation in this situation and
found the mathematics to be intractable. While the polynomial
approximation procedure holds promise for the estimation of item
parameters in the one- and two-parameter models it is not a viable
alternative for either the estimation of the item parameters in the
three-parameter model or for the estimation of ability.
DeGruijter and Mooijaart (1982) present an ordinary least
squares estimation procedure for the three-parameter logistic model.
The procedure is developed as an application of latent class analysis.
The latent trait is allowed to be discontinuous, hence one can assume
an underlying distribution or, as in the Bock and Aitkin (1981)
procedure, use an empirical distribution. Since the estimation of the
chance-level parameter has resulted in large variation in the
estimates of Cg, deGruijter and Moijaart (1982) have included a
Bayesian type component on the function to be minimized. The
additional component penalized extreme deviations from the mean value
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of the c's. As noted by deGruijter and Mooijart (1982), this is a
more appropriate solution to the excess variation in the c's, than the
often used procedure of setting all c's equal to a common value.
DeGruijter and Moorijaart (1982) concluded through a simulation study
with 40 items and 1000 examinees, that the precise form of the
underlying distribution had very little effect on the estimates. In
addition, the least squares procedure was twice as fast, with respect
to execution time, as the maximum likelihood procedure as performed by
L0GIST (Wood et al., 1976). The least squares procedure also resulted
in better item parameter estimates and better overall approximations
to the item response curve.
It should be noted that, as with the Bock and Lieberman (1970),
Bock and Aitkin (1981) and McDonald (1980) procedures no individual
estimates of 0 are obtained directly. Usually in these cases, when
item parameters are obtained, they are taken as known and used to
estimate the values of 0 through one of the procedures described in
Section 2.2.
Because of the computational difficulties and the resulting high
cost of maximum likelihood procedures, some less costly, less time
consuming procedures have been developed. These procedures are not
based upon conventional estimation methods, such as maximum likelihood
or least squares. Nevertheless, they provide useful approximations.
Urry (1974a, 1974b) has presented two alternatives to the
traditional methods. Both procedures rely on the relationship between
the parameters of the item response curves and the classical item
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analysis statistics, proportion correct and item-test correlation,
under the assumptions that (i) ability is normally distributed with
zero mean and unit variance, and (ii) the item response function is
the normal ogive. In the initial procedure (Urry, 1974a), a
g
and b
g
are approximated from traditional item statistics and c
g
is
approximated through inspection of the lower asymptote of the graph in
which the proportion correctly responding, is plotted against the
total test score minus that particular item.
Schmidt (1977) noted that when Urry's method of approximation is
implemented, the discrimination parameter will be systematically
underestimated and the difficulty overestimated, primarily because of
unreliability in the estimated abilities.
The second procedure developed by Urry (1974b) also relies on
the assumption of normality. The estimates of a
g
,
b
g
,
and c
g
are
obtained through an iterative minimum chi-square procedure. This
procedure, is referred to as the ancillary procedure. A major
drawback of the procedure is that the estimates of a
g
,
b
g
,
and c
g
,
obtained do not have any known sampling properties. However, the
"ancillary" procedures in particular have been shown to provide
satisfactory results (Ree, 1979; Swaminathan & Gifford, 1980) at
reasonable cost.
CHAPTER III
DESCRIPTION OF THE BAYESIAN ESTIMATION PROCEDURE
3.1 Introduction
While many estimation procedures have been developed for the
various item response models, none has proven to be satisfactory.
Some procedures involve computations so cumbersome and complex that
only short tests and small sample sizes can be analyzed, while others
produce estimates that lie outside reasonable bounds or tend toward
infinity. These problems arise particularly when item and ability
parameters are to be estimated simultaneously.
Zellner (1971, pp. 114-161) has stated that the Bayesian
procedure is particularly appropriate when both structural and
incidental parameters are to be estimated, and he goes on to
demonstrate its effectiveness. The Bayesian procedure is also
intuitively appealing when prior knowledge about parameters is readily
available. In the item response models, for example, it is known that
the chance-level parameter, or lower asymptote, c, must be no less
than zero and no greater than one. The discrimination parameters are
positive, since the item response curves are monotonical ly increasing.
Finally, the values of the ability and difficulty parameters are
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finite. Lord (1968) used theoretical knowledge about the parameters
when he restricted particular values in order to force reasonable
solutions. However, rather than requiring the user to impose
arbitrary restrictions on the estimates, the Bayesian approach
provides a systematic procedure for incorporating prior knowledge
about the parameters.
3.2 The Bayesian Model
As shown in Chapter II, Bayes' theorem leads us to an expression
linking the posterior distribution to the likelihood function and
prior distribution. In general, for a random observation vector y and
a vector of parameters, t_^ which is considered a vector of random
variables,
p(t|y) cc L(y|t)p(t) (3.2.1)
or
posterior « likelihood x prior.
As soon as the data are gathered and the likelihood function is
obtained, and the prior density function is specified, the two are
combined, to yield the posterior density function. The posterior
contains all available information and all information necessary for
drawing inferences. Once the posterior density function is known,
probabilistic information about the parameters themselves is
available.
Usually prior density distributions about the parameters are
chosen directly. That is, a particular distribution is chosen and
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numerical values for the parameters of that distribution are
specified. This method of specifying priors was employed by Birnbaum
(1969) and Owen (1975). Another approach to the specification of
priors was suggested by Lindley (1971). He demonstrated that if the
information that is available about the parameters is considered
exchangeable then a hierarchical Bayesian model can be effectively
employed. Exchangeability holds when the information about some
parameter t-j, is no different from the information about tj observed
or yet to be observed. Equivalently, the t
i
can be said to be
independently and identically distributed, with density p(t-).
In the hierarchical procedure there are two stages of
specification. Suppose the parameters, t
^ ,
( i = l ,2 , . . .n) are to be
estimated. In stage one, the form of the prior distribution is
specified. For example, p(t^) may be taken as a normal distribution
with mean, y, and variance, 4>. Rather than specifying values for u
and 4>, the parameters are taken as unknown and prior beliefs about
these "hyperparameters" are expressed in the form of distributions.
This constitutes the second stage of the hierarchical model. It is
then possible to estimate the original set of parameters t
^
,
(i=l,2,...n) without reference to the "nuisance" parameters, u and 4>
.
The hierarchical Bayesian model as suggested by Lindley has been
successfully employed by Lindley and Smith (1972), Novick,
Lewis, and Jackson (1973), and Zellner (1971), to name a few. In the
context of item response models, Swaminathan (in press), and
Swaminathan and Gifford (1981,1982) applied the Lindley approach to
estimation in the one-, two-, and three-parameter logistic models.
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Since the one- and two-parameter models can be seen as special cases
of the three-parameter model, a detailed description of only the
three-parameter model will be presented here.
By Bayes' theorem, the posterior distribution can be expressed
as
p(6,a,b,c |u>L(u li,a,b,c)p(e,a,b,c)
.
(3.2.2)
The likelihood function L(u|£,a,b,c) is given by Equation (2.3.6). If
it can be assumed that the parameters a
g
,
b
g
,
c
g ,
(g=l,2, . .
.
,n) ; and
0
a >
(a=l,2, . .
.
,N) are independent, then the joint prior distribution
is given as
p(o,a,b,c) = p(e)p(a)p(b)p(c) (3.2.3)
N n
=
a2l
P ^ 9 a)
g
2l P
(
a
g
)
P ( bg
)
P ( c g
)
•
When the data are collected and priors have been specified for each
parameter, the posterior can be obtained through Equation (3.2.2).
3.3 Specification of Priors
For the specification of priors for £ and b, Swaminathan and
Gifford (1982) chose to apply the hierarchical approach described by
Lindley and Smith (1972) and Novick et al. (1973). The information
about the © a , (a=l,2, . . . ,N) is assumed to be exchangeable, i.e. the e a
are independently and identically distributed. The same is held to be
true for b
g
,
(g=l,2, . .
.
,n) . The distributions are specified as
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e aK»*e * N<VV (3.3.1)
and
bgK»*b ^ N ^b»^b)- (3.3.2)
This is the first stage of the hierarchical procedure. The
parameters, y 0 , <f> 0 , and y^, 4> ^ are, however, unknown.
For the second stage of the hierarchical procedure, Swaminathan
and Gifford (1982) chose a uniform distribution for y Q and y^. The
fact that the prior is chosen as vague or diffuse represents
uncertainty about the locations of the e
a
and bg. Since <J> 0 (and^)
represent the variance of the e
a
(and b ), a logical prior to select
is the inverse chi-square, recommended by Novick and Jackson (1974,
p. 190). If then, it can be assumed a priori that the u 0 and <t> 0 are
independent, that y
0
has a uniform distribution, p(u Q ), and finally,
that 4>
0
has an inverse chi-square distribution with parameters v Q and
X
,
then
p(u
e
,*
e
) P(u
e
)p(*
eIVV- (3.3.3)
Since p(y 0 ) is a
constant.
P(v» 0 ,4> 0 )
- P(4> 0 I
X
0
,v
0 )
°c
4»
e
“(^v
e
+1
) exp( -X Q | 2<|> q ) .
(3.3.4)
Likewise,
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P( vb»*b) * V ( 'S'’ b+1) exp(-xb/2*b ). (3 .3. 5)
In order to complete the specification of priors, the parameters v
x
e»
v
b» and xb must be specified. The descriptive statistics for the
inverse chi-square distribution with parameters v and X are (Novick &
Jackson, 1974, p. 191)
mean = X/(v-2), for ( v>2)
,
mean = X/(v+2),
and
s.d. = (2X^/[(v-2)^ (v-4)]}^, for (v>4).
These relationships, along with percentage points of the inverse
chi-square distribution (Novick & Jackson, 1974 pp. 377-378) provide
information that can guide the user in the specification of the v Q ,
v v and v
Theoretical considerations led to the choice of a chi
distribution as the prior for a.. Since ag is the slope of the item
response curve at the point of inflection, it is greater than zero.
Referring to Equation (1.2.6), it can be seen that the parameter b
g
may be taken to represent the mean of 0 and l/a
g
,
its standard
deviation. Since there exists the correspondence between the logistic
model and the normal ogive model, a
g
can be taken to represent the
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reciprocal of the standard deviation. Since in general, the inverse
chi-square distribution is used to represent prior belief about a
variance, it seems quite plausible to think of the chi distribution as
representing prior belief about the inverse of the standard deviation.
Hence the prior distribution for a^ is given as
P( a gl v g>w g) * a g^
V9" 1
^ exp (-ag/2u>
g
) (3.3.6)
i
where Wg is the scale parameter and Vg is the degrees of freedom.
Swaminathan (in press) suggests that a normal approximation to
the chi distribution be employed in the selection of a specific prior.
The chi distribution approaches normality rapidly and the normal
approximation is reasonably good for v as small as 10. The application
of the normal approximation provides the user with a straightforward
way to choose v and u through specifying the mean, standard deviation,
and endpoints of a credibility interval.
For the normal approximation, the mean and standard deviation
are given in terms of v and u by
y - [oj (v ~H)~\ ^
and
(3.3.7)
(3.3.8)
Once y and a are specified, v and w can be determined from the
following:
v = (y^/2c^) + .5
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(3.3.9)
and
w = (3.3.10)
In addition, let H
g
represent the upper limit and L
g
,
the lower limit
of a (l-a)th percentile credibility interval for the prior
distribution of a
g
. Then approximate values for v
g
and w
g
are given
as
u
g
= [1+4> { H^- L'! )2 ]/2 (3.3.11)
g g
and
Ug = UH
g
-L
g
)/zj
Sot
>
2 /2 (3.3.12)
where z^ is the upper percentage point of the unit normal curve.
Since the chance-level parameter, c
g
,
is a probability, it is
bounded by zero and one. Swaminathan and Gifford (1981) chose a beta
distribution for the prior on the c
g ,
given as
P (Cg|Sg,tg). Cg^l-Cg)^ (3.3.13)
The descriptive information on a beta distribution with parameters
(
s
g
,
t
g
) are (Novick & Jackson, 1974, p . 113
)
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mean = (s
g
+l)/(s
g
+t
g
+2) (3.3.14)
variance = (s
g
+l) (t
g
+l)/(s
g
+t
g
+2) 2 (s
g
+t
g
+3) (3.3.15)
and
mode = s
g
/(s
g
+t
g ),
for s
g
,t
g
>0. (3.3.16)
Novick and Jackson (1974, p.402) tabulated the (l-a)th highest density
credibility intervals for the beta distributions. These provide
guidelines for the selections of s
g
and t
g
.
3.4 The Posterior Distribution
Once the prior distributions of the parameters are specified,
the posterior distribution of the parameters can be written as
n
x n { p(b q |v 5 ,<j> b ) p(^bl v b» x b) }
g=i
n
X n P(3gl v g»w g)
n
x
u
n p(c
g
|sg»t
g
)
q=l
(3.4.1)
The likelihood function is given in Equation (2.3.6) while
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N
n
a=l
{ p ^ e alviQ »4>
e
) p( 4) q | v Q »A 0 )}«4>e 1 e e
-(N+v
0
+2)/2
exp .
{ VaSl (6a-0 >
2*
4
(3.4.2)
and
n
-(n+v
b
+2)/2
n {p(t>g|p b ,^b)p( <^bl v b» x b b exP"
g=i
<X e+qL (b9~u b)
2)
2<t> b
(3.4.3)
In addition,
n n (v - 1 ) „
n {p(a |v
,Uq )}«n [a. exp ( -a
q/2w g )l
g=l y y 3 g=l s a a
(3.4.4)
and
n P( c q|s q ,t q ) - n [c q
9 (l-c ) 9 ] . (3.4.5)
g =i
y y y
g =i
y y
Since y Q , <j> Q , u b , and 4
>
b
can be taken as nuisance parameters, they may
be integrated out and the following expression is obtained
(Swaminathan & Gifford, 1981)
f (9.,l>k»£lli» ;'x Q *^q >
A b» v b *—*— * £* T )
“ L(u|£,a,b,c) x [{X
0 + ^
(
6
a
*e
.
)
2 -( N+v 0 -l)/ 2 ]
x [<X b+ L(bg-b.) 2>'
(n+Vb‘1)/2 ]
g= | ^
x [ jj
a
g
(
v
9
-1
) exp(-ag/2oo
g
)c
g
s
9(l-c
g
)
t
9]
= L(u|e,a,b,c)p 1 (e )p 2 (b)p 3 (a)p4 (c)
.
(3.4.6)
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Here 0 . and b. denote the mean of £ and b respectively. This
posterior distribution contains all the information needed to make
probability statements about the parameters of the model. However,
since the expressions are so complex, Swaminathan & Gifford (1981)
chose to use modal estimates as the point estimates for the
parameters.
3.5 The Estimation Procedure
In order to obtain the joint modal estimators of the
parameters, the joint posterior distribution must be maximized. For
convenience the logarithm of the joint posterior distribution is
employed. Since the logarithm of the likelihood is as given in
Equation (2.2.4) and
In p 1 (e_) -*s(N+v 0-l) lnU e+ l (ea-e.)
2
}.
a=l
(3.5.1)
In p 2 (b)
=
-*s(n+vb-l) 1 n { x b+ l (b g
-b.) 2 >. (3.5.2)
(3.5.3)
and
n
1^ P4 ( £ {
Sgl nCg+tg ( l"Cg) 1 (3.5.4)
The set of nonlinear equations to be solved is given as
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8lnf/ae_=a{ In L + In Pi (o_) ) /ae_ = 0, (3.5.5)
9lnf/3t) = a { 1 n L + In P 2 (b)}/ab = 0, (3.5.6)
ainf/aa = a{ 1 n L + In p 3 (a)}/9a = 0, (3.5.7)
31nf/3c = a{ In L + In P 4 (c)}/ 3 C = 0. (3.5.8)
Since closed form solutions are not available, numerical procedures
must be employed to obtain the joint modal estimates.
Swaminathan and Gifford (1981) use the Newton-Raphson procedure.
If a ^
^
) = [e_' aj_ b_|_ cj_] is the k tln approximation to the vector of
values that maximize the logarithm of the joint posterior
distribution. In f, then a better approximation a( k+1 ) is given as
a<k+D
=
«<M
. H- 1 [a
(k)
]a
[a( kh (3.5.9)
where H [a (M] and ij[a(k)] are the matrix of second derivatives and
the vector of first derivatives of In f respectively, evaluated at
a (k). The inversion of H is computationally difficult when N and n
are large. Swaminathan & Gifford (1981) have simplified the procedure
by ignoring the off-diagonal elements of H. This results in
4k+1) 4k) - g[“m < k)W4k >] (3.5.10)
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where a
m is the m
th parameter in the vector a, and g(-) and h(- ) are
the first and second derivatives of In f.
The functions g(- ) and h(-) each have two components. One
component represents the likelihood (and is the expression used in
maximum likelihood estimation) and the other component represents the
prior distribution. These components are presented in Table (3.5.1).
The implementation of the estimation procedure follows closely
that for the maximum likelihood procedure discussed in Section 2.3.
The process is started by calculating initial values as follows
a
(o)
= In P a/U-P a ) (3.5.11)
b
g
(o) = *-l (q
g
) /r g
(3.5.12)
a
g
(°) = rg/d-rg2 ) 1* (3.5.13)
C
g
(0) = 1/mg . (3.5.14)
p a " l, u ag^
n *
(3.5.15)
• j,
•
(3.5.16)
m is the number of options for item g, *(q g ) is the
normal deviate
that has an area q g to the
right, and r
g
is the point biserial
First
and
Second
Derivatives
of
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Logarithm
of
the
Joint
Posterior
Distribution
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correlation of item g with the total score. A problem arises when
p a =l or 0 or when q g =
l or 0. In these cases, p a can be taken as
(n-.5)/n or .5/n while q
g
is taken as (N-.5)/N or . 5/N
.
As in the maximum likelihood estimation procedures, several
stages of estimation occur, with one set of parameters taken as known
to improve the estimates of the remaining parameters. Throughout the
procedure the mean, 0., and standard deviation, s 0 , of the abilities
is calculated and the estimates of the abilities, difficulties, and
discrimination are scaled as follows
e
a*
= (e
a
-e.)/s
0
(3.5.17)
b
g
*
= (b
g
-0.)/s
9
(3.5.18)
*
a _ - s r\ a„
g 9 g
(3.5.19)
The procedure removes the indeterminacy of the model and prevents
estimates from drifting. When the improvement of all estimates is
negligible the procedure has converged and the final estimates are
obtained.
CHAPTER IV
DESIGN OF THE STUDY
4.1 Introduction
The Bayesian solution to the estimation of parameters in item
response models is an appealing one. It retains the large sample
characteristics of maximum likelihood, while offering improvements
over maximum likelihood for small samples. Yet, little is known about
the application of Bayesian procedures to the estimation of the
parameters of item response models. The purpose of this study was to
investigate the behavior of the estimates obtained through application
of the joint Bayesian procedure developed by Swaminathan (in press),
Swaminathan and Gifford ( 1981 , 1982). The accuracy, bias and
consistency of the estimates were examined in comparison with the
maximum likelihood procedure. In addition the effect of the
specification of priors on the Bayesian estimates was studied.
4.2 Description of the Data
In order to adequately study the properties of estimators and to
compare estimation procedures, it is necessary to have available the
true values of the parameters. Although simulation studies may not be
realistic in some situations, they can be justified in the present
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context, since only through a simulation study can one estimation
procedure be compared directly with another. Hence, for this study,
artificial data were generated according to each model of interest
through use of a modification of the DATGEN program of Hambleton and
Rovinelli (1973).
The program, DATGEN, allows the user to specify the population
characteristics for the item parameters a
g
,
b
g
,
and c
g
(g=l,2, . .
.
,n)
and for ability parameters e
a> (
a=l,2, . .
.
,N) . The population
distribution may be uniform with user specified maximum and minimum,
normal with specified mean and standard deviation, or a beta
distribution with specified parameters, p and q. The true parameter
values are then randomly drawn from the specified distributions.
Once the true values are specified, the program generates the
dichotomous responses according to the probabilistic item response
model. Using the true parameter values for a particular item, g, and
particular examinee, a, the probability, P
ag , of examinee a responding
correctly to item g is calculated. A random number on the interval
(0,1) is then selected. If the number is less than P ag, the item is
scored 1, if not, 0.
This procedure is followed, simulating each examinee
encountering each item, and results in an item by examinee response
matrix. The resulting response matrix is then subjected to the maximum
likelihood and Bayesian estimation techniques to investigate the
particular question under study.
A problem arises at this point. The data generation procedure
often results in some examinees obtaining perfect or zero scores. The
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procedure may also result in some items being responded to correctly
(or incorrectly) by all examinees. In such cases, while Bayesian
estimates exist ML estimates do not and hence, these items and
examinees must be removed before ML estimation is attempted.
Comparisons of the two procedures in this situation will not be
meaningful since test length and examinee sample size will vary. To
avoid this problem, data were generated such that no examinee achieved
perfect or zero scores and no item was completed successfully or
unsuccessfully by all examinees.
4.3 Estimation of Parameters
Bayesian estimation was done through use of PARA3 (Gifford &
Swaminathan, 1983), a FORTRAN program written for Bayesian estimation
in one-, two-, and three-parameter item response models. PARA3, was
also employed for the maximum likelihood estimation in the
one-parameter model. No restrictions were placed on any parameters
during the estimation procedure. For the two- and three-parameter
models, maximum likelhood estimation was accomplished through use of
LOGIST (Wood, et al., 1976) a FORTRAN program written for joint
estimation of ability and item parameters in the one-, two-, and
three-parameter models. No limits were placed on values of estimates
for ability or difficulty. However, since it is often the case that
estimates of discrimination increase without bound, a ceiling of 10.0
was placed on the estimates of a. This permitted understanding of how
often this problem occurs. In both of the estimation programs used in
this study, scales are anchored by restricting the mean ability to
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zero and the variance to one. In order to make the final estimates
comparable to the true values, both sets of values must be anchored
onto the same scale. Hence the true values were also scaled so that
the mean ability was zero and the variance, one. This resulted in all
estimates becoming directly comparable to the true values.
4.4 Study 1: Accuracy of Estimation
In order to study the accuracy of estimation, the responses of N
individuals to n items were generated according to the one-, two-, and
three-parameter logistic models. Estimation was carried out with both
Bayesian and maximum likelihood procedures and results were compared.
In generating the values of the parameters for the one-parameter
model, 0
a ,
(a=l,...,N) and b
g
,
(g=l, . .
.
,n) it was assumed that e
a ,
and
bg were distributed uniformly on the interval (-1.73, 1.73). Uniform
distributions were chosen for the e a and b n so as to not reproduce thea g
priors. The ag and Cg were set to 1.00 and 0.00 respectively.
Test lengths of 15, 25 and 50 were chosen for study, along with
examinee samples of 25, 50, 150, and 500. Although maximum likelihood
estimation has been shown to be reasonably well-behaved for the
one-parameter model, especially for long tests and large samples of
examinees, it is for the shorter test and smaller samples that
improvement in estimation is needed. It was also of interest to know
for what sample size and test length, the Bayesian results approach
those of maximum likelihood.
It should be pointed out that as tests were lengthened, the
retained and combined with newly selected items.original items were
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The same holds true for examinees. That is, as sample size was
increased it is as if the same examinees, along with additional
examinees were administered the item set. This provided for more
clarity of interpretation of trends, since the variability due to
random sampling from the population of true values was not present.
For example, consider a 15 item test administered to 150 examinees,
and a 25 item test administered to 150 examinees. The same group of
150 examinees were administered the same 15 items. The second group
was also administered an additional 10 items. As a result, the only
difference between the two situations was the additional 10 items.
Therefore, any difference could be attributed directly to test length.
For the Bayesian procedure, the hierarchical model was used for
specification of prior belief. The 0
a
were assumed to be
independently and identically distributed normally with mean, y 0 , and
variance, <t> 6 . The b^ were assumed to be independently and identically
distributed normally with mean y^ and variance In turn y 0 and y^
were considered to be distributed uniformly, while <t> 0 and ^ were
assumed to have inverse chi-square distributions.
As given in Section 3.3, the descriptive statistics of the
inverse chi-square distribution are:
mean = x/(v - 2)
mode = X/(v + 2)
s.d. = [2X^/(v-2)^(v-4)] 2
and
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for these to be defined, v>4. Thus it seems necessary to specify v at
least as large as 5. However, as v gets large, the distribution of <t>
becomes concentrated around the mean, implying that precise
information concerning <t> is available. To avoid this, v should be set
at a reasonable value between 5 and 15. The choice of X has a scaling
effect on the distribution of <J> . For values of X close to zero, the
standard deviation becomes small, concentrating the distribution
around the mean. A large value of X makes the distribution of <j>
diffuse while at the same time it increases the value of the mean
indicating that the distribution of 0
a
(or b
g
) has a large variance.
Table 4.4.1 provides a summary of the descriptive statistics of the
inverse chi-square distribution for various values of v and X . The
choice of v=8 and x=10 appears to provide a reasonable value for the
variance together with an acceptable degree of confidence,
particularly if it can be assumed that the distribution of e is
standardized.
The estimation procedures employed were straightforward. No
restrictions were placed on either the Bayesian or the ML estimation
procedure, other than the restriction of the mean of the
abilities to zero. As mentioned earlier, this procedure was employed
for both estimation procedures.
For the two-parameter model the 0a , (a=l,...,N) and b g
( g = l , . . . , n ) were assumed to be independently and identically
distributed normally, with mean, zero and variance, one. Again, these
values were chosen so as to not perfectly coincide with the priors to
Descriptive
Statistics
for
the
Inverse
Chi-Square
Distribution
for
Various
Values
of
the
Parameters
v
and
x
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be selected. The a
g
(g=l,...,n) were selected from a uniform
population on the interval (.60, 1.90). This choice guaranteed that
no true a
g
could be negative, and also prevented the prior from
reflecting the true situation. The c
g
were all identically zero.
Since shorter tests were of particular interest, tests of lengths 15,
25, and 35 were crossed with sample sizes of 50, 100, 200, and 500.
Uniform priors were placed on the 0 Q and b g . This allowed for
the examination of the behavior of the Bayesian estimator for a
g
alone. It also provided a way of examining the effect of improved
estimates of discrimination on the estimation of ability and
difficulty.
The chi distribution with parameters v and w was used for the
prior distribution for the discrimination parameters. For convenience
the same chi distribution was chosen for each a
g
(g=l,...,n). Since
the chi distribution approximates the normal for v as small as 10
(Swaminathan, in press) the relationships presented in Equations 3.3.9
and 3.3.10 can be employed for specification of v and w. Recall that
for the chi distribution, the descriptive statistics mean u and
standard deviation a, are given approximately
u Mv-.5)]%
and
a « [w/2]v •
As v gets large, the mean of the chi distribution becomes large.
Since Lord (1980, p.40) has noted that, in general, the discrimination
parameter lies in the interval (.00, 2.00), it is necessary to ensure
that the mean of the chi distribution falls within this interval. As
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“ 9 ets small, the distribution becomes concentrated around the mean.
To ensure that the values for the discrimination parameters are in the
range, .00 to 2.00, it is necessary to choose w to be in the interval
(0.0, 1.0). Furthermore, by specifying the endpoints of a credibility
interval, the values of v and w can be chosen directly through
Equations (3.3.11) and (3.3.12). For the study of accuracy, endpoints
for a 99% credibility interval were specified as (.40, 1.50). This
resulted approximately in values v=10.0. and w=.l.
During maximum likelihood estimation, a ceiling of 10.0 was
placed on the estimates of discrimination to prevent the estimates
from drifting out of bounds.
Data generation for the three-parameter model occurred as
follows. Again, relatively short tests, lengths of n=25, 35, and 45,
and relatively small sample sizes N=100, 200, and 400 were used for
comparison. Here, 0
a ,
(a=l,...,N) and b
g
,
(g=l,...,n) were selected
from uniform distributions. This was done to ensure an adequate
number of low ability examinees. In order for a procedure to estimate
an accurate lower asymptote, low ability examinees must be present in
the sample. The a
g
and c
g
were selected from uniform populations on
the intervals (.60, 1.90) and (.00, .22), respectively. Uniform priors
were placed on both ability and difficulty parameters. Identical chi
priors were placed on each a
g
,
(g=l,...,n). The chi prior chosen for
this study was with v=5.0 and w=0.5. This specification resulted in
an approximate mean of 1.5, standard deviation of 0.5, and an
approximate 99% central credibility interval given as (.21, 2.79). The
study of the effect of prior information for the two-parameter model
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indicated that this specification resulted in consistently good
estimates.
The beta prior was employed for the c
g
. Although different
priors could have been specified for each item, identical priors were
placed on each c
g
. The parameters s and t were chosen through use of
the relationships presented in Equations (3.3.14) through (3.3.16) in
conjunction with tables of highest density regions (Novick & Jackson,
1974, p.402). Since a typical value of c was taken to be .15, and a
relatively diffuse prior was desired, the beta chosen was that with
s = 3 and t = 2 2 . This resulted in a distribution characterized as
follows:
mean = .15
mode = .12
s.d. = .067
and 99% highest density region given as (.018, .342).
The maximum likelihood procedure as implemented by LOGIST was
used, with the restriction of 10.0 placed on the discrimination
parameter. No restrictions were placed on the e a or b g , and no
restrictions were placed on the c
g
,
other than those always employed
by the LOGIST program to coax convergence.
In each situation described above, accuracy of the Bayesian
procedure was studied through comparison with the maximum likelihood
procedure. The following two indicators of accuracy were used.
(1) mean squared differences and (2) correlation. The mean
squared
difference (MSD) is given by
n
t
MSD = l (t i
-x
i )
2 /n
t
i=l
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where t
i
is the estimate of the parameter and n
t is the number of
parameters estimated (n
t is the number of items when item parameters
are studied, and the number of examinees when ability is studied).
This index is used as a measure of discrepency between the true values
and estimated values. Consequently, the closer the value of MSD is to
zero, the more accurate the estimation procedure.
The second indicator is the correlation between the true values
and estimates. This provides additional information regarding the
accuracy of estimation. For example, while a large MSD is an
indication of poor estimation, a large MSD together with a high
correlation indicates the presence of systematic bias.
4.5 Study 2 : Bias
If g is an estimator of y, then g is an unbiased estimator of
if E(g)=Y where E(-) is the expectation operator. This implies that
if estimates are obtained from replications, and averaged, the average
estimates should reflect the true value. As the number of
replications approaches infinity, the mean estimate should converge to
the true value. It has been shown that although maximum likelihood
estimation produces biased estimates for short tests and small sample
sizes, this bias decreases as test length and sample size increase
(Swaminathan & Gifford, 1980). Although Bayesian estimates are in
general biased, it is important to study the nature of the bias in
comparison to the bias of the maximum likelihood estimates,
particularly for short tests and small sample sizes.
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In order to study bias in the estimates of the parameters for
the one-, two-, and three-parameter models, relatively short tests
were chosen. The true item and ability parameters were fixed and
twenty replications of the item response matrix were generated and
subsequently analyzed with both the joint Bayesian procedure and the
maximum likelhood procedure.
For the one-parameter comparison a 25 item test was selected and
100 examinees chosen. The true item and ability parameters, b
g
and
e a ,
were selected from uniform distributions so as to avoid
reproducing the priors. As in Study 1, priors were specified in a
hierarchical fashion. It was assumed that 0
a
and b
g
were independently
and identically distributed:
(4.5.1)9alv*e ' N(VV
(4.5.2)
In the second stage, it was assumed that y^ and y Q were distributed
uniformly, while
<I>q ~ x'
2
( 8 ,10) (4.5.3)
% x" 2 (8,10). (4.5.4)
This inverse chi-square distribution was characterized as follows:
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mean = 1.67,
mode = 1.00,
s.d. = 1.18.
As in Study 1, the maximum likelihood estimation was straightforward
with no restrictions imposed.
For investigation of bias in the two-parameter model, a testing
situation of 25 items and 200 examinees was used. The distribution of
the population of true values was chosen as:
e
a
* N(0.1)
b
g
* N ( 0 , 1
)
a
g
* U(. 60, 1.90).
Uniform priors were placed on 9
a
and b
g
,
while the chi distribution
with v = 5.0 and u>=0.5 was used for the prior information on the
discrimination parameters. This distribution was characterized
approximately by
mean =1.5
s.d. = 0.5
and a 99% central credibility interval given by (.21, 2.79).
For maximum likelihood estimation of the parameters of the
two-parameter model, a ceiling of 10.0 was placed on the
discrimination estimates. This prevented the estimates from drifting
out of bounds.
Data generation for the three-parameter model occurred as
follows. The testing situation selected was n=35 and N=200. All true
values for the parameters were drawn from uniform distributions. The
a were on the interval (.60, 1.90), while the c q were on the
interval
9 3
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(.00, .22). As in the previously described study, uniform priors were
placed on the abilities and difficulties, and a
g
% x (5. 0,0. 5) . The
beta prior was used for c
g
. The particular beta chosen was 3(3,22).
This resulted in a distribution characterized as follows:
mean = .15,
mode = .12,
s.d. = .067,
and a 99% highest density region given as (.018, .342).
The accuracy with which a parameter is estimated (MSD) can be
separated into two components as follows (see Section 5.3):
MSD = V(t) + B(t)
The mean squared difference is given as follows:
20
MSD = l (t i -T)
2/20
,
i=l
where t^ is the estimate obtained from replication i and T is the true
parameter value. For each item parameter and examinee, the mean
squared difference between the estimates and the true values,
was calculated over the twenty replications.
The variance of the estimates was calculated over the
twenty replications for each item parameter and examinee. The
quantity V(t) is given as:
2° 9
V(t)= l (t, - t.)
2/20
i=l
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where t. is the mean of the estimates obtained from the 20
repl ications.
For each item parameter (and ability), the bias is calculated.
Bias is given as:
B(t) = (t.-T
)
2
Although the MSD represents the accuracy of the estimate, it does not
provide any explanation of the differences between the estimate and
true value. The partitioning of MSD into the sampling error and
systematic bias provides this explanation. In addition, the
scatterplot of the mean of the estimates (over the 20 replications)
with the true parameter values were plotted and evaluated.
4.6 Study 3: Consistency
If g n is an estimator of Y, g n is a consistent estimator of
y if
for any positive e and n there is some N such that
Prob[|g
n
-Y |< e]>l-n, n > N .
That is, a consistent estimator tends to a definite quantity, which is
the true value to be estimated. This implies that an estimator is
consistent if it is asymptotically unbiased and its variance tends to
0 with increasing sample size. It follows then that consistency can
be examined by studying the accuracy or closeness of estimates to
MSD
"t
-.Uti
1=1
true values. The index
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where t
i
is an estimate of parameter for some n
t
parameters, was
used to represent overall accuracy for a set of parameters.
As sample size and test length were simultaneously increased,
the accuracy was expected to Improve until the mean squared
differences became 0. The trend in MSD, over all testing situations
described in detail in Study 1, was examined so as to obtain evidence
regarding the consistency of Bayesian as well as maximum likelihood
estimators.
4.7 Study 4: The Effect of Prior Distributions
The ayesian approach to estimation relies on the specification
of priors. It is of interest to know how various choices for the
prior distributions effect the estimation. Studies were carried out
for the one-, two-, and three-parameter models in order to study the
extent to which choice of prior distribution effects the results.
To investigate the question for the one-parameter model, data
were generated as in Study 1. Test lengths of n=15, 25, and 50 were
use, along with samples of N= 25, 50, 150, and 500. Priors were
placed on 0
a
and b
g
through the hierarchical model. As before
°a
I
yO»^o * N(vq»<1>q)»
b
g
I
yb*
l
^b
* N ( yb»*b)»
and while n 0 and 4>b were assumed
to be distributed uniformly,
<fr
e
~ x"
2KM.
4>b * X*
2KM.
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The value of the scale parameter A was fixed at 10.0 while the degrees
of freedom, v, were set at v = 5, 8, 15, 25, and 50.
The effect of priors was examined through studying, p(t,x), the
correlation of estimates with true values of the parameters. In
addition, the mean squared differences
n
t
MSD - l (t, - t , )^/ru ,
i=l
1
were examined for all parameters of the model.
The effect of the specification of priors for the two-parameter
model was investigated by choosing two testing situations (l)n=25, and
N=200, and (2) n=35, and N=200, and varying the parameters of the chi
distribution. Since the parameters v and w of the chi distribution
are related to the mean and standard deviation according to
y - [w(v-.5)]^
and
a - [w/2]^
the values of y and o were chosen so that u = 1.0, 1.5, 2.0, and 2.5
while a = 1.00, .50, and .25. These values were crossed to result in
12 different priors. The resulting estimates were compared through
examination of correlations and MSD.
For the three-parameter model, uniform priors were placed on
both ability and difficulty. A single prior of x(5.0,0.5) was placed
on the discrimination parameter, since this prior seemed to behave
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consistently well in the two-parameter study. The priors placed on
the chance-level parameter, however, were varied. Several beta
distributions were selected according to the following. First, three
modal values for the beta distribution were chosen, .06, .11, and .16.
Second, three widths were selected for the 99% credibility intervals,
.12, .15, and .22. These two factors were crossed and the s and t for
each resulting beta was determined. This resulted in the comparison
of nine situations and provided the opportunity to see the effect of
the selection of a specific modal value for c, as well as the
selection of the strength of that belief.
CHAPTER V
RESULTS AND DISCUSSION
5.1 Introduction
Several simulation studies were carried out for this
investigation of the properties of Bayesian estimates. Maximum
likelihood and Bayesian estimates were compared with respect to
accuracy, bias and consistency. In addition, the robustness of
Bayesian estimates with respect to the specification of priors was
investigated. In this chapter, the results of the studies of (a)
accuracy, (b) bias, (c) consistency, and (d) the effect of
specification priors are presented for the one-, two-, and
three-parameter models, respectively.
5.2 Accuracy
Accuracy of estimates of each item response model was studied by
simulating several testing situations. The size of the examinee
samples, N, and test lengths, n, were chosen to facilitate study of
small samples and short tests. It has been shown by several authors
(Ree, 1979; Swaminathan & Gifford, 1980) that maximum likelihood
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estimates become very accurate as sample size and test length
increase. It is also the case that as sample size and test length
increase the information provided by the data outweighs the
information provided by the prior and consequently the Bayesian
estimates approach the maximum likelihood estimates (Zellner, 1971,
p. 46). As a result, it is primarily for short tests and small sample
sizes that the Bayesian procedure has the potential for providing
substantive improvement on maximum likelihood estimates. Given this,
a variety of testing situations were chosen. These range from very
short tests with small sample sizes where large differences between
the procedures can be expected, to the point where maximum likelihood
and Bayesian procedures produce similar results.
Study of Bayesian estimates and maximum likelihood estimates
were carried out through comparison of the following: (a) the
correlation between the true values and the estimates and (b) the mean
squared difference between the true values and the estimates. To the
extent the true values are accurately recovered through the estimation
procedure, the correlation between true values and estimates should
approach unity. However, since this may happen even when systematic
bias is present, accuracy in addition, requires that the mean squared
differences approach zero.
The One-Parameter Model
Examinee samples of 25, 50, 150, and 500 were crossed with test
lengths of 15, 25 and 50. Priors were placed on the difficulty and
ability parameters according to the procedures described earlier.
For
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reasons given in Chapter IV, the scale parameters X
Q
and x b were
chosen as 10, while v 0 and v b were chosen to be 8. The results are
presented in Table 5.2.1.
The correlations between true values and estimates for
difficulty are identical for the two procedures for nearly all testing
situations. The exceptions to this occur at (1) n=25 and N=25, (2)
n=50 and N=25 and (3) n=50 and N=50 where the Bayesian procedure
provide slight improvement. For example, consider the situation with
50 items and 25 examinees. The correlation for the Bayes procedures
is .966, while that for the ML is .961. In the case of 50 items and
50 examinees the respective correlations are .975 and .974. These are
the only cases where the number of item parameters is equal to or
greater than the number of examinees. It seems, that with respect to
the difficulty parameter, there is very little information to be
gained from the data (i.e., the examinees) compared to the number of
quantities that need to be estimated. Hence, the priors are heavily
relied upon to improve the situation.
For ability, the Bayes estimates provide higher correlations
than ML estimates throughout all the testing situations. The greater
improvements are provided when the tests are 15 and 25 items. Again,
since there is little information (few items) with which to estimate a
relatively large number of unknowns (abilities), priors have an
opportunity to improve the estimation. Despite this the largest
difference in the correlations between the two estimates is .008, and
hence none of the differences is substantial.
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Table 5.2.1
Accuracy of Estimation in the One-Paraemter Model
Items Examinees
Difficulty
Bayes 1 ML
p MSD p MSD
Difficulty
Bayes ML
P MSD p MSD
15 25 .944 .082 .944 .101 .918 .188 .911 .186
50 .952 .073 .952 .087 .928 .159 .924 .169
150 .987 .022 .987 .038 .941 .153 .936 .157
500 .997 .013 .997 .012 .935 .151 .929 .192
25 25 .955 .079 .954 .073 .972 .070 .970 .071
50 .970 .045 .970 .061 .957 .080 .949 .164
150 • 993 .018 .993 .011 .958 .088 .952 .117
500 .997 .006 .997 .007 .958 .088 .953 .120
50 25 .966 .066 .961 .119 .977 .046 .975 .079
50 .975 .048 .974 .059 .980 .039 .978 .057
150 .990 .022 .990 .020 .975 .050 .974 .060
500 .998 .006 .998 .006 .973 .056 .971 .067
iv=8, X=io
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Even though accurate estimation results in high correlations, a
high correlation alone is not sufficient to indicate accuracy. The
mean squared difference (MSD) provides additional information. Since
the MSD is a measure of the discrepancy between true values and
estimates, the smaller the MSD, the more accurate the estimation
procedure. The Bayesian procedure again provides slight improvements
over the maximum likelihood procedure. As with the correlations the
gains produced by the Bayes procedure over the ML procedure are more
substantial for the ability parameter. As pointed out earlier, as the
number of ability parameters increase in relation to the number of
items, the Bayes estimator fares better than the ML estimator.
For difficulty, estimation shows improvement according to both
criteria, with increasing test length and increasing sample size. In
general, the estimation of ability also reflects this trend.
However, when the number of examinees is very large in comparison
with the number of items, improvement levels off.
It should be noted that Bayesian estimates in general, are known
to be biased, since they are "regressed" estimates. This means that
the individual estimates are pulled toward the mean of the group. As
a result, the Bayesian estimates should be expected to show bias
through larger mean squared differences. The maximum likelihood
procedure however, shows even more bias, particularly for the smaller
sample sizes and shorter tests.
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The Two-Parameter Model
Examinee samples of 50, 100, 200, and 500 were crossed with test
lengths of 15, 25, and 35. Since the estimation of the discrimination
parameter was of interest in this study, uniform priors were selected
for the e
a
and b
g
. In specifying priors for the discrimination
parameters, identical prior distributions were placed on each
discrimination parameter. This approach was taken, since in practice,
there is often no reason to assume a priori that the discrimination
for any item is different from that of any other item. The next step
in specification was to determine the parameters of the chi
distribution that was to represent the prior information on the a .
Since typical values of discrimination have been shown to fall
in the interval (0.00, 2.00) (Lord, 1980, p. 40), the mean of the
prior distribution was chosen to be approximately 1.0. To further
define the distribution, a standard deviation of approximately .22 was
chosen. Using the normal approximation to the chi distribution, the
99% credibility interval is given as (.40, 1.55). Application of
Equations (3.3.9) and (3.3.10) resulted in the choice of v=10.0 and
w =0.1. The application of the normal approximation provides a quick
and meaningful way of selecting the values of v and w.
The results of the comparative study of accuracy for difficulty,
discrimination, and ability parameters are presented in Table 5.2.2.
The Bayesian procedure consistently produces estimates with higher
correlations and lower mean squared differences than the ML procedure
for all the parameters. Only for the longest tests and largest sample
Accuracy
of
Estimation
in
the
Two-Parameter
Model
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sizes, do the ML estimates become nearly as accurate as the Bayesian
estimates.
The most noticeable feature with the two parameter model is the
extremely high MSD for ML estimation. It should be noted that,
typically, when LOGIST is used for ML estimation, ceilings are
arbitrarily placed on the estimates of ability and discrimination.
Typical values chosen for the limits are 4.00 and 2.00 for estimates
of ability and discrimination, respectively. Since the Bayesian
procedure does not require the imposition of such ceilings, it was
felt initially that the Bayesian procedure should be compared to a
"pure" ML procedure with no ceilings. However, it was found that when
the estimates began to drift, ceilings on the discrimination estimates
were necessary for convergence to take place. Consequently, a ceiling
of 10.0 was chosen to be placed on the estimates of discrimination.
No ceiling however was placed on either the difficulty or ability
estimates. The number in parentheses in Table 5.2.2 is the number of
ability and difficulty estimates that drifted outside the interval
(-5, 5) and the number of discrimination estimates that were outside
the interval (0, 5).
The greatest gains offered by the Bayesian procedure are in the
estimation of the discrimination parameter. The correlations of the
estimates with the true value for the ML procedures range from a low
value of .201 for n=15 and N=200, to a high of .934 for n=35, N=400.
On the other hand, the correlation of Bayesian estimates with true
values range from a low of .545 for n=35, N=50 to .935 for n=35.
N=400.
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Bayesian estimation produced higher correlations for the ability
parameters also. Again, the improvement is consistent over all test
lengths and sample sizes. It is interesting and important that
substantial gains in estimation of both difficulty and ability are
achieved, even though uniform priors were chosen for those parameters.
These improvements, then, are clearly attributable to the improvement
in estimation of the discrimination paramter. The prior information
placed on the a
g
seems to prevent drift and to result in more highly
accurate estimation of b„ and 0 ,.
9 a
The Three-Parameter Model
To investigate the accuracy of estimation in the three-parameter
model, sample sizes of 100, 200, and 400 were crossed with tests of
length 25, 35, and 45. Since the primary parameter of interest was c
uniform priors were placed on b
g
and ©
a
. It was necessary however to
include an informative prior on a
g
to ensure the estimation of the
discrimination and chance-level parameters. A typical or mean value
for the a
g
was chosen to be 1.5 with a standard deviation of .5.
Through the normal approximation, these values were transferred to the
chi distribution of interest, yielding the values v=5.0 and w=.5. In
turn this resulted in an approximate 99% credibility interval of (.21,
2.79). The values of the parameters of the chi distribution are
different from those chosen for the two-parameter model study. The
study of robustness of estimation with respect to the specification of
priors for the two-parameter model, to be discussed later,
demonstrated that the choice of v=5.0, w=0.5 provided stable and
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meaningful results. Hence, these priors were chosen for the present
comparison.
As mentioned earlier, the beta prior was chosen for the c .
Although different beta distributions can be specified for each c
for convenience the same beta distribution was specified for each of
the c parameters for the simulated study. In real situations
preliminary information may be available and could result in different
prior specification for each c . For example, different item types
would clearly have different l.ower asymptotes, depending on the number
of response choices. Open ended questions would be expected to have
c=0.0. Hence a different beta could be specified for each item type.
The tests in this study were simulated to be 5 choice multiple
choice items. Lord (1975) has stated that the typical value of c is
not the reciprocal of the number of choices, but is actually less than
that. Lord (1980, p. 110) provides an example in the five choice
items of the 90-item verbal section of the College Board Scholastic
Aptitude Test, Form TSA/3. The median c value across the 90 items was
.15, substantially lower than the expected .20.
For the present study, the priors of Cg were chosen to reflect
this. The mean was chosen to be .15. Once the mean was chosen, using
the relation given in Equation (3.3.12), the relationship of s to t
was expressed. This is given as follows; since the
mean = .15 = (s+l)/(s+t+2)
,
then
s = (3t - 14)/17
.
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Highest density regions for various choices of s and t can be obtained
from Novick and Jackson (1974, p. 402). (It should be noted that
Novick and Jackson use p = s + l, and q=t+l, as parameters of the beta
distribution.) The parameters chosen for this study, s=3 and t=22
result in the following highest density regions:
50% : (.081, .168)
75% : (.059. .207)
90% : (.041, .251)
99% : (.018, .342)
This information, along with the mean=.15 and mode=s/(s+t)=.12 gives a
fairly clear picture of the specified prior.
The results of the three-parameter accuracy study are presented
in Tables 5.2.3a and b. Examining first the estimates of difficulty
and ability, we see that Bayesian estimates again consistently
correlate more highly with true values than do the ML estimates. In
addition, the MSD are consistently closer to zero than are the MSD for
the ML estimates. The differences between the procedures gradually
lessen as sample size and test length increase until at n=45, N=400,
the procedures are practically indistinguishable.
Recall that uniform priors are placed in the b
g
and e
a ,
and
hence, the improvements seen with Bayesian procedure are due largely
to the improved estimation of the discrimination and chance-level
parameters. For one testing situation, n=25 and N=400, the ML
procedure did not converge to a solution. However, the Bayesian
solution was reasonable.
Accuracy
of
Estimation
in
the
Three-Parameter
Model
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As in the two-parameter study the discrimination parameter is
again estimated much more accurately by the Bayesian procedure than
the ML procedure. In contrast to estimation of ability and
difficulty, however, even at n=45 and N=400, the gains provided by the
Bayesian procedures are substantial. It appears that for the three
parameter model the Bayesian procedure can provide substantial
improvement even for large sample sizes and long tests.
The chance-level parameter appears to be a difficult one to
estimate. Although the Bayesian procedure provided, in general,
better results, the improvements were not as consistent as they were
with the other parameters. The correlations for the Bayes procedure
ranged from .126 to .730, while for ML, the range was from .147 to
.662. The range of MSD for the Bayesian procedure was .0020 to .0046,
while for ML, the range was from .0031 to .0071. The improvement
resulting from the Bayes procedure is not overwhelming in this study.
One reason that can be advanced is that the L0GIST program imposes
limits on the values taken by the estimate of Cg. Since these limits
appear to agree with the range of true values, the ML procedure
performs reasonably well.
Summary
In general these studies have demonstrated that ability and
difficulty are accurately estimated by the Bayesian procedure in each
of the item response models. Maximum likelihood estimates of ability
and difficulty have a tendency to drift out of bounds in the two- and
three-parameter models, when relatively short tests and small sample
sizes are analyzed.
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The Bayesian procedure provides dramatic improvement for the
estimation of the discrimination parameter. The improved estimates of
discrimination, in turn, have an impact on the estimation of the other
parameters in the model. In addition, the Bayesian estimation of the
chance-level parameter provides a slightly more accurate alternative
to the estimation employed by LOGIST. The Bayesian procedure recovers
a range of chance-level values, while the LOGIST procedure tends to
estimate the majority of c parameters at some central value.
5.3 Bias
In the previous section it was demonstrated that the Bayesian
procedure consistently produced more accurate estimates than did the
ML procedure. This was quantified through calculating the squared
difference between each estimate and its true value. These were
averaged across all items (or abilities) and resulted in a summary for
the test (or sample). Although this statistic represents the accuracy
of the estimation procedures, it does not provide any explanation of
differences between estimates and true value. The difference could be
attributable to sampling error or to systematic bias.
In order to separate the error into the two components, a single
test situation was selected and replicated for each model. The items
and examinees remained fixed, while twenty different response matrices
were generated.
For any parameter, t, let t k be the estimate for replication k.
Then accuracy can be measured in terms of the discrepancy (t k -x). Now
(t k -x) = (t k -t.) + (t.-x)
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where t. represents the mean estimate of t over the r replications.
It follows that
r r
X (VO 2 = r(t.-T ) 2 + l (tk -t.) 2 , (5.3.1)k=l k=l
or equivalently,
r r
l (t k -t)
2 /r * (t.-T ) 2 + l (t k -t.)
2 /r
. (5.3.2)
k=l k=l
K
This relationship demonstrates that the mean squared difference (MSD)
across r replications is separable into two components. One component
to be referred to as the variance of the estimates is given as
V(t) - l (tk -t.)
2 /r (5.3.3)
k=l
while the second, referred to as bias, is given as
B(t) - (t.-T ) 2 . (5.3.4)
For each parameter type in each model, these quantities are
calculated for each item and each examinee. In order to summarize
this information, the three quantities, MSD, V ( t ) and B(t) are
averaged across items or examinees to give overall indices.
The quantity B(t) is the indicator of bias for parameter t. To
further investigate this bias, the following information is provided.
91
For each item (or ability) the mean of the estimates obtained from the
twenty replications were calculated. The distribution of these means
for the test (or examinee sample) are provided for comparison with the
distribution of true values. The distributions are compared with
respect to the first four moments, and the range. In addition the
scatterplots of the mean estimates against the true values is
provided.
The One-Parameter Model
A testing situation of n=25, N=100 was selected to be replicated
for the investigation of bias. For the Bayesian estimation, priors of
v=8, A=10 were placed on 6 and b, as they were for the study of
accuracy. In Table 5.3.1 a description of the distribution of true
values is presented alongside the distribution of the mean of the
estimates (across replications). In general, the two estimation
procedures reproduce the true distribution reasonably well. The
distributions of Bayesian estimates for difficulty and ability have
smaller standard deviations than the true distributions while ML
estimates have larger standard deviations.
The mean squared differences, separated into the two error
components (as defined in Equation 5.3.2) and averaged across all
items (or examinees) are presented in Table 5.3.2. From this table it
can be seen that the two procedures clearly differ in the distribution
of error into the two components. While the Bayesian estimates have
smaller MSD, and smaller variance of the estimates, they tend to be
more biased than the ML estimates.
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Table 5.3.2
Error Components in the Estimates of the One-Parameter
Model Based on Twenty Replications
(n=25, N=100)
Parameter Estimate MSD V ( t
)
B(t)
Difficulty Bayes .032 .022 .009
ML .038 .032 .006
Ability Bayes .100 .067 .032
ML .130 .121 .009
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For example, the sampling fluctuations of ML estimates are
approximately twice that of the Bayes estimates for ability. On the
other hand the ML estimates are considerably less biased than the
Bayes estimates. Since in practice one rarely has the luxury of
replicating for the purpose of obtaining accurate estimates, it is
preferable to use an estimator that is reliable. Consequently,
although the maximum likelihood estimator may be an accurate one in
some "long run" sense, for any single event the Bayesian estimate is
closer to the true value.
Figures 5. 3. 1-5. 3. 4 are the scatterplots of the means of the
estimates, over replications, plotted against the true values. To the
extent that the pairs of points lie on the line t=x, the estimates are
unbiased. This line t=x has been plotted on Figures 5. 3. 1-5. 3. 4.
With respect to difficulty (Figures 5. 3. 1-5. 3. 2) there are only very
slight differences between the two procedures. The ML estimates seem
to be more evenly distributed above and below the line, whereas the
majority of the points on the Bayes plot (particularly for low
difficulty) fall above these lines. In both figures, the points are
very tightly clustered about the line. With respect to ability
(Figures 5. 3. 4-5. 3. 5) the two procedures do equally well in the
central third of the distribution. At the extremes, however, the
results are contradictory. At low ability levels, the Bayes procedure
tends to overestimate, while the ML underestimates ability. On the
other hand, for high ability examinees ML overestimates, while Bayes
underestimates. The ML procedure seems to pull estimates toward
Mean
of
Estimates
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Figure 5.3.1. Scatterplot of mean estimates againsttrue values for Bayes estimates of difficulty in the one-
parameter model. (25 items; N=1 00)
True Value
Mean
of
Estimates
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Figure 5.3.2. Scatterplot of mean estimates against
true values for ML estimates of difficulty in the one-parameter
model. (25 items; N=1 00)
True Value
Mean
of
Estimates
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Figure 5.3.3. Scatterplot of mean estimates against
true values for Bayes estimates of ability in the one-parameter
model. (25 items; N=100)
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Figure 5.3.4. Scatterplot of mean estimates against
true values for ML estimates of ability in the one-parameter
model. (25 items; N=1 00
)
r
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extremes while the Bayesian procedures pulls estimates toward the
center.
The Two-Parameter Model
To investigate bias in the two-parameter model a testing
situation of n = 25, N = 200 was selected for the twenty replications.
For Bayesian estimation, uniform priors were placed on 9 and b while a
chi prior of v =5.0 and w=o.5 was chosen for discrimination. The
justification of these choices has been provided in previous sections.
The resulting distribution of the mean of the estimates (across the 20
replications) is compared to the distribution of true values in Table
5.3.3.
As in the one-parameter model, only slight differences occur
with respect to difficulty and ability. Both procedures reproduce the
original distribution quite accurately. With respect to
discrimination, however, the Bayes procedure clearly reproduces the
original distribution more closely than does ML.
The error components that combine to form the MSD are presented
in Table 5.3.4. Again, there are virtually no differences between the
ML and Bayes estimates for difficulty and ability. It should be noted
that the priors on difficulty and ability were chosen to be uniform,
hence one would not expect differences to occur. On the other hand,
for the discrimination parameter, the Bayes procedure produces smaller
error components than ML procedure. The priors result in estimates
with clearly less variance and bias.
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Table 5.3.4
Error Components in the Estimates of the Two-Parameter
Model Based on Twenty Replications
(n=25, N=200)
Parameter Estimate MSD V ( t
)
B(t)
Difficulty Bayes .014 .013 .001
ML .020 .018 .002
Discrimination Bayes .088 .059 .029
ML 3.066 2.095 .971
Bayes .070 .065 .004
ML .081 .076 .005
Ability
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The scatterplots for Bayes and ML estimates of difficulty are
presented in Figures 5.3.5 and 5.3.6 respectively. The plots are
virtually identical. Neither plot shows any indication of bias.
For discrimination, however, both procedures result in
overestimation. The Bayes procedure (Figure 5.3.7) however, produces
points close to the t=T line while the ML procedure (Figure 5.3.8)
produces points that demonstrate upward drift. Clearly, the ML
estimates cannot be relied upon for estimation of the discrimination
parameter without a reasonable ceiling being imposed on the estimates.
It should be noted that once ceilings are imposed on the estimates
they can no longer be considered proper maximum likelihood estimators.
Hence, properties of the estimators are unknown.
With respect to ability, the scatterplots (Figures 5.3.9-5.3.10)
support the MSD evidence provided in Table 5.3.4. The Bayes estimates
are scattered more evenly about the line t=T, while the ML estimates,
particularly at the extremes, fall to one side. For high ability
examinees, ML consistently underestimates the abilities, while at the
low ability levels, ability is overestimated. To further demonstrate
this bias, B(t) was examined for two groups: (1) examinees with true
abilities less than -1.00, and (2) examinees with true abilities
greater than 1.00. In Table 5.3.5, the minimum, maximum, median, and
mean values of B(t) for each extreme subgroup is presented for Bayes
and ML estimates. The ML estimates are clearly more biased than the
Bayes estimates at the higher ability level. At the lower ability
level, both procedures produce almost identical results.
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Figure 5.3.5. Scatterplot of mean estimates against
true values for Bayes estimates of difficulty in the two-
parameter model
. (25 Items; N=200)
True Value
Mean
of
Estimates
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Figure 5.3.6. Scatterplot of mean estimates against
true values for ML estimates of difficulty in the two-parameter
model. (25 Items; N=200)
True Value
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Figure 5.3.7. Scatterplot of mean estimates against
true values for Bayes estimates of discrimination in the two-
parameter model. (25 Items; N=200)
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Figure 5.3.8. Scatterplot of mean estimates against
true values for ML estimates of discrimination in the two-
parameter model
. (25 Items; N=200)
True Value
Mean
of
Estimates
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Figure 5.3.9. Scatterplot of mean estimates against
true values for Bayes estimates of ability in the two-
parameter model. (25 Items; N=200)
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Figure 5.3.10. Scatterplot of mean estimates against
true value of ML estimates of ability in the two-parameter
model. (25 Items; N=200)
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Table 5.3.5
Comparison of Bias in the Estimation of Ability
in the Two-Parameter Model
B(t) (-1.75
Bayes
True Ability
to -1.00)
ML
Level
(1.00 to
Bayes
1.34)
ML
Minimum .000 .000 .000 .000
Maximum .031 .031 .029 .049
Mean .0062 .0066 .0050 .0081
Median .0030 .0040 .0020 .0040
n 43 45
no
The Three-Parameter Model
A test situation of n=35, w = 200 was replicated in order to
examine the bias in the three-parameter model. For Bayes estimation
uniform priors were placed on ability and difficulty. The chi prior
of v =5.0, u = 0.5 that was used previously was again chosen for this
study. This distribution approximates a normal distribution with mean
1.5, and standard deviation 0.5. The parameters chosen to define the
beta prior were s=3 and t=22, as they were for the accuracy study
presented earlier.
Tables 5.3.6a and 5.3.6b contain the comparison of the
distribution of true values to the distribution of the estimates
averaged across replications. As has been the case in both the one-
and two-parameter models, there are only slight differences between
the distributions of ML and Bayes estimates for difficulty and
ability. These parameters seem to be estimated with stability for
both procedures.
As in the two-parameter model, the discrimination parameter is
recovered much better with the Bayes procedure than with ML. The
distribution of ML mean estimates has a standard deviation of 1.146
while the true standard deviation was .347. This is due to the
tendency of ML estimates of discrimination to drift upward.
With respect to the chance-level parameter, both estimation
procedures produce tighter distributions than the true distribution.
The Bayes and ML result in standard deviation of .027 and .024
respectively, while the true standard deviation was .065. This is
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also demonstrated by the ranges. The ML estimates are within the
interval (.045, .154), Bayes are on the interval (.064, .104) and the
true values are on the interval (.014, .217).
The narrow distribution for ML estimates is a result of the very
controlled estimation procedure of LOGIST. Most analyses resulting
from LOGIST, yield the majority of the estimates of c placed at a
single value, with a few c values falling above or below the common
value. Although the distribution of Bayes estimates is equally
narrow, the mean of the distribution is closer to the true value than
is the ML mean.
The information pertaining to the error components is presented
in Table 5.3.7. Over all entries in the table, the Bayes values are
smaller than the ML entries. As is expected the ML procedure results
in larger V(t) for all parameters (except c, where the procedures
produce equivalent results). In addition the ML estimates are
consistently more biased, as indicated by B(t), than the Bayes in the
three-parameter model.
This can also be seen through examination of the scatterplots
(Figures 5.3.11-5.3.18). For difficulty, the Bayes procedure (Figure
5.3.11) estimates with equal accuracy throughout the range. The ML
procedure (Figure 5.3.12) tends to overestimate the more difficult
items, while underestimating the easier items. For discrimination
(Figures 5.3.13-5.3.14) the plots maintain the patterns of the
two-parameter model results. Both set of estimates are overestimates,
but the Rayes estimates are clearly closer to the true values
than are
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Table 5.3.7
Error Components in the Estimates of the Three-Parameter
Model Based on Twenty Replications
(n=35, N=200)
Parameter Estimate MSD V(t) B(t)
Difficulty Bayes .044 .032 .012
ML .172 .144 .027
Discrimination Bayes .139 .077 .063
ML 7.250 5.663 1.587
Chance-Level Bayes .003 .001 .002
ML .004 .001 .003
Ability Bayes .100 .093 .007
ML .123 .115 .008
Mean
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Figure 5.3.11. Scatterplot of mean estimates against
true values of Bayes estimates of difficulty in the three-
parameter model
. (35 Items; N=200)
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Figure 5.3.12. Scatterplot of mean estimates against
vaues for ML estimates of difficulty in the three-parameter
. (35 Items; N=200)
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Figure 5.3.13. Scatterplot of mean estimates against
true values for Bayes estimates of discrimination in the
three-parameter model. (35 Items; N=200)
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Figure 5.3.14. Scatterplot of mean estimates against
true values for ML estimates of discrimination in the three-
parameter model. (35 Items; N-200)
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Figure 5.3.15. Scatterplot of mean estimates against
true values for Bayes estimates of chance-level in the three-
parameter model
. (35 Items; N=200)
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Figure 5.3.16. Scatterplot of mean estimates against
true values for ML estimates of chance-level in the three-
parameter model. (35 Items; N=200)
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Figure 5.3.17. Scatterplot of mean estimates against
true values for Bayes estimates of ability in the three-
parameter model. (35 Items; N=200)
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Figure 5.3.18. Scatterplot of mean estimates against
true values for ML estimates of ability in the three-parameter
model. (35 Items; N=200)
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the ML estimates. The Bayes procedure estimates equally well across
the range of values while the ML procedure estimates only the very
lowest discrimination values accurately. The estimates worsen
considerably as the discrimination values increase.
The two scatterplots for the chance-level parameters (Figures
5.3.15-5.3.16) show generally the same pattern. The primary
difference is that mean of c values is slightly higher for the Bayes
procedure than the ML. In addition, the Bayes estimates are clustered
slightly closer to the line t = x, although the differences are not
substantial. The Bayes procedure shows only slight improvement over
that of ML.
The scatterplots for the ability estimates (Figures
5.3.17-5.3.18) follow the pattern of the ability estimates from the
two-parameter model. The Bayes scatterplot has points evenly and
tightly clustered about the line, reflecting equally unbiased
estimation throughout the range of abilities. The ML procedure,
however, as in the two parameter model, tends to underestimate ability
on the high end, while overestimating in the low end. The bias
information for the extreme abilities (those less than -1.00, or
greater than 1.00) is summarized in Table 5.3.8. This information
supports that derived from the scatterplots; the ML estimates contain
more bias at the extremities of the ability distribution than do the
Bayesian estimates.
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Table 5.3.8
Comparison of Bias in the Estimation of Ability
in the Three-Parameter Model
B(t) (-1.87 to
Bayes
True Ability
-1.00)
ML
Level
(1.00
Bayes
to 1.60)
ML
Minimum .000 .000 .000 .000
Maximum .051 .068 .039 .043
Mean .0078 .0139 .0108 .0123
Median .0040 .0065 .0095 .0010
n 38 46
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Summary
Across all three models, the estimates of difficulty and ability
seem to have only slight bias. For the one-parameter model the Bayes
estimates have slightly more bias than do the ML. In the two- and
three-parameter models the Bayes estimates have very little bias,
while the ML estimates seem to be more biased. This could be due to
the fact that in the two- and three-parameter models, uniform priors
are placed on the ability and difficulty. Consequently, the estimates
are no longer regressed estimates. On the other hand, ML estimates
discrimination so poorly, that these estimates may in turn bias the
ability estimates.
Although bias is present for both Bayes and ML for
discrimination and chance level parameters, the Bayes procedure is
shown to be less biased throughout the study. This could be a result
of the influence of highly unstable estimates of the discrimination
parameter on the estimates of other parameters in the ML procedure.
5.4 Consistency
In item response models, estimators can be said to be
consistent, if, as test length and sample size simultaneously
increase, the estimator converges to the true value of the parameter.
n
MSO = l (tg-T )2/ n
g=i
i
The index
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where t
g
as an estimate of some item parameter T
g
,
say difficulty,
represents the degree of inaccuracy for that parameter in the given
test. For consistent estimators, as the test lengthens and as sample
size increases, the MSD must approach zero.
It has been shown by Haberman (1977) that the maximum likelihood
estimators in the one-parameter model are consistent provided both
the number of items and examinees become large. Although this has not
been proven for the two- or three-parameters models, empirical
evidence that it is the case has been provided by Swaminathan and
Gifford (1980). It is of interest to know if evidence can be gathered
to support the notion of consistency for Bayesian estimates as well as
maximum likelihood.
Theoretically, one would expect that as the amount of data
(examinees and items) increases, the effect of the prior distribution
becomes overwhelmed by the strength of the likelihood function. In
the limit, the Bayesian component disappears and the Bayesian estimate
and ML estimate become identical. Since this is the case, any
properties of ML estimators that hold as n, N + °°, should theoretically
hold for Bayesian estimators as well.
In order to investigate the property of consistency in the three
item response models, the trend of the MSD was studied as sample size
and test length increased. This information was presented earlier in
the discussion of accuracy. Table 5.2.1 contains the results of
accuracy in the one-parameter model. As was mentioned earlier, ML
estimators in this model are consistent. Since the Bayes estimators
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follow closely the pattern established by the ML estimators, they
appear to be consistent.
For the two-parameter model, an examination of Table 5.2.2
indicates that for the item parameters, the MSD for ML start very
large and rapidly decrease as sample size and test length increase.
Likewise the Bayes estimators show a continual decrease toward 0. For
the ability parameter, however, the trend is not an obvious one for
either ML or Bayes estimators. For both cases clear improvements
exist as the number of items is increased. This trend is not as clear
when test length is fixed and sample size increases.
In general the trends of decreasing MSD are present for both
Bayes and ML estimates in the three-parameter model (see Tables 5.2.3a
and b). Reversals are present, however, for both procedures,
particularly for the more poorly estimated discrimination and chance-
level parameters.
Summary
Although the evidence suggests that Bayes as well as ML
estimates may be consistent, the results of this investigation cannot
be said to be conclusive since the data only provide evidence of
trends across a small number of test lengths and sample sizes.
5.5 The Effect of Prior Distributions
The key to the implementation of a true Bayesian procedure lies
in the specification of priors. The Bayesian approach has
often been
128
criticized because of the subjective nature of the specification of
priors. Understanding the nature of priors and their effect on
estimates is an extremely important component of any Bayesian study.
An important issue to investigate at this point is the
susceptibility of the Bayes procedure to changes in the specification
of the prior distribution. Do large fluctuations in estimates occur
when small changes in priors occur or is the procedure reasonably
robust, or stable with respect to these changes?
The One-Parameter Model
To investigate this in the one-parameter model, test lengths and
samples sizes were selected as they were for the accuracy study. The
scale parameter X was fixed at 10.0 while the degrees of freedom v
were set at 5, 8, 15, 25 and 50. Table 5.5.1 contains a description
of the nature of the priors. The values for v were chosen to
represent a range of priors. When v is small, the distribution is
skewed with extremely large variance. As v increases the X
" 2
approaches normality, and the credibility interval becomes smaller.
The results of the effect of varying v on the estimates are
presented in Table 5.5.2. A single correlation is reported for each
test situation since the correlations were virtually unaffected by the
choice of v However, the MSD steadily increases as v increases.
This occurs because as v increases, the distribution of $ becomes
concentrated reflecting increasingly stronger beliefs about the value
of (jj Furthermore the value of $ itself decreases as
v increases.
Consequently, with large v, firm beliefs about small variances for the
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parameter 0 and b are expressed. These result in greater regression
toward the mean, more bias, and finally, larger MSD.
To prevent extreme biasing one must specify relatively small
values of v and X . These values of v and X result in a large value
for <J> together with a diffuse belief about its value.
The Two-Parameter Model
For the two-parameter model, since the effect of prior
specification on the discrimination parameter was of primary concern,
uniform priors were placed on the difficulty and ability
parameters. The chi distribution was chosen to indicate prior belief
on a, and priors were selected through the use of the normal
approximation to the chi distribution. Table 5.5.3 contains
descriptive information about the various chi distributions chosen for
study.
The effects of the twelve prior distributions on the estimates
were compared through analyses of two testing situations: (1) n=25,
N=100 and (2) n=35, N=200. The results are shown in Tables 5.5.4 and
5.5.5.
The effect of priors on the two-parameter is more noticeable
than that for the one-parameter model. Certain specification of prior
information on the discrimination parameter resulted in
non-convergence of the numerical procedure. This non-convergence
occurred when extreme values for the priors were specified,
particularly when the mean was set at a large value, combined with a
small standard deviation. This does not seem surprising in
light of
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Table 5.5.3
Description of the Chi Distribution with Selected
Parameters v and w
Mean
Standard
Deviation V U) 99% Credibility Interval
1.0 1.00 1.000 2.000 .00 to 3.97
.50 2.500 .500 .14 to 2.42
.25 8.500 .125 .44 to 1.69
1.5 1.00 1.625 2.000 .00 to 4.38
.50 5.000 .500 .45 to 2.89
.25 18.500 .125 .90 to 2.18
2.0 1.00 2.500 2.000 .29 to 4.84
.50 8.500 .500 .88 to 3.37
.25 32.500 .125 1.39 to 2.67
2.5 1.00 3.625 2.000 .56 to 5.31
.50 13.000 .500 1.34 to 3.86
.25 50.500 .125 1.88 to 3.16
Effect
of
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the fact that the true ag were generated from a uniform distribution
on the interval (.60, 1.90). While the problem of convergence
occurred frequently where n = 25 and N=100, it was less a problem for
the second study, where n=35 and N=200.
For the cases where convergence occurred, the correlations
between true and estimated values for ability and difficulty were
unaffected by the specification of prior information. The
correlations between estimated and true values for the discrimination
parameter, however, were affected by the specification of the prior
distribution. A similar trend was observed with the mean squared
deviations. In general, the priors with y = 1.0 or 1.5 and a=.50 or
a=.25 showed the best results. This result could have been
anticipated since these values for y and a reflect the distribution of
ag better than other values of y and o.
The Three-Parameter Model
To investigate the effect of specification of prior
distributions on the chance-level parameter a single testing situation
was selected, n = 35, N=200. Nine beta distributions were selected in
the following manner. Since the c g were
drawn from a uniform
distribution in the interval (.00, .22), three model values, .06, .11,
.16 were chosen to evenly span the interval. These values were
crossed with three levels of dispersion. The widths of the 99%
credibility intervals were chosen to be .12, .15 and .22. This
represents varying degrees of strength in belief about the value
of
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Cg. The descriptive information about the beta distributions for
selected values of s and t is presented in Tables 5.5.6.
The results are summarized in Tables 5.5.7. Difficulty and
ability show very little change as the priors on c
g
are varied, with
the exception of the analysis with s=1.0, t=15.7 (which resulted in an
inappropriate solution). For difficulty, the correlations maintain
the value of .986, while the MSD are in the range .0453 to .0531. For
ability, correlations vary from .953 to .956 while the MSD has a range
of .0884 to .0930.
The estimation of the discrimination seems to be affected to a
greater extent. The worst estimation occurs for the highest mode
(.16) and strongest prior (width = .12). Here the correlation is
.654 and the MSD, .1120. The best estimation of the discrimination
parameter occurs when a more diffuse (width = .15) prior is
specified for Cg with a mode of .06. This results in a correlation
of .698 and MSD of .0680.
The choice of priors has a clearly discernable effect on the
estimates of Cg. The priors with the mode of .11 result in better
estimates. This could be expected since the distribution of true c g
goes from .00 to .22. If one was to make a guess as to a typical
value for c, in the absence of any other information, one could expect
to be most accurate, on the average, through the choice of a value
in
the middle of the range.
In general
,
the distribution of the prior has little effect on
the chance-level parameter. The only exception to this
occurred when
mode = .06. Here, s=l, and hence, the distribution is
much more
Table
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skewed than for the other priors, where s>l. The heavy concentration
of area at the low end brings all c estimates to zero.
Summary
In sumnary, different specifications of prior distributions have
relatively modest effects on the estimates of the parameters in the
three item response models. Prior information that reflects extreme
values often results in non-convergence of the numerical procedure.
Any priors that result in distributions which reflect typical values
of the item response parameters seem to provide accurate solutions.
In addition, more vague or diffuse priors seem to provide less
regressed estimates, while improving the correlation between true
values and estimates.
CHAPTER VI
SUMMARY, DELIMITATIONS, AND "CONCLUSIONS
6.1 Summary
Item response theory has the potential for significantly
improving educational and psychological measurement practices. The
theory assures that statistics are sample independent, and in
addition, that the abilities of examinees can be estimated
independently of the particular group of items administered. The
effective application of these models relies heavily on the existence
of adequate and reliable estimation techniques.
The estimation of ability, where item parameters are known, and
the estimation of item parameters, when abilities are known, are
straightforward problems in estimation. However, it is often the case
that item parameters and ability parameters must be estimated
simultaneously. The joint estimation problem is a complex one. This
is primarily because there are two sets of parameters in the model,
the item parameters and the ability parameters, with information
provided through two sources, items and examinees. To obtain accurate
estimates for the item parameters, one needs a large number of
examinees. Likewise, for accurate estimation of abilities, one needs
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a large number of items. A problem occurs when the number of items or
the number of examinees is increased, because the number of unknown
parameters increases proportionately.
As suggested by Zellner (1971, pp. 114-161), the Bayesian
approach to estimation is particularly applicable in this situation.
Swaminathan (in press), and Swaminathan and Gifford (1981, 1982)
demonstrated the feasibility of Bayesian estimation in item response
models. They developed a procedure based upon the hierarchical
approach suggested by Lindley (1971). The purpose of this
dissertation was to examine the properties of the estimates obtained
through the Swami nathan-Gi f f ord procedure. In particular the
objectives were to:
(a) Study the accuracy of the Bayesian estimators in comparison
with maximum likelihood estimators;
(b) Examine the bias in the Bayesian and maximum likelihood
estimators
;
(c) Explore the property of consistency in the Bayesian
estimators; and,
(d) Investigate the effect of specification of prior beliefs on
the Bayesian estimates.
These investigations were carried out for the one-, two-, and
three-parameter item response models.
In order to accomplish these objectives, artificial data were
generated according to the one-, two-, and three-parameter item
response models. The population characteristics for
the parameters of
the model were specified, a set of examinees
and items were drawn from
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the specified populations, and their values were taken as the true
values of the parameters. Once the true values of item and ability
parameters were specified, dichotomous item response data were
generated according to the particular item response model of interest.
The resulting item by examinee response matrix was then subjected to
analyses by the Bayesian and maximum likelihood procedures.
Bayesian estimation was carried out through the use of PARA3, a
FORTRAN program written for joint Bayesian estimation in one-, two-,
and three-parameter models. PARA3 was also employed for maximum
likelihood estimation in the one-parameter model. For the two- and
three-parameter models, maximum likelihood estimation was accomplished
through the use of LOGIST (Wood, et al
. ,
1976) a FORTRAN program
written for joint estimation of ability and item parameters for item
response models.
In general, Bayesian estimators were shown to be more accurate
than maximum likelihood estimators for all three models. This was
reflected by higher correlations between estimates and true values and
lower MSD.
Although both procedures resulted in highly accurate estimation
of the ability and difficulty parameters, the Bayesian procedure
produced demonstrably superior estimators for short tests and small
sample sizes. This was particularly true for the two- and
t h r e e
-
p a r amet er model where the maximum likelihood procedure resulted
in estimates that took on extreme values, outside the interval (-5,5).
Dramatic improvements were provided by the Bayesian procedure
for the discrimination parameters particularly in the
two-parameter
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model. The maximum likelihood procedure yielded poor estimates which
had low correlations with true values and extremely larger values of
MSD. Maximum likelihood estimates of discrimination demonstrated a
tendency to drift upward, unless restricted through the imposition of
arbitrary limits. The incorporation of prior information through the
Bayesian approach resulted in more accurate and more stable
estimation.
The improvement in the estimation of discrimination seen in the
two-parameter model, carried over in part to the three-parameter
model. However, the inclusion of the chance-level parameter appeared
to affect the accuracy with which discrimination was estimated.
The chance-level parameter seems to be a difficult parameter to
estimate. Both procedures produced quite low correlations for short
tests and small sample size. In comparison to the maximum likelihood
procedure, the Bayesian procedure produced higher correlations and
slightly smaller MSD. A possible explanation for these results may be
that while the Bayesian procedure resulted in estimates spread over a
range, the ML procedure tended to fix the majority of the estimates at
a single central value. This pattern of estimation is typical for the
LOGIST estimation program since upper and lower limits are set for the
values the estimates of c can take, together with limits in the
magnitude of change from iteration to iteration. As a result of the
limits imposed throughout the estimation procedure, the nature of the
estimates obtained through LOGIST is questionable. The resulting
estimates may not, in the end, be maximum likelihood estimates.
In
contrast, the Bayesian estimates are obtained without
additional
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manipulations. Hence, asymptotically they can be expected to possess
the optimal properties of the maximum likelihood estimators.
For all three models, estimates of difficulties and abilities
seem to have very little bias. In the one-parameter model, where
informative priors were used for ability and difficulty, the Bayes
estimates were slightly more biased than the ML. In contrast, in the
two- and three-parameter models, the ML estimates were more biased
than the Bayesian estimates. Since uniform priors were placed in
ability and difficulty, the differences between the ML and Bayesian
procedures are in relation to the priors on discrimination and
chance-level. Prior information on the discrimination parameter seemed
to improve the estimation of discrimination so dramatically, that the
other parameters of the models were estimated with less bias.
Although bias was present for both ML and Bayesian estimates of
discrimination and chance-level, the Bayes procedure was shown to be
less biased throughout the study.
Consistency was studied through the examination of MSD, as
sample size and test length increased. Since, in general, the trend
of decreasing MSD was present for all estimates, it appears that both
Bayesian and ML estimators may be consistent.
Different specifications of prior distributions had relatively
modest effects on the estimates. The only exception to this occurred
when extremely unreasonable priors were used in which the result
was
non-convergence of the numerical procedures. Reasonable priors,
that
is, those that seemed to represent one's expectations
about the
parameter values, resulted in accurate solutions. In
addition, it was
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demonstrated that the best priors were those that were more diffuse,
since these priors provided less regressed estimates while at the same
time resulted in high correlations between estimates and true values.
6.2 Delimitations
The most direct approach to the assessment of the adequacy of an
estimation procedure is to examine the extent to which the procedure
reproduces the true parameter values. It is therefore, essential that
the values of the parameters be known. Hence, for this study true
values were selected for the parameters of the models and data were
generated to simulate various test situations.
A major drawback of this approach is that the simulated items
may not realistically reflect test items encountered in practice. The
procedure employed for simulating an item, consisted of choosing a
discrimination value, a difficulty value, and a guessing value,
independently. This could result in a type of item that rarely exists
in an actual test. For example, one may seldom encounter in practice
an extremely difficult item with low discriminating power. Yet an
item of this type could easily be present on the generated test.
Although the use of simulated data limited the generalizability
of the results of this study, the approach provided a
procedure for
direct examination of accuracy, bias, consistency, and the effect of
prior distributions. In view of the newness of Bayesian estimators
such a decision seemed reasonable and the insights
gained from the
investigation justified this choice.
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Throughout this investigation of the joint Bayesian estimation
procedure, comparisons with the maximum likelihood procedure were
presented. Although initially this researcher planned to use a pure,
unrestricted maximum likelihood procedure, it was found that very
often, solutions could not be obtained. This seemed to be primarily
due to the upward drift of some estimates of the discrimination
parameters. As a result, a limit of 10.0 was placed on the maximum
value for estimation of discrimination.
In practice when the LOGIST program is used for maximum
likelihood estimation, much lower ceilings are placed on the
discrimination estimates. Had this procedure been followed throughout
this study, maximum likelihood estimates would have compared more
favorably with the Bayesian estimates.
It should be noted that existing trends in the studies of
accuracy, consistency and effect of prior distributions may be
obscured by sampling fluctuations. These fluctuations arise from two
sources: (1) variability due to changing items and examinees and (2)
variability due to the generation of the response patterns.
In this investigation, when longer tests were required, items
were added to the original test, rather than selecting a test with a
new set of items. Likewise, when larger samples were required,
additional examinees were selected rather than an entirely new sample
of examinees. In this way, the error due to selection of items and
examinees was minimized.
Even if items and examinees remain the same, some variability
due to the generation of response patterns will be present. The
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effect of this source of variability could be controlled by combining
information from several replications of each test - sample size
combination. It was not possible to generate and analyze replications
for all aspects of this investigation due to the tremendous computer
resources required.
A further consequence of resource limitations is that each study
was restricted to a small number of test-sample size combinations. An
attempt was made to sample situations that could clearly demonstrate
existing trends. The addition of large sample sizes and long tests
would have strengthened the conclusions, particularly for studies
involving the three-parameter model and the studies of consistency.
6.3 Conclusions
This investigation has demonstrated that the joint Bayesian
procedure as developed by Swaminathan (in press) and Swaminathan and
Gifford (1981, 1982) is indeed feasible and effective in the three
item response models. In comparison with the maximum likelihood
estimates, the Bayesian estimates (1) showed higher correlations with
the true values, (2) were more accurate as measured by the mean
squared differences between true values and estimated values, (3)
showed less bias, (4) showed considerably less outward drift, and (5)
were more meaningful in that estimates corresponding to all response
patterns existed. The major advantage of the Bayesian procedure over
the maximum likelihood procedure is that estimation of parameters,
particularly discrimination and chance-level parameters, is
accomplished naturally without the imposition of artificial
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constraints, a practice used with maximum likelihood that has drawn
severe criticisms.
The development of a Bayesian procedure is never complete
without a discussion of prior information, its specification and its
effects on the estimates. Simulation studies carried out with varying
characteristics of prior distributions indicate that the Bayesian
procedure is reasonably robust with respect to the specification of
prior information. Specification of priors that were unreasonable did
result in non-convergence of the numerical procedure employed to
locate the modes of the distribution. This fact itself provides
partial guidelines to the specification of priors. In general,
however, forms of prior distributions that are not heavily
concentrated but rather "gentle" provided reasonable estimates of the
parameters.
Clearly, further work is necessary with respect to the
specification of prior information. Perhaps procedures could be
developed whereby the specification of the parameters of the prior
distribution may be guided by characteristics of the data.
While the feasibility of the Bayesian approach has been
thoroughly demonstrated under controlled conditions, further
investigations are called for, particularly with respect to the
applicability of the procedure to real data.
The Bayesian procedure described in this investigation is
relatively easy to implement, computationally as simple
as the maximum
likelihood procedure, and has the potential for greatly
improving the
accuracy of the estimates. For large numbers
of items and large
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numbers of examinees the maximum likelihood and Bayes procedures yield
comparable results. Given this and that the Bayes procedure results
in maximum improvement for small sample sizes and short tests, the
Bayes procedure is more attractive than the maximum likelihood
procedure.
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