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PREFACE 
The purpose of this dissertation is to give a comprehensive introduction to the study of 
probabilistic metric spaces and non Unear operator theory in probabiUstic metric spaces. 
In 1942, K. Menger [28] introduced the concept of probabilistic metric spaces and by now 
a nimaber of authors have done considerable works on probabiUstic metric spaces. While 
writing this dissertation, we are greatly benefitted by the monographs of 'B. Schweizer 
and A. Sklar' (title: ProbabiUstic Metric Spaces), 'S. S. Chang, Y. J. Cho, and S. M. 
Kang' (title: ProbabiUstic Metric Spaces and Non Linear Operator Theory) and 'O. 
Hadzic and E. Pap' (title: Fixed Point Theory in Probabilistic Metric Spaces) which are 
proving very handy references in this domain. In the course of writing, we are greatly 
faciUtated by their splendid eflForts. 
The study of probabilistic metric spaces was initiated by Schweizer and Sklar [44] 
and some of their coworkers. The history of probabilistic metric spaces is brief. In the 
original paper, Menger gave postulates for the distribution fimctions Fp^q, which included 
a generalized triangle inequality. In addition, he constructed a theory of betweenness and 
indicated possible fields of appUcation. In 1943, shortly after the appearance of Menger's 
paper, Wald [64] pubUshed a paper in which he criticized Menger's generalized triangle 
inequaUty and proposed an alternative one. On the basis of this new inequaUty, A. Wald 
[65] constructed a theory of betweenness having certain advantages over Menger's theory. 
In 1951, Menger [29] continued his study of probabilistic metric spaces in a paper devoted 
to a resume of the earUer work, the construction of several specific examples and further 
considerations of the possible appUcations of the theory. 
This dissertation consists of four chapters. Chapter 1 deals with the notion of proba-
bilistic metric spaces with particular emphasis on the triangle inequality, the construction 
of particular spaces and the notion of topology, convergence and continuity in probabilis-
tic metric spaces. Furthermore, we discuss the concept and geometric properties of Wald 
spaces and the relations between Wald spaces and probabiUstic metric spaces. The most 
of the results of this chapter are available in Rhodes [41], B. Schweizer, A. Sklar and E. 
Thorp [42], [45], [48], H. Sherwood [53,55] and others. 
Chapter 2 is mainly devoted to various properties of PM-spaces with a special empha-
sis on topological structmres, the problem of metrization and the form of metric fimctions 
for PM-spaces followed by a discussion on Menger PM-spaces and probabiUstic normed 
Unear spaces along with various characterizations of probabisticaUy bounded sets. As 
appUcations, these results are utiUzed to study the linear operator theory on PM-spaces. 
In the same continuation, the concepts of topology, imiformity, metrics, semi-metrics 
(along with functions of non-compactness) are discussed. Since 1960 onwards, various 
aspects of theory and appUcations of PM-spaces have been developed by many authors 
especiaUy Chang et al. [4-8,10], Hadzic [14,15,17], Hicks et al. [19,21,22], Radu [34-38], 
Schweizer and Sklar [45,47,48], Sherwood [53-55] and others which include results on 
the topological structures and properties for PM-spaces, the metrization problem and 
the form of metric functions in PM-spaces, Menger PM-spaces and PN-spaces. The sev-
eral questions regarding characterizations of various probabihstically boimded sets in the 
Unear operator theory and fixed point theory in PM-spaces remain imanswered. The 
purpose of this chapter is to investigate relevant results on these related topics. 
In Chapter 3, we attempt an exhaustive survey of the fundamental results in the the-
ory of triangular norms (see [26]) including some new results closely related to the theory 
of the fixed point in PM-spaces. The recent development of the theory of t-norms, (avail-
able in [26]), has a strong influence to the state of fixed point theory in PM-spaces. The 
first section of the chapter is devoted to basic definitions and some important examples 
of triangular norms and co-norms. In Section 3.2, we present some basic properties of tri-
angular norms. The ordinal siun construction of f-norms is given in Section 3.3 whereas 
Section 3.4 is devoted to the representation of continuous f-norms. Especially important 
classes of t-norms with left continuous diagonals in the point (1,1) and f-norms of H-type 
axe given in Sections 3.6 and 3.7, respectively. Section 3.8 is devoted to the practical 
conditions for comparison of t-norms with respect to the pointwise order as well as the 
domination relation between <-norms, which is important for the product of PM-spaces. 
Coimtable infinitaxy comparison of t-norms with respect to special classes of t-norms is 
investigated in Section 3.10. 
In Chapter 4, fixed point theory in PM-spaces (only selected ones) are discussed which 
is a part of Probabilistic Analysis and continues to be an active area of mathematical 
research. Fixed point theory in PM-spaces is still in its formative stage. We anticipate 
that in near future we shall witness the development of a unified theory of random 
equations that will be based, partly, on concepts and tools of the fixed point theory in PM-
spaces. Sherwood [54] showed that for a very large class of triangular norms it is possible 
to construct complete Menger PM-spaces admitting contraction mappings without fixed 
points. Recently, Hicks [19] considered another notion of contraction mappings namely 
/f-contractions and showed that every such a mapping on a complete Menger PM-space 
{X, T, min) has a vmique fixed point. We conclude this chapter with a relatively recent 
fixed point theorem due Singh and Jain [58] which generalizes some earlier results due 
to Mishra [30], Hadzic [16] and Singh and Pant [59] and others. 
This dissertation concludes with the bibliography which by no means is £in exhaustive 
one but lists only those monographs, books and research papers which are referred to in 
this exposition. 
CHAPTER 1 
A N INTRODUCTION TO PROBABILISTIC METRIC SPACES 
1.1 Introduction 
Functional analysis plays a crucial role to bridge pure and applied sciences. In fact, 
it plays a key role in solving the different type of problems of varied type via fruitful 
interactions throughout. Indeed the evolution of functional analysis has greatly influenced 
the development of mathematics in recent years. 
In Analysis and Algebra one is generally concerned with various kind of spaces (e.g. 
vector spaces, metric spaces etc.) where the usage of the word 'space' is somewhat con-
fusing due to the literary meaning of the word space. In Mathematics by space one 
generally means a set together with a suitable set of conditions which are generally 
framed to abstract some natural situation. These abstract spaces are of basic impor-
tance and are employed to describe very wide and surprisingly general situations. In all, 
an abstract space will be a set of (unspecified) elements satisfying certain set of axioms 
and henceforth by varying sets and axioms different types of abstract spaces axe defined 
in (abstract) mathematics. 
The term metric seems to have derived from the word ^metor' (measure). The most 
fruitful notion of metric spaces was introduced by French mathematician M. Frechet in 
his Ph.D. thesis presented to Paris University in 1906. Though the definition presently 
in use, is the one formulated by the German mathematician F. Housdorff in 1914, yet 
the credit to introduce this fundamental and basic notion is entirely with Frechet. 
It will not be an exaggeration if one mentions that there could be no fruitful mathe-
matics without metric and practically speaking, it is even present in school mathematics 
though a little indirectly and what to say of overdependence of any calculus on metric. 
For example in elementary calculus, we study functions defined on the real line R is 
equipped with natural distance though we never mention it at intermediate level. 
The concept of an abstract metric space presents a natinal frame of a large munber of 
mathematical, physical and other scientific constructs in which the notion of a " distance", 
appears. The objects imder consideration may be of most varied type. They may be 
points, functions, sets and even the subjective experiences of sensations. What turns out 
to be very sweet is the possibility of associating a non-negative real number with each 
ordered pair of elements of a certain set, and that the numbers associated with pairs and 
triples of such elements satisfy certain natural axioms patterned after natural distance. 
In functional analysis we study more general 'spaces' and 'fimctions' defined on them 
wherein we replace the set of real numbers i? by an abstract set X whose nature of 
elements remain unspecified and associate a distance function with X enabling one to 
measure distances between two arbitrary points of the set X. The formal but rigorous 
definition of metric space runs as follows. 
Definition 1.1.1 A metric space is an ordered pair {X,d), where X is an abstract set 
and d is a mapping of X x X into R, i.e., d associates a real nmnber d (p, q) with every 
pair {p, q) of elements of X. The mapping d is assumed to satisfy the following conditions: 
(M-1) d [p, 9) = 0 if and only if p = g, (identity) 
(M-2) d (p, q) > 0, (Positivity) 
(M-3) d (p, q) = d (q, p) (Symmetry) 
(M-4) d (p, r) <d (p, q) + d (g, r ) . (Triangle inequality) 
However, in niunerous instances in which the theory of metric spaces is applied, this 
very association of a single nimiber with a pair of elements is, realistically speaking, 
an over-idealization. This is so even in the measurement of an ordinary length, where 
the number given as the distance between two points is often not the result of a single 
measurement, but the average of a series of measurement. Indeed, in this and in many 
similar situations, it is appropriate to look upon the distance concept as a statistical 
measure rather than a determinate one. More precisely, he replaced the metric fimction 
d: Rx R —* R^ with a distribution function Fp^q : R ^^ [0,1] and then for any positive 
number x , Fp^q (x) is interpreted as the probability that the distance between p and 
q is less than x. This very give rise a generalization to the concept of a metric spaces 
which was first introduced by K. Menger [28] in 1942 which is generally called a statistical 
metric space. 
The history of statistical metric spaces is brief. In the original paper, [28] ^Menger 
gave postulates for the distribution functions Fp^q, with a special emphasis a generalized 
triangle inequality. In addition, he constructed a theory of betweeimess and indicated 
possible fields of application. 
In 1943, shortly after the appearance of Menger's paper, A. Wald [64] criticized 
Menger's generalized triangle inequality and proposed an alternative one. On the basis 
of this new inequality, A. Wald [65] constructed a theory of betweenness having certain 
advantages over Menger's theory. K. Menger [29] continued his study of statistical metric 
spaces in a paper devoted to finrther consolidation of the earlier work, wherein he con-
structed several specific examples and also indicated further possible applications of the 
theory. 
In this chapter, we begin with the axioms of probabilistic metric spaces with particular 
emphasis on the triangle inequality, the construction of particxilar spaces , a considera-
tion of topological notions in probabilistic metric spaces and a study of the continuity 
properties of the distance functions. Secondly, we introduce the concept and geometric 
properties of Wald spaces and the relations between Wald spaces and probabihstic metric 
spaces. The most of the results of this chapter are available in F. Rhodes [41], Schweizer, 
Sklar and Thorp [42], [45], [48], Sherwood [53], [55] and others. 
1.2 Probabilistic metric spaces 
While defining probabilistic metric spaces (briefly, a PM-space), formally one uses 
the notion of distribution fimctions which nms as follows. 
Definition 1.2.1 A mapping T : R —> R^ is said to be a dis t r ibut ion function if it 
is non decreasing eind left continuous with inf ^ = 0 and sup JF = 1. 
A frequently used specific distribution function H defined as 
^(x) = {?: gS: 
Throughout this text generally we denote the set of all distribution fimctions by P . 
Definition 1.2.2 A PM-space (in the sense of Schweizer and Sklar [44]) is an ordered 
pair (X,.F), where A" be a non empty set and J^ is a map T : X y. X —> D, i.e., F 
associates a distribution function .F(p, q) with every pair {p,q) € X x X 
We denote distribution fxmction !F{jp, q) by Fp^q .For the real argument x, The function 
Fp^q satisfies the following properties: 
PM-1 Fp^q{x) = 1 for all X > 0 <=^ p = q, 
PM-2 Fp,q{0) = 0, 
PM-3 Fp,q = Fq,p, 
PM-4 If Fp,,(x) = 1 and FqM = 1, then Fp,r{x + y) = l. 
Remark 1.2.3 In view of the condition PM-2, which obviously implies that Fp^q{x) = 0 
for X < 0 and condition PM-2, is equivalent to statement 
p = g <(=^ Fp,, = H. 
Remark 1.2.4 The principal inconvenience attached to implication PM-4 (in Definition 
1.2.2) is that it is vacuous in all spaces in which the functions Fp^q, iovp^ q , never attains 
the value 1. 
Remsirk 1.2.5 Every metric space may be viewed as a PM-space (of a special kind ) if 
we set 
Fp,q{x) = H{x-d{p,q)) 
The condition PM-4 of above definition is always satisfied in a metric space where it 
reduces to the ordinary triangle inequality. 
In order to define PM-spaces in the sense of Serstnev [51], formally one uses the notion 
of triangle function which runs as follows. 
Definition 1.2.6 A triangle function A is a binary operation on D that is commutative, 
associative, and non-decreasing in each place, and has HQ as identity. 
Similarly as we have done for t-norms, we can compare triangle functions in the following 
way: If Ai and A2 are triangle functions then Ai is weaker than A2 (A2 is stronger than 
Ai), Ai < A2, if for all F,G in D and all x in R+ 
Ax(F ,G)(x)<A2(F ,G)( r r ) . 
Example 1.2.7 Let T be a left-continuous t-norm. Then the fimction T : D x D —^ D 
defined by 
T{F,G)(x)^T{F{x),G{x)) 
is a triangle function. 
Example 1.2.8 TM defined by 
TM{F,G){X) = TM{F{X),G{X)) 
is a maximal triangle fimction. Indeed for any triangle function A we have 
A{F,G)<A{F,Ho) = F 
and 
A{F,G)<A{Ho,G) = G. 
Hence 
A{F,G){x) < TM{F{X),G{X)) 
= TM{F,G){X) [X e R+). 
Exeunple 1.2.9 If T be a left-continuous t-norm,then A^ defined by 
A T ( F , G) (X) = sup [T (F {u), G {v)) \u + v = x} 
is a triangle function. We can also write for a t-norm T and F,G E D 
AT{F,G){X)= sup T{F{ax),G{(3x)){x e R). (1.2.9.1) 
A triangle function is continuous, if it is continuous in the topology of the weak conver-
gence on D. 
Definition 1.2.10 (1) A PM-space (in the sense of Serstnev [51] ) is a triple (X, T, A) 
where X is a non empty set, T -.XY-X -* D'\% given by (p, q) i-> F^^q and A is a triangle 
function, such that the following conditions are satisfied for all p, g, r in X : 
(0 Fp,P = Ho, 
{ii) Fp,g ^HoioipT^q, 
[Ut) tp^q = tq^p, 
iiv) Fp,r > A {Fp,q, Fq,r) • 
(2) {X,T,A) is proper if 
A{Ha,Ht)>Ha+b {a,b € [0,oo)). 
In case conditions (i) and {iii) in preceding definition hold, then the pair {X, J^) is a 
probabilistic premetric space, whereas in the event of realization of conditions [i), {iii) 
and {iv) (in Definition 1.2.10), the triple (X,.F, A) is a probabilistic pseudo-metric space 
and (X, T) is a probabilistic premetric space under A and if the conditions [i), [ii) and 
(Hi) (in Definition 1.2.10) hold, then the pair {X,J^) is a probabilistic semi-metric space. 
Prom now on whenever we say that "(X,.F) is a PM-space", we mean that {X,T) is 
a PM-space in the sense of Schweizer and Sklar[44], whereas the triplet {X,T.,A) is a 
PM-space in the sense of Serstnev [51]. 
In [12], R. Egbert introduced the notion of the product of PM-spaces. 
Let (Mi,.Fi) and {M2,J^2) be PM-spaces and A a triangle function. The A-product 
of {Mi,J^i) and {M2,J^2) is the ordered pair (Mi x M2,J^iAJ^2) sixch that T\AT2 is a 
fimction defined on {Xi x X2) and with values in D"*" defined by 
{T^AT2) (p, g) = A (.Fi (p, q), .^ 2 (p, q)) 
V p = (Pi,P2) and q = (gi,92) form Xi x X2. 
Definition 1.2.11 A triangular inequality is said to hold imiversally in a PM-space iff 
it holds for all triples of points, distinct not in that space. 
Let A : [0,1] x [0,1] —> [0, l] be a 2-place function which satisfy the following conditions: 
(A-1) 0 < A ( a , 6 ) < l , 
(A-2) A (c, d) > A (a, 6), f o r c > a , d > 6 
(A-3) A (a,6) = A (6,a), 
(A-4) A ( l , l ) = l, 
(A-5) A ( a , l ) > 0 V a > 0 . 
There can be numerous possible definitions for A. Here six of the simplest but natural 
2-place functions are as follows: 
Ai (a.b) = max (a -I- 6 — 1,0), 
A2 (a, b) = a.b, 
A3 (a, 6) = min (a, 6), 
A4 (a, 6) = max (a, 6), 
^5 {a,b) = a + b — at, 
Afi (a, b) = min{a + h, 1). 
Remark 1.2.12 K. Menger [28] introduced as generalized triangle inequality or Monger 
triangle inequality as 
(PM-5) Fp,,(a; + 2/)> A(Fp,,(a;) ,F, , , (y)) , V x , y > 0 
where A is a 2-place function which satisfy above mentioned condition A-1 to A-5 
Prom condition A-4, one may notice that PM-5 contains the condition PM-4 as a special 
case. 
Lemma 1.2.13 If a PM-space contains two distinct points, then the condition PM-5 can 
not hold universally in the space imder the choice A4 = max. 
Proof: Let p and q be two distinct points of space and Let xand y satisfy Q < y < x. 
suppose that PM-5 holds \miversally with A4 = max. Then we have 
Fp,q {x) > max {Fp,g {x - y), F,,, {y)) = l. 
Since x can be any positive number, therefore by the condition PM-1, one gets p = q 
which is a contradiction to our supposition. This completes the proof. 
Lemma 1.2.14 If in a nonmetric PM-space, PM-5 holds universally for some choice of 
A satisfying the conditions A-1 to A-5, then the function A has the property that there 
exists a number a, 0 < a < 1, such that A (a, 1) < a. 
Proof: If PM-space is not a metric space , then there is a point (p, g) G X x X for 
which Fp^q assumes values other than Oor L By the left continuity and monotonicity 
of Fp,q, this means that there is not merely a point but an open interval (x, y) on which 
we have 0 < Fp^q < 1. Now assume that 
A (a, 1) = a + $ (a), 
where $ (a) > 0 for 0 < a < 1. 
Let z e (x, y) and take t > 0. Then we have 
Fp,q {Z +t) > A {Fp,q (Z) , Fq,q (t)) 
= A (Fp,, (z), 1) 
= Fp,q{z) + ^{Fp,q{z)). 
Now letting £ —> 0, then we have 
Fp,q ( r ) > Fp,q {Z) + $ {Fp,q {z)) > Fp,q {z) , 
6 
which proves the discontinuity of Fp,, at z and hence at every point of (x, y)as z is 
arbitrarily chosen in (x, y). But this is a contradiction as a nondecreasing function, can 
be discontinuous at only denumerably many points. This completes the proof. 
Theorem 1.2.15 If in a PM-space (X, JF, A) 
(i) PM-5 holds imiversally. 
(M) A is continuous, then for any x > 0, 
A(Fp , , (a ; ) , l )<Fp , , (x ) . 
Proof: Let p, g be in X and x > 0 be given, if we choose y such that 0 < y < x, then 
we have 
Fp,,(x) > A ( F p , , ( x - y ) , F , , , ( y ) ) 
- A ( F p , , ( x - y ) , l ) , (1.2.15.1) 
letting y -^ 0"*", we obtain, 
Fp,, (x) > hm A {F^,, (x - y) , 1). (1.2.15.2) 
v-»o+ 
Now, using the assumed continuity of A, one can have 
lirn^ A (Fp,, (x - ?/), 1) = A ( lim F^^^ (x - y) , 1 ] (1.2.15.3) 
which due to the left continuity of F.p^q^ reduces to 
lim F^^^ {x-y) = Fp^g (x), 
y-»0+ 
now using (1.2.15.3) and (1.2.15.2), one gets 
Fp,, (x) > A {Fj,,, (x), 1). 
This completes the proof. 
By these lemmas and the fact that the three weaker functions in the list of A'* which 
satisfy A (a, 1) = a, we are led to replace the conditions A-1, A-4 & A-5 by the following 
conditions: 
(A-6) : A (a, 1) = a and A (0,0) = 0, 
To the list of requirements to the function A, we also add the associativity condition 
( A - 7 ) : A ( A (a, 6) , c) = A (a, A (6,c)), 
which allows the extension of A-6 to a polygonal inequality. 
Now we are equipped to introduce the following definition. 
Definition 1.2.16 A Menger PM-space is a PM-space in which the condition PM-5 holds 
universally for some choice of A satisfying A-2, A-3, A-6 and A-7. 
Definition 1.2.17 A triangular norm (in short a t-norm) is a 2- place function A : [0,1] 
X [0,1] —y [0,1] satisfying the condition A-2, A-3, A-6 and A-7. 
Since finther discussions on t-norm disrupt the continuity of the subject matter, 
therefore we postpone this discussion for a which but keeping in view the importance 
of t-norm in PM-spaces, we intend to carry out a detailed study of triangular norm in 
Chapter 3. 
The following lemma establishes the fact that, in determining whether on going a PM-
space is a Menger PM-space , only triplet of distinct points are ought to be considered. 
Lemma 1.2.18 If the points p, q, r are not all distinct , then the condition PM-5 holds 
for the triple p, q, r imder any choice of A satisfying A-2, A-3, A-6 and A-7. 
Proof: We need only consider the choice A3 =min., If p = r , then Fp^r = H and the 
conclusion is immediate. U p = q ^ r, then for any x,y > 0, one can write 
min {Fp^q (x) , F,,^ (y)) = min {H (x), F,,^ {y)) < F,,^ (y) 
< F,,r{x + y) = Fp,r{x + y) 
which completes the proof. 
1.3 Some specific cleisses of PM-spaces 
In this section, we consider two important classes of PM-spaces namely "Menger 
spaces £ind Wald spaces". 
Definition 1.3.1 Let {X,J^,A) be a PM-space and A = Ay, where 
AT{F,G){X) = sup {TiF{u) ,G{v)) \u + v = x} 
for a f-norm T. Then {X, T, A) is called a Menger space, which will be denoted by 
{X, T^ T) in the sequel. 
Remark 1.3.2 If the t-norm A is left-continuous then AT of Definition 1.3.1 is a triangle 
fimction. Then we have 
Fp,r{x + y) > A(Fp,,(a;),F,,,(y)) (1.3.2.1) 
W p,q,r in X and x,y real numbers. This inequality also implies {iv). Namely taking 
X G [0, oo) we have for all u, u € [0, oo) such that u + v — x with 
Fp,,(a;)>A(Fp,,(u),F,, ,(w)). 
Hence 
We can interpret the inequality (1.3.2.1) in a similar way as one does in the classical 
metric spaces wherein the third side of the triangle depends on the other two sides in 
the sense that if the length of two sides increases then also the length of the third side 
increases or in other words knowing the upper bounds of the two sides we have an upper 
bound for the third side. 
Remark 1.3.3 If the inequality 
F,,,{u + v)>A{F,,y{u),Fy,,{v)) 
is replaced by the inequality 
Fp,r (max {x,y)) > A (Fp,,(x), F,,r(y)), 
then the triplet {X,J^,A) is termed as non-Archimedian Manger space. 
As a very special case of a Menger spaces, we obtain the classical metric space. 
ExEunple 1.3.4 If we suppose, that there exists a fimction d : M x M —>• [0, oo), such 
that 
Fp,,(x) = HdM {p,qe M, X e R), (1.3.4.1) 
then we find that the Menger space {X,!F,AT) with J^{p,q) — Hci{p,q), for any f-norm 
A , is a classical metric space. Naturally, we have to prove only the classical triangle 
inequality, since all other properties hold trivially. If we have for p,q,r G M with 
d{p,q) < X and d{q,r) < y for some x,y. > 0, then by 1.3.4.1 it follows that Fp^q{x) = I 
and Fq^r {y) = !• Then by (1.3.2.1) and the boundary property of t-norm A we obtain 
d{p,r) <x + y, 
which gives the desired inequality. 
If we begin with a metric space {M,d), then by taking Fp^q defined by 1.3.2.1 we find 
that for any i-norm A the function Fp^q is a probability distribution function such that 
the condition (i) to (iv) in Definition 1.2.10 are satisfied for A^. In this way we have 
proved that {M,J=',AT) for J^{p,q) = Hd(p,q)is a Menger space if and only if {M,d) is a 
classical metric space. 
Definition 1.3.5 (Wald space) The following inequality (generally referred as gener-
alized inequality) is due A-Wald [65]. 
{PM-w) Fj,,r {x) > [Fp., * F,.,] (x) Vx > 0. 
where * denotes convolution, i.e. 
+00 
Since Fp^q (x — y) = 0 fory > x and Fq^r (y) = 0 for y < 0, 
we may evidently write 
X 
[Fp,, * Fq,r] (X) = j Fp^q ( x - y ) dFq,r {v) , 
as the convolution of the distribution function of two independent random variables gives 
the distribution ftmction of their sum. 
Remark 1.3.6 The interpretation of PM-w as the probability that the distance of p &; r 
is less than x is not less than the probability that the sum of the distance oi phq and 
the distance of g & r ( regarded as independent ) is less than x. 
Definition 1.3.7 A PM-space (X, T, A) when A is a convolution is called a Wald space. 
Using the equality Ha* Hb = Ha+b and F(p,q) = Hd{p,q) where d : M x M ^ [0,oo) one 
can show that the triple (M, F, *) is a Wald space if and only if (M, d) is the classical 
metric space. Since the proof is analogous to the proof given for a general Menger PM-
spaces, it is omitted. 
Definition 1.3.8 A Wald space is a PM-space provided PM-w holds universally. 
Theorem 1.3.9 Every Wald space is a Menger PM-space under the choice A2 = product. 
Proof: In a Wald space, for any x,y > 0, we have 
Fp,;. ( X -t- y ) > j Fp^q{x + y-z) dF,,^ (z) 
0 
x+y x+y-z 
dFq,r {Z) = J J d^v,. it) 
0 L 0 
= / / .n . dFp,q{t).dFqAz). 
JJt,z >0, t+z < x+y 
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Now, 
II dF^,, (t) .dF,,r (z) > II dF^^, it) .dFg,r (z), 
t,z >0, t+z < x+y 0<t<i , 0<2<y 
as {(i, 2 ) ; 0 < t < x , 0 < z < y } c {{t, z) ;t,z>Q,t + z < x-\-y} 
and the F are non decreasing. But 
I y 
II dF,,,{t).dF,,r{z) = [ [dF,,,{t).dF,Az). 
J Jo < t< X, Q <z <y J J 
X y 
= I dFj,,, it). I dF.^r (z) = Fp,, (x) .F,,r (y) 
0 0 
therefore by combining the earUer inequaUties, we obtain 
Fp,.(a; + y)>Fp, , (x) .F , , , (y) , (1.3.9.1) 
which is indeed PM-5 under A2 = product. 
CoroUairy 1.3.10 If the Wald inequality PM-w holds, then so does the ineqiiaUty PM-4. 
Proof: Since a Wald space is a Menger PM-space in which PM-w hold, by 
Fp,r{x + y)>Fj,,,{x).F,,r{y), 
If Fp,g {x) = 1 and Fg,r {y) = 1, then Fp^r {x + y) = 1. 
Lemma 1.3.11 If the points p,q,r are not all distinct, then the condition PM-w holds 
for the triple p,q,r. 
Proof: If p = r, this is immediate, as in all case Fp^r = H, otherwise if p = g 7^  r, then 
for X > 0, 
X 






= I Fp,, (^ - y) dF,,r (y) > [Fp,, * F,,,] (x). 
0 
The case p j^ q = r follows on interchanging r and p. This concludes the proof. 
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Theorem 1.3.12 If in a PM-space , the condition PM-5 holds for all triples of distinct 
points under A4 = max, then the space is Wald space. 
Proof: Let p, q, r be distinct, then for any s > 0, we have 




as 0 < Fp^q {x — y) < 1.Therefore the condition PM-w holds for the triple of distinct 
points in the space. 
But in view of Lemma L3.11, PM-w holds automatically for triples of non distinct points, 
which amoimts to say that PM-w holds for all triples of points in the space. 
1.4 On some specific spaces 
The simplest metric spaces axe discrete spaces which are also referred as the equilateral 
spaces when the metric d is defined as 
where a is positive. Analogously, we call a PM-space equilateral if for some distribution 
function G satisfying G (0) = 0, 
^P.q \-^) ~ \ H ( l ) , p=q 
where if is a distribution function described by Definition 1.2.1. It is straightforward to 
verify that all requirements (i.e., PM-1 —» PM-4) of PM-spaces are satisfied. 
Theorem 1.4.1 In an equilateral PM-space , the Menger triangle inequahty (i.e., PM-5) 
holds for any triple of distinct points imder A4 = max and universally imder A3 — min. 
Proof: Since G is non decreasing, 
G{x + y) > max {G{x),Giy)) 
> min{G{x),G{y)) 
and 
G{x + y)>mm{G{x),l). 
Corollary 1.4.2 An equilateral PM-space is a Wald space. 
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Proof: This is a direct consequences of the last theorem. There do exists equilateral 
PM-spaces in which the condition PM-5 holds under a stronger choice of A. Now we give 
some examples which show that there are equilateral PM-spaces in which the generalized 
triangle inequality PM-5 holds imder stronger A than A4 = max . 
Example 1.4.3 Let 
0 a; < 0 
G{x) = < X 0 < x < 1, 
1 Kx. 
:For any triple of distinct points in this space, the condition PM-5 holds under Ag = 
min (sum, 1), as in all cases, we have 
G{x + y) >mm{G{x), G{y), 1} 
Example 1.4.4 Let 
For any triple of distinct points in this space, the condition PM-5 holds imder A5 — 
siun— product. This is evident in view of the fact that e~^.e~^ = e"^ "^*"^ ). 
A class of PM-space, which is more interesting than the equilateral PM-spaces. To 
define this, one needs the concept of specific distribution which rims as follows: 
Let (X,d) be a metric space G be a distribution fvmction, different from / / , satisfying 
G (0) = 0. For every pair of points p, q in X, define the distribution function Fp^g as 
follows: 
{ H{x), p=q 
Definition 1.4.5 A PM-space {X,T) is said to be a simple space iff there exists a 
metric d on X and a distribution function G satisfying G (0) = 0, such that for every 
points p, q in X, !Fp^q = F (p, q) is given by (1.4.4.1). Furthermore, we say that (X, T) is 
a simple space generated by the metric space {X, d) and the distribution function G. 
Theorem 1.4.6 A simple space is a Menger PM-space imder any choice of A satisfying 
A-2, A-3, A-6, and A-7. 
Proof: It is suflicient to show that the condition PM-5 holds universally under A3 = 
min , since this is the strongest choice of A possible. Thus from the Lemma 1.2.3, we 
have only to show that for p, q, r are distinct, 
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Since d is an ordinary metric, therefore 
d{p,r) <d{p,q) + d(q,r). 
which inturn yields that 
^ > y y (1.4.6.2) 
d{p,r) - d{p,q) + d{q,r) ^ ' 
Furthermore, since d (p, q) and d {q, r) are positive real numbers, therefore 
"^"^[d^ydi:^] - d{p,q)Vdiq,r) ^'•^•^•^^ 
^ • { ^ y \ 
> mm ,d{p,qy d{q,r) 
with the equality of either side iff 
X ^ y 
d {p, q) d {q, r)' 
Consequently, inequalities (1.4.6.2) and (1.4.6.3), we have 
x+y ^ • f ^ y \ 
d{p,r) \ d{p,qy d{q,r)J ' 
since G is non decreasing, implies (1.4.6.1). Which complete the proof. 
Definition 1.4.7 Two metric spaces Mi,M2 with distance fimction di and ^2 respec-
tively are said to be homothet ic if there exists a nmnber a > 0 and a one to one mapping 
/ from Ml to M2 such that di {p, q) = ad2 ( / {p),/(?)), Vp, 9 G Mi. 
Corollary 1.4.8 An equilateral metric spaces generates an equilateral PM-space. 
CoroUeiry 1.4.9 If G{x) = H{x—1), then generated PM-space reduces to the generating 
metric space. 
Proof: Note that 
^'''^""^^"{jij) -'^)=H{x-d{p,q)). 
In most simple spaces, A4 =max will be too strong since inequality 1.4.6.3 shows that, 
for a triple of distinct points p, q, r with 
d{p,r)=d{p,q) + d{q,r), 
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the condition PM-5 fails under A4 = max. 
1.5 Topology, Convergence £ind Continuity 
Definition 1.5.1 Let p be a point in a PM-space {X,J^). By an (e, A) neighborhood of 
p, e > 0, A > 0, we mean the set of all points q in AC for which Fp^q (e) > 1— A, we write 
Np{e,X) = {q: Fp,, (e) > 1 - A} . 
The interpretation is that Np (e, A) is the set of all points q in X for which the proba-
bility of the distance firom p to g is less than e is greater than 1 — A. Observe that this 
neighborhood of a point in a PM-space depends on two paxameters. 
Theorem 1.5.2 In a simple space Np (e, A) is an ordinary spherical neighborhood of p 
in a generating metric space. 
Proof: For any p, q, we have 
which will be greater than 1 — A provided only that d (p, q) is sufficiently small. 
Lemma 1.5.3 If ei < caand Ai < A2, then iVp (ei,Ai) C Np (e2,A2) . 
Proof: Suppose q £ Np (ei, Ai), so that 
Fp,g (ei) > 1 - Ai. 
Then we have 
Fp,g{e2)>Fp^q{ei)>l-Xi>l-X2, 
and so that by definition q & Np (£2,-^2.), which proves the result. 
Definition 1.5.4 A sequence of points {p„} in a PM-space is said to converge to a point 
p in X. iff for every e > 0 and every A > 0 , there exists an integer M^^x such that p„ G 
Np (e, A) i.e. 
Fp,pn (e) > 1 - A whenever n > M^^x-
Lemma 1.5.4 If p„ ^ p, then Fp^p^ -* Fp^p = H, i.e. 
Vx, Fp,pAx)-*Fp,p{x) = H{x). 
and conversely. 
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Proof: (a) If x > 0, then for every A > 0, there exists an integer Mx,x such that 
Fpj,^ (x) > 1 — A, whenever n > Mx,\. This means that 
JiiS^ Fp,p. {x) = l = Fp,p (x). 
(6) If X = 0, then V n, Fp,p^ (0) = 0 and hence 
i im Fp.p„ (0) = F,,p (0). 
The converse part is immediate. 
Corollary 1.5.5 The convergence is uniform on [a,b] such that a > 0, i.e., Mx^x is 
independent of x for a < x < 6. 
Proof: For any x, a< x <b, 
Fp,p„ (x) > Fp,p„ ( a ) . 
Theorem 1.5.6 If {X,J^) is a Menger PM-space and A is continuous, then the prob-
abilistic distance function F , is lower semi continuous fimction of points, i.e., for every 
fixed X, if Qn —> q and Pn —> p. then 
inf jim^ Fp„,,„ (x) = Fp,g (x). 
Proof: For the proof, one may consult Chang et. al [9]. 
1.6 Geometric properties of PM-spaces 
Definition 1.6.1 A Wald space is said to be convex if there is always a point between 
two distinct points . 
Definition 1.6.2 A. Wald [65] introduced the concept of 'betweenness' as follows: 
(i) If pqr, then rqp, 
(ii) If pqr, then neither qrp nor rpq can hold, 
{in) If pqr and prs, then pqs and qrs. 
where pqr is used to denote that q Ues between p and r. 
Proposition 1.6.3 If {p„} and {g„} are sequences of points of a Wald space X which 
converge, respectively, to p and q and if the distribution function x —>• Fp^q (x) is contin-
uotis at X = e, then Fp^^q^ (e) -^ Fp,, (e) as n ^ oo, i.e., the mapping {u,v) -^ F^^v (e) of 
X X X to the unit interval is continuous at (p, q). 
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Proof: For the proof ,one may consult Chang et. al [9]. 
Lemma 1.6.4 If X is a convex Wald space whose distribution functions are regiilar at 
e, then for every pair of distinct points p and q, Fp^q (x) < 1 for all x > e, and if pqr, 
then Fq^r (x) > Fp,r {x) for all x such that 0 < x < e. 
Proof: Since X is convex, there is a point s between p and q and since p ^ s , there 
exists a positive number 6 less than e , such that Fp^g (x) < 1 and for all x < 6. Now we 
have 





= j Fp,s (e - y) dFs,q iv) + j Fp,g {e-y)d F,,, {y) 
0 e-S 
< F,,q {e-6) + {Fg,q {e) - F,., {e - 6)} = F,., (e) < 1. 
Hence for all x for which 0 < x < e, 
X 
Fp,r (X) = J Fp,q (X - y) dFq^r {v) < F, .r (x) 
0 
which completes the proof. 
Proposition 1.6.5 If A" is a convex, compact Wald space whose distribution functions 
are regular at e, then one parameter collection of neighborhoods ^ = {[/ (e, A); A > 0} 
is a basis for the Housdorff uniformly on X. 
Proof: For the proof, one may consult Chang et.al [9]. 
Lemma 1.6.6 Let X be a convex, compact Wald space whose distribution fimctions 
are regular at e. If Fp^r (e) = 1 — A and /^  < A, then there is a point g of X between p 
and r such that 
Fp,, (e) = 1 - /.. 
Proof: Consider the set P of points q such that pqr and Fp^q (e) < 1 — fi. Since the 
function q —• Fp,, (e) defined on the space X is continuous, in case there is no point 
q with Fp^q (e) = 1 - /x, the set P U {r} is closed and therefore compact. Hence the 
supremum of the function q —* Fp^q (e) on the set P U {r} is attained at some point s of 
the set, and Fp^g (e) < 1 — /x. 
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Similarly, the set Q of points q such that pqs and Fp^g (e) > 1 - /x is non empty and 
Q U {p} is compact, hence the fmiction q —* Fp^q (e) defined on the set Q U {p} attains 
its infimum at some point t of the set t of the set, and 
Fp,t (e) > 1 - A*. 
Consider any point u between s and t. Since psr, pts and tus, also pus and ptu,therefore 
i^ p.u (e) > -Fp.s (e) = sup Fp^q (e) 
for points q such that pgr and Fp^q (e) < 1 — /i, so that Fp,u (e) > 1 — /x. Also we have 
Fp,u (€) < Fp., (e) = inf Fp,, (e) 
for points q such that pqs and Fp_, (e) < 1 — /i, so that 
Fp,„ (e) < 1 - ^l. 
which is a contradiction and hence there is a point q between p and r such that 
Fp,q (C) = 1 - / i . 
This completes the proof.. 
Corollary 1.6.7 A subspace of a Wald space consisting of a pair p, r and all points 
between them is closed. 
Proof: For the proof, one may consult Chang et.al [9]. 
Lemma 1.6.8 Let X be a convex, compact Wald spaces whose distribution functions 
are regular at e. Given any neighborhood C/(e, A), X contains for every two distinct 
points p and r, a point q such that pqr and (p, q) G U{e, A). 
Proof: Let Q be the set of all points between p and r. It is not null. Since p i^r. and 
space X is convex. If, for a given neighborhood C/(e, A), there is no point q oi Q such 
that (p, q) E U (e. A) , then Fp^g (e) < 1 - A for all such points. Hence p ^ Q and it 
follows from Corollary 1.6.7 that 
Q U {r} = Q U {r} . 
This is a closed subset of a compact Housdorff space and so is itself compact. 
From Proposition 1.6.3 and the condition that all the distribution function x —> Fu,v i^) 
are continuous at x = e, it follows that the function q —> Fp^q (e) defined on the compact 
set Q is continuoios and so attains its supremum at a point s. Suppose 
Fp,s (e) = 1 - /x. 
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Then 1 — / i < 1— A < l ,so that p ^ s and the convex space X contains a point t between 
p and s, then by property (iii) of 'between' relationship also Ues between p and r. By 
Lemma 1.6.1, 
F p . t ( e ) > l - / z 
and 1 — fiis not the supremvmi of Fp^q (e) for points q between p and r. Hence given any 
two points p and r there are points p and r between lying arbitrarily close to p. 
Proposition 1.6.9 If X is a convex, compact Wald space whose distribution fimctions 
are regular at e, then given any pair of points (p, r), there is a point q such that pqr and 
Fp,q{e) = Fp,r{^)-
Proof: The function q —* \ Fp^g (e) — Fq^r (e) | is continuoiis and so attains its infimum 
at some point s. If the infimvun is not zero, we may suppose that 
Fp,s (e) - Fs,r {e) = 2m > 0. 
Lemma 1.6.8 shows that points can be chosen between s and r and arbitrarily close to 
s, there is a point t such that t lies between s and r, therefore also between p and r, and 
0 < Fp,, (e) - Fp,t (e) < m, 0 < Ft,r (e) - F,,^ (e) < m. 
Hence we have 
Fp,t (e) - Ft,r (6) < Fp,s (e) - F,., (e) < Fp,t (e) - F^,, (e) + 2m. 
Since Fp^ g (e) — Fg^^ (e) is the infimum of | Fp,q (e) — Fq^r (c) I for all points q between p 
and r , Fp^t — -^ t.r must be negative. Hence it follows that 
(Fp , , (e ) -F , , , (e ) )<2m. 
This contradiction shows that infimum is zero which completes the proof. 
Lemma 1.6.10 Let X be convex, compact Wald space whose distribution functions are 
regiilar at e. If {q^} is a sequence of points of X such that go9n+i9n and F^ ^ g„_^ j (e) for 
all n, then {g„} converges to go-
Proof: The sequence {g„} certmnly has a point of accumulation q, and since qoqn+iQn for 
all n, the sequence converges to q. If q is not qo, then Fg^ g^ (e) = 1 — // < 1, and, for n large 
enough, F,,q„ (e) > 1 - /x . However by Corollary 1.6.7, we have F,,,,, (e) > Fgo,,„^^ (e) 
and F,„^j,,„ (e) > F,,,„ (e) for aU n. Since by assumption F,o,g„^, (e) = F,„^ ,^q„ (e) for 
all n, the earUer inequaUties combine give rise F,o,, (e) > Fq,g„ (e) for all n, which is a 
contradiction. This concludes the proof. 
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Definition 1.6.11 Let (X,:F) be a PM-space. Then 
(1) a sequence of points {p„} in X is a Cauchy sequence if Fp^_p^ —> H (pointwise) as 
n, m —> oo, wliere H is the specific distribution function defined earlier. 
(2) the space {X,J^) is complete if every Cauchy sequence in X is convergent. 
(3) the space {X,^) and (X', J^) are isometric if there is one to one mapping $ of X 
onto X' such that for any p,q e X, 
F{p,q) = F'{^{p),^{q)). 
where 4> is called an isometry map. 
(4) a complete PM-space {X*,J^*) is a completion of {X,J^) if {X,!F) is isometric to a 
dense subset of {X*,!F*). 
Definition 1.6.12 Let {X, T, A) be a Menger PM-space. The Menger PM-space {X* ,T*, 
A*) is a completion of (X,.F, A) if {X\T*) is a completion of {X,T) and A = A*. 
Theorem 1.6.13 Every Menger PM-space with a continuous f-norm has a completion 
which is imique upto isometry. 
Proof: For the proof, one may consult Chang et. al [9]. 
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CHAPTER 2 
ON FURTHER THEORY OF PM-SPACES 
2.1. Introduction 
This chapter is mainly devoted to various properties of PM-spaces with a special 
emphasis to topological structiires, the problem of metrization and the form of metric 
functions for PM-spaces besides discussing Menger PM-spaces and probabilistic normed 
linear spaces along with the characterizations of various probabisticaUy bounded sets. 
As applications, these results are utilized to study the Unear operator theory on PM-
spaces. In this continuation, the concepts of topology, uniformity, metrics, semi-metrics, 
random norm and para norm along with fimctions of non-compactness are discussed. 
Since 1960 onwards, various aspects of theory and applications of probabilistic metric 
spaces have been developed by many authors especially Chang et al. [4 — 8,10], Hadzic 
[14,15,17], Hicks et al. [19,21,22], Radu [34-38] , Schweizer and Sklar [45,47,48], 
Sherwood [53 — 55] and others which include results on the topological structiures and 
properties for probabiUstic metric spaces, the metrization conditions and the form of 
metric functions in PM-spaces, Menger PM-spaces and probabilistic normed spaces. The 
several questions regarding characterizations of various probabilistically bounded sets in 
the linear operator theory and fixed point theory in PM-spaces remain vmanswered. The 
purpose of this chapter is to investigate relevant results on these related topics. 
2.2. Topological structures in PM-space 
Let VQ be the subset of set of all left continuous distribution fimction V described by 
Theorem 2.2.1. Let {X,J^) be a PM-space such that ^ takes its values in VQ. If we 
define a function d: X x X —> R^ as 
d{x,y) =inf {t > 0, F,,y{t) = 1, Vx,y eX, } (2.2.1.1) 
then d is a metric on X and so {X, T) is a metric space. 
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Proof: By the definition of d and conditions PM-1 and PM-3, it is easy to see that 
d{x, y) > 0, d{x, y) = d{y, x) 
and 
d{x, y) =0 <=^ X — y. 
By definition of d for any x,y,z € X and e > 0, we have 
F,,,{d{x,z) + ^) = 1, F,,y{d{z,y) + ^) = l. 
Hence from PM-4 , we have 
F^.y{d{x,z) + d{z,y) + e) = I, 
yielding thereby 
d{x, y) <d (x, z) + d{z, y) + e. 
Letting e —> 0, we have 
d{x, y) <d (x.z) + d{z, y) 
Proposition 2.2.2 Let {X,J^) be a PM-space where .F take its values in VQ. Let d be 
the metric function described by (2.2.LI) and the fimction da , a 6 (0,1] is defined by 
da{x,y)= mf{t>0: F^,y{t)>l-a}, x,y e X (2.2.2.1) 
Then for any given x, y e X and a G (0,1], rfa is a decreasing fimction and 
d{x,y) =\imda{x,y) = snp da{x,y) (2.2.2.2) 
"-^o "e(o,i] 
Proof: For given x,y EX, if 0:1,0:2 ^ (0,1] with ai > 0:2, then we have 
{t > 0, F^,y {t)>l- a i} 3 {i > 0, F;,,j, (0 > 1 - ^2} 
and so 
{x,y) <da2(x,y) 
This shows that da is a decreasing fimction in a e (0,1] and so the lim ^^(x, y) exists and 
hm da{x,y) = sup da{x,y) 
" " • ^ a t (0,11 
By the definition of d, for any e > 0, we have 
Fi,j,(d(x,y) + e) = 1, 
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y x,y e X, so for any a e (0,1], 
inf {t > 0 : F^^y (t) > 1 - a} < d{x, y) + e 
Now, 
sup d„(x, y) = sup inf {t > 0, F .^y (t) > 1 - a} < d{x, y) (2.2.2.3) 
ae(o,il oe(o,i] * 
By definition of d, for any e > 0, 3 a = ao (e) such that 
FxMx,y) - e) < l - a o -
Hence we have 
d{x,y) -e < inf {t > 0, F^.j, (t) > 1 - a} 
< sup inf {t > 0, F,,j, (t) > 1 - " } 
letting € > 0 on the left side 
a-(0, l l * 
<i(a;,y) < sup da{x,y) (2.2.2.4) 
a-(0, l l 
from (2.2.2.3) and (2.2.2.4), we have (2.2.2.2), which completes the proof. 
Theorem 2.2.3 Let {X,J^) be a PM-space and .F satisfy the following condition : 
(PM-a): For any x,y,ze X and for any fi,t2 > 0 , A > 0, if F^^^ (ti) > 1 - A, F^^y (^ 2) > 
1 — A, impUes that 
Fx,y {h + t2)>l-X. 
Then 
(1) For every a E (0,1], the function da defined by 
da{x, y) = inf {t > 0: F .^y {t) > I - a} (2.2.3.1) 
is a pseudo metric on X. 
(2) For each a € (0,1], the topology TQ induced by the family of neighborhoods 
{U C X: y X e U,3 6 > 0 : N^{e ,a) C U} 
where 
Nx {e,a) = {y e X: F^^y (e) > 1 - a} 
coincides with the topology 7^^ induced by the family of neighborhoods 
{BQ (x, €) : X e X, e > 0} in X 
,where 
•Ba (a;, e) = { y e X : da{x, y) < e} 
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. Proof:(l) For each a G (0,1], it is easy to see that 
dccix,y) > 0 , da{x,y) = da{y,x) 
and da{x,y) = 0 provided x = y . For each e > 0, (due to Definition of da) we have 
Fx,^(d« {x,z) + ^)>l-a , F,^y{da{z, y) + ^) > 1 - a. 
It follows from the definition of (PM-a) that 
Fx,y{da (x, z) + da{z, y) + e) > 1 - a 
and so we have 
da{x,y) < da{x,z)+da{z,y) + e. 
Letting e —> 0, it follows that 
da{x,y) < da{x,z) +da{z,y). 
Since da{x,y) = 0 does not imply that x = y, for each a e (0,1] ,hence da is a psendo 
metric. 
(2) It is sufficient to show that 
Nx{e,a) = Ba{x,e). (2.2.3.2) 
In fact, if y e Nx (e, a), then Fx,y (e) > 1 - a. By the left continuity of the distribution 
function, there exists e G (0, e) siich that 
Fx,y (e ' ) > 1 - Q. 
and so we have 
da{x, y) =Inf 0 > 0 : Fx,y {t)>\-a)<^ < e. 
which implies that y e Ba (x, e), i.e., Nx (e, a) C Ba (x, e). 
Conversely, if y e Ba (x, e) =^ da (x, y) < e, therefore 
•^*,y(^) > l-a,i.e.,y e Nx{e,a) 
Ba{x,e) C Nx{e,a) 
which completes the proof. 
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2.3 Topological structures in Menger PM-spaces 
B. Schweizer and A.Sklar [45] pointed out that if {X, T, A) is a Menger PM-space 
with the t-norm A which satisfies 
sup A(t , t ) = 1, 
t < i 
Then {X, T, A) is a metrizable Housdorff topological space. 
Theorem 2.3.2 Let (X.^F, A) be a Menger PM-space. 
(i) If T takes its values in X>o, then for any t-norm A, then (X, T, A) is a metric space 
and the metric d is described by (2.2.1.1). 
(ii) If t-norm A satisfies the following condition 
A (a, h) > max {a + 6 - 1,0} , a,b e [0,1], 
then for any :F which satisfies the conditions (PM-l)-(PM-3) and (PM-4), {X, T, A) is 
metrizable and the fimction d* defined by 
d* (x, y) =sup {t: F^,j, {t) < 1 - t} (2.3.2.1) 
t 
is a metric on X. In addition, the metric topology on X induced by d* coincides with 
the topology on X induced by the family of neighborhoods 
{U cX-.yx eU,3e>0 such that N^ (e, e) C C/}, (2.3.2.2) 
where 
iV^(e,e) = {y E X : F^,y{t) > 1 - e} . 
Proof: The conclusion (i) follows easily from Theorem 2.2.1. Hence, all we require to 
prove is the condition {ii). 
First, we notice that the function d* defined by (2.3.2.1) has the following properties: 
d* {x, y)<t <^ F^,y {t)>l-t, t>0. (2.3.2.3) 
Now we prove that d* is a metric on X. Infact, it is obvious that d* (x, y) > 0, d* (x, y) = 
d* {y, x) and d*{x,y) =0 -^ x = y. On the other hand by the definition of d*, for any 
e > 0 and x,y,z G X, we have 
F,.,(d*(x,^) + 0 > l-d*{x,z)-'-, 
(2.3.2.4) 
F.,y(d*{z,y) + ^^ > l-d*{z,y)-'-. 
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Hence making use of (PM-4) and the above expressions it follows that 
> F.., (d* (x, ^ ) + 0 + F^,y {d* {z, y) + 0 - 1 
> l-{d*{x,z)+d*{z,y) + e). 
Using (2.3.2.3), we have 
d* {x, y) < d* {x, z) + d* (^, y) + e. 
Letting c —> 0, we have 
d*{x,y)<d*{x,z) + d*{z,y), x,y,z e X. 
Lastly, in order to prove that metric topology induced by d* coincides with the topology 
T induced by the family of neighborhoods defined by (2.3.2.2), it suffices to note that 
using (2.3.2.3) we can prove that 
N^{e,t) = {y eX:d*{x,y)<e}. 
This completes the proof. 
Theorem 2.3.3 If {X,T, A) is a Menger PM-space satisfying PM-a .Then the function 
d* described by (2.3.2.1) is a metric on X. 
Proof: It is sufficient to prove that d* satisfies the triangle inequality. In fact we know 
F,,Ad* {x,z) + ^)> 1-d* {x,z) - '-
and 
F,,yid*{z,y) + ^)>l-d*{z,y)-'-
For any x,y,z 6 X, we have 
F,,,{d* (x, z)+ ^)>l-d* {x, z) - d*{z, y) - e 
and 
F.,y{d*iz,y) + i)>i-d* {x,z) - d*{z,y) - e 
In view of the condition PM-a, we have 
F,,y{d* {x, z) + d*(z, y) + e) > 1 - d* (x, z) - d*{z, y) - e. 
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Now from property (2.3.2.3), one can write 
d*{x,y) < t^^^F:,,y{t)>l-t, t>0 
d*{x,y) < d*{x,z) + d*{z,y) + e 
letting e —• 0, reduces to 
d*{x,y) <d*{x,z) + d*{z,y), Vx, y, z e X. 
This completes the proof. 
Remark 2.3.4 If the t-norm A = min, then the mapping .F in a Menger PM-space 
{X, J^y A) satisfies the condition PM-a. Infact, for any x,y,z e X and ti, 2^ > 0, A > 0, 
if Fx,z (ti) > 1 - A and F^.j, (^ 2) > 1 - A, then from PM-4, we have 
F,,j, (ii + ^2) > min {F,,, (fi), F,,j, (ta)} > 1 - A 
Now by Theorem 2.3.3, (X, T, d*) is a metric space. 
2.4 Topological s t ruc tures in PN-spaces 
In this section, we discuss the topological structures and the metrization problem in 
probabilistic normed spaces. 
Definition 2.4.1 A probabiUstic normed space (PN-space) is an ordered pair {X,J^), 
where X is a real linear space, .F is a mapping from X into V (We shall denote the 
distribution function J^{x) by fx) satisfying the following conditions: 
(PN-1) /^ (t) = 1, Vt > 0 <=> X = 0, 
(PN-2) fx (0) = 0, 
(PN-3) fa. {t) = fx ( i^) yaeR,a^O, 
(PN-4) if fx {ti) = 1 and fy (^ 2) = 1, then fx+y (ii+tj) = 1. 
By definition, it is obvious that if we take Fx,y = fx-y, then PN-space must be a PM-
space. 
Definition 2.4.2 A Menger PN-space is a triple {X,T,A), where {X,J^) is a PN-space 
and A is a t- norm satisfying the following condition: 
(PN-4J fx+y{ti+t2) > A{fx{ti),fy{t2))yx,y € X, hM G i?+. 
Theorem 2.4.3 Let {X,:F) be a PN-space and !F takes its values in VQ. If we define 
the function ||.|| and ||.||a, a 6 (0,1], as follows respectively, 
||x|| = in f{<>0, fx{t) = l} (2.4.3.1) 
| |xL = i n f { i > 0 , fa{t)>\-a}, 
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y X e X and a e (0,1], then 
(i) \\.\\ is a norm on X and so {X,T, ||.||) is a normed linear space. 
(ii) ||.||^ is monotone decreasing in a G (0,1] and 
M\ =lini \\xL = sup ||x||„ (2.4.3.2) 
" ae(o,il 
Proof: (i) It is sufficient to show that ||.|| satisfies the norm conditions: 
(a) Prom PN-1 & PN-2 , it is easy to see that ||a;|| > 0 & ||x|| = 0 <=^ x = 0. 
(6) Prom PN-3, for any a e i?, a 7^  0, we have 
||ax|| = i n f { f > 0 : fax{t) = l} 
= H i n f O > 0 : / , ( i ) = l} = |a|||rr|| 
If Q = 0, the above inequality still holds. 
(c) By definition of ||.||, for any €> 0, we have 
/ x ( INI+ | ) = 1 , fy{\\y\\+ 0 = 1, Vx,y G X 
Hence from PN-4, it follows that 
/x+y(M + IMI+ e) = i,Vx,t/ ex 
and so 
ll^  + yll<lNI + ||t/ll + e 
letting e ^ 0, we have 
\\x + y\\<M + \\y\\. 
which shows that 1|.|| is a norm on X. 
(a) it can be shown on the fines of Proposition 2.2.2. 
Remark 2.4.4 Let {X,J^) be a PN-space and .F satisfies the condition PN-/3 : For any 
x,y e X and ti,t2 > 0, A > 0, if 




2.5 Further topological propert ies of PM-spaces 
In this section, we introduce the topological concepts in a metric spaces. 
Definition 2.5.1 Let {X,T) be a PM-space, where J^ takes its values in VQ. 
(i) A sequence {x„} in X is said to be d-convergent to x G X, where d is defined by 
(2.2.1.1) , denote it by x„ —» x , 
if for e > 0,3 AT = AT (e) such that Fx„,x (e) = 1 whenever n> N. 
(ii) A sequence {x„} in X is d-Cauchy sequence if for any e> 0,3 N = N {e), such that 
^xm,xn (^ ) — 1> whenever n,m > N. 
{Hi) {X, T) is said to be d-complete if every d-Cauchy sequence in X is d- convergent to 
some point in X. 
{iv) A set yl C {X,J^) is said to be d-e -dense in X if for each x ^ X and e > 0, 3 an 
X* e A such that 
Fx,x- (e) = 1. 
(t;) (X, .F) is seiid to be d-totally bounded if for each e > 0 , 3 a finite subset Ad X such 
that A is d-e- dense in X. 
Definition 2.5.2 Let (X,.F, A) be a Menger PM-space and J^ satisfy the condition 
PM-5 or A satisfy the condition : 
A (a, 6) > max { a - I - 6 - 1 , 0 } , a,6 G [0,1]. 
Suppose that d* is defined by (2.3.2.1) 
(z) A sequence {x„} in X is said to be d*- convergent to x G X, x„ —> x , if for any given 
c > 0, 3 a positive integer N = N {e) such that Fx„,x (e) > 1 - e, whenever n> N. 
(ii) A sequence {x„} in X is said to be d*-Cauchy sequence if V e > 0, 3 N = A'' (e) such 
that 
^x„,xm (^ ) > 1 ~ )^ whenever n,Tn > N {e). 
{iii) {X, J^.A) is said to be d* -complete if every d*-Cauchy sequence in X is d*-convergent 
to some point in X. 
(iv) A subset Ac X is said to be d*-e-dense if V x 6 A" , 3 an x* G A, such that 
Fx„x (e) > 1 - e. 
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(v) {X, !F, A) is said to be d*-totally bounded if V e > 0, there exists a finite subset A 
such that A is d*-e-dense in X. 
Theorem 2.5.3 Let {X,T) be a PM-space and J^ take its values in VQ. Then X is 
d-complete, (where d is defined by (2.2.1.1)) if and only if for each family C of d-closed 
subsets of X satisfying the following conditions: 
(i) £ has the finite intersection property, 
{a) For each e > 0, there exists A € £ such that DA (e) = 1, where 
DA(t)=sup inf F^,j,(s), t eR, 
s<yX,yeA 
Proof: Due to the Umitation of the space, we do not include the proof of this theorem. 
For the proof, one may consult Chang et. al [9]. 
2.6 Probabilistically bounded sets in PM-spaces 
Definition 2.6.1 Let i4 be a non empty subset of a PM-space {X, J^). Then 
(i) A is said to be probabilistically imiformly bounded if 3 M > 0 such that 
F,,j,(M) = l,Vx,y G A 
(M) A is said to be probabilistically semi bounded if 0 <sup inf Fxy{t) < 1, 
t>Qx^y^A 
{in) A is said to be probabilistically bounded if sup inf Fxy{t) — 1, 
{iv) A is said to be probabiUstically unboimded if sup inf Fx „ (t) = 0. 
t>oa:>yG>i 
{iv) If X (as a subset of X) itself is ProbabiUstically imiformly bounded (respectively 
semi bounded, boimded, unboimded), then X is said to be probabilistically uniformly 
boimded (respectively semi bounded, boimded, imboimded) space. 
Theorem 2.6.2 Let {X,T) be a PM-space and A be a non empty subset of X. If A is 
probabilistically uniformly bounded then 3 an M > 0 such that the following inequalities 
uniformly holds with respect to a G (0,1], 
sup da{x,y) < M, (2.6.2.1) 
x,yeA 
where 
da (x, y) =inf {t>0: F^,j, {t) > 1 - a} (2.6.2.2) 
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Proof: Suppose that A is probabilistically uniformly bounded, then by definition 3 an 
M > 0 such that 
F,,j,(M) = l,Vx,y G A. 
Hence, for all a e (0,1], we have 
Fx,y (M) > 1 - a, x,y e A. 
so that 
inf {f > 0 : F^^y {t)>\-a}< M, 
which implies that the following inequaUty uniformly holds with respect to a G (0,1], 
sup da (x, y) < M. 
x,yeA 
This completes the proof of the theorem. 
Theorem 2.6.3 Let A be a subset of a PM-space {X,J^). Then A is probabilistically 
bounded iff 3 G e V with G (0) = 0, such that V a;, y G A and t > 0, 
F^,y{t)>G{t). (2.6.3.1) 
Proof: If A is probabilistically boimded set. 
Take 
sup sup inf Fx,y (s) =sup inf Fx,y it) = l. 
t > 0 . < t s^.l/e^ t>OX,y£A 
G [t) =sup inf Fx,y (s) 
s < t x,yeA 
It is easy to prove that G e V, G{0) = 0 and V x, y G A and t > 0, 
G{t)<inf F,,y{t)<F,,yit). 
Conversely, if 3 a G G X>, G(0) = 0, such that (2.6.3.1) holds, then we have 
and so, 
This shows that A is probabilistically bounded 
sup inf Fxy{t) >sup G{t) = 1. 
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2.7 Line£Lr operators in PN-spaces 
Definition 2.7.1 Let {X,!F) be a PN-space and T be a linear operator from X into X. 
(i) T is said to be strongly bounded K 3 an M > 0 such that 
/TX {t) > fMx (t), yx ex, t>0, (2.7.1.1) 
where /„ = T{y), y e X. 
(ii) T is said to be bounded if T maps each probabilistically boimded set into a proba-
bilistically boxmded set. 
We have already shown that if {X, ^ ) is a PN-space and ^ takes its values in VQ , Then 
{X,T, ||.||) is a linear normed space, where ||.|| defined by 
||x|| =inf {t > 0 : / (x) = 1} , x e X. (2.7.1.2) 
In this case, a sequence {x„} C X is said to be convergent in norm ||.|| to x G X, if for 
any e > 0, 3 a positive integer N = N (e) such that 
\\xn — x\[ = inf {i > 0 : / i „ - i {t) = 1} < e, whenever n> N, 
i.e., / i„_i(e) = 1, whenever n > iV (e) 
.Naturally, a mapping T : X —• X is said to be continuous in ||.|| if for any sequence 
{xn} in X which converges in norm ||.|| to x, implies that 
| |T.„-7; | |^0, 
whereas a mapping T : X —> X is said to be T- continuous if for any sequence {a;„} in 
X such that 
Xn—*x, imphes that Tx„ —> Tx-
Lemma 2.7.2 Let {X, T) he a PN-space and .Stakes its value in VQ. Let ||.|| be norm on 
X defined by (2.7.1.2) Suppose AC. X. Then A is probabilistically uniformly bounded 
<t=^ 3 M > 0 such that sup ||xll < M. 
X&A 
Proof: If A is probabilistically uniformly boimded, then 3 M ' > 0 such that the following 
inequality holds with respect to a G (0,1]; 




Hence, for any x,y e A and a e (01], 
\\x-y\\^<M". 
Thiis letting a —^  0 , we have 
sup \\x-y\\ <M". (2.7.2.2) 
x,y&A 
Let yo E Ahe any fixed point. Then 
sup llxll <sup ||x - yoll + llyoll < M" + \\yo\\ < M' + \\yo\\ = M. 
X G/l xeA 
Conversely, if 3 M > 0 such that 
sup ||a;|| < M. 
xeA 
It follows that 
sup ||x - y\\^ < sup ||a; - y|| < 2M, 
x,y^A x,y&A 
which implies that A is probabilistically uniformly bounded. 
Theorem 2.7.3 Let {X,J^) be a PN-space with T satisfying (PN-/?). Then every 
strongly bounded linear operator T : X —> X is boimded. 
Proof: Since T : X —y X is strongly bounded Unear operator, therefore by definition 
3 an M > 0 such that, V x e X and t > 0, 
fTx{t)>fMx{t). 
Hence we have 
inf {t > 0: /TX (t) > 1 - a} <inf {t > 0: JMX (t) > 1 - a} , a € (0,1], 
(V xe X and a e (0,1]), which impHes that 
Pa {Tx) < F„ {Mx) = M. (Pa {x)) (2.7.3.1) 
If >1 C A" is probabilistically boimded, then V a € (0,1], 3 M ' (a) > 0 such that 
sup Pa (x) < M' (a) (2.7.3.2) 
Using (2.7.3.1) and (2.7.3.2), we have 
sup Pa (Tx) < M. sup Pa (x) < M.M" ( a ) . 
xeA xeA 
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2.8 Topology, uniformity, metrices and semi-metrices on PM-spaces 
As expected, various kinds of topologies can be introduced in a PM-spaces see [47]. 
2 st: 
where 
The strong topology is introduced by a strong neighborhood system AT = U Np, 
peS 
Np = {Np{t)\t>0} 
and 
NAt) = {q\Fp,,{t)>l-t} 
for t > 0 and p e S. 
Theorem 2.8.1 If {X,J^, A) be a PM-spaces with A continuous, then the strong neigh-
borhood system N determines a Housdorff topology on S. 
It is our special interest the (e, A)-topology on {X, T, A) which is introduced by a family 
of neigbourhoods 
G 5 , £ > 0 , A G ( 0 , 1 ) 
.where 
Np{e,X) = {q\q G 5, Fp,, (e) > 1 - A} . 
Since 
Np{t,t) = Np{t) ioTt>0 
and 
iVp (min {e,X))CNp{e,X) \/e>0,X e (0,1) 
the strong neighborhood system is equivalent to the (e, A)-neighborhood system. 
Remark 2.8.2 If {X,J^,T) is a Menger space and sup T{a,a) = 1, then the family 
o < l 
(•^p)pex defines on X a metrizable topology. A sequence {pn)neN ^^ ^ converges in the 
(e, A)-topology t o p e X i f V e > 0 and A e (0,1) 3 no (e, X) e N such that 
i ' p„ .p (e )> l -AVn>Tio(e ,A) . 
Remark 2.8.3 It is known that if {X, T, T) is a Menger space, where sup T (a, a) = 1, 
a < l 
then the family {N (e, A) | e > 0, A G (0,1)} is a base for the Housdorff imiformly up in 
X, where 
N{e,X) = {(P,9) e X X X, Fp,,(6) > 1 - A} . 
Remsirk 2.8.4 A sequence (a;„)„g^ in X is a Cauchy sequence if for every e > 0 and 
A G (0,1) there exists no (e, A) G ^  such that 
Fxn,x,n (e) > 1 - A, Vn, m > no (e. A), 
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and X is complete if every Cauchy sequence in X converges to a point in X. 
Remark 2.8.5 It was J.F.C. Kingman who firstly constructed a deterministic metric 
for a Wald space, which is a Menger space {X, F, TTP) . If {X, F, *) is any Wald space 
CO 
d{p,q) = -log j e"" dFp,g{x) 
is a metric on S. The imiformity derived from the metric d, is equivalent to the luuformity 
Up. 
Remeirk 2.8.6 G.L. Cain and R. Kasriel introduced the (e, A)-topology in {X,T,TTM) 
by a family of pseudo-metric {da)a£{Q,i) > where 
da (P, q) = sup {x I X G R, Fp^q (x) < 1 - a} (p, q e S). 
The problem of metrization of probabilistic metric space is investigated in [47,63] and a 
family of deterministic metrics on a Menger space is given by Radu [40] in the following 
Let M be the family of all mappings m: R —* R f/? = [0, oo] j such that the following 
conditions are satisfied: 
(a) V t , s > 0 : m{t + s) > m{t) + m{s); 
(6) m{t) = 0<^t = 0; 
(c) m is continuous. 
Let {X,J^,TTP) be a Menger space with an Archimedian t-norm T which has an additive 
generator / . If mi,m2 E M, then the metric djni,m2f given by 
(p,g) = s u p { t | t > 0 , m i ( i ) < / o F p , , ( m 2 ( 0 ) } {p,q e X) 
defines the (e, A)-topology on X. 
In a special case when T = Ti, then dmim2 '• ^ ^^ ^ [0, oo) (mi, m2 e M) is defined 
by 
dmi,m2 (P, 9) = sup { s I s > 0, TTii (s) < 1 - Fp,, (ms (s))} (p, q e X). 
if mi (s) = m2 (s) = s, V s G R, we obtain the following metric 
d ( p , g ) = s u p { s | s eR,s<l-Fp,q{s)} {p,q e X). 
Theorem 2.8.7 Let (6n),„./v be an increasing sequence from the interval [0,1) and lim 
'• n—too 
6„ = 1. If {X,J^,T) is a Menger space such that T(6„,6„) = 6„ for every n e N, then 
r„ : X X X -> [0, oo) (n e N) defined by 
r „ ( x , t / ) = i n f { t | t > 0 , F, , j , ( t )>6„} 
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is a pseudo-metric on S and if the uniformity Ui is equal to the uniformity UR, given by 
the family 
R = \''n)neN ' 
then 
Ui = Up. 
Proof: Since Fx,x (t) = 1, V i > 0, we have that 
r„ (x,x) = inf {t I f > 0, F ,^x (t) > 6„} = {t | f > 0} = 0. 
Suppose that r„ (x, y) = 0, V n £ N. Since the condition 
Fx,v {t) > 6„, Vi > 0, 
is equivalent with 
rn(a;,y) = 0 , 
we obtain by lim 6„ = 1 that Fx y (+0) = 1 and therefore x = y. It is obvious that r^ 
is symmetric. It remains to prove that r„ satisfies the triangle inequality V n e A^ Let 
x,y,z E S. In order to prove that V n G AT 
rn{x,y)<rn{x,z) + rn{z,y). (2.8.9.1) 
We suppose that r„ (x, z) < a and r„ (z, y) < b. Then 
i^x,z(a)>6„, F^,v(6)>6„ 
and therefore 
Fx,z {a + b)>T (F,,, (a), F,,, (6)) > T (6„, 6„) = 6„. 
We suppose that r„ (x, 2) < a + 6 and (2.8.9.1) is proved. We shall prove that Ui =Up, 
i.e., that the family of pseudo-metrics {rn)neN induces the uniformity Up. It is obvious 
that r„ < Tn+i, V n 6 N, and that for every n G N we have that r„ (x, y) < a imphes 
Fi,j, (a) > 6„. On the other hand 





Triangiilar norms first appeared (in the framework of PM-spaces) in tlie work Menger 
[28] ( also see [26,47]). By now, it turns out to be a crucial operation in several fields 
which include fuzzy sets, fuzzy logics (see [26]), theory of generalized measures , non-
linear differential and difference equations [32]. 
In this chapter we intend to visit basic results from the theory of triangular norms (see 
[26]) which also include some new results closely related to the theory of the fixed point 
in PM-spaces. Section 3.2 is devoted to basic definitions and some important examples of 
triangular norms and co-norms. In Section 3.2, we give some basic properties of triangular 
norms. The ordinal sirni construction of t-norms is discussed in Section 3.3 whereas 
Section 3.4 is devoted to the representation of continuous f-norms. Some important 
classes of f-norms with left continuous diagonals in the point (1,1) and f-norms of H-
type are discussed in Section 3.6 and Section 3.7, respectively. Section 3.8 is devoted to 
the practical conditions for comparison of f-norms with respect to the pointwise order as 
well as the domination relation between f-norms, especially important for the product of 
PM-sp£ices. Countable infinitary comparison of <-norms with respect to special classes of 
f-norms is investigated in the last section. 
3.2 Triangular norms cind conorms 
Definition 3.2.1 A triangular norm (in short a t-norm) is a binary operation on the unit 
interval [0,1], i.e. a function T: [0,1]^ —> [0,1] such that V x,y,z € [0,1], the following 
four axioms are satisfied: 
(T-1) T (x, y) = T (y, x) (Commutativity); 
(T-2) T {x, T {y, z)) = T{T (x, y), z) (Associativity) 
(T-3) T [x, y) <T [x, z) whenever y < z (Monotonicity), 
i.e., this is monotonic non decreasing in the second argimient. 
(T-4) T (x, 1) =x (Boimdary condition). 
The commutativity (T-1), the monotonicity (T-3), and the boimdary condition (T-4) 
imply that V t-novm T and V x 6 [0,1]. The following boimdary conditions are also 
satisfied: 
r ( x , l ) = T ( l , x ) = x , 
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T(x,0)=T(0,x) = 0 
and therefore all i-norms coincide on the boundary of the unit square [0,1] . 
The monotonicity of a f-norm T in its second component (T-3), together with the com-
mutativity (T-1), is equivalent to the (joint) monotonicity in both components, i.e., to 
T{xi,yi) < T{x2,y2) whenever xi < X2 and yi < yi. (3.2.1.1) 
Definition 3.2.2 If T is a t-norm, then its dual t-conorm S: [0,1] —> [0,1] is given 
by 
5(x,y) = l - r ( l - x , l - y ) . 
It is obvious that a t-conorm is a commutative, associative and monotone operation on 
[0,1] with imit element 0. In order to verify associative property, write 
S{x,S{y,z)) = l - r ( l - x , l - 5 ( y , z ) ) 
= l - T ( l - x , l - ( l - T ( l - y , l - ^ ) ) ) 
= l - T ( l - x , T ( l - t / , l - z ) ) 
= l - T ( T ( l - x , l - ? / ) , l - z ) 
= S{S{x,y),z) 
S{x,S{y,z)) = S{S{x,y),z) 
which shows that S is associative. 
Example 3.2.3 The following are the four basic f-norms together with their dual t-
conorms: 
(i) Minimum TM and maximmn SM given by 
TM{x,y) = min(x,y), 
SM{x,y) = max(x,y). 
(a) Product Tp and probabilistic s\ma Sp given by 
Tp{x,y) = x.y, 
Sp{x,y) = x + y-x.y. 
{Hi) Lukasiewicz t-norm Ti and Lukasiewicz f-conorm SL given by 
TL{x,y) = max(x + y - 1 , 0 ) , 
SL{x,y) = min{x + y,l). 
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(iv) Weakest t-norm (drastic product) To and strongest f-conorm So given by 
if max {x,y) = 1, 
otherwise, 
min {x,y) = 0, 
otherwise 
^r.(xv) _ / «iax {x,y), if: 
Example 3.2.4 (i) The family (T[)^ ,Q, of Prank i-norms is given by 
T[{x,y)=' 
f TM{x,y) ifA = 0, 
Tp(x,y) ifA = l, 
TL {X, y) if A = GO, 
log, ( i + iA!ziKA^) otherwise. 
The family f 5 f ) of Prank f-conorms is given by 
sUx.y) = { 
SM{x,y) 
Sp{x,y) 
SL (2;, y) 
1 - logA ( 1 + ( A 1 - ' ' - 1 ) ( A 1 - » ' - 1 ) A-1 ) 
if A = 0, 
if A = 1, 
if A = 00, 
otherwise 
{ii) The family (TX) of Yager t-norms is given by 
TU^,y) = { 
Soix^y) ifA = 0, 1 
SM {X, y) if A = 00, I 
min 11, (x^ + y^j * 1 otherwise. 
(3.2.4.1) 
(3.2.4.2) 
[in) Another interesting t-norm is the nilpotent minimimi T " ^ given by 
rrmMf^ .,^_f min{x,y) ifa; + y > l , 1 
i a ; , y ; - | ^ otherwise. j " 
If, for two <-norms Ti andr2, the inequaUtyTi {x,y) < T2 {x,y) holds V {x,y) e [0,1]^, 
then we say Ti is weaker than T2 or, equivalently, that T2 is stronger than Ti. We shall 
write Tl < T2 whenever Ti < T2 and Ti 7^  T2, i.e., if Ti < T2, but Ti (XQ, yo) < T2 (XQ, yo) 
holds for some {XQ, yo) G [0,1]^. 
Remeirk 3.2.5 In respect of a t-norm T, an element x G [0,1] with T(x, x) = x is 
called an idempotent element of T. It is immediate that 0 and 1 are idempotent elements 
(which are termed as trivial idempotent elements) for every i-norm. 
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Remark 3.2.6 The set of idempotent elements is equal to [0,1] in case of minimum 
TM, and {0} U (0.5,1] in case of the nilpotent minimum T"^ ; all the other i-norms men-
tioned thus far have only trivial idempotents. 
Proposition 3.2.7 (i) The minimum TM is the only t-norm satisfying T {x,x) = x V 
X G (0,1) (i.e., V X € [0,1] is an idempotent element). 
{ii) The weakest t-norm Tp is the only i-norm satisfying T (x, x) = 0 V x G (0,1). 
Proof: If for a t-norm T we assume T (x, x) = x, V x G (0,1), then for y < x < 
l,monotonicity (T-3) implies 
y = T{y,y) <T{x,y) <min (x,y) =y. 
Together with (T-1) and the boundary conditions this gives exactly T = T^. 
If we assume T (x, x) = 0, Vx G (0,1), then we obtain for each y G [0, x ) , 
0 < T ( x , y ) < T ( x , x ) = 0, 
yielding thereby T — To-
3.3 Properties of t -norms 
It is well known but interesting to recall that a real function of two variables with 
domain [0,1]^ can be continuous in each variable without being continuous on [0,1]^. But 
triangular norms are exceptions to this. 
Proposition 3.3.1 A t-norm T is continuoiis if and only if it is continuous in its first 
component (i.e., if V y G [0,1] the one place fimction T{.,y) = [0,1] —> [0,1], x H-> 
T (x,y), is continuous). 
Proof: If a fimction from [0,1]^ into [0,1] is continuous, then it is obviously continuous 
in each component. 
Conversely, if T is continuous in the first component, then fix (XQ, t/o) G [0, l]^with e > 
0 and let (x„)^^ and {yn)neN ^^ sequences in [0,1] converging to XQ and yo respectively. 
From this, we can construct four monotone sequences {ai^ncN ' (^ n)neN ' i!^)neN ^'^'^ 
{dn)nsN ^^^ ^hat Vn G N, we have 
On < Xn<bn and ( a „ ) ^ ; ^ / X o , (Mn^iV \ ^O, 
Cr, < yn<dn and {Cn)r^N / l/O, {dn)nEN \ ^0-
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The continuity in the first component and the commutativity of T imply the continuity 
of the function T (XQ, .) > which means that there exists an iV G N such that, as a 
consequence of the monotonicity of T, for all n > iV, 
T (xo, vo)- e <T (xo, CN) < T {XQ, yn) < T (XQ, d^) <T{XQ + yo) + e. 
Since also the two functions T (., CM) and T (., (1^) are continuous there is a number M € 
N such that '^ m> M and n> N (again taking into account the monotonicity of T) we 
obtain 
T (xo, CN) - e < T [aM, CN) 
< T {Xm, yn) 
< T{bM,dN) 
< T {XQ, dN) + e 
putting k = max (M, N), then for all A; > K , we have 
T (xo, yo) - 2e < r {xk, yk) < T (XQ, yo) + 2e, 
proving that (T (x^, yfc))fcejv converges to T {xo,yo) ,i.e., the f-norm T is continuous in 
(a;o,yo)-
Definition 3.3.2 (i) A f-norm T is said to be strictly monotone if it is strictly increasing 
on [0,1] as a function from [0,1] into [0,1], or eqmvalently in vie of the commiitativity 
(T-1) and the boimdary conditions (T-4) . 
T (x, y) <T (x, z) whenever xe (0,1) and y < z. 
(ii) A t-norm T is called strict if it is continuous and strictly monotone. 
Among the some basic f-norms presented in Example 3.2.3 only the prod-
uct Tp is a strict t-norm. The minimum TM and Lukasiewicz f-norm T^ are 
continuous but not strictly monotone. 
Example 3.3.3 The t-norm T defined by 
T ^ x , y ) = | f i f m a x ( x , y ) < l , 
^ ' 1^  xy othewise. ^ ' 
is strictly monotone but not continuous. 
Example 3.3.4 If T is a strictly monotone f-norm ,x e [0,1] and n € AT U {0}, then 
we shall write 
(n) f 1 ifn = 0 1 
'^ = \ T ( x r ^ \ x ) otherwise I • (^ •^ •^ •^ ^ 
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If T is a strictly monotone f-norm then V x G (0,1), we have 
0 < T ( x , x ) <x, 
the sequence (xji'M is strictly decreasing. 
Proposition 3.3.5 A t-norm T is strictly monotone if and only if the cancellation law 
holds, i.e. T{x,y) =T(x,z) with x > 0 impUes y = z. 
Proof: Obviously, the strict monotonicity of T impUes the vaUdity of the cancellation 
law. Conversely, the strict monotonicity follows from the cancellation law together with 
the monotonicity (T-3). 
Definition 3.3.6 A i-norm T is called Archimedian if V (x, y) e (0,1)^ 3 n G AT such 
that 
x^T <y-
Notice that a left continuoixs Archimedian <-norm T is continuous. 
Proposition 3.3.7 A i-norm T is Archimedian if and only if for each x G (0,1) we 
have 
lim x^r^ = 0. (3.3.7.1) 
Proof: If T is Archimedian then V x G (0,1) and each e > 0, we have 
0 < xj^^ < e for some UQ e N 
and, because of then monotonicity (T-3), we even have 
0<xP <e Vn > no, 
which inturn impUes (3.3.7.1). 
To prove the converse part, suppose that for a i-norm T and an arbitrary x G (0,1), 
we have 
lim x?^ = 0. 
n—»oo •' 
Then V ?/ G {0,1) ,3n E N such that 
(n) ^ 
XT' <y, 
which shows that T is Archimedian. 
Theorem 3.3.8 (i) If T is an Ardiimedian f-norm then Vx G (0,1), then 
r ( x , x ) < x . (3.3.8.1) 
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{a) If T is a right continuous i-norm such that for all x 6 (0,1) the property (3.3.8.1) 
is satisfied, then T is Archimedian. 
Definition 3.3.9 (i) A t-norm T is called nilpotent if it is continuous and (for each 
element x G (0,1)) nilpotent, i.e., if 3 some n E N such that x^!'' = 0. 
(a) An element x € (0,1) is called a zero divisor of T if there exists some y G (0,1) 
such that 
T{x,y) = 0. 
Obviously, each nilpotent element of a t-norm T is a zero divisor of T. For the t-norm 
T^^ each x G (0,1) is a zero divisor but each x G (0.5,1] is an idempotent element, 
and therefore it can not be a nilpotent element of T^^ . However, if a t-norm T has a 
zero divisor then it has also nilpotent elements. If 
T (a, 6) = 0 for some a > 0 and 6 > 0, 
then for c = min {a, b} > 0, we get 
r ( c , c ) = 0 . 
A t-noTTa T has no zero divisors if and only if for all x G (0,1], T (x, x) > 0. 
Theorem 3.3.10 Let T be a continuous Archimedian t-norm. Then the following are 
equivalent: 
(i) T is nilpotent. 
(ii) There exists some nilpotent element of T. 
{Hi) There exists some zero divisor of T. 
(iv) T is not strict. 
Proof: It is trivial to show that (i) implies (ii) whereas (ii) implies {iv). We already 
know that (ii) and [iii) are equivalent. In order to show that {iv) =^ (i), assume that T 
is continuous and Archimedian but not strict. Then there are munbers u,v,w G [0,1] 
with u> 0 and v < w such that T {u, v) = T {u, w). Since we also have 
T{v,w) <v <w = T{l,w) 
the continuity of T imphes that there is a z G [w, 1) such that 
v = T{z,w) =T{w,z). 
Then we have 
T{u,w)==T{u,v) = T{u,T{w,z)) = T{T{u,w),z) 
43 
and by induction, for each n £ N 
T{U,W)=T{T{U,W),ZP) 
Using the continuity and Proposition 3.3.7, we get 
T{u,w) = J im^T(r(u, t ( ; ) ,4"^) 
= r(r(t.,^),jim 4")) 
= r (T (u ,u ; ) , 0 ) = 0. 
Hence, u and v are zero divisors of T eind then 
6 = inin {u,w} G (0,1) 
is a nilpotent element of T. Now for an arbitrary a G (0,1) the Archimedian property 
ensures that 
a^^ < 6 for some TIQ € iV 
and, consequently, 
0 < ap'^ < b^T^ = 0, 
showing that T is nilpotent. 
3.4 Ordinal sums 
A procedure of constructing a new t-norm from a system of given t-norms is based 
on an algebraic result from the semigroup theory. 
Theorem 3.4.1 ([18, Theorem 1.16]) Let {Tk)^j^ be a family of f-norms and let 
{{ctk,0k))keK ^^ ^ family of pairwise disjoint open subintervals of the unit interval [0,1] 
(i.e, Kisan atmost coimtable index set). If the linear transformations {4*^  : [ak, Pk] —^ [0, l]}k£K 
is given by 
^ a " ) = | ^ , (3.4.1.1) 
then the function T : [0,1]'' -* [0,1] defined by 
T(xv) = l ^^' (^ '^  ^^^ ("^ '^ ^^ (^))) '^ (^' y^ ^ ("^' ^"^^' ( 3 4 1 2 ) 
I min {x,y) otherwise, \ • • • J 
is a triangular norm. 
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Proof: The function T is obviously commutative and fulfills the boimdary conditions. 
Now we are left to show the monotonicity and associativity of T. To check the monotonic-
ity of T, we have to show that the monotonicity of the ftmction T (x,.) : [0,1] -^ [0,1] 
for all X G [0,1]. If x ^ U {ak.Pk) thenV y 6 [0,1] we have 
keK 
T{x,y) = min (x,y), 
therefore T (x,.) is monotone. Otherwise, if x e {uko, 0ko) for some ko e K then we 
have ( y ify G [O,ocko], 
$fc 1 (Tfc (4>fc (x), $fc (y))) if y G (afe„, Pko), 
X ify e [/3fco,l]. 
Now, for all y e (afccySfco) we have 
"fco = $fco' (0) < T (x, y) < $fc ^  (min ( $ , (x), ^^ (y))) < x, 
and the hence monotonicity of Tko implies the monotonicity of T (x, .) , thus conclude the 
proof for monotonicity of T. 
Note that the boimdary condition of Tk imply 
Tix,y)^^^'{Tk{^k{x),^k{y))) 
not only for (x,y) G {ctk,(3k)'^ , but also for (x,y) G Ki/^jt]^ • 
To show the associativity of T, we distinguish the following foiir possible cases. 
Case I: If x,y,z G [ciko,Pko] for some ko G K, then the associativity of Tko implies 
T{x,T{y,z))=TiT{x,y),z). 
Case II: If X, 2 G [oikcPko] and y ^ [afco,/5fco] for some ko G /C,then we have 
T{x,T{y,z)) = T{x,mm{y,z)) 
= min (T(x ,y) ,T(x ,2)) 
= min (min (x ,y) ,T (x, z)) 
= min (y,T(x,z)) 
= min (min (y, 2 ) ,T (x, z)) 
= m i n ( r ( y , z ) , T ( x , 2 ) ) 
= r (min (x, y) , 2) 
= r(T(x,y),^), 
where the equahties follow from the definition and monotonicity of T. 
Case III: If x,y G [ockcPko] and z ^ [o^kcPko] or (y,z G [akcPko] and x ^ [ako,/3ko]) 
for some ko G K. Now following the similar argmnents as in Case II, one can show 
T{x,T{y,z))=T{T{x,y),z). 
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Case IV: In all the other cases we obtain 
T{x,T{y,z))=imn{x,y,z) = T{T{x,y),z). 
This shows that T is associative and consequently, a f-norm. 
Definition 3.4.2 Let {Tk)keK ^^ ^ family of t-norms and let ((at, l3k))keK ^^ ^ family of 
pairwise disjoint open subinterveils of the imit interval [0,1] i.e, /iT is an atmost countable 
index set. Then the f-norm T defined by (3.4.2) is called the ordinal sirni of summands 
(< {ak,(3k),Tk >)keK > ^nd we shall write 
T=i<{ak,Pk),Tk>),^K. 
Example 3.4.3 (i) An empty ordinal sum of t-norm (i.e., an ordinal simi of f-norms 
with index set $,) yields the minimum T^ : 
TM = {^) = {<{cyk,Pk),Tk>) ike* • 
Ex£imple: (ii) Each t-norm T can be viewed as a trivial ordinal sum with one summand 
<(o,i),r>: 
r=<(o, i ) ,T>. 
3.5 Representation of continuous t-norms 
Definition 3.5.1 Let g : [a,b] —> [c,d\ be strictly monotone bijection of [a,b] onto 
[c, d], where [a,b] and [c,d] are closed subintervals of the extended real hne [-co, +oo]. 
A monotone continuoiis mapping g^~^^ : [—oo, +oo] —> [a, b], such that V y € [c, d], 
9^~^^ {y) = 9~^ (y) ,if y > d, and p^-^) [y) = g-^ (d) and if y < c , then g'^'^^ [y) = 
g~^ (c), is called a pseudo-inverse of g. 
In respect of g (x) = e*~^ on [0,1], its pseudo-inverse is given by 
i O, if X < e~^ 
l nx + 1, ifxe[e-\l] 
1, ifx>l. 
We now extend the idea of the pseudo-inverse also for the general (not necessarily strictly) 
monotone function and which can be also not surjective.This extension will be very useful 
for the construction of newt-norms given in the coming Theorem(3.5.5). 
Definition 3.5.2 Let g : [a,6] —*• [c,d\ be a monotne function from [a,6] to [c,d] ,where 
[a, b] and [c, d] are closed subintervals of the extended real line [-oo, -l-oo]. A mapping 
p(-i) :[c, (!]—->• [a, b] defined by 
g(-^) (y) = sup {xe [a, b] | [g (x) - y) {g (6) - g (a)) < 0} (3.5.2.1) 
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is called a pseudo-inverse of g. 
Remaurk 3.5.3 For a non-constant and non-decreasing function g equation (3.5.2.1) 
reduces to 
5 "^^ ^ (y) = sup {xe [a, b] | ^ (x) < y} 
Remark 3.5.4 For a non-constant and non-increasing function g equation (3.5.2.1) 
reduces to 
g^~^^ {y) = sup {xe [a,b] \g{x)> y} 
Using now the notion of pseudo-inverse (i.e. Definition 3.5.2), the following theorem is 
proved which furnishes a procedure to associate new f-norms to a given t-norm. 
Theorem 3.5.5 Let g : [0,1] —> [0,1] be a non-decreasing fimction and T a t-norm 
such that 
T{g{x),g{y))e Range (^)U [0,5 (0-h)] Vx ,2 /G[0 , l ) , 
whereas Vx, y G [0,1], 
T{g{x),g{y))e Range {g), 
and gog-' (T{g{x),g{y)))=T{g(x) ,g{y)). 
Then the function Tg : [0,1]^ —> [0,1] defined by 
T(xv) = l 9^~'^('^(9{x),9{y))) if x,ye[0,l) ,^^^^. 
^ ^ '^  1 min (x, y), othewise 
is a t-norm. 
For a continuous function g and any f-norm T the above conditions are always satisfied 
and (3.5.5.1) always give a t-norm. 
Definition 3.5.6 A function T : [0,1] —» [0,1] is a continuous Arhimedian triangular 
norm if and only if there exists a continuous, strictly decreasing function t : [0,1] —> 
[0, -1-00] with t (1) = 0 such that for all x, y G [0,1] 
T (x, y) = t-' (min (f (x) +t{y),t (0))) = t^-'^ {t (x) + t (y)). (3.5.6.1) 
The function t is called an additive generator of T; it is imiquely determined by T 
upto a positive multiplicative constant. 
Proposition 3.5.7 If T be a continuous Archimedian f-norm, then 
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(i) T is nilpotent if and only if for each additive generator i of T we have t (0) < +00, 
(ii) T is strict if and only if for each additive generator t of T we have t (0) = +00. 
Proof: If f is an additive generator of T with t (0) < +00, then the element x = 
t-^ ( ^ ) e (0.1) is nilpotent because of 
x^T^ = t-^ (min {2t {x), t (0))) = 0, 
and therefore T is nilpotent t-norm. 
If t is an additive generator of T with t (0) = +00 then for all a;, y € (0,1] we have 
t{x)+t{y)<t{Q),le., 
T{x,y) = t-'{t{x) + t{y))>0, 
showing that T has no zero divisors. As a consequence of Theorem 3.3.10. The proof is 
complete. 
ExEimple 3.5.8 (i) A family of additive generators (tx : [0,1] —> [0,+oo]j for 
the family (TX) of Prank t- norms is given by 
' — log a; if A = 1, 
tx{x) = I I- X if A = +00, 
- log^f i^ otherwise. 
{ii) A family of additive generators (tx : [0,1] —> [0, +c»] j for the family 
[Tx) of Yager t-norms is given by 
tl (x) = (1 - x)' . 
(Hi) For the family of Sugeno-Weber's <-co-norms ( S f ^ j , the corresponding 
additive generators are given by 
csw (^^_| ^ if A = 0, 
' ^^'X'^^M if^ 6 ( - l , o o ) \ { 0 } . 
Definition 3.5.9 (Multiplicative generators) The representation of continuous 
Archimedian t-norms given in Definition 3.5.6 is based on the addition on the inter-
val [0, +00]. There is a completely analogous representation based on the multiphcation 
on [0,1] . 
If t : [0,1] —> [0,00] is an additive generator of the continuous t-norm T , then 
we define strictly increasing function 6 : [0,1] —* [0,1] by d{x) = e"* '^"), which is a 
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multiplicative generator of T (duality between additive and multiplicative generators, 
see [27,48]). 
The following representation theorem holds. 
Theorem 3.5.10 A function T : [0,1]^ —> [0,1] is a continuous Archiraedian triangular 
norm if and only if there exists a continuous, strictly increasing function 9 : [0, ] —>• [0,1] 
with ^ (1) = 1 (called multiplicative generator) such that for all x, y G [0,1] 
r {x, y) = 9-' (max {9 (x) .9 (y), 9 (0))) = 9^-'^ {9 (x) 9 (t/)). 
Moreover, T is strict f-norm if and only if every continuous multiplication generator 9 
of T is a nilpotent t-norm if and only if each continuous multiplicative generator ^ of T 
satisfies 9 (0) > 0. 
Proof: If t : [0,1] —* [0, +oo] is an additive generator of a continuous Archimedian 
t-norm T, then 9 : [0,1] —> [0,1] given by 
9 (x) = e-'(^) 
obviously is a multiplicative generator of T. 
The argument in the proof above can be reversed, if ^ : [0,1] —> [0,1] is a multiplica-
tive generator of a continuous Archimedian f-norm T then t: [0,1] —> [0, +oo] given by 
t (x) = —log {9 (x)) is an additive generator of T. As known, a multiplicative generator 
9 is uniquely determined by T upto a positive constant exponent. 
Example 3.5.11 For strict Tp a multiplicative generator is given by 9 (x) = x. \Vliereas 
for nilpotent Ti a multiplicative generator is given by 
9{x) = e'-\ 
If T is a t- norm with a multiplicative generator 9, then the fimction ^ : [0,1] —> [0,1] 
given by 
i{x) = 9{l-x) 
is a multiplicative generator of the dual t-conorm S. 
Now we shall need the following families of t-norms with the corresponding multi-
pUcative generators, see [26]. 
Example 3.5.12 The Dombi family of i-norms {T^\ is defined by 
T^{^.y) = 
Toix.y) i fA = 0 
TM(x,y) if A = CO, 
i \ - 1 
1+(("?)'+('^)T 'f^ (^«-°°) 
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T f is Archimedian if and only if A G [0, oo) . A family of multiplicative generators 
K L ( O . = O ) *= Siven by 
TjP is strict if and only if A G (0, oo). 
Ex£imple 3.5.13 The Schweizer-Sklar family of f-norms (T^^) is defined by 
TM{x,y) ifA = - o o , 
(x^ + yX-iy if Ae ( -00 ,0) , 
n'ix,y) = l Tp{x,y) ^ ifA = 0, 
(max (x^ + y^ — l ) , 0 ) ' if A 6 ( 0 , oo), 
To {x, y) if A = oo. 
r f ^ is continuous Archimedian if and only if A G (—oo, +oo). A family of multiplicative 
generators (Of) ^^ given by 
X if A = 0, 
f^^ (^ ) = { ('M 
e A if A G ( - O O , 0 ) U ( 0 , O O ) . 
Tf ^  is strict if and only if A G (-oo, 0]. 
Example 3.5.14 The Aczel-Alsina family of y-norms [T^'^j is defined by 
r TD{x,y) ifX = 0 
T^^{x,y) = \ TM{x,y) if X = CG 
[ e-(l'°«^l'+l'°««l')* if AG(0,oo) . 
T^"^ is Archimedian if and only if A G [0, oo) . A family of multiplicative generators 
K'')A.(o.oo)^'Sivenby 
Tif ^  is strict if and only if A G (0, oo). 
Proposition 3.5.15 Let T be a continuous Archimedian t-norm and t : [0,1] —> 
[0, +oo] an additive generator of T. If T* is a t-norm which is isomorphic to T, i.e., if 
there is a strictly increasing bijection $ : [0,1] —* [0,1] such that for all x,y G [0,1] 
T*{x,y) = ^-'{T{^{x),^{y))), 
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then T* is also a continuous Archimedian f-conorm, and the function h : [0,1] —> [0, +oo] 
defined by 
is an additive generator of T*. 
Proof: Taking into account h{0) = t ($ (0)) =t (0), we obtain 
T* {x, y) = $-^ o r ^ (nxin {to^{x)+ to^{y), t (0))) 
= h-^ (min {h (x) + h{y),h (0))) Vx, y e [0,1]. 
It is straightforward that eeich isomorphism $ : [0,1] —*• [0,1] preservers the other al-
gebraic and analytic properties of i-norms. In particular, each f-norm which is isomorphic 
to a strict or nilpotent t-norm, is strict or nilpotent, respectively. 
Proposition 3.5.16 (i) Any two strict t-norms are isomorphic, 
(n) Any two nilpotent <-norms are isomorphic. 
Proof: If Ti andT2 are two strict or two nilpotent t-norms with additive generators ti 
and f2, respectively, such that ti (0) = t^ (0) Observe that this condition is always satisfied 
in the case of additive generators of strict t-norms, then in both cases the function $ : 
[0,1] —* [0,1]defined by $ = t^^ o^2 is an isomorphism between T2 and Ti.As known, a 
multiplicative generator 6 is uniquely determined by T up to a positive constant exponent. 
3.6 TriangulEir norms with left-continuous diagonals at (1,1) 
We know that a t-norm T is left continuous if for every sequence (x„)^yy C [0,1] and 
every y G [0,1] we have 
s u p T ( x „ , y ) = T [ s u p x„,yI . 
neN \mN ) 
In our subsequent discussion, special attention will be taken on the continuity in the 
point (1,1). It is obvious that the left continuity in the point (1,1) implies 
sup T(x,x) = 1. (3.6.1) 
se[0,l) 
But its converse is not true. The property (3.6.1) means that the diagonal section 6T : 
[0,1] —> [0,1] of a t-norm T, given by 
6r(x) = T ( x , x ) , 
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is left continuous at the point 1. We remark that generally even the continuity of the 
whole diagonal 8T (X) = T(x,x), x € [0,1], of an Archimedian ^-norm T does not imply 
the continuity of the t-norm T. The t-norm T defined by 
T^Uv) = ['^ i f ^ . ? / e [ 0 , l ) , 
^ ' ^ ' 1 min {x,y) othewise. 
is strictly monotone continuous for {x,y) G [0,1) but it does not satisfy the condition 
(3.6.1) .Hence it is not continuous in the point (1,1). 
The diagonal section 6T '• [0,1] -^ [0,1] of a <-norm T characterizes some algebraic 
properties of a t-norm T, e.g., (i) the Archimedian property, (ii) idempotent elements are 
fixed points of 6r, and (iii) The only continuous f-norm which is uniquely determined by 
its function ST is the minimimi TM-
We now state a general notion of an additive generator even for non-continuous t-
norms. 
Definition 3.6,1 An additive generator t: [0,1] —^ [0, oo] (if it exists) of a t-norm T is 
a strictly decreasing function such that: 
(z) Hs right continuous at 0 with t{l) = 0 ; 
{ii) for x,y € [0,1] we have t{x) + t (y) e Range {t) U [t (0+), oo]; 
(Hi) T{x,y) = ti~'){t{x) + t{y)), x,y G [0,1]. 
For example, the non-continuous t-norm Tp has as additive generator 
w ^ ^ _ / 2 - x if xe[0, l ) 
^ ' ^^^~ \ 0 ifx = l, 
whereas the non-continuous t-norm T^ {given) has an additive generator 
, ( , ) = ( - l o g i i fX.[0 ,1) , 
^ ' 1 0 if X = 1. 
But, for a t-norm T having an additive generator is a strong property, as continuity only 
at the point (1,1) (together with (3.61)) implies the complete continuity of T. 
Theorem 3.6.2 Every left-continuous t-norm in the point (1,1) with an additive gen-
erator always continuous. 
Proof: We shall show that for a left-continuous t-norm in the point (1,1) T (with an 
additive generator t) the sidditive generator is continuous. First we shall prove that t is 
left continuous in 1. Suppose the contrary, i.e., t(l — 0) > 0. Therefore 
T( l - 0,1 - 0) = t(-^)(2t(l - 0)) < 1, 
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a contradiction with the left-continuity of T in the point (1,1). Now we shall prove that 
t is continuous on the interval (0,1]. Suppose the contrary. Then there is some interval 
(c, d) C (0, t (0)) such that 
(c, d) n Range {t) = $ . 
Therefore V n £ N we have also 
I - , - ) nRange{t) = ^. \n nj 
If no is the smallest integer greater than ^^ f^  then we have ^ < T^^^ for all n > no,i.e., 
the intervals (^, ^) and ( ; ^ , ^^j are overlapping. Hence 
n=no yn n) \ no/ 
Therefore i (1 - 0) > ^ , 
a contradiction with the left continuity of i in 1. 
Theorem 3.6.3 A function T : [0,1] —» [0,1] is a continuoiis t-norm if and only if T is 
an ordinal sum of continuous Archimedian f-norms. 
Proof: For the proof, one is referred to Hadzic and Pap [18]. 
3.7 Triangular norms of if-type 
Definition 3.7.1 A t-norm T is of i7-type if the family (x^ ) i^  equi-continuous at 
the point x = 1, where defined by 
3Crp x,xP=T (x$?~^), x) , n > 2, X e [0,1] 
There do exist a non trivial example of a t-norm T such that (xy M is an eqm-
continuous family at the point x = 1. 
Example 3.7.2 Let T be a continuous f-norm and let for every m € iV U {0} : 
/^=[l-2-M-2-'"-^]. 
If 
T{x,y) = 1 - 2-"* + 2- '"- iT (2'"+^ (x - 1 + 2""*) ,2"^+^ ((^ Z " ^ + 2"'"))) 
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for {x,y) G /„i X 7^ and 
T{x,y) = min (x,y) for{x,y) ^ Um&Nu{o}Im x 7^, 
then the family (ajj^ M is an equi-continuous family at the point x = 1, i.e., T is a t 
-norm of 77-type. 
Proposition 3.7.3 An Archimedian continuous t-norm T cannot be of 77-type. 
Proof: The reason is that for every x,y 6 (0,1) there exists n e. N such that x^P' < 
y, and therefore the family [x^ j can not be equi-continuous at the point x = 1.Hence 
if in the ordinal sum representation 
T = (<{ak,Pk),n>),^j, (3.7.3.1) 
there is some k* ^ K such that ^k* = 1, then Tfe. is Archimedian on (oifc*, 1) and 
cannot be 77-type. 
Proposition 3.7.4 A continuous t-norm T is of 77-type if and only if 
^ = (< {ak,Pk),Tk >)k&K ^'^^ supPk < 1 or supak = 1. 
Proof: In view of Theorem 3.6.3, T is continuous if and only if 
T={<{ak,Pk),Tk>)k^j, 
with Archimedian continuous summands Tk, (k E K). 
Suppose that T is of 77-type, then jSjk < 1 for every k e N. Since the system {{ak,f3k))keK 
is disjoint we have that 
sup/3fc < 1 or sup/3fc = supa^ = 1. 
The case sup /5fc = 1 with sup ccfc < 1 is impossible, as 
supPk = max Pk = Pk' = 1, 
for some k* e K, which leads to a contradiction. 
Now we are left to show that T is of 77-type, if 
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sup0k < 1 or supak = 1 
In case sxxpPk < 1 then rcy ^ = x, for any x > supPk, and therefore T is of H-type. 
Otherwise let supa*: = l,then for any e > 0 there is a fc E K such that 
1 - e < Qfc 
and so (for x > ak,) 
^T ^ oik> 1 — e 
which shows that T is of fl^-type. 
Theorem 3.7.5 In respect of a t-norm T, the following hold: 
(i) Suppose that there exists a strictly increasing sequence {bn)neN from the interval 
[0,1) such that 
lim 6„ = 1 and T (&„, ^n) = K-
n—»oo 
Then T is of H-type. 
{a) If T is continuous and if-type, then there exists a sequence {bn)n£N meeting the 
requirements of (i). 
xl"^ > 1 - A Vn G AT. 
Proof: (i) Let A G (0,1) be given. We shall prove that there exists rj G (0,1) such that 
x > I — t] impHes that 
Since lim 6„ = 1, there exists k = k(X) G iV such that bk > I — X. Let 77 = 1 — 6fe. if 
n—»oo ^ 
x> I — T] = bk then 
T{x,x)>T{bk,bk)=bk>l-X 
which amovmts to say that T is of H-type. 
(ii) Suppose now that T is of i/—type. Let A; be a fixed natural number, Cfc = | and let 
T/fc be such that (Vn G AT) 
x > 1 — T]k =^ Xj^ ^ > 1 — efc . 
The sequence (xj^'j (x > 1 — •qk) is non-decreasing and therefore there exists bk = lim 
xP, k €N. 
Since ,.-' i^i*-- ^*<«O' 'A;?^^ 
x^ 2"+^ ) = r (x?) ,x?) ) , ..--'v^r'^'^'"-^^'^-
55 P^ i^^ f,.^ :^  
>4*i 
using the continmty of T we obtain that 
Um x0"+^^ = fcfc = T f Urn xi"\ Um xP) = T {bk, bk) Vfc G N. 
n—*oo •" y^n—>oo •" n—>oo y 
which completes the proof. 
Prom the proof of the above theorem we see the condition of continuity of the whole 
sequence (x^ ) can be replaced by the condition that the fimction 
6T{X)=T{X,X) (X e[0, l ] ) 
is right continuous on the interval [6,1) for 6 < 1. 
Theorem 3.7.6 For a continuous t-norm T, the following are equivalent: 
(a) T is not of H-type. 
(b) There exists or € [0,1) and a continuous strictly increasing and surjective mapping 
^ar '• ["T) 1] -^ [0,1] such that 
T{x,y) = ^-:j: i^ar {x) * ^ ar {v)), Vx.y > ttr, 
where the operation * is either Tp or Ti. 
Proof: A proof of this theorem is available in Hadzic and Pap [18]. Due to the limitation 
of the space, we have omitted the proof. 
Definition 3.7.7 Let T be a t-norm. We say that T G if if and only if there exists a 
non decreasing sequence {bn)n^N from (0,1) such that lim 6„ = 1 (Vn € N ) such that 
I > X > bn,l > y > bn ^  T{x,y) > bn. 
One may note that if a <-norm T is of if-type and simmiands in the representing ordinal 
srnn form are strict then T G H 
3.8 Domination of t-norms 
The domination relation in the family of f-norms arises in the construction of the 
cartesijin product of probabilistic metric spaces. We have by [47], see also [26,61]. 
Definition 3.8.1 A f-norm T2 dominates a f-norm Ti,T2 » Ti, if for a, b,c,d G [0,1], 
T2 (Ti (a, b),T2 (c, d)) > Ti (T2 (a, c), T2 (6, d)). (3.8.1.1) 
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Example 3.8.2 It is straightforward to note that for any t-norm T , TM » T and 
T:^TD. 
Subsequent, the following characterization of the domination relation will be very useful 
in our investigations. 
Theorem 3.8.3 A strict f-norm T^ (with a generator ^2) dominates a strict t-norm 
Ti (with a generator ti) if and only if the fimction h = t2 ot^^ satisfies the following 
inequaUty 
h-^ {h{x,y) + h{z + w)) < h-^ (h(x) + h{z) + h-^ {h(y) + h(w))) (3.8.3.1) 
for arbitrary non-negative real nimibers x,y,z and w. 
Proof: Since t^^ : [0, +00] —> [0,1] it follows for arbitrary non-negative real numbers 
X, y, z and w that 
a = ti^ (x) ,b = t^^ (z) ,c = ti^ [y), and d = t^^ {w) 
belong to the interval (0,1]. 
For these values the inequality (3.8.1.1) yields the form 
T2 (Ti (tr^ (x) ,tr^ (y)) ,T, {t^' {z) ,t^' {w))) > T, (Ti (fr^ (x) ,tr^ {z)) ,T, {q' {y),q' {w))) 
Using the representations of strict f-norms Ti and T2 by their generators tiand 2^ respec-
tively, we obtain 
t2 ' ((^2 O t r ' ) {x + y)+ {t2 O t r ' ) {Z + W)) 
> t r ' ((*i ° *2') {h o t r ' ) {^) + (*2 o t^') {z) + (t2 o t^^) {t2 o t-1) (y) + (i2 o i-1) (w)) 
Since by the representation of Ti the fimction f 1 is strictly decreasing applying it on both 
sides of the preceding inequality we obtain the inequality (3.8.3.1). 
Now, let a,b,c and d be arbitrary real munbers from the interval [0,1]. Then since 
ii : [0,1] —*• [0,00], we obtain that x = ti{a) , y = ti{c), z = ti (b), and w = ti (d) are 
non-negative real nvmibers. Putting these values in (3.8.3.1) we obtain 
(ti o tj^) ((^2 o f r ' ) {ti (a) + 1 , (c)) + [h o i r ' ) ) (ii (ft) + h (d)) 
< (ti o q^) (t2 o tr^) (ti (a) + {t2 o t^') (ti {b))) + (ii o t j i ) ((f 1 (c) + (i2 o ^ r ' ) U (d))) . 
If we rewrite the last inequality using representation theorem we obtain (3.8.1.1) i.e. that 
T2 » Ti. 
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Proposition 3.8.4 If a f-norm T^ dominates a t-norm Ti, then Ti is weaker than T2. 
The opposite is not true even for strict t-norms. 
Proof: For the proof, one may consult Hadzic and Pap et.al [18]. 
Proposition 3.8.5 The relatiion » between f-norms is reflexive and anti-symmetric. 
Proof: Using the associativity and commutativity of a t-norm T we have 
T(T(a ,6) ,T(c ,d) ) = T(T(a , c ) ,T (6 ,d ) ) , 
i.e., >• is reflexive. 
The relation » is anti-symmetric: Suppose that Ti > T2 and T2 » Tj. Then by Propo-
sition 3.8.4 we have Ti > T2 and T^ > Ti, which implies Ti = T^. 
Proposi t ion 3.8.6 If a strictly increasing continuous function h : [0,00) —* [0,00], with 
h{0) = 0,satisfies 3.8.3.1 then it is convex and super-additive. Its converse is not true, 
i.e., continuous increasing convex fimctions h with /i (0) = 0 need not satisfy (3.8.3.1). 
Proof: For arbitrary but fixed no-negative real numbers a and b, such that a < b, we 
take 
X = h-' {a),y = h-' ( ^ ) - h-' {a),z = /i"^ ( ^ \ , and «; = 0. 
Putting these values in (3.8.3.1) we obtain 
h-' (g) + h-' {b) 1 (a + b\ 
2 - ' V 2 J -
Hence h~^ is a concave function and therefore his convex function. Hence by using 
h (0) = 0, his subadditive. To disprove the converse, one may use the following example 
h ( \ — j ^' if 0 < X < 1, 
' ' ^ ' ^ ^ ~ \ 2 x - l , i f x > l . 
Notice that ior x = z = w = 1 and y = 5, 3.8.3.1 is not satisfied. 
3.9 Countable extension of f-norms 
Each t-norm T can be extended (by associativity) in a unique way to an n-any operation 
taking for(a;i,a;2,X3, ....a;„) e [0,1]" ,n G N, 
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the values T {xi^x^x^, ....xz) which is defined by 
T t iXi = 1, T^^iXi = T (T^-i^Xi, x„) = T (xi, xj X3, ....x„). 
Specially, we have 
TL(XI,X2,X3,, . . .X„) = max ( 5 ^ X i - ( n - l ) , 0 j 
andTM(xi,X2,X3,....x„) = inin(xi,X2,X3,....x„). 
We can extend T to a countable infinitary operation taking for any sequence (x„)^yv from 
[0,1] the values 
T'^.Xi = Urn T^_iXi. (3.9.1) 
»—1 • n—»oo *• 
The limit on the right side of (3.9.1) exists since the sequence (TJLiXi)^^^ is non-
increasing and boimded from below. 
In the fixed point theory it is of interest to investigate the classes of t-norms T and 
sequences (xn)^jy^ from [0,1] such that 
lim T^„Xi. = lim TZiXn+i = 1- (3.9.2) 
n—»oo * " n—»c» I i I 
In the classical case T = (Tp) we have 
{Tp)l, = n X, 
t=i 
and for every sequence (x„)^^ from [0,1] with X)"=i (1 - Xi) < 00, it follows that 
lim ( rp)° !„= limn;LiXi = l. 
n—too 'i—n n—>oo * '^  
Namely, it will known that 
n 00 
n Xj > 0 ^ lim n?l„Xi = 1 "^ > (1 - Xj) < 00. 
t = l n—»oo * ^-^ 
The equivalence 
00 
] ^ (1 - Xi) < 00 ^^Um T ^ X i . = 1. (3.9.3) 
t=i 
holds also for T>TL. 
Proposi t ion 3.9.1 If {x„} C [0,1] such that Um x„ = 1 and the t-norm T is of H-type, 
then (3.9.2) holds. ""°° 
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Proof: Since t-norm T is of if-type for every A G (0,1) there exists 8 (A) G (0,1) such 
that 
x > 5 ( A ) = ^ T f = i X > l - A 
for every p E N. Since lim x„ = 1 there exists no (A) G N such that a;„ > 6 (A) for 
n—•00 
every n > no (A). Hence 
> 1 -A, 
for every n > no (A) and every p ^ N. This means that (3.9.2) holds. 
Lemma 3.9.2 Let T be a strict f-norm with an additive generator t, and the corre-
sponding mtiltiplicative generator ^.Then we have 
Proposition 3.9.3 Let T be a strict i-norm with an additive generator t, and the 
corresponding multipUcative generator 9. For a sequence {xn)nep; form the interval (0,1) 
such that lim Xn = 1 
n—»oo 
the condition JmY:t{x,) = 0, 
t = n 
or the condition 
lim n e{xi) = l, oo 
n 
holds if and only if (3.9.2) is satisfied. 
Example 3.9.4 Let (TJP) be a Dombi family of t-norms and (x„)^;y, be a sequence 
of elements from (0,11 such that Um x„ = 1. Then 
n—»oo 
X 
For a <-norm Tf, A G (0, oo), the multiplicative generator 6^ is given by 
and therefore with the property ^f (1) = 1. Hence 
oo , oo / I _ r \ ' 
E(l--n)^<OO^E(V^) 






5 ^ (1 - x„)^ < OO 4^ lira (T^)°° Xi = 1. 
^—' n—»oo \ " / t = n n= l 
Proposi t ion 3.9.5 If {a;„} C (0,1) such that the series X^  (1 — x„)is convergent. Then 
V A G ( - 1 , O O ] 
limfrf^r x, = i. 
Proof: An additive generator of Tf^ for A e (—1,0) is given by 
e(.) = -los(l^).i;;^. 
We shall prove that for some ni £ N and every p E N. 
for every n>ni since in this case 
{Tr)l, x„^._, = ( ^ r ) - ^ ( fi^ ef^ (x„.,,_,)) . (3.9.5.2) 
We have to prove that for some ni 6 AT and every p E N. 
1 ^ ^ ^ / 1 + A x ^ \ ^ ^ ^ ^ ^ ^ ^ ^3_g_5_3^ 
log(l + A).t5 ^V 1 + A 
since (3.9.5.3) implies (3.9.5.1). Prom 
lim (1 - Xn) = 0, 
it follows that 
'°« I + TTA(^"-^ ' -ITAf^--'' 
and therefore the series 
log ( ^ S ' ° < ' ^ T T A < - - « ) 
is convergent. Hence it follows that there exists ni e N such that (3.9.5.1) holds for 
every n > ni and every p E N, and this implies (3.9.5.2). 
The above proposition holds also for A > 0 since in this case T^^ > TL-
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It is of special interest for the fixed point theory in probabihstic metric spaces to inves-
tigate condition (3.9.2) for a special sequence (1 - 9")„g;v ^^^ 9 ^ (0) 1) • 




^lim (1 - g") = 1 and 5]; (1 - (1 - O ) ' < oo V s > 0 
n=l 
it follows that all t-norms from the family 
r„ = U.,(o.oo){Tf}u U {Tr}ur\u { r ^ } 
'• •' Ae{0,oo) <• J A6(- l ,oo] "^  J 
are ^-convergent for every q € (0,1) . 
The following example shows that not every strict f-norm is q'-convergent. 
Example 3.9.7 Let T be the strict f-norm with an additive generator t{x) = — wTxz^-
In this case the series 2 * (1 ~ 9*) for any q G (0,1) is not convergent as 
oo oo 1 oo 1 
^ l o g ( 9 * ) ^ i l o g (?• 
In the following two propositions we shall give sufficient conditions for a t-norm T to be 
g-convergent. 
Proposition 3.9.8 Let T and Ti be strict f-norms and t and ti their additive generators, 
respectively, and there exists 6 € (0,1) such that t(x) < ti (x) "ixe {b, 1]. If Ti is q-
convergent, then T is g-convergent. 
Proof: Since Ti is g-convergent we have 
which in tiu:n yields 
„!is£*i(l-90=O- (3.9.8.1) 
Since there exists UQ e N such that 1 - g"° G (6,1] we have 
t ( l - g " ) < t i ( l - g " ) V n > n o . 
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Therefore, by (3.9.8.1) 
i.e., T is 9-convergent. 
oo 
Proposition 3.9.9 If T is a strict f-norm with a generator t having a bounded derivative 
on the interval (6,1) for some b 6 (0,1), then T is g-convergent for every q G (0,1). 
Proof: By the Lagrange mean value theorem we have for every x G (6,1) that 
t{x)-t{l) = t{x) = t'{0{x-l) 




M = sup t (x) , and 1 - g'° G (6,1). 
xe{b,l) 
Proposition 3.9.10 Let T be a t-novm and $ : (0,1] -+ [0,oo). If for some 6 G (0,1) 
and every x G [0,1], y G [1 — 6,1] 
| T ( x , y ) - T ( x , l ) | < ^ ( y ) (3.9.10.1) 




J2 ^ {xn) < CO => lim (T~„Xi - x„) = 0. (3.9.10.2) 
n = l 
Proof: Let no{6) e N be such that x^ G [1 - <§, 1] for every n > no {6) .Then (3.9.10.1) 
impUes that for every n > no (6) 
|T(x„,x„+i) - r ( x n , l ) | = |T(x„,x„+i) - x „ | < ^(x„+i) 
and 
\T (T (x„, x„+j), x„+2) -T{T (x„, x„+i), 1)1 < * (x„+2) 
Similarly for every m E N and every n > no (6) 
T '^+^x, - T (T7+--^X„ l) I < ^  (x„+^) 
and therefore 




If E ^ l ^ ( X n ) < 0 0 
we obtain that for every n> TIQ {6) 
t=n+l 
(3.9.10.3) 
and (3.9.10.3) impUes (3.9.10.2). 
Corollary 3.9.11 Let T and 'J' be as in Proposition 3.9.10. If for some q € (0,1), 
f;^(l-g")<oo 
then T is g-convergent. 
n = l 
Proof: Since Urn (1 - g") = 1 using 3.9.10.2 we obtain 
n-+oo ^ •• ' •-' 
Urn T?l„ (1 - g") = Urn (1 - g") = 1. 
n—»oo *~" ^ ' n—>oo *• ^ ' 
Example 3.9.12 Let a > 0, p > land ha,p '• (0,1] x [0,1] -^ [0,oo) be defined in the 
following way: 
h ( x ^ w ( ^ - M ^ i f ( x , y ) e ( 0 , l ) x [ 0 , l ] , 
/ i a , p l x , y ) - | ^ if ( x , y ) G { l } x [ 0 , l ] . 
Let / be a contimious function on the closed interval [a, b] and have a derivative at every 
X in the open interval (a, 6). Then there is at least one number c in the open interval 
(a, b) such that 
0 — a 
In this case the function ha,p is equal to zero on the curve which coimects the points 
(0,1) and 1 — e""*" < 1. Let T be a i-norm such that T {x, y) > ha,p {x, y) V {x, y) G 
[1 - <5,1] X [0,1] .Then V (x,y) 6 [0,1] x [1 - 6,1) 





| l n ( l -y ) | ' 
a 
X 
| l n ( i -y ) | P ' 
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i.e., (3.9.10.1) holds for 
^ M = | i M f t r i f?/e[ l-5, l ) , 
^ ^ ^ \ 0 i f y = l . 
Since 
a S*''-'"'= SiM,")r 
a 
SnP|ln(g)r''°°' 
which shows that T is g-convergent. 
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CHAPTER 4 
SOME SELECTED FIXED POINT THEOREMS IN PM-SPACES 
4.1 Introduction 
Fixed point theory in PM-spaces is discussed which is a part of ProbabiUstic Analysis 
and continues to be an active area of mathematical research. Fixed point theory in PM-
spaces is still in its formative stage. We anticipate that in near future we shall witness 
the development of a unified theory of random equations that will be based, partly, on 
concepts and tools of the fixed point theory in PM-spaces. Sherwood [54] showed that 
for a very large class of triangular norms it is possible to construct complete Menger 
PM-spaces admitting contraction mappings without fixed points. Recently, Hicks [19] 
considered another notion of contraction mappings namely if-contractions and showed 
that every such a mapping on a complete Menger PM-space (X, j ^ , min) has a unique 
fixed point. We conclude this chapter with a relatively recent fixed point theorem due 
Singh and Jain [58] which generalizes some earlier results due to Mishra [30], Hadzic [16] 
and Singh and Pant [59]. 
In this chapter, we shall present some important but selected results for fixed point 
theorem on PM-spaces. 
4.2 Contraction mapping in PM-spaces 
The following definition of a contraction mapping was suggested and studied by Sehgal 
and Bharucha-Reid [50], which is a very natural probabilistic version of the notion of 
strict contraction in metric spaces. 
Definition 4.2.1 A mapping T : {X, T) —* {X, J^) is said to be a contraction mapping 
(or SB-contraction mapping) if and only if there is an a G (0,1) such that 
FTP,T<I {t) > Fp,, ( ^ ) , Vp, 9 G X and t > 0. (4.2.1.1) 
Theorem 4.2.2 Let A be Ic-f-norm and A T be the Ic-t-function defined by 1.2.9.1. Then 
there exists a complete PM-space (X,J^) satisfying PM-6 under A T and a contraction 
map T on {X, T) which has no fixed point if and only if there exists a. G ^ D and a 
number a € (0,1) such that 
S U P | T - I G ( ^ ) ( X ) : X G / 2 } < 1 , 
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where j : R—^ Ris the identity function. 
Proof: The proof is very long and involved, therefore it is omitted. For the proof one 
may consult Chang et. al [9]. 
The following two consequences of Theorem 4.2.2 are worth noting. 
Corollary 4.2.3 There is a complete PM-space {X,T) (satisfying PM-5 under A^) 
admitting a contraction mapping without fixed point. 
Proof: Let a be any number with 0 < a < 1 and let G be defined via 
It is easily verified in view of Theorem 4.2.2. 
Corollary 4.2.4 There is a complete PM-space {X,J^) satisfying PM-5 imder A2 = 
product norm and a contraction mapping on (X, .7^ ) having no fixed point. 
Proof: The earlier distribution function G used by Corollary 4.2.3 again serve our pur-
pose. 
Definition 4.2.5 Let A be a t-norm satisfying condition sup A (t,t) = 1. A is said 
0 < t < l 
to be of /i-type if the family of functions {A"* (t)}~^i 
is equi-continuous at t = 1, where A' {t) = A [t,t), A"* (f) = A (t, A '"-^ {t)) ,t 6 [0,1], 
m = 2,3,4. 
Definition 4.2.6 A t-norm A is said to have the fixed point property (f.p.p.) if every 
contraction mapping on a complete Menger PM-space has a fixed point. 
Lemma 4.2.7 If for every contraction mapping T on a Menger PM-space {X, T, A) and 
for each given point po ^ X^ the sequence {p„} defined by p„ = ^^po is a A T -Cauchy 
sequence, then A has a fixed point property. 
Proof: Due to a hmited space, we skip its proof be referred to Chang et. al [9]. 
Theorem 4.2.8 Every t-norm of /i-type has the fixed point property. 
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Proof: Let {X, T, A) be a Menger PM-space such that A is of h-tyY>Q and T : X —* X 
be a contraction mapping satisfying the following F n , Ty (fc^ > Fx,y {t),x,ye X, t> 0, 
where k e (0,1) is a constant ( For the sake of convenience, we only consider k e (0, i ) . 
The proof is similar if fc = [|, l ) O-
Let xo G X be any given point. Then for any positive integer m and t G i?"*", we have 
•^xo, 3^=1 (2t) > A ( F I O , T I O (*) . FTXO, 7^=1 (*)) 
(20) 
> 
> A-(F,„. r,„ (t)) . 
Hence for any positive integers n, m, we have 
Frnxo, Tn+'nxo ( 2 t ) > A ' " [F,,, TXO ( f c " " * ) ) • 
Since A is of /i-type, it follows that lim Fj^x^ T"+'"IO (2^) = 1, i > 0, imiformly in m. 
This imphes that |7^(, | is a Cauchy sequence in X. 
Theorem 4.2.9 Let A be a ic-f-norm with the fixed point property. Then A is of 
h-type. 
Proof: Suppose on contrary that A is not of h-type, then there exists to e (0,1) such 
that for any t > IQ there exists a positive integer m = m{t) for which A"* (t) < IQ. Now 
let tn G (to, 1) be increasing to 1. Then there exists positive integer m„ such that 
A ' " " ( f n ) < t o , n = l , 2 , 3 , 
Obviously, we can suppose that m„ is increasing. 
Let F G D be defined by 
F{t) = { 
0 t< 1, 
h t G(l,22+'"i], , n > l . 
t„+i t G (22"+'"n,22"+2+'^+i] 
Using F , we define a probabilistic metric F : N x N —* D by 
(t) = A ( F (2"+4) , A ( F (2"+2f ,A( ,A ( F (2 '*+"^-H) , F (2"+'"t))))) , 
Fr,,n{t) = H (t). 
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It is easy to show that (N, J", A) is a Menger PM-space and the mapping T : N —>• N. 
T (n) = n + 1 is a contraction mapping with the Lipschitz constant ^. Therefore we have 
•^r"-i(l), r"-i+""'(l) (1) = Fn^n+mn W ^ -Pn.n+mn (2") 
= A ( F (2"+^) , A ( F (2"+2) , ,A ^ir22"+'""- i ,F (22"+"^"))))) , 
^ A2n+m„-l / ^ /'22'»+"in'\A 
< A^^+ '^ - i (t„) < 0^ 
which impUes that the sequence {T" (1)} is not a Cauchy sequence. Prom Lemma 4.2.7, 
A has no fixed point property, which is a contradiction. 
Theorem 4.2.10 In respect of a continuous i-norm A, the following are equivalent: 
(i) A has the fixed point property 
(ii) A is of h-type. 
Remark 4.2.11 It should pointed out that theorem is essentially equivalent to the 
classical Banach contraction principle and the t-norm of /i-type is essentially the largest 
one for which the Banach contraction principle generally holds. 
CoroUeiry 4.2.12 [54] If A is an Archimedian t-novm, then A does not have the f.p.p. 
Proof: Since A is an Archimedian t- norm, A is continuous and has no idempotents. 
Recently, R. M. Tardiff [62] proved the following result. 
Theorem 4.2.13 Let {X,T,A) be a complete Menger PM-space. Suppose that A is 
continuous and A > A^. If for any p,q € X, 
7„( t )dFp. , (0<oo, 
then any contraction mapping on (X, T, A) has a unique fixed point. 
Proof: For the proof one may consult Chang et. al [9]. 
4.3 Hicks Fixed Point Theorems and Its Generalizations 
In 1983, Hicks [19] introduced another notion of contraction mappings, which referred 
is generally as if-contraction. 
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Definition 4.3.1 Let {X,T,A) be a i7-contraction mapping, if for anyt > 0 and for 
any x,y G X, 
FTX, Ty 
(kt) >l-kt (4.3.1.1) 
whenever Fx,y (t) > 1 — t, where k e (0,1) is a constant. 
Lemma 4.3.2 Let (X,.F, A) be a complete Menger PM-space, T : X —> X be a 
i/-contraction mapping satisfying (4.3.1.1). Then 
(i) For any e > 0, A G (0,1), there exists a positive integer n(e, A) such that, for all 
p,q ^ X and n > n (e, A), 
FTnpTng{e)>l-\, (4.3.2.1) 
(ii) T has atmost one fixed point in X, 
(iii) T is vmiformly continuous. 
Proof: (i) Since clearly Fp,, (1 + e) > 1 - (1 + e), it follows from equation 4.3.1.1 that 
Frnp,Tn, (fc" (1 + e)) > 1 - fc" (1 + e). 
Since k 6 (0,1), For any e > 0, A G (0,1), there exists n (e, A) G N, such that /c" 
(1 + e) < min {e, A}, for any n>n{e, A). 
Hence for any n > n (e, A), we have 
FT^P, T" , (e) > Frnp.T-q (A;" (1 + e)) > 1 - fc" (1 + e) > 1 - A. 
(ii) If p,q e X are two fixed points of T, then for any n > 1 and T^p = p, T^q = q. 
By the conclusion 4.3.1.1, 
For any e > 0 and for any A G (0,1), Fp,, (e) > 1 - A, which impUes that p — q. 
(iii) Let e > 0 and A e (0,1) be given and choose 6 > 0 such that k8 < min {e, A}. Now 
iip,q e N(5,6), where N {6,6) is the {6,S) - neighborhood, i.e.,Fp^g {6) > 1 - 6. 
Since T is a /f-contraction mapping, we have 
FTp,Tq(kS) >l-k6. 
Hence, it follows that 
FTp,Tg (e) > Frp,r, (kS) > 1 - k6 > I - X, 
which means that 
{Tp,Tq) eN{e,X). 
Theorem 4.3.3 Let {X,J^,A) be a complete Menger PM-space such that 
sup A(i , i ) = l. 
0 < t < l 
70 
Then each /^-contraction mapping T on X has a unique fixed point and, for any given 
Po € ^> the iterative sequence {T"po} converges to this fixed point. 
Proof: Let e > 0, A G (0,1) be given. Then by Lemma 4.3.2, there exists a positive 
integer n (c, A) such that (4.3.2.1) holds. 
Taking p = Pm and q = po, then for all n > n (e. A) and m > 1, we have 
P^„+m,Pn (e) = Frnp^, T-po (c) > 1 " A. 
Therefore, {p„} is a Cauchy sequence. Since X is complete, we may assmne that p„ —y 
p*. By Lemma 4.3.2, it follows that Tp* = p*, i.e., p* is a fixed point of T and it is 
imique, which completes the proof. 
If the t-norm A in Theorem 4.3.3 satisfies the following condition 
A{a,b) > max{a + b-1,0}, a,b e [0,1], (4.3.3.1) 
then we have the following: 
Theorem 4.3.4 Let {X, T, A) be a complete Menger PM-space and A be a t-norm 
satisfying (4.3.3.1), then the mapping T : X —> X is a i^-contraction on {X,T,b^ if 
and only if T is a Bemeich contraction mapping on a metric space {X, d*), i.e., if and only 
if there exists a fc G (0,1) such that 
d* (Tx, Ty) < kd* {x,y). (4.3.4.1) 
Proof: First we point out that the function d* defined as 
d* {x, y) =sup {t e R^ : F^^y {t) > I - t} (4.3.4.2) 
has the following property : 
d* {x, y)<t<i^=> F^^y {t)>l-t, t>0. (4.3.4.3) 
If T : X —y X is a H-contraction on (X, J^, A), then for any t > 0 such that Fx^y > 
1 — i, we have 
FTX.TV(kt) >l-kt. 
By equation (4.3.4.3), that is to say for any t > 0, if d* {x,y) < t, then we have 
d* {Tx, Ty) < kt. Let t ^ d* {x, y), for all x, y G X, we have 
d* {Tx, Ty) < k.d* (x, y). (4.3.4.4) 
This shows that T is a Banach contraction mapping on (X, d*). 
71 
Conversely, if T is a Banach contraction mapping on {X,d*) which satisfies (4.3.4.4), 
then for any t > 0 such that Fx,y (t) > 1 — t. 
By equation (4.3.4.3), we have d* {x,y) < t. 
Prom equation (4.3.4.4), it follows that d* {Tx,Ty) < kt. 
Hence 
FTx,Ty (kt) >l-kt, 
which shows that 7" is a if-contraction. 
Definition 4.3.5 Two self maps A and 5 of a Menger space {X, .F, A) are said to be 
weakly compatible (or coincidentally conmnuting) if they commute at their coincidence 
points, i.e., if Ap = Sp for some p G X then ASp = SAp. 
Definition 4.3.6 [30] Two self maps A and 5 of a Menger space {X, T, A) are called 
compatible if Vx > 0 
whenever {p„} is a sequence in X such that Apn, Spn —> u, for some uin X, as n -^ oo. 
Proposition 4.3.7 A pair of self mappings A and 5 of a Menger space {X,J^, A) is 
compatible then the pair is also weakly compatible. 
Proof: Suppose Ap = Sp, for some p in X. Consider the constant sequence {p„} = p. 
Now, {i4p„} —• Ap and {Spn} -^ Sp (= Ap). As A and S are compatible we ha\'e 
FASP„.SAP„ ( x ) -^ 1 V x > 0 . 
Thus, ASp = SAp and we get that the pair (A, S) is weakly compatible. 
Ex£iinple 4.3.8 Let {X, d) be a metric space where X = [0,2] and {X, !F, A) be the 
induced Menger space with Fp,, (e) = H (e - d(p,q)), yp,q ^ X and Ve > 0. Define self 
maps A and S as follows: 
. _ / 2 - x i / 0 < r c < l , , o _ / a ; i / 0 < x < l , 
I 2 2/ 1 < X < 2, "^""^  -^ "^  - \ 2 if l<x<2. 
Take x„ = 1 - i . Now, 
i^4x„.i (e) = /f (e - ^ ) so, Jkn FA.^,I (e) = H (e) = 1. 
Hence Axn ^ 1 as n —+ oo. Similarly, 5x„ —+ 1 as n —+ oo. Also 
FAS.„,SA.. (e) = if (e - ( l - i ) ) , Jim Fx5p„,5Ap„ (e) = if (e - 1) ^ 1, Ve > 0. 
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Hence the pair (A, S) is not compatible. Also set of coincidence points of A and 5 is [1,2]. 
Now for any re e [1,2], also Ax ^ Sx = 2, and AS(x) = A{2) = 2 = S(2) = SA{x). 
Thus A and S are weakly compatible but not compatible. 
Lemma 4.3.9 [59] Let {x„} be a sequence in a Menger space {X, J^, A) with continuous 
A-norm and A {x, x) > x. Suppose, for all x G [0,1], 3 fc 6 (0,1) such that Vx > 0 and 
n EN, 
i'xn,X„+l [l^^) ^ ^X„-l,Xn \^) • 
Then {x„} is a Cauchy sequence in X. 
Lemma 4.3.10 Let {X,J^,A) be a Menger space. If there exists k e (0,1) such that 
for p,q e X, Fp,q {kx) > Fp^g {x). Then p = q. 
Proof: As Fp^g (kx) > Fp^q (x), we have 
Fp,g (x) > Fp,g {k-'x) . 
By repeated application of above inequality, we get 
Fp,g (X) > Fp,g ( r ^ x ) > Fp^g (k-^x) > > Fp,g [k'^^x) > . . . . , 772 £ iV 
which tends tol as m —» oo. Hence, Fp^g (x) = 1, Vx > 0 and we get p = q. 
Now we are fully equipped to state and prove the following recent fixed point theorem 
due to Singh and Jeun [58]. 
Theorem 4.3.11 Let A,B,S,T,L and M are self maps on a complete Menger space, 
{X, T^ A) with t (a, a) > a, V oe [0,1], satisfying 
(i) L {X) C ST (X) , M (X) C AB (X) , 
\ii) AB = BA, ST = TS, LB = BL, MT = TM, 
{in) either AB or L is continuous, 
(iv) {L, AB) is compatible and (M, ST) is weaJdy compatible, 
(v) there exists k G (0,1) such that 
FLPMQ ( M > min {FABP,LP [X) , FsTq,Mq {x), FsTq,Lp {M , F^BpMg ((2 - /5) a;), FABp,STq {x)} 
\/p,q eX,p e (0,2) and X > 0. 
Then A, B, S, T, L and M have a unique common fixed point in X. 
Proof: Let XQ € X. Prom condition (i) there exists Xi, xa EX such that LXQ = STxi — 
yo and Mxi = ABx2 = yi. Inductively we can construct sequences {x^} and {y„} in X 
such that Lx2n = STx2n+i = y2n and Mx2„+i = ABx2n+2 = 2/2n+i for n = 0,1,2,3,.. . . : 
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By writing p = X2n, q = a;2n+i for x > 0 and /3 = 1 - g with q e (0,1) in (u), we get 
(x) 
M«n,»2n+1 ('^^) 
> m i n { F y 2 „ _ i , I « „ ( X ) , Fj„„,y2n+1 (a;) , 1 , Fy^n-Uy2n+l ( ( 1 + 9 ) a;) , i^Wn-l.Wn (2^)} 
> n u n |-ry2„_i,V2„ \X) > -»lttn,»2n+l (^ ) ) ^Vin-UVin \^) > -^ ¥271,1/211+1 
> m i n | . ry2t , - l ,y2n ( ^ ) > •*'w2n,y2n+l V^J ' "''Wn.Ittn+l 
As A-norm is continuous, letting g —• 1 we get 
= min {Fj^ „_i,y2„ (a:), F»2„.y2n+i (^)} > 
implying thereby Fj,2„,j;2„+i {kx) >niin{Fj;2„-i,wn (a^ ) ,-^ y2n,»2n+i (2;)} • 
Similarly, one can show that •Pi/2„4.i,y2„+2 i^'^) — m '^^  |-^ i/2n,y2n+i (^) 1 y^2n+i,y2n+2 
(x)}. There-
fore, for all n even or odd we have 
Fvn,vn+i ( M > min {FI,„_,,„ (X) ,FJ,„,J,„^, (X)} . 
Which in turn yields 
^yn,y„+i i^) > min {FJ,„_,.„ (A;- 'X) ,FJ,„.J,„^, (^~'^)} • 
By repeated appUcation of above inequality, one gets 
Fy„.„„^, (x) > min { F , „ _ , „ (fc-^x) , F , „ , , „ ^ , ( A ; — X ) } . 
Since Fy„,y„^j (A;~'"x) ^ 1 as m -^ 00, it follows that 
Fy„.v„+, {kx) > F„„_,.„ (x) V n G iV and V X > 0. 
Therefore, by Lenuna 4.3.9, {y„} is a Cauchy sequence in X which is due to completeness 
of X, converges in X, i.e. {y„} —> 2 G X. Consequently its subsequences also converge 
as follows: 
{Mx2„+i} -^ ^ and {5rx2„+i} -^ z, (4.3.11.1) 
{Lx2„} -^ z and {i4Bx2„} -> z. (4.3.11.2) 
If AB is continuous, then (AB)^ X2n -^ ABz and {AB) Lx^n -* ABz. As (L, AB) is 
compatible, we have L {AB) X2n ^  ABz. Now setting firstly p = >lBx2n, g = a;2n+i with 
/3 = 1 in condition (w), we get 
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FABX2n,MX2n+l ( ^ ^ ) > n i i n { FABABx2r.,LABX2„ {^) ^ FsTx2n+l,MXin+l (X) , FsTx2u+uLABX2n i^) ) 
•^ABABl2n,Ml2n+l ( ^ ) ) FABABx2n,STx2n+l 
which on letting n—*oo reduces to 
FABZ,Z {kx) > min {FABZ,ABZ i^), i^ z.z {x), F^^ABZ {X) , FABZ,Z {X) , FABZ,Z [X)} , 
implying thereby FABZ,Z (kx) > FABZ,Z {X) . Therefore, by Lemma 4.3.10, we get 
ABz = z. (4.3.11.3) 
Now setting secondly p = z,q = X2n+i with ;9 = 1 in condition (v), we get 
FLz,Mx2n+i (kx) > imn{FABz,Lz (x) , FsTx2n+lMx2n+i (^) ' FsTx2n+uLz (x) , 
FABz,MX2n+l i^) > FABz,STX2n+l ( ^ ) } > 
which on letting n —• oo, reduces to 
FLZ,Z (kx) > min {F^^LZ (X) , F ,^^  {x), F^,i^ (x), FLZ,Z (X) , FL^^^ (X)} , 
yielding thereby Lz = z. Therefore ABz = Lz = z. 
Thirdly, setting p = Bz, q = X2„+i with /? = 1 in condition (u), we get 
FLBz,Mx2n+l [kx] > mm{FABBz,LBz (x) , FsTx2n+uMx2n+l (x) > FsTx2n+i,LBz (x) , 
FABBz,Mx2n+i {x), FABBZ ,STx2n+l 
As BL = LB, AB = BA, so we have L (Bz) = B (Lz) = Bz and AB (Bz) = B (ABz) = 
Bz. Letting n —> oo, we get 
FBZ,Z {kx) > min {FBZ,BZ {X) , F ,^^  (x), F^^BZ (X) , FBZ,Z {X) , FBZ,Z (X)} , 
i.e. FBZ,Z {kx) > FBZ,Z (X) ; which gives Bz = z and ABz = z impUes Az = z. Therefore 
Az = Bz = Lz = z. (4.3.11.4) 
As L {X) C ST {X), there exists v e X such that z == Lz = STv. Setting p = X2n, q = v 
with /? = 1 in condition {v), we get 
FLx2n,Mv (kx) > min {FABI2„,Z,X2„ (X) , FsTv,Mt> {x), FSTV,LX2„ {X) , 
FABx2n,Mv {X) . FABx2n,STv (x)}. 
Now, letting n —» oo and using equation (4.3.11.2), we get 
Fz,Mv (kx) > min {F^,^ (x), F^,M« (X) , F^,, (x), F^,MZ (a^), F .^z (a )^} > F;r,Mv (x). 
Therefore by Lemma 4.3.10, Mv = z. Hence, STv = z = Mv. As {M,ST) is weakly 
compatible, we have STMv = MSTv. Thus, 5 r z = Mz. 
75 
In order to prove that Mz = z, we set p = xan, q = z with /5 = 1 in condition (u), we get 
FABx2n,M' (^) ' FABx2n,STz (x)}. 
Now, letting n —> oo and using equation (4.3.11.1), we get 
Fz,Mz {kx) > min {F^.^ {x), FMZ,MZ {X) , FMZ,Z {X) , F^^MZ {X) , F^^MZ {X)] , 
i-e. Fj.Mz {kx) > F^^Mz {x), implying thereby z = Mz. 
For proving Tz = z, we set p = x^m q = Tz with /5 = 1 in condition (v), we get 
FixinMTz [kx) > min {FABX2„,LI2„ i^). FSTTZ,MTZ {X) , FSTTZM^U {^) > 
- P A B I 2 „ , M T 2 (a;) , FABx2n,STTz {x)}. 
Making use of MT = TM and ST = TS we have MTz = TMz = Tz and ST{Tz) = 
T{STz) = Tz. 
and letting n —» oo, we get 
Fz.Tz {kx) > min {F^^^ (x), FTZ,TZ {X) , FTZ,Z {X) , F^^TZ {X) , F^j^ (x)} . 
Which in view of Lemma 4.3.10, yields Tz = z. 
As STz = Tz = z impUes Sz = z, therefore 
Sz = Tz = Mz = z. (4.3.11.5) 
Combining (4.3.11.4) and (4.3.11.5), we get Az = Bz = Lz ^ Mz = Tz = Sz = z. 
Hence, the six self maps have a common fixed point in this case. 
In case L is continuous. L^X2„ -+ Lz and L {ABx2n) —>• Lz. As (L, AB) is compatible, 
we have {AB) Lx2„ —> Lz. 
By setting p = Lx2n,q = a^ sn+i with /3 = 1 in condition (w), we get 
•pLLi2n,Mx2„+i (fca;) > min{FABLi2n,Li-i2n (a;), FsTx2u+i,Mx2n+i {^) > •^ srx2n+i,LLi2„ (2;). 
^y4Bix2n,A/X2„+l 
( X ) 
> '^/lBiX2„,5rX2n+l 
which on letting n -^ 00 reduces 
FLZ,Z {kx) > min {FU,LZ {x), F,,, (x), F,,^, (x), Fu,z {x), FLZ,Z {X)} , 
yielding thereby Lz = z. 
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As M{X) C AB (X) there exists w e X such that z = Mz = ABw. Setting p = w,q = 
X2n+i with /3 = 1 in condition (v), we get 
FLw,M^2n+l i^^) ^ ^ ^ {FABW,LW {X) , FsTx2n+uMX2n+i i^) , FsTX2n+uLw (X) , 
FABw,MX2n+l (^) 1 FABw,STX2n+l i^)}-
which on letting n —> oo reduces to 
FLW,Z {kx) > min {F^,LW {X) , F ,^^  (a;), F ,^x,«, (x), F,,^ (x), F,,^ (x)} , 
i.e. Fjr,u,,2 (fcx) > Fz^Lyj (x), which gives Lw = z. As (L, AB) is weakly compatible, we 
have Lz = ABz which together with Bz = z gives that Az = Bz = Lz = z and we find 
that z is the conunon fixed point of the six maps in this case also. 
To prove the uniqueness, let u be another common fixed point of A, B, L, M, S and T, 
then 
Au = Bu = Lu = Su = Tu = Mu = u. 
Putting p = z,q = u with /5 = 1 in condition (u), we get 
FL«,MU {kx) > min {FABZ,LZ {X) , FSTU,MU (X) , FSTU,LZ (X) , FABZM^ {X) , FABZ,STU {X)} , 
i.e. Fg^u {kx) > Fz,u {x), which gives z = u. Therefore, z is a unique common fixed point 
of A, B, L, M, S and T. This completes the proof. 
i5(»~»* )f] 
*^' ^^i? 
'^ - ^ v ; r - - • ' ' - , ^ -
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