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Abstract 
This thesis is broken into three parts, examining three distinct hazards that often accompany 
severe thunderstorms: extreme precipitation, severe hail, and tornados. First, observational data 
and an ensemble of climate change model experiments (from the Coupled Model 
Intercomparison Project Phase 5 (CMIP5)) are used to examine past and potential future seasonal 
changes in extreme precipitation event frequency over the United States. Using the extreme 
precipitation index as a metric for extreme precipitation event frequency change, we find key 
differences between models and observations. In particular, the CMIP5 models tend to 
overestimate the number of spring events and underestimate the number of summer events. This 
seasonal shift in the models is amplified in projections. These results provide a basis for 
evaluating climate model skill in simulating observed seasonality and changes in regional 
extreme precipitation. Additionally, we highlight key sources of variability and uncertainty that 
can potentially inform regional impact analyses and adaptation planning. 
Severe hail, another impactful hazard associated with severe storms, is also investigated. A 
radar-based hail climatology, with superior coverage and resolution, is possible using the Next-
Generation Weather Radar (NEXRAD) reanalysis through the application of multi-radar 
multisensory (MRMS) algorithms, such as Maximum Expected Size of Hail (MESH). Using 12-
years of MESH data we define a “severe hail outbreak day” and analyze characteristics of the 
severe hail and severe hail outbreak dataset, including an analysis of hail swaths. When 
comparing severe hail days in MESH to reports, we find a linear relationship between MESH 
and reports. Several case studies are also included to highlight the utility of MESH when 
studying outbreaks of severe hail, specifically regarding outbreak events that occur in 
lowpopulation areas. We find that severe hail days decrease while severe hail outbreak days 
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increase over the 12-years examined. The increase in outbreaks is happening primarily in the 
month of June, where the number of severe hail days stays fairly constant over the 12-years. This 
suggests that the increase in outbreaks is mainly taking place on days when severe hail already 
occurs. When examining hail swath characteristics we found that there are a greater number of 
hail swaths, with a Major-Axis-Length (MAL) of at least 15km, on outbreak versus non-outbreak 
days. Additionally, hail swaths with the largest MALs occur on outbreak days.  
Lastly, the frequency and spatial extent of environments supportive of tornado and severe hail 
outbreak days, utilizing reanalysis data, are investigated over a 38-year historical period. A better 
understanding of the meteorological reason for observed trends in severe weather events is 
provided. The MESH-based severe hail dataset and tornado reports from the Storm Prediction 
Center storm reports database are considered ground truth. Composite parameters and thresholds, 
from the North American Regional Reanalysis (NARR), signifying outbreak environments are 
then determined. Severe hail and tornado outbreak days and areal extent of supportive 
environments are assessed. Specifically, the changing nature of tornado outbreaks is addressed 
utilizing these environmental parameters. The existence of long term trends in severe hail and 
tornado outbreaks, independent of reporting biases are identified. A long-term (1980-2015), 
statistically significant, positive trend in environments favoring severe hail and tornado outbreak 
days is found. This suggests that the recent short-term, positive trend in MESH based severe hail 
outbreak days extends further back in time. Additionally the yearly total outbreak days are 
positively correlated with the yearly median outbreak area. This correlation is statistically 
significant and supports our hypothesis that the increase in days supportive of outbreaks 
coincides with increases in the areal extent of outbreak environments. The variability of tornado 
outbreak days is also found to be increasing with time, supporting prior studies utilizing reports.
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Chapter 1: Investigating severe weather under a changing climate 
Extreme weather events have catastrophic impacts on agriculture, life, and property. Policy 
makers and the general public require an increased understanding of trends in the frequency, 
strength and spatial extent of such events to make informed decisions regarding future 
adaptations and safety precautions. Smith and Katz (2011) report an increase in the number 
extreme weather disasters that result in over 1 billion dollars in damages between 1980 and 2011. 
Annual aggregate losses, due largely to a statistically significant 5% increase per year in the 
frequency of billion-dollar events, were also found to increase. Severe local storms (including 
tornadoes and hail) rank third among these events, at about 94 billion dollars, while non-tropical 
flooding ranks fourth at about 85 billion dollars. Event frequency for severe local storms ranks 
first at 32.3%, and both frequency and loss estimates increased the most over the later part of the 
period (Smith and Katz 2011). Though studies vary in their definitions of extreme precipitation 
events, many agree that such events are increasing (and projected to continue to increase) in 
frequency and intensity over the United States (Karl et al. 1996; Karl and Knight 1998; 
Groisman et al. 2004, 2005, 2012; Kunkel et al. 1999, 2003, 2007, 2013; Karl et al. 2009; 
Alexander et al. 2006; Min et al., 2011; Janssen et al. 2014). Recent reports also project increases 
in environments supportive of severe thunderstorms, due to anthropogenic climate change (Trapp 
et al., 2007, 2009; Marsh et al., 2007; Seeley and Romp 2015; Diffenbaugh et al., 2013). This 
thesis aims to advance the understanding of impacts of climate change on seasonal extreme 
precipitation, and hazards that commonly occur during severe storms. Specifically, three hazards 
generally associated with severe thunderstorms are analyzed: extreme precipitation, severe hail, 
and tornadoes.
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Changes in seasonal precipitation in the United States during the growing season may negatively 
impact crop growth. Although some crops in certain regions may benefit from the combined 
effects of an increase in temperature and precipitation extremes, most are expected to experience 
a decline in production by the end of the 21st century (IPCC AR5 WG2 Chapter 26). Thus, 
understanding historical and future trends in seasonal extreme precipitation is very important for 
future adaptation planning. Using the Extreme Precipitation Index (EPI) (Kunkel et al. 1999, 
2003, 2007; Janssen et al. 2014), the seasonality of extreme precipitation event frequency is 
analyzed to detect trends in seasonal contributions to the annual total. Tests for accuracy in the 
seasonality of the EPI in historical global climate model (GCM) output are conducted, providing 
a basis for the level of confidence to be applied to seasonal projections of the EPI.  
Studies of hail over the United States rely primarily on storm reports from national databases, 
which have a host of well documented biases, specifically regarding changes in population 
density and reporting methods (Changnon, 1977; Changnon, 1999; Changnon and Changnon, 
2000; Changnon, 2008; Changnon et al., 2009; Kelly et al., 1985; Schaefer and Edwards, 1999; 
Schaefer et al., 2004; Doswell et al., 2005; Allen and Tippett, 2015). A multi-radar, multi-
sensory algorithm based data set, from 2000-2011, of severe hail events in the United States is 
developed using the pre-calculated variable Maximum Expected Size of Hail (MESH) (Witt et 
al. 1998). While radar-based severe hail proxies do have limitations, they also have several 
advantages, including the elimination of many biases resulting from public reports. A definition 
of a severe hail outbreak, based on MESH, is provided and it is highlighted how this data can be 
used to study such events, over the United States, in contrast to report-based methods. The 
characteristics of severe hail and severe hail outbreak day frequency and spatial extent are 
analyzed. An examination of hail swath characteristics is also provided. This study produces a 
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more spatially, and temporally coherent record of severe hail and severe hail outbreak days over 
the United States than reports. Such a data set is valuable for future studies that attempt to 
analyze longer-term characteristics of severe hail. 
Finally, an analysis of environments supportive of severe hail and tornado outbreaks over the 
United States is conducted. The MESH-based severe hail data set and tornado reports from the 
Storm Prediction Center storm reports database are considered ground truth. Composite 
parameters and thresholds, from the North American Regional Reanalysis (NARR), signifying 
outbreak environments are then determined. The frequency of severe hail and tornado outbreak 
days and areal extent of supportive environments are assessed. Specifically, the changing nature 
of tornado outbreaks outlined by Brooks et al. (2014) and Tippet et al. (2016) is investigated 
utilizing these environmental parameters. This study advances the science by accomplishing 
several goals. First, long term trends in severe hail and tornado outbreaks, independent of 
reporting biases, are verified. Second, it provides a better understanding of the atmospheric 
forcing of tornado and severe hail outbreaks, which are shown to be increasing in frequency and 
spatial extent. Finally, a base methodology is provided for studying severe weather outbreaks, 
applicable to Global Climate Models (GCMs). 
This thesis provides new and valuable insight into climate scale trends of severe weather in the 
United States. Chapter 2 provides a comprehensive analysis of GCM ability to simulate the 
seasonality of extreme precipitation events over the United States, an aspect previously missing 
from the literature. The ability of GCMs to capture the observed seasonality of extreme 
precipitation event and trends in frequency is evaluated and projections of future seasonal 
extreme precipitation event frequency over the United States are analyzed. Chapter 3 
demonstrates the utility of MESH, a variable derived from multi-radar composites of Next-
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Generation Weather Radar data, for studying the frequency and spatial characteristics of severe 
hail and severe hail outbreaks. Background on hail climatology efforts in the U.S. is provided, 
along with an explanation of the innovative MESH data set development, quality control, and 
methodology. Severe hail days and outbreak days and hail swaths are defined in terms of MESH. 
Frequency and characteristics of severe hail outbreaks and severe hail swaths are analyzed with a 
spatiotemporal resolution not previously possible when studying severe hail over the United 
States. Current literature documents increases in the frequency of tornado and severe hail 
outbreaks (Brooks et al. 2014; Tippet et al. (2016); Schlie et al. 2017), but insight into potential 
changes in the atmospheric forcing leading to such events has not been thoroughly investigated. 
Chapter 4 utilizes the NARR to explore spatiotemporal changes to the atmospheric forcing 
leading to tornado and severe hail outbreaks and develops a methodology to investigate severe 
hail and tornado outbreaks, applicable to GCMs. Increased frequency of environments 
supportive of outbreaks and a relationship between yearly outbreak days and spatial extent of 
outbreak environments are discovered. Finally, Chapter 5 provides a summary of the most 
compelling results from each project and potential future projects that build upon the results of 
this dissertation. 
 
 
 
 
 Janssen, E. R. L. Sriver, D. J. Wuebbles, K. E. Kunkel (2016), Seasonal and regional variations in extreme precipitation 
event frequency using CMIP5, Geo. Res. Letters, 43(10), 5385-5393, DOI:10.1002/2016GL069151 
Copyright owner has provided permission to reprint. 
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Chapter 2: Seasonal and regional variations in extreme precipitation event 
frequency using CMIP5 
2.1. Introduction 
Numerous studies show statistically significant increases in frequency and intensity of extreme 
precipitation over much of the United States (Karl et al., 1996; Karl and Knight, 1998; Groisman 
et al., 2004, 2005, 2012; Kunkel et al., 1999, 2003, 2007, 2013; Karl et al., 2009; Alexander et 
al., 2006; Min et al., 2011; Janssen et al., 2014) and the rest of the world (Lehmann et al., 2015; 
Donat et al., 2016). Climate model projections point to continued future increases in extreme 
precipitation events over the United States, including areas where mean precipitation is expected 
to decrease (Wehner, 2012; Kunkel et al., 2013; Wuebbles et al., 2013; Janssen et al., 2014). The 
physical cause of these increases in extreme precipitation is due to increases in saturation vapor 
pressure. The maximum amount of water in vapor form is governed by the Clausius-Clapeyron 
equation which calls for a 7% change per degree Kelvin of temperature change (Trenberth et al., 
2003). Atmospheric water content should increase accordingly, allowing for heavier precipitation 
events. However, the rate of precipitation increase over land is not expected to be as large as 
increases over the oceans. (Allen and Ingram, 2002; Wentz and Schabel, 2000; Trenberth et al., 
2003; Pall et al., 2007; Santer et al., 2007; Willett et al., 2007; Min et al., 2011).  
The extreme precipitation index (EPI) (Kunkel et al., 1999, 2003, 2007; Janssen et al., 2014) is 
an empirical indicator which measures the frequency of extreme precipitation events for a given 
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duration and expected return interval. The EPI shows an annual increase over many regions of 
the United States historically (1901–2012) and for projections (2006–2100) using the 
Representative Concentration Pathway (RCP) 4.5 and 8.5 scenarios. Observational trends are 
captured by simulations from phase 5 of the Coupled Model Intercomparison Project (CMIP5); 
however, the simulated magnitude of events in the CMIP5 models tends to be smaller than 
observed (Janssen et al., 2014). Kunkel et al., (2012a, 2012b) provide a historical analysis of the 
meteorology associated with observed station extreme events (1908–2009). They isolate distinct 
meteorological phenomena over the United States and the (temporal or spatial) trends associated 
with observed events. It is found that the frequency of events near frontal boundaries associated 
with extratropical cyclones are increasing; they did not determine whether this was due to overall 
changes in frontal climatology or changes in the efficiency of extreme event production from 
fronts.  
Wehner (2012) analyzes simulations of seasonal daily extreme precipitation over the contiguous 
United States (CONUS) through a comparison of eight North American Regional Climate 
Change Assessment Program (NARCCAP) models to two gridded observational data sets. Using 
several metrics measuring model performance, the study shows that NARCCAP models vary 
significantly in their ability to simulate observed precipitation extremes. While this study has 
advantages in that it uses higher resolution regional models, it is limited by the relatively low 
number of models and ensembles used compared to that of the suite of models from the ﬁfth 
installment of the Coupled Model Intercomparison Project (CMIP5). Wehner (2012) shows 
projections with statistically signiﬁcant increases in mean precipitation for the upper United 
States during winter and decreases in the west during summer and southwest in the spring. 
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However, correlations between seasonal mean and extreme precipitation decreases with rarity of 
events, thus the same skill found for mean precipitation cannot be carried over to extremes. 
While the aforementioned studies investigate aspects of extreme precipitation, there remains a 
need for a comprehensive understanding of the ability of global climate model (GCM) 
simulations, using a larger number of ensembles, to capture observed seasonality of extreme 
precipitation. Here we build on previous research efforts analyzing extreme precipitation by 
addressing three key questions: (1) Do CMIP5 models capture observed seasonality of extreme 
precipitation? (2) Do CMIP models capture observed trends in seasonal extreme precipitation 
event frequency? (3) What do the CMIP5 GCMs project for future seasonal extreme 
precipitation frequency? This study provides a regional analysis of observed trends and 
seasonality of extreme precipitation frequency over the United States from 1901 to 2014 using 
the EPI. We assess the ability of GCMs to simulate the seasonality of the EPI using the entire 
suite of CMIP5 models. Additionally we explore the ability of CMIP5 models to capture 
observed natural variability of the EPI. Trends in projections of seasonal extreme precipitation 
event frequency over the contiguous United States (CONUS) are also investigated using the 
RCP 8.5 for the suite of CMIP5 models. 
2.2. Data 
Observed daily precipitation data are from the U.S. Cooperative Observer Network, as included 
in the Global Historical Climate Network-Daily data set from the National Climatic Data Center. 
The data are updated from Janssen et al. (2014) and now run from 1901 to 2014 with an 
additional 40 stations for a total of 766 stations over CONUS. When used for comparison with 
historical CMIP5 model simulations, the observational time period used is 1901–2005 due to 
model simulations ending in 2005. The data are quality control tested and corrected by Kunkel et 
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al. (2005); they identiﬁed one major issue which is a shift from predominantly afternoon 
observations in the early part of the record to mainly morning observations in the more recent 
record but this is not known to cause biases in the extremes of precipitation. Precipitation data 
used in this study are composed of liquid or liquid water equivalent precipitation. While prior 
studies show that about 2% of extreme precipitation events are considered either partial or 
complete snowfall (Kunkel et al., 2012a, 2012b), we do not differentiate between snow and rain 
events in this analysis. 
We use a total of 27 different models for the hindcast analysis and 21 different models for the 
projections (Taylor et al., 2009, 2012). One drawback in using CMIP5 model output is the 
mismatch between the historical modeled hindcast record (1901–2005) and the observations 
time range (1901–2014). Projections are forced by the RCP 8.5 scenario for the time range of 
2006–2100. Each RCP scenario makes different assumptions for greenhouse gas concentrations 
and other factors which affect the Earth’s climate system. Extensive details on the RCPs can be 
found in Moss et al. (2010) and Van Vuuren et al. (2011). Here we utilize RCP 8.5 which 
serves as high and emission scenario. 
We present intermodel comparisons in which we analyze a combination of single simulations 
from each different model (totaling 27 simulations for hindcasts and 21 for projections) as well 
as all available ensemble members for all models (totaling 94 simulations for hindcasts and 51 
simulations for projections). The models used in this analysis are referenced in the supporting 
information. 
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2.3. Methodology 
The EPI utilizes station speciﬁc thresholds rather than predetermined threshold amounts which 
results in equal weighting of stations regardless of their extreme precipitation climatology. We 
examine events of a 2 day duration exceeding a station-speciﬁc threshold for a 5 year return 
interval. Larger return intervals show similar results annually (Janssen et al., 2014). A station is 
considered usable when at least 90% of the daily data is available in a time series. Any given 
year in a station time series is used only if at least 300 days of data are available (Janssen et al., 
2014). All 766 stations are available after this process. It should be noted that with a 1° grid 
spacing, and only 766 reporting stations, some grid cells will have zero reporting stations. This 
occurs most frequently in the western U.S. For the seasonal analysis, every season is required to 
have at least 75 days of usable data. It is unusual for these criteria to not be met. For example, 
when considering the CONUS, from 1901 to 2005, events that meet the criteria for winter spring 
and fall all equal or round to 100%. For summer, 97.2% of the events meet the criteria. If these 
conditions are not met, the year, season, and/or station are ignored in the analysis. Seasons are 
deﬁned as follows: winter (December-January-February), spring (March-April-May), summer 
(June-July-August), and fall (September-October-November). For any given winter, the 
December from the previous year is used. For regional and national analyses, station event time 
series are averaged for 1° latitude × 1° longitude grid cells. 
Stations are initially split into regions via state identiﬁers. The number of events per station is 
found as follows: First the number of events (N) is calculated by taking the length of the time 
series in years and dividing by the average return period (i.e., 5 years). For any given station, 
the largest magnitude event in the time series is counted or “ﬂagged” and both year and season 
of occurrence are recorded. The event is ranked as the largest, and those days are subsequently 
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removed from the time series. Then, the next largest event is ﬂagged, year and season recorded, 
and again removed. This continues in an iterative fashion until N events have been ﬂagged, 
counted, and removed from the time series. Annual and seasonal time series of the frequency of 
extreme precipitation events are constructed as counts of these N events by year. These counts, 
split up by season, are averaged over all the stations contained in each grid cell giving the 
average time series for each grid cell for each season. The grid cells are then averaged over 
each region and the entire CONUS for every season. This process gives the frequency of 
extreme precipitation events for each season (EPI), and adding each season gives the annual 
frequency of events. Statistical signiﬁcance (usually to the 95% conﬁdence level) is tested by 
taking a linear regression ﬁt to a Poisson’s distribution for a given time series for each region. 
For CMIP5 model simulations, the seasonal 2 day 5 year EPI is calculated in the same manner as 
observations. We apply four different ensemble averaging approaches in order to assess the 
robustness of the results. In the main text, we highlight the results using multimodel ensemble 
means that include all available simulations. In the supporting information, we include additional 
results based on the multimodel ensemble mean using a single simulation from all available 
models. We also repeat these analyses using the ensemble median based on both single-member 
and multimember ensemble approaches described above (see sup- porting information for more 
details). Because CMIP5 simulations end in 2005, observation-based EPI is recalculated for 
1901–2005 to compare model simulations. 
RCP-forced CMIP5 projections are analyzed for each season using RCP 8.5. This index follows 
a slightly different procedure than the historical EPI calculation. The top N events from 2006 to 
2100 are found for a 2 day 5 year return based on thresholds determined using the historical 
simulations. For each historical model EPI time series, the smallest Nth event found for each 
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grid cell is set as the threshold amount for the corresponding model and ensemble. Then the top 
N events that fall above that threshold for each time series are found in the same iterative 
manner used previously for each ensemble. The season and year of occurrence are recorded to 
ﬁnd the seasonal EPI for projections. The regional EPI is calculated for each simulation by 
averaging over grid cells. The ensemble mean is then found across all simulations. For the 
supporting information, the methods match those of the historical simulations. 
The ratio of the seasonal to annual EPI is used to examine seasonality for each region and the 
CONUS for historical models, observations, and projections. For observations, the EPI was 
recalculated for the time period of 1901–2005 in order to compare to models. Two methods 
comparing models to observations are used. The ﬁrst method involves averaging over each 
regional time series of the EPI for each season and the annual. Then we calculate the fractional 
contribution to the annual for models and observations. This process is repeated using the other 
three techniques outlined (see supporting information). The second method consists of ﬁnding 
correlation coefﬁcients between model median time series and observational time series. First, 
the fractional contribution of seasonal to annual, for each year, is calculated for the entire time 
series of 1901–2005. Then correlation coefﬁcients are calculated, comparing observations to 
model mean fractions. Through the use of these two methods we assess the ability of CMIP5 
simulations to capture observed seasonality in the EPI. 
2.4. Results and Discussion 
Examining overall seasonal contribution to the annual, Figure 2.1 shows the average fractional 
EPI contribution to the annual for each season regionally. Summer provides the highest 
contribution to annual EPI for the central and northeastern regions of the United States. During 
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the fall, we see moderate contributions in all regions. Winter is the smallest for all regions aside 
from the west with a maximum contribution in the northwest over all seasons. 
 
Figure 2.1 Observation-based, fractional contribution of average seasonal EPI to the average annual EPI for the 
time period of 1901–2005. Numbers are the average fractional contribution and correspond to color of respective 
regions. 
 
We analyze seasonal extreme precipitation event frequency trends using the EPI from 1901 to 
2014 (see supporting information). We ﬁnd that midwestern summer dominates the contribution 
to the annual for the EPI with a slight increasing trend overall. During the fall, there is a recent 
increase in contribution to annual in the eastern United States, especially the southeast. Winter 
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provides a large contribution in the west, particularly the northwest. This is expected, as the 
western United States receives the bulk of their precipitation during the winter (Higgins et al., 
2000 and Kunkel et al., 2012a, 2012b). We ﬁnd that none of the seasonal trends are statistically 
signiﬁcant for any region using a Poisson’s distribution signiﬁcance test. However, when 
examined by grid point, many locations show statistically signiﬁcant trends to the 95th percent 
conﬁdence interval for seasonal EPI, tested by taking a linear regression ﬁt to a Poisson’s 
distribution. 
Seasonal EPI simulations show a smaller magnitude compared to observations, while still 
capturing any observed trends, similar to the annual result of Janssen et al. (2014). However, 
some regions show no observed or simulated seasonal trends at all. Figure 2.2 shows the 
fractional contribution of seasonal EPI to the annual for the mean of CMIP5 models. We see 
general agreement with observations during the winter, although models increase events in most 
regions. Shefﬁeld et al. (2013) show that during winter, several of 5 the higher-resolution 
CMIP5 models produce divergence that is too strong along the U.S. coasts and precipitation is 
overestimated by these models. Thus, this overestimation could be due to model differences in 
the underlying large-scale dynamics. 
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Figure 2.2 The model mean fractional contribution of average seasonal EPI to the average annual EPI for CMIP5 
simulations. Numbers are the average fractional contribution and correspond to color of respective regions. 
 
The largest difference between models and observations is the reduction of events in the models 
during the summer months for every region of the CONUS. The models subsequently increase 
events in the spring for all regions, except the west, indicating that the models are simulating 
more extreme precipitation events earlier in the warm season. There are several possible reasons 
for this shift in the models. Global models used in CMIP5 do not typically resolve orographic 
features such as mountain ranges, which for the central United States are an important 
contribution to the environmental conditions which produce extreme precipitation events. 
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Shefﬁeld et al. (2013) ﬁnd that even for ﬁve higher-resolution CMIP5 models, the strong 
convergence over the Rockies and Mexican Plateau is not well captured and is associated with a 
low bias in mean precipitation found for those regions. Other contributing factors could be the 
ability of the models to simulate convection and mesoscale processes associated with tropical 
cyclones and fronts. In the latter case, Kunkel et al. (2012a, 2012b) found that fronts were an 
important cause of summer heavy events, even in the southeast U.S. While we are not aware of 
studies examining summer fronts, these features may not be simulated adequately by global 
models because the gradients and associated low-level convergence are generally quite weak in 
the summer, although adequate to trigger convection in the conditionally unstable atmosphere 
typical of summer in the eastern U.S. Models tend to agree with observations in the fall with 
small differences between regions, the largest being an increase in models in the southwest. 
Figure 2.3 shows correlation coefﬁcients comparing the fractional contribution time series 
between the multi-model ensemble mean (94 total simulations from 27 different models) and 
observations for each region and season. The northwestern region shows the best agreement with 
observations, particularly in the spring and fall. The models are particularly well correlated to 
observations during the spring for the western United States. This largely matches what we see in 
the fractional contribution maps and the EPI time series. During summer, the midwest shows 
positive correlation between the models and observations; however, the average model 
contribution for summer in the midwest shows an underestimation by about 16%. This suggests 
that the models capture time series trends while failing to capture the average contribution to the 
annual for this region during the summer. This is a common occurrence for several regions 
during various seasons. 
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Figure 2.3 Correlation coefﬁcients comparing the fractional contribution of seasonal to annual EPI. The time series 
(1901–2005) are used for observational and model-based EPI. 
Projections of average seasonal contributions to annual for the EPI (2006–2100) are shown in 
Figure 2.4. The winter contribution increases for all regions compared to both historical models 
and observations. Projected changes during the fall are relatively small over all regions of the 
United States. There is a distinct shift of events from summer to spring in projections when 
compared to observations. Projections show decreases in all regions during summer and 
subsequent increases in spring for all but the western regions. Summer contributions decrease at 
least slightly for all regions when compared to historical model means. There are increases in the 
spring when compared to historical models for the North Great Plains, Midwest and northeast 
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regions, and very small increases in the west, but the CMIP5 historical simulations place more 
events in spring and less in summer compared to observations. Thus, it is important to consider 
that these projected decreases in summer and increases in spring could be a product of the 
models and not due to the underlying physics. Because of the historical shift in the models, 
projections could be amplifying any real shift from summer to spring, causing an overproduction 
of events in spring and an underproduction in summer. This result may provide important 
constraints for regional impact analyses (e.g., agriculture) that use seasonal climate information 
from CMIP5 style models. 
 
Figure 2.4 Model mean projections of the fractional contribution of average seasonal EPI to the average annual EPI 
using the RCP 8.5 scenario. Numbers are the fractional contribution and correspond to color of respective regions. 
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Internal variability represents the year-to-year “natural” variations in observed and modeled 
climate variables within the Earth’s system (Hawkins and Sutton, 2009; Flato et al., 2013; 
Collins et al., 2013; Sriver et al., 2015), which is largely ﬁltered out when averaging over 
multiple times series. Here we extend our CMIP ensemble analysis to characterize the 
representation of internal variability of EPI within different models. Figure 2.5 shows histogram 
plots of model variances of the annual EPI for each region using a single simulation for each 
model. We ﬁnd that most models tend to produce natural variability that is larger than 
observations for all regions. Large variances in the modeled annual EPI indicate that models 
cluster extreme precipitation events together while observations are smoother in time. A 
potential cause for this result is the underrepresentation of precipitation intensity in climate 
models compared to observations (Sriver et al., 2015). These results suggests that individually 
the models do a poor job capturing observed natural variability and that structural model 
differences and natural variability can both potentially inﬂuence interpretations about projected 
seasonal changes in extreme precipitation. 
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Figure 2.5 EPI variances for each CMIP5 model plotted as histograms. We calculate variance using a single 
historical simulation (1901–2005) from each different model. The bold black line represents observation-based EPI 
variance. 
 
2.5. Conclusions 
Observational EPI shows that seasonal contribution to annual is maximized in the summer for 
most regions. Historically, winter is at a minimum for most regions with the exception of the 
western United States. Historical CMIP5 simulations of seasonal contributions to the annual EPI 
show a shift of events from summer to spring for most regions when compared to observations. 
During the winter, the models capture the small contribution for most regions and the larger 
contributions for the western regions, including the southeast with a slight overproduction in 
most regions. 
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Given the bulk of extreme precipitation events have been shown to occur during the summer, the 
annual projected increase in the EPI, specifically for high emissions scenarios, were expected to 
also be projected for summer. However, a future increase in seasonal contribution of the EPI 
during winter is projected for most regions. Additionally, there is a shift in event frequency from 
summer to spring for most regions when compared to historical model and observation-based 
EPI. An increase of events during winter is not unprecedented given the warming atmosphere 
and resultant increase in saturation vapor pressure. However, it is difﬁcult to interpret the 
physical relevance of the projected seasonal shift of events from summer to spring given the 
seasonal differences in EPI between models and observations for the historical period. When 
considering single simulations from each model, we ﬁnd that most models tend to overestimate 
internal variability in EPI compared to observations. Overall the CMIP5 ensemble as a whole 
generally captures seasonal contributions to annual EPI, with several key apparent model-data 
discrepancies. Results point to EPI as a useful diagnostic for examining extreme precipitation in 
Earth system models, which can have important implications for analyzing and interpreting 
projected changes in seasonal extreme precipitation event frequency. 
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Chapter 3: A radar-based study of severe hail outbreaks over the contiguous 
United States for 2000-2011 
3.1 Introduction 
While any severe hail (diameter ≥ 0.75 inches) event can do considerable damage, “outbreak 
events”, which are generally considered to be more widespread, result in more costly damages 
than a few isolated storms producing severe hail (Hillaker and Waite, 1984). A recent study by 
Brooks et al. (2014) showed a positive trend in tornado outbreak days since the 1970’s. Given 
that the same type of storms that tend to produce strong-to-violent tornadoes, namely supercells, 
also tend to produce severe hail (Smith et al. 2012), it is reasonable to hypothesize a similar trend 
in severe hail outbreaks. If severe hail outbreaks are also increasing, policy makers, insurance 
companies, farmers, and the general public require an increased understanding of characteristics 
and changes in the frequency and spatial extent of severe hail outbreaks. This information will be 
valuable in order to make informed decisions regarding future adaptations and safety 
precautions.  
Previous studies of the characteristics and frequency of severe hail over the United States have 
utilized national report-based databases that are subject to well-documented biases (Changnon, 
1977; Changnon, 1999; Changnon and Changnon, 2000; Changnon, 2008; Changnon et al., 
2009; Kelly et al., 1985; Schaefer and Edwards, 1999; Schaefer et al., 2004; Doswell et al., 2005; 
Allen and Tippett, 2015; Blair et al., 2017). Hail size is likely underestimated, with the largest 
hailstones often going unreported, in part because eyewitness storm reports tend to be localized 
to heavily populated areas. Hail size descriptions may also be exaggerated or reported in relation 
to some object, such as a pea or baseball, which creates categories of size ranges rather than 
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direct measurements (e.g. Doswell et al., 2005; Schaefer et al., 2004; Sammler, 1993). More 
recently, reporting via mobile internet, social media, and storm chasers have exacerbated 
previously described report biases (Allen and Tippet, 2015).  
Severe studies provide methods to detect hail producing storms utilizing satellite measurements 
(Cecil et al., 2011; Ferraro et al., 2015). Methods using satellites have advantages for global hail 
detection, where reports or radar information is limited. However, the study by Cecil et al. 
(2011) presents other limitations, such as detection not being possible during the mid-afternoon 
to evening, due to the sampling times of the satellite used. Ferraro et al. (2015) provides an 
alternative to the methods of hail detection used by Cecil el al. (2011), which allows for diurnal 
sampling. However, the probability of detection for this method is around 40% compared to 
reports. 
Due to the well documented biases within storm report databases, and the spatiotemporal 
limitations of reports, severe hail outbreaks are especially challenging to identify and difficult to 
study. Spatial differences between actual events and reports can also be biased. Doswell et al. 
(2005) identified that reports are “point based” where the actual event will cover a larger area 
and for a longer time. Moreover, our review of the literature shows that there is no officially 
agreed upon definition of a “severe hail outbreak” within the scientific community. Shafer and 
Doswell (2010) developed a ranking method for all types of severe weather outbreaks from 
1960-2006. However, they did not seek to define an outbreak in terms of a particular hazard 
type, just to rank the most significant of outbreaks. An objective, automated method of analyzing 
severe hail outbreaks, based on spatially consistent data, is required to remove subjectivity and 
provide a more consistent record when determining trends and identifying other characteristics of 
severe hail outbreaks.  
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Because the type of storms (i.e., supercells) that produce large amounts of hail tend to be long 
lived, with the ability to cover a considerable area (Bunkers et al., 2006), we hypothesize that 
hail swaths on outbreak days would be longer and more frequent than those occurring on non-
outbreak days. However, given the nature of storm reporting in the United States, where reports 
are limited to single observers, little information can be obtained regarding the size or path of 
hail swaths, a term which is familiar to those in the severe weather field but does not currently 
have an officially agreed-upon definition. Basara et al. (2007) attempted to gain insight into 
multiple years (2001-2003) of hail swath data. They utilized the hail detection algorithm, 
outlined in Witt et al. (1998), and geographical information systems (GIS) tools. However, the 
study was limited to the Southern Plains of the United States, required input from storm reports 
to determine applicable hail days, and required additional manual contouring of hail swaths. No 
fully automated method of analyzing hail swaths in the United States currently exists.  
Herein we show that multi-radar composites of Next-Generation Weather Radar (NEXRAD) 
data can be used to obtain spatial characteristics and short-term trends of severe hail and severe 
hail outbreaks over the United States. Our basic approach builds on that of Cintineo et al. (2012), 
who used the Multiyear Reanalysis of Remotely Sensed Storms dataset, and multi-radar multi-
sensor (MRMS) algorithms, such as maximum expected size of hail (MESH) (Witt et al., 1998), 
to examine the presence and severity of hail over a 42-month period. The use of MRMS data 
helps to mitigate single radar issues such as the “cone-of-silence”, beam broadening at far 
ranges, and terrain blockage (Cintineo et al., 2012; Smith et al., 2016). While MESH was not 
found to be an effective direct predictor of the maximum size of hail, it was found to be a useful 
tool to verify the presence of severe hail. It also provides better spatial and temporal coverage 
than reports and less human effort to gain such advantages. Nisi et al. (2016) also demonstrated 
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the usefulness of radar-based hail proxies, such as Maximum Expected Severe Hail Size 
(MESHS) and Probability of Hail, using damage reports from insurance companies for 
verification. The variable MESHS differs slightly from that used in Cintineo et al. (2012) as the 
echo top height at 50 dBZ and the freezing level height are used, rather than the entire 
reflectivity profile. Based on the verification performed by Cintineo et al. (2012), utilizing the 
Severe Hazards Analysis and Verification Experiment (Ortega et al., 2009), MESH is shown as a 
useful option when studying historical severe hail events, specifically outbreaks.  
The main objectives of this study are as follows: 1) create a 12-year severe hail dataset, using the 
hail proxy MESH, with fully automated quality control; 2) define and analyze severe hail days 
and severe hail outbreak days using the 12-year MESH dataset; 3) define a hail swath and 
analyze hail swath characteristics on both outbreak and non-outbreak days. Section 2 outlines 
data and methods used, including the implementation of automated quality control. Section 3 
covers the definition of a severe hail outbreak and outlines several case studies that highlight the 
utility of the MESH dataset. Section 4 defines a hail swath. Section 5 provides analysis of 
outbreak days in terms of MESH and subsequent hail swath characteristics. Section 6 
summarizes the findings and resulting conclusions.  
3.2 Data and Methods 
Data used in this study are from NOAA’s NEXRAD reanalysis for the time period 2000-2011. 
While Cintineo et al. (2012) analyzed 42-months of MESH data, focusing mainly on showing the 
successful utility of MESH as a verification tool, this is the first study to analyze severe hail 
outbreaks. We utilize a much longer period of data, 12-years of the MRMS hail proxy data. Two 
variables are employed from this data set: MESH and Composite Reflectivity (CREF). CREF is 
the maximum radar reflectivity in the column. MESH is derived from a thermally weighted 
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vertical integration of radar reflectivity from the melting level to the storm top (see Witt et al. 
1998). Both variables use multiradar data that have been interpolated from the native radar-based 
(spherical) coordinate system to a uniform 0.01 x 0.01-degree latitude/longitude grid at 5-minute 
time intervals. Hail reports, utilized to further highlight the utility of MESH, are taken from the 
National Oceanic and Atmospheric Administration/National Climatic Data Center 
(NOAA/NCDC) Storm Events database. All daily data covers a period from 12 UTC to 12 UTC.  
At each 5-min interval and for each grid point within our contiguous United States domain, we 
consider a point to be experiencing severe hail when MESH is at least 29 mm but less than 100 
mm. Our minimum threshold is based on Cintineo et al. (2012), who found that MESH values ≥ 
21 mm correspond best to “any hail”, and that MESH values ≥ 29 mm correspond best to “severe 
hail” based on reports. To remove unrealistically high hail estimates, we set a maximum 
threshold of MESH < 100 mm. The sum of all occurrences (even if one grid point is “activated” 
more than once) of severe hail over our domain, for a given time period, is referred to as MESH 
counts. Additionally, we record the number of unique points with at least one MESH-based 
indication of severe hail for each day, referred to as “MESH area.” This provides an estimate of 
the areal extent of severe hail over the time period. 
While there are basic quality control measures in place during the generation of the MESH 
product (Lakshmanan et al., 2006, 2007a, 2007b, 2010), some erroneous hail signatures still 
appear in the data (Figure 3.1). Such signals are typically short-lived and appear for less than a 
day. Some of these MESH error signatures correspond to unrealistically high composite 
reflectivity values, not surprising as both are radar-reflectivity-based products. By setting a 
maximum composite reflectivity (CREF) threshold of 80 dBZ, we are able to remove a large 
number of these errors while still retaining severe hail signatures. A point is removed from our 
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study for the day if CREF exceeds this threshold, as well as 40 points in each direction, in order 
to fully remove large error signatures, possibly resulting from a malfunctioning radar. Through 
testing it was determined that removing 40 points, in any direction, of an erroneous data point, 
removed entire error signals on that large of a scale.  
 
Figure 3.1 A composite of all MESH counts for 2005 with no additional quality control. Red boxes highlight the 
regions where erroneous MESH signatures appear. 
 
However, very apparent errors still remained in the MESH dataset, even with the CREF 
constraint applied. Numerous five-minute time periods were found to indicate unrealistically 
high MESH areas (e.g. 67000 grid points). Further investigation of several of these specific 
events suggests that severe hail indications of more than 3000 unique points for one 5-minute 
interval are erroneous. For example, if an entire radar signal were erroneously showing severe 
hail occurrences, based on the 40-point radius previously used to remove errors, 6400 unique 
points would be affected for one 5-minute period. Only two instances of 5-minute files with 
MESH areas between 2000 and 5000 happen on days with no very apparent error signature. 
Thus, five-minute periods with MESH area > 3000 grid points (52 out of over one million) were 
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removed from the dataset, 3000 grid points being chosen as a conservative threshold. Figure 3.2 
demonstrates that application of these additional quality control measures successfully removes 
apparent error signatures, while keeping real signatures intact.  
 
Figure 3.2 A composite of all MESH counts for 2005 with the additional quality control measures applied. 
 
Even with the additional quality control measures described herein, there are still several caveats 
associated with utilizing this radar based proxy. While the issue of beam broadening is 
minimized in many areas due to the use of multiple radars, there are still some areas in the U.S. 
where there is only single radar coverage. Cintineo et al. (2012) explains that an entire volume 
scan could be filled with reflectivity signifying precipitation when the resolution volume of the 
radar is large, at far distances. This would artificially enlarge an area of precipitation causing 
spatial overestimation of hail fall in MESH. Some of this can be effectively filtered out utilizing 
the quality control measures described in this section, however, it is possible for some false hail 
detection to remain. Additionally, Cintineo et al. (2012) identifies that overestimation of hail size 
is also possible in areas of single radar coverage, when beam-filling occurs for an elevated beam 
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height, filling the volume scan with high reflectivity values. Bunkers and Smith (2013) also 
suggest that an underestimation of hail size is possible if the melting level is below the scan level 
of the reflectivity. Ultimately this would result in an overall underestimation of hail size while 
overestimating the number of grid points reporting hail. Given that there is currently no real way 
to measure how extensive this bias will be and due to the limited number of areas this will occur, 
it is unknown how to properly correct for this bias, but the reader should be aware it exists. 
3.3 Defining a severe hail outbreak with MESH 
To employ MESH as a tool for identifying severe hail outbreaks, we first compare it against 
reports of severe hail. In general, when considering all severe hail, not just outbreaks, there is a 
strong relationship between the spatial extent of the MESH product and the number of storm 
reports that are received on a given day. Figure 3.3 shows the paired relationship between MESH 
area and the number of severe hail reports received for each day in the 12-year dataset on which 
there was at least one indication of severe hail in the radar-based dataset. While outliers exist due 
to reasons that we will demonstrate next, there is a clear linear relationship between these values, 
with R2 = 0.60. 
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Figure 3.3 Daily number of severe hail reports (2000-2011) and the corresponding MESH area for days when 
MESH area > 0. The blue line is a fit from a linear regression with an R2 value of 0.60. 
 
It is instructive to examine two pairs of days from the dataset to illustrate the advantage of an 
objective measure of hail occurrence and highlight examples that would largely be accepted as 
an outbreak either based on storm reports or MESH. Table 3.1 lists these event dates along with 
the associated MESH area for that day and the number of severe hail reports in the Storm Events 
Database.  
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Table 3.1 Daily MESH area and official severe hail reports for 4 case studies 
 
Figure 3.4 shows an example of two days that, according to the MESH-based analysis, were very 
similar with regard to the areal extent of hail (bottom two rows of Table 1). The 12 March 2006 
event (MESH area = 15537 grid points) occurred in the central US, and covered several large 
metropolitan areas, including Kansas City, MO. The result is a higher concentration of people 
witnessing the event and reporting it (594 reports received). In contrast, the 22 July 2011 event 
(MESH area = 15458 grid points) appears to have occurred almost entirely over rural areas, 
which we argue can explain why only 93 reports were received, nearly five times less than that 
of the 12 March case (e.g., see Trapp et al. 2006).  
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Figure 3.4 a) Severe hail reports for 12 March 2006, b) MESH occurrences for 12 March 12 2006, c) Severe hail 
reports for 22 July 22 2011, d) MESH occurrences for 22 July 22 2011. 
 
A second pair of days illustrates a similar situation (Figure 3.5, top two rows of Table 3.1). On 
both 10 April 2009 and 15 June 2009, a similar number of hail reports were received (387 and 
386, respectively). However, on the former, we find a MESH area of only 4947 grid points, a 
relatively small event. The event spanned several cities including Atlanta, GA, and major 
highways such as Interstates 20 and 85 through Georgia, resulting in a much higher number of 
reports. On the latter, a MESH area of over 23000 grid points indicates a much larger, 
widespread event. However, as before, this event occurred mostly in rural areas, resulting in a 
lower number of reports than may be expected from an event of such magnitude. In fact, the 15 
June case showed a radar-indicated hail extent substantially higher that of the 12 March case in 
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the previous pair, yet resulted in around 200 less reports. This further highlights the effect 
population density has on hail reports. 
 
Figure 3.5  As in Fig. 4, except for (a)-(b) 10 April 2009, and (c)-(d) 15 June 2009. 
 
These cases illustrate the benefits of a radar-based analysis of severe hail when studying 
outbreaks, namely, that it removes the population dependency of subjective reports and provides 
a consistent estimate of hail regardless of where it falls. Encouraged by these benefits, our next 
task is to define a severe-hail outbreak criterion using MESH. We assume that an outbreak is a 
relatively rare event, and thus quantify outbreaks using a MESH area that represents a 
comparably low occurrence frequency. Specifically, we use a MESH area threshold of 6000 grid 
points, which is the 90th percentile of the distribution of all MESH area values in the 12-year 
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period. This implicitly ensures that the outbreak event covers a large area while also producing a 
large amount of severe hail. We consider an outbreak to have a large amount of hailfall, while 
also being widespread. In testing, when increasing the threshold to about 95% (10000 grid 
points) the magnitude of outbreaks per year decreased, but nearly identical trends were found. 
Overall, no real differences were found by increasing the threshold. In section 5, we will use this 
criterion to quantify the occurrence frequency and other characteristics of severe hail outbreaks.  
3.4 Defining a hail swath with MESH 
As alluded to in section 3.1, one of our hypotheses is that severe-hail outbreaks are comprised of 
relatively long hail swaths. Note that a hail swath is generally considered to be a large area of 
relatively contiguous hail fall. Previous studies have proposed objective criteria for identifying a 
hail swath (Changnon et al., 1967; Schleusener, 1966). These studies were forced to rely on 
storm reports in the absence of a remote sensing-based method of locating hail. However, these 
contiguous areas of hail fall can be easily identified within the MESH data due to the very high 
spatial and temporal resolution, something not possible on a large scale using only reports. 
A hail swath is defined here as a contiguous area of hailfall, occurring over a 24-hour period. 
MESH data are on a 0.01-degree grid which equates to approximately 1-km spacing. Any 
reference to length or distance of hail swaths in km are approximated based on this grid spacing 
information. To identify hail swaths within the MESH data we employ an image processing 
technique, and use connected component labeling to find continuous “objects” within the daily 
severe MESH dataset. As we are concerned with storms which produce hail over a broad area, 
we consider only those objects with a major axis length (MAL) of at least 15 km. Figure 3.6 
shows an area of hail swaths plotted for an outbreak case on 18 April 2002; note that more 
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swaths occurred than are indicated in Figure 6. In section 5, we will quantify MAL along with 
several other hail swath variables, and then relate these to severe hail outbreaks.  
 
Figure 3.6 Hail swaths, with a major-axis-length ≥ 15 km, for outbreak day, 18 April 2002. Each color shade is a 
separate hail swath. 
 
3.5 Objectively defined severe hail outbreaks and hail swaths during 2000-
2011 
We consider a day to be a “severe hail day”, in terms of MESH, when MESH area ≥ 100 (i.e. 
100-km2). Applying this threshold helps to minimize any potential remaining erroneous MESH 
data. It is not logical to assume that severe hail would be isolated to one single 1-km grid point, 
for an entire day, so simply requiring MESH area to be greater than zero was not an acceptable 
threshold in this scenario. However, there is approximately an 89% chance of at least one eye-
witness severe hail report on days when MESH area ≥ 100 grid points, when considering the 
entire 12-years of data. Table 3.2 shows average severe hail days based on MESH, severe hail 
outbreak days based on MESH, and severe hail days based on SPC reports by month. There is 
very good agreement, for every month, between average severe hail days in terms of MESH area 
≥ 100 grid points and reports > 1. However, this relationship weakens as values of MESH area 
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and/or reports increase (Figure 3.3). The case studies presented in Figures 3.4 and 3.5 highlight 
potential examples of why MESH and reports might become less correlated as values increase, 
and why MESH has potential advantages over utilizing reports to study outbreak events.  
While there are at least some severe hail days per month throughout each year, in terms of both 
MESH and reports, we find that outbreaks are rare to non-existent in the fall and winter months 
(Table 3.2). The spring and summer months are the most active period for outbreaks, with over 
one third of June days indicating outbreaks.  
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Table 3.2 Average annual number of days with; severe hail based on MESH, severe hail based on reports, and 
severe hail outbreaks based on MESH (2000-2011). October and November of 2004 were omitted from the average 
due to corrupt data during that year. 
Figure 3.7 shows a time series (2000-2011) for outbreak days and all severe hail days, for the 
entire CONUS. A fairly steady, statistically significant, increase is shown across the time series 
for outbreak days with an R-value of 0.65 and a P-value of 0.022. Additionally, an apparent 
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decrease in the number of days with severe hail is shown, specifically in the last few years of the 
time series, although the trend is not statistically significant. There is a dip in severe hail days in 
2004, which is due to a lack of MESH data for October and November of that year. The data for 
those months in 2004 were corrupted and unusable. With the caveat that this is based on a 
relatively short period, these time series suggest that over the last decade, days when severe hail 
occurs are decreasing while there is an increase in the number of outbreak days. The increase in 
severe hail outbreak days is similar to the results from Brooks et al. (2014), finding a positive 
trend in tornado outbreak days. However, total number of tornado days shows no overall change, 
while severe hail days show a decrease. Finding increases in both tornado and severe hail 
outbreak days is not unexpected given the similarity in storm morphology between tornado and 
severe hail producing storms. 
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Figure 3.7 Severe hail day (top) and outbreak day (bottom) time series for the period 2000-2011. The red lines are 
linear trend lines fit to the data. P and R-values of given for each time series in red text. 
 
When we break down the same three variables from Figure 3.7 by month (Figure 3.8) we see that 
while there are a considerable number of outbreak days in May and July and a recent spike in 
April, the increase is mainly occurring in June. There is no concurrent increase in overall severe 
hail days in June; that line remains fairly constant, which is consistent with Brooks et al. (2014). 
This suggests that days that already produced severe hail are increasingly becoming outbreak 
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days. Again, it is important to remember the dip in severe hail days during October and 
November of 2004 is due to the missing MESH data from that year for those months.  
  
Figure 3.8 The blue lines (bottom lines) are outbreak days and the green lines (top lines) are severe hail days. 
Shown by month for all 12 months of the year between the years 2000-2011. 
 
We also examine outbreaks in terms of the characteristics of hail swaths that comprise them, and 
then compare these hail-swath characteristics with those occurring on non-outbreak days. Figure 
3.9 shows histograms of the number of hail swaths occurring on outbreak and non-outbreak days 
for the entire 12-year period. Hail swaths on outbreak days have a fairly Gaussian distribution 
with most days having somewhere between 20 and 35 hail swaths, with as many as 87 hail 
swaths on a single day. Days without outbreaks most frequently only contain between 0 to 5 
swaths. It is quite apparent that hail swaths with a MAL of at least 15-km are far more frequent 
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on outbreak days than on non-outbreak days when severe hail occurred. It should be noted that 
the number of hail swaths per day is somewhat dependent on the choice of the minimum MAL in 
the definition of a hail swath.  
 
Figure 3.9 a) The number of hail swaths occurring between 2000-2011 during outbreak days b) The number of hail 
swaths occurring between 2000-2011 on non-outbreak days when severe hail occurred. 
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Figure 3.10 shows that the most frequently occurring MAL of hail swaths is around 15 km, 
regardless of outbreak day status. It is somewhat expected to get the smallest allowed MAL as 
the most frequently occurring. However, MAL can reach into the 500 km to 600 km range on 
outbreak days, although those occurrences are quite rare. The more extreme MAL sizes are 
nonexistent on non-outbreak days. Based on the Figure 3.10b, an increase in the minimum MAL, 
in the definition of a hail swath, would result in fewer hail swaths per day overall, and exasperate 
the difference in magnitude of hail swaths per day between outbreak and non-outbreak days. 
Regardless of outbreak or non-outbreak day, total area of hail swaths is most often between 50 to 
100 grid points (km2).  
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Figure 3.10 a) A cumulative distribution function of the Major-axis-length of hail swaths from 2000-2011 for hail 
swaths occurring on both outbreak and non-outbreak days. b) A histogram, with a bin size of 1, showing the 
frequency of MAL of hail swaths from 2000-2011, for outbreak days and non-outbreak days. 
 
The main difference in hail swath characteristics between an outbreak day and non-outbreak day, 
where severe hail occurred, is the number of hail swaths and their MAL. Far more hail swaths 
occur on outbreak days, and the occurrence of swaths with the largest MALs is limited to 
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outbreak days. This suggests that the largest long track storms that consistently produce large 
amounts of severe hail generally occur on outbreak days, which is to be expected. 
3.6 Conclusions 
This study highlights the overall utility of a radar-based hail proxy to quantify occurrences of 
severe hail outbreaks. A 12-year (2000-2011) severe hail dataset was developed in terms of the 
Maximum Estimated Size of Hail (MESH), with automated quality control measures applied to 
eliminate erroneous severe hail signatures. Additionally, definitions were provided of a severe 
hail outbreak and hail swath in terms of MESH.  
While results show that the linear relationship between MESH area and reports weakens with 
increasing MESH area and reports, selected cases show MESH more consistently captures severe 
hail outbreaks compared to reports, regardless of the population of the region affected by an 
outbreak. Additionally, the relationship between MESH and reports, for smaller hail days, could 
potentially be utilized when interpreting severe hail reports and subsequent biases in reports.  
Based on MESH area, there is an increase in the number of severe hail outbreak days occurring 
over the CONUS, between the years 2000-2011. There is also a decrease in the annual number of 
severe hail days. This is similar to the results of Brooks et al. (2014) where an increase in 
tornado outbreaks was observed but no concurrent increase in overall tornado days was found. 
The increase in outbreaks is mainly occurring during the month of June and there is no 
concurrent increase in overall severe hail days during that month. This suggests that the added 
outbreak days are happening on days, in the warm season, where severe hail already generally 
occurred. 
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There are two main differences between outbreak days and non-outbreak days, where severe hail 
occurred, in terms of hail swath characteristics. The number of hail swaths that generally occur 
on an outbreak day is around five times larger than the number of hail swaths commonly 
occurring on non-outbreak days. Additionally, outbreak days contain the longest hail swaths, 
based on MAL, suggesting that long track, severe hail producing storms tend to favor outbreak 
days. 
Further analyses will be generated using this dataset, especially as more years of data become 
available. We are currently working on linking the MESH outbreaks to their meteorological 
environments using the North American Regional Reanalysis in order to analyze longer term 
historical trends in severe hail outbreaks.  
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Chapter 4: Historical trends of severe hail and tornadic environments over 
the United States 
4.1 Introduction 
Hazards from severe thunderstorms, specifically tornadoes and hail, result in loss of life and 
costly damages to property in the United States every year. These hazards are only amplified 
when tornadoes and hail, particularly severe (> 0.75 inches, prior to 2010) hail occur in 
“outbreaks”. Investigations into trends in outbreaks, and potential causes of such trends, is 
necessary information for forecasters, city planners, policy makers and the general public.  
Numerous ways to define an outbreak for both tornadoes and severe hail have been utilized in 
the literature (Shafer and Doswell, 2010; Doswell et al. 2006; Verbout et al. 2006; Fuhrmann et 
al. 2014). Tippett et al. (2016) defines a tornado outbreak as sequences of 6 or more tornadoes 
(E/F1 or greater) occurring in close succession. An “extreme outbreak” category as 12 or more 
E/F1+ tornadoes is also included. This study showed that frequency of tornado outbreaks in the 
U.S. is increasing and that the more extreme the outbreak, the greater the increase over time. 
Brooks et al. (2014) sets a more strict definition of a tornado outbreak as 30 or more tornadoes, 
at least E/F1 or higher, occurring on a single day. They show that the mean annual number of 
U.S. tornado reports (rated E/F1 and higher), over approximately the past 40 years, lacks a long-
term trend. However, this period is also characterized by an increase in the frequency of tornado 
outbreaks. A similar result is found by Elsner et al. (2015) who also discovered an increase in 
tornado density, where density is the number of tornadoes per area. 
It is logical to expect a similar trend in the frequency of severe hail outbreaks, given that severe 
hail events often coincide with tornado events (Brooks et al. 2003). Chapter 3 shows an increase 
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in severe hail outbreak days over approximately the last decade (2000-2011) using the entire 
available record from the radar-based hail proxy MESH. That study is limited by the number of 
years of MESH data available, implying the need for alternative means to identify robust trends 
in severe hail outbreak days. The use of environmental parameters, as computed from reanalysis 
data, could provide the longer scale time series necessary to infer the likelihood of such trends. 
While the resolution of reanalysis data is too coarse to resolve individual thunderstorms, these 
phenomena are known to be associated with specific distributions of temperature, moisture and 
wind characteristics. The idea of associating certain storm morphologies with specific 
environmental conditions, which include variables such as buoyancy and vertical wind shear 
(VWS) profiles, was explored in detail by Weisman and Klemp (1982). Specifically, three-
dimensional numerical cloud models were utilized to study the effects of various distributions of 
temperature, moisture and wind shear on storm morphology. By varying the buoyant energy and 
vertical wind profiles, over a large range of realistic values, specific storm types that occur 
naturally were successfully reproduced. By determining the magnitude of convective available 
potential energy (CAPE) and specific wind profiles that represent various storm morphologies, 
such as supercells, environmental parameters were developed (e.g. Thompson et al 2003; 2007). 
These parameters have been used to aid in prediction of specific storm morphologies prior to 
their formation and are on scales large enough to be resolved by current reanalysis products. 
Currently, severe weather forecasters utilize a refined combination of the aforementioned 
variables, in calculations of composite parameters, which highlight areas most likely to 
experience severe thunderstorms, and their associated hazards, on a given day. Areas where these 
parameters suggest the possibility of severe weather will henceforth be referred to here as 
“severe weather environments”. Other works apply similar methods to study trends in severe 
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weather environments over the U.S., both historically and in projections of future environments 
(Trapp et al., 2007, 2009; Marsh et al., 2007; Diffenbaugh et al., 2013; Seeley and Romp 2015).  
A traditional way of locally parameterizing (representing processes on scales that are too small 
or complex to be resolved explicitly) the forcing of tornadic and otherwise severe thunderstorms 
is through a combination of CAPE and VWS (Brooks et al., 2003, 2009). CAPE is a vertical 
integration of buoyant potential energy of the atmosphere, usually calculated for a single parcel, 
but used to represent a larger overall area. It is essentially a measure of atmospheric instability, 
thus making it a useful predictor of severe weather. Measures of VWS are also useful for 
prediction of severe storms. Shear contributes to updraft rotation and plays a role in determining 
updraft structure, allowing for strong storms to develop and persist. Trapp et al. (2009) 
demonstrates the connection between low-level atmospheric water vapor and low-level warming 
caused by increasing greenhouse gas concentrations. As shown by the Clausius-Clapeyron 
equation, increases in low-level temperatures result in increases of low-level moisture. This 
increase in low-level moisture can lead to enhanced buoyant energy vital to severe 
thunderstorms. Additionally, the enhanced warming at the poles, which is leading to a reduction 
in the latitudinal temperature gradient (Holland and Bitz, 2003), has implications to VWS. Using 
the thermal wind equation, it can be shown that a reduction in the pole-to-pole temperature 
gradient will result in a decrease in VWS. This reduction in VWS could result in less organized 
and less severe thunderstorms.  Using climate model output over the 21st century, the number of 
days with potential for severe thunderstorms (NDSEV) are analyzed (Brooks et al., 2003; Trapp 
et al., 2007, 2009; Marsh et al., 2007). The NDSEV variable uses CAPE and 0-6 km VWS to 
quantify the number of days where severe thunderstorm conditions occur. NDSEV = 1 when 
CAPE X S06 ≥ 10000, where S06 is the deep-layer (0-6-km altitude) wind shear. While a 
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decrease in VWS is found, increases in CAPE are shown to offset any reduction in NDSEV, and 
an overall increase in NDSEV over the 21st century is found (Trapp et al., 2009). Diffenbaugh et 
al. (2013) additionally included 0-1 km VWS, which helps to differentiate environments 
specifically supportive of tornadoes. These three studies and others (e.g., Marsh et al., 2007; 
Seeley and Romp 2015), all utilizing climate model output, reach the same general conclusion 
that anthropogenic climate change should lead to a future increase in the frequency of days of 
severe-thunderstorm environments in the United States. Given this projected increase in severe 
thunderstorms, a future increase in tornado and severe hail outbreak frequency is also plausible. 
 Gensini and Ashley (2011) established a U.S. climatology of environments supportive of 
significant severe-weather environments from 1980-2008 utilizing the North American Regional 
Reanalysis (NARR; Mesinger et al. 2006). They investigated severe weather environments by 
examining frequency climatologies where CAPE and deep-layer shear met pre-determined 
thresholds. While they found no significant historical trend in severe weather environments, they 
applied spatial smoothing to the data and analyzed regions by averaging data over entire regions. 
This smoothing could have potentially removed environments supportive of the most extreme 
severe weather events. A comparison to significant severe weather reports was also conducted 
and an overestimation in environments compared to the reports was found. This was not 
unexpected as environments favorable for severe thunderstorms do not always result in actual 
reported events. A lifting mechanism is necessary for convective initiation and such mechanisms 
are not resolved by the NARR. Their study recommended use of some kind of convective-scale 
lift parameter, such as convective precipitation (CP), to help reduce the overestimation of 
environments for future studies. With this caveat in mind, testing historical environments, from 
NARR output, supportive of severe hail and tornado outbreaks can be achieved through the use 
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of severe weather parameters, such as; the Supercell Composite Parameter (SCP) the Significant 
Tornado Parameter (STP) (Thompson et al. 2003, 2007), and with the inclusion of the NARR 
variable CP. The addition of CP would help to pinpoint convective environments where 
thunderstorm initiation is possible by identifying the occurrence of convective precipitation. 
Significant hail events are known to largely be the product of supercells (Grams et al, 2011; 
Smith et al. 2012). Thus while the NDSEV parameter highlights environments supportive of 
severe thunderstorms, focusing specifically on the SCP could further isolate the ability to assess 
the potential risk of an environment to produce severe hail and severe hail outbreaks. The 
inclusion of a Convective Inhibition (CIN) or Convective Precipitation (CP) threshold would 
provide information on whether thunderstorm initiation actually can occur, thus realizing 
supportive environments. CIN is a measure of the energy required to lift an air parcel, which is 
negatively buoyant with respect to the surrounding environment, to a level where it can freely 
rise. CP is, in terms of the NARR, a variable that signifies the occurrence of convective 
precipitation at a given grid point, thus signifying local initiation of convection. Trapp et al. 
(2009) demonstrated that the use of CP can help alleviate this thunderstorm initiation issue when 
studying severe thunderstorm environments in GCMs. However, even with the inclusion of 
parameters such as CIN or CP, some percentage of supportive environments will still fail to 
result in severe weather. Additionally a reliable ground truth definition of a severe hail outbreak 
is necessary for verification purposes.  
The STP is currently used operationally by forecasters to detect environments supportive of 
significant tornadoes (EF2 or greater) (Thompson et al., 2002, 2003, 2007). This parameter will 
also be employed herein to analyze historical environments supportive of significant tornadoes 
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and outbreaks. Again, a parameter such as convective precipitation should be included to help 
determine the possibility of thunderstorm initiation within a supportive environment. 
We seek to understand trends in the frequency and spatial extent of environments supportive of 
tornado and severe hail days, specifically outbreak days, utilizing reanalysis data. We aim to 
provide a clear explanation for observed trends in severe weather events (Brooks et al. 2014; 
Tippet et al. 2016; Schlie et al. 2017). Our hypothesis is twofold. First, NARR based proxies for 
historical severe weather events will largely mirror trends in actual severe weather events. In 
particular, actual increases in severe hail and tornado outbreak days will appear in the proxy 
record as an increase in the number of days with environments supportive of such events. This 
increase will coincide with an increase in the areal extent of environments supportive of 
outbreaks. Second, the proxy historical record will reveal a continuation into past years of the 
shorter-term trends revealed in the analysis of Chapter 3 (Schlie et al., 2017).  
4.2 Data 
The North American Regional Reanalysis (NARR) (Mesinger et al., 2006) provides high spatial 
resolution, horizontally and vertically for all the variables required to calculate severe weather 
composite parameters such as the STP and SCP. Other recent studies have also utilized the 
NARR to study severe weather environments (e.g. Gensini and Marinaro, 2016). The NARR is 
available at 3-hour time intervals with 32-km horizontal grid spacing and 45 vertical layers. It is 
available from 1979 to the present, providing the required 30 years of data for climate scale 
studies. Additionally, developing this methodology using the NARR will allow for application to 
global climate models, with adequate vertical resolution, for future studies. 
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The 12-year NOAA’s NEXRAD reanalysis dataset, utilized in Chapter 3 (Schlie et al., 2017) 
provides a reliable ground truth time series of severe hail outbreaks. This will be used for 
comparison to NARR environments. For tornado outbreaks, cross validation will come directly 
from the SPC storm report database. Because public awareness of tornadoes has increased 
drastically since 1990 (Doswell et al., 1999) studies utilizing reports that cover long time 
periods, spanning the 1990’s and 2000’s, result in well documented population biases (Snider 
1977; Doswell et al. 1999). However, Elsner et al. (2013) showed report density in rural areas is 
essentially equal to that of cities between the years 2002-2011. Thus, in order to reduce reporting 
biases, we restrict our use of reports to a similar time period of 2000-2015. 
4.3 Methodology 
The severe weather parameters detailed here are tested for proper thresholds which represent 
severe hail and tornado environments, specifically targeting outbreak environments. These 
parameters and thresholds are compared and trained by tornado reports and the MESH severe 
hail data set developed in Chapter 3. The SCP, the STP (Thompson et al. 2003, 2004, 2007), and 
CP are used here to define “severe hail” and “tornado” environments within the North American 
Regional Reanalysis (NARR). We use the fixed-depth versions of the SCP and STP rather than 
the effective-depth versions, which refer to the depth over which the calculation are conducted, 
in order to utilize NARR variables in our calculations. Only the contiguous United States is 
considered, i.e., all ocean and surrounding land masses are excluded. 
The equation for the SCP (Thompson et al., 2003, 2007) is as follows:  
 SCP=(MUCAPE/1000 J kg-1) * (0-3-km SRH/100 m2 s-2) * (BRN shear/40 m2 s-2), 
where MUCAPE is the most unstable layer Convective Available Potential Energy, BRN shear is 
the Bulk Richardson Number Shear, which is a measure of VWS, defined as: BRN = 
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CAPE/0.5(U2), and U is the difference between the density weighted mean winds in the 0-6-km 
and 0-500-m layers. BRN shear is calculated utilizing NARR variables, rather than being output 
directly from the NARR. CP, 0-3-km Storm Relative Helicity (SRH), and MUCAPE are taken 
directly from the NARR database.   
The STP equation (Thompson et al., 2003, 2007) is as follows:  
STP=(sbCAPE/1500 Jkg-1)*((2000-sbLCL)/1000 m)*(0-1km SRH/150 m2s-2)*(6BWD/20 ms-1), 
The sbCAPE is surface based CAPE, which is directly available from the NARR. The sbLCL is 
the surface based lifted condensation level. We calculate this variable using the Espy 
approximation for the LCL (Espy 1841), utilizing the lowest level temperature and dewpoint 
within the NARR (2 meters), where sbLCL = 125.0*(Temp2m – Dewpoint2m). The 6BWD is the 
0-6-km bulk wind difference, which is calculated using NARR variables. Because NARR only 
produces 0-3-km SRH, it is also necessary to calculate the 0-1-km SRH from NARR variables by 
interpolating NARR wind data to height levels. SRH requires, and is highly dependent upon, 
storm motion. The Bunkers Motion technique is chosen because of its superior estimations in 
uncommon atmospheric flow (Bunkers et al., 2000). 
Thresholds, to isolate environments supportive of severe hail and tornado outbreaks, are 
determined for the SCP and STP parameters respectively. Several test threshold limits are 
examined, all with a CP > 0 requirement. The CP requirement is included to help deduce if there 
is a trigger present to help realize severe weather potential. Thompson et al. (2003) states that 
SCP values greater than 1 strongly favor supercells and forecast skill is maximized for an STP 
value of 1 when discriminating between significantly tornadic and non-tornadic supercells. For 
completeness three thresholds are tested for each parameter: SCP > 0, SCP > 1 and SCP > 2; and 
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STP > 0, STP > 1 and STP > 2 In order to determine the optimal threshold for determining 
environments supportive of outbreaks.  
Occurrences are recorded for every grid point, at 3-hourly increments, for each day. These 
summed daily occurrences are referred to as NARR hail counts for severe hail and NARR Tor 
Counts for tornadoes. Additionally, each grid point with a NARR Count > 0 is recorded to get 
the total NARR area for each day for both severe hail and tornadoes. The NARR area technically 
equates to 32km2 (NARR horizontal grid spacing) per grid point. The NARR area does not have 
to contain only contiguous grid points, any point with a NARR area > 0 is included in the total 
area. 
Severe hail and tornado outbreak days in the NARR are analyzed over the entire contiguous 
United States annually and monthly. A regional analysis is also included where the U.S. is split 
into 7 regions, bounded by set latitudes and longitudes, outlined in Figure 4.1. The regions are 
chosen by emulating those used in the 2014 National Climate Assessment (Melillo et al. 2013). 
For the regional analysis, outbreak days are binned by region. Regional daily outbreaks 
(discussed below) are recorded monthly for each year in the NARR time period. 
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Figure 4.1 Regional boundaries by latitude and longitude. 
 
4.4 Severe Hail Thresholds 
 
In order to determine the daily NARR hail area for outbreaks, corresponding to the daily MESH 
area that signifies an outbreak day, we plot daily NARR hail area vs. MESH area for 2000-2012. 
Each SCP test threshold is shown (Figure 4.2). The MESH area threshold for a severe hail 
outbreak day, determined in Chapter 3 (Schlie et al., 2017) is 6000 MESH grid points. Each plot 
in Figure 2 depicts a unique SCP threshold. For SCP > 1 and SCP > 2, there is a fairly linear 
correlation (blue lines) between daily NARR hail area and MESH area, both with R2 values 
around 0.43. The R2 value for SCP > 0 is only 0.22. The vertical red line on each plot shows the 
daily MESH area outbreak threshold (6000 grid points) and the horizontal red line shows the 
corresponding NARR hail area outbreak threshold, based on the linear fit line. For SCP > 0, SCP 
> 1, and SCP > 2 the daily NARR hail area outbreak thresholds are 3229, 662, and 420 grid 
points respectively. 
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Figure 4.2 Scatter plots comparing NARR hail area to MESH area for each day of the 12-year time period (2000-
2011). Each plot utilizes a different SCP threshold. The blue lines are linear best fit lines. The vertical red lines 
correspond to the MESH area threshold for an outbreak day and the horizontal red lines are the NARR hail area 
thresholds for an outbreak day based on the MESH area threshold and the linear best fit lines. 
 
Table 4.1 shows outbreak day statistics for each SCP threshold and corresponding daily NARR 
hail area threshold using MESH outbreak days as ground truth. Four performance statistics are 
calculated: hit, miss, false alarm (FA), and null. The “hit” fraction is the fraction of NARR 
outbreak days that match MESH outbreak days divided by the total number of outbreak days 
determined by MESH. The “miss” fraction is the total number of days where an outbreak occurs 
in the MESH data but not in the NARR divided by the total number of outbreak days determined 
by MESH. The “FA” fraction is the number of outbreak days determined by NARR which are 
not considered outbreak days by MESH divided by the total non-outbreak days from the MESH 
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data. Finally, the “null” fraction is the number of days where no outbreak occurred in either 
NARR or MESH divided by the total number of non-outbreak days in the MESH data. SCP > 0 
performs the worst in terms of performance statistics and is visually the weakest threshold shown 
in Figure 2. SCP > 1 and SCP > 2, however, perform far better and produce very similar results. 
Increasing the SCP threshold, and thus decreasing the daily NARR hail area threshold, produces 
a better FA and null ratio by 2 percentage points. However, the hit and miss ratios are worsened 
by 6 percentage points. Improving the FA ratio by 2 percentage points is not necessarily more 
beneficial than improving the hit and miss ratios by 6 percentage points. As such, we choose 
SCP > 1, CP > 0, to represent a severe hail environment with a daily NARR hail area threshold 
of 662 grid points, as determined utilizing the best fit line from Figure 2, to represent severe hail 
outbreak environments within the NARR. The performance statistics are important to consider 
when analyzing results as there are days where the NARR shows an environment supportive of 
severe hail that is never actually realized, even with CP helping to determine days where a 
trigger mechanism is present. 
Next, the threshold for determining a severe hail days is determined, regardless of outbreak 
status. In Chapter 3 a MESH area of 100 grid points corresponds to a severe hail day (Schlie et 
al., 2017). This further eliminates the risk of including erroneous MESH severe hail signatures. 
The NARR hail area corresponding to a MESH area of 100 grid points is determined using the 
same method as the severe hail outbreak area for NARR. The NARR hail area required for a day 
to be considered a severe hail day is 215 grid points for SCP > 1 and CP > 0. The performance 
statistics for a NARR severe hail day, compared to MESH, are: Hit = 0.72, Miss = 0.29, FA = 
0.16, and Null = 0.84.  
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Table 4.1 Outbreak day statistics for each SCP and corresponding NARR hail area threshold, with MESH as ground 
truth. 
 
In addition to this statistical analysis, several severe hail outbreak days, as defined in Chapter 3 
(Schlie et al., 2017) are examined as case studies in order to visually analyze how well SCP, at 
the various thresholds, represents outbreak days. Figure 4.3 shows the daily MESH area (12183 
grid points), for 18 May 2000, regridded to the NARR grid. Figure 4.4 shows NARR hail counts 
for SCP > 0, CP > 0, plotted over the U.S. It is obvious that this threshold overestimates the total 
area of the outbreak environment. For example; there are very few severe hail MESH 
occurrences between Ohio and the Eastern Pennsylvania, New York area, however, the SCP > 0 
environment encompasses all of Ohio and in a line to the East Coast. Additionally, there are 
pockets of SCP > 0 around the Rocky Mountains as well, where no subsequent severe hail 
MESH signatures occurred. Figure 4.5 shows NARR hail counts for SCP > 1, CP > 0. This SCP 
threshold appears to be far more accurate in representing where this outbreak occurred. In fact, 
the grid points with the longest sustained SCP > 1 environment correspond extremely well with 
where the most severe hail MESH signatures occurred. The same is true for SCP > 2, CP > 0 
(Figure 4.6). Figures 4.7 and 4.8 show two more cases of MESH outbreak days and the 
corresponding NARR hail counts for SCP > 1, CP > 0. However, we refer back to our statistical 
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analysis when choosing between these two thresholds. This visual analysis provides further 
confidence in our threshold choices. 
 
Figure 4.3 MESH area for 18 May 2000 regridded to the NARR grid (32-km). 
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Figure 4.4 NARR hail counts for environmental parameter SCP > 0 and CP > 0 for 18 May 2000. 
 
Figure 4.5 NARR hail counts for environmental parameter SCP > 1 and CP > 0 for 18 May 2000. 
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Figure 4.6  NARR hail counts for environmental parameter SCP > 2 and CP > 0 for 18May 2000. 
 61 
 
 
Figure 4.7  a) MESH area for 18 April 2002 regridded to the NARR grid (32-km) b) NARR hail counts for 
environmental parameter SCP > 1 and CP > 0 for 18 April 2002. 
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Figure 4.8  a) MESH area for 28 April 2002 regridded to the NARR grid (32-km) b) NARR hail counts for 
environmental parameter SCP > 1 and CP > 0 for 28 April 2002. 
 
With the SCP and corresponding daily outbreak area thresholds determined, we apply these 
severe hail thresholds (SCP > 0, CP > 0 and daily NARR hail area: 662 grid points) to the entire 
NARR time period (1980-2015). The NARR has a 3-hour time resolution, so a maximum of 8 
NARR hail counts is possible for any grid point on a given day. The counts tell us how long a 
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severe hail environment occurred daily for each grid point. We also record daily NARR hail 
area, which is the total daily sum of all grid points where NARR Hail Count > 0. This simply 
tells us the total areal extent of a severe hail environment. If the daily NARR area ≥ 662 grid 
points it is considered a severe hail outbreak day. 
When conducting the regional analysis, in order to determine which outbreak day occurred in 
which region we utilize the NARR Count variable. Large NARR Count values for a grid point 
represent a long sustained severe hail environment. Grid points with the maximum number of 
NARR Counts for a day are considered to be the “center” of the outbreak. First, grid points with 
the maximum number NARR Counts are found for a given outbreak day. Then the region with 
the most max NARR Count grid points is considered to be the region of occurrence for that 
outbreak day. That day, for the region of occurrence, is then set to one.  
4.5 Tornado Thresholds 
For environments supportive of tornadoes we utilize the SPC storm reports database for 
validation of NARR tornado environments, for the period 2000-2015. The daily NARR tor area 
is determined using a method similar to that used to find the appropriate NARR hail area. Daily 
reports of tornadoes greater than EF0 are gridded to the 1-km MESH grid for easy comparison to 
the NARR. Because the drastic, non-meteorological, increase in reported tornadoes over the last 
several decades has shown to be largely driven by an increase of reports of F/EF0 tornadoes 
(Brooks and Doswell 2001; Elsner et al., 2013) we only consider tornadoes rated F/EF1 or 
greater. The daily NARR tor area is plotted against daily report area for the three STP test 
thresholds, STP > 0, STP > 1, and STP > 2, all with CP > 0 (Figure 4.9). The daily report area is 
equal to the number of grid points where at least one tornado > EF0 occurred on a given day. 
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This means we require 30 unique grid points with at least one F/EF1+ tornado, based on the 
Brooks et al. (2014) definition of a tornado outbreak. Grid points are not counted twice, even if 
more than one tornado occurred at the same location on the same day. The vertical red line on 
each plot shows the daily Report area outbreak threshold (30 grid points) and the horizontal red 
line shows the corresponding NARR tor area outbreak threshold, based on the linear fit line. For 
STP > 0, STP > 1, and STP > 2 the NARR tor area outbreak thresholds are 1415, 269 and 100 
grid points; and the R2 values for the best fit lines are 0.14, 0.30, and 0.25 respectively. 
Table 4.2 shows outbreak day statistics for each STP and corresponding daily NARR tor area 
threshold using SPC tornado report outbreak days as ground truth. While FA and null variables 
are one percentage point better for STP > 2, we lose considerable accuracy for hits and misses 
when going from STP > 1 to STP > 2. STP > 1 and CP > 0 clearly best represents tornado 
outbreak environments in the NARR, and a daily NARR tor area threshold of 269 grid points is 
chosen to represent tornado outbreak days. Utilizing the same linear best-fit line method for STP 
> 1, we find that NARR tor area ≥ 49 grid points, for a tornado day where Report area = 1 grid 
point. The regional analysis for tornado outbreaks is conducted using the same methodology 
described for analyzing regional severe hail outbreaks. 
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Figure 4.9 Scatter plots comparing NARR tor area to Report area for each day of a 16-year time period (2000-
2015). Each plot utilizes a different STP threshold. The blue lines are linear best fit lines. The vertical red lines 
correspond to the report area threshold for an outbreak day and the horizontal red lines are the NARR tor area 
thresholds for an outbreak day based on the report area threshold and the linear best fit lines. 
 
 
Statistic Outbreak days 
STP > 0, CP > 0 
NARR tor area: 
1415 grid points 
Outbreak days 
STP > 1, CP > 0 
NARR tor area: 
269 grid points 
Outbreak days 
STP > 2, CP > 0 
NARR tor area: 
100 grid points 
Hit 0.71 0.85 0.67 
Miss 0.29 0.15 0.33 
FA 0.12 0.06 0.05 
Null 0.88 0.94 0.95 
Table 4.2 Outbreak day statistics for each STP and corresponding NARR tor area threshold, with SPC tornado 
reports as ground truth. 
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Three days of cases studies were also done to further visually compare the different STP 
thresholds. 27 April 2011 was chosen as the extreme outbreak case with a report area of 282 grid 
points. 17 June 2010 was chosen as the medium outbreak case with a report area of 89 grid 
points. 29 May 2004 was chosen as the small outbreak case with a report area of 38 grid points. 
All three test thresholds for the 27 April 2011 case are shown here, along with examples for STP 
> 1, CP > 0 for the other two test case days, to provide further visual confidence in the STP 
threshold of 1 (Figures 4.10-4.15).  
Figure 4.10 shows tornado reports regridded from the MESH to NARR grid for easy visual 
comparison. Figure 4.11 shows NARR Tor Counts for STP > 0, CP > 0. This threshold clearly 
overestimates the environments supportive of tornadoes when compared to the actual outbreak 
area. Most of the East Coast has at least one NARR Tor Count. Additionally, a small portion of 
the Northwest corner of the U.S. shows STP > 0 for some portion of the day, where no tornadoes 
> EF0 occurred anywhere in that vicinity. This area in the Northwest also shows up for the 29 
May 2004 case for STP > 0 (not shown). Figures 4.12 and 4.13 depict NARR Tor Counts for 
STP > 1 and STP > 2. Both thresholds remove the counts in the Northwest; this is true for the 29 
May 2004 case as well. The STP > 1 threshold, for 27 April, represents the actual report area 
slightly better than STP > 2 by capturing the small pocket of tornado occurrences near the 
Virginia and Pennsylvania border. The STP > 1 threshold performs consistently better than the 
other two thresholds for all 3 case studies. This lends further confidence to our choice of STP > 
1, CP > 0 as the best representation of a tornado environment and the corresponding NARR tor 
area ≥ 269 grid points to represent tornado outbreak days on the NARR. 
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Figure 4.10 Report area for 27 April 2011 regridded from the MESH to the NARR grid (32-km). 
 
 
Figure 4.11 NARR tor counts for environmental parameter STP > 0 and CP > 0 for 27 April 2011. 
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Figure 4.12 NARR tor counts for environmental parameter STP > 1 and CP > 0 for 27 April 2011. 
 
 
Figure 4.13 NARR tor counts for environmental parameter STP > 2 and CP > 0 for 27 April 2011. 
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Figure 4.14  a) Report area for 29 May 2004 regridded to the NARR grid (32-km) b) NARR tor counts for 
environmental parameter STP > 1 and CP > 0 for 29 May 2004. 
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Figure 4.15 a) Report area for 17 June 2010 regridded to the NARR grid (32-km) b) NARR tor counts for 
environmental parameter STP > 1 and CP > 0 for 17 June 2010. 
 
4.6 Severe Hail Results 
 
When analyzing severe hail environments, both severe hail days and severe hail outbreak days 
are examined. As stated in the methodology, the NARR hail area threshold for a severe hail 
outbreak day and a severe hail day are 662 and 215 grid points respectively. Figure 4.16 shows 
NARR outbreak days, and Figure 4.17 shows NARR severe hail days, from 1980-2015.  There 
are statistically significant, positive trends (R value ≥ 0.3, P value ≤ 0.05) for both time series. 
However, the trend, and significance of the trend, for severe hail days is greater than severe hail 
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outbreak days. The positive trend in severe hail outbreak days supports the findings in Chapter 3 
(Schlie et al., 2017), with an apparent positive trend in MESH based severe hail outbreak days 
for the 12-year period. This suggests a longer-term trend in outbreak days, something speculated 
in Chapter 3 (Schlie et al., 2017). The statistically significant increase in NARR severe hail days 
is in contrast to the lack of an overall increase found in the MESH based severe hail day for the 
period of 2000-2011. However, the NARR data does cover a considerably longer time period 
than the MESH data, thus the trend may not have been apparent in the MESH data for a number 
of reasons, including natural variability.  
 
Figure 4.16 NARR severe hail outbreak days from 1980-2015. Green line is a linear trend line fit to the time series. 
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Figure 4.17  NARR severe hail days from 1980-2015. Green line is a linear trend line fit to the time series. 
 
When broken down by month (Figure 4.18) it is clear the most active months for severe hail 
occur from March through September. The increase in outbreak days appears to be mainly 
occurring during the month of April, with a statistically significant, positive trend, with a p value 
of 0.004 and an r value of 0.47. December also shows a statistically significant, positive trend (p 
value: 0.005, r value: 0.45). However, the overall number of outbreaks occurring in December is 
extremely low compared to the warm season months, regardless of the increase. There is no 
obvious month contributing most to the overall increase in severe hail days or the increase in 
yearly median NARR hail area on outbreak days (not shown). 
Additionally, we break yearly number of outbreak days down regionally into the seven regions 
shown in Figure 4.1. For three of the seven regions there were either no outbreaks, or very few, 
and thus no associated trend. The time series for the four active regions are presented in Figure 
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4.19. While there are apparent positive trends for all four regions shown, only the Southeast 
shows a statistically significant trend. One caveat to keep in mind when considering regional 
results is that the regions are not spatially coherent, and the SE region is somewhat larger 
compared to some of the other regions.  
 
Figure 4.18 NARR severe hail outbreak days, and severe hail days, from 1980-2015, by month. 
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Figure 4.19 NARR severe hail outbreak days for 4 of the 6 regions of the United States, from 1980-2015. Green 
lines are linear trend lines fit to the time series. 
 
Figures 4.20 and 4.21 suggest that the areal extent, on outbreak days, of environments supportive 
of severe hail and outbreaks is increasing and that years with a large number of outbreak days 
correlate to larger outbreak environments. Figure 4.20 shows a statistically significant positive 
trend in the time series of yearly median NARR hail area for outbreak days. Yearly median 
NARR hail area for severe hail days has a positive, yet not statistically significant, trend. Figure 
4.21 is a scatter plot of yearly median NARR hail area for outbreak days compared to yearly 
number of outbreak days for the period. We find that as the number of outbreak days per year 
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increases so does the median NARR hail area. This correlation is statistically significant. These 
results suggest that there is a change occurring in weather patterns that produce environments 
supportive of severe hail, over larger areas, resulting in more numerous severe hail outbreak days 
per year. 
 
Figure 4.20 Median NARR hail area (units = number of grid points) for outbreak days, from 1980-2015. Green line 
is a linear trend line fit to the time series. 
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Figure 4.21 Yearly median NARR hail area (units = grid points) for outbreak days compared against yearly number 
of outbreak days, for the period 1980-2015. The blue line is a linear trend line fit to the data. 
 
4.7 Tornado Results 
Figure 4.22 shows NARR tornado outbreak days for the period 1980-2015. A linear fit to the 
time series shows a statistically significant positive trend in the number of outbreak days. This 
supports the findings of Brooks et al. (2014) which presents an increase in tornado outbreaks in 
reports over a similar time period. Figure 4.23 shows tornado days for the same period. There is 
an even greater statistically significant positive trend in tornado days compared to tornado 
outbreak days over the period. This is actually in contrast to the findings of Brooks et al. (2014) 
which finds a decrease in the number of days with at least one tornado rated EF0 or greater. The 
NARR results for tornado days is questionable because, while the FA fraction is low at 0.14, the 
 77 
 
hit and miss fractions are 0.54 and 0.46 respectively. This means that the NARR is only 
capturing roughly half of all tornado days compared to observations. It is also important to note 
that there are days where the NARR shows an environment supportive of tornadoes that is never 
actually realized, even with CP helping to determine days where thunderstorm initiation occurs. 
Additionally, the STP is shown in the literature (Thompson et al., 2003, 2007) to best represent 
environments supportive of EF2 or greater tornadoes, which could be better represented during 
outbreaks and explain the low hit fraction for just a tornado day. 
 
Figure 4.22 NARR tornado outbreak days from 1980-2015. Green line is a linear trend line fit to the time series. 
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Figure 4.23  NARR tornado days from 1980-2015. Green line is a linear trend line fit to the time series. 
 
In addition to an increase in tornado outbreak days, Brooks et al. (2014) also identifies an 
increase in the year-to-year variability of outbreak days. Figure 4.24 shows a time series of the 
yearly standard deviation, calculated from the best fit line shown in Figure 4.22, for STP based 
tornado outbreak days. There is quite a bit of noise in the time series, but an overall positive, 
statistically significant, trend is present over the period. This trend in the environments supports 
the results found by Brooks et al. (2014) and suggests the trend is not a product of reporting 
biases, but an actual meteorological trend. 
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Figure 4.24 Time series of the yearly standard deviation of tornado outbreak days over the period. The standard 
deviation was calculated based on the best fit line shown in Figure 18. The green line here represents a best fit line 
for the standard deviation. 
 
When tornado outbreak days are broken down by month (Figure 4.25) it is clear that April, May, 
and June are the most active months for outbreaks. April shows somewhat of a positive trend, but 
a single month doesn’t stand out as the most obvious contribution to the annual trend. Similar to 
the regional results for severe hail outbreak days, tornado outbreak days show positive trends in 
the Midwest, North Plains, South Plains, and the Southeast regions (Figure 4.26). However, for 
tornado days, trends in the Midwest, in addition to the Southeast, are also statistically significant. 
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Figure 4.25 NARR tornado outbreak days from 1980-2015, by month. 
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Figure 4.26 NARR tornado outbreak days for the 4 of the 7 regions of the United States, from 1980-2015. Green 
lines are linear trend lines fit to the time series. 
 
The yearly median NARR tor area for outbreak days shows a small, not statistically significant, 
positive trend for the period 1980-2015 (not shown). However, when just restricted to the active 
outbreak months of April, May and June the trend becomes more positive, while still not quite 
significant with a p-value of 0.08 and an r-value of 0.29. When yearly total outbreak days are 
plotted against the yearly median NARR tor area for outbreak days there is a statistically 
significant positive correlation between the two variables (Figure 4.27). The positive trend in the 
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variability of outbreak days per year raises the question of if the same trend exists in the areal 
extent of outbreak day environments. Figure 4.28 shows the standard deviation of median NARR 
tor area for outbreak days, calculated from the best fit line for the median NARR tor area time 
series for outbreak days. There is, again, a lot of noise in this time series, however, a statistically 
significant, positive trend is found for here as well. Thus both the number of outbreak days, and 
the areal extent of environments on such days, are both increasing over the period. The positive, 
albeit not significant, trend in median NARR tor area for outbreak days and the statistically 
significant, positive correlation, between NARR outbreak area and days supports our hypothesis 
that large areas supportive of tornadoes lend to more outbreaks and that an increase in the area 
supportive of tornadoes is driving the increase in outbreak days. 
 
Figure 4.27 Yearly median NARR tor area (units = grid points) for outbreak days compared against yearly number 
of outbreak days, for the period 1980-2015. The blue line is a linear trend line fit to the data. 
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Figure 4.28 Time series of the yearly standard deviation of median area on tornado outbreak days over the period. 
The standard deviation was calculated based on the best fit line from the median area, on tornado outbreak days, 
time series. The green line here represents a best fit line for the standard deviation. 
 
4.8 Conclusions 
 
A proxy historical record for severe weather events, including severe hail and tornadoes, was 
constructed from NARR-based severe weather environments. The severe hail proxy MESH and 
SPC storm report database were used as ground truth for hail and tornadoes respectively. The 
composite parameters SCP and STP (Thompson et al., 2003, 2007), used in operation settings by 
forecasters, were used to define environments supportive of severe hail and tornadoes, 
specifically outbreaks. Numerous studies show projected increases in GCMs for severe 
thunderstorm environments, due to the warming of the atmosphere and subsequent increase in 
low-level atmospheric water vapor (Brooks et al., 2003; Trapp et al., 2007, 2009; Marsh et al., 
2007; Diffenbaugh et al., 2013). Historical increases are also found for tornado outbreak 
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frequency (Brooks et al., 2014; Elsner et al., 2015; Tippett et al., 2016) and shown for severe hail 
outbreaks in Chapter 3. Thus, we expect to see increases in environments supportive of severe 
hail and tornado outbreaks historically.  
A long-term (1980-2015), statistically significant, positive trend in environments favoring severe 
hail outbreak days is found. This suggests that the recent short-term, positive trend in MESH 
based severe hail outbreak days (Schlie et al., 2017) extends further back in time. Additionally, a 
statistically significant increase in NARR severe hail days is also present over the period. When 
the outbreak day trends are broken down regionally, there are positive trends in 4 of the 7 
regions. However, the only significant positive trend appears in the Southeastern United States. 
When examining areal extent of outbreak environments, a statistically significant positive trend 
in the yearly median NARR hail area for outbreak days is found. Furthermore, we find that 
severe hail outbreak days per year is positively correlated with the median NARR hail area. This 
suggests potential shifts in weather patterns that produce expansive severe hail outbreak 
environments, resulting in more frequent severe hail outbreak days. 
We find a statistically significant, positive trend in the number of tornado outbreak days in the 
NARR environments, supporting other recent studies that examine trends in reports (Brooks et 
al. 2014; Tippet et al. 2016). Regional results show positive trends for the same four regions 
found when examining severe hail outbreak environments. For tornado outbreaks, both the 
Midwest and the Southeast show statistically significant trends. In contrast to hail outbreaks, the 
yearly median NARR tor area shows a positive, but not statistically significant, trend over the 
period. When restricted to just the active outbreak months (April-June) the trend becomes more 
positive, but still not quite significant. However, when plotting yearly total outbreak days against 
yearly median NARR tor area, a statistically significant relationship between days and outbreak 
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area is present. Similar to severe hail outbreaks, this means that the more outbreak days per year, 
the larger the median area supportive of such environments, on any given day. Additionally, a 
positive, statistically significant, trend in the variability of tornado outbreak days and median 
area is found over the period. This result supports the result from Brooks et al. (2014) of an 
increase in tornado outbreak day variability in reports over roughly the same period. The trend 
found in environments supportive of tornado outbreak days supports that the trend found by 
Brooks et al. (2014) is not just a product of report biases. The concurrent trend in the median 
NARR environmental area shows that the overall areal extent of environments supportive of 
tornado outbreaks is also increasing in year-year variability.  
Evidence of a long term, positive trend in severe hail outbreak days supports our hypothesis that 
the positive trend in severe hail outbreak days found in Chapter 3 (Schlie et al., 2017) would also 
exist when examined over a longer historical time period. The differences in the regionality of 
trends in outbreak events, found for both tornadoes and severe hail, suggests that changes are 
occurring in more than one type of forcing. Additionally, changes in the areal extent of 
environments supportive of severe hail and tornado outbreaks shows evidence of being linked to 
the increases in outbreak days. The methodology outlined in this study could also be applied to 
global and regional climate models to test if these historical trends are projected to continue and 
if the observed and any projected trends are related to anthropogenic climate change. 
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Chapter 5: Summary and Conclusions 
 
Hazards commonly associated with severe thunderstorms are analyzed for short and long-term 
trends, seasonality, and other important characteristics in this thesis. Chapter 2 examined the 
seasonality of extreme precipitation event frequency over the CONUS and GCM ability to 
simulate such events. Projected model simulations were also analyzed for future seasonal trends. 
A comprehensive analysis of this nature was previously lacking in the literature. Chapter 3 
develops a data set of severe hail, utilizing the radar-based hail-proxy MESH, for the period 
2000-2011. While the data set has limitations, which are detailed in Chapter 3, it provides better 
spatiotemporal resolution for severe hail than possible with reports. This improved resolution 
allows for a more detailed analysis of severe hail outbreaks and hail swaths over the United 
States than previously possible. The NARR is utilized in Chapter 4 to analyze environments 
supportive of severe hail and tornado outbreaks. Prior studies have investigated impacts of 
climate change on severe weather environments utilizing GCMs, but an investigation into 
historical spatiotemporal trends in environments specifically supportive of outbreaks had not yet 
been investigated. The main goal of this chapter was to identify trends and provide insight into 
possible changes in the atmospheric forcing of outbreaks. Overall this thesis advances the current 
understanding of short and long term trends, and other important characteristics of various severe 
weather hazards. 
5.1. Seasonal Extreme Precipitation 
 
Understanding changes in the frequency and intensity of extreme precipitation events is vital for 
regional risk assessments and adaptation planning. In this thesis, observational data and an 
ensemble of climate change model experiments (from CMIP5) are used to examine past, and 
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potential future, seasonal changes in extreme precipitation event frequency over the contiguous 
United States.  
 
Using the EPI as a metric for extreme precipitation frequency, trends in seasonal EPI are 
analyzed and key differences between models and observations are found. In general CMIP5 
models capture the seasonal contribution to the annual EPI. However, the CMIP5 models tend to 
overestimate the number of spring events and underestimate the number of summer events when 
compared to observations. This seasonal shift in the models is amplified in projections. However, 
given the tendency of models to favor spring over summer when comparing historical 
simulations to observations, it is unclear if this projected increase in spring events and decrease 
in summer events has real meteorological significance or if it is simply a product of the models. 
An increase in seasonal contribution is also projected during the winter for most regions. 
Additionally, single simulations from each model considered show an overestimation of internal 
variability in the EPI when compared to observations. 
 
These results show the usefulness of the EPI as a metric for examining seasonal extreme 
precipitation by demonstrating model ability to capture the overall seasonality of extreme 
precipitation events. A basis is provided for evaluating climate model skill in simulating 
observed seasonality and changes in regional extreme precipitation. Key sources of variability 
and uncertainty, that can potentially inform regional impact analyses and adaptation planning, 
are also highlighted. 
5.2. Severe Hail Outbreaks in MESH 
 
Another common hazard associated with severe thunderstorms is severe hail. Utilizing 12-years 
of MESH data, a “severe hail outbreak day” is defined. Short-term trends in severe hail and 
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severe hail outbreaks are analyzed, including an analysis of hail swaths. Thresholds are set to 
signify severe hail in terms of MESH, and automated quality control measures are implemented.  
 
When comparing severe hail days in MESH to reports, a linear relationship between MESH and 
reports is found. Several case studies are also included to highlight the utility of MESH when 
studying outbreaks of severe hail, specifically regarding outbreak events that occur in low 
population areas. MESH characterizes severe hail outbreaks more consistently than reports. 
While the number of days with any severe hail occurring show a decrease over the 12-year 
period, days when severe hail outbreaks occur have actually increased. Essentially, severe hail 
events are becoming more widespread on days when severe hail occurs. This result is similar to 
that of the Brooks et al. (2014) observation of no trend in tornado days but an increase in 
outbreak days. The increase in severe hail outbreaks is occurring primarily in the month of June, 
where the number of severe hail days stays fairly constant over the 12-years. This suggests that 
the increase in outbreaks is mainly taking place on days when severe hail already occurs. When 
examining hail swath characteristics it is found that there are a greater number of hail swaths, 
with a Major-Axis-Length (MAL) of at least 15km, on outbreak versus non-outbreak days. 
Additionally, hail swaths with the largest MALs occur on outbreak days.  
 
Given that this dataset covers a rather short time interval, definitive conclusions regarding trends 
should be avoided. However, this data set provides a more spatially consistent record of severe 
hail outbreaks, which can be utilized to infer longer term trends in reanalysis datasets such as the 
NARR, which is demonstrated in Chapter 4 of this thesis. The main limitation of the MESH 
analysis is the short time period where data is available (12-years). However, archives of MESH 
past the year 2011 continue to be recorded, thus once more years of data become available, a 
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somewhat longer term trend analysis can be conducted. Another limitation of the MESH data is 
that it is prone to any biases or limitations of current weather radar capabilities. Numerous 
studies have been conducted utilizing satellite data to infer storms capable of producing hail (e.g. 
Cecil et al. 2012; Ferraro et al. 2015; Punge et al. 2017). It could be possible to utilize these 
methods, in combination with MESH data, for a more complete picture of severe hail over the 
United States. This could be specifically useful in the western United States, where some 
spurious MESH signatures still remain in the data set. This would be a large additional project to 
take on and thus was beyond the scope of this dissertation. 
 
5.3 Severe Hail and Tornado Outbreak Environments in the NARR 
 
While MESH was only available over a short period of 12-years, reanalysis data are available 
over much longer time periods. In Chapter 4 the NARR is utilized to study trends in the 
frequency and spatial extent of environments supportive of severe hail and tornado outbreaks 
from 1980-2015. The MESH dataset developed in Chapter 3, along with tornado reports from the 
SPC storm reports database, are used as “ground truth” in order to determine proper thresholds 
signifying environments supportive of tornado or severe hail outbreaks respectively.  
Two multivariate parameters, SCP and STP, are used respectively to distinguish severe hail and 
tornado environments, specifically outbreaks events. An additional variable, convective CP, is 
used in combination with SCP and STP as a proxy for convection initiation. A statistically 
significant, positive trend is found for environments supportive of severe hail outbreaks over the 
period. This is consistent with the short term positive trend in severe hail outbreaks shown in 
Chapter 3 (Schlie et al. 2017). It also suggests that it could cover a longer period than is possible 
to examine using MESH. Additionally, a statistically significant trend in overall severe hail days 
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is found for the same period in the NARR. Regionally, events are confined to the Southeast, 
Northeast, North Plains and Midwest. However, only the Southeast region shows a statistically 
significant positive trend in severe hail outbreak environments. The median area for severe hail 
outbreak environments shows a statistically significant, positive trend over the period as well. 
Moreover, severe hail outbreak days and median hail area show a statistically significant, 
positive trend.  
Similar to the results for severe hail outbreaks, a statistically significant, positive trend is found 
in tornado outbreak environments over the period. This result supports the findings of Brooks et 
al. (2014) and Tippet et al. (2016) and provides further confidence that their results are not due to 
reporting biases. Regional results show outbreak activity restricted to the same four regions as 
severe hail outbreaks. However, both the Midwest and Southeastern regions show statistically 
significant positive trends for tornado outbreaks. Additionally, a positive, yet not statistically 
significant trend is found in the yearly median area on outbreak days, over the period. There is, 
however, a statistically significant, positive correlation between tornado outbreak days and 
median yearly area, similar to that of severe hail outbreaks. Lastly, variability in yearly tornado 
outbreak days and area show statistically significant positive trends over the period. This, again, 
supports the results of Brooks et al. (2014) which also finds increases in tornado outbreak day 
variability over a similar period in reports. 
The increase in severe hail outbreak day environments supports the stated hypothesis that the 
observed increase in outbreaks in the MESH data should cover a longer historical period than is 
available. The correlation between yearly outbreak days and median area in NARR environments 
also supports the hypothesis that the increase in outbreak area is related to the larger scale  
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forcing of environments supportive of outbreak events. The subsequent breakdown of trends by 
region shows only the Midwest and Southeast regions with statistically significant increases over 
the period. Severe thunderstorms impacting these two regions are generally driven by different 
large scale forcing mechanisms. This regional information will be useful insight for potential 
future studies investigating the synoptic scale changes leading to this increase in area, and days, 
of environments supportive of severe hail and tornado outbreaks.  
Based on the work presented in Chapter 4, the SCP and STP composite parameters have proven 
to be useful to study environments supportive of severe hail and tornado outbreaks, respectively. 
Given the similar spatiotemporal, and vertical, resolution between GCMs and the NARR, a 
similar evaluation of outbreak environments could be conducted using historical and projected 
GCM simulations. Although it was beyond the scope of this dissertation, this valuable analysis 
would lend insight into the existence any impacts of global climate change on severe weather 
outbreak events. 
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Appendix A: Supplementary material for Chapter 2 
Here we present 11 supplementary figures and one table. Figure S1 shows 10- year running 
average time series plots of the seasonal and annual EPI for each region of the CONUS from 
1910-2014. Figure S2 shows a map of the average fractional contribution to the annual EPI from 
1901-2005 using a single ensemble from each model and then taking the mean across all models. 
This method allows for more internal variability to be retained compared to averaging across all 
available ensembles for all models which is shown in the main text. Figures S3 and S4 also show 
average fractional contribution for each season and region using all available ensembles and 
using the first ensemble from each model, however, both figures employ the median rather than 
the mean across ensembles and models respectively. Figures S5 through S11 show fractional 
contribution time series plots for all regions of the US and for every season from 1901-2005 
using both the all ensemble mean and the single ensemble model mean methods. Table S1 
identifies each model used in this study and the subsequent number of simulations per model. 
There are stark differences in results between the methods using the mean and methods using the 
median. This result points to potential sensitivity of the results to the choice of ensemble 
averaging method using CMIP5 models. We highlight ensemble mean (using all available 
models and runs) in the main text, because it is better suited for analyzing low-frequency 
variability and anthropogenic trends. However, the results point to the importance of considering 
natural (or internal model) variability for interpreting inter-annual to inter-decadal regional 
trends in EPI. 
There are recent annual increases in the Midwest and Northeast. In the Northeast recent increases 
can also be seen the spring, summer and most notably the fall. The Midwest shows an overall, 
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gradual, increase in the summer and more recent small increases in the spring and fall. We also 
see that for the CONUS, Midwest, North Great Plains, and somewhat for the Northeast that 
summer is the main contribution to the annual EPI. Nowhere is there an apparent trend of 
summer decreasing and spring increasing in any of these regions. 
Figure S2 shows the shift of events from summer to spring for most regions compared to 
observations. This is similar to what is shown in the manuscript but here we only use a single 
simulation for each model. Given that there are only very minor differences between the method 
of taking the mean of all ensembles from all models and the method used here, we are confident 
that this shift from summer to spring is not a product of natural variability alone. 
We also analyzed the model and ensemble medians rather than the means, which may provide 
insight into potential biases in the multi-model that can affect year-to-year changes in the model 
distributions. We find that when using the median we get more erratic results compared to the 
mean. For example, the fraction of events occurring during winter in the Northwestern United 
States is almost 100% when using the median and is much more conservative using the mean. 
We also see that, for the all ensemble median, the shift from summer to spring does exist and is 
even greater in some central regions. However, specifically for the Northeast, we see a reduction 
of events in spring and an increase of events in summer compared to observations. 
When taking the median across all models when just using a single ensemble per model the shift 
from summer to spring again exists for most regions. The Northeast again shows an increase of 
events in the summer, differing from the results using the mean, and the spring is fairly accurate 
compared to observations. There is a reduction in the decrease of events in summer for most 
regions when using just a single ensemble median compared the all ensemble median, however 
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the shift still exists. The Western United States seems to be the exception with nearly all events 
occurring in winter for the Northwest and in the winter and fall for the Southwest. Methods using 
the model and ensemble means put at least some events in spring and summer in the West and 
while there is a decrease in summer there is no increase in spring. 
 
Figure A.1. 10-year seasonal running averages of the 2-day 5-year EPI. 
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Figure A.2. The model mean fractional contribution of average seasonal EPI to the average annual EPI for CMIP5 
simulations (1901-2005). A single simulation for each model was used and the mean across all models found. 
Numbers are the average fractional contribution and correspond to color of respective regions. 
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Figure A.3. The model median fractional contribution of average seasonal EPI to the average annual EPI for CMIP5 
simulations (1901-2005). All simulations from all models are used and the median across all simulations is found. 
Numbers are the average fractional contribution and correspond to color of respective regions. 
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Figure A.4. The model median fractional contribution of average seasonal EPI to the average annual EPI for CMIP5 
simulations (1901-2005). A single simulation from all models are used and the median across all models is found. 
Numbers are the average fractional contribution and correspond to color of respective regions. 
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Figure A.5. Fractional contribution time series from 1901-2005 for the Midwest for each season. The black line 
represents the 27 model mean time series which is the average across all models using a single simulation per 
model. The blue line represents the mean across all available simulations for all models. The corresponding numbers 
are the standard deviation across each time series. 
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Figure A.6. Fractional contribution time series from 1901-2005 for the Northeast for each season. The black line 
represents the 27 model mean time series which is the average across all models using a single simulation per 
model. The blue line represents the mean across all available simulations for all models. The corresponding numbers 
are the standard deviation across each time series. 
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Figure A.7. Fractional contribution time series from 1901-2005 for the Northwest for each season. The black line 
represents the 27 model mean time series which is the average across all models using a single simulation per 
model. The blue line represents the mean across all available simulations for all models. The corresponding numbers 
are the standard deviation across each time series. 
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Figure A.8. Fractional contribution time series from 1901-2005 for the Southeast for each season. The black line 
represents the 27 model mean time series which is the average across all models using a single simulation per 
model. The blue line represents the mean across all available simulations for all models. The corresponding numbers 
are the standard deviation across each time series. 
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Figure A.9. Fractional contribution time series from 1901-2005 for the Southwest for each season. The black line 
represents the 27 model mean time series which is the average across all models using a single simulation per 
model. The blue line represents the mean across all available simulations for all models. The corresponding numbers 
are the standard deviation across each time series. 
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Figure A.10. Fractional contribution time series from 1901-2005 for the North Great Plains for each season. The 
black line represents the 27 model mean time series which is the average across all models using a single simulation 
per model. The blue line represents the mean across all available simulations for all models. The corresponding 
numbers are the standard deviation across each time series. 
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Figure A.11. Fractional contribution time series from 1901-2005 for the South Great Plains for each season. The 
black line represents the 27 model mean time series which is the average across all models using a single simulation 
per model. The blue line represents the mean across all available simulations for all models. The corresponding 
numbers are the standard deviation across each time series. 
