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ABSTRACT
Aims. We performed a theoretical analysis aimed at quantifying the relevance of the small frequency separation δν in determining
stellar ages, masses, and radii. We aimed to establish a minimum uncertainty on these quantities for low-mass stars across different
evolutionary stages of the main sequence and to evaluate the biases that come from some systematic differences between the stellar
model grid adopted for the recovery and the observed stars.
Methods. We adopted the SCEPtER (Stellar CharactEristics Pisa Estimation gRid) pipeline for low-mass stars, [0.7, 1.05] M⊙, from
the zero-age main sequence to the central hydrogen depletion. For each model in the grid, we computed oscillation frequencies.
Synthetic stars were generated and reconstructed based on different assumptions about the relative precision in the δν parameter
(namely 5% and 2%). The quantification of the systematic errors arising from a possible mismatch between synthetic stars and the
recovery grid was performed by generating stars from synthetic grids of stellar models with different initial helium abundance and
microscopic diffusion efficiency. The results obtained without δν as an observable are included for comparison.
Results. The investigation highlighted and confirmed the improvement in the age estimates when δν is available, which has already
been reported in the literature. While the biases were negligible, the statistical error affecting age estimates was strongly dependent
on the stellar evolutionary phase. The error is at its maximum at ZAMS and it decreases to about 11% and 6% (δν known at 5% and
2% level, respectively) when stars reach the 30% of their evolutionary MS lifetime. The usefulness of small frequency separation in
improving age estimates vanishes in the last 20% of the MS. The availability of δν in the fit for mass and radius estimates provided an
effect that was nearly identical to its effect on age, assuming an observational uncertainty of 5%. As a departure, with respect to age
estimates, no benefit was detected for mass and radius determinations from a reduction of the observational error in δν to 2%. The
age variability attributed to differences in the initial helium abundance resulted in negligible results owing to compensation effects
that have already been discussed in previous works. On the other hand, the current uncertainty in the initial helium abundance leads
to a greater bias (2% and 1% level) in mass and radius estimates whenever δν is in the observational pool. This result, together with
the presence of further unexplored uncertainty sources, suggest that precision in the derived stellar quantities below these thresholds
may possibly be overoptimistic. The impact of microscopic diffusion was investigated by adopting a grid of models for the recovery
which totally neglected the process. The availability of the small frequency separation resulted in biases lower than 5% and 2% for
observational errors of 5% and 2%, respectively. The estimates of mass and radius showed again a greater distortion when δν is in-
cluded among the observables. These biases are at the level of 1%, confirming that threshold as a minimum realistic uncertainty on the
derived stellar quantities. Finally, we compared the estimates by the SCEPtER pipeline for 13 Kepler asteroseismic LEGACY sample
stars with those given by six different pipelines from literature. This procedure demonstrated a fair agreement for the results. The
comparison suggests that a realistic approach to the determination of the error on the estimated parameters consists of approximately
doubling the error in the recovered stellar characteristics from a single pipeline. Overall, on the LEGACY sample data, we obtained
a multi-pipeline precision of about 4.4%, 1.7%, and 11% on the estimated masses, radii, and ages, respectively.
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1. Introduction
Asteroseismology allows us to constrain stellar masses, ra-
dius, and age with unprecedented precision. Global astero-
seismic parameters, namely the large frequency separation ∆ν
and the frequency of the maximum oscillation power νmax,
are routinely used today to determine stellar properties (see
e.g. Basu et al. 2010; Quirion et al. 2010; Chaplin et al. 2011;
Silva Aguirre et al. 2012; Chaplin & Miglio 2013; Chaplin et al.
2014; Valle et al. 2015c,b; Serenelli et al. 2017; Rodrigues et al.
2017; Pinsonneault et al. 2018). While stellar mass and radius
Send offprint requests to: G. Valle, valle@df.unipi.it
estimates are known to be reliable at the level of a few percent
when∆ν and νmax are known, the ages are much less constrained.
In fact, while these two asteroseismic quantities have a strong de-
pendency on mass and radius, they are not particularly sensitive
to the deep stellar layers, which change most dramatically during
the main sequence (MS) evolution (see e.g. Aerts et al. 2010).
The increasing availability of oscillation frequencies for tar-
get stars in recent years has been coupled with an increasing pre-
cision with regard to their determinations, carrying with it an ob-
vious impact on the precision of stellar age determinations. The
evaluation of ∆ν and νmax at some percent level was common few
years ago (e.g. Mathur et al. 2012; Chaplin et al. 2014) but much
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better results can be achieved today thanks to longer observation
periods. Currently, the set of the best asteroseismically charac-
terised MS stars – the Kepler asteroseismic LEGACY sample
(Lund et al. 2017) – contains 66 stars with an exceptionally high
signal-to-noise ratio (S/N), with median precision in global as-
teroseismic parameters of around 0.05% in ∆ν and 0.6% in νmax.
Besides these global parameters, which can be extracted
from oscillation spectra for most of the targets, there is a grow-
ing amount of stars with precise measurements of individual
frequencies that can be directly fitted (e.g. Eggenberger et al.
2004; Metcalfe et al. 2009; Howell et al. 2012; Metcalfe et al.
2012, 2014, 2015; Campante et al. 2015; Silva Aguirre et al.
2015, 2017; Bellinger et al. 2016; Aerts et al. 2018). Most of
the studies in the field adopt a grid-based maximum-likelihood
or a Bayesian approach in the fitting, in addition to emerg-
ing machine-learning methods (see e.g. Bellinger et al. 2016;
Aerts et al. 2018; Hendriks & Aerts 2018).
Even when individual frequencies are not directly used, their
availability can be exploited to compute other global seismic
parameters, in particular the so called small frequency separa-
tion δν, as defined in Sect. 2.3 (Christensen-Dalsgaard 1993).
The great improvement that come from the knowledge of indi-
vidual frequency or δν concerns the age estimates, with a typ-
ical improvement in the precision by a factor of two (see e.g.
Miglio & Montalbán 2005; Mathur et al. 2012; Lebreton et al.
2014; Silva Aguirre et al. 2015). The recent literature also in-
cludes other approaches to define seismic indicators to better
constrain stellar parameters (see e.g. Farnir et al. 2019).
Although several studies have addressed specific questions
about the relevance of δν, or of the frequency ratios defined
by Roxburgh & Vorontsov (2003), in the stellar characteris-
tics estimates (e.g. Brandão et al. 2013; Deheuvels et al. 2015;
Bellinger et al. 2016; Angelou et al. 2017; Aerts et al. 2018;
Rendle et al. 2019, in the recent literature), some theoretical
problems still remain unexplored; in particular, the quantifica-
tion of the minimum uncertainty as a function of different as-
sumptions on the observational errors in the estimates of stellar
mass, radius, and age across different evolutionary stages. A di-
rect quantification will help to understand the presence of possi-
ble hidden biases that can affect the estimated properties.
Another open question concerns the evaluation of the biases
that come from some systematic differences between the stel-
lar models grid adopted for the recovery and real world stars.
Some studies in the literature (e.g. Silva Aguirre et al. 2015;
Nsamba et al. 2018) address these problems on a sample of real-
world stars by adopting different evolution and pulsation codes
into the fit. However, these analyses cannot control the distor-
tion owing to the unknown systematic differences between the
recovery grids and the evolution of real world stars. A firmer
theoretical grasp of these questions can only be gained through
controlled simulations.
Several works explored these aspects when only ∆ν and νmax
were available (e.g. Gai et al. 2011; Basu et al. 2012; Valle et al.
2014, 2015c). The aim of this paper is to propose an analysis
similar to that in Valle et al. (2015c), but while considering δν in
the observational pool.
2. Methods
With the aim of investigating the relevance of the small fre-
quency separation constraint for the estimation of stellar charac-
teristic, we adopted a modified SCEPtER (Stellar CharactEris-
tics Pisa Estimation gRid) pipeline (Valle et al. 2014, 2015c,b).
We performed the analysis based on a specific range of stellar
models in the main-sequence (MS) and for low-mass stars (be-
low 1.05 M⊙). This choice allowed us to neglect the uncertainty
in the convective core overshooting extension since the stars in
the chosen mass range burn hydrogen in a radiative core. As a
matter of fact the extension of the present investigation to an
higher mass range will be affected not only by this supplemen-
tary degree of freedom, which would force the building of a huge
dataset of stellar tracks, but also by the requirement of follow-
ing the evolution of the convective core with a spatial resolution
much higher than the one needed for the present investigation.
Moreover, Deal et al. (2018) point out that more massive stars
may suffer from additional biases because of the effect of radia-
tive accelerations.
Section 2.1 describes in detail the grid of stellar models
adopted in the computations, while Sect. 2.2 reports the de-
tails of the frequency computation from stellar models. Finally,
Sect. 2.3 describes the estimation process based on a series of
Monte Carlo experiments.
2.1. Stellar model grid
The model grids were computed for masses in the range [0.7,
1.05] M⊙, with a step of 0.01 M⊙. The evolution was followed
from the pre-MS until the exhaustion of the central hydrogen,
conventionally assumed when its central abundances drops be-
low 10−5, which corresponds to a star in the early sub-giant
branch. Only models in MS and with age lower than 14 Gyr
were retained in the grid. The initial metallicity [Fe/H] was var-
ied from −0.5 to 0.3 dex, with a step of 0.05 dex. The solar
heavy-element mixture by Asplund et al. (2009) was adopted.
Five initial helium abundances were considered at fixed metallic-
ity by adopting the commonly used linear relation Y = Yp +
∆Y
∆Z
Z
with the primordial abundance Yp = 0.2485 from WMAP
(Peimbert et al. 2007a,b) and with a helium-to-metal enrichment
ratio ∆Y/∆Z from 1 to 3 with a step of 0.5 (Gennaro et al. 2010).
We adopted ∆Y/∆Z = 2.0 in the reference scenario and used
other grids to assess the importance of a systematic mismatch
between synthetic data and recovery grid.
Nuclear reaction rates were taken from the NACRE com-
pilation (Angulo et al. 1999), except for 14N(p, γ)15O; for this,
we adopted the estimates of Imbriani et al. (2005). Microscopic
diffusion was considered according to Thoul et al. (1994), with
radiation turbulence by Morel & Thévenin (2002), as adopted
in Choi et al. (2016). A grid that neglects microscopic diffu-
sion was also computed and used to test the importance of this
input physics in the final estimates. A solar-calibrated mixing-
length parameter αml = 1.8 was adopted. Outer boundary condi-
tions were set by the atmospheric models from Hauschildt et al.
(1999), supplemented with models by Castelli & Kurucz (2003),
where the former were unavailable. Convective core overshoot-
ing was not included because the stars in the mass range adopted
for the present analysis have a radiative core.
The MESA stellar evolutionary code (r10398; Paxton et al.
2011, 2013, 2015, 2018) was used for the computations. To ob-
tain sensible oscillation frequencies, about 2 000 meshes were
placed in the stellar structures (Moya et al. 2008). As a con-
trol, we also built a restricted dataset with about 800 meshes
per structure. The comparison of the results obtained with the
two grids showed a variation in the estimates that were much
smaller than the statistical errors from observational uncertainty
propagation.
The adopted configuration closely matches the one used by
Valle et al. (2014, 2015c), which allows for an easy comparison
of the results. The quoted researches used the FRANEC code
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(Degl’Innocenti et al. 2008; Tognelli et al. 2011), in the configu-
ration adopted to compute the Pisa Stellar Evolution Data Base1
for low-mass stars (Dell’Omodarme et al. 2012). As we directly
verified in the past (Valle et al. 2016, 2017), the difference in the
results between FRANEC and MESA stellar evolutionary codes,
adopted in the same configuration, are marginal.
2.2. Frequencies computation
Oscillation frequencies for each stellar model, from ZAMS to
the central hydrogen exhaustion, were calculated using GYRE
(Townsend & Teitler 2013; Townsend et al. 2018). We adopted
it in the standard configuration, solving the 4th order system of
pulsation equations. A static atmosphere model and the standard
inner and outer boundary conditions was adopted, as outlined
in Appendix A of Townsend & Teitler (2013). We considered
these in computations radial modes (degree l = 0) and non-radial
modes of degree l = 1, 2.
Let us denote as S the difference between a frequency ν of
spherical degree l1 and radial order n1 and a frequency of l2 and
n2,
S (n1, n2, l1, l2) ≡ νl1 (n1) − νl2 (n2). (1)
The large frequency separation is then given by
∆νl(n) ≡ S (n, n − 1, l, l), (2)
while the small frequency separation is
δν(l,l+2)(n) ≡ S (n, n − 1, l, l + 2). (3)
Values for ∆ν0 and δν02 were computed for each stellar model
in the grid. The observed oscillation power spectrum of solar-
like stars is characterised by a typical Gaussian-like envelope,
peaked at νmax. Therefore, to mimic the observable frequency
ranges for each model, the frequencies were weighted consider-
ing their position in a Gaussian envelope. This envelope was cen-
tred at the predicted frequency of maximum oscillation power,
given by scaling relation (Kjeldsen & Bedding 1995):
νmax
νmax,⊙
=
M/M⊙
(R/R⊙)2
√
Teff/Teff,⊙
. (4)
The full-width at half-maximum of the envelope was taken
as 0.66 ν0.88max (Mosser et al. 2012; Bellinger et al. 2016). The
weighted median over n, 〈∆ν0〉 and 〈δν02〉, where then com-
puted and adopted as asteroseismic observational constraints
(Bellinger et al. 2016), along with νmax
2. For this last param-
eter, it worth noting that the validity of the scaling relations
(mainly in the RGB phase) has been questioned in recent years
(Epstein & Pinsonneault 2014; Gaulme et al. 2016; Viani et al.
2017; Brogaard et al. 2018; Buldgen et al. 2019), posing a seri-
ous problem whenever it is adopted for a comparison with ob-
servational data. Moreover, it is well known that for stars with
convective envelopes such as those considered in the present
research, the treatment of convection by 1D schemes (as the
mixing-length theory adopted here, Böhm-Vitense 1958) leads
to inaccurate representations of the surface layers, which, in
turn, has an impact on the predicted stellar frequencies. The
resulting systematic discrepancies between computed and ob-
served frequencies is usually referred to as the surface effect
1 http://astro.df.unipi.it/stellar-models/
2 The computations relied on a customised ver-
sion of the scripts provided by E. Bellinger
https://github.com/earlbellinger/asteroseismology .
(see e.g. Brown 1984; Christensen-Dalsgaard et al. 1988). For-
tunately, both these issues are of minor importance for our aims,
because both artificial data and the recovery grid are computed
using the same scheme. For ease in notation, in the following,
we refer to 〈∆ν0〉 and 〈δν02〉 simply as ∆ν and δν.
2.3. Fitting procedures
The fit was performed by means of the SCEPtER pipeline
(Valle et al. 2015c,b,a), a well-tested technique that has been
adopted in the past for single and binary stars. We briefly sum-
marise the technique here for reader’s convenience.
For each point j on the grid, we define q ≡
{Teff, [Fe/H],∆ν, δν, νmax} as the vector of observed quantities for
a star, and σ to be the vector of the corresponding observational
uncertainties. We also define q˜ j as the vector of observables for
each jth point of the grid. We compute the geometrical distance
d j between the observed star and the jth grid point, defined as:
d j =
∥∥∥∥∥q − q˜ jσ
∥∥∥∥∥ . (5)
Then the technique computes the likelihood as:
L j = exp(−d
2
j/2). (6)
This likelihood function is evaluated for each grid point
within 3σ of all the variables from q; we define Lmax as the max-
imum value obtained in this step. The estimated stellar quantities
are obtained by averaging the corresponding mass, radii, and age
of all the models with a likelihood greater than 0.95 × Lmax.
This technique can also be employed to construct a Monte
Carlo confidence interval for mass, radius, and age estimates.
Starting from observational values q and their uncertainties σ, a
synthetic sample of n stars is generated, following a multivariate
normal distribution with vector of mean q and covariance matrix
Σ = diag(σ). A value of n = 5 000 can usually provide a fair bal-
ance between computation time and the accuracy of the results.
The medians of the n objects mass, radius, and age are taken as
the best estimate of the true values; the 16th and 84th quantiles
of the n values are adopted as a 1σ confidence interval.
3. Estimated parameters
We aim to quantify the biases and the propagation of errors from
the observational constraints to the final estimates of stellar age,
mass, and radius. In particular, we are interested in the analy-
sis of how these quantities change as a star evolves through the
whole MS and if there are some effects connected to the mass or
initial metallicity (see e.g. Valle et al. 2019, for a recent analy-
sis of statistical distorsions that can affect the mixing-length pa-
rameter estimate for field stars). We performed these evaluations
relying on synthetic stars sampled from a grid of stellar models.
We explored both ideal scenarios – in which the grid and the
mock data are in perfect agreement beside a random perturba-
tion that accounts for observational uncertainties – and config-
urations that assume systematic discrepancies between data and
recovery grid (Sect. 4).
As a starting point, we verified the performance of the best
possible configuration for adopting the same stellar models for
the mock data generation and for the estimation procedure.
Therefore, we built a synthetic dataset by sampling N = 50 000
artificial stars from the same standard estimation grid of stellar
models used in the recovery procedure (∆Y/∆Z = 2.0), adding
to each of them a Gaussian noise in all the observed quantities.
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We assumed 0.5% in ∆ν, 0.7% in νmax, 5% in δν, 100 K in Teff,
and 0.1 dex in [Fe/H]. The errors in the asteroseismic quanti-
ties were set by considering the quoted uncertainties in the Ke-
pler asteroseismic LEGACY sample (Lund et al. 2017) as the
absolute maximum reachable precision, and increasing the er-
rors by about one order of magnitude. The adopted uncertainties
are expected to be attainable for a large share of stars. A second
scenario considers an optimistic error in δν of 2%, which is the
median error in this parameter for LEGACY sample stars.
This Monte Carlo simulation proves the performances of the
technique in the ideal case where the adopted stellar models are
in perfect agreement with real stars and, therefore, sets the abso-
lute minimum variability that is expected to occur only because
of the observational uncertainties.
All the recoveries were performed twice. A first set of com-
putations neglects the δν observational constraint, while a second
one adopts it. The comparison of the results under these two dif-
ferent assumptions allowed us to establish the relevance of the
small separations in different mass and metallicity ranges, and
evolutionary stages.
3.1. Age estimates
Figure 1 shows the dependence of relative errors in the recovered
stellar age as a function of the true stellar mass, the stellar rela-
tive age r3, and the [Fe/H] value. The [Fe/H] is the current sur-
face value for the star, which can be significantly different from
the initial one owing to the microscopic diffusion processes. The
figure shows the relative error envelopes obtained by evaluating
the 16th and 84th quantiles (1σ) of the age relative error over a
moving window4, with a procedure identical to that in Valle et al.
(2015c). The envelope boundaries and the median estimates are
also reported in Tables A.1 and A.2.
Figure 1 (scenario with 5% uncertainty on δν) shows the
well known improvement in the age estimates reported in the
literature (see e.g. Mathur et al. 2012; Lebreton et al. 2014;
Silva Aguirre et al. 2015). The left panel shows the envelope
boundary position as a function of the stellar mass. As discussed
in Valle et al. (2014, 2015c) edge effects dominate near the grid
boundary. As an example, for the lower mass edge (M = 0.7M⊙),
no less massive models exist in the grid so a model of this mass
can only be confused with a more massive one, which evolve
faster. The decrease after about 0.75 M⊙ of the position of the
upper boundary is instead related to the presence of the hard
boundary of 14 Gyr for grid inclusion. While stars more mas-
sive than about 0.8 M⊙ end their MS life before this limit, this
is not the case for less massive stars. For these models, the late
MS evolution is neglected, and this exclude the part of their evo-
lution where estimates are the most precise (see central panel in
the figure). For M ≥ 0.85M⊙ the average envelope half-width
without δν in the observational constraints is about 20%, while
it is as low as 12% when the value of δν is available in the fitting.
As a comparison Valle et al. (2015c) reported about 35% with-
out the small frequency separation constraint and with a much
greater uncertainties in ∆ν and νmax (2.5% and 5% respectively).
3 The relative age r is defined as the ratio between the age of the star
and the age of the same star at central hydrogen exhaustion. The age is
conventionally set to 0 at the ZAMS position.
4 The half-width of the window is typically 1/12-1/16 of the range
spanned by the independent variable. This choice allows us to main-
tain the mean relative error in the 1σ envelope owing to Monte Carlo
sampling at a level of about 1%, without introducing too much smooth-
ing.
The middle panel shows the performances that can be
reached during the MS evolution regardless of the mass. As ex-
plained in detail in Valle et al. (2015c), the estimates suffer from
a large relative indetermination in the first 20% of the MS evolu-
tion and then shrink to nearly constant, slowly decreasing level.
The constant shrinkage is a feature already discussed in litera-
ture, and occurs because age estimations are intrinsically easier
in rapidly evolving phases (see e.g. the results in Gai et al. 2011;
Chaplin et al. 2014). The mean envelope half-width for r > 0.3
is about 22% without δν and 11% with this supplementary con-
straint. In a departure from Valle et al. (2015c), we do not detect
the increase in the envelope width around 80% of the MS evo-
lution. This is caused by the different mass range considered in
the works because the increase in Valle et al. (2015c) was caused
by the presence of higher mass stars with a convective core. In-
terestingly, the usefulness of the small frequency separation in
improving age estimates vanishes in the last 20% of the MS. As
a reference, the 80% of the MS evolution roughly corresponds
to the turn-off position, with differences due to the mass and
the metallicity of the stellar track. Above r ≈ 0.9 the two en-
velopes are nearly indistinguishable. This behaviour has a clear
explanation behind it, considering the evolution of δν during the
MS evolution. Indeed, for stars in the very terminal MS part and
in later evolutionary stages, the small separation becomes much
less sensitive as an age diagnostic. As shown in Fig. 2, the small
frequency separation decreases during the first 90% of the MS.
In the terminal part of the MS a steady or slightly increasing
trend, depending on the mass and the metallicity, appears. There-
fore, models in this zone have similar values of δν, explaining its
loss of power in core condition predictions. This is essentially
due to the fact that the oscillation modes are not able to grasp
the full behaviour of the sound speed gradient in the very deep
core of the star at the end of the MS. The modification of the
stellar structure, dictated by the increase of the mean molecu-
lar weight as a result of the nuclear burning reactions, cannot be
effectively probed by p modes.
Indeed, the adoption of the small frequency separation – or
of frequency ratios by Roxburgh & Vorontsov (2003), which are
less sensitive to surface corrections – is known to be beneficial
for stars that are less massive than about 1.5 M⊙ in the MS evo-
lution. For these stars, the evolutionary tracks in the δν versus ∆ν
plain are well-separated. As stars evolve off the MS, their tracks
converge for the sub-giant and red-giant evolutionary stages (see
e.g. White et al. 2011; Arentoft et al. 2014; Farnir et al. 2019),
thus leading to a reduced discriminating potential of the aster-
oseismic parameters. Further details about the sensitivity to the
frequency ratios and separation on the RGB can be found e.g. in
Montalbán et al. (2010).
The right panel in Fig. 1 shows the envelope boundaries ver-
sus [Fe/H]. The trend in the figure stems from the trend in rela-
tive age and from edge effects. In fact, only evolved models, for
which the age estimate is more precise, reach surface [Fe/H] be-
low −0.6 dex, thanks to the effect of the microscopic diffusion In
contrast, at the upper metallicity edge, only models in their initial
evolutionary stages, young enough for diffusion to be inefficient,
are present. This lead to a larger envelope.
Figure 1 also shows the results from the scenario that as-
sumes 2% uncertainty on δν. The same qualitative feature dis-
cussed above are conserved, but the error envelope shrinks even
further. For the dependence on the stellar mass we obtained an
envelope half-width of 8% for M ≥ 0.85M⊙, three quarters than
in the case of higher error in δν. Regarding the evolution with
the relative age, the mean envelope half-width for relative age
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Fig. 1. Age-estimate relative errors as a function of the true mass (left panel), relative age (central panel), and metallicity [Fe/H] (right panel)
of the stars without δν observational constraint (blue solid line), or adopting δν with observational errors of 5% and 2% (purple dashed line and
green dot-dashed line respectively). The lines show the 1σ error envelope. A positive relative error indicates that the reconstructed age of the star
is overestimated with respect to the true one.
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Fig. 2. Computed values of the small frequency separations as a func-
tion of the relative age of the stars. Curves are labelled according to the
considered masses (M = 0.90 and 1.0 M⊙) and the metallicity Z of the
stars.
above 0.3 is 6%, about one half than the value reported for the
more uncertain scenario.
Figure 3 summarises the aforementioned behaviours and
shows the ratio of the age error envelope width between fits ob-
tained with and without using δν as observational constraint as
a function of the stellar relative age. The left panel of the fig-
ure refers to the scenario that adopts a 5% error in the small
frequency separation, while the right one adopts a 2% error.
In the first case, the ratio of the errors is about 60% at ZAMS
and decreases to a minimum of about 40% at the middle of the
MS evolution. These results agree with the claimed reduction
of the error in age by about a factor of two when frequency
data are available (e.g. Mathur et al. 2012; Lebreton et al. 2014;
Silva Aguirre et al. 2015). However, this is only true until about
80% of the MS evolution because in later stages the error ratio
increases again reaching about 80% in the MS terminal part. In
the 2% error scenario the error ratio is about 40% at ZAMS and
decreases to about 20% in the middle of the MS, a reduction
greater than has generally been claimed in the literature. How-
ever, even for this scenario, the error ratio climbs again at about
80% at the end of the MS, so that the average error reduction in
the whole MS is about 35%.
Overall, the median error in the whole MS for age estimates,
marginalised over mass, metallicity and evolutionary phases, are
about 15% and 10% for observational errors in δν of 5% and
2%, respectively. In the light of these simulations it appears that
the most favourable observational targets are stars in the middle
of the MS evolution, where the availability of precise and accu-
rate frequency measurements can potentially make the greatest
difference.
3.2. Mass and radius estimates
The contribution of the small separation to the age esti-
mates is clearly shown in Sect. 3.1 and its general relevance
to the question has already been discussed in the literature
(see e.g. Lebreton & Montalbán 2009; Silva Aguirre et al. 2015;
Bellinger et al. 2016). However, the improvement that arises
from its availability in the observational constraints is not con-
fined to age. Indeed, it is either mass and radius estimates that
can benefit from it.
Thanks to the information carried by δν on the deep layers
of the star, the fit has an improved sensitivity to the stellar mass.
This effect is shown in the top row of Fig. 4 that shows the 1σ er-
ror envelope of the recovered mass as a function of the real mass
and the stellar relative age. The figure shows the envelope com-
puted without the δν observational constraint as well as those
that include it with two different error assumptions (namely, 5%
and 2%). Besides the features dictated by edge effects that have
already been extensively discussed in Valle et al. (2014), a clear
improvement in the mass estimates is apparent when δν is avail-
able. As has been noted with regard to age estimates, the con-
tribution of δν tends to vanish in the last 15% of the evolution
(right panel in the figure). As a difference from age estimates, no
clear improvement is found adopting a 2% error in δν other than
in the first 20% of the MS evolution. The bottom row in Fig. 4
shows that the same behaviour occurs for radius estimates. The
position of the 1σ envelope boundaries and of the median of the
estimates are reported in Tables A.1 and A.2.
Figure 3 shows that the improvement provided by the avail-
ability of δν in the fit for mass estimates is nearly identical to
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Fig. 3. Left: ratio of the age, mass, and radius error envelope widths between fits obtained with and without δν as observational constraint, as a
function of the stellar relative age. The observational error in δν is 5%. Right: same as in the left panel, but for a 2% observational error.
that on the age assuming an observational uncertainty of 5%.
An error ratio varying between 60% and 40% was found in the
first 70% of the MS evolution, and similar values resulted when
assuming an observational uncertainty of 2%, with the only dif-
ference of a slightly decrease of about 10% in the first 20% of
the MS evolution. The error ratio for radius estimates is some-
what higher, being always over 60% adopting an observational
error of 5%, and over 50% with an observational error of 2%.
The overall error in masses and radii on the whole MS are
about 2.2% and 1.6% (mass) and 1.0% and 0.8% (radius) for
observational uncertainties in δν of 5% and 2%, respectively.
4. Systematic effects
Section 3 deals only with random perturbation of observational
constraints, which are otherwise supposed to perfectly match the
recovery grid. This assumption is clearly overoptimistic when
the recovery is applied to real world stars. In this case, systematic
discrepancies are expected to occur. It is therefore interesting to
explore some systematics that can occur when synthetic objects
are sampled from a grid different than the one adopted for the
recovery.
Several uncertainty sources can affect the MS evolution of
low-mass stars, that is, chemical composition, efficiency of the
microscopic diffusion, radiative opacities, nuclear cross section,
equation-of-state, mixing scheme, etc. (see e.g. Valle et al. 2013;
Stancliffe et al. 2015). While it is out of the scope of the present
paper to perform a comprehensive analysis of all of these prop-
erties, we present in this section a detailed discussion of two of
them. This exercise is particularly useful highlighting that the
presence of several hidden biases should be carefully considered
because the errors from the fitting procedure can’t take them in
account. As a consequence, the uncertainties in mass, radius and
age derived for real stars are probably overly optimistic.
4.1. Initial helium abundance
A first effect that we find is worth exploring is the effect of the
choice of initial helium abundance. In fact, the helium-to-metal
enrichment ratio ∆Y/∆Z, which is commonly adopted by stellar
modellers to select the initial helium abundance, is quite uncer-
tain (Pagel & Portinari 1998; Jimenez et al. 2003; Gennaro et al.
2010). To quantify the impact of this uncertainty, we built two
synthetic datasets, each of N = 50 000 artificial stars, by sam-
pling the objects from two non-standard grids with ∆Y/∆Z =
1.0 and 3.0. The characteristics of the objects was then esti-
mated using the standard grid with ∆Y/∆Z = 2.0 for the recov-
ery. Valle et al. (2015c), in exploring a different mass range and
adopted different assumptions on the errors in the asteroseismic
quantities, already showed that the variability in the initial he-
lium abundance is negligible for age estimates in the presence of
asteroseismic constraints. This occurred owing to compensation
effects that are extensively discussed in that paper. The change
in the initial helium abundances strongly affect, at fixed evolu-
tionary phase, either the age and the effective temperature of an
artificial star. Thus, a helium-rich star lies in a zone of the stan-
dard grid populated by more massive models, leading to a mass
overestimate in the recovery. However, helium-rich stars evolve
faster than the corresponding standard scenario stars and it so
happens that the age bias due to the mass overestimate compen-
sates for the difference in age due to the change in the initial
helium. The net effect is a very small age bias. We find a similar
behaviour in the present analysis.
Figure 5 and Tables A.3 and A.4 show the position of the
age relative error envelope boundaries according to the value of
∆Y/∆Z adopted in the sampling. The top row shows that without
the δν constraint, the age estimates present a marginal variabil-
ity linked to the uncertainty in the initial helium abundance. The
mean offset over the whole MS evolution between the estimates
from the ∆Y/∆Z = 3.0 and those from ∆Y/∆Z = 1.0 is about
10%. This variability shrinks to an impressive 1.5% when the
constraint on δν is added in the fit. Therefore, the availability of
the small frequency separation in the fit makes age estimates par-
ticularly robust against the indetermination of the initial helium
abundance.
It is interesting to note that the same is not true for mass and
radius estimates. Tables A.3 and A.4 show that the fit with the
δν constraint provides masses and radii which are more biased
than the ones without this constraint. The difference in the me-
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Fig. 4. Top row, left: Mass relative errors as a function of the true mass of the stars, without δν in the observational constraints (blue solid line), or
adopting δν with observational errors of 5% and 2% (purple dashed line and green dot-dashed line). The lines show the 1σ error envelope. Right:
same as in the left panel, but as a function of the stellar relative age. Bottom row: same as in the top row, but for radius estimates.
dian recovered mass between the ∆Y/∆Z = 1.0 and 3.0 is about
1% without δν, and 2% with this supplementary constraint. For
radius estimates, the differences are about 0.6% and 0.8% in the
two considered scenarios. This behaviour stems from the change
in the interior layers of the stars – both on the opacities and in the
dimension of the core – caused by a different assumption on the
initial helium abundance. As explained in Valle et al. (2014), the
change in the ∆Y/∆Z parameter alters the position of a model
on the reconstruction grid, thus leading to biased estimates of
both mass and radius. It happens that the further availability of
the constraint in δν worsen the situation because the algorithm,
besides matching the effective temperature and the stellar den-
sity, also has to find a structure that provides an adequate small
frequency separation. As a consequence, the fit preference is
to further bias the mass and radius estimates. Indeed, this be-
haviour has a simple explanation, and is not linked to the grid
of stellar models or the fitting algorithm adopted. The fit was
performed on a grid that does not match the one adopted for
synthetic-objects generation. In particular, the age-mass relation
is different in these grids. Thus, a better convergence of the fit-
ted solution towards the ’true’ value of one of the two of these
parameter forces a greater bias in the other.
The results presented in this section assume the validity of
the generally adopted enrichment law that links Z and Y values,
with the only freedom of the coefficient residing in the linear
relation. Different biases can occur if the metallicity and the ini-
tial helium abundance are treated as independent. A full answer
to this problem would thus require the computation of stellar
models over a dense full grid with varying Z and Y. This huge
computational effort is, however, outside the aim of this paper.
Moreover, most of the databases of stellar tracks that are freely
available to the community assume such a dependence between
Z and Y; therefore, the investigation performed here is particu-
larly relevant because it directly addresses the bias expected in
this configuration.
4.2. Element diffusion
Another source of systematic bias come from the efficiency of
the microscopic diffusion. As in Valle et al. (2015c), we quanti-
fied a maximum possible bias arising from this factor by adopt-
ing an approach slightly different from that adopted in the previ-
ous sections. In this case, we sampled N = 50 000 objects from
the standard grid of models, which takes the element diffusion
into account, and adopted a grid which neglect element diffusion
for the recovery.
The results, presented in Fig. 6 and Table A.5, confirm the
findings of Valle et al. (2015c). Without the supplementary con-
straint provided by δν, the age estimates suffer from a bias of
about 20% in the first part of the MS evolution, which is re-
duced to about 5% in the terminal part. The availability of the
small frequency separation in the fit strongly reduces these bi-
ases, reaching – for the major part of the MS evolution – levels
below 5% and 2% for observational errors of 5% and 2%, re-
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Fig. 5. Top row, left: age-relative error adopting δν as observational constraints (with observational error of 5%) versus the true stellar mass. Data
were sampled from grid at different ∆Y/∆Z = 1.0, 2.0, and 3.0 and reconstructed over the grid with ∆Y/∆Z = 2.0. Right: same as in the left panel
but as a function of the stellar relative age. Bottom row: as in the top row, but using the constraint on δν with an observational error of 2%.
spectively. For relative age above about 80%, the relevance of
the small frequency separation vanishes, as has been found in
findings of the previous sections.
The estimates of mass and radius show a behaviour similar to
that discussed in Sect. 4.1, with a greater distortion in the pres-
ence of the δν constraint. However, these biases are so minute –
reaching levels of 1% level or below – that they are considered
to have no practical relevance.
As a comparison, we consider the estimation by
Nsamba et al. (2018) of the effect of neglecting the micro-
scopic diffusion on a sample of 34 stars, which obtained median
biases of 0.8%, 2.1%, and 16% in radius, mass, and age, respec-
tively. That research adopted individual frequency in a Bayesian
framework and allowed for a supplementary degree of freedom
in the value of the mixing-length parameter within the fit. While
a direct comparison of the quoted errors is not accurate due to
the many differences in the studies, it is interesting to note that
the median bias reported in Tab. A.5 for age estimates in the
presence of the δν constraint are significantly lower than that
reported by Nsamba et al. (2018). Indeed, the two quantities do
not actually estimate the same effect. While Tab. A.5 presents
the theoretical estimates of the diffusion effect in a controlled
environment, all the other input being the same between grid
and mock data, this is not the case when analysing real data. In
the latter case, several uncontrolled discrepancies would exist
and their hidden biases would propagate into the final estimates.
5. Comparison with other pipelines
The results presented in the previous sections shed some light on
the minimum biases that may arise due to the random observa-
tional uncertainties or some systematic effects. However, the sys-
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Fig. 6. Age-relative error with or without microscopic diffusion, with
different assumptions on observational errors in δν. The blue lines cor-
responds to the standard recovery and serve as a reference. The other
lines show the envelope boundaries when data are sampled from the
standard grid and reconstructed on a grid that neglect microscopic dif-
fusion. The magenta solid line corresponds to a recovery without δν;
the magenta dashed line corresponds to results obtained with an ob-
servational error of 5% in δν; the green dot-dashed line comes from a
scenario with an error of 2% on δν.
tematic effects considered are only a few of the possible choices
made by a modeller when constructing a recovery grid. It is well
recognised in the literature (e.g. Gai et al. 2011; Mathur et al.
2012; Chaplin et al. 2014; Silva Aguirre et al. 2017) that the
adoption of different grids and estimation procedures can pro-
duce estimates with relevant systematic variance.
It is, therefore, interesting to verify how the results dis-
cussed so far on the expected variability apply to a real world
sample. For this exercise, we selected among the 66 stars in
the Kepler asteroseismic LEGACY sample (Lund et al. 2017),
those with expected mass below 1.02 M⊙, to avoid as possible
edge effects in our estimates. The selection was performed es-
timating the stellar mass from scaling relations (Ulrich 1986;
Kjeldsen & Bedding 1995):
M
M⊙
=
(
νmax
νmax,⊙
)3 (
∆ν
∆ν⊙
)−4 (
Teff
Teff,⊙
)3/2
, (7)
adopting the (Huber et al. 2011) reference solar values ∆ν⊙ =
135.1 µHz, νmax,⊙ = 3090 µHz. The properties of the 13 selected
stars were then estimated adopting the observational constraints
provided by (Lund et al. 2017). To avoid possible issues caused
by the grid coarseness, we artificially increased the errors in ∆ν
and νmax to a minimum level of 0.1%. Age, mass, and radius
were estimated either neglecting the δν constraint, and taking it
into account. The error estimates were obtained by the procedure
outlined at the end of Sect. 2.3.
The results of the fit are shown in Fig. 7. The figure also
shows the estimates presented by Silva Aguirre et al. (2017) on
the same stars, obtained by six different pipelines (AST, BASTA,
C2kSMO, GOE, V&A, YMCM). The full description of these
pipelines is presented in the quoted research. It is worth not-
ing that there is some heterogeneity in the adopted observational
constraints and the treatment of surface effects among them.
None of these pipelines adopt the same observational constraints
or fitting method as the pipeline presented here. Such discrepan-
cies obviously allow for the possibility to quantitatively explore
the relevance of systematic errors in the inferred parameters.
Based on Table 1 and Fig. 7, it appears that the relevance
of the small frequency separation in the fit is evident for few
stars. The age, mass, and radius of KIC 9025370, 11772920,
7970740, 8760414 obtained from the SCEPtER pipeline with-
out δν are very different from the parameters obtained by adding
this observational constraint into the pipeline. Besides the es-
timates obtained by SCEPtER pipeline when neglecting δν,
the other pipelines agree quite well, as has been discussed in
Silva Aguirre et al. (2017). The analyses presented in that paper
focused on the comparison between the pipelines by adopting
the BASTA pipeline as reference. Here we supplement this anal-
ysis by evaluating, on the selected sub-sample, the ratio of the
variability caused by the adoption of different pipelines over the
average variability, owing to the observational error propagation,
on the individual recovered parameters.
For this purpose we computed for each star the standard de-
viation σ1 among the estimated values from different pipelines
for age, mass, and radius. We also computed the mean value σ2
of the errors reported by the different pipelines. To do this, we
first computed the quadratic mean of the errors by the individual
pipelines (to account for asymmetric errors) and then averaged
the values for the different pipelines. Then we compute the ratio
of the errors as:
E =
σ1
σ2
. (8)
A value of E above 1.0 implies that the hidden systematic vari-
ability among pipelines is greater than the recovered error in the
stellar characteristics. Figure 8 shows that the systematic among
pipelines has the lowest importance for age estimates, with a me-
dian E ≈ 0.7. Indeed age estimates are affected by the largest
errors, thus leading to the lowest intra-pipeline difference. The
E values for mass and radius are about 1.1 and 0.9, respectively.
Therefore, the detected hidden systematic is nearly as large as
the random uncertainties derived by the single pipelines. Ulti-
mately, a conservative, albeit realistic, approach is then to ap-
proximately double the error in the recovered stellar characteris-
tics from a single pipeline.
By adding in quadrature σ1 and σ2 and dividing it by the
mean value of the stellar characteristics provided by all the con-
sidered pipelines (neglecting the SCEPtER fit without δν), we
obtained a precision of about 4.4%, 1.7%, and 11% on the esti-
mated masses, radii, and ages. These values are similar to those
reported by Reese et al. (2016) in an hare-and-hounds exercise
on 10 MS stars, but adopting different assumptions about the ob-
servational uncertainties. The errors obtained in that paper were
3.9% (mass), 1.5% (radius), and 23% (age). The higher quality
of data in the LEGACY sample and the different seismic tech-
niques adopted in the researches could explain the difference in
the age errors.
6. Conclusions
We analysed the effect of the availability of the small frequency
separation in determining stellar ages, mass, and radius. We per-
formed a theoretical investigation aimed to quantify the impact
of the small frequency separation on the statistical errors and sys-
tematic biases affecting stellar age, mass, and radius estimates in
a highly controlled framework. We performed our investigations
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Fig. 7. Age, mass, and radius recovered by different pipelines for the thirteen stars selected from the Kepler asteroseismic LEGACY sample (see
text).
on mock datasets of stars sampled from grids of pre-computed
stellar models. The approach allows us to establish the minimum
possible errors, both statistical and systematic, that affect astero-
seismic estimates. We performed the analysis considering stellar
models in MS, with masses below 1.05 M⊙, allowing us to ne-
glect the uncertainty in the convective core overshooting exten-
sion, since these stars burn hydrogen in a radiative core.
The study addresses the relevance of the small frequency
separation by evaluating the precision and the accuracy of stel-
lar parameters obtained under different assumptions on its ob-
servational precision. In particular we discussed the reconstruc-
tion of stellar parameters relying on classical (Teff and [Fe/H])
and global asteroseismic (∆ν, νmax, δν) observables of MS field
stars. Although several investigations in the literature have ad-
dressed similar questions, they are based on a sample of ob-
served stars (see e.g. Bellinger et al. 2016; Angelou et al. 2017;
Silva Aguirre et al. 2017; Aerts et al. 2018) or they are restricted
to specific small samples (e.g. Reese et al. 2016).
In our study, the parameters of the mock stars were obtained
by the SCEPtER pipeline, a well-tested maximum-likelihood
procedure adopted in the past for several investigation on field
stars (Valle et al. 2014, 2015c,b, 2019). The analyses were con-
ducted in different configurations. A preliminary investigation
was performed sampling the mock data from the same grid
adopted for the estimation process. The artificial stars were
then subject to random perturbation in the adopted observational
range to simulate observational errors. This ideal scenario al-
lowed us to establish the lowest minimum error in the recon-
structed stellar age, mass, and radius. A reference fit was com-
puted, neglecting the presence of δν, which then served as a com-
parison scenario. Two other fits of the same mock stars were ob-
tained assuming observational errors in δν of 5% and 2% (reach-
able only for the best targets).
Article number, page 10 of 18
Valle, G. et al.: Asteroseismic estimates of fundamental parameters
Table 1. Estimated age, mass, and radius of the thirteen stars selected from the LEGACY sample from SCEPtER pipeline.
KIC Age (Gyr) Mass (M⊙) Radius (R⊙)
9025370 4.34+0.54
−0.51
1.01 ± 0.03 1.02 ± 0.02
8006161 5.05+0.74
−0.68
0.95 ± 0.03 0.92+0.01
−0.02
9955598 6.60+0.77
−0.69
0.89+0.03
−0.02
0.89 ± 0.01
12069449 7.18+0.57
−0.56
1.00 ± 0.03 1.10 ± 0.02
9098294 8.22+0.91
−0.71
1.00 ± 0.04 1.16 ± 0.02
6603624 8.57+0.72
−0.55
1.01+0.03
−0.04
1.16+0.01
−0.02
7871531 8.78+0.67
−0.63
0.85 ± 0.02 0.88 ± 0.01
11772920 9.01+0.78
−0.73
0.83+0.03
−0.01
0.85 ± 0.01
3656476 9.71+0.40
−0.72
1.05−0.02 1.31 ± 0.01
8424992 9.78+0.80
−0.74
0.90 ± 0.03 1.05 ± 0.02
5950854 9.86+1.09
−0.96
0.98 ± 0.03 1.25 ± 0.02
7970740 11.38+1.04
−0.89
0.76 ± 0.01 0.77 ± 0.01
8760414 12.42+1.13
−1.45
0.82+0.03
−0.01
1.03+0.02
−0.01
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Fig. 8. Boxplot of the statistic E comparing the among-pipelines vari-
ability with the errors reported by the individual pipelines.
These investigations highlight the reported improvement in
the age estimates (see e.g. Mathur et al. 2012; Lebreton et al.
2014; Silva Aguirre et al. 2015) in the presence of the δν con-
straint. As has already been extensively discussed (see e.g.
Valle et al. 2015c), the statistical error affecting age estimates is
strongly dependent on the stellar evolutionary phase. The error is
at its maximum at ZAMS and it stabilises at about 22% (without
δν), 11% (δν known at 5% level), and 6% (δν known at 2% level)
when stars reach 30% of their evolutionary MS lifetime. This last
reduction at about one quarter of what is attainable without δν in
the observational pool is larger than the values – about one half –
that are commonly reported in the literature. Due to the fact that
the present research was performed in a controlled framework,
we were able to detect the very best performances achievable.
Interestingly, this theoretical approach allowed us to put
forth evidence that the usefulness of the small frequency sepa-
ration in improving age estimates vanishes in the last 20% of the
MS, roughly corresponding to the turn-off position. Above the
90% of the MS evolution, the estimates in the three discussed
configurations are indistinguishable. This behaviour is compre-
hensible considering the evolution of δν in the last stages of the
MS evolution. In this evolutionary phase the small frequency
separation, which decreased during the first part of the MS evo-
lution shows a steady or slightly increasing trend – depending on
the stellar mass and the metallicity. Therefore, models in the last
part of the MS have similar values of δν, with a corresponding
loss of power of this constraint in age predictions.
The improvement that arises from δν availability in the ob-
servational constraints is not confined to age. The availability of
δν in the fit for mass estimates provided an effect nearly identical
to that on the age, assuming an observational uncertainty of 5%.
This uncertainty allows a reduction of the errors in mass esti-
mates of about 40% of that obtained without δν. However, in the
last 15% of the MS evolution the impact of the small separation
vanishes. A difference with respect to age estimates was that no
benefit was detected for mass when adopting an observational
error of 2% in δν. The error ratio for radius estimates was a little
larger, being always over 60% adopting an observational error of
5%, and over 50% with an observational error of 2%.
As a major departure from the scenarios discussed here, the
adoption of grid based estimates of stellar parameters for real
stars is plagued by the presence of unavoidable hidden discrep-
ancies between real world stars and synthetic models. It is there-
fore relevant to understand as much as possible what biases are
expectable when working outside of a controlled framework. To
this aim, we investigated a couple of different scenarios. In par-
ticular, we evaluated the biases arising from the uncertainties
in initial helium content (modelled by assuming different val-
ues of the helium-to-metal enrichment ratio ∆Y/∆Z), and in the
microscopic diffusion. These investigations were performed by
building several mock catalogues sampled from grids with dif-
ferent assumptions in the initial helium abundances and in the
efficiency of the microscopic diffusion, then adopting for the re-
covery the standard grid.
The estimated age variability atrributed to differences in the
initial helium abundance is found to be negligible in the pres-
ence of asteroseismic constraints. This occurred owing to com-
pensation effects extensively discussed in Valle et al. (2015c). In
further detail, we found that in the presence of δν, the mean dif-
ference over the whole MS evolution between the estimates from
the ∆Y/∆Z = 3.0 and those from ∆Y/∆Z = 1.0 shrinks to an im-
pressive 1.5% (about one seventh of that achievable without δν).
Therefore, the availability of the small frequency separation in
the fit makes age estimates particularly robust against the inde-
termination of the initial helium abundance. It is interesting to
note that adopting δν in the observational pool leads to inferior
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mass and radius estimates. The difference in the median recov-
ered mass between the ∆Y/∆Z = 1.0 and 3.0 is about 1% with-
out δν, and 2% with this supplementary constraint. For radius
estimates, the differences are about 0.6% and 0.8% in the two
scenarios considered. Indeed, the presence of δν in the observa-
tional pool forces the estimates to match not only the stellar den-
sity but also a stellar structure which provides the correct small
frequency separation. As a consequence, the fit preference is to
further bias the mass and radius estimates.
With regard to the efficiency of the microscopic diffusion,
we investigate the difference in stellar parameters estimates ob-
tained when adopting a grid that totally neglects the process for
the recovery. Without the supplementary constraint provided by
δν, the age estimates suffer from a bias of about 20% in the first
part of the MS evolution, which is reduced to about 5% in the
terminal part. The availability of the small frequency separation
reduces these biases at levels below 5% and 2% for observational
errors of 5% and 2%, respectively. Also, in this case, the useful-
ness of the small frequency separation vanishes in the last 20%
of the MS evolution. The estimates of mass and radius demon-
strate a behaviour that is similar to that which has been discussed
for the initial helium abundance, showing a greater distortion in
the presence of the δν constraint. However, these biases are at
the level of 1% or below.
Given the presence of several assumptions in the link be-
tween the seismic indicators and the stellar structure and its evo-
lution (e.g. the link between the small frequency separation and
the sound speed gradient; the degeneration in the stellar structure
among temperature, chemical composition and sound speed) and
that of other unexplored sources of hidden biases (due to the
possible difference in the input physics in the stellar model com-
putations) at present a bias as low as 1% is probably the very
minimum that can be assumed based on the derived stellar pa-
rameters.
The two systematics considered so far cover only a few of
the possible choices made by a modeller when constructing a
recovery grid. Indeed, it is well-known (e.g. Gai et al. 2011;
Mathur et al. 2012; Chaplin et al. 2014; Silva Aguirre et al.
2017) that the adoption of different grids and estimation pro-
cedures can produce estimates with relevant systematic vari-
ance. To quantitatively explore how hidden systematics im-
pact on stellar parameter estimates by grid techniques, we ap-
plied the SCEPtER pipeline to 13 stars selected from the Ke-
pler asteroseismic LEGACY sample (Lund et al. 2017) with ex-
pected masses below 1.02 M⊙. A comparison of the results ob-
tained here and in Silva Aguirre et al. (2017) (with six different
pipelines) showed a fair agreement of the results, even if the
pipelines differ among each other in the adopted observational
constraints and in the treatment of surface effects. A comparison
of the among-pipelines variability with what has been reported
individually by each pipeline showed that a conservative but re-
alistic approach is to approximately double the error in the recov-
ered stellar characteristics from a single pipelines. This conclu-
sion is possibly overoptimistic because the compared pipelines
rely on similar, and in many cases identical, assumptions about
the input physics. Larger discrepancies are expected whenever
this constraint is relaxed. Overall, thanks to the exquisite quality
of the LEGACY sample data, we obtained a multi pipeline pre-
cision of about 4.4%, 1.7%, and 11% on the estimated masses,
radii, and ages.
Acknowledgements. We thank our anonymous referee for the useful comments
and suggestions, that largely improved the paper. This work has been supported
by PRA Università di Pisa 2018-2019 (Le stelle come laboratori cosmici di
Fisica fondamentale, PI: S. Degl’Innocenti) and by INFN (Iniziativa specifica
TAsP).
References
Aerts, C., Christensen-Dalsgaard, J., & Kurtz, D. W. 2010, Asteroseismology
Aerts, C., Molenberghs, G., Michielsen, M., et al. 2018, ApJS, 237, 15
Angelou, G. C., Bellinger, E. P., Hekker, S., & Basu, S. 2017, ApJ, 839, 116
Angulo, C., Arnould, M., Rayet, M., et al. 1999, Nuclear Physics A, 656, 3
Arentoft, T., Tingley, B., Christensen-Dalsgaard, J., et al. 2014, MNRAS, 437,
1318
Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. 2009, ARA&A, 47, 481
Basu, S., Chaplin, W. J., & Elsworth, Y. 2010, ApJ, 710, 1596
Basu, S., Verner, G. A., Chaplin, W. J., & Elsworth, Y. 2012, ApJ, 746, 76
Bellinger, E. P., Angelou, G. C., Hekker, S., et al. 2016, ApJ, 830, 31
Böhm-Vitense, E. 1958, ZAp, 46, 108
Brandão, I. M., Cunha, M. S., & Christensen-Dalsgaard, J. 2013, in EAS Publi-
cations Series, Vol. 63, EAS Publications Series, ed. G. Alecian, Y. Lebreton,
O. Richard, & G. Vauclair, 115–121
Brogaard, K., Hansen, C. J., Miglio, A., et al. 2018, MNRAS, 476, 3729
Brown, T. M. 1984, Science, 226, 687
Buldgen, G., Rendle, B., Sonoi, T., et al. 2019, MNRAS, 482, 2305
Campante, T. L., Barclay, T., Swift, J. J., et al. 2015, ApJ, 799, 170
Castelli, F. & Kurucz, R. L. 2003, in IAU Symposium, Vol. 210, Modelling of
Stellar Atmospheres, ed. N. Piskunov, W. W. Weiss, & D. F. Gray, 20P–+
Chaplin, W. J., Basu, S., Huber, D., et al. 2014, ApJS, 210, 1
Chaplin, W. J., Kjeldsen, H., Christensen-Dalsgaard, J., et al. 2011, Science, 332,
213
Chaplin, W. J. & Miglio, A. 2013, ARA&A, 51, 353
Choi, J., Dotter, A., Conroy, C., et al. 2016, ApJ, 823, 102
Christensen-Dalsgaard, J. 1993, in Astronomical Society of the Pacific Confer-
ence Series, Vol. 42, GONG 1992. Seismic Investigation of the Sun and Stars,
ed. T. M. Brown, 347
Christensen-Dalsgaard, J., Dappen, W., & Lebreton, Y. 1988, Nature, 336, 634
Deal, M., Alecian, G., Lebreton, Y., et al. 2018, A&A, 618, A10
Degl’Innocenti, S., Prada Moroni, P. G., Marconi, M., & Ruoppo, A. 2008,
Ap&SS, 316, 25
Deheuvels, S., Silva Aguirre, V., Cunha, M. S., et al. 2015, in European Physical
Journal Web of Conferences, Vol. 101, European Physical Journal Web of
Conferences, 01013
Dell’Omodarme, M., Valle, G., Degl’Innocenti, S., & Prada Moroni, P. G. 2012,
A&A, 540, A26
Eggenberger, P., Charbonnel, C., Talon, S., et al. 2004, A&A, 417, 235
Epstein, C. R. & Pinsonneault, M. H. 2014, ApJ, 780, 159
Farnir, M., Dupret, M. A., Salmon, S. J. A. J., Noels, A., & Buldgen, G. 2019,
A&A, 622, A98
Gai, N., Basu, S., Chaplin, W. J., & Elsworth, Y. 2011, ApJ, 730, 63
Gaulme, P., McKeever, J., Jackiewicz, J., et al. 2016, ApJ, 832, 121
Gennaro, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2010, A&A, 518, A13+
Hauschildt, P. H., Allard, F., & Baron, E. 1999, ApJ, 512, 377
Hendriks, L. & Aerts, C. 2018, ArXiv e-prints [arXiv:1811.03639]
Howell, S. B., Rowe, J. F., Bryson, S. T., et al. 2012, ApJ, 746, 123
Huber, D., Bedding, T. R., Stello, D., et al. 2011, ApJ, 743, 143
Imbriani, G., Costantini, H., Formicola, A., et al. 2005, European Physical Jour-
nal A, 25, 455
Jimenez, R., Flynn, C., MacDonald, J., & Gibson, B. K. 2003, Science, 299,
1552
Kjeldsen, H. & Bedding, T. R. 1995, A&A, 293, 87
Lebreton, Y., Goupil, M. J., & Montalbán, J. 2014, in EAS Publications Series,
Vol. 65, EAS Publications Series, 177–223
Lebreton, Y. & Montalbán, J. 2009, in IAU Symposium, Vol. 258, IAU Sympo-
sium, ed. E. E. Mamajek, D. R. Soderblom, & R. F. G. Wyse, 419–430
Lund, M. N., Silva Aguirre, V., Davies, G. R., et al. 2017, ApJ, 835, 172
Mathur, S., Metcalfe, T. S., Woitaszek, M., et al. 2012, ApJ, 749, 152
Metcalfe, T. S., Chaplin, W. J., Appourchaux, T., et al. 2012, ApJ, 748, L10
Metcalfe, T. S., Creevey, O. L., & Christensen-Dalsgaard, J. 2009, ApJ, 699, 373
Metcalfe, T. S., Creevey, O. L., & Davies, G. R. 2015, ApJ, 811, L37
Metcalfe, T. S., Creevey, O. L., Dog˘an, G., et al. 2014, ApJS, 214, 27
Miglio, A. & Montalbán, J. 2005, A&A, 441, 615
Montalbán, J., Miglio, A., Noels, A., Scuflaire, R., & Ventura, P. 2010, ApJ, 721,
L182
Morel, P. & Thévenin, F. 2002, A&A, 390, 611
Mosser, B., Elsworth, Y., Hekker, S., et al. 2012, A&A, 537, A30
Moya, A., Christensen-Dalsgaard, J., Charpinet, S., et al. 2008, Ap&SS, 316,
231
Nsamba, B., Campante, T. L., Monteiro, M. J. P. F. G., et al. 2018, MNRAS, 477,
5052
Pagel, B. E. J. & Portinari, L. 1998, MNRAS, 298, 747
Article number, page 12 of 18
Valle, G. et al.: Asteroseismic estimates of fundamental parameters
Paxton, B., Bildsten, L., Dotter, A., et al. 2011, ApJS, 192, 3
Paxton, B., Cantiello, M., Arras, P., et al. 2013, ApJS, 208, 4
Paxton, B., Marchant, P., Schwab, J., et al. 2015, ApJS, 220, 15
Paxton, B., Schwab, J., Bauer, E. B., et al. 2018, ApJS, 234, 34
Peimbert, M., Luridiana, V., & Peimbert, A. 2007a, ApJ, 666, 636
Peimbert, M., Luridiana, V., Peimbert, A., & Carigi, L. 2007b, in Astronomical
Society of the Pacific Conference Series, Vol. 374, From Stars to Galaxies:
Building the Pieces to Build Up the Universe, ed. A. Vallenari, R. Tantalo,
L. Portinari, & A. Moretti, 81–+
Pinsonneault, M. H., Elsworth, Y. P., Tayar, J., et al. 2018, ApJS, 239, 32
Quirion, P.-O., Christensen-Dalsgaard, J., & Arentoft, T. 2010, ApJ, 725, 2176
Reese, D. R., Chaplin, W. J., Davies, G. R., et al. 2016, A&A, 592, A14
Rendle, B. M., Buldgen, G., Miglio, A., et al. 2019, MNRAS, 484, 771
Rodrigues, T. S., Bossini, D., Miglio, A., et al. 2017, MNRAS, 467, 1433
Roxburgh, I. & Vorontsov, S. 2003, Ap&SS, 284, 187
Serenelli, A., Johnson, J., Huber, D., et al. 2017, ApJS, 233, 23
Silva Aguirre, V., Casagrande, L., Basu, S., et al. 2012, ApJ, 757, 99
Silva Aguirre, V., Davies, G. R., Basu, S., et al. 2015, MNRAS, 452, 2127
Silva Aguirre, V., Lund, M. N., Antia, H. M., et al. 2017, ApJ, 835, 173
Stancliffe, R. J., Fossati, L., Passy, J.-C., & Schneider, F. R. N. 2015, A&A, 575,
A117
Thoul, A. A., Bahcall, J. N., & Loeb, A. 1994, ApJ, 421, 828
Tognelli, E., Prada Moroni, P. G., & Degl’Innocenti, S. 2011, A&A, 533, A109+
Townsend, R. H. D., Goldstein, J., & Zweibel, E. G. 2018, MNRAS, 475, 879
Townsend, R. H. D. & Teitler, S. A. 2013, MNRAS, 435, 3406
Ulrich, R. K. 1986, ApJ, 306, L37
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2013,
A&A, 549, A50
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2014,
A&A, 561, A125
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2015a,
A&A, 579, A59
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2015b,
A&A, 577, A72
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2015c,
A&A, 575, A12
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2016,
A&A, 587, A31
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2017,
A&A, 600, A41
Valle, G., Dell’Omodarme, M., Prada Moroni, P. G., & Degl’Innocenti, S. 2019,
A&A, 623, A59
Viani, L. S., Basu, S., Chaplin, W. J., Davies, G. R., & Elsworth, Y. 2017, ApJ,
843, 11
White, T. R., Bedding, T. R., Stello, D., et al. 2011, ApJ, 743, 161
Article number, page 13 of 18
A&A proofs: manuscript no. smallsep-language
Appendix A: Tables
In this appendix, we present the tables containing the results
quoted throughout the paper.
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Table A.1. Median (q50) and 1σ envelope boundaries (q16 and q84) for age, mass, and radius relative errors as a function of the mass of the star.
Values are expressed as a percent.
Mass (M⊙)
quantile 0.7 0.75 0.8 0.85 0.9 0.95 1.0 1.05
Age
without δν
q16 -43.3 -39.9 -28.0 -22.3 -20.8 -20.3 -17.8 -9.3
q50 -2.3 0.0 -0.1 -0.1 -0.1 0.0 0.0 2.0
q84 21.2 43.3 29.7 21.0 20.4 23.5 23.5 22.5
with δν (5%)
q16 -21.3 -17.4 -12.6 -11.6 -11.3 -11.4 -11.5 -7.0
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7
q84 16.2 22.2 12.6 11.3 11.9 13.9 14.7 14.7
with δν (2%)
q16 -12.2 -9.4 -7.5 -7.7 -7.7 -7.4 -7.5 -5.2
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2
q84 9.3 10.1 6.3 6.8 7.6 8.6 9.5 9.1
Mass
without δν
q16 -1.4 -2.7 -2.5 -2.4 -2.9 -3.2 -3.1 -2.9
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 2.9 3.3 3.7 3.5 3.4 3.2 3.0 1.3
with δν (5%)
q16 -1.4 -1.4 -1.3 -1.6 -2.2 -2.1 -2.1 -2.0
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 1.4 1.4 1.3 2.3 2.2 2.1 2.0 1.0
with δν (2%)
q16 0.0 -1.3 -1.2 -1.2 -1.1 -1.8 -2.0 -1.9
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 1.4 1.3 1.3 1.2 1.7 2.1 2.0 1.0
Radius
without δν
q16 -0.6 -1.0 -1.0 -1.0 -1.1 -1.2 -1.2 -1.1
q50 0.0 0.0 0.1 0.0 0.0 0.0 0.0 -0.1
q84 1.1 1.1 1.2 1.2 1.3 1.2 1.1 0.5
with δν (5%)
q16 -0.4 -0.6 -0.6 -0.7 -0.8 -0.9 -0.9 -0.8
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1
q84 0.7 0.6 0.7 0.8 0.9 0.9 0.8 0.5
with δν (2%)
q16 -0.3 -0.5 -0.5 -0.6 -0.7 -0.7 -0.8 -0.7
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 0.6 0.5 0.6 0.7 0.8 0.8 0.7 0.5
Notes. Typical Monte Carlo relative uncertainty on q16 and q84 is about 5%, while the absolute uncertainty on q50 is about 0.2%.
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Table A.2. Median (q50) and 1σ envelope boundaries (q16 and q84) for age, mass, and radius relative errors as a function of relative age of the star.
Values are expressed as percent.
Relative age
quantile 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Age
without δν
q16 -59.8 -61.9 -51.8 -37.3 -29.1 -23.1 -19.7 -16.7 -14.6 -13.7 -13.3
q50 18.9 4.8 0.0 0.0 0.0 0.1 0.0 0.4 0.2 0.0 -0.1
q84 236.2 139.5 62.8 42.4 31.9 27.5 23.6 20.4 17.7 13.9 12.3
with δν (5%)
q16 -50.7 -43.8 -27.3 -17.0 -11.8 -9.1 -7.8 -6.7 -6.9 -9.5 -10.5
q50 4.2 1.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 130.4 72.6 30.4 19.3 13.6 10.5 9.0 8.7 9.3 10.8 11.1
with δν (2%)
q16 -39.0 -26.7 -14.1 -8.8 -6.1 -4.4 -3.8 -3.6 -4.9 -7.0 -9.4
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 65.8 35.2 14.2 9.2 6.3 4.8 3.9 4.2 5.8 8.0 10.2
Mass
without δν
q16 -3.4 -3.3 -3.2 -3.1 -3.0 -3.2 -3.1 -3.2 -3.2 -2.8 -2.6
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 1.4 2.3 3.2 3.2 3.2 3.1 3.1 2.9 2.9 3.1 3.1
with δν (5%)
q16 -2.1 -2.0 -1.6 -1.4 -1.3 -1.3 -1.3 -1.7 -2.1 -2.3 -2.4
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 1.2 1.3 1.6 1.4 1.3 1.3 1.3 1.2 1.9 2.3 2.7
with δν (2%)
q16 -1.2 -1.2 -1.1 -1.1 -1.1 -1.1 -1.1 -1.1 -1.6 -2.1 -2.2
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.2 2.1 2.4
Radius
without δν
q16 -1.2 -1.2 -1.2 -1.1 -1.1 -1.2 -1.2 -1.2 -1.2 -1.0 -1.0
q50 -0.2 -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 0.6 0.8 1.1 1.2 1.1 1.1 1.1 1.0 1.1 1.1 1.2
with δν (5%)
q16 -0.8 -0.8 -0.7 -0.7 -0.6 -0.6 -0.7 -0.7 -0.8 -0.9 -0.9
q50 -0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 0.5 0.6 0.7 0.6 0.6 0.6 0.6 0.6 0.7 0.9 1.0
with δν (2%)
q16 -0.6 -0.6 -0.6 -0.5 -0.5 -0.5 -0.6 -0.6 -0.7 -0.8 -0.9
q50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
q84 0.5 0.5 0.5 0.5 0.5 0.5 0.6 0.6 0.7 0.9 1.0
Article number, page 16 of 18
Valle, G. et al.: Asteroseismic estimates of fundamental parameters
Table A.3. As in Table A.2, but for mock data sampled from a grid with ∆Y/∆Z = 1.0.
Relative age
quantile 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Age
without δν
q16 -58.7 -60.8 -54.8 -41.4 -34.0 -29.0 -25.3 -21.7 -19.3 -18.4 -18.0
q50 24.6 4.2 -4.4 -5.6 -5.4 -4.6 -4.4 -3.9 -4.1 -4.6 -4.8
q84 225.8 133.6 54.8 35.9 26.5 21.7 18.0 14.2 12.0 9.0 7.8
with δν (5%)
q16 -49.6 -39.2 -26.0 -18.0 -13.0 -10.2 -8.6 -7.6 -8.2 -11.3 -12.9
q50 16.9 5.6 -0.4 -0.8 -0.8 -0.8 -0.7 -0.3 -0.3 -1.5 -2.4
q84 136.6 80.6 29.3 17.3 12.1 9.0 7.5 7.3 8.3 8.6 8.4
Mass
without δν
q16 -4.4 -4.2 -4.0 -4.0 -4.0 -4.0 -3.9 -3.9 -3.8 -3.4 -3.3
q50 -1.3 -1.2 -1.0 -0.9 -0.6 -0.6 -0.7 -0.9 -0.5 -0.4 -0.3
q84 0.6 1.3 2.3 2.6 2.6 2.7 2.6 2.4 2.5 2.7 2.8
with δν (5%)
q16 -3.3 -3.2 -2.9 -2.9 -2.8 -2.9 -3.0 -3.3 -3.8 -3.8 -3.6
q50 -1.2 -1.2 -1.1 -1.2 -1.2 -1.2 -1.2 -1.2 -1.2 -1.0 -0.8
q84 0.0 0.4 0.7 0.5 0.0 0.0 0.0 0.0 1.0 1.7 2.1
Radius
without δν
q16 -1.7 -1.6 -1.5 -1.5 -1.5 -1.5 -1.5 -1.5 -1.5 -1.3 -1.2
q50 -0.6 -0.5 -0.4 -0.3 -0.3 -0.3 -0.3 -0.3 -0.3 -0.2 -0.2
q84 0.2 0.5 0.8 0.9 0.9 0.9 0.9 0.8 0.9 1.0 1.0
with δν (5%)
q16 -1.3 -1.3 -1.2 -1.2 -1.2 -1.2 -1.2 -1.3 -1.5 -1.4 -1.4
q50 -0.5 -0.5 -0.4 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.4 -0.3
q84 0.2 0.2 0.3 0.3 0.2 0.2 0.2 0.3 0.4 0.6 0.8
Table A.4. As in Table A.2, but for mock data sampled from a grid with ∆Y/∆Z = 3.0.
Relative age
quantile 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Age
without δν
q16 -57.6 -58.5 -49.1 -34.0 -25.2 -19.7 -15.7 -10.7 -9.6 -9.0 -8.5
q50 28.7 13.8 6.8 6.2 5.5 5.4 5.9 7.0 5.6 4.4 4.1
q84 252.4 152.6 73.9 52.5 40.9 35.1 32.0 28.4 24.9 20.0 18.3
with δν (5%)
q16 -51.0 -44.7 -26.7 -16.8 -11.3 -8.2 -7.0 -5.7 -6.1 -7.6 -8.4
q50 8.8 5.0 1.8 1.8 1.8 1.5 1.2 1.8 1.9 2.3 2.8
q84 124.4 75.7 33.1 21.2 15.2 12.3 10.7 10.6 11.5 14.3 15.4
Mass
without δν
q16 -2.4 -2.5 -2.6 -2.5 -2.5 -2.6 -2.5 -2.6 -2.6 -2.4 -2.2
q50 0.2 0.6 0.7 0.8 0.7 0.6 0.5 0.3 0.5 0.5 0.6
q84 2.5 3.1 4.0 4.1 4.1 4.0 3.9 3.4 3.5 3.5 3.5
with δν (5%)
q16 -1.1 -1.1 -1.0 -0.5 0.0 0.0 0.0 -0.5 -1.0 -1.7 -2.0
q50 0.7 1.0 1.1 1.1 1.2 1.2 1.2 1.1 1.1 1.0 1.0
q84 2.3 2.5 2.7 2.7 2.7 2.7 2.7 3.0 3.3 3.5 3.7
Radius
without δν
q16 -0.8 -0.9 -0.9 -0.9 -0.8 -0.9 -0.9 -0.9 -0.9 -0.8 -0.8
q50 0.2 0.2 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2
q84 1.0 1.2 1.5 1.5 1.5 1.5 1.4 1.3 1.3 1.3 1.3
with δν (5%)
q16 -0.4 -0.4 -0.3 -0.3 -0.3 -0.3 -0.2 -0.3 -0.4 -0.6 -0.7
q50 0.3 0.3 0.4 0.4 0.4 0.4 0.5 0.4 0.4 0.4 0.3
q84 1.0 1.1 1.1 1.1 1.2 1.1 1.1 1.2 1.3 1.3 1.4
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Table A.5. As in Table A.2, but for mock data sampled from a grid with microscopic diffusion and reconstructed on a grid where it is neglected
(see also Fig. 6).
Relative age
quantile 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Age
without δν
q16 -51.7 -56.0 -45.4 -26.0 -17.3 -12.5 -10.7 -7.6 -7.6 -7.6 -7.5
q50 42.4 30.0 23.5 19.9 15.7 13.1 10.7 9.5 8.0 5.4 4.3
q84 321.9 198.0 100.3 69.4 54.4 45.3 37.4 32.0 27.8 21.0 18.2
with δν (5%)
q16 -48.9 -40.1 -23.2 -13.8 -9.8 -7.3 -5.9 -3.9 -2.1 -3.4 -4.5
q50 17.1 10.0 6.0 3.8 2.4 2.0 2.0 3.3 6.1 6.0 5.3
q84 143.2 86.5 36.3 23.4 16.7 12.9 11.6 13.8 18.0 18.3 17.8
with δν (2%)
q16 -35.6 -23.7 -11.5 -7.1 -5.1 -3.9 -3.0 -1.3 0.3 -0.8 -3.0
q50 5.8 4.1 2.0 1.2 0.7 0.4 0.7 2.4 5.9 6.5 6.1
q84 73.1 38.7 16.6 10.7 7.5 6.1 6.0 8.5 14.4 16.9 17.2
Mass
without δν
q16 -3.8 -3.7 -3.7 -3.4 -3.3 -3.5 -3.6 -3.8 -3.8 -3.4 -3.2
q50 -0.3 0.0 0.0 0.0 0.0 0.0 0.0 -0.6 -0.6 -0.4 0.0
q84 1.4 2.2 3.2 3.0 2.9 2.8 2.7 2.4 2.4 2.5 2.5
with δν (5%)
q16 -1.7 -1.4 -1.1 -1.0 -0.5 -0.5 -1.0 -2.0 -2.9 -3.0 -2.9
q50 0.0 0.0 0.5 1.0 1.1 1.1 1.1 0.0 0.0 0.0 0.0
q84 1.3 1.6 2.3 2.5 2.6 2.6 2.5 2.2 2.0 2.2 2.3
with δν (2%)
q16 -1.1 -1.0 0.0 0.0 0.0 0.0 0.0 -1.1 -2.4 -2.5 -2.2
q50 0.0 0.0 1.0 1.1 1.2 1.2 1.1 0.7 0.0 0.0 0.0
q84 1.2 1.3 1.6 2.3 2.5 2.5 2.4 2.2 1.5 2.2 2.4
Radius
without δν
q16 -1.4 -1.4 -1.4 -1.3 -1.3 -1.4 -1.4 -1.6 -1.6 -1.5 -1.4
q50 -0.2 -0.2 -0.2 -0.2 -0.1 -0.2 -0.2 -0.4 -0.4 -0.3 -0.2
q84 0.6 0.8 1.1 1.0 1.0 0.9 0.9 0.8 0.8 0.8 0.9
with δν (5%)
q16 -0.7 -0.7 -0.5 -0.4 -0.4 -0.4 -0.6 -0.9 -1.3 -1.3 -1.2
q50 -0.1 0.0 0.1 0.2 0.3 0.3 0.2 0.0 -0.2 -0.2 -0.2
q84 0.6 0.7 0.8 0.9 0.9 0.9 0.9 0.8 0.7 0.7 0.8
with δν (2%)
q16 -0.5 -0.4 -0.3 -0.3 -0.3 -0.3 -0.4 -0.8 -1.2 -1.1 -1.0
q50 -0.0 0.1 0.2 0.3 0.3 0.3 0.3 0.1 -0.2 -0.1 -0.0
q84 0.6 0.6 0.7 0.8 0.9 0.9 0.9 0.7 0.6 0.8 0.9
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