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Abstract
In this paper, we analyze the maximum Sharpe ratio when the number of assets in a portfolio
is larger than its time span. One obstacle in this high-dimensional setup is the singularity of
the sample covariance matrix of the excess asset returns. To resolve this issue, we benefit from
a technique called nodewise regression, which was developed by Meinshausen and Bu¨hlmann
(2006). It provides a sparse/weakly sparse and consistent estimate of the precision matrix using
the lasso method. One of the key results in our paper is the mean-variance efficiency of the
portfolios in high dimensions. Tied to that result, we also show that the maximum out-of-
sample Sharpe ratio can be consistently estimated in this large portfolio of assets. Furthermore,
we provide convergence rates and show that the number of assets slows the convergence up to a
logarithmic factor. We also provide consistency of the maximum Sharpe ratio when the portfolio
weights sum to one and a new formula for the constrained maximum Sharpe ratio. Finally, we
obtain consistent estimates of the Sharpe ratios of the global minimum-variance portfolio and
Markowitz’s (1952) mean-variance portfolio. In terms of assumptions, we allow for dependent
data. Simulations and out-of-sample forecasting exercises show that our new method performs
well compared to factor- and shrinkage-based techniques.
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1 Introduction
One of the key issues in finance is the trade-off between the return and the risk of a portfolio. To
obtain a better risk-adjusted return, we maximize the Sharpe ratio. In essence, the weights of the
portfolio are chosen in such a way that the return-to-risk ratio is maximized. We contribute to
this literature by studying the case of a large number of assets p, which may be greater than the
time span of the portfolio n. Our analysis also involves time-series data for excess asset returns.
To obtain the maximum Sharpe ratio, we make use of the asset’s precision matrix. However, the
sample covariance matrix is not invertible when p > n. Therefore, we need another way to estimate
the precision matrix. To do so, we use a concept promoted by Meinshausen and Bu¨hlmann (2006),
which is called nodewise regression. To obtain the Sharpe ratio, we estimate the inverse of the
precision matrix by a nodewise regression-based inverse as in van de Geer (2016). This method
consists of running lasso regression of a given excess asset return on the remaining assets to form
the rows of the precision matrix. This type of method assumes sparsity, or weak sparsity on the
rows of the precision matrix, when p ≥ n. Weak sparsity allows a non-sparse precision matrix, as
long as the absolute ℓth power (0 < ℓ < 1) sum of absolute value of coefficients in each row does
not diverge too fast; for this issue, see section 2.10 of van de Geer (2016). Note that we do not
assume the sample covariance matrix to be sparse.
This assumption of the sparsity of the precision matrix can be interpreted as an asset being
potentially correlated with a number, but not all, of the assets in a portfolio. Asset A may be
linked to Asset B, and asset B may be linked to asset C, but there is no direct link between asset
A and asset C. This is not a strong assumption, as we show in our empirical out-of-sample exercise
in Section 7. Figure 2 shows that there are not too many large correlations for US assets in the
two subsamples that we use in our study.
The related literature on nodewise regression is as follows. Chang et al. (2019) extend nodewise
regression to time-series data and build confidence intervals for the cells in the precision matrix.
Callot et al. (2019) provide the variance, risk, and weight estimation of the portfolio via node-
wise regression. Caner and Kock (2018) establish uniform confidence intervals in the case of high-
dimensional parameters in heteroskedastic setups using nodewise regression. Meinshausen and Bu¨hlmann
(2006) already provide an optimality result for nodewise regression in terms of predicting a certain
excess asset return with other excess asset returns when the returns are normally distributed.
In this paper, we analyze three important aspects of the maximum Sharpe ratio when p ≥ n.
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First, we analyze the maximum out-of-sample Sharpe ratio and the mean-variance efficiency of a
large portfolio. Our technique, and hence its contribution, will be complementary to the existing
papers. One difference is that we analyze p ≥ n when both the number of assets and the time span
go to infinity in a time-series framework. Recently, important contributions have been in this area by
using shrinkage and factor models. Ledoit and Wolf (2017) propose a nonlinear shrinkage estimator
in which small eigenvalues of the sample covariance matrix are increased and large eigenvalues are
decreased by a shrinkage formula. Their main contribution is the optimal shrinkage function, which
they find by minimizing a loss function. The maximum out-of-sample Sharpe ratio is an inverse
function of this loss. Their results cover the iid case and when p/n → (0, 1) ∪ (1,+∞). For the
analysis of mean-variance efficiency, Ao et al. (2019) make a novel contribution in which they take
a constrained optimization, maximize returns subject to risk of the portfolio, and show that it
is equivalent to an unconstrained objective function, where they minimize a scaled return of the
portfolio error by choosing optimal weights. To obtain these weights, they use lasso regression and
hence assume a sparse number of nonzero weights of the portfolio, and they analyze p/n→ (0, 1).
They show that their method maximizes the expected return of the portfolio and satisfies the risk
constraint. This is an important result on its own.
Our main contribution is that we are able to obtain mean-variance efficiency for large portfolios
even when p > n when both dimensions are growing. Relatedly, the consistency of our nodewise-
based maximum-out-of-sample Sharpe ratio estimate is established. We also provide the rate of
convergence and see that the number of assets slows the rate of convergence up to a logarithmic
factor in p; hence, consistent estimation of the Sharpe ratio of large portfolios is possible.
Second, we consider the rate of convergence and consistency of the maximum Sharpe ratio when
the weights of the portfolio are normalized to one and p > n. Recently, Maller and Turkington
(2002) and Maller et al. (2016) analyze the limit with a fixed number of assets and extend that
approach to a large number of assets but a number less than the time span of the portfolio. Their
papers make a key discovery: in the case of weight constraints (summing to one), the formula for
the maximum Sharpe ratio depends on a technical term, unlike the unconstrained maximum Sharpe
ratio case. Practitioners could obtain the minimum Sharpe ratio instead of the maximum if they
are using the unconstrained formula. Our paper extends their paper by analyzing two issues, first
the case of p > n, with both quantities growing to infinity, and second by handling the uncertainty
created by this technical term, which we can estimate and use to obtain a new constrained and
consistent Sharpe ratio.
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Our third contribution is that we consider the Sharpe ratios in the global minimum-variance
portfolio and Markowitz mean-variance portfolio. Our analysis uncovers consistent estimators even
when p > n. We show that our method performs well in simulations and empirical applications.
The reason for the good performance is due to the correlation structure of the excess asset returns.
The test (out-of-sample) periods that we analyze have a small number of large correlations and
are hence more in line with our sparsity assumptions, which can be seen in Figure 1. In Figure 1,
Subsample 1 and Subsample 2 correspond to two out-of-sample data periods in Section 7, where we
cover January 2005-December 2017 and January 2000-December 2017, respectively. Additionally,
in the same figure, we superimpose a simulation design that comes from a widely used factor model
design in Section 6. The factor design does not conform with the two subperiods that we analyze
via real-life data. The factor design misses all negatively correlated assets and concentrates heavily
on the mean, so in that sense, it reflects a highly restricted sparse model.
Regarding other papers, Ledoit and Wolf (2003) and Ledoit and Wolf (2004) propose a lin-
ear shrinkage estimator to estimate the covariance matrix and apply it to portfolio optimization.
Ledoit and Wolf (2017) shows that nonlinear shrinkage performs better in out-of-sample forecasts.
Lai et al. (2011) and Garlappi et al. (2007) approach the same problem from a Bayesian perspec-
tive by aiming to maximize a utility function tied to portfolio optimization. Another avenue of the
literature improves the performance of the portfolios by introducing constraints on the weights.
This is in the case of the global minimum-variance portfolio. Examples of works investigating this
problem include Jagannathan and Ma (2003) and Fan et al. (2012). We also see a combination of
different portfolios proposed by Kan and Zhou (2007) and Tu and Zhou (2011).
This paper is organized as follows. Section 2 considers our assumptions and precision matrix
estimation. Section 3 addresses the maximum out-of-sample Sharpe ratio and the mean-variance
efficiency. Section 4 handles the case of the maximum Sharpe ratio when the weights are normalized
to one. Section 5 concerns the global minimum-variance and Markowitz mean-variance portfolio
Sharpe ratios. Section 6 provides simulations that compare several methods. Section 7 presents an
out-of-sample forecasting exercise. The main proofs are in the Appendix, and the Supplementary
Appendix has some benchmark results used in the main proofs section. Let ‖ν‖l1 , ‖ν‖l2 , ‖ν‖∞ be
the l1, l2, l∞ norms of a generic vector ν. For matrices, we have ‖A‖∞,, which is the sup norm.
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2 Precision Matrix and Its Estimate
2.1 Assumptions
Define rt := (rt,1, rt,2, · · · , rt,p)′ as the excess asset returns for a p asset portfolio, which is a p × 1
vector. Define µ as the target excess asset return of a portfolio, µ := (µ1, · · · , µp)′, which is a p× 1
vector. The covariance matrix of excess asset returns is Σ := E(rt − µ)(rt − µ)′, and we define the
sample covariance matrix of excess asset returns
Σˆ :=
1
n
n∑
t=1
(rt − r¯)(rt − r¯)′.
Denote r¯ := 1n
∑n
t=1 rt, which is a p × 1 vector of mean excess asset returns. The matrix of excess
asset returns (demeaned) is r∗, which is an n×p matrix. To make things clearer, set r∗t,j := rt,j− r¯j,
which is the demeaned tth period, jth asset’s excess return, and r¯j :=
1
n
∑n
t=1 rt,j . Moreover, set
r∗j as the jth asset’s demeaned excess return (n× 1 vector), j = 1, 2, · · · , p. Set r∗−j as the matrix
of demeaned excess returns (n × p − 1 matrix), except the jth one. Let r∗t,−j represent the p − 1
vector of excess returns for all except the jth one. Furthermore, set µˆ := r¯.
To understand the assumptions, we define a model that will link us to the nodewise regression
concept in the next section. For t = 1, · · · , j, · · · , n
r∗t,j = γ
′
jr
∗
t,−j + ηt,j , (1)
where ηt,j is the unobserved error. This is equation (5) in Chang et al. (2019). For the iid case, see
equation (B.30) of Caner and Kock (2018). Here, we provide the assumptions.
Assumption 1. There exist constants that are independent of p and n, such that K1 > 0,K2 > 1,
0 < α1 ≤ 2, and 0 < α2 ≤ 2 for t = 1, · · · , n
max
1≤j≤p
Eexp(K1|r∗t,j |α1) ≤ K2, max
1≤j≤p
Eexp(K1|ηt,j |α2) ≤ K2.
Assumption 2. (i). The minimum eigenvalue of Σ−1 is denoted as Eigmin(Σ−1) ≥ c > 0,, where
c is a positive constant, and the maximum eigenvalue of Σ−1 is denoted as Eigmax(Σ−1) ≤ K <∞,
where K is a positive constant. (ii). Moreover, for all j = 1, · · · , p: 0 < cl ≤ |µj|, and for all
j = 1, · · · , p |µj| ≤ cu <∞, where cl, cu are positive constants.
Assumption 3. The matrix of excess asset returns (demeaned) r∗ has strictly stationary β mixing
rows with β mixing coefficient satisfying βk ≤ exp(−K3kα3) for any positive constant k, with
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constants K3 > 0, α3 > 0 that are independent of p and n. Set ρ = min([
1
α1
+ 1α2 +
1
α3
]−1, [ 12α1 +
1
α3
]−1). Additionally, lnp = o(nρ/(2−ρ)). With ρ ≤ 1, we have that lnp = o(n).
Assumptions 1-2(i)-3 are from Chang et al. (2019). Assumption 1 allows us to apply the ex-
ponential tail inequalities used by Chang et al. (2019). Assumption 2(ii) does not allow a zero
return for all assets, and all returns should also be finite. For technical and practical reasons, we
also do not allow local to zero returns. Assumption 2 prevents the case of a zero maximum Sharpe
ratio. Assumption 3 allows for weak dependence in the data. Chang et al. (2019) shows that causal
ARMA processes with continuous error distributions are β mixing with exponentially decaying βk.
Stationary GARCH models with finite second moments and continuous error distributions satisfy
Assumption 3. Some stationary Markov chains also satisfy Assumption 3. Note that we benefit
from the first and fourth results of Lemma 1 on pp.70-71 Chang et al. (2019), so our ρ condition is
a subset of theirs.
2.2 Precision Matrix Formula
In this subsection, we provide a precision matrix formula. This subsection is taken from Callot et al.
(2019), and we repeat so that it will become clear how the precision matrix estimate is derived in
the next subsection. The next subsection shows how this is related to the concept of the nodewise
regression. We show how a formula for Θ := Σ−1 can be obtained under a strictly stationary
time-series excess asset return. This is an extension of the iid case in Caner and Kock (2018). Let
Σ−j,−j represent the p−1×p−1 submatrix of Σ, where the jth row and column have been removed.
Additionally, Σj,−j is the jth row of Σ with the jth element removed. Then, Σ−j,j represents the
jth column of Σ with its jth element removed. From the inverse formula for the block matrices,
we have the following for the jth main diagonal term:
Θj,j = (Σj,j − Σj,−jΣ−1−j,−jΣ−j,j)−1, (2)
and for the jth row of Θ with jth element removed
Θj,−j = −(Σj,j − Σj,−jΣ−1−j,−jΣ−j,j)−1Σj,−jΣ−1−j,−j = −Θj,jΣj,−jΣ−1−j,−j. (3)
We now try to relate (2)(3) to a linear regression that we describe below in (7). Define γj
(p− 1× 1 vector) as the value of γ that minimizes
E[r∗t,j − (r∗t,−j)′γ]2,
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for all t = 1, · · · , n. We can obtain a solution as
γj = Σ
−1
−j,−jΣ−j,j, (4)
by using strict stationarity of the data. Using symmetry of Σ and (4), we can write (3) as
Θj,−j = −Θj,jγ′j . (5)
Define the following Σ−j,j := Er∗t,−jr
∗
t,j, Σ−j,−j := Er
∗
t,−jr
∗′
t,−j . By (1), ηt,j := r
∗
t,j − (r∗t,−j)′γj .
Then, it is easy to see by (4) that
Er∗t,−jηt,j = Er
∗
t,−jr
∗
t,j − [Er∗t,−j(r∗t,−j)′]γj
= Σ−j,j − Σ−j,−jΣ−1−j,−jΣ−j,j = 0. (6)
This means that we can formulate (1) as a regression model with covariates orthogonal to errors
r∗t,j = (r
∗
t,−j)
′γj + ηt,j , (7)
for t = 1, · · · , n. We can see that Θj,−j and hence all of the row Θj is sparse if and only if γj is
sparse by comparing (5) and (7).
To derive a formula for Θ, we see that given (6)(7)
Σj,j := E[r
∗
t,j ]
2 = γ′jΣ−j,−jγj + Eη
2
t,j
= Σj,−jΣ−1−j,−jΣ−j,j + Eη
2
t,j , (8)
where we use (4) in the last equality in (8). Now, define τ2j := Eη
2
t,j for t = 1, · · · , n, j = 1, · · · , p.
By (8)
τ2j = Σj,j − Σj,−jΣ−1−j,−jΣ−j,j =
1
Θjj
, (9)
where we use (2) for the second equality. Next, define a p× p matrix
Cp :=

1 −γ1,2 · · · −γ1,p
−γ2,1 1 · · · · · ·
...
...
...
...
−γp,1 −γp,2 · · · 1

,
and T−2 := diag(τ−21 , · · · , τ−2p ), which is a diagonal matrix (p × p dimension). We can write
Θ = T−2Cp, (10)
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and to obtain (10), we use (2) and (9)
Θj,j =
1
τ2j
, (11)
and by (5) with (11)
Θj,−j = −Θj,jγ′j =
−γ′j
τ2j
.
2.3 Optimality of Nodewise Regression
As previously mentioned, the idea of nodewise regression was developed by Meinshausen and Bu¨hlmann
(2006). Nodewise regression stems from the idea of neighborhood selection. In a portfolio, neigh-
borhood selection (nodewise regression) will select a ”neighborhood” of a jth asset return (excess)
in such a way that the smallest subset of returns of other assets in a portfolio will be conditionally
dependent on this jth asset return. All the conditionally independent assets will receive a zero
in the precision matrix. This method carries an optimality property when the asset returns are
normally distributed. The normality assumption will be used only in this subsection. The best
predictor for an excess asset return, r∗t,j , in the portfolio of p assets is its neighborhood. Denote
this neighborhood by A. Then,
γ∗j = argminγj :γj,k=0∀k/∈AE[r
∗
t,j −
∑
k∈Γ−j
γj,kr
∗
t,k]
2,
whereA ⊆ Γ−j, Γ−j = Γ−{j}, and Γ = {1, 2, · · · , j, · · · , p}. This is equation (2) in Meinshausen and Bu¨hlmann
(2006), where they have a detailed explanation for this result.
2.4 Estimate
A possible way of estimating the precision matrix when the number of assets is larger than the
sample size is by nodewise regression. In the time series, this is developed by Chang et al. (2019).
Callot et al. (2019) also use these results in portfolio risk. Here, we summarize the concept as in
Callot et al. (2019). This is a concept based on the exact formula for the precision matrix. We
borrow the main concepts from Bu¨hlmann and van de Geer (2011). The precision matrix estimate
follows the steps below.
1. Lasso nodewise regression is defined, for each j = 1, 2, · · · , p, as
γˆj = argmin
γ∈Rp−1
[‖r∗j − r∗−jγj‖22/n+ 2λj‖γ‖1], (12)
where λj is a positive tuning parameter (sequence) and its choice, which will be discussed in the
simulation section. Let Sj be the set of coefficients that are nonzero in row j of Σ
−1, and let sj = |Sj |
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be their cardinality. The maximum number of nonzero coefficients is set at s¯ = max1≤j≤p sj.
Therefore, we make a sparsity assumption. Alternatively, but costly in notation, is weak sparsity,
where we allow for the absolute lth power sum of coefficients in each row of the precision matrix to
be diverging but not at a faster rate than the sample size. This of course demands a larger tuning
parameter than does the sparsity assumption in practice. It is easy to incorporate weak sparsity
into the proofs, as seen in Lemma 2.3 of van de Geer (2016). To avoid prolonging the paper, we
have not pursued this track and required sparsity.
2. Setup the following matrix, which will be a key input in the precision matrix estimate:
Cˆp =

1 −γˆ12 · · · −γˆ1p
−γˆ21 1 · · · −γˆ2p
. . . . . .
. . . . . .
−γˆp1 −γˆp2 · · · 1

.
3. Another key input is the following diagonal matrix with each scalar element τˆ2j , j = 1, · · · , p
τˆ2j =
‖r∗j − r∗−j γˆj‖22
n
+ λj‖γˆj‖1.
From Tˆ 2 = diag(τˆ21 , · · · , τˆ2p ), which is the p× p matrix.
4. Set the precision matrix estimate (nodewise) as Θˆ = Tˆ−2Cˆp.
We provide the first result in Lemma 1 of Chang et al. (2019) in the following Theorem. The
iid data case with bounded moments is established in Caner and Kock (2018)
Theorem 1. Under Assumptions 1-3,
(i).
max
1≤j≤p
‖Θˆj −Θj‖1 = Op(s¯
√
lnp
n
).
(ii).
‖µˆ − µ‖∞ = Op(
√
lnp√
n
).
Note that Lemma 1 of Chang et al. (2019) applies to the estimation of sample covariance,
whereas our theorem also shows the estimation of sample mean. From the proof of Lemma 1 for
sample covariance in Chang et al. (2019), sample mean estimation can also be shown.
We provide the following assumption for the sparsity of coefficients in the nodewise regression
estimate.
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Assumption 4. We have the following sparsity condition:
s¯
√
lnp√
n
= o(1).
This is standard in the high-dimensional econometrics literature. By Assumption 4, it is easy to
see that, via Theorem 1, the rows of the precision matrix are estimated consistently. The sparsity
of the precision matrix does not imply that the covariance matrix is also sparse. It is possible to
have, for example, a Toeplitz structure in the covariance matrix that is non-sparse but sparsity in
the precision matrix.
2.5 Why use Nodewise Regression?
In finance, our method considers more complicated cases of p > n and p/n → ∞ when both
p, n → ∞. We also allow the p = n case, while it is a hindrance to technical analysis in some
shrinkage papers such as in the illuminating and very useful Ledoit and Wolf (2017). Our theorems
also allow for non-iid data. Our technique should be seen as a complement to existing factor
and shrinkage models and as carrying a certain optimality property, as outlined in subsection 2.3.
Additionally, with our technique, one can obtain the mean-variance efficiency even when p > n in
the case of the maximum out-of-sample Sharpe ratio.
3 Maximum Out-of-Sample Sharpe Ratio
This section analyzes the maximum out of Sharpe ratio that is considered in Ao et al. (2019).
To obtain that formula, we need the optimal calculation of the weights of the portfolio. The
optimization of the portfolio weights is formulated as
argmaxww
′µ subject to w′Σw ≤ σ2, (13)
where we maximize the return subject to a specified positive and finite risk constraint, σ > 0.
After solving for the optimal weight, which will be shown in the next subsection, we can obtain
the maximum out-of-sample Sharpe ratio. Equation (A.2) of Ao et al. (2019) defines the estimated
maximum out-of-sample ratio when p < n, with the inverse of the sample covariance matrix used
as an estimator for the precision matrix estimate, as:
ŜRmoscov :=
µ′Σˆ−1µˆ√
µˆ′Σˆ−1ΣΣˆ−1µˆ
,
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and the theoretical version as
SR∗ :=
√
µ′Σ−1µ.
Then, equation (1.1) of Ao et al. (2019) shows that when p/n → r1 ∈ (0, 1), the above plug-in
maximum out-of-sample ratio cannot consistently estimate the theoretical version. We provide a
nodewise version of the plug-in estimate that can estimate the theoretical Sharpe ratio even when
p > n. Our maximum out-of-sample Sharpe ratio estimate using the nodewise estimate Θˆ is:
ŜRmosnw :=
µ′Θˆµˆ√
µˆ′ΘˆΣΘˆµˆ
.
Theorem 2. Under Assumptions 1-4,∣∣∣∣∣∣
[
ŜRmosnw
SR∗
]2
− 1
∣∣∣∣∣∣ = Op(s¯
√
lnp
n
) = op(1).
Remarks. 1. Note that p.4353 of Ledoit and Wolf (2017) shows that the maximum out-of-
sample Sharpe ratio is equivalent to minimizing a certain loss function of the portfolio. The limit
of the loss function is derived under an optimal shrinkage function in Theorem 1. After that, they
provide a shrinkage function even in the cases of p/n → r1 ∈ (0, 1) ∪ (1,+∞). Their proofs allow
for iid data.
3.1 Mean-Variance Efficiency When p > n
This subsection formally shows that we can obtain mean-variance efficiency in an out-of-sample
context when the number of assets in the portfolio is larger than the sample size, a novel result
in the literature. Ao et al. (2019) show that this is possible when p ≤ n, when both p, and n are
large. That article is a very important contribution since they also demonstrate that other methods
before theirs could not obtain that result, and it is a difficult issue to address. Given a risk level
of σ > 0 and finite, the optimal weights of a portfolio are given in (2.3) of Ao et al. (2019) in an
out-of-sample context. This comes from maximizing the expected portfolio return subject to its
variance being constrained by the square of the risk, where this is shown in (13). Since Θ := Σ−1,
the formula for weights is
woos =
σΘµ√
µ′Θµ
.
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The estimates that we will use
wˆoos =
σΘˆµˆ√
µˆ′Θˆµˆ
.
We are interested in maximized out-of-sample expected return µ′woos and its estimate µ′wˆoos.
Additionally, we are interested in the out-of-sample variance of the portfolio returns w′oosΣwoos and
its estimate wˆ′oosΣwˆoos. Note also that by the formula for weights w′oosΣwoos = σ2, given Θ := Σ−1.
Below, we show that our estimates based on nodewise regression are consistent, and furthermore,
we also provide the rate of convergence results.
Theorem 3. (i). Under Assumptions 1-4,∣∣∣∣µ′wˆoosµ′woos − 1
∣∣∣∣ = Op(s¯√lnp/n) = op(1).
(ii). Under Assumptions 1-4,∣∣∣wˆ′oosΣwˆoos − σ2∣∣∣ = Op(s¯√lnp/n) = op(1).
Remarks. 1. From the results, we allow p > n, and still there is consistency. Additionally, the
sparsity of the maximum number of nonzero elements in a row of the precision matrix s¯ can grow
to infinity but at a rate not larger than s¯ = o((n/lnp)1/2) for the case in (i).
2. Therefore, we can allow p = exp(nκ), with 0 < κ < 1, and s¯ can be a slowly varying function
in n. This clearly shows that it is possible to have p/n→∞ in that scenario. In Theorem 3(i), we
can have p = n2, and s¯ = o((n/lnn)1/2), and p/n→∞. The case of p = 2 ∗ n is also possible with
s¯ = o((n/lnn)1/2), with p/n = 2.
3. From the convergence rates, it is clear that we are penalized by the number of assets but in
a logarithmic fashion; hence, our method is feasible to use in large-portfolio cases.
4. Ao et al. (2019) provide new results of the mean-variance efficiency of a large portfolio when
p ≤ n and the returns of the assets are normally distributed. They provide a novel way of estimating
return and risk. This involves lasso-sparse estimation of the weights of the portfolio.
4 Maximum Sharpe Ratio: Portfolio Weights Normalized to One
In this section, we define the maximum Sharpe ratio when the weights of the portfolio are normalized
to one. This in turn will depend on a critical term that will determine the formula below.
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The maximum Sharpe ratio is defined as follows, with w as the p× 1 vector of portfolio weights:
maxw
w′µ√
w′Σw
, s.to 1′pw = 1,
where 1p is a vector of ones. This maximum Sharpe ratio is constrained to have portfolio weights
that sum to one. Maller et al. (2016) shows that depending on a scalar, it has two solutions. When
1′pΣ−1µ ≥ 0, we have the square of the maximum Sharpe ratio:
MSR2 = µ′Σ−1µ. (14)
When 1′pΣ−1µ < 0, we have
MSR2c = µ
′Σ−1µ− (1′pΣ−1µ)2/(1′pΣ−11p). (15)
This is equation (6.1) of Maller et al. (2016). Equation (14) is used in the literature, and this is the
formula when the weights do not necessarily sum to one given a return constraint as in Ao et al.
(2019).
These equations can be estimated by their sample counterparts, but in the case of p > n,
Σˆ is not invertible, so we need to use new tools from high-dimensional statistics. We analyze
the nodewise regression precision matrix estimate of Meinshausen and Bu¨hlmann (2006). This is
denoted by Θˆ. Therefore, we analyze the asymptotic behavior of the estimate of the maximum
Sharpe ratio squared via nodewise regression. We will also introduce the maximum Sharpe ratio,
which addresses the uncertainty regarding whether we should analyze MSR or MSRc. This is
(MSR∗)2 =MSR21{1′pΣ−1µ≥0} +MSR
2
c1{1′pΣ−1µ<0}.
The estimators of MSR,MSRc,MSR
∗ will be introduced in the next subsection.
4.1 Consistency and Rate of Convergence of Constrained Maximum Sharpe
Ratio Estimators
First, when 1′pΣ−1µ ≥ 0, we have the square of the maximum Sharpe ratio as in (14). To obtain an
estimate by using nodewise regression, we replace Σ−1 with Θˆ. Namely, the estimate of the square
of the maximum Sharpe ratio is:
M̂SR
2
= µˆ′Θˆµˆ. (16)
Using the result in Theorem 1, we can obtain the consistency of the maximum Sharpe ratio
(squared).
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Theorem 4. Under Assumptions 1-4 with 1′pΣ−1µ ≥ 0,∣∣∣∣∣∣M̂SR
2
MSR2
− 1
∣∣∣∣∣∣ = Op(s¯√lnp/n) = op(1).
Remark. To the best of our knowledge, no existing result deals with MSR when p > n and p can
grow exponentially in n. We also allow for time-series data and establish a rate of convergence. The
rate shows that precision matrix non-sparsity can badly affect the estimation error. The number
of assets, on the other hand, can also increase the error by on a logarithmic scale.
Note that the maximum Sharpe ratio above relies on 1′pΣ−1µ ≥ 0, where 1p is a column vector
of ones. This was recently pointed out in equation (6.1) Maller et al. (2016). If 1′pΣ−1µ < 0, the
Sharpe ratio is minimized, as shown on p.503 of Maller and Turkington (2002). The new maximal
Sharpe ratio in the case when 1′pΣ−1µ < 0 is in Theorem 2.1 of Maller and Turkington (2002). The
square of the maximum Sharpe ratio when 1′pΣ−1µ < 0 is given in (15).
An estimator in this case is
M̂SR
2
c = µˆ
′Θˆµˆ− (1′pΘˆµˆ)2/(1′pΘˆ1p). (17)
The optimal portfolio allocation for such a case is given in (2.10) of Maller and Turkington
(2002). The limit for such estimators when the number of assets is fixed (p fixed) is given in
Theorems 3.1b-c of Maller et al. (2016).
We set up some notation for the next theorem. Set 1′pΣ−11p/p = A, 1′pΣ−1µ/p = B, µ′Σ−1µ/p =
D.
Theorem 5. If 1′pΣ−1µ < 0, and under Assumptions 1-4 with AD − B2 ≥ C1 > 0, where C1 is a
positive constant, ∣∣∣∣∣∣M̂SR
2
c
MSR2c
− 1
∣∣∣∣∣∣ = Op(s¯√lnp/n) = op(1).
Remarks. 1. Condition AD − B2 ≥ C1 > 0 is not restrictive, and it is used in Callot et al.
(2019) as a condition that helps us to obtain a finite optimal portfolio variance in the Markowitz
(1952) mean-variance portfolio below.
2. In Theorem 4, we allow p > n, and time-series data are allowed, unlike the iid or normal
return cases in the literature when dealing with large p, n. Theorem 5 is new and will help us
establish a new MSR result in the following Theorem.
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We provide an estimate that takes into account uncertainties about the term 1′pΣ−1µ. Note that
the term can be consistently estimated, as shown in Lemma A.3 in the Supplementary Appendix.
A practical estimate for a maximum Sharpe ratio that will be consistent is:
M̂SR
∗
= M̂SR1{1′pΘˆµˆ>0} + M̂SRc1{1′pΘˆµˆ<0},
where we excluded the case of 1′pΘˆµˆ = 0 in the estimator. That specific scenario is very restrictive
in terms of returns and variance. Note that under a mild assumption on the term, we show that by
(A.44)(A.45)(A.48)(A.49), when 1′pΣ−1µ > 0, we have 1′pΘˆµˆ > 0, and when 1′pΣ−1µ < 0, we have
1′pΘˆµˆ < 0 with probability approaching one.
Theorem 6. Under Assumptions 1-4 with AD − B2 ≥ C1 > 0, where C1 is a positive constant,
and assuming |1′pΣ−1µ|/p ≥ C > 2ǫ > 0, with a sufficiently small positive ǫ > 0, and C being a
positive constant, ∣∣∣∣∣∣(M̂SR
∗
)2
(MSR∗)2
− 1
∣∣∣∣∣∣ = Op(s¯√lnp/n) = op(1).
Remarks 1. Condition |1′pΣ−1µ|/p ≥ C > 2ǫ > 0 shows that apart from a small region around
0, we include all cases. This is similar to the β −min condition in high-dimensional statistics used
to achieve model selection. Note further that since Θ = Σ−1,
|1′pΘµ/p| = |
p∑
j=1
p∑
k=1
Θj,kµk/p|,
which is a sum measure of roughly theoretical mean divided by standard deviations. It is difficult
to see how this double sum in p will be a small number, unless the terms in the sum cancel out
one another. Therefore, we exclude that type of case with our assumption. Additionally, ǫ is not
arbitrary, from the proof this is the upper bound on the |Bˆ −B| in Lemma A.3 in Supplementary
Appendix, and it is of order
ǫ = O(s¯
√
lnp
n
) = o(1),
where the asymptotically small term follows Assumption 4.
2. In the case of p > n, we only consider consistency since standard central limit theorems
(apart from those in rectangles or sparse convex sets) do not apply, and ideas such as multiplier
bootstrap and empirical bootstrap with self-normalized moderate deviation results do not extend
to this specific Sharpe ratio formulation.
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3. This is a new result under the assumption that all portfolio weights sum to one and the
uncertainty about the term 1′pΣ−1µ. We allow p > n and time-series data.
4. When the precision matrix is non-sparse, i.e., s¯ = p, we have the rate of convergence as
p
√
lnp/n. To have the estimation error converge to zero, we need p
√
lnp = o(n1/2). In the non-
sparse precision matrix case, we clearly allow only p << n.
5 Commonly Used Portfolios with a Large Number of Assets
Here, we provide consistent estimates of the Sharpe ratio of the global minimum-variance and
Markowitz mean-variance portfolios when p > n.
5.1 Global Minimum-Variance Portfolio
In this part, we analyze not the maximum Sharpe ratio under the constraints of portfolio weights
adding up to one but the Sharpe ratio we can infer from the global minimum-variance portfolio.
This is the portfolio in which weights are chosen to minimize the variance of the portfolio subject
to the weights summing to one. Specifically,
wu = argminw∈Rpw′Σw, such that w′1p = 1.
In the main, this is similar to the maximum Sharpe ratio problem, but we minimize the square
of the denominator in the Sharpe ratio definition subject to the same constraint in the maximum
Sharpe ratio case above. The solution to the above problem is well known and is given by
wu =
Σ−11p
1′pΣ−11p
.
Next, substitute these weights into the Sharpe ratio formula, normalized by the number of assets
SR =
w′uµ√
w′uΣwu
=
√
p(
1′pΣ−1µ
p
)(
1′pΣ−11p
p
)−1/2. (18)
We estimate (18) by nodewise regression
ŜRnw =
√
p(
1′pΘˆµˆ
p
)(
1′pΘˆ1p
p
)−1/2. (19)
To the best of our knowledge, the following theorem is a novel result in the literature when
p > n and establishes both consistency and rate of convergence in the case of the Sharpe ratio in
the global minimum-variance portfolio.
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Theorem 7. Under Assumptions 1-4 with |1′pΣ−1µ|/p ≥ C > 2ǫ > 0,∣∣∣∣∣∣ ŜR
2
nw
SR2
− 1
∣∣∣∣∣∣ = Op(s¯
√
lnp
n
) = op(1).
Remark. We see that a large p only affects the error by a logarithmic factor. The estimation
error increases with the non-sparsity of the precision matrix.
5.2 Markowitz Mean-Variance Portfolio
Markowitz (1952) portfolio selection is defined as finding the smallest variance given a desired
expected return ρ1. The decision problem is
wMV = argminw∈Rp(w′Σw) such that w′1p = 1, w′µ = ρ1.
The formula for optimal weight is
wMV =
(µ′Σ−1µ)− ρ1(1′pΣ−1µ)
(1′pΣ−11p)(µ′Σ−1µ)− (1′pΣ−1µ)2
(Σ−11p)
+
ρ1(1
′
pΣ
−11p)− (1′pΣ−1µ)
(1′pΣ−11p)(µ′Σ−1µ)− (1′pΣ−1µ)2
(Σ−1µ),
which can be rewritten as
wMV =
[
D − ρ1B
AD −B2
]
(Σ−11p/p) +
[
ρ1A−B
AD −B2
]
(Σ−1µ/p), (20)
where we use A,B,D formulas A := 1′pΣ−11p/p,B := 1′pΣ−1µ/p,D := µ′Σ−1µ/p. We define the
estimators of these terms as Aˆ := 1′pΘˆ1p/p, Bˆ := 1′pΘˆµˆ/p, Dˆ := µˆ′Θˆµˆ/p.
The optimal variance of the portfolio in this scenario is normalized by the number of assets
V =
1
p
[
Aρ21 − 2Bρ1 +D
AD −B2
]
.
The estimate of that variance is
Vˆ =
1
p
[
Aˆρ21 − 2Bˆρ1 + Dˆ
AˆDˆ − Bˆ2
]
.
By our constraint, we obtain
w′MV µ = ρ1.
Using the variance V above
SRMV = ρ1
√√√√p( AD −B2
Aρ21 − 2Bρ1 +D
)
.
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The estimate of the Sharpe ratio under the Markowitz mean-variance portfolio is
ŜRMV = ρ1
√√√√p( AˆDˆ − Bˆ2
Aˆρ21 − 2Bˆρ1 + Dˆ
)
.
We provide the consistency of the maximum Sharpe ratio (squared) in this framework when the
number of assets is larger than the sample size. This is a novel result in the literature.
Theorem 8. Under Assumptions 1-4 with condition |1′pΣ−1µ/p| ≥ C > 2ǫ > 0 and AD − B2 ≥
C1 > 0, Aρ
2
1 − 2Bρ1 + D ≥ C1 > 0, with ρ1 uniformly bounded away from zero and infinity, we
have ∣∣∣∣∣∣ ŜR
2
MV
SR2MV
− 1
∣∣∣∣∣∣ = Op(s¯
√
lnp
n
) = op(1).
Remarks. 1. Conditions AD − B2 ≥ C1 > 0 show that the variance is bounded away from
infinity, and Aρ21−2Bρ1−D ≥ C1 > 0 restricts the variance to be positive and bounded away from
zero.
2. We provide the rate of convergence of the estimators, which increases with p in a logarithmic
way, and the non-sparsity of the precision matrix affects the error in a linear way.
6 Simulations
6.1 Models and Implementation Details
In this section, we compare the nodewise regression with several models in a simulation exercise.
The two aims of the exercise are to determine whether our method achieves consistency under a
sparse setup and to check under two different setups how our method performs compared to others
in the estimation of the constrained maximum Sharpe ratio, out-of-sample maximum Sharpe ratio,
and Sharpe ratio in global minimum-variance and Markowitz mean-variance portfolios.
The other methods that are used widely in the literature and benefit from high-dimensional
techniques are the principal orthogonal complement thresholding (POET) from Fan et al. (2013),
the nonlinear shrinkage (NL-LW) and the single factor nonlinear shrinkage (SF-NL-LW) from
Ledoit and Wolf (2017) and the maximum Sharpe ratio estimation and sparse regression (MAXSER)
from Ao et al. (2019). All models except for the MAXSER are plug-in estimators, where the first
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step is to estimate the precision/covariance matrix, and the second step is to plug-in the estimate
in the desired equation.
The POET uses principal components to estimate the covariance matrix and allows some eigen-
values of Σ to be spiked and grow at a rate O(p), which allows common and idiosyncratic compo-
nents to be identified and principal components analysis and can consistently estimate the space
spanned by the eigenvectors of Σ. However, Fan et al. (2013) point out that the absolute conver-
gence rate of the model is not satisfactory for estimating Σ and consistency can only be achieved
in terms of the relative error matrix.
Nonlinear shrinkage is a method that individually determines the amount of shrinkage of each
eigenvalue in the covariance matrix with respect to a particular loss function. The main aim is
to increase the value of the lowest eigenvalues and decrease the largest eigenvalues to stabilize
the high-dimensional covariance matrix. This is a very novel and excellent idea. Ledoit and Wolf
(2017) propose a function that captures the objective of an investor using portfolio selection. As
a result, they have an optimal estimator of the covariance matrix for portfolio selection for a large
number of assets. The SF-NL-LW method extracts a single factor structure from the data prior to
the estimation of the covariance matrix, which is simply an equal-weighted portfolio with all assets.
Finally, the MAXSER starts with the estimation of the adjusted squared maximum Sharpe
ratio that is used in a penalized regression to obtain the portfolio weights. Of all the discussed
models, the MAXSER is the only one that does not use an estimate of the precision matrix in a
plug-in estimator of the maximum Sharpe ratio.
Regarding implementation, the POET and both models from Ledoit and Wolf (2017) are avail-
able in the R packages POET Fan et al. (2016) and nlshrink Ramprasad (2016). The SF-NL-LW
needed some minor adjustments following the procedures described in Ledoit and Wolf (2017). For
the MAXSER, we followed the steps for the non-factor case in Ao et al. (2019), and we used the
package lars (Hastie and Efron, 2013) for the penalized regression estimation. We estimated the
nodewise regression following the steps in Section 2.4 using the glmnet package Friedman et al.
(2010) for penalized regressions. We used two alternatives to select the regularization parameter λ,
a 10-fold cross validation (CV) and the generalized information criterion (GIC) from Zhang et al.
(2010).
The GIC procedure starts by fitting γˆj in subsection 2.4 for a range of λj that goes from
the intercept-only model to the largest feasible model. This is automatically done by the glmnet
package. Then, for the GIC procedure, we calculate the information criterion for a given λj among
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the ranges of all possible tuning parameters
GICj(λj) =
SSR(λj)
n
+ q(λj) log(p− 1)log(log(n))
n
(21)
where SSR(λj) is the sum squared error for a given λj , q(λj) is the number of variables, given λj ,
in the model that is nonzero, and p is the number of assets. The last step is to select the model
with the smallest GIC. Once this is done for all assets j = 1, . . . , p, we can proceed to obtain ΘˆGIC .
For the CV procedure, we split the sample into k subsamples and fit the model for a range of λj
as in the GIC procedure. However, we will fit models in the subsamples. We always estimate the
models in k − 1 subsamples, leaving one subsample as a test sample, where we compute the mean
squared error (MSE). After repeating the procedure using all k subsamples as a test, we finally
compute the average MSE across all subsamples and select the λj for each asset j that yields the
smallest average MSE. We can then use the estimated γˆj to obtain ΘˆCV .
6.2 Data Generation Process and Results
We used two DGPs to test the nodewise regression. The first DGP consists of a Toeplitz covariance
matrix of excess asset returns, where
Σi,j = ρ
|i−j|,
with values ρ equal to 0.25, 0.5 and 0.75 and the vector µ sampled from a normal distribution
N(0.5, 1).
The second DGP is based on a simplified version of the factor DGP in Ao et al. (2019):
rj = αj +
K∑
k=1
βj,kfk + ej , (22)
where fj are the factor returns, βj,k are the individual stock sensitivities to the factors, and αj + ej
represent the idiosyncratic component of each stock. We adopted the Fama & French three factors1
(FF3) monthly returns as factors with µf and Σf being the factors’ sample mean and covariance
matrix. The βs, αs and Σˆe were estimated using a simple least squares regression using returns
from the S&P500 stocks that were part of the index in the entire period from 2008 to 2017. In each
simulation, we randomly selected p stocks from the pool with replacement because our simulations
require more than the total number of available stocks. We then used the selected stocks to generate
individual returns with Σe = γdiag(ej), where gamma is assumed to be 1, 2 and 4.
1The factors are book-to-market, market capitalization and the excess return of the market portfolio.
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Tables 1 and 2 show the results. The values in each cell show the average absolute estimation
error for estimating the square of the Sharpe ratio in the case of global minimum-variance and
Markowitz mean-variance portfolios in Section 5, out-of-sample forecasting, and the maximum
Sharpe ratio in the case of constrained portfolio optimization in Sections 3-4 across iterations.
Each eight column block in the table shows the results for a different sample size. In each of these
blocks, the first four columns are for p = 0.5∗n, and the last four columns are for p = 1.5∗n. MSR,
MSR-OOS, GMV-SR and MKW-SR are the constrained maximum Sharpe ratio, the out-of-sample
maximum Sharpe ratio, the Sharpe ratio from the global minimum-variance portfolio and the
Sharpe ratio from the Markowitz portfolio with target returns set to 1%, respectively. Therefore,
there are four categories to evaluate the different estimates. The MAXSER risk constraint was set
to 0.04 following Ao et al. (2019). We ran 100 iterations in each simulation setup. All bold-face
entries in tables show category champions.
Starting with Table 1, we clearly see that our method performs very well in a sparse Toeplitz
scenario. When the correlation is 0.5 or 0.75, our method has the smallest error of all those tested
for MSR and MSR-OOS. We also see that with the GMV-SR and MKW-SR scenarios, the SF-
NL-LW method generally performs the best. To give a specific example, with n = 400, p = 600
and ρ = 0.75, our OOS-MSR error is 0.118 (GIC based nodewise), the second-best is our CV-
based nodewise with 0.259, and the third is SF-NL-LW with a 0.868 error. On the other hand, in
the GMV-SR category, the best is SF-NL-LW with 0.551 error, whereas our best method is GIC
nodewise with 0.664 error as third among all methods.
Additionally, we see that consistency is achieved with our methods, as our theorems suggest
under sparse scenarios, as in Table 1. To see this, with n = 100, p = 150, our error in the OOS-MSR
category is 0.336 (GIC, nodewise) and declines to 0.118 at n = 400, p = 600 at ρ = 0.75. Similar
results exist in all other categories for our method in Table 1.
Table 2 paints a different picture under a factor model scenario; both NL-LW and SF-NL-LW
perform the best in minimizing the errors for the constrained Markowitz-Sharpe ratio and global
minimum-variance and Markowitz mean-variance portfolios. We also note that the MAXSER
generally obtains the best results in estimating the out-of-sample maximum Sharpe ratio when
p = n/2.
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Table 1: Simulation Results – Toeplitz DGP
Toeplitz DGP ρ = 0.25
n=100 n=200 n=400
p=n/2 p=1.5n p=n/2 p=1.5n p=n/2 p=1.5n
MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR
NW-GIC 0.072 0.158 0.402 0.330 0.041 0.179 0.405 0.343 0.042 0.129 0.371 0.310 0.027 0.150 0.388 0.330 0.021 0.074 0.301 0.258 0.014 0.094 0.329 0.282
NW-CV 0.073 0.171 0.416 0.342 0.043 0.186 0.411 0.349 0.045 0.152 0.401 0.334 0.028 0.161 0.401 0.341 0.025 0.119 0.366 0.313 0.016 0.131 0.377 0.321
POET 0.087 0.190 0.402 0.348 0.046 0.193 0.423 0.361 0.049 0.180 0.415 0.347 0.029 0.179 0.414 0.352 0.030 0.170 0.406 0.344 0.022 0.171 0.404 0.344
NL-LW 0.065 0.129 0.317 0.273 0.048 0.155 0.368 0.308 0.042 0.127 0.333 0.277 0.032 0.152 0.373 0.316 0.033 0.123 0.333 0.283 0.031 0.150 0.375 0.316
SF-NL-LW 0.085 0.153 0.366 0.141 0.072 0.181 0.198 0.068 0.094 0.136 0.265 0.144 0.078 0.167 0.143 0.053 0.098 0.124 0.197 0.130 0.092 0.156 0.093 0.034
MAXSER 0.149 0.267 0.363
Toeplitz DGP ρ = 0.50
NW-GIC 0.094 0.206 0.695 0.466 0.133 0.293 0.557 0.516 0.096 0.133 0.468 0.427 0.115 0.168 0.494 0.460 0.091 0.078 0.407 0.379 0.104 0.094 0.431 0.402
NW-CV 0.100 0.344 1.049 0.552 0.113 0.405 0.621 0.575 0.077 0.234 0.573 0.523 0.095 0.271 0.576 0.539 0.070 0.155 0.521 0.489 0.085 0.176 0.535 0.500
POET 0.302 0.847 0.706 0.540 0.334 0.959 0.667 0.603 0.340 0.930 0.646 0.580 0.346 0.969 0.669 0.605 0.374 0.939 0.662 0.600 0.388 0.960 0.665 0.604
NL-LW 0.177 0.306 0.423 0.372 0.304 0.577 0.544 0.502 0.189 0.296 0.398 0.370 0.292 0.579 0.549 0.506 0.182 0.288 0.401 0.380 0.305 0.572 0.556 0.507
SF-NL-LW 0.197 0.310 0.698 0.195 0.323 0.562 0.371 0.347 0.214 0.288 0.344 0.189 0.332 0.546 0.363 0.342 0.207 0.276 0.256 0.205 0.350 0.530 0.375 0.338
MAXSER 0.251 0.405 0.518
Toeplitz DGP ρ = 0.75
NW-GIC 0.267 0.233 0.730 0.669 0.371 0.336 0.726 0.726 0.263 0.159 0.655 0.655 0.311 0.211 0.705 0.694 0.226 0.097 0.636 0.625 0.254 0.118 0.664 0.651
NW-CV 0.204 0.484 0.767 0.775 0.272 0.553 0.806 0.796 0.197 0.349 0.787 0.764 0.243 0.397 0.788 0.777 0.173 0.232 0.753 0.746 0.206 0.259 0.766 0.754
POET 1.564 3.320 1.263 0.658 1.725 4.709 0.833 0.800 1.761 4.253 0.772 0.736 1.755 5.131 0.848 0.815 1.835 4.792 0.823 0.798 1.860 5.196 0.852 0.818
NL-LW 0.283 0.341 1.142 0.374 0.688 0.898 0.563 0.608 0.292 0.324 650.076 0.375 0.680 0.884 0.582 0.604 0.283 0.320 0.556 0.391 0.685 0.882 0.614 0.606
SF-NL-LW 0.293 0.354 5.172 0.322 0.689 0.912 0.568 0.553 0.301 0.329 1.143 0.302 0.685 0.878 0.503 0.543 0.286 0.321 1.527 0.315 0.691 0.868 0.551 0.543
MAXSER 0.392 0.574 0.706
The table shows the simulation results for the Toeplitz DGP. Each simulation was done with 100 iterations. We used sample sizes n of 100, 200 and 400, and the number of stocks was either n/2 or 1.5n for the low-dimensional and the high-dimensional case, respectively. Each block of rows shows the
results for a different value of ρ in the Toeplitz DGP. The values in each cell show the average absolute estimation error for estimating the square of the Sharpe ratio in the case of the global minimum-variance and Markowitz mean-variance portfolios in Section 5 and maximum Sharpe ratio in the case
of out-of-sample forecasting and constrained portfolio optimization in Sections 3-4 across iterations.
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Table 2: Simulation Results – Factor DGP
Factor DGP γ = 1
n=100 n=200 n=400
p=n/2 p=1.5n p=n/2 p=1.5n p=n/2 p=1.5n
MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR MSR OOS-MSR GVM-SR MKW-SR
NW-GIC 0.654 2.835 4.010 0.695 0.675 9.743 0.843 0.769 0.618 5.498 0.783 0.760 0.649 19.800 0.825 0.799 0.609 10.105 0.810 0.787 0.618 36.215 0.831 0.813
NW-CV 0.671 3.129 1.423 0.710 0.705 8.218 0.787 0.786 0.637 4.894 0.783 0.768 0.669 14.725 0.819 0.811 0.618 7.584 0.801 0.789 0.630 23.422 0.817 0.818
POET 0.554 1.140 0.968 0.300 0.586 1.651 0.458 0.384 0.413 0.857 0.367 0.339 0.440 2.095 0.451 0.404 0.332 1.289 0.427 0.363 0.345 3.714 0.474 0.403
NL-LW 0.509 1.736 0.900 0.112 0.532 2.264 0.486 0.092 0.342 0.984 0.295 0.086 0.354 1.375 0.266 0.129 0.216 0.645 0.205 0.098 0.217 0.954 0.217 0.179
SF-NL-LW 0.537 1.169 0.722 0.192 0.564 1.299 0.344 0.231 0.361 0.582 0.234 0.145 0.378 0.682 0.194 0.151 0.234 0.321 0.151 0.082 0.245 0.360 0.116 0.087
MAXSER 0.372 0.162 0.083
Factor DGP γ = 2
NW-GIC 0.806 1.554 3.022 0.811 0.827 4.940 0.866 0.868 0.794 2.712 0.864 0.858 0.818 9.939 0.900 0.890 0.795 4.999 0.890 0.881 0.805 18.126 0.910 0.901
NW-CV 0.815 1.788 1.247 0.821 0.844 4.153 0.847 0.877 0.804 2.396 0.865 0.863 0.829 7.330 0.897 0.896 0.799 3.692 0.885 0.881 0.812 11.623 0.902 0.904
POET 0.750 1.084 0.924 0.568 0.780 1.203 0.635 0.647 0.683 0.607 0.603 0.609 0.710 1.178 0.690 0.674 0.649 0.691 0.666 0.643 0.666 1.877 0.720 0.685
NL-LW 0.724 1.863 0.720 0.348 0.751 2.201 0.440 0.386 0.645 1.023 0.365 0.373 0.665 1.334 0.380 0.384 0.588 0.659 0.387 0.389 0.601 0.923 0.358 0.380
SF-NL-LW 0.740 1.207 0.696 0.500 0.768 1.183 0.528 0.560 0.655 0.581 0.449 0.494 0.678 0.613 0.523 0.535 0.597 0.316 0.464 0.484 0.615 0.317 0.517 0.519
MAXSER 0.645 0.527 0.446
Factor DGP γ = 4
NW-GIC 0.887 0.965 2.522 0.879 0.906 2.515 0.904 0.921 0.885 1.296 0.911 0.913 0.904 4.976 0.941 0.937 0.889 2.419 0.933 0.930 0.899 9.061 0.950 0.946
NW-CV 0.892 1.192 1.169 0.885 0.914 2.107 0.894 0.927 0.891 1.132 0.912 0.915 0.909 3.614 0.939 0.941 0.892 1.732 0.929 0.930 0.902 5.714 0.945 0.948
POET 0.854 1.248 0.943 0.722 0.880 1.077 0.763 0.789 0.824 0.570 0.741 0.759 0.846 0.764 0.817 0.813 0.810 0.441 0.795 0.790 0.827 0.980 0.843 0.828
NL-LW 0.839 2.223 0.692 0.581 0.864 2.360 0.574 0.632 0.802 1.189 0.565 0.613 0.823 1.408 0.619 0.647 0.777 0.756 0.609 0.640 0.793 0.957 0.641 0.661
SF-NL-LW 0.848 1.446 0.752 0.679 0.873 1.249 0.694 0.736 0.808 0.693 0.633 0.688 0.829 0.641 0.717 0.734 0.782 0.383 0.668 0.697 0.801 0.328 0.730 0.737
MAXSER 0.794 0.735 0.700
The table shows the simulation results for the factor DGP. Each simulation was done with 100 iterations. We used sample sizes n of 100, 200 and 400, and the number of stocks was either n/2 or 1.5n for the low-dimensional and the high-dimensional case, respectively. Each block of rows shows the
results for a different value of γ in the factor DGP. The values in each cell show the average absolute estimation error for estimating the square of the Sharpe ratio in the case of global minimum-variance and Markowitz mean-variance portfolios in Section 5 and maximum Sharpe ratio in out-of-sample
forecasting and the case of constrained portfolio optimization in Sections 3-4 across iterations.
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7 Empirical Application
For the empirical application, we use two subsamples. The first subsample uses all data from
January 1995 to December 2017 with an out-of-sample period from January 2005 to December
2017. We selected all stocks that were in the S&P 500 index for at least one month in the out-
of-sample period and have data for the entire 1995-2017 period, which resulted in 383 stocks.
The second subsample starts in January 1990 and ends in December 2017 with an out-of-sample
period from January 2000 to December 2017. Using the same criterion as the first subsample, the
number of stocks was 323. Given that this is an out-of-sample competition between models, we
only estimated GMV and Markowitz portfolios for the plug-in estimators. The first out-of-sample
period includes only the recession of 2008. The second out-of-sample period includes the recessions
of 2000 and 2008, and the out-of-sample periods reflect recent history.
The Markowitz return constraint ρ1 is 0.8% per month, and the MAXSER risk constraint is
4%. In the low-dimensional experiment, we randomly select 50 stocks from the pool to estimate
the models. In the high-dimensional case, we use all stocks.
We use a rolling window setup for the out-of-sample estimation of the Sharpe ratio following
Callot et al. (2019). Specifically, samples of size n are divided into in-sample (1 : nI) and out-of-
sample (nI + 1 : n). We start by estimating the portfolio wˆnI in the in-sample period and the
out-of-sample portfolio returns wˆ′nIrnI+1. Then, we roll the window by one element (2 : nI + 1)
and form a new in-sample portfolio wˆnI+1 and out-of-sample portfolio returns wˆnI+1rnI+2. This
procedure is repeated until the end of the sample.
The out-of-sample average return and variance without transaction costs are
µˆos =
1
n− nI
n−1∑
t=nI
wˆ′trt+1, σˆ
2
os =
1
n− nI − 1
n−1∑
t=nI
(wˆ′trt+1 − µˆos)2.
We estimate the Sharpe ratios with and without transaction costs. The transaction cost, c, is
defined as 50 basis points following DeMiguel et al. (2007). Let rP,t+1 = wˆ
′
trt+1 be the return of
the portfolio in period t+ 1; in the presence of transaction costs, the returns will be defined as
rNetP,t+1 = rP,t+1 − c(1 + rP,t+1)
p∑
j=1
|wˆt+1,j − wˆ+t,j |,
where wˆ+t,j = wˆt,j(1 + Rt+1,j)/(1 +Rt+1,P ) and Rt,j and Rt,P are the excess returns of asset j and
the portfolio P added to the risk-free rate. The adjustment made in wˆ+t,j is because the portfolio
at the end of the period has changed compared to the portfolio at the beginning of the period.
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The Sharpe ratio is calculated from the average return and the variance of the portfolio in the
out-of-sample period
SR =
µˆos
σˆos
.
The portfolio returns are replaced by the returns with transaction costs when we calculate the
Sharpe ratio with transaction costs.
We use the same test as Ao et al. (2019) to compare the models. Specifically,
H0 : SRBest ≤ SR0 vs Ha : SRBest > SR0, (23)
where SRBest is the model with the largest Sharpe ratio, which is tested against all remaining
models. This is the Jobson and Korkie (1981) test with Memmel (2003) correction. We also
considered the method of Ledoit and Wolf (2008) for testing the significance of the winner and
using the equally weighted portfolio as a benchmark; the results were very similar and hence are
not reported.
We also included equally weighted portfolio (EW). GMV-NW-GIC and GMV-NW-CV denote
the nodewise method with GIC and cross validation tuning parameter choices, respectively, in the
global minimum-variance portfolio (GMV). GMV-POET, GMV-NL-LW, and GMV-SF-NL-LW de-
note the POET, nonlinear shrinkage, and single factor nonlinear shrinkage methods, respectively,
which are described in the simulation section and also used in the global minimum-variance portfo-
lio. The MAXSER is also used and explained in the simulation section. MW denotes the Markowitz
mean-variance portfolio, and MW-NW-GIC denotes the nodewise method with GIC tuning param-
eter selection in the Markowitz portfolio. All the other methods with MW headers are analogous
and thus self-explanatory.
The results are presented in Tables 3 and 4. Table 3 shows the results for the 2005-2017 out-of-
sample period. Nodewise methods dominate in terms of the Sharpe ratio in Table 3. For example,
with transaction costs in the high-dimensional portfolio category, in terms of Sharpe ratio (SR)
(averaged over the out-of-sample time period), GMV-NW-GIC is the best model. It has an SR
of 0.208. GMV-POET, GMV-NL-LW, and GMV-SF-NL-LW have SRs of 0.175, 0.144, and 0.140,
respectively. If we were to analyze only the Markowitz portfolio in Table 3, with transaction costs
in high dimensions, MW-NW-GIC has the highest SR of 0.205. Therefore, even in subcategories,
the nodewise method dominates. Although statistical significance is not established, it is not clear
that these significance tests have high power in our high-dimensional cases.
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Table 4 shows the results for the out-of-sample January 2000-2017 subsample. We see that node-
wise methods dominate all scenarios except for the low-dimensional case with no transaction costs.
In the case of high dimensionality with transaction costs, MW-NW-GIC (Markowitz-nodewise-GIC)
has an SR of 0.224, and the closest is EW with 0.207.
Table 3: Empirical Results – Out-of-Sample Period from Jan. 2005 to Dec. 2017
Without TC With TC
Low Dim. High Dim. Low Dim. High Dim
Portfolio SR Avg. SD p-value SR Avg. SD p-value SR Avg. SD p-value SR Avg. SD p-value
EW 0.221 0.010 0.047 0.074 0.200 0.010 0.049 0.283 0.215 0.010 0.047 0.178 0.194 0.009 0.049 0.520
GMV-NW-GIC 0.260 0.009 0.036 0.200 0.215 0.009 0.040 0.215 0.247 0.009 0.036 0.454 0.208 0.008 0.040
GMV-NW-CV 0.256 0.010 0.038 0.219 0.219 0.009 0.039 0.482 0.242 0.009 0.038 0.387 0.203 0.008 0.039 0.098
GMV-POET 0.256 0.008 0.032 0.648 0.192 0.006 0.031 0.652 0.242 0.008 0.032 0.756 0.175 0.005 0.031 0.658
GMV-NL-LW 0.245 0.007 0.031 0.620 0.201 0.006 0.031 0.793 0.216 0.007 0.031 0.522 0.144 0.005 0.032 0.488
GMV-SF-NL-LW 0.251 0.008 0.030 0.685 0.198 0.006 0.031 0.777 0.225 0.007 0.030 0.613 0.140 0.004 0.031 0.475
MW-NW-GIC 0.277 0.010 0.035 0.217 0.008 0.038 0.020 0.257 0.009 0.035 0.205 0.008 0.038 0.760
MW-NW-CV 0.271 0.010 0.036 0.556 0.225 0.008 0.037 0.251 0.009 0.036 0.547 0.205 0.008 0.037 0.724
MW-POET 0.270 0.008 0.030 0.881 0.198 0.006 0.030 0.726 0.250 0.008 0.030 0.882 0.177 0.005 0.031 0.702
MW-NL-LW 0.252 0.008 0.031 0.705 0.205 0.006 0.031 0.833 0.220 0.007 0.031 0.569 0.148 0.005 0.031 0.518
MW-SF-NL-LW 0.259 0.008 0.030 0.781 0.202 0.006 0.030 0.811 0.229 0.007 0.030 0.666 0.143 0.004 0.031 0.506
MAXSER 0.045 0.003 0.060 0.054 -0.082 -0.005 0.061 0.003
The table shows the Sharpe ratio (SR), average returns (Avg), standard deviation (SD) and p-value of the Jobson and Korkie (1981) test with Memmel (2003)
correction. We also applied the Ledoit and Wolf (2008) test with circular bootstrap, and the results were very similar; therefore we only report those of the first
test. The tests were always performed using the equal-weighted portfolio as benchmark. The statistics were calculated from 156 rolling windows covering the period
from Jan. 2005 to Dec. 2017, and the size of the estimation window was 120 observations.
In Table 5, we analyze turnover, leverage and maximum leverage (equations (24), (25) and (26),
respectively) of the portfolios in Tables 3-4.
The definitions are as follows for turnover:
turnover =
p∑
j=1
|wˆt+1,j − wˆ+t,j |, (24)
and leverage
leverage =
∣∣∣∣∣∣
p∑
j=1
min{wˆt+1,j , 0}
∣∣∣∣∣∣ , (25)
and maximum leverage
max leverage = max
j
{∣∣min{wˆt+1,j , 0}∣∣}. (26)
Our method performs very well compared to the others in terms of turnover, leverage and max-
imum leverage. Nodewise-based methods even come closer to the EW (equally weighted) portfolio.
To provide some perspective, in Table 5, in high dimension from January 2005 to December 2017,
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Table 4: Empirical Results – Out-of-Sample Period from Jan. 2000 to Dec. 2017
Without TC With TC
Low Dim. High Dim. Low Dim. High Dim
Portfolio SR Avg. SD p-value SR Avg. SD p-value SR Avg. SD p-value SR Avg. SD p-value
EW 0.203 0.010 0.052 0.430 0.214 0.010 0.047 0.274 0.197 0.010 0.052 0.178 0.207 0.010 0.047 0.405
GMV-NW-GIC 0.228 0.009 0.040 0.607 0.227 0.009 0.039 0.215 0.217 0.009 0.040 0.151 0.219 0.008 0.039 0.482
GMV-NW-CV 0.227 0.009 0.041 0.606 0.227 0.009 0.038 0.262 0.213 0.009 0.041 0.103 0.211 0.008 0.038 0.153
GMV-POET 0.201 0.007 0.035 0.337 0.191 0.006 0.033 0.513 0.187 0.006 0.035 0.344 0.174 0.006 0.033 0.462
GMV-NL-LW 0.248 0.008 0.033 0.708 0.201 0.006 0.030 0.617 0.218 0.007 0.033 0.742 0.146 0.004 0.030 0.265
GMV-SF-NL-LW 0.247 0.008 0.032 0.812 0.204 0.006 0.029 0.663 0.221 0.007 0.032 0.805 0.148 0.004 0.029 0.297
MW-NW-GIC 0.249 0.009 0.038 0.948 0.236 0.009 0.038 0.951 0.234 0.009 0.038 0.224 0.008 0.038
MW-NW-CV 0.247 0.010 0.039 0.918 0.236 0.009 0.037 0.230 0.009 0.039 0.579 0.216 0.008 0.037 0.014
MW-POET 0.217 0.007 0.033 0.490 0.190 0.006 0.032 0.536 0.199 0.007 0.033 0.492 0.169 0.005 0.032 0.461
MW-NL-LW 0.252 0.008 0.033 0.207 0.006 0.030 0.678 0.220 0.007 0.033 0.756 0.151 0.005 0.030 0.299
MW-SF-NL-LW 0.247 0.008 0.032 0.793 0.207 0.006 0.029 0.707 0.220 0.007 0.032 0.771 0.150 0.004 0.029 0.329
MAXSER 0.078 0.007 0.083 0.142 -0.021 -0.002 0.085 0.024
The table shows the Sharpe ratio (SR), average returns (Avg), standard deviation (SD) and p-value of the Jobson and Korkie (1981) test with Memmel (2003)
correction. We also applied the Ledoit and Wolf (2008) test with circular bootstrap, and the results were very similar; therefore we only report those of the first
test. The tests were always performed using the equal-weighted portfolio as benchmark. The statistics were calculated from 216 rolling windows covering the period
from Jan. 2000 to Dec. 2017, and the size of the estimation window was 120 observations.
the nodewise GMV-NW-GIC has a turnover of 0.057, which is much smaller than those of GMV-
POET, GMV-NL-LW, GMV-SF-NL-LW of 0.092, 0.328, and 0.323, respectively. Our leverage and
maximum leverage are also very small compared to those of the other methods.
Note that to better understand why we perform well in the out-of-sample exercise, we show
the correlation matrices for the two out-of-sample periods that we analyzed in figure 2. Subsample
1 corresponds to January 2005-December 2017, and Subsample 2 corresponds to January 2000-
December 2017; in Figures 2a and 2b, we colored the correlation of assets. Blue (dark in black
and white) is anything above a 0.3 positive correlation (which is the average), yellow is anything
between a 0 and 0.3 positive correlation (light gray in black and white), and red (dark in black and
white) represents the very few negative correlations. Figures 2a and 2b clearly show that dark blue
areas do not predominate. This follows our assumptions, where large correlations between assets
should not dominate the correlation matrix of assets.
8 Conclusion
We provided a nodewise regression method that can control for risk and obtain the maximum
expected return of a large portfolio. Our result is novel and holds even when p > n. We also show
that the maximum out-of-sample Sharpe ratio can be estimated consistently. Furthermore, we also
develop a formula for the maximum Sharpe ratio when the weights of the portfolio sum to one. A
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Table 5: Turnover and Leverage
2005-2017 Subsample
Low Dimension High Dimension
Turnover Leverage Max Leverage Turnover Leverage Max Leverage
EW 0.048 0.000 0.000 0.054 0.000 0.000
GMV-NW-GIC 0.087 0.009 0.005 0.057 0.001 0.001
GMV-NW-CV 0.100 0.001 0.001 0.122 0.003 0.002
GMV-POET 0.074 0.193 0.037 0.092 0.301 0.007
GMV-NL-LW 0.164 0.403 0.065 0.328 0.806 0.023
GMV-SF-NL-LW 0.146 0.369 0.051 0.323 0.872 0.026
MW-NW-GIC 0.132 0.032 0.012 0.079 0.006 0.001
MW-NW-CV 0.141 0.018 0.008 0.144 0.009 0.002
MW-POET 0.109 0.217 0.037 0.109 0.305 0.007
MW-NL-LW 0.184 0.425 0.068 0.330 0.809 0.023
MW-SF-NL-LW 0.166 0.392 0.053 0.325 0.874 0.025
MAXSER 1.529 0.313 0.153
2000-2017 Subsample
EW 0.060 0.000 0.000 0.057 0.000 0.000
GMV-NW-GIC 0.081 0.007 0.004 0.059 0.001 0.000
GMV-NW-CV 0.106 0.004 0.004 0.122 0.003 0.002
GMV-POET 0.088 0.216 0.042 0.105 0.326 0.008
GMV-NL-LW 0.188 0.403 0.073 0.308 0.784 0.028
GMV-SF-NL-LW 0.154 0.366 0.062 0.300 0.829 0.026
MW-NW-GIC 0.110 0.016 0.007 0.084 0.005 0.001
MW-NW-CV 0.130 0.010 0.006 0.147 0.010 0.003
MW-POET 0.105 0.221 0.042 0.122 0.334 0.009
MW-NL-LW 0.201 0.415 0.072 0.311 0.787 0.028
MW-SF-NL-LW 0.167 0.372 0.061 0.303 0.832 0.025
MAXSER 1.652 0.346 0.197
The table shows the average turnover, average leverage and average max leverage for all portfolios
across all out-of-sample windows. The top panel shows the results for the 2000-2017 out-of-sample
period, and the second panel shows the results for the 2005-2017 out-of-sample period.
consistent estimate for the constrained case is also shown. Then, we extended our results to the
consistent estimation of Sharpe ratios in two widely used portfolios in the literature. It will be
important to extend our results to more restrictions on portfolios.
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Figure 2: Data Correlation Matrices
Appendix
This appendix contains the proofs. The Supplementary Appendix contains additional proofs
that are the building blocks of the proofs in and independent of the results in this appendix.
Proof of Theorem 2. (A.2) of Ao et al. (2019) shows that the squared ratio of the estimated
maximum out-of-sample Sharpe ratio to the theoretical ratio can be written as
[
ŜRmosnw
SR∗
]2 =
(µ′Θˆµˆ)2
µˆ′Θˆ′ΣΘˆµˆ
µ′Σ−1µ
=
[
µ′Θˆµˆ
µ′Σ−1µ
]2[
µˆ′Θˆ′ΣΘˆ′µˆ
µ′Σ−1µ
] . (A.1)
The proof will consider the numerator and the denominator of the squared maximum out-of-
sample Sharpe ratio. We start with the numerator using Θ := Σ−1
µ′Θˆµˆ
µ′Θµ
=
µ′Θˆµˆ− µ′Θµ
µ′Θµ
+ 1. (A.2)
Consider the fraction on the right-hand side. Start with the numerator in (A.2).
|µ′Θˆµˆ− µ′Θµ|/p = |µ′Θˆµˆ− µ′Θµˆ+ µ′Θµˆ− µ′Θµ|/p
≤ |µ′(Θˆ−Θ)µˆ|/p+ |µ′Θ(µˆ− µ)|/p
≤ |µ′(Θˆ−Θ)(µˆ− µ)|/p + |µ′(Θˆ−Θ)µ|/p + |µ′Θ(µˆ− µ)|/p
= [Op(s¯
lnp
n
) +Op(s¯
√
lnp
n
) +Op(s¯
1/2
√
lnp
n
)
= Op(s¯
√
lnp
n
), (A.3)
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where we use (A.87)-(A.89) for the rates and the dominant rate in the last equality is by Assumption
4. Next, we analyze the denominator in (A.2). Then, by Assumption 2, seeing that Σ−1 = Θ, by
definition
µ′Σ−1µ/p ≥ Eigmin(Σ−1)‖µ‖22/p ≥ cc2l > 0 (A.4)
since for all j: 0 < cl ≤ |µj| by Assumption 2, and Eigmin(Σ−1) ≥ c > 0, where c is a positive
constant
Then, by (A.3)(A.4)
µ′Θˆµˆ/p
µ′Θµ/p
≤ |µ
′Θˆµˆ− µ′Θµ|/p
µ′Θµ/p
+ 1 = Op(s¯
√
lnp/n) + 1. (A.5)
We now attempt to show that the denominator
µˆ′ΘˆΣΘˆµˆ
µ′Σ−1µ
p→ 1. (A.6)
In that respect, bearing in mind that Θ = Σ−1 is symmetric
µˆ′ΘˆΣΘˆµˆ
µ′Σ−1µ
=
µˆ′ΘˆΣΘˆµˆ− µ′ΘΣΘµ
µ′ΘΣΘµ
+ 1 ≥ 1−
∣∣∣∣∣ µˆ′ΘˆΣΘˆµˆ− µ′ΘΣΘµµ′ΘΣΘµ
∣∣∣∣∣ . (A.7)
We can write
Θˆµˆ−Θµ = (Θˆ −Θ)µˆ+Θ(µˆ− µ). (A.8)
Using (A.8)
|µˆ′ΘˆΣΘˆµˆ− µ′ΘΣΘµ| = |[(µˆ′Θˆ− µΘ) + µΘ]′Σ[(µˆ′Θˆ− µΘ) + µΘ]− µ′ΘΣΘµ|
≤ |[(Θˆ−Θ)µˆ]′Σ[(Θˆ−Θ)µˆ]| (A.9)
+ 2|[(Θˆ −Θ)µˆ]′ΣΘ(µˆ− µ)| (A.10)
+ 2|[(Θˆ −Θ)µˆ]′ΣΘµ| (A.11)
+ |[Θ(µˆ− µ)]′Σ[Θ(µˆ− µ)]| (A.12)
+ 2|[Θ(µˆ − µ)]′ΣΘµ| (A.13)
First, we consider (A.9)
|µˆ′(Θˆ−Θ)′Σ(Θˆ−Θ)µˆ| ≤ Eigmax(Σ)‖(Θˆ −Θ)µˆ‖22
= Eigmax(Σ)[
p∑
j=1
{(Θˆj −Θj)′µˆ}2]
≤ Eigmax(Σ)p max
1≤j≤p
[(Θˆj −Θj)′µˆ]2
≤ Eigmax(Σ)p( max
1≤j≤p
‖Θˆj −Θj‖1)2‖µˆ‖2∞
= O(1)pOp(s¯
2 lnp
n
)Op(1), (A.14)
where we use Holder’s inequality for the third inequality and Theorem 1(i), (ii) and Assumption 2
for the rate. Now, consider (A.10), and by definition Θ := Σ−1.
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|[(Θˆ −Θ)µˆ]′ΣΘ(µˆ− µ)| = |µˆ′(Θˆ −Θ)′(µˆ− µ)|
≤ |(µˆ − µ)′(Θˆ−Θ)′(µˆ− µ)|+ |µ′(Θˆ−Θ)′(µˆ− µ)|
= p[Op(s¯(
lnp
n
)3/2) +Op(s¯(
lnp
n
))]
= pOp(s¯(
lnp
n
)), (A.15)
by (A.85)(A.88) for the second equality, and the dominant rate in third equality can be seen from
Assumption 4. Next, consider (A.11), and recall that Θ := Σ−1
|[(Θˆ −Θ)µˆ]′ΣΘµ| = |µˆ′(Θˆ −Θ)µ|
≤ |(µˆ − µ)′(Θˆ−Θ)µ|+ |µ′(Θˆ−Θ)′µ|
= p[Op(s¯
lnp
n
) +Op(s¯
√
lnp
n
)]
= pOp(s¯
√
lnp
n
), (A.16)
where we use (A.88)(A.89) for the second equality, and the dominant rate in the third equality can
be seen from Assumption 4. Consider now (A.12) by the symmetry of Θ = Σ−1
|[Θ(µˆ− µ)]′ΣΘ(µˆ− µ)| = |(µˆ− µ)′Θ(µˆ− µ)|
= pOp(s¯
1/2 lnp
n
) (A.17)
by (A.86). Next, analyze (A.13) by the symmetricity of Θ = Σ−1
|[Θ(µˆ − µ)]′ΣΘµ| = |(µˆ − µ)′Θµ|
= pOp(s¯
1/2
√
lnp
n
), (A.18)
by (A.87). Combine the rates and terms (A.14)-(A.18) in (A.9)-(A.13) to obtain
|µˆ′ΘˆΣΘˆµˆ− µ′ΘΣΘµ| = pOp(s¯
√
lnp
n
), (A.19)
by the dominant rate in (A.16), as seen in Assumption 4.
See that by Θ = Σ−1, by (A.4),
µ′ΘΣΘµ = µ′Σ−1µ ≥ Eigmin(Σ−1)‖µ‖22 ≥ c‖µ‖22 ≥ (c)(c2l )p, (A.20)
by Assumption 2.
Combine (A.19)(A.20) in the second term on the right-hand side of (A.7) to have from Assump-
tion 2 and Assumption 4
|µˆ′Θˆ′ΣΘˆµˆ− µ′ΘΣΘµ|/p
µ′ΘΣΘµ/p
≤
cOp(s¯
√
lnp
n )
c(c2l )
= Op(s¯
√
lnp
n
) = op(1). (A.21)
32
Therefore, we show (A.6). Then, combine (A.5)(A.6) in (A.1) to obtain the desired result. Q.E.D.
Proof of Theorem 3. (i). Start with definition of weights, and its estimates(
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µˆ′Θˆµˆ
)
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) − 1 =
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∣∣∣∣∣µ′Θˆµˆµ′Θµ − 1
∣∣∣∣∣
∣∣∣∣∣∣
(
µ′Θµ
µˆ′Θˆµˆ
)1/2
− 1
∣∣∣∣∣∣
+
∣∣∣∣∣µ′Θˆµˆµ′Θµ − 1
∣∣∣∣∣+
∣∣∣∣∣∣
(
µ′Θµ
µˆ′Θˆµˆ
)1/2
− 1
∣∣∣∣∣∣ (A.23)
By (A.5) ∣∣∣∣∣µ′Θˆµˆµ′Θµ − 1
∣∣∣∣∣ = Op(s¯√lnp/n). (A.24)
Next, we have
µ′Θµ
µˆΘˆµˆ
=
µ′Θµ− µˆ′Θˆµˆ
µˆ′Θˆµˆ
+ 1
≤ |µ
′Θµ/p− µˆ′Θˆµˆ/p|
µ′Θµ/p− |µˆ′Θˆµˆ/p− µ′Θµ/p| + 1, (A.25)
where we divided both the numerator and denominator by p, and
µˆ′Θˆµˆ/p ≥ µ′Θµ/p− |µˆ′Θˆµˆ/p− µ′Θµ/p|.
By (A.4),(A.25), Lemma A.4 in the Supplementary Appendix, and Assumption 2, with µ′Θµ/p ≥
cc2l ,
µ′Θµ
µˆ′Θˆµˆ
≤ Op(s¯
√
lnp/n)
cc2l −Op(s¯
√
lnp/n)
+ 1 = Op(s¯
√
lnp/n) + 1. (A.26)
Then, ∣∣∣∣∣∣
(
µ′Θµ
µˆ′Θˆµˆ
)1/2
− 1
∣∣∣∣∣∣ = {[1 +Op(s¯√lnp/n)]1/2 − 1} (A.27)
Now, use Assumption 4 in (A.24)(A.27) and (A.23) to obtain the desired result.
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. Q.E. D
(ii). Now, we analyze the risk. See that
wˆ′oosΣwˆoos − σ2 = σ2
(
µˆ′Θˆ′ΣΘˆµˆ
µˆ′Θˆµˆ
− 1
)
= σ2
 µˆ′Θˆ′ΣΘˆµˆµ′Θµ
µˆ′Θˆµˆ
µ′Θµ
− 1
 ,
where we multiplied and divided by µ′Θµ, which is positive by Assumption 2. By (A.6)(A.21),∣∣∣∣∣ µˆ′Θˆ′ΣΘˆµˆµ′Θµ − 1
∣∣∣∣∣ = Op(s¯√lnp/n). (A.28)
Additionally, by Lemma A.4 in the Supplementary Appendix and Assumptions 2 and 4,
| µˆ
′Θˆµˆ
µ′Θµ
− 1| = op(1). (A.29)
By (A.28)(A.29) and Assumption 4,
|wˆoosΣwˆoos − σ2| = Op(s¯
√
lnp/n) = op(1).
Q.E.D.
Proof of Theorem 4. See that by Assumption 2,∣∣∣∣∣∣M̂SR
2
/p
MSR2/p
− 1
∣∣∣∣∣∣ =
∣∣∣∣∣ µˆ′Θˆµˆ/pµ′Σ−1µ/p − 1
∣∣∣∣∣ = |µˆ′Θˆµˆ/p− µ′Σ−1µ/p|µ′Σ−1µ/p .
Lemma A.4 in the Supplementary Appendix shows that under Assumptions 1-3,
|µˆ′Θˆµˆ/p− µ′Σ−1µ/p| = O(s¯
√
lnp/n). (A.30)
Combining (A.4),(A.30) with Assumption 4,∣∣∣∣∣ µˆ′Θˆµˆ/pµ′Σ−1µ/p − 1
∣∣∣∣∣ = O(s¯√lnp/n) = op(1).
Q.E.D.
Proof of Theorem 5. Note that by the definition of MSRc in (15) and A,B,D terms,
MSR2c
p
= D − (B2/A),
and the estimate is
M̂SR
2
c
p
= Dˆ − (Bˆ2/Aˆ),
where Aˆ = 1′pΘˆ1p/p, Bˆ = 1′pΘˆµˆ/p, Dˆ = µˆ′Θˆµˆ/p.
Then, clearly
M̂SR
2
c
p
MSR2c
p
=
[
AˆDˆ − Bˆ2
AD −B2
][
A
Aˆ
]
. (A.31)
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We start with
|Aˆ−A| = Op(s¯
√
lnp/n) = op(1), (A.32)
by Assumption 4 and Lemma A.2 in the Supplementary Appendix. Then, A ≥ Eigmin(Σ−1) ≥
c > 0 with c a positive constant by Assumption 2. Thus, clearly we obtain, since |Aˆ| ≥ A−|Aˆ−A|,∣∣∣∣AAˆ − 1
∣∣∣∣ =
∣∣∣∣∣A− AˆAˆ
∣∣∣∣∣ ≤ |Aˆ−A|A− |Aˆ−A|
which implies
|A
Aˆ
− 1| = Op(s¯
√
lnp/n) = op(1). (A.33)
Next, Lemma A.6 in the Supplementary Appendix establishes that under our Assumptions 1-4,
|(AˆDˆ − Bˆ2)− (AD −B2)| = Op(s¯
√
lnp/n) = op(1).
We can use the condition that AD−B2 ≥ C1 > 0, and thus we combine the results above to obtain∣∣∣∣∣AˆDˆ − Bˆ2AD −B2 − 1
∣∣∣∣∣ = Op(s¯√lnp/n) = op(1). (A.34)
Since
M̂SR
2
c
p
MSR2c
p
=
(AˆDˆ − Bˆ2
AD −B2 − 1
)
+ 1
[(A
Aˆ
− 1
)
+ 1
]
Combine (A.33)(A.34) in (A.31) to obtain∣∣∣∣∣∣M̂SR
2
c/p
MSR2c/p
− 1
∣∣∣∣∣∣ ≤
∣∣∣∣∣ AˆDˆ − Bˆ2AD −B2 − 1
∣∣∣∣∣ |AAˆ − 1|
+ |A
Aˆ
− 1|+
∣∣∣∣∣AˆDˆ − Bˆ2AD −B2 − 1
∣∣∣∣∣ (A.35)
= Op(s¯
√
lnp/n) = op(1), (A.36)
where the rate is the slowest among the three right-hand-side terms. Q.E. D
Proof of Theorem 6. We need to start with∣∣∣∣∣∣(M̂SR
∗
)2/p
(MSR∗)2/p
− 1
∣∣∣∣∣∣ =
∣∣∣(M̂SR∗)2/p− (MSR∗)2/p∣∣∣
(MSR∗)2/p
(A.37)
As a first step, analyze the denominator in (A.37). Note that 1′pΣ−1µ/p ≥ 0 is implied by
1′pΣ−1µ/p ≥ C > 2ǫ > 0, and thus
MSR2/p = µ′Σ−1µ/p ≥ Eigmin(Σ−1)‖µ‖22/p ≥ cc2l > 0,
by Assumption 2. Note that 1′pΣ−1µ/p ≤ −C < −2ǫ < 0 implies 1′pΣ−1µ/p < 0. Thus,
MSR2c/p = D − (B2/A) = (AD −B2)/A ≥ C1/K > 0,
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since by Assumption AD −B2 ≥ C1 > 0 and A = 1′pΣ−11p/p ≤ Eigmax(Σ−1) ≤ K <∞ and K is
a positive constant by Assumption 2. Then, clearly by combining the results,
(MSR∗)2/p = (MSR2)1{1′pΣ−1µ≥0} + (MSRc)
21{1′pΣ−1µ<0} ≥ min(cc2l , C1/K) > 0. (A.38)
Next, we consider the numerator. We need to show that
p−1|(M̂SR∗)2 − (MSR∗)2| = p−1|(M̂SR)21{1′pΘˆµˆ>0} − (MSR)
21{1′pΣ−1µ≥0}
+ [(M̂SRc)
21{1′pΘˆµˆ<0} − (MSRc)
21{1′pΣ−1µ<0}]|
= Op(s¯
√
lnp/n) = op(1). (A.39)
First, see that on the right-hand side of (A.39)
p−1|(M̂SR)21{1′
p
Θˆµˆ>0} − (MSR)21{1′pΣ−1µ≥0}| ≤ p−1|(M̂SR)21{1′pΘˆµˆ/p>0} − (MSR)
21{1′
p
Θˆµˆ/p>0}|
+ p−1|(MSR)21{1′
p
Θˆµˆ/p>0} − (MSR)21{1′pΣ−1µ/p≥0}|, (A.40)
where division by p in the indicator function does not change the results since the function operates
when it is positive.
Then, in (A.40),
p−1|(M̂SR)21{1′pΘˆµˆ/p>0} − (MSR)
21{1′pΘˆµˆ/p>0}| ≤ p
−1|(M̂SR)2 − (MSR)2||1{1′pΘˆµˆ/p>0}|
≤ p−1|(M̂SR)2 − (MSR)2|
= Op(s¯
√
lnp/n) = op(1), (A.41)
by (A.30) and Assumption 4 for the rate. In (A.40) above, consider
p−1|(MSR)21{1′pΘˆµˆ/p>0} − (MSR)
21{1′pΣ−1µ/p≥0}|
≤ p−1MSR2|1{1′pΘˆµˆ/p>0} − 1{1′pΣ−1µ/p≥0}|. (A.42)
Note that by definition of MSR2/p,
MSR2/p = µ′Σ−1µ/p ≤ Eigmax(Σ−1)‖µ‖22/p ≤ Kc2u <∞, (A.43)
where we use Assumption 2. Define the event E1 = {|1′pΘˆµˆ/p−1′pΣ−1µ/p| ≤ ǫ}, where ǫ > 0. Start
with the condition 1′pΣ−1µ/p ≥ C > 2ǫ > 0; then on the event E1,
1′pΘˆµˆ
p
=
1′pΘˆµˆ
p
− 1
′
pΣ
−1µ
p
+
1′pΣ−1µ
p
≥ 1
′
pΣ
−1µ
p
− |1
′
pΘˆµˆ
p
− 1
′
pΣ
−1µ
p
|
≥ 1
′
pΣ
−1µ
p
− ǫ
≥ C − ǫ > 2ǫ− ǫ = ǫ > 0, (A.44)
where we use E1 in the second inequality and the condition for the third inequality. This clearly
shows that at event E1, when the condition 1
′
pΣ
−1µ/p ≥ C > 2ǫ > 0 holds, we have 1′pΘˆµˆ/p > ǫ > 0.
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By Lemma A.3 of the Supplementary Appendix, E1 occurs with a probability approaching one
under our Assumptions 1-4
|1{1′pΘˆµˆ/p>0} − 1{1′pΣ−1µ/p≥0}| = Op(s¯
√
lnp/n) = op(1), (A.45)
where we use (A.44) and 1′pΣ−1µ/p ≥ C > 2ǫ > 0, implying 1′pΣ−1µ/p ≥ 0.
Next, combine (A.43)-(A.45) into (A.42)
p−1|(MSR)21{1′pΘˆµˆ/p>0} − (MSR)
21{1′pΣ−1µ/p≥0}| = Op(s¯
√
lnp/n) = op(1). (A.46)
By (A.41)(A.46), we have in (A.40)
p−1|(M̂SR2)1{1′pΘˆµˆ/p>0} − (MSR
2)1{1′pΣ−1µ/p≥0} = Op(s¯
√
lnp/n) = op(1). (A.47)
The proof for p−1|(M̂SRc)21{1′pΘˆµˆ/p<0} − (MSRc)
21{1′pΣ−1µ/p<0}| is identical to that in (A.47)
given Theorem 5, except that we have to show that
|1{1′pΘˆµˆ/p<0} − 1{1′pΣ−1µ/p<0}| = Op(s¯
√
lnp/n) = op(1), (A.48)
instead of (A.45). Assume that we use event E1:
1′pΣ−1µ
p
=
1′pΣ−1µ
p
− 1
′
pΘˆµˆ
p
+
1′pΘˆµˆ
p
≥ 1
′
pΘˆµˆ
p
− |1
′
pΣ
−1µ
p
− 1
′
pΘˆµˆ
p
|
≥ 1
′
pΘˆµˆ
p
− ǫ. (A.49)
Then, in (A.49), using the condition 1′pΣ−1µ/p ≤ −C < −2ǫ < 0 (note that this also implies
1′pΣ−1µ/p < 0)
0 > −2ǫ > −C ≥ 1′pΣ−1µ/p ≥ 1′pΘˆµˆ/p− ǫ,
which implies that, with C > 2ǫ, adding ǫ to all sides above yields
0 > −ǫ > −(C − ǫ) ≥ 1′pΘˆµˆ/p,
which clearly shows that when 1′pΣ−1µ/p < 0, we will have 1′pΘˆµˆ/p < 0. Note that event E1
occurs with probability approaching one by Lemma A.3 in the Supplementary Appendix, so we
have proven (A.48). This implies with the result of Theorem 5 that
p−1|(M̂SRc)21{1′pΘˆµˆ/p<0} − (MSRc)
21{1′pΣ−1µ/p<0}| = Op(s¯
√
lnp/n) = op(1). (A.50)
By now combining (A.47)(A.50), we proved (A.39) via the triangle inequality. With (A.38) and
(A.39), the desired result follows (A.37).
Q.E.D.
Proof of Theorem 7. First, we start with definitions of Aˆ := 1′pΘˆ1p/p, Bˆ := 1′pΘˆµˆ/p,
A := 1′pΣ−11p/p, B := 1′pΣ−1µ/p.
37
∣∣∣∣∣∣ ŜR
2
nw
SR2
− 1
∣∣∣∣∣∣ =
∣∣∣∣∣ p(1′pΘˆµˆ/p)2(1′pΘˆ1p/p)−1p(1′pΣ−1µ/p)2(1′pΣ−11p/p)−1 − 1
∣∣∣∣∣
=
∣∣∣∣∣Bˆ2AB2Aˆ − 1
∣∣∣∣∣
=
∣∣∣∣∣Bˆ2A−B2AˆB2Aˆ
∣∣∣∣∣ (A.51)
We analyze the denominator in (A.51). To that effect, by Assumption 2,
A = 1′pΣ
−11p/p ≥ Eigmin(Σ−1) ≥ c > 0.
By the condition in the statement of Theorem 7,
|B| = |1
′
pΣ
−1µ
p
| ≥ C > 2ǫ > 0.
Then, by Lemma A.2 and Lemma A.5 in the Supplementary Appendix
|B2Aˆ| = |B2(Aˆ−A) +B2A| ≥ B2A−B2|Aˆ−A| ≥ C2c+ op(1) > 0. (A.52)
Now consider the numerator in (A.51):
|Bˆ2A−B2Aˆ| = |Bˆ2A− Bˆ2Aˆ+ Bˆ2Aˆ−B2Aˆ|
≤ |Bˆ2(Aˆ−A)|+ |(Bˆ2 −B2)Aˆ|
≤ |Bˆ2(Aˆ−A)|+ |Bˆ −B||Bˆ +B||Aˆ|. (A.53)
Analyze the first term on the right side of (A.53):
Bˆ2 = |Bˆ2 −B2 +B2|
≤ |Bˆ2 −B2|+B2
≤ |Bˆ −B||Bˆ +B|+B2. (A.54)
Then, by Lemma A.3 in the Supplementary Appendix,
|Bˆ −B| = Op(s¯
√
lnp
n
) = op(1). (A.55)
Then,
|Bˆ +B| ≤ |Bˆ|+ |B|
≤ |Bˆ −B|+ 2|B|
= op(1) + 2|B|
= Op(1), (A.56)
where we use (A.55) and Lemma A.5 in the Supplementary Appendix.
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By (A.55)(A.56) in (A.54), we have
Bˆ2 = Op(1). (A.57)
Then, by Lemma A.2 in the Supplementary Appendix and (A.57),
|Bˆ2(Aˆ−A)| ≤ Bˆ2|Aˆ−A| = Op(s¯
√
lnp
n
) = op(1). (A.58)
Then, the second term on the right side of (A.53) is
|Bˆ −B||Bˆ +B||Aˆ| = Op(s¯
√
lnp
n
)Op(1)Op(1) = op(1), (A.59)
by (A.55)(A.56) and Lemma A.2, Lemma A.5 in the Supplementary Appendix. Use (A.58)(A.59)
in (A.53)
|Bˆ2A−B2Aˆ| = Op(s¯
√
lnp
n
) = op(1). (A.60)
Combine (A.52) with (A.60) in (A.51) to obtain the desired result. Q.E.D.
Proof of Theorem 8. To ease the notation in the proofs, set AD−B2 = z, Aρ21−2Bρ1+D = v.
The estimates will be zˆ = AˆDˆ − Bˆ2, vˆ = Aˆρ21 − 2Bˆρ1 + Dˆ. Then,∣∣∣∣∣∣ ŜR
2
MV
SR2MV
− 1
∣∣∣∣∣∣ =
∣∣∣∣ zˆ/vˆz/v − 1
∣∣∣∣
=
∣∣∣∣ zˆvˆ vz − 1
∣∣∣∣
=
∣∣∣∣ zˆv − vˆzvˆz
∣∣∣∣ . (A.61)
First, analyze the denominator of (A.61).
|vˆz| = |(vˆ − v)z + vz|.
≥ |vz| − |(vˆ − v)z|
≥ |vz| − |vˆ − v||z|. (A.62)
Then, by Lemma A.2-A.4 in the Supplementary Appendix, triangle inequality and ρ1 being bounded
away from zero and finite, by Assumption 4,
|vˆ − v| = |(Aˆ−A)ρ21 − 2(Bˆ −B)ρ1 + (Dˆ −D)| = Op(s¯
√
lnp
n
) = op(1). (A.63)
We also know that by the conditions in theorem statement z = AD − B2 ≥ C1 > 0, and v =
Aρ21 − 2Bρ1 +D ≥ C1 > 0. Then, see that by Lemma A.5 in the Supplementary Appendix
|z| = |AD −B2| ≤ AD = O(1). (A.64)
Thus, by (A.63)(A.64) and z ≥ C1 > 0, v ≥ C1 > 0 in (A.62), we have
|vˆz| = op(1) + C21 > 0. (A.65)
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Consider the numerator in (A.61):
|zˆv − vˆz| = |zˆv − vz + vz − vˆz| ≤ |zˆ − z||v|+ |z||vˆ − v|. (A.66)
By Lemma A.6 in the Supplementary Appendix,
|zˆ − z| = |(AˆDˆ − Bˆ2)− (AD −B2)| = Op(s¯
√
lnp
n
) = op(1). (A.67)
Clearly, by Lemma A.5 in the Supplementary Appendix and triangle inequality with ρ1 being finite,
|v| = |Aρ1 − 2Bρ1 +D| = O(1). (A.68)
Then, use (A.63)(A.64)(A.67)(A.68) in (A.66) by Assumption 4
|zˆv − vˆz| = Op(s¯
√
lnp
n
) = op(1). (A.69)
Use (A.65)(A.69) in (A.61) to obtain the desired result. Q.E.D.
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Supplementary Appendix
Here, we provide supplemental results. We provide a matrix norm inequality. Let x be a generic
vector, which is p× 1. M is a square matrix of dimension p, where M ′j is the jth row of dimension
1× p, and Mj is the transpose of this row vector.
Lemma A.1.
‖Mx‖1 ≤ p max
1≤j≤p
‖Mj‖1‖x‖∞.
Proof of Lemma A.1.
‖Mx‖1 = |M ′1x|+ |M ′2x|+ · · ·+ |M ′px|
≤ ‖M1‖1‖x‖∞ + ‖M2‖1‖x‖∞ + · · ·+ ‖Mp‖1‖x‖∞
= [
p∑
j=1
‖Mj‖1]‖x‖∞
≤ pmax
j
‖Mj‖1‖x‖∞, (A.70)
where we use Holder’s inequality to obtain each inequality. Q.E.D.
The following lemmata are all from Callot et al. (2019) and repeated for the benefit of readers.
Recall the definition of A := 1′pΣ−11p/p and Aˆ := 1′pΘˆ1p/p.
Lemma A.2. Under Assumptions 1-4 uniformly in j ∈ {1, · · · , p}, for λj = O(
√
lnp/n),
|Aˆ−A| = Op(s¯
√
lnp
n
) = op(1).
Proof of Lemma A.2. First, see that
Aˆ−A = (1′pΘˆ1p − 1′pΘ1p)/p = (1′p(Θˆ−Θ)1p)/p. (A.71)
Now, consider the right-hand side of (A.71)
|1′p(Θˆ−Θ)1p|/p ≤ ‖(Θˆ −Θ)1p‖1‖1p‖∞/p
≤ max
1≤j≤p
‖Θˆj −Θj‖1
= Op(s¯
√
lnp/n) = op(1), (A.72)
where Holder’s inequality is used in the first inequality, Lemma A.1 is used for the second inequality,
and the last equality is obtained by using Theorem 1 and imposing Assumption 4. Q.E.D.
Before the next Lemma, we define Bˆ := 1′pΘˆµˆ/p, and B := 1′pΘµ/p.
Lemma A.3. Under Assumptions 1-4 uniformly in j ∈ {1, · · · , p}, for λj = O(
√
lnp/n),
|Bˆ −B| = Op(s¯
√
lnp
n
) = op(1).
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Proof of Lemma A.3. We can decompose Bˆ by simple addition and subtraction into
Bˆ −B = [1′p(Θˆ−Θ)(µˆ − µ)]/p (A.73)
+ [1′p(Θˆ−Θ)µ]/p (A.74)
+ [1′pΘ(µˆ− µ)]/p (A.75)
Now, we analyze each of the terms above. Since µˆ = n−1
∑n
t=1 rt,
|1′p(Θˆ−Θ)(µˆ− µ)|/p ≤ ‖(Θˆ−Θ)1p‖1‖µˆ − µ‖∞/p
≤ [ max
1≤j≤p
‖Θˆj −Θj‖1]‖µˆ − µ‖∞
= Op(s¯
√
lnp/n)Op(
√
lnp/n), (A.76)
where we use Holder’s inequality in the first inequality and Lemma A.1 with M = Θˆ − Θ, x = 1p
in the second inequality above, and the rate is from Theorem 1.
Therefore, we consider (A.74) above. Since we have Assumption 2, ‖µ‖∞ < cu < ∞, where cu
is a positive constant,
|1′p(Θˆ −Θ)µ|/p ≤ ‖(Θˆ−Θ)1p‖1‖µ‖∞/p
≤ cu[ max
1≤j≤p
‖Θˆj −Θj‖1]
= cuOp(s¯
√
lnp/n), (A.77)
where we use Holder’s inequality in the first inequality and Lemma A.1 with M = Θˆ − Θ, x = 1p
in the second inequality above, and the rate is from Theorem 1.
Now consider (A.75).
|1′pΘ(µˆ− µ)|/p ≤ ‖Θ1p‖1‖µˆ− µ‖∞/p
≤ [ max
1≤j≤p
‖Θj‖1]‖µˆ− µ‖∞
= O(
√
s¯)Op(
√
lnp/n), (A.78)
where we use Holder’s inequality in the first inequality and Lemma A.1 with M = Θ, x = 1p in the
second inequality above, and the rate is from Theorem 1 and (B.55) from Caner and Kock (2018)
[max1≤j≤p ‖Θj‖1] = O(
√
s¯).
Combine (A.76)(A.77)(A.78) in (A.73)-(A.75), and note that the largest rate is coming from
(A.77). Therefore, use Assumption 4, s¯
√
lnp/n = o(1) to obtain
|Bˆ −B| = Op(s¯
√
lnp/n) = op(1). (A.79)
. Q.E.D.
Note that D := µ′Θµ/p, and its estimator is Dˆ := µˆ′Θˆµˆ/p.
Lemma A.4. Under Assumptions 1-4 uniformly in j ∈ {1, · · · , p}, for λj = O(
√
lnp/n),
|Dˆ −D| = Op(s¯
√
lnp
n
) = op(1).
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Proof of Lemma A.4. By simple addition and subtraction,
Dˆ −D = [(µˆ − µ)′(Θˆ−Θ)(µˆ − µ)]/p (A.80)
+ [(µˆ − µ)′Θ(µˆ− µ)]/p (A.81)
+ [2(µˆ − µ)′Θµ]/p (A.82)
+ [2µ′(Θˆ−Θ)(µˆ − µ)]/p (A.83)
+ [µ′(Θˆ−Θ)µ]/p. (A.84)
We start with (A.80).
|(µˆ − µ)′(Θˆ−Θ)(µˆ− µ)|/p ≤ ‖(Θˆ−Θ)(µˆ − µ)‖1‖µˆ− µ‖∞/p
≤ [‖µˆ− µ‖∞]2[max
j
‖Θˆj −Θj‖1]
= Op(lnp/n)Op(s¯
√
lnp/n)
= Op(s¯(lnp/n)
3/2), (A.85)
where Holder’s inequality is used for the first inequality above, and the inequality Lemma A.1, with
M = Θˆ−Θ, and x = µˆ− µ for the second inequality above, and for the rates we use Theorem 1.
We continue with (A.81).
|(µˆ− µ)′(Θ)(µˆ− µ)|/p ≤ ‖(Θ)(µˆ − µ)‖1‖µˆ− µ‖∞/p
≤ [‖µˆ− µ‖∞]2[max
j
‖Θj‖1]
= Op(lnp/n)O(
√
s¯)
= Op(
√
s¯(lnp/n)), (A.86)
where Holder’s inequality is used for the first inequality above, and the inequality Lemma A.1, with
M = Θ, and x = µˆ − µ for the second inequality above, and for the rates, we use Theorem 1 and
(B.55) of Caner and Kock (2018).
Then, we consider (A.82), using ‖µ‖∞ ≤ cu,
|(µˆ − µ)′(Θ)(µ)|/p ≤ ‖(Θ)(µˆ − µ)‖1‖µ‖∞/p
≤ cu[‖µˆ− µ‖∞][max
j
‖Θj‖1]
= Op(
√
lnp/n)O(
√
s¯)
= Op(
√
s¯
√
lnp/n), (A.87)
where Holder’s inequality is used for the first inequality above, and the inequality Lemma A.1, with
M = Θ, and x = µˆ − µ for the second inequality above, and for the rates, we use Theorem 1 and
(B.55) of Caner and Kock (2018).
Then, we consider (A.83).
|(µ)′(Θˆ−Θ)(µˆ − µ)|/p ≤ ‖(Θˆ −Θ)(µ)‖1‖µˆ− µ‖∞/p
≤ ‖µ‖∞max
j
‖Θˆj −Θj‖1‖µˆ− µ‖∞
≤ cu[max
j
‖Θˆj −Θj‖1]‖(µˆ − µ)‖∞
= Op(s¯
√
lnp/n)Op(
√
lnp/n)
= Op(s¯lnp/n), (A.88)
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where Holder’s inequality is used for the first inequality above, and the inequality Lemma A.1,
with M = Θˆ − Θ, x = µ for the second inequality above, for the third inequality above, we use
‖µ‖∞ ≤ cu, and for the rates, we use Theorem 1.
Then, we consider (A.84):
|(µ)′(Θˆ−Θ)(µ)|/p ≤ ‖(Θˆ −Θ)(µ)‖1‖µ‖∞/p
≤ [‖µ‖∞]2max
j
‖Θˆj −Θj‖1
≤ c2u[max
j
‖Θˆj −Θj‖1]
= Op(s¯
√
lnp/n), (A.89)
where Holder’s inequality is used for the first inequality above, and the inequality Lemma A.1,
with M = Θˆ − Θ, x = µ for the second inequality above, for the third inequality above, we use
‖µ‖∞ ≤ cu, and for the rate, we use Theorem 1. Note that the last rate above in (A.89) derives
our result, since it is the largest rate by Assumption 4.
Combine (A.85)-(A.89) in (A.80)-(A.84) and use the rate (A.89) to obtain
|Dˆ −D| = Op(s¯
√
lnp/n) = op(1). (A.90)
Q.E.D.
The following lemma establishes orders for the terms in the optimal weight, A, B, D. Note that
both A,D are positive by Assumption 2 and uniformly bounded away from zero.
Lemma A.5. Under Assumption 2
A = O(1).
|B| = O(1).
D = O(1).
Proof of Lemma A.5. We complete the proof for the term D = µ′Θµ/p. The proof for
A = 1′pΘ1p/p is the same.
D = µ′Θµ/p ≤ Eigmax(Θ)‖µ‖22/p = O(1),
where we use the fact that each µj is a constant as in Assumption 2, and the maximal eigenvalue
of Θ = Σ−1 is finite by Assumption 2. For the term B, the proof can be obtained by using the
Cauchy-Schwartz inequality first and the same analysis as for terms A and D. Q.E.D.
Next, we need the following technical lemma, which provides the limit and the rate for the
denominator in the optimal portfolio.
Lemma A.6. Under Assumptions 1-4 uniformly over j in λj = O(
√
lnp/n),
|(AˆDˆ − Bˆ2)− (AD −B2)| = Op(s¯
√
lnp
n
) = op(1).
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Proof of Lemma A.6. Note that by simple addition and subtraction,
AˆDˆ − Bˆ2 = [(Aˆ−A) +A][(Dˆ −D) +D]− [(Bˆ −B) +B]2.
Then, using this last expression and simplifying, A,D being both positive,
|(AˆDˆ − Bˆ2)− (AD −B2)| ≤ {|Aˆ−A||Dˆ −D|+ |Aˆ−A|D
+ A|Dˆ −D|+ (Bˆ −B)2 + 2|B||Bˆ −B|}
= Op(s¯
√
lnp/n) = op(1), (A.91)
where we use (A.72)(A.79)(A.90), Lemma A.5, and Assumption 4: s¯
√
lnp/n = o(1). Q.E.D.
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