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Abstract
Given an arrangement of hyperplanes, we classify its translation deformations by in-
troducing an equivalence relation on the intersection semi-lattices, and obtain a compar-
ison result and a decomposition formula on the characteristic polynomials of equivalence
classes.
Keywords: Hyperplane arrangement, deformed arrangement of hyperplanes, charac-
teristic polynomial, broken-circuit theorem
1 Introduction
Given a matroid M of rank r with the ground set [m] = {1, 2, . . . , m}, representable over a
field F. Let ρ : [m] → Fn be a matroid representation of M and write ρ(i) = ρi, i ∈ [m].
We are interested in classifying hyperplane arrangements Ag = {Hρ1,g1, . . . , Hρm,gm}, where
g = (g1, . . . , gm) is a vector in F
m and the hyperplanes Hρi,gi are defined by the equations
Hρi,gi : ρix = gi, 1 ≤ i ≤ m. (1)
A vector is understood as either a row vector or a column vector, depending on its meaning
in the context. Our motivation is the work of Athanasiadis [1] on deformations of hyperplane
arrangements.
Given a hyperplane arrangement A in a vector space V . The characteristic polynomial
of A is
χ(A, t) :=
∑
X∈L(A)
µ(V,X) tdimX , (2)
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where L(A) is the intersection semi-lattice whose members are all possible nonempty inter-
sections of hyperplanes of A, including V , ordered by the reverse of set inclusion, and µ is the
Mo¨bius function on L(A); see [4, 6, 7]. Our classification about the hyperplane arrangements
Ag is to classify the semi-lattices L(Ag) and the characteristic polynomials χ(Ag, t) with
g ∈ Fm. When g = 0, the characteristic polynomial χ(A0, t) is the characteristic polynomial
χ(M, t) (see [5, 7, 8]) of the matroid M.
Let A denote the matrix whose rows are the vectors ρ1, . . . ,ρm. For each subset J ⊆ [m],
let [A | J ] denote the matrix whose rows are those rows of A having the row indices in J . For
each vector g ∈ Fm, we define
Jg = {J ⊆ [m] : [A | J ]x = [g | J ] is consistent}. (3)
We assume that Jg contains the empty set ∅. Then Jg is a lower order ideal of the Boolean
lattice 2[m]. Two vectors g,h are said to be ρ-equivalent, denoted g
ρ
∼ h, if Jg = Jh.
We denote by [g]ρ the ρ-equivalence class of g. The semi-lattice L(Ag) consists of the affine
subspaces ⋂
j∈JHρj ,gj , J ∈ Jg,
which are solution spaces of the linear systems [A | J ]x = [g | J ]. We see that if vectors
g,h are ρ-equivalent then the semi-lattices L(Ag),L(Ah) are isomorphic, and subsequently,
χ(Ag, t) = χ(Ah, t). The ρ-equivalence classifies the semi-lattices L(Ag) and the characteristic
polynomials χ(Ag, t) for all g ∈ F
m.
In the following sections, we describe a geometric characterization of ρ-equivalence classes,
derive a coefficient comparison on characteristic polynomials between ρ-equivalence classes,
and obtain a plynomial identity holding among all characteristic polynomials corresponding
to ρ-equivalence classes.
2 Geometric Characterization
Given a minimal linearly dependent set {v1, . . . , vk} of F
n. There exist unique nonzero scalars
ξ1, . . . , ξk ∈ F (up to a common constant mutiple) such that
∑k
i=1 ξivi = 0 with ξi 6= 0. Let
C (M) denote the set of all circuits of the matroid M. For each circuit I ∈ C (M), there
exists a unique vector cI = (c1, . . . , cm) ∈ F
m (up to a constant) such that
m∑
i=1
ciρi = 0, where
{
ci 6= 0 for i ∈ I,
ci = 0 for i 6∈ I.
(4)
We call cI a circuit vector of M under the representation ρ. The linear relations among
the circuit vectors cI , I ∈ C (M), define a matroid on the ground set C (M). Each circuit
I ∈ C (M) defines a hyperplane HI . We then obtain a hyperplane arrangement (associated
with ρ)
Aρ = {HI : I ∈ C (M)}, where HI : cIy = 0. (5)
Lemma 2.1. For each circuit I ∈ C (M), the hyperplane HI defined by (5) can be written as
HI = {g ∈ F
m : [A | I]x = [g | I] is consistent}.
In other words, a vector g belongs to HI if and only if its restriction [g | I] belongs to the
column space Col [A | I] of the submatrix [A | I].
Proof. Recall the circuit vector cI associated with the circuit I. Since ci = 0 for all i ∈ [m]rI,
then for the restrictions of both cI and a vector g to I, we have
[cI | I] [A | I] = 0, cIg = [cI | I] [g | I]. (6)
If the system [A | I]x = [g | I] is consistent, then
cIg = [cI | I] [g | I] = [cI | I] [A | I]x = 0.
This means that the vector g belongs to HI .
Conversely, given g ∈ HI , we have [cI | I] [g | I] = cIg = 0. Then [g | I] belongs to the
solution space Nul [cI | I] of the single equation [cI | I]x = 0, and Nul [cI | I] has dimension
|I| − 1. Since I is a circuit, the matrix [A | I] has rank |I| − 1; then Col [A | I] also has
dimension |I| − 1. Note that the first part of (6) implies Col [A | I] ⊆ Nul [cI | I]. Hence
Col [A | I] = Nul [cI | I]. This means that [g | I] ∈ Col [A | I].
Lemma 2.2. A linear system Ax = g is consistent if and only if the subsystems
[A | I]x = [g | I]
are consistent for all those I ⊆ [m] that the rows of [A | I] form a minimal linearly dependent
set.
Proof. The necessity is trivial. For sufficiency, recall that Ax = g is consistent if and only if
its coefficient matrix A and its augmented matrix [A, g] have the same rank.
We choose a maximal linearly independent set of rows of A with row index set J . Then
rank [A | J ] = |J | = rankA, and the rows of [A | J ∪ i] are linearly dependent for each i ∈
[m] r J . Thus there exists a minimal row index set Ji ⊆ J such that the rows of [A | Ji ∪ i]
are linearly dependent, that is, the set of rows of [A | Ji ∪ i] is a minimal linearly dependent
set. So the system [A | Ji∪ i]x = [g | Ji∪ i] is consistent by given conditions. This means that
rank [A | Ji ∪ i] = rank [A | Ji ∪ i, g |Ji ∪ i].
Since rank [A | Ji ∪ i] = rank [A | Ji], we obtain rank [A | Ji] = rank [A | Ji ∪ i], g | Ji ∪ i]. Now
we have
rank [A | Ji, g | Ji] ≤ rank [A | Ji ∪ i, g | Ji ∪ i] = rank [A | Ji] ≤ rank [A | Ji, g | Ji].
It follows that
rank [A | Ji, g |Ji] = rank [A | Ji ∪ i, g | Ji ∪ i].
This means that the ith row of [A, g] is a linear combination of the rows of [A | Ji, g | Ji], and
of course a linear combination of the rows of [A | J, g | J ], where i ∈ [m]rJ . Since the rows of
[A | J ] are linearly independent, the system [A | J ]x = [g | J ] is automatically consistent. We
see that the system Ax = g is consistent.
Let Cg = Jg ∩ C (M), where g ∈ F
m. Lemma 2.1 implies
Cg = {I ∈ C (M) : g ∈ HI}. (7)
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For each X ∈ L(Aρ), consider the restriction of Aρ to X , denoted Aρ/X , which consists of the
hyperplanes HI ∩X of X , where HI ∈ A
ρ and X 6⊆ HI . We have the disjoint decomposition
F
m =
⊔
X∈L(Aρ)
M(Aρ/X). (8)
Then for each vector g ∈ Fm, there exists a unique X ∈ L(Aρ) such that g ∈ M(Aρ/X); we
denote this unique space X associated with g by Xg. For convenience of later discussion we
state the following fact:
I ∈ Cg ⇔ g ∈ HI ⇔ Xg ⊆ HI . (9)
The first equivalence is a restatement of (7). For the second equivalence, note that we have
g ∈M(Aρ/Xg) by definition of Xg, that is,
g ∈
⋂
HJ∈Aρ, Xg⊆HJ
HJ −
⋃
HJ∈Aρ, Xg 6⊆HJ
HJ .
Now purely logically, g ∈
⋂
HJ∈Aρ,Xg⊆HJ
HJ means that if Xg ⊆ HI then g ∈ HI . And
g 6∈
⋃
HJ∈Aρ, Xg 6⊆HJ
HJ means that if Xg 6⊆ HI then g 6∈ HI .
Corollary 2.3. Let g,h ∈ Fm. Then Jg ⊆ Jh if and only if Cg ⊆ Ch. In particular,
Jg = Jh if and only if Cg = Ch.
Proof. The necessity is trivial. For sufficiency, given a subset J ⊆ [m]. By Lemma 2.2, the
system [A | J ]x = [g |J ] is consistent if and only if [A | I]x = [g | I] is consistent for all those
I ⊆ J such that the rows of [A | I] form a minimal linearly dependent set, that is, if and only
if I ∈ Cg whenever I ∈ C (M) and I ⊆ J . By definitions of Jg and Cg,
Jg = {J ⊆ [m] : I ∈ Cg for all I ∈ C (M) with I ⊆ J}.
Since Cg ⊆ Ch, it is clear that Jg ⊆ Jh.
Theorem 2.4 (Geometric Characterization of ρ-Equivalence Classes). For each vector g ∈ Fm
the ρ-equivalence class [g]ρ equals the complement of A
ρ restricted to Xg, that is,
[g]ρ =M(A
ρ/Xg). (10)
Proof. A vector h belongs to M(Aρ/Xg) is by definition of Xh equivalent to Xh = Xg. Since
X =
⋂
{HI ∈ A
ρ : X ⊆ HI} for each X ∈ L(A
ρ), then Xg = Xh is equivalent to
{HI ∈ A
ρ : Xg ⊆ HI} = {HI ∈ A
ρ : Xh ⊆ HI}. (11)
Applying (9), then (11) is equivalent to
{HI ∈ A
ρ : g ∈ HI} = {HI ∈ A
ρ : h ∈ HI},
which is further equivalent to
{I ∈ C (M) : g ∈ HI} = {I ∈ C (M) : h ∈ HI}. (12)
Applying (7), we see that (12) is equivalent to Cg = Ch, which is further equivalent to
Jg = Jh by Corollary 2.3. Summarizing the above discussion, we have
Xg = Xh ⇔ Cg = Ch ⇔ Jg = Jh.
This means that h ∈M(Aρ/Xg) if and only if h ∈ [g]ρ.
4
Theorem 2.4 says that M(Aρ/X) is a ρ-equivalence class for each X ∈ L(Aρ). So χ(Ag, t)
are the same polynomial for all g ∈ M(Aρ/X), denoted by χ(X, t). For convenience to state
our results in the following sections, let us write
χ(M, t) =
r∑
k=0
(−1)kak(M)t
n−k; (13)
χ(Ag, t) =
r∑
k=0
(−1)kak(g)t
n−k, g ∈ Fm; (14)
χ(X, t) =
r∑
k=0
(−1)kak(X)t
n−k, X ∈ L(Aρ). (15)
Notice that ak(M) = ak(0) and ak(X) = ak(g) if X = Xg.
3 Coefficient Comparison
Let A = {H1, . . . , Hm} be a hyperplane arrangement in an n-dimensional vector space V . A
subset J ⊆ [m] is said to be affine independent (with respect to A) if ∩j∈JHj 6= ∅ and
r(∩j∈JHj) := n− dim(∩j∈JHj) = |J |.
Likewise, a subset J of [m] is said to be affine dependent if ∩j∈JHj 6= ∅ and r(∩j∈JHj) < |J |.
Subsets J ⊆ [m] with ∩j∈JHj = ∅ are irrelevant to affine independence and affine dependence.
An affine circuit is a minimal affine dependent subset I of [m], that is, I is affine dependent
and any proper subset of I is affine independent. It is easy to see that a subset I of [m] is an
affine circuit if and only if ∩i∈IHi 6= ∅ and for each i0 ∈ I,
r(∩i∈IHi) = r(∩i∈Iri0Hi) = |I| − 1. (16)
Given a total order ≺ on [m]. An affine broken circuit is a subset of [m] obtained from an
affine circuit by removing its maximal element under the total order ≺. A subset J of [m]
is called an affine NBC (no-broken-circuit) if ∩j∈JHj 6= ∅ and J contains no affine broken
circuits. Of course all affine NBC subsets are affine independent. The affine NBC sets are
just the χ-independent sets in [4, p.72].
Theorem 3.1 (Affine Broken Circuit Theorem [4]). Let r = rank (A) and write χ(A, t) as
χ(A, t) = a0t
n − a1t
n−1 + · · ·+ (−1)rart
n−r.
Then the coefficient ak equals the number of affine NBC k-subsets with respect to A, 0 ≤ k ≤ r.
Recall the matroid M with the representation ρ and the hyperplane arrangements Ag
defined by (1), where g ∈ Fm. By definition of Jg and by affine dependence and affine
independence,
Jg = {affine depdent sets} ∪ {affine indepdent sets} (17)
with respect to Ag. We claim that
Cg = {affine circuits with respect to Ag}. (18)
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Note that (i) a subset J of [m] is affine independent with respect to Ag if and only if J is
independent in M; (ii) any affine dependent subset with respect to Ag is dependent in M
(its converse is not necessarily true). Let J ∈ Cg = Jg ∩ C (M). Clearly, J must be affine
dependent with respect to Ag. For each j0 ∈ J , since J r j0 is independent inM, then J r j0
is affine independent with respect to Ag by (i). So J is an affine circuit with respect to Ag.
Conversely, let J be an affine circuit with respect to Ag. By definition J is affine dependent
and J r j0 is affine independent with respect to Ag for all j0 ∈ J . Then J ∈ Jg by (17), J
is dependent in M by (ii), and J r j0 is independent by (i) in M for each j0 ∈ J . The latter
two mean that J ∈ C (M). Hence J ∈ Cg.
Theorem 3.2 (Uniform Comparison Theorem). Under the notations of (13)-(15), if X ⊆ Y
for X, Y ∈ L(Aρ), then
ak(X) ≤ ak(Y ), 0 ≤ k ≤ r. (19)
In particular,
ak(M) ≤ ak(g) for all g ∈ F
m. (20)
Proof. Write X = Xg and Y = Xh for some g,h ∈ F
m. We have ak(X) = ak(g) and
ak(Y ) = ak(h) for all k. Applying (7) and (9), we have
Cg = {I ∈ C (M) : g ∈ HI} = {I ∈ C (M) : Xg ⊆ HI}.
Since Xg ⊆ Xh, it follows that Ch ⊆ Cg. Let BCg denote the set of (affine) broken circuits
obtained from the (affine) circuits in Cg. Then BCh ⊆ BCg. Let NBCg denote the set of
all affine NBC sets with respect to Ag. Let J ∈ NBCg. Then J is affine independent with
respect to Ag and J does not contain elements of BCg. Since affine independence is equivalent
to independence in M, we see that J is affine independent with respect to Ah and of course
J does not contain elements of BCh, that is, J ∈ NBCh. Thus NBCg ⊆ NBCh. Recall the
Affine Broken Circuit Theorem 3.1 that ak(g) equals the number of k-subsets of NBCg. We
see that ak(g) ≤ ak(h), 0 ≤ k ≤ r. Hence ak(X) ≤ ak(Y ).
4 Decomposition Formula
Let V be a vector space over an infinite field F, and let B(V ) be the Boolean algebra generated
by affine subspaces through intersection, union, and complement finitely many times. A
valuation on B(V ) is a map ϕ from B(V ) to an abelian group such that ϕ(∅) = 0 and
ϕ(A ∪ B) = ϕ(A) + ϕ(B) − ϕ(A ∩ B) for A,B ∈ B(V ). It is known [2, 3] that there exists
a unique (translation-invariant) valuation ν : B(V ) → Z[t] such that ν(W ) = tdimW for all
affine subspaces W of V . Given a hyperplane arrangement A on the vector space V . The
complement M(A) is a member of B(V ); its valuation under ν is the characteristic polynomial
of A, that is,
χ(A, t) = ν(M(A)).
The valuation ν defines an integral
∫
fdν =
ℓ∑
i=1
ciν(Xi)
for each simple function f =
∑ℓ
i=1 ci1Xi, where Xi ∈ B(V ) and 1Xi is the indicator function
of Xi. The following proposition is a Fubini-type theorem.
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Proposition 4.1 (Ehrenborg and Readdy [3]). Let ν1, ν2 and ν be the unique valuations on
vector spaces V1, V2 and V1 × V2 respectively. Let f(x, y) be a simple function on V1 × V2.
Then fx(y) is a simple function on V2 for each x ∈ V1, and
∫
fx(y)dν2 is a simple function
on V1. Moreover, ∫
f(x, y)dν =
∫ ∫
fx(y)dν2dν1.
Theorem 4.2 (Decomposition Formula). Let ρ be a representation of the matroid M over a
field F. If F is a finite field of q elements, then
∑
X∈L(Aρ)
χ(X, q)χ(Aρ/X, q) = qn(q − 1)m. (21)
If F is an infinite field, then
∑
X∈L(Aρ)
χ(X, t)χ(Aρ/X, t) = tn(t− 1)m. (22)
Proof. Consider the hyperplane arrangement A˜ in Fn × Fm with the hyperplanes
ρix = yi, 1 ≤ i ≤ m,
where (x,y) is the vector variable with x = (x1, . . . , xn) and y = (y1, . . . , ym). The system
of the m defining equations are linearly independent. The intersection semi-lattice of A˜ is
isomorphic to the Boolean lattice (2[m],⊆). So χ(A˜, t) = tn(t− 1)m.
On the other hand, since Fm =
⊔
X∈L(Aρ)M(A
ρ/X) by (8), we have
M(A˜) =
⊔
X∈L(Aρ)
M(A˜) ∩ (Fn ×M(Aρ/X)).
Let Ω(X) = M(A˜) ∩ (Fn ×M(Aρ/X)), which is a member of the Boolean algebra B(Fn+m).
Then the indicator function 1Ω(X) is a simple function with respect to B(F
n+m). It is easy to
see that
Ω(X) =
⊔
g∈M(Aρ/X)
M(Ag)× {g}.
Whenever F is an infinite field, note that ν1(M(Ag)) = χ(Ag, t) = χ(X, t) for all g ∈
M(Aρ/X). Applying Proposition 4.1,
∫
1Ω(X)dν =
∫ ∫
1Ω(X)dν1dν2 = χ(X, t)χ(A
ρ/X, t).
Hence
χ(M(A˜, t)) =
∑
X∈L(Aρ)
χ(X, t)χ(Aρ/X, t).
Whenever F is a finite field of q elements, the valuations ν1, ν2 and ν are understood as
counting measures, and the variable t is replaced by the number q.
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