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GLOBAL DYNAMICS OF NONAUTONOMOUS
HINDMARSH-ROSE EQUATIONS
CHI PHAN AND YUNCHENG YOU
Abstract. Global dynamics of nonautonomous diffusive Hindmarsh-Rose equa-
tions on a three-dimensional bounded domain in neurodynamics is investigated.
The existence of a pullback attractor is proved through uniform estimates show-
ing the pullback dissipative property and the pullback asymptotical compactness.
Then the existence of pullback exponential attractor is also established by proving
the smoothing Lipschitz continuity in a long run of the solution process.
1. Introduction
The Hindmarsh-Rose equations for neuronal bursting of the intracellular mem-
brane potential observed in experiments was initially proposed in [17, 18]. The orig-
inal model is composed of three ordinary differential equations and has been studied
by numerical simulations and mathematical analysis, cf. [17, 18, 20, 23, 27, 36, 39,
41, 47, 48] and the references therein. The solutions of this model exhibit interesting
bursting patterns, especially chaotic bursting and dynamics.
Very recently, the authors in [30] and [29] proved the existence of global attrac-
tors for the diffusive and partly diffusive Hindmarsh-Rose equations as well as the
existence of a random attractor for the stochastic Hindmarsh-Rose equations with
multiplicative noise.
In this work, we shall study the global dynamics for the nonautonomous diffusive
Hindmarsh-Rose equations with time-dependent external inputs:
∂u
∂t
= d1∆u+ ϕ(u) + v − w + J + p1(t, x) (1.1)
∂v
∂t
= d2∆v + ψ(u)− v + p2(t, x), (1.2)
∂w
∂t
= d3∆w + q(u− c)− rw + p3(t, x), (1.3)
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for t > τ ∈ R, x ∈ Ω ⊂ Rn (n ≤ 3), where Ω is a bounded domain with locally
Lipschitz continuous boundary, the stimulation inject current J is assumed to be a
constant, and the nonlinear terms in (1.1) and (1.2) are
ϕ(u) = au2 − bu3, and ψ(u) = α− βu2. (1.4)
Assume that the external input terms pi ∈ L2loc(R, L2(Ω)), i = 1, 2, 3, satisfy the
condition of translation boundedness [7],
‖pi‖2L2
b
= sup
t∈R
∫ t+1
t
∫
Ω
|pi(t, x)|2 dx ds <∞, i = 1, 2, 3. (1.5)
All the involved parameters d1, d2, d3, a, b, γ, β, q, r, and J are positive constants
except c (= uR) ∈ R, which is a reference value of the membrane potential of a
neuron cell. We impose the homogeneous Neumann boundary conditions
∂u
∂ν
(t, x) = 0,
∂v
∂ν
(t, x) = 0,
∂w
∂ν
(t, x) = 0, t > τ ∈ R, x ∈ ∂Ω, (1.6)
and the initial conditions to be specified are denoted by
u(τ, x) = uτ(x), v(τ, x) = vτ (x), w(τ, x) = wτ (x), x ∈ Ω. (1.7)
In this system (1.1)-(1.3), the variable u(t, x) refers to the membrane electric
potential of a neuronal cell, the variable v(t, x) represents the transport rate of the
ions of sodium and potassium through the fast ion channels and is called the spiking
variable, while the variables w(t, x) represents the transport rate across the neuronal
cell membrane through slow channels of calcium and other ions correlated to the
bursting phenomenon and is called the bursting variable.
We start with formulation of the aforementioned initial-boundary value problem of
(1.1)–(1.7). Define the Hilbert spacesH = [L2(Ω)]3 = L2(Ω,R3) and E = [H1(Ω)]3 =
H1(Ω,R3). The norm and inner-product of H or L2(Ω) will be denoted by ‖ · ‖ and
〈 ·, · 〉, respectively. The norm of E will be denoted by ‖ · ‖E. The norm of Lp(Ω) or
Lp(Ω,R3) will be dented by ‖ · ‖Lp if p 6= 2. We use | · | to denote a vector norm in
a Euclidean space.
The nonautonomous system (1.1)-(1.3) with the initial-boundary conditions (1.6)
and (1.7) can be written in the vector form
∂g
∂t
= Ag + f(g) + p(t, x), t > τ ∈ R,
g(τ) = gτ ,
(1.8)
where
g(t) = col (u(t, ·), v(t, ·), w(t, ·)), gτ = col (uτ , vτ , wτ ),
NONAUTONOMOUS HINDMARSH-ROSE EQUATIONS 3
and p(t, x) = col (p1(t, x), p2(t, x), p(t, x)), the nonpositive self-adjoint operator
A =


d1∆ 0 0
0 d2∆ 0
0 0 d3∆

 : D(A)→ H, (1.9)
where
D(A) = {g ∈ H2(Ω,R3) : ∂g/∂ν = 0},
is the generator of an analytic C0-semigroup {eAt}t≥0 on the Hilbert space H [35].
By the fact that H1(Ω) →֒ L6(Ω) is a continuous imbedding for space dimension
n ≤ 3 and by the Ho¨lder inequality, there is a constant C0 > 0 such that
‖ϕ(u)‖ ≤ C0‖u‖3L6 and ‖ψ(u)‖ ≤ C0‖u‖2L4 for u ∈ L6(Ω).
Therefore, the nonlinear mapping
f(u, v, w) =


ϕ(u) + v − w + J
ψ(u)− v,
q(u− c)− rw

 : E −→ H (1.10)
is a locally Lipschitz continuous mapping.
1.1. Hindmarsh-Rose Models in Neurodynamics. In 1982-1984, Hindmarsh
and Rose developed the mathematical model [17, 18] to describe neuronal dynamics
du
dt
= au2 − bu3 + v − w + J,
dv
dt
= α− βu2 − v,
dw
dt
= q(u− uR)− rw.
(1.11)
This model characterizes the phenomena of synaptic bursting and especially chaotic
bursting. Neuronal signals are short electrical pulses called spike or action potential.
Bursting shows alternating phases of rapid firing spikes and then quiescence. It
is a mechanism to modulate brain functionalities and to communicate signals with
the neighbor neurons. Bursting patterns occur in a variety of bio-systems such as
pituitary melanotropic gland, thalamic neurons, respiratory pacemaker neurons, and
insulin-secreting pancreatic β-cells, cf. [2, 6, 8, 18].
The mathematical analysis mainly using bifurcations together with numerical sim-
ulations of several models in ODEs on bursting behavior has been done by many
authors, cf. [1, 15, 21, 27, 31, 39, 41, 42, 47].
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Neurons burst through synaptic coupling or diffusive coupling. Synaptic coupling
has to reach certain threshold for release of quantal vesicles and synchronization
[11, 33, 34, 36].
It is known that Hodgkin-Huxley equations [19] (1952) provided a four-dimensional
model for the dynamics of membrane potential taking into account of the sodium,
potassium and leak ions current. It is a highly nonlinear system if without simpli-
fication assumptions. The FitzHugh-Nagumo equations [16] (1961-1962) is a two-
dimensional model for an excitable neuron with the membrane potential and the
current variable in a lump. This 2D model admits an exquisite phase plane analy-
sis, but it excludes any chaotic solutions and chaotic dynamics so that no chaotic
bursting can be generated by the FitzHugh-Nagumo equations.
In contrast, the Hindmarsh-Rose equations contribute a three-dimensional model
with cubic nonlinearity to generate a significant mechanism for rapid firing and bust-
ing in the research of neurodynamics. The chaotic coupling exhibited in the simula-
tions and analysis of this Hindmarsh-Rose model shows more rapid synchronization
and more effective regularization of neurons due to lower threshold than the synaptic
coupling [20, 41, 34, 38, 39, 47]. The research on this Hindmarsh-Rose model also
indicated [36] that it allows for spikes with varying interspike-interval. Therefore,
this 3D model is a suitable choice for the investigation of both the regular bursting
and the chaotic bursting when the parameters vary.
In general, neurons are immersed in aqueous biochemical solutions consisting of
different ions electrically charged. The axon of a neuron is a long branch to propagate
signals and the neuron cell membrane is the conductor along which the voltage signals
travel. As pointed out in [21], neuron is a distributed dynamical system.
From physical and mathematical point of view, it is reasonable and useful to con-
sider the diffusive Hindmarsh-Rose model in terms of partial differential equations
with the spatial variables x involved, at least in R1. Here in the abstract extent, we
shall study the diffusive Hindmarsh-Rose equations (1.1)-(1.3) with time-dependent
external stimulations in a bounded domain of space R3 and we shall focus on the
global dynamics of the solution processes. The chaotic bursting and dynamical prop-
erties from the nonautonomous diffusive Hindmarsh-Rose equations are expected to
demonstrate a wide range of applications in neuroscience.
1.2. Preliminaries. In this work we shall consider the weak solutions of this initial
value problem (1.8).
Definition 1.1. A function g(t, x), (t, x) ∈ [τ, T ] × Ω, is called a weak solution to
the initial value problem (1.8), if the following conditions are satisfied:
(i) d
dt
(g, ζ) = (Ag, ζ) + (f(g), ζ) is satisfied for a.e. t ∈ [τ, T ] and for any ζ ∈ E.
(ii) g(t, ·) ∈ C([τ, T ];H) ∩ L2([τ, T ], E) and g(τ) = g0.
Here (·, ·) stands for the dual product of the dual space E∗ and E.
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Lemma 1.2. For any given initial data g0 ∈ H, there exists a unique local weak
solution g(t, g0) = (u(t), v(t), w(t)), t ∈ [τ, T ] for some T > 0, of the initial value
problem (1.8), such that
g ∈ C([τ, Tmax);H) ∩ L2loc([τ, Tmax);E), (1.12)
where Imax = [τ, Tmax) is the maximal interval of existence. And the weak solution
becomes a strong solution on (τ, Tmax), which satisfies the evolutionary equation (1.8)
in H almost everywhere and with the regularity
g ∈ C((τ, Tmax);E) ∩ C1((τ, Tmax);H) ∩ L2loc((τ, Tmax);H2(Ω,R3)). (1.13)
Proof. The proof of the local existence and uniqueness of weak solutions is made
by a priori estimates on the Galerkin approximate solutions obtained by spectral
projections of the initial value problem (1.8), similar to what we shall present in
Section 3, and then by the Lions-Magenes type of weak and weak∗ compactness and
convergence argument. It is an adaptation of the treatment for local solutions of the
generic reaction-diffusion system in [7, Chapter XV, Theorem 3.1 and Proposition
3.1]. The details are omitted here. 
The Gagliardo-Nirenberg inequalities [35, Appendix B] of interpolation shown be-
low will be used in several sharp estimates of this work,
‖y‖W k,p(Ω) ≤ C‖y‖θWm,q(Ω) ‖y‖1−θLr(Ω), for all y ∈ Wm,q(Ω), (1.14)
where C > 0 is a constant, provided that p, q, r ≥ 1, 0 < θ < 1, and
k − n
p
≤ θ
(
m− n
q
)
− (1− θ) n
r
, n = dim (Ω).
In Section 2, we shall recall the basic concepts and the relevant existing results
on the topics of global dynamics for nonautonomous dynamical systems. In Sec-
tion 3, we prove the existence of a pullback attractor for the solution process of
the nonautonomous Hindmarsh-Rose equations. In Section 4, the existence of pull-
back exponential attractors will be proved for this nonautonomous Hindmarsh-Rose
process.
2. Pullback Attractor and Pullback Exponential Attractor
We refer to [3, 4, 5, 9, 10, 14, 22, 24, 26, 49] for the concepts and some of the
existing results in the theory of nonautonomous dynamical systems, especially on the
topics of pullback attractors and pullback exponential attractors. Recall that these
concepts are rooted in the theory of global attractors and other invariant attracting
sets for the autonomous infinite-dimensional dynamical systems [7, 28, 32, 35, 40,
44, 45, 46] and the theory of exponential attractors or sometimes called inertial sets
[12, 13, 25, 28, 43].
6 C. PHAN AND Y. YOU
Let X be a Banach space and suppose that a nonautonomous partial differential
equations with initial-boundary conditions, which usually involves a time-dependent
forcing term, has global solutions in space-time. Then the solution operator
{S(t, τ) : X → X}t≥τ∈R
is called a nonautonomous process [5, 7]), which satisfies the three conditions:
1 ) S(τ, τ) = I (the identity) for any τ ∈ R.
2) The cocycle property is satisfied:
S(t, s)S(s, τ) = S(t, τ) for any −∞ < τ ≤ s ≤ t <∞.
3) The mapping (t, τ, g) → S(t, τ)g ∈ X is continuous with respect to (t, τ, g) ∈
T ×X for any given τ ∈ R, where T = {(t, τ) ∈ R2 : t ≥ τ}.
Definition 2.1 (Nonautonomous semiflow). A mapping Φ(t, τ, g) : R+×R×X → X
is called a nonautonomous semiflow (or called nonautonomous dynamical system)
on a Banach space X over R, if the following conditions are satisfied:
1) Φ(0, τ, ·) is the identity on X , for any τ ∈ R.
2) Φ(t + s, τ, ·) = Φ(t, τ + s,Φ(s, τ, ·)), for any t, s ≥ 0 and τ ∈ R.
3) Φ(t, τ, g) : T ×X → X is continuous.
If {S(t, τ) : X → X}(t,τ)∈T is a continuous evolution process onX , then it generates
a nonautonomous semiflow defined by
Φ(t, τ, g) = S(t+ τ, τ, g), (t, τ, g) ∈ T ×X. (2.1)
This relation in the pullback sense is the following important identity
Φ(t, τ − t, g) = S(τ, τ − t)g, (t, τ, g) ∈ R+ × R×X. (2.2)
Definition 2.2 (Pullback Attractor). A time-parametrized set A = {A(τ)}τ∈R
in a Banach space X is called a pullback attractor for the nonautonomous semi-
flow {Φ(t, τ, ·)}(t,τ)∈T generated by a continuous evolution process {S(t, τ) : X →
X}(t,τ)∈T, if the following conditions are satisfied:
1) A is compact in the sense that for each τ ∈ R the set A(τ) is compact in X .
2) A is invariant,
S(t, τ)A(τ) = A(t), t ≥ 0, τ ∈ R.
it is equivalent to Φ(t, τ,A(τ)) = A(t+ τ) for t ≥ τ .
3) A pullback attracts every bounded set B ⊂ X with respect to the semi-
Hausdorff distance,
lim
t→∞
distX(Φ(t, τ − t, B), A(τ)) = lim
t→∞
distX(S(τ, τ − t)B, A(τ)) = 0.
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Definition 2.3 (Pullback Exponential Attractor). A time-parametrized set M =
{M (t)}t∈R ⊂ X , where X is a Banach space, is called a pullback exponential attrac-
tor of a continuous evolution process {S(t, τ)}t≥τ∈R on X , if the following conditions
are satisfied:
1) For any t ∈ R, the set M (t) is a compact and positively invariant sel in X with
respect to this process,
S(t, τ)M (τ) ⊂ M (t) for any ∞ < τ ≤ t <∞.
2) The fractal dimension dimFM (t) for all t ∈ R is finite and
sup
t∈R
dimFM (t) <∞.
3) M = {M (t)}t∈R exponentially attracts every bounded set B ⊂ X in the sense
that there exists a constant rate σ > 0, a constant TB > 0 depending on B, and a
positive function C(‖B‖, TB) where ‖B‖ = supx∈B ‖x‖, such that
distX(S(τ, τ − t)B,M (τ)) ≤ C(‖B‖, TB)e−σ(t−τ) for any t > TB, τ ∈ R.
Below we present two existing results on the sufficient conditions for the exis-
tence of pullback attractor and for the existence of pullback exponential attractor,
respectively.
Proposition 2.4. [3, 4, 5, 22] A nonautonomous process {S(t, τ)}t≥τ∈R on a Ba-
nach space X has a unique pullback attractor A = {A(τ)}τ∈R, if the following two
conditions are satisfied :
(i) There is a pullback absorbing set M in X, which means that for any given
bounded set B ⊂ X, there is a finite time TB > 0 such that
S(τ, τ − t)B ⊂M, for all t > TB. (2.3)
(ii) The nonautonomous process S(t, τ) is pullback asymptotically compact in the
sense that for any sequences tk → ∞ and {xk} ⊂ B, where B is any given bounded
set in X, the sequence {S(τ, τ − tk)xk)}∞k=1 has a convergent subsequence. Moreover,
the pullback attractor is given by
A(τ) =
⋂
s≥0
⋃
t≥s
S(τ, τ − t)M. (2.4)
Proposition 2.5. [9, 10] Let X and Y be Banach spaces and Y compactly embedded
in X. Assume that {S(t, τ) ∈ L(X) ∩ L(Y ) : t ≥ τ ∈ R} be a nonautonomous
process such that the following three conditions are satisfied :
1) There exists a bounded pullback absorbing set M∗ ⊂ Y uniformly in time in the
sense that, for any bounded set B ⊂ X, there is a finite time TB > 0 such that⋃
τ∈R
S(τ, τ − t)B ⊂M∗, for all t > TB. (2.5)
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2) The smoothing Lipschitz continuity is satisfied : There is a constant κ > 0 such
that for the aforementioned bounded pullback absorbing set M∗ ⊂ Y ,
sup
τ∈R
‖S(τ, τ−TM∗)g1−S(τ, τ−TM∗)g2‖Y ≤ κ‖g1−g2‖X , for any g1, g2 ∈M∗. (2.6)
3) The Ho¨lder/Lipschitz continuity in time is satisfied : There exist two exponents
γ1, γ2 ∈ (0, 1] such that for the aforementioned set M∗ ⊂ Y ,
sup
τ∈R
‖S(τ, τ − TM∗)g − S(τ, τ − TM∗ − t)g‖X ≤ c1|t|γ1 , t ∈ [0, TM∗], g ∈M∗, (2.7)
sup
τ∈R
‖S(τ, τ − t1)g − S(τ, τ − t2)g‖X ≤ c2|t1 − t2|γ2 , t1, t2 ∈ [TM∗ , 2TM∗], g ∈M∗.
(2.8)
In (2.6)-(2.8), TM∗ > 0 is the time when all the pullback trajectories starting from
M∗ permanently enter the absorbing set M∗ itself, and c1 = c1(M
∗), c2 = c2(M
∗)
are two positive constants. Then there exists a pullback exponential attractor M =
{M (τ)}τ∈R in X for this process.
Remark 1. The pullback absorbing set can be a time-parametrized set M(τ) in X
or in Y . Here the pullback absorbing sets specified in the above Proposition (2.4)
and Proposition (2.5) are time-invariant, which is what we only need.
Remark 2. Another concept to describe the asymptotic global dynamics of a
nonautonomous PDE is a skew-product dynamical systems [35]. It is to embed a
nonautonomous semiflow into an augmented autonomous semiflow. The correspond-
ing topic is uniform attractor [7, Chapter IV].
Although a uniform attractor is not a time-parametrized set, the major drawback
is that its fractal dimension and Hausdorff dimension of a uniform attractor are in
general infinite. The finite dimensionality reduction is lost. Moreover, it is usually
difficult to estimate the oftentimes slow rate of attraction for a uniform attractor
in terms of physical parameters in the mathematical model. Therefore, pullback
attractor and pullback exponential attractor are favorable pursuit of the asymptotic
behavior of nonautonomous dynamical systems generated by PDEs.
3. Pullback Attractor for Nonautonomous Hindmarsh-Rose Process
In this section, we shall first prove the global existence in time of the weak so-
lutions to the system (1.8) and then show the pullback absorbing property of the
nonautonomous Hindmarsh-Rose process in the space H and also in the space E,
which leads to the existence of a pullback attractor for this nonautonomous semiflow.
Lemma 3.1. The weak solution of the nonautonomous system (1.8) for any initial
time τ ∈ R and any initial data gτ ∈ H exists globally for t ∈ [τ,∞) and it generates
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a continuous evolution process {S(t, τ) ∈ L(H) ∩ L(E) : t ≥ τ ∈ R},
S(t, τ)gτ = g(t, τ, gτ) = col (u, v, w)(t, τ, gτ) (3.1)
which is called the nonautonomous Hindmaersh-Rose process. Moreover, there exists
a time-invariant pullback absorbing set in the space H,
M∗H = {g ∈ H : ‖g‖2 ≤ K1} (3.2)
where K1 is a positive constant independent of τ and t in the sense that for any given
bounded set B ⊂ H,
S(τ, τ − t)B ⊂M∗H , for t ≥ TB, (3.3)
where the constant TB > 0 depend only on ‖B‖ = supg∈B ‖g‖.
Proof. Take the H inner-product 〈(1.8), (c1u, v, w)〉 with constant c1 > 0 to obtain
1
2
d
dt
(
c1‖u‖2 + ‖v‖2 + ‖w‖2
)
+
(
c1d1‖∇u‖2 + d2‖∇v‖2 + d3‖∇w‖2
)
=
∫
Ω
c1(au
3 − bu4 + uv − uw + Ju+ up1(t, x)) dx
+
∫
Ω
(αv − βu2v − v2 + vp2(t, x) + q(u− c)w − rw2 + wp3(t, x)) dx
≤
∫
Ω
c1(au
3 − bu4 + uv − uw + Ju+ up1(t, x)) dx
+
∫
Ω
[(
2α2 +
1
2
β2u4 − 3
8
v2
)
+
(
q2
r
(u2 + c2)− 1
2
rw2
)
+ vp2 + wp3
]
dx
≤
∫
Ω
c1(au
3 − bu4 + uv − uw + Ju+ up1(t, x)) dx
+
∫
Ω
[(
2α2 +
1
2
β2u4 − 3
8
v2
)
+
(
q2
r
(u2 + c2)− 1
2
rw2
)]
dx
+
∫
Ω
[
1
8
v2 + 2|p2(t, x)|2 + 1
8
rw2 +
2
r
|p3(t, x)|2
]
dx.
(3.4)
Choose the positive constant in (3.4) to be c1 =
1
b
(β2 + 3) so that
−c1
∫
Ω
bu4 dx+
∫
Ω
β2u4 dx ≤ −3
∫
Ω
u4 dx.
Note that ∫
Ω
c1au
3 dx ≤ 3
4
∫
Ω
u4 dx+
1
4
(c1a)
4|Ω| ≤
∫
Ω
u4 dx+ (c1a)
4|Ω|,
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and ∫
Ω
c1(uv − uw + Ju+ up1(t, x)) dx ≤
∫
Ω
[
2(c1u)
2 +
1
8
v2 +
(c1u)
2
r
+
1
4
rw2
+
1
2
(
(c1u)
2 + J2 + (c1u)
2 + |p1(t, x)|2
)]
dx.
The collection of all integral terms of u2 in the above inequality and in (3.4) satisfies∫
Ω
(
2(c1u)
2 +
(c1u)
2
r
+ (c1u)
2 +
q2
r
u2
)
dx ≤
∫
Ω
u4 dx+
[
c21
(
3 +
1
r
)
+
q2
r
]2
|Ω|.
Substitute these inequalities into (3.4). Then we get
1
2
d
dt
(
c1‖u‖2 + ‖v‖2 + ‖w‖2
)
+
(
c1d1‖∇u‖2 + d2‖∇v‖2 + d3‖∇w‖2
)
≤
∫
Ω
c1(au
3 − bu4 + uv − uw + Ju+ up1(t, x)) dx
+
∫
Ω
[(
2α2 +
1
2
β2u4 − 3
8
v2
)
+
(
q2
r
(u2 + c2)− 1
2
rw2
)]
dx
+
∫
Ω
[
1
8
v2 + 2|p2(t, x)|2 + 1
8
rw2 +
2
r
|p3(t, x)|2
]
dx
≤
∫
Ω
(2− 3)u4 dx+
∫
Ω
(
1
8
− 3
8
+
1
8
)
v2 dx+
∫
Ω
(
1
4
− 1
2
+
1
8
)
rw2 dx
+
∫
Ω
[
1
2
|p1(t, x)|2 + 2|p2(t, x)|2 + 2
r
|p3(t, x)|2
]
dx
+
(
(c1a)
4 + J2 +
[
c21
(
3 +
1
r
)
+
q2
r
]2
+ 2α2 +
q2c2
r
)
|Ω|
≤ −
∫
Ω
(
u4(t, x) +
1
8
v2(t, x) +
1
8
rw2(t, x)
)
dx+
(
2 +
2
r
)
‖p(t)‖2 + c2|Ω|,
(3.5)
where
c2 = (c1a)
4 + J2 +
[
c21
(
3 +
1
r
)
+
q2
r
]2
+ 2α2 +
q2c2
r
.
It follows that
d
dt
(c1‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2) + 2d(c1‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)
+
∫
Ω
(
2u4(t, x) +
1
4
v2(t, x) +
1
4
rw2(t, x)
)
dx ≤ 4
(
1 +
1
r
)
‖p(t)‖2 + 2c2|Ω|,
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where d = min{d1, d2, d3} and we used
2u4 ≥ 1
4
(
c1u
2 − c
2
1
32
)
.
Therefore,
d
dt
(c1‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2) + 2d(c1‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)
+
1
4
(c1‖u(t)‖2 + ‖v(t)‖2 + r‖w(t)‖2) ≤ 4
(
1 +
1
r
)
‖p(t)‖2 +
(
c21
128
+ 2c2
)
|Ω|
(3.6)
for t ∈ [τ, Tmax), the maximum time interval of existence. Set
δ =
1
4
min{1, r}.
Then the Gronwall inequality applied to the inequality reduced from (3.6),
d
dt
(c1‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2) + δ(c1‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2)
≤ 4
(
1 +
1
r
)
‖p(t)‖2 +
(
c21
128
+ 2c2
)
|Ω|,
shows that
c1‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2 ≤ e−δt(c1‖uτ‖2 + ‖vτ‖2 + ‖wτ‖2)
+4
(
1 +
1
r
)∫ t
τ
e−δ(t−s)‖p(s)‖2 ds+ 1
δ
(
c21
128
+ 2c2
)
|Ω|, t ∈ [τ, Tmax).
(3.7)
By the assumption (1.5) on the translation boundedness of the external input terms
and the upper bound estimate (3.7), the weak solutions will never blow up at any
finite time so that Tmax = +∞ for all τ ∈ R and any initial data gτ ∈ H . Thus the
global existence in time of the weak solutions in the space H is proved. Together
with the uniqueness and the continuous dependence of (t, τ, gτ) which can be shown,
the statement of the continuous evolution process S(t, τ) in (3.1) is proved.
In order to prove the claimed existence of a pullback absorbing set, we can exploit
the bounded translation property (1.5) of the time-dependent forcing terms to treat
the integral in (3.7) on the time interval [τ, t + τ ], or equivalently the time interval
[τ − t, τ ], for t > 0, as follows:
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c1‖u(t+ τ)‖2 + ‖v(t+ τ)‖2 + ‖w(t+ τ)‖2
≤ e−δt(c1‖u(τ)‖2 + ‖v(τ)‖2 + ‖w(τ)‖2) + 1
δ
(
c21
128
+ 2c2
)
|Ω|
+4
(
1 +
1
r
)∫ t+τ
τ
e−δ(t+τ−s)‖p(s)‖2 ds
≤ e−δt(c1‖u(τ)‖2 + ‖v(τ)‖2 + ‖w(τ)‖2) + 1
δ
(
c21
128
+ 2c2
)
|Ω|
+4
(
1 +
1
r
) ∞∑
k=0
∫ t+τ−k
t+τ−k−1
e−δ(t+τ−s)‖p(s)‖2 ds
≤ e−δt(c1‖u(τ)‖2 + ‖v(τ)‖2 + ‖w(τ)‖2) + 1
δ
(
c21
128
+ 2c2
)
|Ω|
+4
(
1 +
1
r
) ∞∑
k=0
e−kδ
(
‖p1‖2L2
b
+ ‖p2‖2L2
b
+ ‖p3‖2L2
b
)
= e−δt(c1‖uτ‖2 + ‖vτ‖2 + ‖wτ‖2) + 1
δ
(
c21
128
+ 2c2
)
|Ω|
+4
(
1 +
1
r
)
1
1− e−δ
(
‖p1‖2L2
b
+ ‖p2‖2L2
b
+ ‖p3‖2L2
b
)
.
(3.8)
It implies that the global weak solutions of the nonautonomous diffusive Hindmarsh-
Rose system (1.8) admit the estimate that, for any t ≥ τ ∈ R,
‖g(t)‖2 ≤ max{1, c1}
min{1, c1} e
−δ(t−τ)‖g(τ)‖2 + 1
δ
(
c21
128
+ 2c2
)
|Ω|+ 4
(
1 +
1
r
) ‖p‖2
L2
b
1− e−δ .
(3.9)
Hence, for any τ − t ≤ τ ∈ R with t > 0, it holds that
‖g(τ)‖2 ≤ max{1, c1}
min{1, c1} e
−δt‖g(τ − t)‖2 + 1
δ
(
c21
128
+ 2c2
)
|Ω|+ 4
(
1 +
1
r
) ‖p‖2
L2
b
1− e−δ .
(3.10)
Since
lim
t→∞
e−δ(t−τ)‖g(τ)‖2 = 0
uniformly for g(τ) = gτ in any given bounded set B ⊂ H in regard to (3.9), and
lim
t→∞
e−δt‖g(τ − t)‖2 = 0
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uniformly for g(τ − t) in any given bounded set B ⊂ H in regard to (3.10), there
exists a pullback absorbing set as claimed in (3.2) with the constant
K1 = 1 +
1
δ
(
c21
128
+ 2c2
)
|Ω|+ 4
(
1 +
1
r
) ‖p‖2
L2
b
1− e−δ (3.11)
which is independent of initial time and initial state in H . Therefore, the pullback
absorbing property (3.3) for any given bounded set B ⊂ H is proved:
S(τ, τ − t)B ⊂M∗H , for all t ≥ TB,
and
TB =
1
δ
log+
(
max{1, c1}
min{1, c1} ‖B‖
2
)
> 0 (3.12)
depends only on ‖B‖. The proof is completed. 
Lemma 3.2. For the nonautonomous diffusive Hindmarsh-Rose system (1.8), there
also exists a time-invariant pullback absorbing set in the space E,
M∗E = {g ∈ E : ‖g‖2E ≤ K2}, (3.13)
where K2 is a positive constant, such that for any given bounded set B ⊂ H,
S(τ, τ − t)B ⊂M∗E for all t ≥ TB + 1, (3.14)
for any τ ∈ R, where the constant TB is given in (3.12).
Proof. Take the H inner-product 〈(1.8),−∆g(t)〉 to obtain
1
2
d
dt
(‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)+ d1‖∆u‖2 + d2‖∆v‖2 + d3‖∆w‖2
=
∫
Ω
(−au2∆u− 3bu2|∇u‖2 − v∆u+ w∆u− J∆u− p1(t, x)∆u) dx
+
∫
Ω
(−α∆v + βu2∆v − |∇v|2) dx+
∫
Ω
(qc∆w − qu∆w − r|∇w|2) dx
−
∫
Ω
(p2(t, x)∆v + p3(t, x)∆w) dx.
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By using Young’s inequality appropriately to treat the integral terms on the right-
hand side of the above inequality, we can get
d
dt
(‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)+ d1‖∆u‖2 + d2‖∆v‖2 + d3‖∆w‖2
+6b‖u∇u‖2 + 2‖∇v‖2 + 2r‖∇w‖2
≤ 4
d1
‖v‖2 + 4
d1
‖w‖2 + 4a
2
d1
‖u‖4L4 +
8J2
d1
|Ω|+ 8
d1
‖p1(t)‖2
+
2β2
d2
‖u‖4L4 +
4α2
d2
|Ω|+ 4
d2
‖p2(t)‖2 + 2q
2
d3
‖u‖2 + 4q
2c2
d3
|Ω|+ 4
d3
‖p3(t)‖2
=
4
d1
‖v‖2 + 4
d1
‖w‖2 + 2q
2
d3
‖u‖2 +
(
4a2
d1
+
2β2
d2
)
‖u‖4L4
+
(
8J2
d1
+
4α2
d2
+
4q2c2
d3
)
|Ω|+ 8
d1
‖p1(t)‖2 + 4
d2
‖p2(t)‖2 + 4
d3
‖p3(t)‖2.
(3.15)
The Sobolev imbedding H1(Ω) →֒ L4(Ω) tells us that there is a positive constant
ρ > 0 such that
‖u‖4L4 ≤ ρ(‖u‖2 + ‖∇u‖2)2 ≤ 2ρ(‖u‖4 + ‖∇u‖4). (3.16)
According to Lemma 3.1, for any given bounded set B ⊂ H , we have
‖u(t)‖2 + ‖v(t))‖2 + ‖w(t)‖2 ≤ K1, for any t ≥ TB, gτ ∈ B. (3.17)
Then (3.15) yields the following inequality that for any t ≥ TB and gτ ∈ B,
d
dt
(‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)+ d1‖∆u‖2 + d2‖∆v‖2 + d3‖∆w‖2
+6b‖u∇u‖2 + 2‖∇v‖2 + 2r‖∇w‖2
≤ max
{
4
d1
,
4q2c2
d3
}
K1 +
(
8a2
d1
+
4β2
d2
)
ρK21 +
(
8a2
d1
+
4β2
d2
)
ρ‖∇u‖4
+
(
8J2
d1
+
4α2
d2
+
4q2c2
d3
)
|Ω|+ 8
d1
‖p1(t)‖2 + 4
d2
‖p2(t)‖2 + 4
d3
‖p3(t)‖2.
(3.18)
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Hence we can apply the uniform Gronwall inequality [35, Lemma D.3] to the following
inequality reduced from (3.18) on ∇g(t) = col (∇u(t),∇v(t),∇w(t)),
d
dt
‖∇g(t)‖2 ≤ ρ
(
8a2
d1
+
4β2
d2
)
‖∇g‖2‖∇g‖2
+ max
{
4
d1
,
4q2c2
d3
}
K1 +
(
8a2
d1
+
4β2
d2
)
ρK21
+
(
8J2
d1
+
4α2
d2
+
4q2c2
d3
)
|Ω|+ 8
d1
‖p1(t)‖2 + 4
d2
‖p2(t)‖2 + 4
d3
‖p3(t)‖2
(3.19)
which is written in the form
dσ
dt
≤ ξ σ + h, for t ≥ TB, gτ ∈ B, (3.20)
where
σ(t) = ‖∇g(t)‖2, ξ(t) = ρ
(
8a2
d1
+
4β2
d2
)
‖∇g‖2, and
h(t) = max
{
4
d1
,
4q2c2
d3
}
K1 +
(
8a2
d1
+
4β2
d2
)
ρK21
+
(
8J2
d1
+
4α2
d2
+
4q2c2
d3
)
|Ω|+ 8
d1
‖p1(t)‖2 + 4
d2
‖p2(t)‖2 + 4
d3
‖p3(t)‖2.
For t ≥ TB, by integration of the inequality (3.6) we can deduce that∫ t+1
t
2d(c1‖∇u(s)‖2 + ‖∇v(s)‖2 + ‖∇w(s)‖2) ds
≤ c1‖u(t)‖2 + ‖v(t)‖2 + ‖w(t)‖2 + 4
(
1 +
1
r
)∫ t+1
t
‖p(s)‖2ds+
(
c21
128
+ 2c2
)
|Ω|
≤ max{1, c1}K1 + 4
(
1 +
1
r
)
‖p‖2L2
b
+
(
c21
128
+ 2c2
)
|Ω|,
where ‖p‖2
L2
b
=
∑3
i=1 ‖pi‖2L2
b
. Denote by
N1 =
1
2dmin{1, c1}
[
max{1, c1}K1 + 4
(
1 +
1
r
)
‖p‖2L2
b
+
(
c21
128
+ 2c2
)
|Ω|
]
and
N2 = max
{
4
d1
,
4q2c2
d3
}
K1 +
(
8a2
d1
+
4β2
d2
)
ρK21 +
(
8J2
d1
+
4α2
d2
+
4q2c2
d3
)
|Ω|.
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Then we have ∫ t+1
t
σ(s) ds ≤ N1,∫ t+1
t
ξ(s) ds ≤ ρ
(
8a2
d1
+
4β2
d2
)
N1,∫ t+1
t
h(s) ds ≤ N2 +max
{
8
d1
,
4
d2
,
4
d3
}
‖p‖2L2
b
.
(3.21)
Thus the uniform Gronwall inequality applied to (3.20) shows that
‖∇g(t)‖2 ≤
(
N1 +N2 +max
{
8
d1
,
4
d2
,
4
d3
}
‖p‖2L2
b
)
exp
{
ρ
(
8a2
d1
+
4β2
d2
)
N1
}
,
(3.22)
for all t ≥ TB+1 and all gτ ∈ B. Therefore, the claim (3.13) of a pullback absorbing
ball M∗E in the space E is proved and the constant K2 is given by
K2 = K1 +
(
N1 +N2 +max
{
8
d1
,
4
d2
,
4
d3
}
‖p‖2L2
b
)
exp
{
ρ
(
8a2
d1
+
4β2
d2
)
N1
}
.
Indeed, for any given bounded set B ⊂ H , we have
S(τ, τ − t)B ⊂ M∗E for all t ≥ TB + 1.
The proof is completed. 
Now we prove the first main result of this paper.
Theorem 3.3. Under the assumption (1.5), for any positive parameters and c ∈ R
in the Hindmarsh-Rose equations (1.1)-(1.3), there exists a pullback attractor A =
{A(τ)}τ∈R in H for the nonautonomous Hindmarsh-Rose process {S(t, τ)}t≥τ∈R.
Proof. By Lemma 3.1, there exists a pullback absorbing set M∗H in H for the solution
process {S(t, τ) : t ≥ τ ∈ R} of the nonautononous Hindmarsh-Rose system (1.8) so
that the first condition in Proposition 2.4 is satisfied.
By Lemma 3.2 and the compact embedding E →֒ H , the existence of a pullback
absorbing set M∗E in E for this nonautonomous process shows that any sequence
{S(τ, τ − tk)gk}∞k=1, where tk → ∞ and {gk} in any given bounded set of H has
a convergent subsequence. Thus the second condition of the pullback asymptotic
compactness in Proposition 2.4 is also satisfied.
Then by Proposition 2.4, there exists a pullback attractor A = {A(τ)}τ∈R,
A(τ) =
⋂
s≥0
⋃
t≥s
S(τ, τ − t)M∗H ,
for this nonautonomous Hindmarsh-Rose process. 
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4. The Existence of Pullback Exponential Attractor
In this section, we shall prove the existence of a pullback exponential attractor
for the nonautonomous Hindmarsh-Rose process based on Proposition 2.5. The
key leverage is to prove the smoothing Lipschitz continuity of this nonautonomous
process with respect to the initial data.
Theorem 4.1 (Smoothing Lipschitz Continuity). For the nonautonomous Hindmarsh-
Rose process {S(t, τ)}t≥τ∈R in (3.1) generated by the weak solutions of the nonau-
tonomous Hinsmarsh-Rose system (1.8), there exists a constant κ > 0 such that
sup
τ∈R
‖S(τ, τ − TM∗
E
)gτ − S(τ, τ − TM∗
E
)g˜τ‖E ≤ κ‖gτ − g˜τ‖, for gτ , g˜τ ∈M∗E , (4.1)
where TM∗
E
> 0 is the time when all the pullback solution trajectories of (1.8) starting
from the set M∗E in (3.13) permanently enter the set M
∗
E itself shown in Lemma 3.2.
Proof. It is equivalent to prove that
sup
τ∈R
‖S(τ + TM∗
E
, τ)gτ − S(τ + TM∗
E
, τ)g˜τ‖E ≤ κ‖gτ − g˜τ‖, gτ , g˜τ ∈M∗E . (4.2)
Denote two solutions with any given initial data gτ and g˜τ by g(t) = (u(t), v(t), w(t))
and g˜(t) = (u˜(t), v˜(t), w˜(t)), respectively. Denote the difference by Π(t) = g(t) −
g˜(t) = (U(t), V (t),W (t)). Then Π(t) is the solution of the following intial value
problem
dΠ
dt
=AΠ + f(g)− f(g˜), t ≥ τ ∈ R,
Π(τ) = gτ − g˜τ .
(4.3)
Step 1. Take the inner-product 〈(4.3),Π(t)〉 through three component equations
(1.1)-(1.3). For the first component equation of Π(t) = g(t)− g˜(t), we get
1
2
d
dt
‖U(t)‖2 + d1‖∇U(t)‖2 = 〈f1(g)− f1(g˜), u− u˜〉
=
∫
Ω
(
a(u− u˜)2(u+ u˜)− b(u− u˜)2(u2u˜+ uu˜+ u˜2)) dx
+
∫
Ω
((v − v˜)(u− u˜)− (w − w˜)(u− u˜)) dx
≤
∫
Ω
(u− u˜)2 [a(u+ u˜)− b(u2 + uu˜+ u˜2)] dx
+ ‖u− u˜‖(‖v − v˜‖+ ‖w − w˜‖)
≤
∫
Ω
(u− u˜)2 [a(u+ u˜)− b(u2 + uu˜+ u˜2)] dx+ 2‖g − g˜‖2
(4.4)
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and by Young’s inequality we have
a(u+ u˜)−−b(u2 + uu˜+ u˜2) = [a(u+ u˜)− buu˜]− b(u2 + u˜2)
≤
(
b
4
u2 +
a2
b
)
+
(
b
4
u˜2 +
a2
b
)
+
b
2
(u2 + u˜2)− b(u2 + u˜2) ≤ − b
4
(u2 + u˜2) +
2a2
b
.
It follows that
d
dt
‖U(t)‖2 ≤ d
dt
‖U(t)‖2 + 2d1‖∇U(t)‖2
≤ 2
∫
Ω
(u− u˜)2
(
− b
4
(u2 + u˜2) +
2a2
b
)
dx+ 4‖g − g˜‖2
≤
∫
Ω
(u− u˜)2
(
− b
2
(u2 + u˜2)
)
dx+
4a2
b
‖u− u˜‖2 + 4‖g − g˜‖2
≤ − b
2
∫
Ω
(u− u˜)2(u2 + u˜2) dx+ 4
(
1 +
a2
b
)
‖Π(t)‖2.
(4.5)
Similarly, for the second and third components of Π(t) = g(t)− g˜(t)), we get
d
dt
‖V (t)‖2 ≤ d
dt
‖V (t)‖2 + 2d2‖∇V (t)‖2 ≤ 2〈ψ(u)− ψ(u˜)− (v − v˜), v − v˜〉
=2
∫
Ω
(−β(u2 − u˜2)− (v − v˜)) (v − v˜) dx
≤ 2
∫
Ω
(−β(u− u˜)u(v − v˜)− β(u− u˜)u˜(v − v˜)) dx
≤
∫
Ω
(
bu2
2
(u− u˜)2 + bu˜
2
2
(u− u˜)2
)
dx+
4β
b
‖v − v˜‖2
≤ b
2
∫
Ω
(u2 + u˜2)(u− u˜)2 dx+ 4β
b
‖Π(t)‖2
(4.6)
and
d
dt
‖W (t)‖2 ≤ d
dt
‖W (t)‖2 + 2d3‖∇W (t)‖2 ≤ 2〈q(u− u˜)− r(w − w˜), w − w˜〉
=2
∫
Ω
(q(u− u˜)− r(w − w˜)) (w − w˜) dx
≤ q‖u− u˜‖2 + (q + 2r)‖w − w˜‖2 ≤ 2(q + r) ‖Π(t)‖2.
(4.7)
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Sum up the inequalities (4.5), (4.6) and (4.7) with a cancellation of the first terms
on the rightmost side of (4.5) and (4.6). Then we obtain
d
dt
‖Π‖2 + 2(d1‖∇U‖2 + d2‖∇V ‖2 + d3‖∇W‖2) = 2〈f(g)− f(g˜),Π〉
≤
(
4
[
1 +
1
b
(a2 + β)
]
+ 2(q + r)
)
‖Π‖2.
(4.8)
It follows that, for any gτ , g˜τ ∈M∗E and indeed for any gτ , g˜τ ∈ H ,
d
dt
‖Π‖2 ≤ C∗‖Π‖2 (4.9)
where the constant C∗ = 4
(
1 + 1
b
(a2 + β)
)
+ 2(q + r). Consequently,
‖S(t+ τ, τ)gτ − S(t+ τ, τ)g˜τ‖2 = ‖Π(t+ τ)‖2
≤ eC∗t‖Π(τ)‖2 = eC∗t‖gτ − g˜τ‖2, t ≥ 0, τ ∈ R.
(4.10)
Step 2. In oder to prove (4.2), we express the weak solution of (4.3) by using the
mild solution formula,
Π(t+ τ) = eAtΠ(τ) +
∫ t+τ
τ
eA(t+τ−s)(f(g(s))− f(g˜(s)) ds, t ≥ 0, (4.11)
where the C0-semigroup {eAt}t≥0 is generated by the operator A defined in (1.9). By
the regularity property of the analytic C0-semigroup {eAt}t≥0 [32, 35], it holds that
eAt : H → E for t > 0 and there is a constant C1 > 0 such that
‖eAt‖L(H,E) ≤ C1 t−1/2, t > 0. (4.12)
Thus we have
‖Π(t + τ)‖E ≤‖eAt‖L(H,E)‖Π(τ)‖+
∫ t+τ
τ
‖eA(t+τ−s)‖L(H,E)‖(f(g(s))− f(g˜(s))‖ ds
≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s ‖(f(g(s))− f(g˜(s))‖ ds, t > 0.
(4.13)
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Here we estimate the norm of the difference in the last integral of (4.13),
‖f(g)− f(g˜)‖2 = ‖ϕ(u)− ϕ(u˜) + (v − v˜)− (w − w˜)‖2
+ ‖ψ(u)− ψ(u˜)− (v − v˜)‖2 + ‖q(u− u˜)− r(w − w˜)‖2
≤ 3‖ϕ(u)− ϕ(u˜)‖2 + 2‖ψ(u)− ψ(u˜)‖2 + 2q‖u− u˜‖2 + 5‖v − v˜‖2 + (3 + 2r)‖w − w˜‖2
=(3a2 + 2β2)‖u2 − u˜2‖2 + 3b2‖u3 − u˜3‖2
+2q‖u− u˜‖2 + 5‖v − v˜‖2 + (3 + 2r)‖w − w˜‖2
≤ (6a2 + 4β2)(‖u‖2 + ‖u˜‖2)‖u− u˜‖2 + 3b2‖u2 + uu˜+ u˜2‖2‖u− u˜‖2
+2q‖u− u˜‖2 + 5‖v − v˜‖2 + (3 + 2r)‖w − w˜‖2
≤ (6a2 + 4β2)(‖u‖2 + ‖u˜‖2)‖u− u˜‖2 + 3b2‖u2 + uu˜+ u˜2‖2‖u− u˜‖2
+2q‖u− u˜‖2 + 5‖v − v˜‖2 + (3 + 2r)‖w − w˜‖2,
where in the term 3b2‖u2 + uu˜+ u˜2‖2‖u− u˜‖2, we deduce that
‖u2 + uu˜+ u˜2‖2 =
∫
Ω
(u2 + uu˜+ u2)2 dx
=
∫
Ω
(u4 + 3u2u˜2 + u˜4 + 2uu˜(u2 + u˜2)) dx
≤
(
u4 + u˜4 +
3
2
(u4 + u˜4) + u2u˜2 + (u2 + u˜2)2
)
dx
≤ 5
∫
Ω
(u4 + u˜4) dx = 5
(‖u‖4L4 + ‖u˜‖4L4) .
Substitute the above inequalities into the integral term in (4.13) and use the embed-
ding inequality (3.16) to obtain
‖Π(t+ τ)‖E ≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t + τ − s ‖(f(g(s))− f(g˜(s))‖ ds
≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s (6a
2 + 4β2)(‖u‖2 + ‖u˜‖2)‖u− u˜‖2 ds
+
∫ t+τ
τ
C1√
t+ τ − s 30b
2ρ
(‖u‖4H1 + ‖u˜‖4H1) ‖u− u˜‖2 ds
+
∫ t+τ
τ
C1√
t+ τ − s (2q‖u− u˜‖
2 + 5‖v − v˜‖2 + (3 + 2r)‖w − w˜‖2) ds, t ≥ 0,
(4.14)
for any τ ∈ R.
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Note that from (3.9) and (3.13), since both gτ and g˜τ are in M
∗
E , we have
‖u(t+ τ)‖2 ≤ ‖g(t+ τ)‖2 ≤ G1 = max{1, c1}
min{1, c1}K2 +K1, for t ≥ 0, τ ∈ R, (4.15)
where the positive constants K1 and K2 are given in (3.11) and (3.13) respectively,
and independent of t and τ .
Step 3. We want to improve the inequality (3.15):
d
dt
(‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)+ d1‖∆u‖2 + d2‖∆v‖2 + d3‖∆w‖2
+6b‖u∇u‖2 + 2‖∇v‖2 + 2r‖∇w‖2
≤ 4
d1
‖v‖2 + 4
d1
‖w‖2 + 2q
2
d3
‖u‖2 +
(
4a2
d1
+
2β2
d2
)
‖u‖4L4
+
(
8J2
d1
+
4α2
d2
+
4q2c2
d3
)
|Ω|+ 8
d1
‖p1(t)‖2 + 4
d2
‖p2(t)‖2 + 4
d3
‖p3(t)‖2.
Specifically we need to further treat the following term on the right-hand side of the
above (3.15), (
4a2
d1
+
2β2
d2
)
‖u‖4L4
by using the Gagliardo-Nirenberg inequality (1.14) for the interpolation spaces
L1(Ω) →֒ L2(Ω) →֒ H1(Ω).
It implies that there is a constant C > 0 and
‖u2‖2 ≤ C‖∇(u2)‖6/5‖u2‖4/5L1 . (4.16)
because −3
2
= θ(1 − 3
2
) − 3(1 − θ) with θ = 3/5 and 1 − θ = 2/5. Therefore,
the inequality (4.16) and the Young’s inequality imply that there exists a constant
0 < ε < b such that(
4a2
d1
+
2β2
d2
)
‖u‖4L4 =
(
4a2
d1
+
2β2
d2
)
‖u2‖2
≤C
(
4a2
d1
+
2β2
d2
)
‖∇(u2)‖6/5‖u2‖4/5L1 ≤ ε‖∇u2‖2 + Cε‖u2‖2L1
=4ε ‖u∇u‖2 + Cε‖u‖4 ≤ 4b ‖u∇u‖2 + Cε‖u‖4,
(4.17)
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where Cε > 0 is a constant only depending on ε. Substitute (4.17) into the above
inequality (3.15) to obtain
d
dt
(‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)+ d (‖∆u‖2 + ‖∆v‖2 + ‖∆w‖2)
+2b ‖u∇u‖2 + 2‖∇v‖2 + 2r‖∇w‖2 ≤ G2(‖u‖2 + ‖v‖2 + ‖w‖2)
+G3|Ω|+ 8
d
(‖p1(t)‖2 + ‖p2(t)‖2 + ‖p3(t)‖2)+ Cε‖u‖4, t ≥ τ ∈ R,
(4.18)
where d = min{d1, d2, d3},
G2 =
1
d
max{4, 2q2} and G3 = 1
d
(8J2 + 4α2 + 4q2c2).
Then the inequality (4.18) with (4.15) infers that
d
dt
‖∇(u, v, w)‖2 ≤ G2‖(u, v, w)‖2 +G3|Ω|+ 8
d
‖p(t)‖2 + Cε‖u‖4
≤ G1G2 +G3|Ω|+ 8
d
‖p(t)‖2 + CεK21
(4.19)
for any t ≥ τ ∈ R. It follows that for any 0 ≤ t ≤ TM∗
E
we have
‖u(t+ τ)‖2H1(Ω) = ‖u(t+ τ)‖2 + ‖∇u(t+ τ)‖2
≤‖u(t+ τ)‖2 + ‖∇u(τ)||2 +
∫ τ+t
τ
(
G1G2 +G3|Ω|+ 8
d
‖p(s)‖2 + CεK21
)
ds
≤G1 + ‖∇u(τ)‖2 + t(G1G2 +G3|Ω|+ CεK21 ) +
8
d
∫ t+τ
τ
‖p(s)‖2 ds
≤G1 +K2 + TM∗
E
(G1G2 +G3|Ω|+ CεK21 ) +
8
d
(
TM∗
E
+ 1
) ‖p‖2L2
b
.
(4.20)
Step 4. Finally we substitute (4.15) and (4.20) into the inequality (4.14) for any
two solutions g(t) and g˜(t) of the nonautonomous system (1.8) with initial states in
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M∗E . Then for any t > 0 and τ ∈ R, it holds that
‖Π(t + τ)‖E ≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s ‖(f(g(s))− f(g˜(s))‖ ds
≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s G1(12a
2 + 8β2)‖u− u˜‖2 ds
+
∫ t+τ
τ
C1√
t + τ − s 30b
2ρ
(‖u‖4H1 + ‖u˜‖4H1) ‖u− u˜‖2 ds
+
∫ t+τ
τ
C1√
t + τ − s max{2q, 5, 3 + 2r}(‖u− u˜‖
2 + ‖v − v˜‖2 + ‖w − w˜‖2) ds
≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s Gp ‖g(s)− g˜(s)‖
2 ds
≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s Gp e
C∗(s−τ) ‖gτ − g˜τ‖2 ds
≤ C1√
t
‖gτ − g˜τ‖+
∫ t+τ
τ
C1√
t+ τ − s Gp e
C∗(s−τ)2
√
G1‖gτ − g˜τ‖ ds
(4.21)
where we used (4.10) and (4.15) in the last two steps, and the positive constant Gp
is given by
Gp =G1(12a
2 + 8β2) + max{2q, 5, 3 + 2r}
+60b2ρ
[
G1 +K2 + TM∗
E
(G1G2 +G3|Ω|) + 8
d
(TM∗
E
+ 1)‖p‖2L2
b
]2 (4.22)
which depends on the nonautonomous terms pi(t, x), i = 1, 2, 3, and the permanently
entering time TM∗
E
. Integrating the inequality (4.21) on the time interval [τ, τ+TM∗
E
],
here without of generality TM∗
E
> 0, we then obtain the result that
‖S(τ + TM∗
E
, τ)gτ − S(τ + TM∗
E
, τ)g˜τ‖E = ‖Π(τ + TM∗
E
)‖E
≤C1
(
1√
TM∗
E
+ 4
√
G1TM∗
E
exp
{
C∗TM∗
E
}
Gp
)
‖gτ − g˜τ‖
(4.23)
for any gτ , g˜τ ∈M∗E and any τ ∈ R. Therefore, (4.2) and then (4.1) are proved with
the uniform Lipschitz constant
κ = C1
(
1√
TM∗
E
+ 4
√
G1TM∗
E
exp
{
C∗TM∗
E
}
Gp
)
.
The proof of this theorem is completed. 
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After the challenging Theorem 4.1 has been proved, now we can prove the second
main result of this paper.
Theorem 4.2. For the nonautonomous Hindmarsh-Rose process {S(t, τ)t≥τ∈R gen-
erated by the nonautonomous Hindmarsh-Rose equations (1.1)-(1.3), there exists a
pullback exponential attractor M = {M (τ)}τ∈R in the space H.
Proof. We can apply Proposition 2.5 to prove this theorem. Indeed Lemma 3.2 and
Theorem 4.1 have shown that the first two conditions in that Proposition 2.5 are
satisfied with the pullback absorbing set M∗ = M∗E in (2.5) by the nonautonomous
Hindmarsh-Rose process S(t, τ)t≥τ∈R. Thus it suffices to show that the third condi-
tion of (2.7) and (2.8) in Proposition 2.5 is satisfied.
Recall that the Hindmarsh-Rose process S(t, τ) is defined by (3.1) and let g(t, τ, gτ)
be the weak solution to the initial value problem of the nonautonomous Hindmarsh-
Rose evolutionary equation (1.8). For any t1 < t2 with |t1 − t2| ≤ I, where I is any
given positive constant, we can estimate the H-norm of the difference of two pullback
solution trajectories
g1(t) = S(t, τ − t1)g0 and g2(t) = S(t, τ − t2)g0, 0 ≤ t1 ≤ t2, g0 ∈ H,
as follows.
Using the notation in (4.3) but here Π(t) = g1(t)−g2(t). Then Π(t) is the solution
of the initial value problem
dΠ
dt
= AΠ + f(g1)− f(g2), t ≥ τ − t1 ∈ R,
Π(τ − t1) = g0 − S(τ − t1, τ − t2)g0.
(4.24)
By (4.9), we have
d‖Π‖2
dt
≤ C∗‖Π‖2, t ≥ τ, (4.25)
where C∗ is the same constant as in (4.9).
The Lipschitz and Ho¨lder continuity associated with the regularity property of the
parabolic C0-semigroup of contraction {eAt}t≥0, cf. [35], gives rise to
‖eA(t0+h)g0 − eAt0g0‖ ≤ ‖eAt0‖‖eAhg0 − g0‖ ≤ C0|h|‖g0‖, for all t0 ≥ 0, (4.26)
where C0 > 0 is a constant depending only on the contraction operator semigroup
eAt. Then, it follows from (4.25) and (4.26) that
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‖S(t, τ − t1)g0 − S(t, τ − t2)g0‖ = ‖g1(t, τ − t1, g0)− g2(t, τ − t2, g0)‖
=
∥∥∥∥eA(t−(τ−t1))g0 +
∫ t
τ−t1
eA(t−s)[f(g1(s, τ − t1, g0)) + p(s, x)] ds
− eA(t−(τ−t2))g0 −
∫ t
τ−t2
eA(t−s)[f(g2(s, τ − t2, g0)) + p(s, x)] ds
∥∥∥∥
≤‖Π(t, τ − t1,Π(τ − t1)‖ ≤ e 12C∗|t−(τ−t1)|‖Π(τ − t1, τ − t2, g0)‖
≤ e 12C∗|t−(τ−t1)| ‖eA(t2−t1)g0 − g0)‖
+ e
1
2
C∗|t−(τ−t1)|
∫ τ−t1
τ−t2
‖eA(τ−t1−s)[f(g2(s, τ − t2, g0)) + p(s, x)]‖ ds
≤ e 12C∗|t−(τ−t1)| C0 |t1 − t2|‖g0‖
+ e
1
2
C∗|t−(τ−t1)|
∫ τ−t1
τ−t2
‖eA(t−s)[f(g2(s, τ − t2, g0)) + p(s, x)]‖ ds.
(4.27)
Denote by T ∗ = TM∗
E
> 0, which is the finite time when all the pullback solution
trajectories started from the pullback absorbing set M∗E in Lemma 3.2 permanently
enter into itself. Define the following set, where the closure is taken in the space E,
Γ =
⋃
0≤t≤T ∗
S(τ, τ − t)M∗E (4.28)
Lemma 3.2 demonstrated that M∗E and T
∗ are independent of τ ∈ R and t ≥ 0.
Denote by DΓ = maxg∈Γ ‖f(g)‖H, since the Nemytskii operator f : E → H is
bounded on the bounded set Γ in E. Here ‖eAt‖L(H) ≤ 1 and by Ho¨lder inequality,∫ τ−t1
τ−t2
‖eA(t−s)‖L(H)(‖f(g2(s, τ − t2, g0))‖+ ‖p(s, x)‖) ds
≤ (DΓ +K2)|t1 − t2|+
∫ τ−t1
τ−t2
‖p(s, ·)‖ ds
≤ (DΓ +K2)|t1 − t2|+ |t1 − t2|1/2
√∫ τ−t1
τ−t2
‖p(s, ·)‖2 ds
≤ (DΓ +K2)|t1 − t2|+ |t1 − t2|1/2
√
(|t1 − t2|+ 1)Σ3i=1‖pi‖2L2
b
≤ (DΓ +K2)|t1 − t2|+ |t1 − t2|1/2(|t1 − t2|1/2 + 1)‖p‖L2
b
≤ (|t1 − t2|+ |t1 − t2|1/2)(DΓ +K2 + ‖p‖L2
b
),
(4.29)
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for any t1 ≥ T ∗ and g0 ∈M∗E , where K2 is given in (3.13).
Substituting (4.29) into (4.27) we obtain
‖S(t, τ − t1)g0 − S(t, τ − t2)g0‖ = ‖g1(t, τ − t1, g0)− g2(t, τ − t2, g0)‖
≤ e 12C∗|t−(τ−t1)|C0 |t1 − t2|‖g0‖
+ e
1
2
C∗|t−(τ−t1)|(|t1 − t2|+ |t1 − t2|1/2)(DΓ +K2 + ‖p‖L2
b
)
≤λ(M∗E) e
1
2
C∗|t−(τ−t1)||t1 − t2|γ, for t ≥ τ − t1, t1 ≥ T ∗, g0 ∈M∗E .
(4.30)
where
λ(M∗E) = C0K2 + 2(DΓ +K2 + ‖p‖L2b)
and
γ =
{
1
2
, if |t1 − t2| < 1;
1, if |t1 − t2| ≥ 1.
For any given τ ∈ R, in the above inequality (4.30) take
t = τ, t1 = TM∗
E
, and t2 = TM∗
E
+ t for t ∈ [0, T ∗M∗
E
].
Then we obtain
sup
τ∈R
‖S(τ, τ − TM∗
E
)g0 − S(τ, τ − TM∗
E
− t)g0‖ ≤ λ(M∗E) exp
{
C∗
2
TM∗
E
}
|t|γ (4.31)
for t ∈ [0, TM∗
E
], g0 ∈M∗E . It shows that the Lipschitz condition (2.7) with M∗ = M∗E
in Proposition 2.5 is satisfied. Moreover, for any given τ ∈ R, take t = τ and
t1, t2 ∈ [TM∗
E
, 2TM∗
E
] in (4.30), we see that
‖S(τ, τ − t1)g0 − S(τ, τ − t2)g0‖ ≤ λ(M∗E) exp
{
C∗
2
TM∗
E
}
|t1 − t2|γ (4.32)
for any g0 ∈ M∗E . It shows that the Lipschitz condition (2.8) with M∗ = M∗E is also
satisfied by the nonautonomouss Hindmarsh-Rose process. According to Proposition
2.5, there exists a pullback exponential attractor M = {M (τ)}τ∈R in the space H .
The proof of this theorem is completed. 
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