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Abstract---Carrier transport in semiconductor devices i usually described by a system of wo convec- 
tion-diffusion equations for the carrier concentrations coupled to Poisson's equation. A singular 
perturbation analysis shows the complicated structure of solutions (internal spatial layers, temporal 
evolution on two timescales). 
A "fast" timescale occurs if the initial data do not have the appropriate spatial structure. We d rive 
the initial layer equations corresponding to the "fast" imescale. We analyse several model examples by 
the method fcharacteristics. Furthermore we present numerical examples. 
1. INTRODUCTION 
The time dependent behavior of semiconductor devices is governed by the following system of 
PDEs: 
22A~ =n-p-C(x ) ,  
n, = div(grad(n) - n grad(~b)), 
p, = div(grad(p) + p grad(~k)), 
Poisson's equation, 
electron continuity equation, 
hole continuity equation. 
(la) 
(lb) 
(lc) 
System (1) is written in scaled form (see Markowich [1] for details of the scaling), i.e. all quantities 
are dimensionless. The dependent variables are the electrostatic potential ~b(x, t), the electron 
concentration n(x, t) and the hole concentration p(x, t). The position vector is denoted by x e fL  
where f2 is a bounded region in R m (m = 1, 2, 3) modeling the device geometry. Time is denoted 
by t~R~. 
C(x) denotes the scaled doping profile, the most important parameter function for the device 
under consideration. Due to the scaling Ic(x)l ~ 1 holds throughout f~. Usually the device domain 
f~ splits into subdomains, in which the doping profile C(x) is positive (n-domains), and into 
subdomains, in which C(x) is negative (p-domains). Often C(x) is modeled as a constant on each 
of these subdomains, which implies that C(x) has jump discontinuities at the "inner" boundaries 
of these domains, which are called pn-junctions. 
Equations (1) form a mixed elliptic-parabolic system for which we prescribe boundary conditions 
and initial data. Generally, the boundary df~ splits into insulating segments df~N, on which 
homogeneous Neumann boundary conditions are prescribed, and Ohmic ontacts t)f~0, on which 
Dirichlet data are given: 
~,(x,t)=d/o(x,t), n(x,t)=no(x), p(x,t)=po(x), on 0leo, t~>0, (ld) 
grad(~k) .v=0,  g rad(n) .v=0,  g rad(p) .v=0,  onOf~N, t />0 (le) 
(v denotes the exterior unit normal vector of Of~N). 
Note that the boundary conditions for n and p are independent of time. Initial data are given 
for n and p: 
n(x,O)=n~(x,)>~O, p(x,O)=pl(x)>~O, x f~. (If) 
A detailed discussion of the underlying physics and the occurring parameters can be found in 
Selberherr [2]. For analytical results we refer the reader to the books of Mock [3] and Markowich 
[l]. Results on the existence and uniqueness of solutions of problem (l) can be found in Seidmann 
and Troianello [4]. 
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For realistic devices the parameter 2 2 in Poisson's equation is very small, i.e. 2 2 '~ 1. A typical 
value is 2 2 = 10 -7. Since 2 2 is a coefficient of a derivative of largest occurring order, problem (1) 
is singularly perturbed (see e.g. Eckhaus [5], O'Malley [6]). The smallness of 2 2 justifies a singular 
perturbation analysis of problem (1). The basic idea of the singular perturbation approach is to 
set 2 = 0 in equation (la) and to use solutions of this reduced problem as an approximation of 
the solution of the "full" problem (1). Thus, Poisson's equation degenerates to the zero-space- 
charge condition: 
0 = n(2 = 0) -p (2  = 0) - C(x) ,  x e l l  (2) 
The jump discontinuities in the doping profile cause jump discontinuities in at least one of the 
functions n(2 = 0), p(2 -- 0), since equation (2) has to hold. However, the solutions n and p of (1), 
with 2 > 0, are continuous in ~, because of the regularization properties of parabolic equations. 
Thus, as 2---)0+, the reduced solutions n(2 = 0), p(2 = 0) cannot be uniform approximations for 
the "full" solutions n, p. 
A uniform approximation of the "full" solution can be obtained by adding (spatial) layer terms, 
which are defined in a vicinity of the pn-junctions, to the solution of the reduced problem (details 
can be found in Ringhofer [7] and Szmolyan [8]). 
Obviously, this construction of an approximate solution has to fail if the initial data does not 
even approximately satisfy condition (2), i.e. if n l -  p l -  C (x )  ~ 0 holds in a "large" part of f~. This 
discrepancy between the initial data of the full problem and the solution of the reduced problem 
causes an initial temporal layer at = 0. Within this initial layer the solution varies rapidly in time 
until the spatial layer structure, which is required by the reduced problem, is generated [8]. For 
a good description of the complicated spatial-temporal layer structure of solutions and of the 
consequences on numerical methods we refer the reader to Markowich [9]. 
If the space charge n~ - p~ - C(x) = O (1) initially, Poisson's equation (1 a) implies ~t = O (2 - 2), 
i.e. the electrostatic potential and the electric field are very large initially. This suggests rescaling 
the potential (for t ,~ 1): 
Q 
= ).~. (3) 
Furthermore, we transform to the "fast" time scale: 
t 
T = 2--- ~. (4) 
In this scaling the semiconductor device equations have the form: 
AQ = n -p  - C (x ) ,  (5a) 
n, = 2 2 An - div(n grad(Q)), (5b) 
p~ = )2 Ap + div(p grad(Q)). (5c) 
The singular perturbation parameter ).2 does not appear in Poisson's equation anymore, instead, 
)2 plays the role of a small diffusion parameter in the continuity equations. 
By comparing the O(1) terms in equations (5) we obtain the initial layer equations: 
AQ = n - p - C (x ) ,  (6a) 
n, = -div(n grad(Q)), (6b) 
p, = div(p grad(Q)). (6c) 
Equations (6) are the limiting equations of equations (5) as ). ~0  +,  i.e. our approach can be 
regarded as a vanishing viscosity method for the full problem (5) on the fast timescale. In the limit 
2 = 0 the parabolic equations (5b) and (5c) with small diffusion become hyperbolic. A justification 
of this formal limit process (in the case of one space dimension) can be found in Brezzi and 
Markowich [10] and Markowich and Szmolyan [11]. In these papers the convergence of solutions 
of equations (5) to solutions of equations (6) as 2--)0+ is proved. As a by-product hese results 
imply the existence of weak solutions (6) in the case of one space dimension. 
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2. THE HYPERBOLIC SYSTEM 
In the case of one space dimension [i.e. D = (0, 1)] system (6) has the form: 
• .~.~ = n -p  - C (x ) , ' ]  (7a) 
/ 
n~ - (n~)~,  ~- x~(0,  1), t >0.  (7b) 
p, (p~)~, / j  (7c) 
An  important notion in the theory of hyperbolic equations are the families of characteristic curves. 
Every point (x, t) lies on the two characteristic curves (x.(s, x, t), s) and (xp(s, x, t, ), s) defined by: 
:t.(s, t, x) = ~x(x., s), x.(t, x, t)  = x, (8a) 
:t.(s, t ,x)= -~x(x.,s), x,(t,x, t)= x, (8b) 
. . . . .  denotes differentiation with respect o s. It is shown in Markowich and Szmolyan [11], that 
along these curves the characteristic equations hold, even for weak solutions: 
ti = -n (n  -p  - C), along (x,(s),s),  (9a) 
p =p(n -p  - C), along (xp(s), s). (9b) 
Initial values and boundary conditions for n and p are prescribed according to the types of 
characteristics starting at the boundary. By choosing homogeneous Neumann boundary conditions 
for q~, we obtain: 
~x(0, t) = 0, q~x(1, t)  = 0, t i> 0, "] (10a) 
n(x ,O)=n l (x ) ,  p (x ,O)=pl (x ) ,  x~[O, 1 ] , l  Neumann problem. (lOb) 
f0' nl,pl satisfy (nl -P l  - C) dx = 0, (10c) 
The Neumann problem is a pure initial value problem for n and p. The boundaries x = 0, x = 1 
are characteristics, on which no boundary conditions for n and p are admissible. Condition (5c) 
guarantees the solvability of the Poisson equation. 
In the case of the Dirichlet boundary conditions for • we obtain the following "inflow" 
boundary conditions for n and p: 
~(0, t) = 0, ~(1, t) = ~ l , t />  0, 
n(0, t)  = no, on {t/q'.~(0, t) > 0}, 
p(O, t )=po,  on {t/C'x(0, t )<0},  
n(1, t) = nl, on {t/q'x(1, t) < 0}, 
p ( l , t )  =Pl,  on {t/q~x(l,t) > 0}, 
( l la) 
Dirichlet problem. (11 b) 
n(x ,O)=n, (x) ,  p (x ,O)=p, (x) ,  x e[0, 1]. a (l lc) 
Problem (7), (10) resp. (11) was analysed in Szmolyan [12]. Existence and uniqueness results of 
smooth solutions as well as a priori estimates and results on the asymptotic behavior as t ~ oo were 
obtained. 
In this paper we analyse three model problems which illustrate the most important properties 
of solutions. In particular we analyse the asymptotic behavior of solutions as t--* oo. This is 
necessary because of the interpretation of system (7) as temporal initial layer equations approxi- 
mating solutions of the semiconductor equations (1) near t = 0. If we consider a fixed t in equation 
(4) the "fast" variable t varies in [0, oo) as 2 approaches zero. Therefore the solution of system 
(7) must be available for all t >I 0. We show for these examples that the rescaled potential q~ and 
the space charge n -p  -C  decay to zero as t--* oo. Furthermore we compute the steady state 
solutions of these problems which can be expected to serve as good approximations of the initial 
data for the reduced problem on the slow time scale t. 
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3. MODEL PROBLEMS 
3. I. Unipolar pn-diode model 
Our first example is a "unipolar" Dirichlet problem, i.e. we admit one kind of carrier 
concentration only. This implification can be justified under the following symmetry assumptions. 
We take a symmetric pn-diode with the device domain ( - 1, 1) and the doping profile C given by: 
( -  1, x e [ - 1, 0) (p-domain), 
C(x) l 1, x ~ (0, 1] (n-domain). (12) 
The pn-junction is located at x = 0. 
If we assume So( -1 )=-So( l ) ,  nt (x )=p l ( -x )  and restrain to solutions which satisfy 
• (x, z) = - qb( - x, T), n(x, z) = p( - x, z) the problem on ( - l, 1) is reduced to equations (7) and 
(l l)  on (0, l) the n-domain of the device [7]. Usually pl(x) ,~ 1 holds for x s(0, 1). We simplify 
the problem further by assuming: 
pt(x) = 0, x e(0, 1). (13) 
If there is no flux of holes from the p-domain ( - 1, 0) into the n-domain (0, 1) equations (7c) and 
(13) imply that p _= 0 holds for z > 0. Thus system (7) reads: 
~x.~ --- n - -  1 ~ (14a) 
x ~(0, 1), "r>O, 
n~ = --(n~x).J (14b) 
n(x, O) = nt(x), (14c) 
• (0, z )=0,  ~(1, z )=~l ,  n0=0, n l= l .  (14d) 
Problem (14) is just problem (7) and (l l) under the additional assumptions (13) and C- - I .  
However, the above considerations allow us to interpret system (14) as a model of the initial layer 
behavior of a symmetric pn-diode in the n-region. 
In the following E:=q~ x denotes the negative lectric field. The condition that there is no flux 
of holes from the p-domain ( -1 ,0 )  into the n-domain (0, 1) is equivalent o the condition: 
E(0, z)/> 0, x > 0. We assume that the initial field E~(x),=E(x, O) satisfies: 
E,(0) > 0, Et(1) < 0. (15) 
We reformulate problem (14) by differentiating equation (14a) with respect o z. Integration of this 
equation over the interval (x, 1) gives: 
¢~, + n¢~ = ex(1, r) + q~.~ (1, z). 
By using equation (14a) we liminate n in this equation and obtain the equivalent system: 
E~ + EE~ = -E  + E(l, r) + E~(1, v), (16a) 
n~ + Enx = -n (n  - 1). (16b) 
Both equations in system (16) are hyperbolic and have the same characteristic d rections. The 
corresponding characteristic curves are denoted by (~(s), s). 
~c(s,z,x)=E(~c,s), ~(z, x, -r) = x. (17) 
The directional derivatives of E and n along these curves equal the right-hand side of system (16). 
= -E  + E(1, s) + ~(1, s), (18a) 
= -h (h  - 1). (18b) 
The values of E(x, T) and n (x, ~) at the starting point (x, z) of a characteristic curve are the initial 
values for the ordinary differential equations (18). In particular the initial values of n and E at • = 0 
and the values of n at the "inflow" boundary are known. Assumption (15) implies that the 
characteristic curves x0 resp. :~ starting at (0, 0) resp. (1, 0) point inward and consequently 
boundary values n(0, ~) = 0 resp. n(l, ~) = 1 are prescribed initially. Thus we have the situation as 
depicted in Fig. 1. The characteristics ~0, ~ split the domain (0, 1) x (0, z) in three parts Go, G, 
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G~. We conclude from the characteristic equation (18) that the boundary values no = 0 and n I = 1 
are transported into the domain. Therefore n - 0 holds in Go and similarly n = 1 in Gj. This fact 
and equation (14a) imply: 
E(x, z) = E(0, ~) - x, (x, z) e Go, (19a) 
E(x, z) = E(1, z), (x, z) ~ Gl. (19b) 
Using the differentiated version of Poisson's equation once more one proves easily: 
E(0, z) = E,(0) - E,(I) + E(I, z) + E(1, s) ds, z/> 0. (20) 
To determine the solution E, n in G we integrate the characteristic equations (17) and (18) along 
characteristics ~ starting at points (x0, 0), x0 e [0, 1]. Straightforward integration gives: 
2(s) = Xo + (Et(xo) - E,(1))(I - e -s) + I f  E(1, t) dt, (21a) 
n,(xo) 
h(s) = nt(xo)(1 _ e -~) + e- ,, (21b) 
F.(s) = (Ez(xo) - E,(1))e -s + E(1, s). (21c) 
We make the following abbreviations: 
f0 y(s)..= E(1, t) dt, e ,=Et(O) -  E,(1) > 0. (22) 
We conclude from equations (19)-(21) that the solution is determined if we know the function y(s). 
In the following we derive a differential equation for y(s). Our starting point is the identity: 
f01 4~1-- E(x ,s )dx ,  s >~O. 
Splitting the interval (0, 1) into the three subintervals (0, 20), (2o, 21) and (2~, 1) gives: 
r0 -'~1 "l- I 
~l = E(x, s) dx + E(x, s) dx E(x, s) dx, s >>. O. 
o I 
We evaluate these integrals using equation (19)-(21) and obtain after some computations: 
p---~y--}-+ 4,,-~- (l-e-9+ER1)e-', s>0. (23) 
It is obvious that the above considerations are only valid as long as the characteristics 20, 2~ satisfy 
20, 2t s (0, 1). Equation (23) is used to analyse the behavior of 2o(S), 2~(s) as s~.  
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Lemma 3.1 
If we assume (i) 0 ~< O, ~< ~2/2, the characteristics x0, x, remain in (0, 1) for all time, i.e. 
~0(s)~(0, 1), ~,(s)~(0, 1) holds for s >0. 
Proof. We conclude from equation (21a) that the assertion of the lemma is equivalent to: 
- ~(1 - e-S) <y(s)  < 0, s>0.  
Assumptions (15) and (i) and equation (23) show that p(0)< 0 holds. Therefore So > 0 exists with 
the property (s) < O, 0 < s < So. If we assume So < 0% i.e. y(so) =0, equation (23) implies P(s0) < 0 
which is a contradiction to the assumption y(s) < 0 for s < so. This proves So = 0% thus the 
right-hand side of the above inequality holds. To prove the second part we define: 
z(s),=y(s) + ~(1 - e -9 ,  s >/O. 
Inserting z(s) in equation (23) gives a similar differential equation for z(s) which is used to prove 
z(s) > 0 for s > 0 by an analogous argument. [] 
The boundedness ofy(s) implies that the solution of equation (23) exists for all times s > 0. The 
following lemma deals with the asymptotic behavior of y(s) as s~oo.  
Lemma 3.2 
Under assumption (i) from Lemma 3.1 the following assertion holds: 
lim y(s)=y(oo), y(oo).-=-~ + x/20,. 
Proof. y(oo) is the unique stationary point of equation (23) in the interval (0, 1). A discussion 
of the sign of the right-hand side of equation (23), which is based on the decomposition of this 
(in y) quadratic polynomial into its linear factors, shows that y(s) is a monotonous function. This 
fact and the boundedness ofy(s) imply the convergence to the steady state solution y(oo). Details 
of this proof can be found in Szmolyan [12]. [] 
We use equation (21) and Lemma 3.2 to compute the limit points of ~0(s), ~, (s) under the 
assumptions of the above lemmas. 
lim~0(s)= 2x/~,, l im~t(s )= l -~+ 2x~t .  (24) 
s~ot )  s~o0 
The parametrization (21) describes olution E and n within the region G. It is easily seen that the 
convergence of y(s) to y (~)  implies convergence of E and n to a steady state along each 
characteristic curve. The steady state solution is given by: 
o, 0<.x< 
n(x, ~)= (25a) 
1, 2x/~, < x ~< 1, 
f o x< 2, 1, 
E(x, ~)= (25b) 
[0 ,  2, J~l < x ~ 1. 
The steady state solution n (x, ~)  has a jump discontinuity at x = 2~,  which develops regardless 
of the smoothness of the data. For positive O, the discontinuity is located in the n-domain, in the 
case Oi = 0 the discontinuity is located at the pn-junction. Due to the scaling (3) this case is the 
asymptotically correct one as 2~0+.  The case O, > 0 corresponds to a large externally applied 
reverse bias. In this case the interval (0, 2x/~,) and consequently by our symmetry assumptions 
the interval ( -  2x/~,, 2x/~,) is totally depleted of carriers after the fast time scale process is 
finished. Outside of the depletion layer the space charge and the electric field vanish. The 
discontinuity in n(x, oo) at x = 2,q/~, corresponds to the edge of the depletion layer. We expect 
that in problem (5) with small diffusion this discontinuity is smeared to a thin layer in which the 
solution varies rapidly. Thus our analysis is a justification of the common used total depletion 
assumption for reverse biased pn-junctions (compare Sze [13]). 
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The case of a large externally applied forward bias (~)1 < 0 has been excluded from the above 
discussion. A similar analysis proves that the pn-junction becomes flooded with electrons and that 
E(0, v) changes its sign after finite time, which nullifies the validity of the unipolar model from 
that time on. 
We remark that it was shown by Brezzi et al. (1985) that solutions of the stationary problem 
with small diffusion 
q)xx = n - 1, "1 (26a) 
22n~x - (nq)x)x = 0, jk x ~ (0, 1), (26b) 
4(0) = o, q~(l) = q),, n(0) =0,  n(l) = 1, (26c) 
converge to the steady state solution (25) as 2--*0+ (if 0 ~< ~ ~< 1/2), i.e. the steady state solution 
on the v scale of the transient problem without diffusion is the limiting solution of the stationary 
unipolar device model as diffusion approaches zero. 
Figure 2 shows the numerically computed solution of problem (14) with the data: 
nl(x) = 2x -x  2, q)u = 0.04. These data satisfy assumption (i) of Lemma 3.1. The convergence 
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of the solution to the steady state solution (25) is clearly visible. The discontinuity in n develops 
at the point 
lim ~0(z) = 0.2 
as predicted by our analysis. 
3.2. Unipolar Neumann problem 
In this section we analyse solutions of the unipolar (i.e. p = 0) problem (7) in the case of 
homogeneous Neumann boundary conditions for q~. We assume that the doping profile C(x) is 
a piecewise constant, with a jump discontinuity at the pn-junction located at x = a. 
C (x )={ -1'1, a<x<.Nl.O<~x<a' (27) 
Under these assumptions (7) and (10) has the form: 
• ~ = n - C(x) ] x e (0, 1) (28a) 
nT = -(nq~x)x ~ z>0,  (28b) 
q~x(0, ~) = q~x(l, z) = 0, T i> 0, (28c) 
n(x, O) = ni(x) > O, x ~ [0, 1], (28d) 
~o I nl(x ) dx = 1 2a. (28e) i 
Condition (28e) implies a ~< 1/2, which we assume in the following. We reformulate the equations 
for E,=~x and n similar to Example 3.1 and obtain: 
E, = - nE, "~ x ~ (0, 1) (29a) 
n~ -Enx-n(n -C(x ) ) , J "  z>0.  (29b) 
Due to the Neumann boundary conditions (28) the equation (29) is simpler than equation (16). 
The initial value of the field El is determined by integration of equation (28a): 
+ .7 
x ~ nl(s)ds, O<~x <~ a, 
E(x, O) = E,(x) = j0 ,.,- (30) 
2a - X + jo ni(s) ds, a ~ x <~ l. 
Equation (29) implies that the sign of E(x, z), r > 0 is determined by the sign of EAx). We assume: 
El(x) > 0, x e (0, i). (31) 
This is justified because quation (30) implies Et(x)> 0, x e (0, 2a). If there is a x 0 ¢ [2a, 1) with 
E~(xo) = 0 we can solve problem (28) on (0, x0), where expression (31) is satisfied, and on (x0, 1) 
separately. The problem on (x0, 1) can be solved easily by the method of characteristics because 
C - 1 holds in this interval. 
Elimination of n from equations (29) gives: 
E, + EE~ = - C(x)E. (32) 
The characteristic equations for system (32) and (29) have the form: 
~=E,  Yc(z,x,z)=x,  (33a) 
. 
E =-~/~,  /~(~) = E(x, ~), (33b) 
h = -h (~ - ~), ~(~) = n(x, T). (33c) 
We remark that all characteristics start in the interval [0, 1] at r = 0 and that the boundaries x = 0, 
x = 1 are straight characteristics. All characteristics run from the left to the right since E is positive. 
In the following we integrate equations (33) along characteristics starting at points (x0, 0). We 
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distinguish the cases Xoe[a, 1) and Xoe(0, a). In the first case ~(s)e(a,  1) and consequently 
C(s) = 1 hold for s > 0. Straightforward integration of equation (33) gives: 
%c(s) = )Co + Et(Xo)( l  - e -~) ) E(s )  Et(xo)e-"  ,
~(s) nj(xo) 
n t ( Xo ) (-----~l - -  e _----~-+--~s ' 
s>0 
x o ~ [a, 1). 
(34a) 
(34b) 
(34c) 
In the second case the characteristic starting at (Xo, 0), x0 e (0, a) crosses the pn-junction x = a at 
time So(Xo) which we shall compute explicitly. We integrate quations (33) using ~(s)E(0, a), 
(~(s) = - 1, for 0 ~< s < So, and obtain: 
~(s)=xo+ERxo)(e- 1), 
P~(s)=E,(xo)e, 
h(s)= nl(x°)e-"  
n/(xo)(1 -e - ' )+  1' 
0 ~< s < So (Xo) 
Xo e (0, a). 
(35a) 
(35b) 
(35c) 
We compute So(Xo) by solving the equation ~(So(Xo))= a, which gives: 
So(Xo) = In (a - Xo- E,(xo)'~, 
El(xo) ] Xo ~ (0, a), (36a) 
Eo(xo),=E(so(xo))  = a - Xo + El(xo) > 0, (36b) 
n,(xo)e -~o 
no (Xo).'= ti(So (Xo)) = > 0. (36c) 
nl(xo)(l - e -'°) + 1 
For s > So(Xo) the characteristic .~(s) remains in the n-domain (a, 1) and formulas (34) are valid, 
if one changes Xo to a, El(xo) to Eo(xo) and nt(xo) to no(Xo). 
~(s) = a + Eo(xo)(1 - exp(-  (s -So))), 
E(s) = E o exp(-  (s -So)), 
ft(s) = n°(x°) 
no (Xo) ( 1 -- exp( -- (s -- So))) + exp( -- (s - So )) 
s > So(Xo) 
Xo ~ (0, a). 
(37a) 
(37b) 
(37c) 
In the following equations (34)-(37), which determine the solution of equations (28) completely, 
are used to analyse the large time behavior of solutions. It is obvious from equation (34) that 
lim ~(s, Xo, 0)=Xo + El(xo), lim E(s)=0, 
s~0 s~0 
holds for Xo ~ [a, 1). 
In the case Xo e (0, a) equations (36) and (37) show: 
lim ~(s)= l, (38) 
lim ,~(s)=2a - Xo + El(xo), lim E(s)=0, lim ti(s)= 1. 
s~oo s~oo s~oo 
(39) 
Using equations (30) and (39) one proves easily: 
2a < lim ~(s) < a + El(a), Xo s (0, a). (40) 
$~oo 
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The above equations enable us to compute 
n(x, oo)..=lim n(x, ~). 
For that purpose we distinguish several cases with respect o the location of x in (0, 1). 
Case 1. x e(0, a]. In this case the point (x, z) lies on a characteristic starting at a point 
Xo(X, ~) • (0, a) at time z = 0, i.e. 
(x, z) = (Yc('c, Xo(X , z), 0), z), Xo(X, z) • (0, a), z > 0. (41) 
Using equation (35) one obtains: 
n(x, ~) = n(Yc(z, Xo, 0), z) <~ [In, ll~ e-', z > 0. (42) 
In the limit z ~ inequality (42) gives: 
iim n(x, z )=0,  x e (0, a). (43) 
~oo 
Case 2. x • [a + El(a), 1). Inequality (40) shows, that this interval is covered by characteristics 
which start in the interval [a, 1): 
(x, ~) = (.~ (~, x0 (x, ~), 0), ~), 
Equations (34) and (44) imply: 
The limit 
n(x, ~ ) = r~(x(~, Xo, 0), T) = 
Xo(X, 3) • [a, 1), T > 0. 
nl (Xo(X, z)) 
nl(xo(x, z)(1 - e -~) + e -~ 
lim x0 (x, z) 
(44) 
z > 0. (45) 
exists, because the function x0(x, ~) is positive and monotonously decreasing. Thus we can go to 
the limit z -~ in equation (45) and obtain: 
lim n(x, ~)= 1, x • [a + El(a), 1). (46) 
Case 3. x • (a, 2a). In this case there exists t = t(x) with the property: 
(x, ~) = (~(z, Xo(X, z), 0), ~), xo(x, T) • (0, a), z > t. (47) 
At the time z0(x, T) these characteristics ross the pn-junction. According to equation (36) t0(x, ~) 
is determined by: 
Zo(X, Z ),=Zo(Xo(X, Q) =In(  a - Xo(X, Q-E~(xo(x,Et(xo(x, )) , ~ > t. (48) 
We conclude from formulas (36c) and (37c) that the asymptotic behavior of n(x, z) depends on 
the 
lim (z - ~0 (x, ~)), 
which we are going to compute now. 
Equations (37) and (47) give an equation for (T -z0(x,  z)): 
2a - x - Xo + El(xo) 
exp( - (3 -z0) )= , T>t .  (49) 
a - Xo + El(xo) 
We conclude from condition (40) that each characteristic starting in (0, a) leaves the interval (0, 2a) 
in finite time. This fact implies: 
lira Xo(X, Q=O, x e(a, 2a). (50) 
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In the limit z ~ oo equations (49) and (50) give: 
2a - x 
lira exp(-(x -- xo)) = >0,  xe(a ,  2a). 
This implies further: 
(51) 
lim z0(x, 3)= oo, x e (a, 2a), 
Summarizing equations (36), (37), (47) and (31) we obtain: 
lim n(x, T) = lim n(~(~, xo, 0),Q= lim ( ano(Xo)_ 
. . . . . . . . .  \no (Xo) (x - a) + 2a - x/" 
Definitions (36) and (52) imply 
(52) 
(53) 
lim no (Xo (x, T)) = 0 
T~O~ 
which gives finally: 
lim n(x, Q=0,  x e(a, 2a). (54) 
Case 4. x e (2a, a + El(a)). Assertions (47)-(49) are valid in this case too. The assumption 
lim xo(x, Q=0 
T~OC 
leads to the contradiction 
2a - x 
lim exp(-(T - ~0)) = < 0, x ~ (2a, a + El(a)). 
r~oo  a 
Thus the limit of Xo(X, ~) as T~oo must be positive. 
lim Xo(X, 3) =: E(x) > 0, x ~ (2a, a + El(a)). (55) 
~ot2  
Equations (30), (48), and (55) give: 
lim Zo(X, 3)=In (a  - E(x ) - El(E(x ))~ 
~-~ _ E,(E(x)) / < ~"  
We conclude from equations (37), (47) and (56) that the following limits exist: 
(56) 
lim n(x, z)= lim n(2(T, xo(x, "c ), 0), z) 
= lim no (x0 (x, z)) = 1. 
~ no(xo(x, 3))(1 -exp(  -- (z - Zo))) + exp( - (T -- ~o)) 
Thus the steady state solution in Case 4 is given by: 
(57) 
lim n(x, r) = 1, x ~ (2a, a + El(a)). 
T~oO 
We summarize the previous discussion to: 
l imn(x,~)={O, O<x<2a,  
~ 1, 2a<x<l .  
This implies convergence of the electric field to the steady state solution given by: 
x, O~x<~a,  
lira E(x ,  T )= 2a - x, a <~ x <~ 2a, 
O, 2a <~ x <~ l. 
(58) 
(59a) 
(59b) 
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This example is of less physical significance due to the homogeneous Neumann boundary 
conditions (28c), which correspond to an insulated semiconductor device. Problem 3.2 describes 
the internal relaxation process on the fast time scale if the vanishing space charge condition is 
violated initially. Our analysis proves that steady state solutions have the property that either the 
space charge and the electric field or the carrier concentration vanish throughout the domain. 
Furthermore we have shown that discontinuities in the solution of the hyperbolic problem evolve 
during the fast time scale process, which correspond to spatial layers in problem (5) with small 
diffusion. 
To illustrate these results we present (Fig. 3) the numerically computed solution of Problem 3.2 
with the data: a = 1/4, nl(x) = 1/2, x ~ [0, 1]. The fast convergence of the solution to the steady 
state solution (59) is clearly visible. The characteristic urves correspond to our discussion of the 
Cases 1-4. 
3.3. Bipolar Riemann problem 
In this example we analyse the Dirichlet problem (7) and (11) with the data: 
C (x )=) ' - l ,  O~<x<½, (60) 
1, ½<x~<l, 
1,0 
0.9 
0.8 
0.7 
0.6 
X 0.5 
0.4 
0.3 
0.2 
0.1 
0 
(o) 
N - Charocter i s t i cs  
0 1 2 3 4 5 6 ? 8 9 10 
1" 
1.q 
O. 0.3 
O.q O. 2 
0., 
0.1 
0.0 
ELectrons F ietd 
Fig. 3 
Solutions of semiconductor devices 55 
0, 0 ~< x < ~0 f0' 0 ~< x < fl0 (61a) 
nl(x)= 1, o~ o<x<~l pt(x)= , flo<x<~l 
0 ~< fl0 ~< ½ ~< 0t0 ~< 1, (61b) 
n0=0, p0=l ,  n l= l ,  P I=0,  ~(0 ,3 )=0,  ~(1 ,3 )=~1.  (61c) 
The initial values n/, Pt are piecewise constant functions with jump discontinuities at x = ~0 resp. 
x = fl0. Hyperbolic initial value problems with initial values of that type are called Riemann 
problems, which explains the name of this example (compare Smoller [15]). In the analysis of 
hyperbolic equations Riemann problems are used to describe solutions after the formation of a 
shock. It has been shown in Szmolyan [12] that no shocks occur in the problem (7), because 
equations (9) defining the characteristic urves have a unique solution for n( . ,Q,  p(. ,3),  
C e L ~(0, 1). 
However, initial values of form (61) can be used as approximations of initial values with spatial 
layers near pn-junctions. For example the steady state solution (25) in Example 1 is of this type. 
According to equations (60) and (61) the space charge has the following values initially: 
0, 
l, 
nl(x) -p~(x) - C(x) = -1 ,  
O, 
0~<x </~0 
flo<X < 1/2, 
1/2 < x < ct0, 
~0<x ~< 1. 
(62) 
We conclude from equations (61) and (62) that either the space charge or the carrier concentrations 
n, p vanish throughout he interval [0, I] initially. Thus the characteristic equations (9) imply: 
n(x,(~), ~) = 0, p(xp(3), 3) = 0, ~ >~ 0 (63) 
(" ."  denotes differentiation with respect o z). We conclude from equation (63) that the solution 
n resp. p are constant along the characteristic curves. Therefore n and p remain piecewise constant 
functions: 
{0, 0~<x<~(z) ,  {1, 0...<x<fl(Q, (64) 
n(x,z)= 1, ct(z)<x<~l, p(x ,z )= O, f l(3)<x<~l. 
The curves (~t(z), 3) and (fl(3), r) along which n resp. p are discontinuous are determined by the 
jump conditions for discontinuous solutions from hyperbolic equations in divergence form (see 
Smoller [15]). In the following [f] denotes the jump height of the function f across a jump 
discontinuity. In this notation the jump condition applied to equation (7b) has the form: 
~(z) = [n~x___j = ~x(~t(3), 3)[n] = ~x(at(Q, 3). (65) 
[n] [n] 
The second equality in equation (65) holds since ~.~ is a continuous function. After an analogous 
calculation for the p equation (7c) we obtain: 
~(z) = ~(ct(z),3), /~(3) = -4~(f l (Q,  3), ~/> 0, (66a) 
~(0) = ct 0, fl(0) = fl0. (66b) 
The space charge is given by: 
O, 0 <x  </~(~), 
1, /?(3)<x < 1/2, 
n(x ,z ) -p (x ,Q-C(x )= -1 ,  1/2 <x  <a(Q,  3~>0. (67) 
0, a (3 )<x ~< 1, 
We remark that equations (67) are only valid as long as 0 ~< fl(v)~< 1/2 ~< ~t(3)~< 1 holds. The 
solution of equations (7), (11), (60) and (61) is determined by ~(3) and fl(3). 
In the following we compute x along the curves (ct(3), 3) and (fl(3), 3) which leads to a system 
of two ordinary differential equations for 0t(3) and fl(3). Equations (7a) and (67) imply that ¢ is 
a linear function in the intervals (0, ~(3)), (fl(z), 1) and a quadratic polynomial in the intervals 
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(ct(T), 1/2), (1/2,/3(3)). The coefficients of these four polynomials can be determined by solving a 
linear system which is derived from the Dirichlet boundary conditions for • and the continuity 
of • and ~.~ at the points (~t (~), ~), (1/2, z) and (/3 (3), T). We omit the details of these computations, 
which result in: 
1 ~2 r2 3 (~2 r2 
• x(0t(Q, 3) = 4 2 2 + ~' '  ~~(fl(~)' z) = 4 2 2 ~- ct +/3 + ~,. (68) 
Inserting system (68) into system (66) gives: 
& = _~2 + r2 _ ½ _ 2~1), ~(0) = %, (69a) 
= ½((~ - 1) 2 + (fl - 1) 2 - ½ - 24),), fl(0) = fl0. (69b) 
This nonlinear, autonomous system of ordinary differential equations is analysed in the following. 
Firstly we compute the stationary points (~s, fls) of system (69) by solving the equations 0~ = 0 and 
/J = 0 and obtain: 
t ' x / /~ l .  (70a) 
The condition ~, fls e [0, 1] and equations (70a) imply: 
0 ~< ~, ~< ¼. (70b) 
The reason for the restriction (70) will become clear after discussing the phase portrait. 
The solution of system (69) can be analysed easily by transforming to the variables: 
a , = ot - cq  + f l  - f l  s ,  b , = ct - at s - f l  + f l  ~ . (71) 
In these variables system (69) has the form: 
t~ = -a ,  a(0) = a0, (72a) 
6 = -½b 2 - 2x /~ b - ½a 2, b(0) = b0. (72b) 
The decay of solutions of system (72) to the steady state solution (a, b) = (0, 0) is obvious. Thus 
the original variables (a, r )  converge to the steady state solution (as, fls). This result can be 
illustrated by the phase portrait. 
The admissible values (%, fl0) are located in the right lower square in Fig. 4. The curves with 
the property ~(a, r )  = 0 resp./~(a, r )  = 0 are circles around the points (0, 0) resp. (1,1) with radius 
R = ~/1/2 + 20,. The situation as depicted in Fig. 4 corresponds to the case 0 < ~t < 1/4. The two 
circles intersect in the stationary point (~t~, fl~) given by system (10). All trajectories tarting in the 
right lower square converge to this stationary point. 
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In the cases ¢~ = 0, et = 1/4 the two circles have a point of contact at (1/2, 1/2) resp. (1, 0), which 
are stationary points for these values of 4~. If ¢~ is negative or larger than 1/4 the circles do not 
intersect. In this case all trajectories starting in the right lower square leave the admissible domain 
0 ~< ~ ~< 1/2 ~</~ < 1 at finite time %. Thus system (67) and hence our analysis are only valid for 
~<%. 
We have shown by the above discussion that the solution of the Riemann problem (7), (11), (60), 
(61) and (70) converges to the steady state solution: 
{0, x<l /2+x/~,  {1, x<l /2 -x /~,  
U(x)= 1, x>l /Z+x/~l ,  P(x)= 0, x>l /2 -x /~.  (73) 
The steady state solution is similar to the one of Example 1. The assumption (70) corresponds 
to a reverse biased pn-diode. The space charge and the electric field vanish outside the depletion 
layer at the pn-junction. The interval (1/2 - ~/~-~, 1/2 + x /~)  is totally depleted from electrons 
and holes. The width of the layer is 2X/~,  which is small due to the scaling (1.3). 
It has been shown by Brezzi et al. [16], that system (73) is the limiting solution of the stationary 
problem corresponding to equation (5) with the data (60), (61), (70) as 2--*0+. 
The following plots are the numerically computed solution of Example 3.3, where we have chosen 
the data: 
~0 = 0.7, /~0 = 0.3, q~l = 0. (74) 
The discontinuities in the initial data propagate along the characteristics (a (T), T) and (/~ (T), z). The 
convergence of these two characteristics to the stationary points as = ~, = 1/2 is clearly visible. The 
plots of the electric field and the space charge illustrate the corresponding decay of these quantities 
(Fig. 5). 
4. CONCLUSION 
In this paper we have derived the initial layer equations for the transient semiconductor device 
equations. The initial layer occurs if the initial data do not satisfy the vanishing space charge 
condition. We have specified two types of initial and boundary value problems for the hyperbolic 
initial layer problem. We have analysed three model examples by the method of characteristics. 
Particular emphasis has been given to the analysis of the large time behavior of solutions. We have 
shown convergence to steady state solutions, which satisfy the vanishing space charge condition 
outside of spatial layers located at pn-junctions. 
REFERENCES 
1. P. A. Markowich, The Stationary Semiconductor Device Equations. Springer, New York (1986). 
2. S. Selberherr, Analysis and Simulation of Semiconductor Devices. Springer, New York (1984). 
3. M. S. Mock, Analysis of Mathematical Models of a Semiconductor Devices. Boole Press, Dublin (1983). 
4. T. I. Seidmann and G. M. Troianello, Time-dependent solutions of a nonlinear system arising in semiconductor theory. 
Nonlinear Analysis TMA 9, 1137-1157 (1985). 
5. W. Eckhaus, Asymptotic Analysis of Singular Perturbations. North-Holland, Amsterdam (1979). 
6. R. E. O'Malley Introduction to Singular Perturbations. Academic Press, New York (1974). 
7. C. A. Ringhofer, An asymptotic analysis of a transient pn-junction model. SlAM Jl AppL Math. 47(3) (1987). 
8. P. Szmolyan, A singular perturbation a alysis of the transient semiconductor device quations. SIAM JI Appl. Math. 
49(3) (1989). 
9. P. A. Markowich, Spatial-temporal structure ofsolutions of the semiconductor pr blem, TU-Wien, preprint (1987). 
10. F. Brezzi and P. A. Markowieh, A convection-diffusion problem with small diffusion ¢oettieient arising in semiconduc- 
tor physics. Boll. U.M.I. (in press). 
1 I. P. A. Markowich and P. Szmolyan, A system of convection-diffusion equations with small diffusion coefficient arising 
in semiconductor physics. J. Diff. Eq. 81(2), 234-254 (1989). 
12. P. Szmolyan, Ein Hyperbolisches System aus der Halbleiterphysik. Dissertation, TU-Wien (1987). 
13. S. M. Sze, Physics of Semiconductor Devices, 2ndedn. Wiley, New York (1981). 
14. F. Brezzi, A. Capello and U D. Marini, A singular perturbation analysis for semiconductor devices. Proc. Meet. 
Guanajuato (1985). 
15. J. Smoller, Shock Waves and Reaction-Diffusion Equations. Spr nger, New York (1983). 
16. F. Brezzi, A. Capello and L. Gastaldi, A singular perturbation a alysis for semiconductor devices. SIAM JI Math. 
Analysis (in press). 
