Magnetic AC control of the spin textures in a helical Luttinger liquid by Dolcetto, Giacomo et al.
APS/123-QED
Magnetic AC control of the spin textures in a helical Luttinger liquid
G. Dolcetto1,2,3, F. Cavaliere1,2, M. Sassetti1,2
1 Dipartimento di Fisica, Universita` di Genova,
Via Dodecaneso 33, 16146, Genova, Italy.
2 CNR-SPIN, Via Dodecaneso 33, 16146, Genova, Italy.
3 INFN, Via Dodecaneso 33, 16146, Genova, Italy.
(Dated: October 9, 2018)
We demonstrate the possibility to induce and control peculiar spin textures in a helical Luttinger
liquid, by means of a time-dependent magnetic scatterer. The presence of a perturbation that breaks
the time-reversal symmetry opens a gap in the spectrum, inducing single-particle backscattering and
a peculiar spin response. We show that in the weak backscattering regime asymmetric spin textures
emerge at the left and right side of the scatterer, whose spatial oscillations are controlled by the
ratio between the magnetization frequency and the Fermi energy and by the electron interaction.
This peculiar spin response marks a strong difference between helical and non-helical liquids, which
are expected to produce symmetric spin textures even in the AC regime.
PACS numbers: 71.10.Pm, 73.21.-b, 75.30.Fv
I. INTRODUCTION
Helical Luttinger liquids represent a new paradigm
of the one-dimensional world1. They are characterized
by spin-momentum locking, where the spin of the
electrons is correlated with their momentum. Recently
helical and quasi-helical systems aroused great interest
as platforms for the search of the elusive Majorana
fermions2–4. Furthermore the possibility of generat-
ing and controlling spin currents by pure electrical
means has made these systems attractive for spintronics
applications5–14. A well known implementation of helical
liquids is represented by the edge states of quantum
spin Hall (QSH) systems15,16. HgTe/CdTe quantum
wells17 and InAs/GaSb heterostructures18 have been
shown exprerimentally to behave as two-dimensional
topological insulators. If an even number of Kramer’s
doublets exists on the edge, the helical Luttinger liquid
remains gapless in the presence of time-reversal (TR)
invariant perturbations such as disorder, leading to
ballistic transport and quantized conductance, whose
measure represents one of the experimental signatures
of the helical regime. On the other hand perturbations
breaking the TR, such as magnetic field, may open a
gap in the Dirac spectrum and lead to non-quantized
conductance. Many other interesting signatures of the
helical nature can be deduced in this case. Fractional
charge in antiparallel magnetic domains19,20 and the
emergence of spin-density waves in the presence of
magnetic impurities21–23 represent a strong signature
of helical systems. Also the peculiar Kondo screening
in the presence of impurity spins has been extensively
discussed1,24–29. The extreme sensitivity to TR breaking
couplings and the foundamental role played by the
spin degree of freedom require a careful study of the
spin response of helical Luttinger liquids to magnetic
perturbations.
In this work we consider a helical Luttinger liquid
perturbed by a time-dependent magnetic exchange
coupling which acts as a scatterer for incoming electrons.
This can be achieved by proximity coupling one edge
of a QSH system with a narrow ferromagnetic insulator
whose magnetization is precessing30,31. This setup has
already been considered, focusing mainly on the current
pumped in the topological insulator in the absence of
an applied bias voltage19,30,31. The magnetic ordering
acquired by the interacting helical system due to the
nearby AC ferromagnet has not been investigated, and
this is the gap we want to fill.
For a static magnetic impurity, anisotropies between in-
plane and out-of plane components of the magnetization
vector represent a signature of the helical regime21,22,32,
with 2kF -oscillations in the in-plane magnetization
21–23.
These are present also in non-helical systems, but are
usually suppressed by non-oscillating contributions21.
In this paper we show that an even richer scenario
emerges in the presence of a time-dependent magnetic
scatterer. The in-plane components show a pure AC
response, contrary to the pure DC response of the
out-of-plane component. Furthermore, by tuning the
ratio between the frequency of the AC field and the
Fermi energy, a further marked asymmetry between
the regions to the left and to the right of the scat-
terer is induced. This represents a strong signature
of the helical regime, and is not expected to occur
in ordinary spinful liquids. We demonstrate that the
spin textures are also influenced by the strength of
the electron interactions, so that an observation of
left/right asymmetric spin patterns could in princi-
ple allow to estimate the stregth of the interactations,
an important information for the helical Luttinger liquid.
The paper is organized as follows. In Sec. II we present
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2the model describing the helical Luttinger liquid in the
presence of a time-dependent magnetic scatterer. In Sec.
III we evaluate the spin response both in the weak and
in the strong backscattering regime, and we discuss the
results. Section IV is devoted to the conclusions.
II. MODEL
We consider the helical liquid with right (left) mov-
ing spin-up (-down) electrons described by the two-
components spinor field
Ψ(x) =
(
ψR,↑(x)
ψL,↓(x)
)
=
1√
2piα
(
eikF xe−i
√
pi[θ(x)−φ(x)]
e−ikF xe−i
√
pi[θ(x)+φ(x)]
)
(1)
where the second expression corresponds to the bosonized
version of the fermionic operator in terms of the canon-
ically conjugated scalar fields [φ(x), ∂x′θ(x
′)] = iδ(x −
x′), with α a short distance cutoff and kF the Fermi
momentum33. The bosonized interacting Hamiltonian
for the infinite system is given by (~ = 1)
H = v
2
∫
dx
[
1
g
(∂xφ)
2 + g(∂xθ)
2
]
(2)
with g =
√
2pivF+g4,‖−g2,⊥
2pivF+g4,‖+g2,⊥
the Luttinger parameter and
v = vF
√
(1 +
g4,‖
2pivF
)2 − ( g2,⊥2pivF )2 the renormalized veloc-
ity. Here we consider dispersive (g2,⊥) and forward (g4,‖)
scattering neglecting possible Umklapp terms, which be-
come important at certain commensurate fillings1; we
also focus our attention to Coulomb interactions34 g4,‖ =
g2,⊥ ≡ U , so that g = (1 + UpivF )−
1
2 ≤ 1 (g = 1 for
vanishing interactions U = 0) and v = vFg . The heli-
cal Luttinger liquid does not show an intrinsic magnetic
ordering, which means 〈~s(x)〉 = 0, with 〈. . . 〉 denoting
the expectation value and ~s(x) = Ψ†(x)~σ2 Ψ(x) the spin
vector, whose bosonized expression reads
sx(x) =
cos [2kFx+ 2
√
piφ(x)]
2piα
sy(x) = − sin [2kFx+ 2
√
piφ(x)]
2piα
sz(x) = − 1
2
√
pi
∂xθ(x).
Throughout this paper we will focus on the zero-
temperature case. When a magnetic perturbation is
switched on, a non-vanishing magnetic ordering may
arise. In the presence of a nearby ferromagnetic insu-
lator with length LM , the helical liquid is perturbed by
the proximity induced exchange coupling
Hλ = −geµB
∫ x0+LM/2
x0−LM/2
dx ~Bexc(x, t) · ~s(x) (3)
with ge the Lande` g-factor of the system, µB the Bohr
magneton and ~Bexc representing the proximity induced
exchange field. Unless ~Bexc is proportional to σz, Eq.
(3) opens a gap in the spectrum and acts as a magnetic
barrier for an incoming electron. As a consequence, elec-
trons impinging the scattering region can be backscat-
tered flipping their spin. For a narrow ferromagnet with
LM  k−1F , Eq. (3) becomes35
Hλ = −geµBLM ~Bexc(x0, t) · ~s(x0) (4)
and in the following we will take x0 = 0 without loss of
generality. We assume the orientation of the exchange
field to precess steadily anti-clockwise around the z-axis
~Bexc(t) = B (cos(ωt), sin(ωt), 0) . (5)
This can be achieved by proximity effect with a ferro-
magnetic insulator whose magnetization is precessesing
steadily30,31 around the z-axis with frequency ω/2pi. By
combining Eqs. (4) and (5) and defining λ = geµBLMB
one obtains
Hλ = −λ
2
eiωtψ†L,↓(0)ψR,↑(0) +H.c.
= − λ
2piα
cos
(
2
√
piφ(0) + ωt
)
(6)
interpreting the magnetic exchange coupling as a
backscattering term. The aim of our work is to investi-
gate the magnetic ordering acquired by the helical liquid
in the presence of Hλ. In particular, we will compute
〈~s(x, t)〉 in the two physically relevant limits of weak and
strong perturbation. Standard renormalization group
calculations show that Eq. (6) is a relevant perturbation
for the interacting problem with the stable fixed point of
λ going to infinity, separating the infinite 1D system into
two semi-infinite parts. However we also investigate the
unstable fixed point performing an expansion for λ→ 0,
keeping in mind that this picture breaks down at low
energy scales.
III. SPIN TEXTURES
We start our analysis by considering Hλ as a small
perturbation parametrized by the adimensional parame-
ter λ˜ = λ/vF  1. Since we will find 〈sz(x, t)〉 = O(λ˜2),
a linear response formalism is not enough to capture the
lowest order effects induced by Hλ, and standard pertur-
bation theory is needed in general. On the other hand, we
find for the in-plane spin components 〈sx,y(x, t)〉 = O(λ˜);
at lowest non-vanishing order they can be written in a
compact form as
〈sx(x, t)〉 = Re{K(x, t)} (7)
〈sy(x, t)〉 = Im{K(x, t)}, (8)
in terms of the function
K(x, t) = −i λ
(4piα)2
∫ ∞
0
dτei(ωt−2kF x−ωτ)G(x, τ) (9)
3with
G(x, τ) =
〈[
e−i2
√
piφ(x,τ), ei2
√
piφ(0,0)
]〉
. (10)
To evaluate G(x, τ) it is convenient to recast it as
G(x, τ) = 2 sinh (2pi [φ(x, τ), φ(0, 0)]) e−2pi〈[φ(x,τ)−φ(0,0)]2〉.
(11)
After straightforward calculation one finds
[φ(x, τ), φ(0, 0)] = −ig
2
∑
p=±
pΘ
(
pτ − g|x|
vF
)
〈
[φ(x, τ)− φ(0, 0)]2
〉
=
g
4pi
∑
p=±
ln
1 +(x+ p gτvF
α
)2
which allows to write
G(x, τ) = −2i sin(pig)
ω2gc
∣∣∣∣τ2 − ( gxvF )2
∣∣∣∣g
∑
p=±1
Θ
(
pτ − g|x|
vF
)
(12)
with Θ the Heaviside step function and ωc = v/α the
high energy cutoff. The function K(x, t) now reads
K(x, t) = sλeiωtFg(x) (13)
and recalling Eqs. (7) and (8) one finds a pure AC
response of the in-plane components to the magnetic
perturbation. In Eq. (13) we have defined sλ =
2λ
(4piα)2EF
(
EF
ωc
)2g
with EF = kF vF and
Fg(X) = sin(pig)e−2iX
∫ ∞
g|X|
dη
e−iΩη[
η2 − (gX)2
]g , (14)
where we have introduced the dimensionless variables
X = kFx and Ω = ω/EF . This function, which is closely
connected with the spectral functions of the spin fluctu-
ations evaluated in Ref. 32 for a quasi-helical wire, can
be analitically evaluated
Fg(X) = − sin(pig)e−2iX
∣∣∣∣ 2ΩgX
∣∣∣∣g− 12 Γ(12 + g
)
Γ(1− 2g)
[
isgn(Ω)Jg− 12 (g|ΩX|) e
isgn(Ω)pig + J 1
2−g (g|ΩX|)
]
, (15)
with Γ and Jν the Euler Gamma and Bessel function
of order ν respectively. Note that similar mathematical
expressions have been analyzed concerning the charge
density of biased ordinary wires with one or more non
magnetic impurities36–38. The function Fg(X) carries
information about the magnetization of the system as a
function of the distance from the scatterer. In particu-
lar, we see that there are oscillating contributions from
e−2iX and from J±(g− 12 )(g|ΩX|). We thus expect that
peculiar spin textures arise, which are due to the inter-
play of these oscillating patterns.
The in-plane magnetic ordering acquired by the helical
system in response to the magnetic perturbation can be
represented by the magnetization vector
~m(X,T ) = geµB (〈s¯x(X,T )〉, 〈s¯y(X,T )〉) , (16)
which can be conveniently expressed in terms of its ab-
solute value m and orientation θ as
m(X) = geµB
∣∣K¯(X,T )∣∣ (17)
θ(X,T ) = arg
{K¯(X,T )} , (18)
where T = EF t is a dimensionless time parameter and
f¯(X,T ) is the function f(x, t) when expressed through
the dimensionless variables.
The absolute value of the magnetization, m(X) is an even
function of X and does not depend on time, because the
strength of the perturbation does not (see Eq. (6)). In
the limit |ΩX|  1 it reads
(
m(X)
geµBsλ
)2
≈ sin2(pig)Γ2(1− 2g) |Ω|4g−2 + piΓ
2
(
g − 12
)
4Γ2(g)
|gX|2−4g +
√
piΓ
(
g − 12
)
Γ(1− 2g)
Γ(g)
sin2(pig)|Ω|2g−1|gX|1−2g
(19)
which shows interaction-dependent power-law behaviors.
In particular, Eq. (19) is singular for ω → 0 at strong
interactions g < 1/2 and for x → 0 at weak interactions
g > 1/2, but these divergences are actually smoothed by
finite temperature effects. The absolute magnetization
for different Luttinger parameters g is shown in Fig. 1.
The orientation of the induced magnetization is com-
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Figure 1. (Color online) m(X) (units geµBsλ) as a function
of X for Ω = 2 and g = 1 (blue, solid), 0.65 (red, dashed), 0.3
(green, dash-dotted).
posed of two contributions
θ(X,T ) = ΩT + ϕ(X) , (20)
an AC response with a 2pi/Ω periodicity and a position-
dependent phase shift ϕ(X). Due to the first one, at a
given point x along the system the magnetization pre-
cesses steadily with time around the z-axis.
Let us now investigate the role of the phase shift ϕ(X),
which induces peculiar spin textures as a function of
the distance from the scatterer. It is given by ϕ(X) =
ϕs(X) + ϕd(X) where
ϕs(X) = −2X (21)
tan [ϕd(X)] = sgn(Ω)
cos(pig)
J 1
2
−g(g|ΩX|)
J
g− 1
2
(g|ΩX|) − sin(pig)
. (22)
Here, ϕs(X) represents the static contribution, yielding
the usual 2kF oscillations of a static magnetic impurity.
As it has been already pointed out21,22, a static mag-
netic perturbation (Ω = 0) induces spin-density waves
with 2kF -oscillations which are peculiar signatures of he-
lical liquids, where non-oscillating terms are completely
absent due to spin-momentum locking.
More interesting is the dynamical phase shift ϕd(X) in-
duced by the AC driving. As it is clear, it is controlled
by Ω (the ratio between AC frequency and Fermi en-
ergy) and the interaction strength g. It also has opposite
parity with respect of ϕs(X), giving rise to asymmet-
ric spin textures in which the region X > 0 has a dif-
ferent spin pattern with respect to X < 0. This is in
sharp contrast to the static case Ω = 0, where uniform
2kF -oscillations appear, and underlies the possibility to
employ an AC-driven magnetic impurity to control the
spin textures over an extended region of space. Clearly,
this asymmetry is easily tunable by controlling Ω. Let
us first discuss the weakly interacting case g > 1. Away
from X = 0 one has
ϕ(X) ≈ −2X − gΩ|X| . (23)
The left/right asymmetry is clearly observed in Fig. 2,
where different Ω induce different periods at the left
and the right of the scatterer, eventually leading (when
Ω = 2/g) to an almost spatially uniform magnetization
to the left, while to the right it shows oscillations.
A similar asymmetry, even if in a completely different
context, was demonstrated to occur in the Friedel com-
ponent of the charge density of a spinless quantum wire in
the presence of a static non magnetic scatterer38. There,
the asymmetry survives only provided a finite bias volt-
age is applied at the ends of the wire, disappearing when
the system is unbiased, resembling the disappearance of
the spin texture asymmetry in the helical liquid when the
precessing frequency becomes negligible.
As the strength of interactions increases (g → 0) one ob-
serves a reduction of the asymmetry effect, as shown in
Fig. 3. Indeed, it can be seen promptly that for g → 0
one has
ϕ(X)→ −2X − pi
2
, (24)
namely a homogeneous 2kF oscillation throughout the
sample.
Thus the oscillations are strongly (weakly) affected by
the precessing frequency at weak (strong) interaction,
as shown in Fig. 3. In Ref. 23 a crossover from an
uncorrelated to a strongly correlated spin texture with
2kF -oscillations was predicted to occur by increasing
the strength of the interaction. We may expect the
uncorrelated liquid-like spin state at weak interaction
to be more sensitive to external perturbations than the
strongly correlated one, resulting in 2kF -oscillations
independent of Ω only when the interaction is strong
enough.
The marked dependence of ϕ(X) on the interaction
parameter, together with the possibility to tune the
spin pattern asymmetry allows in principle to extract
information about g by measuring the spatial oscillations
of the magnetization of the sample.
Figure 2. (Color online) Plot of sinϕ(X) as a function of
X for g = 0.8, showing the tunability of the spin textures
as a function of Ω. Ω = 0 (blue, solid): 2kF -oscillations in
orientation both for X < 0 and X > 0; Ω = 1 (red, dashed):
different periods for X < 0 and X > 0; Ω = 2/g = 2.5 (green,
dash-dotted): suppression of spin oscillations for X < 0.
5Figure 3. (Color online) sinϕ(X) as a function of X and of
the strength of the electron interactions for Ω = 2.
It is worth to note that in ordinary non-helical spinful
Luttinger liquids the presence of the other two channels
with right moving spin-down and left moving spin-up
electrons is responsible for mixing the spin textures,
leading always to a uniform beating pattern. The
possibility to induce and control spin textures with
different periodicities at the left and right side is thus a
peculiar feature of the helical Luttinger liquid. Indeed
consider the QSH bar depicted in Fig. 4(a). On the
upper edge spin textures with period xL(R) appear
at the left (right) side of the scattering region. The
opposite happens on the lower edge, where the Kramer’s
doublet has opposite helicity. Since the QSH bar has the
same degrees of freedom of the spinfull Luttinger liquid
and we are interested in the oscillating contributions
only, the effect of the precessing exchange coupling in
the spinfull Luttinger liquid results in a uniform beating
pattern with harmonics xL and xR, as schematically
shown in Fig. 4(b).
Now we comment on the z-component expectation
value. Its evaluation goes beyond linear response theory
and one has to consider the time evolution at second or-
der in the magnetic perturbation. The first non-vanishing
contribution is
〈sz〉 = 2i
vF
λ2
(4piα)2
∫ ∞
0
dT sin (ΩT )G(0, T ). (25)
The out-of-plane component is thus purely DC and spa-
tially constant, in contrast to the in-plane components
〈sz〉 = −λ˜sλ pi
Γ(2g)
sgn(Ω) |Ω|2g−1 . (26)
It is worth to note that helicity connects 〈sz〉 ∝ 〈I〉,
where I = −Ibs is the charge current flowing in the
helical liquid, given by the backscattering contribution
Ibs coming from the electrons reflected by the scatterer
(since no bias is present, no direct contribution appear
in I). Thus, the time-dependent magnetic perturbation
Figure 4. (Color online) (a) In a QSH bar the four degrees
of freedom of a 1D system appear as two decoupled Kramer’s
doublets with opposite helicity. This leads to different oscil-
lating periods of spin orientation in the four sides of the bar.
(b) In the spinfull liquid the oscillating periods are mixed,
giving rise to uniform beating patterns.
induces a DC pumped current19,31 through the system
〈I〉 ∝ 〈sz〉 proportional to the out-of-plane magnetiza-
tion.
We now turn to discuss the opposite limit of strong scat-
terer λ˜→∞. At lowest order in γ = 1/λ˜ the helical liq-
uid appears as two disconnected semi-infinite ones. The
next orders represent the contributions coming from weak
tunneling across the barrier between the two semi-infinite
systems. Here we restrict our attention to the first non-
vanishing order O(γ0). Starting from the Schro¨dinger
equation of the system one finds boundary conditions at
the barrier22,39
Ψ(0+) = e
1
γ C(t)Ψ(0−) (27)
with
C(t) =
(
0 ie−iωt
ieiωt 0
)
, (28)
where we have reverted to dimension-full variables. In
the limit γ → 0 Eq. (27) gives the boundary conditions
at the left and right sides of the barrier
ψL,↓(0±) = ∓ieiωtψR,↑(0±). (29)
The right (spin-up) and left (spin-down) components are
thus not independent, and the spinorial electron operator
can be written as
Ψ(x > 0) =
(
ψR,↑(x)
−ieiωtψR,↑(−x)
)
Ψ(x < 0) =
(
ψR,↑(x)
ieiωtψR,↑(−x)
)
. (30)
6The spin response of the helical Luttinger liquid can
again be extracted by virtue of bosonization
〈sx(x, t)〉 = 1
2piα
cos (ωt− 2kFx)
∣∣∣ α
2x
∣∣∣g (31)
〈sy(x, t)〉 = 1
2piα
sin (ωt− 2kFx)
∣∣∣ α
2x
∣∣∣g (32)
or, alternatively
m(x) =
1
2piα
∣∣∣ α
2x
∣∣∣g (33)
θ(x, t) = ωt+ ϕ(x)
ϕ(x) = −2kFx. (34)
We see that in the strong backscattering regime the spa-
tial oscillations are not modulated by ω, showing 2kF -
oscillations both at the left and at the right side of the
barrier, in contrast to the weak backscattering regime.
However, inspired by earlier works on quantum wires40,
we suggest that the left/right asimmetry may reappear
by considering next-order contributions like weak tunnel-
ing between the two sides of the helical liquid.
IV. CONCLUSIONS
We have analyzed the spin response of helical Luttinger
liquids in the presence of a time-dependent magnetic per-
turbation. Helicity, along with the breaking of the TR
simmetry and of the traslational invariance, leads to pe-
culiar in-plane spin textures. Unlike in the static case,
an asymmetry between the regions to the left and to the
right of the impurity appears. Such an asymmetry can
be controlled by tuning the ratio between AC frequency
and the Fermi energy, and is influenced by the electron
interaction. This marks a strong difference with ordinary
spinful Luttinger liquids, where uniform oscillations are
expected. This picture holds in the weak backscatter-
ing regime only, the strong backscattering one showing
uniform 2kF -oscillations. Finite temperature effects are
expected not to dramatically modify our discussion pro-
vided kBT  ω.
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