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Phylogenetic networks are graphs used to abstractly or explicitly visualize the evolutionary relationships between genes, genomes, species, nucleotide sequences, chromosomes, etc.
Reticulation events such as hybridization, horizontal gene transfer, recombination, population
admixture, gene duplication, etc. are shown in such networks. Phylogenetic trees are a subset
of phylogenetic networks used in the absence of such events.
In this dissertation, we focus on some of the existing problems in phylogenetics. First, we
propose a heuristic method called P IRNS to build near optimal so-called “hybridization networks” from a given set of phylogenetic trees (called gene trees), representing evolutionary
history, such that trees are “displayed” in the network. This method is more efficient for large
numbers of gene trees than previous heuristics. This method also produces more parsimonious
results on many simulated datasets as well as a real biological dataset than a previous method.
Second, we present a new approach called RENT+ for the inference of local genealogical trees
from haplotypes with the presence of recombination. RENT+ builds on a previous genealogy
inference approach called RENT, which infers a set of related genealogical trees at different
genomic positions. RENT+ represents a significant improvement over RENT in the sense that it
is more effective in extracting information contained in the haplotype data about the underlying
genealogy than RENT. The key components of RENT+ are several greatly enhanced genealogy
inference rules. Through simulation, we show that RENT+ is more efficient and accurate than
several existing genealogy inference methods. As an application, we apply RENT+ in the inference of population demographic history from haplotypes, which outperforms several existing
methods.

Sajad Mirzaei - University of Connecticut, 2018
Finally, we introduced a method called PopMix which uses RENT+ and the approach used
in P IRNS , to infer population demographic histories including admixture events from given
population haplotypes. Through simulation, we show that PopMix infers more accurate admixture networks that an existing method, by using the information in the underlying relations
among nearby SNPs.
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Chapter 1
Introduction
In this thesis, we focus on some of the existing problems in phylogenetics. We introduce three
methods applied to trees and networks in evolutionary genetics. For each approach in a separate
chapter, we first present the problem and a brief literature review on the subject. Then we focus
on the method and the implementation details, and finally the results of each approach compared
to other existing methods. In the end, we conclude this article with some discussions.
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Chapter 2
P IRNS : Fast Construction of Near
Parsimonious Hybridization Networks for
Multiple Phylogenetic Trees
2.1

Introduction

A recent trend in phylogenetics is incorporating reticulate evolutionary processes (such as horizontal gene transfer or hybrid speciation) in phylogenetic models. This leads to new phylogenetic models for reticulate evolution. In this chapter, we focus on the so-called “hybridization
network” model [23, 37, 11, 12, 13, 14, 15]. Suppose we are given a set of phylogenetic trees
T1 , . . . , TK . Each Ti represents the evolutionary history of a gene and thus is called a gene tree.
Each gene tree is inferred from DNA sequences collected at the gene. It is well known that these
Ti ’s may not have the same topology. One possible cause is reticulate evolution [31, 37]. If this
is the case, then we can no longer represent the evolutionary history with a tree model. Instead,
we need a model that allows reticulate evolution. The hybridization network model is one such
model. A hybridization network (often referred to as a network in this document) is a directed
acyclic graph that “displays” each of the gene trees. We provide more precise definitions in
2

Section 2.1.1. We refer to Figure 2.1 for an illustration of a hybridization network. Our goal is
inferring hybridization networks from the given gene trees. Like most current approaches for
hybridization network inference, we follow the parsimony principle [23, 31]. That is, our goal is
to find the hybridization networks with the fewest reticulation events. Note that we require that
the full gene trees are contained in the network. There are approaches for building hybridization
networks from parts of gene trees (e.g. [41, 42]).
The problem of constructing the most parsimonious hybridization network is NP-hard even
for two gene trees [6]. Nevertheless, there are exact and FPT methods for building hybridization
networks that allow two input gene trees (e.g. [3, 5, 37, 55], and also see [47]). For multiple
gene trees, there are currently an exact [52] and an FPT method [43], as well as several heuristics
[8, 34, 49]. However, the exact method can only construct the most parsimonious networks for
relatively small data. The existing heuristics can often work with larger data, but they may
produce less accurate hybridization networks and can also be slow. For example, the method
P IRN in [49] becomes slow when the number of gene trees increases.
Here, we develop an algorithm (called P IRNS ) for inferring near parsimonious hybridization networks from multiple gene trees. P IRNS takes a set of rooted binary gene trees as input
and constructs a hybridization network that displays each of the gene trees.
The main advantage of our work is that P IRNS produces more parsimonious hybridization
networks than P IRN in many datasets and also scales better than P IRN in the number of
gene trees.
P IRNS also produces networks that are usually topologically more accurate than P IRN
especially when networks are more complex. On the other hand, P IRNS scales less well in
the number of taxa than in the number of gene trees. Our experiments show that P IRNS
works well for gene trees with up to 20 taxa. We show that P IRNS performs well on simulated
datasets and real biological datasets of which one has already been analyzed by several previous
approaches [8, 34, 49]. Here, we only compare with P IRN because the method in [8] does not
build networks for multiple gene trees. Also, the method in [34] is faster but according to the
3

results in [34], it does not build more parsimonious networks than P IRN in some simulated
datasets and a biological dataset. Also, their method is on paper and they have not provided
their implementation. We compare with their results on a real biological dataset.

2.1.1

Definitions

Here, we assume that a gene tree is a rooted tree and leaf-labeled by a set of taxa. In a tree, indegrees of all vertices are one except the root, while out-degrees are at least two for all vertices
except leaves with out-degree zero. For a binary tree, out-degrees of internal nodes must be two.
Here, we assume that the gene trees are binary, and phylogenetic trees represent evolutionary
history of genes and are usually inferred from DNA sequences of the genes. Thus, phylogenetic
trees are also called gene trees. The set of gene trees Ti is the input. We assume that the root
of each gene tree Ti is attached to an outgroup species o. More information about this can be
found in [34].
We use a similar definition of hybridization network as [49, 52]. A hybridization network is
a directed acyclic graph. It contains a vertex set V including leaf nodes and edge set E. V can
be divided to VT (called tree nodes) and VH (called hybridization nodes). E can also be divided
to ET (called tree edges) and EH (called hybridization edges). Also,
1. Except the root, which has no incoming and two outgoing edges, no nodes with total (in
and out) degree of two are allowed, and each node must have at least one incoming edge.
2. VH contains nodes whose in-degrees are two or more. VT contains nodes whose indegrees are one.
3. EH contains edges that go into hybridization nodes. ET contains edges that go into tree
nodes.
4. A node is labeled by some taxon iff its out-degree is zero.

4

In addition there is one property:
P1 For a network N , when only one of the incoming edges of each hybridization node is kept
and the rest are deleted, we always derive a leaf labeled tree T by removing non-labeled
leaves and contract edges to remove nodes with degree two (called cleanup).
A hybridization network can be viewed as a compact representation of a set of gene trees.
The definition of “display” is critical. Suppose we keep only a single edge at each hybridization
node in a hybridization network N as in property P1 . We will derive a phylogenetic tree T with
the same set of taxa as in network N . We say T is displayed in network N . See Figure 2.1 for
an illustration.
Suppose we have a set of taxa Ŝ for all the gene trees. For example, Ŝ = {1, 2, 3, 4, 5}
for input trees in Figure 2.1. A subtree of an input tree T for a subset of taxa S ⊆ Ŝ is a tree
which can be derived from the original tree by removing the taxa not in S from T (and then
performing cleanup afterwards). The derived subtree (denoted as T (S)) only contains the taxa
in S. For example, the tree containing three nodes including one node as a root and two leaves
1 and 2, is a subtree for the subset S = {1, 2} for each gene tree in Figure 2.1.
For a hybridization node, we define the hybridization number as its in-degree minus one.
For a hybridization network N , we define the hybridization number (HN ) as the summation
of hybridization numbers of each of its hybridization nodes. For example, in Figure 2.1, the

Figure 2.1: An illustration of a hybridization network with three reticulation events for three
trees. Each tree is displayed in the network: the tree can be obtained by keeping one incoming
edge at each hybridization node.
5

hybridization node 2 has three incoming edges, and the hybridization node 1 has two incoming
edges. Thus, HN = (3 − 1) + (2 − 1) = 3. This is the same as the hybridization number defined
in [37]. Now we formulate the central problem in this chapter.
The most parsimonious hybridization network problem. Given K rooted binary gene trees
T1 , T2 , . . . TK (with the same n taxa), construct the hybridization network Nmin such that (i)
each gene tree Ti is displayed in Nmin , and (ii) HNmin is minimized among all possible such
networks. We call HNmin the hybridization number of T1 , . . . , TK .
Constructing parsimonious hybridization networks or computing the hybridization number
for a set of K gene trees is computationally challenging. Even the two-gene-tree (i.e. K = 2)
case is known to be NP-complete [6]. For the two-gene-tree case of the hybridization network
problem, there are several exact methods [3, 5, 55]. Although the worst case running time of
these practical methods is exponential, these methods may work reasonably well in practice.
The case of three or more gene trees (K ≥ 3) is more difficult. There are currently an exact
method and a few heuristic methods for either estimating the hybridization number or reconstructing near optimal networks for trees T1 , . . . , TK when K ≥ 3 [8, 34, 49]. The exact method
in [52] uses a backward in time approach. This method can find optimal hybridization networks
with hybridization number up to six. It becomes impractical when the hybridization number is
larger than six. The heuristic (called P IRN ) in [49] (and [34]) is based on the following idea:
make the current hybridization network N equal to one gene tree (say T1 ); for each additional
tree Ti , modify N by adding additional hybridization nodes to N if needed to make Ti displayed
in N . Usually this implies that we need to add as few hybridization nodes in N as possible in
order to reconstruct a more parsimonious network. Since it is unclear in which order Ti should
be “added” to N , P IRN tries all possible ordering of gene trees. So, P IRN works well when
K is small but becomes slow when K is larger. Here, we use a different approach for building
near parsimonious hybridization networks that is much faster than P IRN when K is larger.

6

2.2
2.2.1

Method
The high-level approach

Recall that P IRN [49] builds hybridization networks incrementally: at each step, the network
is modified to ensure a new gene tree is displayed in the network. Our new method P IRNS is
also an incremental approach. The difference from P IRN is that, instead of “adding” a gene
tree each time, P IRNS adds a taxon each time. That is, we start with the trivial networks
for subsets of two taxa; then we add other taxa gradually to the networks; In other words, we
start with all subproblem of length two (subsets of length two) and then extend it to bigger
subproblems the procedure stops when all taxa are in the network. We now present more details
of this approach.
We denote a subset of taxa as S. For one S, we maintain one or a small number of (say
c) hybridization networks. We denote one such network as N (S). N (S) has the taxa in S as
leaves. Usually there are many choices for N (S). We denote the subtree of an input gene tree
Ti for S as Ti (S). We first require that each Ti (S) is displayed in N (S) for each 1 ≤ i ≤ K.
Since our goal is finding parsimonious hybridization networks, N (S) should have as small
hybridization number as possible for the set of subtrees Ti (S). We define a subproblem for the
original problem. Finding the most parsimonious hybridization network for subset S of original
set of taxa S 0 . Input trees for this problem are subtrees of original tree containing S. Thus, the
derived network will display all the subtrees of subset S. For example, Figure 2.2(a) shows
the subtrees and a hybridization network for subset S = {2, 3, 4, 5} of the original set of taxa
Ŝ = {1, 2, 3, 4, 5}, where the gene trees are displayed in Figure 2.1. Obviously, N (Ŝ) displays
all gene trees Ti . This constructed N (Ŝ) is the result of our method.
Suppose we have constructed a hybridization network N (S) for a subset of taxa S. We
let s be a taxon not in S, and denote S 0 = S ∪ {s}. We can construct N (S 0 ) by modifying
N (S). HN (S 0 ) is equal to HN (S) plus the cost of adding the new taxon s to N (S) such that
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N (S 0 ) displays the subtrees Ti (S 0 ). This leads us to a dynamic programing approach of solving
each subproblem length l using the solution network of a subproblem length l − 1 such that
related subset of the bigger subproblem contains all the taxa of the related subset of the smaller
subproblem. We define the cost C(N (S), s) of adding a taxon s to a network N (S) as the
number of new hybridization edges that we have to add to N (S). Therefore, in order to reduce
HN (S 0 ) , we need to make C(N (S), s) as small as possible.
The high-level procedure of our method P IRNS is as follows. Here, for simplicity, suppose we only store a single best hybridization network N (S) for each subset S of taxa. It is
straightforward to modify this procedure to store c networks for each S.
Initialize N (S0 ) of all possible subsets S0 of taxa of size 2.
for 2 ≤ k ≤ n − 1 do
for all saved networks N (S) for subsets (say S) of size k do
for all taxa that are not present in S do
a. Add the taxon to the network and reconstruct a network N 0 (S 0 ) of subsets S 0
of size k + 1
b. Store N 0 (S 0 ) as N (S 0 ) for S 0 if HN 0 (S 0 ) < HN (S 0 ) .
end for
end for
end for
return N (Ŝ) as the network for the whole set of taxa Ŝ.

Note that when |S0 | = 2 (i.e. only two taxa), each Ti (S0 ) has the same cherry topology for
all 1 ≤ i ≤ K. Thus, N (S0 ) is just the cherry. The main step is how to grow a network by
adding a new taxa s. We will explain this procedure in Section 2.2.2. In Section 2.2.3, we will
provide some analysis for the algorithm.

2.2.2

Adding a taxon

The cost C(N (S), s) of adding a new taxon s is based on the number of new hybridization
edges that we must add to the network N (S) to make it display the subtrees Ti (S 0 ) (where
S 0 = S ∪ {s}). Recall that N (S) is the best network found for S. N (S) displays all the
8

subtrees Ti (S) of subset S. Thus, we only need to change the network N (S) such that the
changed network displays the subtrees of S 0 . The key is finding what parts of N (S) we need
to change such that each subtree Ti (S 0 ) is displayed in the changed network N (S), and fewest
new reticulation events are added to N (S). Our approach aims to find a minimal set of edges
E(s) of N (S), and then attach the new taxon s to each edge e ∈ E(s). Here, we attach s to e
by creating a new node v(e, s) that subdivides e into two parts and connecting s to v(e, s). We
refer to Figure 2.2(c) for an illustration. The network N (Ŝ) in Figure 2.2(c) is obtained from
N (S) in Figure 2.2(b) by attaching taxon 1 to edges (2, j) and (4, k).
To find the best edge set E(s), we examine input subtree Ti (S) and Ti (S 0 ) for each 1 ≤
i ≤ K. Let T be one of the input trees, and T (S) and T (S 0 ) be the subtrees derived from T
with taxa S and S 0 respectively. From property P1 in Section 2.1.1, we can derive a tree T 0 (S)
from network N (S) (but without doing the cleanup step). Note that there can be multiple valid
T 0 (S) for some T and S. In our current implementation, we choose the particular T 0 (S) that
is obtained during the construction of N (S). Comparing T 0 (S) to T (S 0 ), we can find proper
edges to attach the new taxon s such that T 0 (S 0 ) and T (S 0 ) become topologically equivalent
after cleanup. The process of finding candidate edges and subdividing some of them is the most
critical part of our method. We illustrate this procedure using the following example.
We refer to Figure 2.2 where S = {2, 3, 4, 5}, and Ŝ = {1, 2, 3, 4, 5}. One can see all
subtrees Ti (S) (ignoring the dotted edges) and Ti (Ŝ) (keeping the dotted edges) in Figure 2.2(a)
(on the left) and the network N (S) (on the right). Figure 2.2(b) shows how each Ti (S) is
displayed in N (S): the dotted edges are those to remove from N (S) to display each Ti (S).
Tree Ti (Ŝ) has an extra taxon (i.e. 1) not in Ti0 (S) and also one extra edge that connects the
taxon 1 to the rest of it. Now we need to find a position in network N (S) to which add the taxon
1. The proper position for the taxon 1 is where the taxon 1 has the same sibling in the changed
network as it has in tree Ti (Ŝ). For example, in Figure 2.2(a) in T2 (Ŝ) the taxon 1 has the taxon
4 as sibling, so the taxon 1 should have the taxon 4 as sibling when we change T20 (S) in Figure
2.2(b). Thus, it can be added somewhere between node 4 and node i in N (S) in Figure 2.2(b).
9

(a) A hybridization network subset S = {2, 3, 4, 5}

(b) Finding candidate edges for adding the taxon 1

(c) Solution for subset Ŝ = {1, 2, 3, 4, 5}

Figure 2.2: (a): Denote the subtrees T1 (S), T2 (S), and T3 (S) for subset S = {2, 3, 4, 5} from
original trees T1 (Ŝ), T2 (Ŝ), and T3 (Ŝ): Ti (S) is obtained by removing dotted edges from Ti (Ŝ).
The rightmost part shows a network N (S) for the subset S. (b): How subtrees T1 (S), T2 (S),
and T3 (S) are displayed in the network N (S) from the property P1 : each Ti0 (S) shows how
Ti (S) is displayed in the network without cleanup. We mark the edges of N (S) to which taxon
1 can be added. T10 (S) and T30 (S) share edge (2, j) (marked by a diamond and a square) and we
can use any of the edges (4, k), (2, k), or (k, i) (marked by triangles) for T20 (S) (here we choose
(4, k)). (c): Adding the taxon 1 by subdividing candidate edges (2, j) and (4, k) to build the
network N (Ŝ) for set Ŝ = {1, 2, 3, 4, 5}.

10

One should note that the taxon 1 can also be added to the edge {2, k} (the edge connecting the
two nodes 2 and k) even if it is not part of the tree derived from the network. This is because if
we subdivide the edge {2, k} and add the taxon 1 to it, the taxon 1 can still have the taxon 4 as
sibling, so the edge {2, k} is also a valid choice.
For each input subtree Ti (S), we identify the set of edges Ei (s) in N (S) that the new taxon
s can be added to, which we call the candidate edges. We say the subtree Ti (S) is covered if
at least one edge in Ei (s) is chosen to be subdivided. Clearly each Ti (S) needs to be covered.
Note that the more candidate edges we subdivide and attach to s, the higher the hybridization
number of the new network will be. This is because s will attach to each subdivided edge and
increases the hybridization number by one. Thus, we need to choose the minimum number of
candidate edges to attach to s such that Ti (S) is covered for 1 ≤ i ≤ K. Also note that one edge
in N (S) can appear in several Ei (s). To reduce the number of edges to subdivide, we want to
choose edges that appear in multiple Ei (s). This is precisely the classic hitting set problem. For
example, in Figure 2.2(b), the edge (2, j) is in both E1 (s) and E3 (s) where s = 1. Thus, we
pick the edge (2, j) to attach to the taxon 1. This edge (2, j) allows us to display both T1 (Ŝ)
and T3 (Ŝ) by subdividing only one edge. We then pick another edge in E2 (s) (say (4, k) as in
Figure 2.2(c)) to display T2 (Ŝ). This allows us to use only two new hybridization events when
adding the taxon 1. One can verify that some other choices of edges to subdivide will need three
new hybridization events to add the taxon 1. Thus, the choices made in Figure 2.2(c) reduce
the number of new reticulation events. This part of our algorithm is somewhat similar to the
“Minimum Attachment Problem” mentioned in chapter 8 of [23], which is for clusters.

2.2.3

Analysis of the bottom-up approach

Different orders of adding taxa will make different networks with different hybridization numbers. Our method considers all subsets S of n taxa with at least two taxa. For each S, we
construct a network for S. There are O(2n ) subsets of n taxa. When n increases (to say 30),
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our method becomes very slow since the number of subsets becomes very large. On the other
hand, our method scales much better with respect to K, the number of gene trees. K has no
effect on the number of subsets. K affects the time for inserting a new taxon s to a network
N (S) for a subset S. There are two aspects: (i) time to find candidate edges in N (S) for each
subtree Ti (S), and (ii) time to select which candidate edges to connect s such that all subtrees
are covered. The time for finding candidate edges for one subtree is linear to the number of
edges of the network N (S). In theory, N (S) may have many hybridization edges. But in practice, N (S) is usually a simple network and it is not very far from being a tree, so it is often
reasonable to assume that the number of edges in N (S) is O(n). Thus, the time of part (i) is
O(nK). The problem for selecting which edges to subdivide is equivalent to solving the hitting set problem, which is well known to be NP complete. Our current implementation takes a
simple enumeration-based approach to find the smallest set of edges to subdivide. That is, we
enumerate all subsets of candidate edges of increasing cardinality to find the candidate edges
that cover all subtrees. This is because it is critical to obtain optimal solutions here in order to
construct near parsimonious networks. Since there are O(n) candidate edges for each of the
K subtrees, our simple enumeration may need to enumerate O(nK ) subsets of these candidate
edges. This is because we need to choose one candidate edge for each subtree. This seems to
suggest that our method will also become slow when K increases. In practice, however, our
implementation appears to scale well with K. There are several reasons. First, usually there are
only a small number of candidate edges for each subtree. We also remove redundant candidate
edges that cover the exact same subtrees. That is, if there are two candidate edges x and y that
are candidates for the same subtree(s), so we can remove one (say y) from consideration. At
last, usually the number of edges to choose is rather small and so we don’t need to enumerate
subsets of large size. In fact, if we need to choose a large number of candidate edges to subdivide, this usually indicates that the network will not be near parsimonious and should not be
constructed at all. Therefore, in practice, we may assume that the number of candidate edges to
choose is bounded by a constant R. Then the time for finding no more than R candidate edges
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is O(KnR ). Under this assumption, the running time of P IRNS is polynomial in K.
We note that when n increases, it will be slow to enumerate all subsets of n taxa. There
are various heuristics for speedup. We may drop some subsets that do not have good networks
when compared to other subsets with the same size. Our implementation uses another way to
drop some subsets. We use parameter a to determine what subsets to drop. As described in our
high level algorithm, we iterate through all possible subsets with size 2 to n − 1. Among all
subsets of size k, if the best solution has the hybridization number r, we remove all networks
with hybridization number greater than r + a for speedup because these networks may not lead
to a good final network. Also, there might be more than one parsimonious network for each
subset which will make the program even slower. Here we use parameter c to limit the number
of parsimonious network to save for each subset. Note that, however, these speedup heuristics
may lead to less parsimonious networks. So there is a trade-off between speed and accuracy.

2.3

Results

We have implemented our method P IRNS (where “S” stands for subset) for building nearparsimonious networks. P IRNS is available for download from: http://www.engr.
uconn.edu/˜ywu/. P IRNS is written in Java. By default, we set the parameters a and
c to be both three. These default parameters are used in our simulation to evaluate P IRNS on
simulation and biological data.

2.3.1

Simulation Data

We use the same simulation method in [49]. This simulation is a two step approach. First, we
simulate a hybridization network, and then generate a fixed number of trees displayed in the
network. For a number of taxa n, the simulation starts with isolated lineages and simulates
reticulation backwards in time. At each step, there are two possible events: (a) lineage merging,
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which occurs at rate 1; (b) lineage splitting, which occurs at rate r. It chooses the next event
according to relative probabilities of all feasible events. Lineage merging generates speciation
events, while lineage splitting generates reticulation events. The parameter r dictates the level of
reticulation in the simulated network: larger r will lead to more reticulation events in simulation
[49]. We refer to [49] for more details.
To test the performance of P IRNS , we compare P IRNS with program P IRN [49]. We
test our program on datasets with various settings of parameters K (numbers of trees), n (number of taxa), and r (level of reticulation). For each setting we simulate 100 datasets. We can not
completely compare with the exact method in [52] because the exact method is slow for many
datasets that we test here. We were only able to compare with the exact method of P IRN for
n = 5, r = 3.0 for 100 datasets with two different values of K which P IRNS found an optimal
network for 96% of datasets with K = 5 and 81% of datasets with K = 10. There is a new
unpublished exact method called Hybroscale [2], which scales better than the exact method of
P IRN . This program did not finish for some cases after weeks for settings of n = 10, r = 3.0,
and K >= 4. P IRNS was able to find optimal networks for 100% of datasets For settings
n = 10, r = 1.0, and K = 3–5, and for 99% of datasets for setting n = 10, r = 3.0, and
K = 3. Further comparisons in this chapter are made with the heuristic method of P IRN .
Also recall that the method in [34] is faster but does not build more parsimonious networks than
P IRN [34].
We first compare the parsimony of the constructed networks from the two approaches. By
parsimony, we refer to the hybridization number of a constructed network and the one with the
smaller hybridization number is more parsimonious and better. For each program, we report the
percentage of networks with smaller hybridization number than that of the other one among 100
datasets for each setting. As shown in Figure 2.3, P IRNS outperforms P IRN in most tests.
In a few settings (for example, n = 15, r = 5.0) when K increases, P IRN produces better
networks. However, P IRN cannot scale to larger numbers of trees, and becomes very slow.
Also, when the data becomes more complicated (i.e. reticulation level r increases), P IRNS
14

Figure 2.3: Comparing parsimony of the networks for various n, K and r. The vertical axis
shows the percentage of datasets for which a method has a better network (more parsimonious)
when compared to the other method. Horizontal axis is the reticulation level r. The dotted line
shows the percentage of data that both methods have the same hybridization number.
performs better. Simulations show that when the number of taxa n increases, the hybridization
number gap between P IRNS and P IRN becomes larger and P IRNS usually outperforms
P IRN .
We also compare the running time of the two approaches. Increasing the numbers of trees
has a significant effect on P IRN ’s running time as expected, but does not have significant effect
on the running time of P IRNS . P IRN becomes impractical when the number of trees reaches
8 or more, while P IRNS can scale to larger numbers of trees. Figure 2.4 shows the average
running time for various numbers of trees K. In this simulation, we fixed n = 10 and r = 1.0.
P IRN has many unfinished simulations for cases K ≥ 8. So we do not report its running time
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Figure 2.4: Average running time of P IRNS and P IRN over 100 datasets with fixed n and r
by increasing K. X axis: number of trees K. Y axis: time (in seconds). P IRN is unable to
finish for K ≥ 8.
for these cases. Overall, our method P IRNS is much faster than P IRN .
Topological accuracy. While parsimony has been the main evaluation criterion for evaluating
hybridization networks in the literature, evaluating the topological accuracy of inferred networks is also desirable. There are several known metrics for comparing hybridization networks
from restricted classes [7, 33]. We measure the topological accuracy of the inferred networks by
P IRNS using the metric distance defined in [7] called generalized Robinson-Foulds distance.
Generally it defines a cluster set for each node in the network which contains its descendants
leaves, then the total distance is the difference between the number of clusters that each network covers. We measure this distance between our output network and the original simulated
network that we obtained our input trees from. Table 2.1 shows this distance for different values
of r and K for both methods. P IRNS works better in terms of clusters for most of the settings
especially when the reticulation level is higher.
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Table 2.1: The topological accuracy of the networks for n = 10, and different values of r and K.
We report the average distance and the percentage of more accurate networks for each method
over 100 datasets.
r = 1.0

n = 10
K=3
K=4
K=5

2.3.2

Avg Distance
% of better solutions
Avg Distance
% of better solutions
Avg Distance
% of better solutions

r = 3.0

r = 5.0

P IRN

P IRNS

P IRN

P IRNS

P IRN

P IRNS

14.72
11
15.65
15
16.91
12

14.24
30
15.37
27
16.01
46

23.04
23
23.25
32
23.02
45

22.57
48
23.01
40
23.39
31

20.32
17
21.29
9
21.98
14

16.37
72
15.05
88
15.22
82

Biological Data

To evaluate our program for real biological data, we use the Poaceae dataset which is originally
from the Grass Phylogeny Working Group [16]. The dataset contains sequences for six loci:
internal transcribed spacer of ribosomal DNA (ITS); NADH dehydrogenase, subunit F (ndhF);
phytochrome B (phyB); ribulose 1,5-biphosphate carboxylase/oxygenase, large subunit (rbcL);
00

RNA polymerase II, subunit β (rpoC2); and granule bound starch synthase I (waxy). Pairwise
comparison of gene trees for these loci were performed in [5, 55]. In [49], a hybridization
network with hybridization number of 13 was found for five gene trees (see the Appendix of
[49] for these trees). In [34] they found a network with hybridization number of 14.
As shown in Table 2.2, P IRNS and P IRN find networks with the same hybridization
number (and also optimal based on lower bounds given in [49]) for two datasets with three gene
trees. For the five tree case, however, P IRNS finds a network with hybridization number of 12
for five trees (one less than the one found by P IRN ), and also runs much faster than P IRN
on these five gene trees. Figure 2.5 shows the found network for these five trees. We note
that a lower bound of 11 is given for these five trees in [49]. Thus, although we obtain a more
parsimonious network here, it is still unknown whether this is the most parsimonious network
for this data.

17

Table 2.2: Results for biological data. Hybridization number and running time for the grass data
from P IRNS and P IRN . n: number of taxa. HN : the hybridization number of the network.

Trees

n

rpoC2, waxy, ITS
ndhF, phyB, rbcL
ndhF, phyB, rbcL, rpoC2, ITS

10
21
14

P IRN
(HN )
7
8
13

P IRNS P IRN P IRNS
(HN )
(Time) (Time)
7
1s
4s
8
1s
99s
12
26m,38s 117s

Figure 2.5: A hybridization network for the five trees of a grass dataset found by program
P IRNS . Filled circles represent hybridization nodes.
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We also used another biological dataset in [4] which is for plant species of the Mimulus
genus. It contains sequences for three loci: chloroplast trnL/F intron; nuclear rDNA internal
transcribed spacer (ITS); and nuclear rDNA external transcribed spacer (ETS). Both P IRN and
P IRNS found 9 hybridizations for this dataset. There is one biologically meaningful hybrid
in this dataset named Mimulus evanescens. This is a hybrid between Mimulus latidens and
Mimulus breviflorus, which was among those that P IRNS found, but P IRN found this hybrid
between Mimulus latidens and another hybrid node (Figure 2.6).

Figure 2.6: Hybrid Mimulus evanescens in Mimulus genus dataset found by P IRNS (left)
and P IRN (right). It is the only meaningful hybrid which is between Mimulus latidens and
Mimulus breviflours as found in P IRNS .

2.4

Conclusions and Discussions

In this chapter, we developed a new method for constructing parsimonious hybridization networks from multiple gene trees. Constructing parsimonious hybridization networks from multiple gene trees is computationally challenging. As a heuristic, our method takes the natural
incremental approach for building networks as in previous approaches [49, 34]. The key contribution of our work is showing that building networks by incrementally adding taxa performs
well. In particular, our method scales better in the number of gene trees than existing methods.
It also provides more parsimonious networks than previous methods in most of our experiments
especially for real biological data. It also provides topologically more accurate networks than
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an existing method.
We note that much more research is still needed on the general subject of hybridization
network reconstruction. While the parsimonious hybridization network formulation captures
some key aspects of reticulate evolution, extensions and revisions may be needed to address the
complexity when applying this formulation to real biological data. For example, we assume
the (binary) gene trees are given in this chapter, while in practice there is usually uncertainty
in the gene trees. Future research will be focused on developing methods for biologically more
realistic models and also on finding more applications to real biological data.
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Chapter 3
REN T +: An Improved Method for
Inferring Local Genealogical Trees from
Haplotypes with Recombination
3.1

Introduction

Large-scale population genetic studies such as the 1000 Genomes Project [1] have produced
large amount of population genetic data for many populations. These population genetic data
provide states (i.e. alleles) at multiple linked genetic variation sites such as single nucleotide
polymorphisms (SNPs). Alleles for multiple linked SNPs from a single chromosome can be
represented by a haplotype. The alleles on a haplotype are correlated and offer hints on evolutionary history of genes. Thus, haplotype is the main data type for the new method we develop
in this chapter. We refer to section 3.2.1 for more details about haplotypes.
Now we consider a set of haplotypes at the same genomic region (locus) collected from
multiple individuals of one or multiple related populations. These haplotypes share a common
but usually unknown genealogical history (called gene genealogy or just genealogy). Gene
genealogy of haplotypes, if known, can be very useful for the study of population evolution,
21

such as natural selection and population demography. However, inference of genealogy from
haplotypes is a challenging computational problem. This is to a great extent due to meiotic
recombination (or just recombination). With recombination, there is still a genealogical tree at
a single genomic position but the genealogical trees at different genomic positions (e.g. SNP
sites) may be different. So with recombination, we need to infer a genealogical tree at each
SNP site and these genealogical trees may be different. Thus, inference of genealogy with
recombination is much more difficult than the no-recombination case.
Despite the challenges in the genealogical inference with recombination, there exists a number of computational approaches for genealogy inference with recombination since recombination is an important subject in population genetics. Many genealogy inference approaches are
based on parsimony ([18, 39, 48, 28, 27]). Most existing parsimony-based approaches (see
e.g. [19]) aim to minimize a quantity (usually the total number of recombination events in
the genealogy). One potential issue with parsimony-based approaches is that the underlying
genealogy may contain more recombinations than that in the most parsimonious genealogy.
This can happen in “recombination hotspots” in the genome where there are significantly more
recombinations than other regions (see, e.g. [32]). There are also probabilistic approaches,
such as ARGweaver [36]. Probabilistic approaches are usually based on some population genetic models and can be more accurate than parsimony approaches [36]. However, a major
drawback of probabilistic approaches such as ARGweaver is that they are usually much slower
than parsimony-based approaches and there are also issues such as convergence and parameter
settings. In [50], we proposed an approach called RENT for genealogy inference. Instead of
minimizing the total number of recombinations, RENT infers the likely genealogical history
from population haplotypes in a heuristic way. The objective of RENT is inferring accurate genealogies rather than minimizing the number of recombinations. It is shown in [50] that RENT
performs reasonably well (but sometime less well) when compared with another genealogy inference heuristic called MARGARITA[28]. When compared with the more recently developed
ARGweaver approach, however, both RENT and MARGARITA appear to perform less well in
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terms of topological accuracy of inference.
In this chapter, we present a new method, called RENT+, for genealogy inference with
recombination. RENT+ improves upon RENT in several aspects. First and the most important,
RENT+ significantly improves the inference accuracy. The key is that RENT+ utilizes more
information (e.g. the so-called singletons, where there is only a single minor allele among all
haplotypes at a SNP site) contained in the data than RENT does. Different from the original
RENT, RENT+ constructs guide trees from haplotypes and uses the guide trees to infer local
genealogies. Through simulation, we show that RENT+ consistently outperforms the original
RENT and MARGARITA, and is more accurate than ARGweaver on many simulated datasets
in terms of topological accuracy of the inferred genealogy. Second, RENT+ implements new
features (e.g. estimating branch lengths and local tree heights) for genealogy inference which
are not in the original RENT. Finally, RENT+ is implemented in a new software tool that is
efficient and can be applied to the whole genome data. Simulations show that RENT+ is much
faster than ARGweaver [36]. To demonstrate the usefulness of RENT+, we apply RENT+ in
the inference of population divergence history (called the population tree) with haplotypes from
multiple populations. Haplotype-based population tree inference is developed in [53]. However,
the approach in [53] only allows haplotypes with no or very few recombinations. By applying
RENT+, we can now infer the population tree using the whole genome data.

3.2
3.2.1

Background
Recombination and local genealogical trees

Recombination takes two equal-length homologous haplotypes and produces an offspring haplotype of the same length by taking a prefix from one sequence and then merging with a suffix
from another sequence. With recombination, there is no single genealogical tree that can represent the genealogical history of a set of recombining haplotypes. This is because genealogy
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may follow different ancestry at different genomic positions (sites). Instead, we need to use a
directed acyclic graph called “Ancestral Recombination Graph (ARG)” [17], (also in [21]), or a
“Phylogenetic Network” [18, 19]. A formal definition of an ARG (i.e. genealogical network) is
given in [18, 19]. Let N be an ARG. The following observation of ARG is important to many
methods (e.g. [20, 39, 28, 48, 50]): the full evolutionary history of the haplotypes M of site
x is completely represented by a subtree Tx of N . The tree Tx is called a local genealogical
tree (or just a local tree) at position x of the ARG N . One may view an ARG as essentially a
collection of local genealogical trees, one for each SNP position. A useful property (see e.g.
[19]) on local trees is: if there is no recombination in N with a breakpoint between sites x and
y, then the local trees Tx and Ty are the same. However, if there is recombination between x
and y, then Tx and Ty may be topologically different.
A variation at a single nucleotide site of the genome in a given population is called a single
nucleotide polymorphism (SNP). If a site has only two out of four possible nucleotides in individuals of the population, it is called a biallelic SNP. We assume biallelic SNPs throughout this
document. Therefore, we use 0/1 to represent a nucleotide at a SNP site. A binary vector of
SNPs of length m is called a haplotype (or SNP sequence). A mutation at a haplotype derives
a new haplotype with a different nucleotide at the mutated site. n haplotypes at m SNP sites
from a population form an n × m binary matrix M . Throughout this chapter, we assume the
infinite site model in population genetics [24], which implies that there is at most one mutation
at any SNP site in the haplotypes. Each SNP in M induces a split, which is a bi-partition of
rows (leaves in the genealogy) in M . We use one side of the bi-partition to represent a split.
For example, suppose at a SNP site, the haplotype rows from 1 to 3 have allele 0, and the rest
of rows have allele 1. Then this SNP leads to a split {1, 2, 3}, which means that rows 1, 2 and 3
are on the same side of the split while all other rows are on the other side. We call a split trivial
if there is a single row on one side of the split. That is, if there is a single 0 or 1 at a SNP site,
the split at this SNP is trivial. A SNP site is a singleton if its induced split is trivial. Given a
haplotype matrix M , two sites (columns) p and q in M are said to be incompatible if and only
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if there are four rows in M where columns p and q contain all four ordered pairs (0,1), (1,0),
(1,1) and (0,0). Otherwise, we say p and q are compatible. The test for the existence of all four
pairs is called the “four-gamete test” in population genetics. We can extend the incompatibility
(and compatibility) definition to splits and trees. Two splits are incompatible if the two columns
implied by the two splits are incompatible. A branch of a tree induces a split, where the leaves
below the branch are on one side of the split and the rest is on the other side. Thus, a tree implies
multiple splits, one for each branch. A split s is incompatible with a tree T if s is incompatible
with one of the splits in T . Two trees T and T 0 are said to be incompatible if at least one of the
splits in T is incompatible with T 0 . We say a SNP site p is compatible with a local tree if the
split induced by p is compatible with the local tree. Note that a local genealogical tree at p must
be compatible with the split implied by p. See, for example, [19] for more details.

3.2.2

The RENT Method

The RENT approach [50] is a heuristic for the following problem:
Local tree inference from haplotypes with recombination: given a set of haplotypes M , infer
the local genealogical trees, one tree for each SNP site, that properly explain M .
The main idea of RENT is to jointly refine a set of local trees at the SNP sites by several
justifiable rules. Here, we say a tree is refined when the tree is modified so that some new splits
are present in the tree after the modification while all original splits are still present. Refinement
occurs at internal non-binary nodes of a tree that have more than two children. Recall that we
assume that there is one single mutation at each SNP site. So there is one known split at each
site and the local tree for that site should contain this split. RENT starts with simple local trees
that contains the single split at each site. It then refines these local trees following a set of rules.
Each refinement step may potentially add a false positive split, and such error may increase the
chance of further errors. Most reliable refinements of RENT are inferred from two important
rules: Fully Compatible Region and Split Propagation. Since these two rules are important to
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our new method, we explain them here again.
Fully Compatible Region Rule. A region of consecutive SNP sites is fully compatible if all pairs
of SNP sites inside that region are compatible. For each site s the maximal fully compatible
region centering at s is called Rc (s). The fully compatible rule applies to the local tree T at site s
such that for each site s0 ∈ Rc (s), the split from site s0 is used to refine T . An illustration is given
in Figure 3.1, where sites 1, 2, and 3 are in a compatible region. So the tree T2 derives splits
{1, 2} and {4, 5, 6} (circled in the figure) from neighboring trees T1 and T3 respectively. Trees
T1 and T3 derive splits {4, 5, 6} and {1, 2} from each other. Tree T 0 is the refined tree which
replaces all three local trees T1 , T2 , and T3 . Since neighboring trees are often highly correlated
and sometimes identical, this rule usually leads to very accurate refined trees. However, when
recombination occurs, this rule often can only be applied to short genomic intervals.
Split Propagation Rule. This rule generalizes the fully compatible region rule such that each
split is propagated to (i.e. used to refine) the neighboring trees and continues until it reaches
an incompatible tree. This rule applies to all given and inferred splits of each local tree until
there is no more refinement. This rule may potentially identify shared subtrees in two otherwise
incompatible nearby local trees. We refer to Figure 3.2 for an illustration. Here, sites 2 and 3 are
incompatible and so the fully compatible region rule does not apply. But, split {5, 6} from local

Figure 3.1: An illustration of fully compatible rule. Leaf labels: rows in M . T1 , T2 , and T3 are
local trees at three nearby SNP sites. The binary vector below each Ti : the SNP alleles at the
corresponding ordered sites (one allele for each row). T 0 : the refined common local trees for all
three sites.
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Figure 3.2: The propagation rule example. T30 : the refined tree at the third site. The split {5,6}
of T1 is propagated to T3 .
tree T1 is a split compatible with both trees T2 and T3 . The split propagation rule allows this
split to be propagated and be derived by all neighboring trees (here T2 and T3 ) until it reaches
an incompatible tree. As shown in Figure 3.2, T3 is refined by this rule.
More details about these rules and their implementations in RENT+ are given in section
3.3.5.

3.3
3.3.1

Method
The high-level idea

The key idea of RENT+ is extracting more information from data for genealogy inference than
RENT does. There are several major improvements made by RENT+. We use singleton SNPs
to illustrate one key idea. In both simulated and real population haplotype data, a large portion
of SNPs are singletons. That is, there is only a single minor allele among all haplotypes at a
SNP site. The original RENT essentially ignores all singleton SNPs because splits implied by
singleton SNPs are compatible with any genealogical trees and so do not seem to add topological information to genealogy inference. However, ignoring all singleton SNP sites means that
the original RENT (and most parsimony-based methods) essentially discards a significant por-

27

tion of data. A key observation made by RENT+ is that although singleton sites do not directly
lead to new non-trivial splits, they provide important hints to the underlying genealogy on the
timing of genealogical events. To fix ideas, consider three haplotypes H1 , H2 and H3 within
a short region, where there are five singleton SNPs (with 1 being the minor allele). Further
suppose the haplotypes are: H1 = 11111, H2 = H3 = 00000. That is, H1 contains all five
minor alleles. The original RENT would not be able to determine which two haplotypes are
closer to each other because all the SNPs are singletons. RENT+, on the other hand, can extract
more topological information from haplotypes. For example, for the three haplotypes above,
RENT+ infers that H2 and H3 are more similar and thus creates a new split separating H2 and
H3 from H1 . To summarize, RENT+ aims to using more information contained in the data for
genealogy inference. This allows RENT+ to infer more accurate genealogical topologies than
RENT. RENT+ first infers the genealogical tree topologies at the SNP sites. Then the branch
lengths are estimated for these trees.

3.3.2

The general procedure of RENT+

RENT+ has the same high-level procedure as the original RENT. It starts with the split implied
by the haplotypes at each SNP site, and then refines the local trees at given sites. Different from
RENT, RENT+ starts with calculating a distance between each pair of sequences at each site.
Then it constructs a guide tree using these distances for each site and uses information in the
guide trees to improve the rules of RENT. RENT+ also introduces new rules.

3.3.3

Calculating distances between pairs of haplotypes

We estimate the distance between each pair of haplotypes x and y for each site. The distance is
computed within a specific region for each SNP site. We use the simple normalized Hamming
distance as the distance between x and y for that region. That is, the distance is equal to the
number of SNP sites where x and y have different alleles divided by the length of the region.
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It is important to determine the region for each site for each pair of haplotypes. Based on the
given SNPs, we define a region such that it is unlikely for recombination to occur between x and
y within that region. We ignore the singleton sites for defining the regions, but we count them
in the distance calculation. More precisely, at a SNP site p, the region for two haplotypes x and
y is the largest window [wl , wr ] of sites such that for each site q ∈ [wl , wr ], one the following
holds: (i) x[q] = y[q], (ii) site q is a singleton, (iii) q = wl or (iv) q = wr .
For example in Figure 3.3(a), for the site 6, the region for sequences 3 and 4 is defined from
the site 1 to 11 because haplotypes 3 and 4 have different alleles at non-trivial sites 1 and 11.
Singleton SNPs in sites 2, 7, 9 and 10 are ignored for definition of the region. The Hamming
distance between sequences 3 and 4 within this region is 6. So the distance between sequences
3 and 4 at site 6 is 6/(102 − 1 + 1) u 0.058.
If the region for two sequences for site a is too short, we extend the region to a window
of w sites from both sides of a. This is because calculation of the distance in a short region
may not be accurate enough. For example in Figure 3.3(a), for the site 6 the original region for
sequences 1 and 2 is [4, 8]. If we assume w = 3, this region should be extended to [3, 9]. So the
distance between sequences 1 and 2 is 3/(95 − 25 + 1) u 0.042. Our experiments show that
w = 5 usually performs well in practice.

3.3.4

Construction of guide trees

We now construct a guide tree based on the computed pairwise distances between haplotypes at
each SNP site. The guide tree is constructed with a modified version of the well-known UPGMA
algorithm. There is another method [?] that uses the distances from the PSMC approach in [25].
Our experiments show that our computed distances perform better in the guide trees. Note that
in principle other distance-based tree inference methods can also be used. Empirical results
suggest that the UPGMA algorithm appears to work well (even better than Neighbor Joining
method) with the computed distances. We modify the UPGMA tree algorithm as follows. As
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(a)

(b)

(c)

Figure 3.3: (a): A set of five SNP sequences for 13 sites with genomic positions. (b): The
distance matrix for the site 6. Red braces show the regions of calculating the distance between
pairs 1 − 2 and 3 − 4. (c): the guide tree for site 6.

in the original UPGMA algorithm, we find two clusters of leaves that are close in the average
distance to be siblings. We impose an additional constraint: the guide tree remains compatible
with input data and original non-trivial splits for each site. For instance in Figure 3.3(b), the
smallest distance among all pairs of sequences is between sequences [2, 5] (0.028), then between
sequences [1, 2], [1, 3], and [1, 4] (0.042). But, none of them are compatible with the site 6,
except for [1, 2]. So the rest will be ignored and 1 and 2 will be chosen as siblings.
Moreover, instead of choosing the minimum distance between nodes in each step, we keep
a set of other distances that are close to the minimum distance (up to 20% more) and choose
the pair that is more compatible with neighboring SNP data. Between pairs that are compatible
with all neighboring sites, we choose the one with the smallest distance. For example in Figure
3.3(b), the distance between sequences [4, 5] (also [3, 5]) is slightly less than that of between
sequences [3, 4], but unlike split {4, 5}, split {3, 4} is compatible with neighboring sites 3 and
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8, so nodes 3 and 4 will be chosen as siblings first. This is shown in the guide tree at the site 6
in Figure 3.3(c).

3.3.5

Local Tree Refinement

Initial tree and rooting
Similar to RENT, we start with a simple local tree for each site including a single split implied
by this SNP site. We have two choices for rooting the tree at this point. That is to determine
which one of the two alleles to be the mutant allele at this site. After rooting is determined,
we add an internal node to the tree with mutant alleles as its children, and the rest of alleles
become children of the root. This is an important choice because it will affect the accuracy
of the inferred tree and its neighboring local trees. since this clade (split) may be shared with
them.
RENT uses the majority allele rooting approach for rooting the local tree. That is, for each
site the major allele (i.e. the allele with higher frequency) will be considered to be the ancestral
allele (which is to be used as the root). Experiments show that this method of rooting works
reasonably, but it does lead to wrong rooting in some cases, especially when the frequencies of
two alleles (0 or 1) are close. Different from RENT, RENT+ uses the guide tree to determine
the root for the tree. RENT+ first finds the lowest common ancestor (LCA) of the rows from
each partition of the original SNP site in the guide tree. It then chooses the partition that its
LCA’s height is less than that of the other one and this partition is a subtree under the root. In
other words, the partition with smaller height is likely to be the true subtree below the root. For
example, in Figure 3.4, in the site a the majority rule implies that {3, 4} is the mutant allele,
but the true tree for this site (Ta ) indicates that {1, 2, 5} is the mutant allele which also agrees
with the guide tree Ua . So the valid choice should be {1, 2, 5}. Our experiments show that this
rooting is much closer to the actual root, because it has more information about the time of
coalescence between haplotypes.
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RENT+ then applies several refinement rules to update local trees in the following order.

Enhanced Fully Compatible Region Rule
The original Fully Compatible Region Rule in RENT adds all splits within a maximal fully
compatible region to all the trees within this region. Some of these splits may be false positives.
Different from RENT, RENT+ uses the guide tree information to avoid false positive splits. We
note that changes in the order of adding splits to each local tree can lead to different results. For

Figure 3.4: Application of local tree refinement rules. Top row shows the haplotypes for the site
a to j generated from true trees in row 2. Row 3 shows the tuide trees inferred from haplotypes.
Row 4 shows initial local trees inferred from haplotypes. At some sites (e.g., b,c), haplotypes
contain singletons, so the initial tree is a tree without any non-trivial split (e.g., Lb , Lc ). Row 5
shows refined local trees after applying Enhanced Fully Compatible Region and Enhanced Split
Propagation rules. Row 6 shows final refined local trees after applying all refinement rules of
RENT+.
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each site, RENT+ first adds splits that also appear in the guide tree of that site before adding
other splits. Our experiments show that this change alone removes many false positive splits
and generates more accurate local trees. For example, in Figure 3.4 the fully compatible region
for the site e is shown with red braces in top section, and this region only includes split {1, 2}
from the site d. But it does not agree with the guide tree for the site e (Ue ), and will also be a
wrong inference according to the related true tree Te . The new enhanced rule will not allow this
inference at the first step of this rule. On the other hand, the site f will derive the split {2, 3}
from local tree in the site g (Lg ) because it agrees with Uf . Note that the maximal compatible
region rule for the site f is different from site e (blue braces). In the second step of this new
rule, the original fully compatible region will apply, and the site e will derive all the splits from
neighboring trees even if they do not agree with Ue . Since the refined local tree in the site f is
now closer to the site e, and it has derived split {2, 3}, it will also be derived by Le which is the
correct inference according to Te .
Enhanced Split Propagation Rule
One deficiency of the original split propagation rule is that it does not consider the possible occurrence of recombination when propagating a split to a neighboring tree. In some cases a split
may be compatible with a neighboring tree, but the overall topology of a local tree may have
been changed because of recombination. Our experiments show that this may add false splits
to a neighboring tree which may cause further false inferences in later stages. For example, in
Figure 3.4, in the original RENT, the split {1, 2, 5} will be propagated to neighboring sites from
site a + 1 to e − 1 since it is compatible with all local trees in between. But this is a false split
because starting from the site c the true trees (also the guide trees) do not agree with this split.
To prevent this, we enhance this rule with adding three more levels of propagations before the
main process.
First level Since the original split propagation rule starts from the left most sites, it may have
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biased results in favor of splits on the left. To prevent this, we consider all regions between
two sites with two incompatible splits, which have no incompatible local trees in between. For
example in Figure 3.4, sites a and h with incompatible splits {1, 2, 5} and {4, 5}. All local trees
inside this region should derive one of these two incompatible splits. Here we use the guide
trees to decide which site should derive which split. In this example, sites from a to b will
derive {1, 2, 5} but sites between c and h will derive split {4, 5} which are correct according to
true trees.
Second level We apply the same process of propagation with checking with guide trees, but
without limiting regions. That is, all the splits will be propagated as long as they are in agreement with guide trees, and are compatible with the local trees.
Third level At some sites guide trees do not agree with any of the neighboring splits, and so the
first two steps will not add any splits to those sites. In Figure 3.4, the site i is an example since
Ui is not compatible with either the split {4, 5} from the site h or the split {3, 4} from the site
j. Guide trees contain the estimated distances between two nodes which provide some hints on
the height of the local tree. If a recombination happens between two neighboring sites which
contain a part of a specific split, it may change the height of that split in the guide tree. During
the propagation of a split to a neighboring site, if we observe a big change in the height of the
related split in the guide tree at this site (i.e. an increase or decrease for more than 50% of the
current height), we will stop the propagation. In the example above, the split {4, 5} will stop
propagating at site i because there is a big change in height of split containing {4, 5} in Ui . On
the other hand, the split {3, 4} will not stop propagating in the site i because the change in the
height is not significant. So the split {3, 4} will correctly be added to Li .
Final level We now apply the original Split Propagation Rule to refine local trees more. For
each site s in Figure 3.4, L0s is the refined local tree after applying Enhanced Fully Compatible
Region and Enhanced Split Propagation rules.
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Adding guide tree splits
Our experiments show that guide trees contain many true splits that previous rules fail to infer.
The reason is that some splits never appear in haplotypes but they exist in true trees. Here we
refine the remaining non-binary nodes of local trees by using the distance matrices for each site
such that closer leaves will define a new split. We continue with this rule till there are no more
non-binary nodes hence no more refinement for local trees. In Figure 3.4, for each site s, L̄s
is the final inferred local tree. This rule is another important addition in our approach which is
also the simplest one. It makes the local trees more refined and improves the accuracy of local
trees. For example in Figure 3.4, Ti has split {2, 3, 4} which does not exist in SNP data, but it
exists in Ui . After applying this rule, as in L̄i , this split will be added to L0i .

3.3.6

Inferring branch lengths and tree heights

After inferring local tree topologies, we use the guide tree branch lengths to infer the branch
lengths and the height of the trees (i.e. the time to the most recent common ancestors or TMRCAs) for local trees. The branch lengths and TMRCA are in the standard coalescent units.
We convert the pairwise haplotype distance (and thus also the branch lengths of the guide trees)
to coalescent time as follows. We first estimate the per-nucleotide mutation parameter θ0 (i.e.
θ0 = 4N µ where N is the diploid effective population size and µ is the mutation rate per generation per nucleotide) using the Watterson estimator [46]. Then the calculated pairwise distance
between two haplotypes is

d
L

=

θ0
t,
2

where d is the Hamming distance for a region of L nu-

cleotides and t is the distance between the two haplotypes in the standard coalescent unit. This
allows us to convert the pairwise distance to coalescent time. Note that TMRCAs at different
sites may be different. We first find the consecutive local trees where the trees have the same
topology. These trees are assumed to have the same heights, and we say these trees form a
region. Their branch lengths are jointly estimated from the distance matrices within the region.
For each subtree containing taxa set S in a local tree, the height of this subtree is estimated to be
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the average of all related LCA(S) (lowest common ancestor) in all guide trees within the same
region. The same calculation applies for inferring TMRCA for each local tree. In this case, S
contains all the taxa in the local tree.

3.4

Results

We now provide empirical results of using RENT+ for local tree topology and TMRCA inference, and one related application.

3.4.1

Performance of local tree topology inference

We use the program MS [22] to generate simulated data. For comparison, we let MS to output
true local trees. These parameters may affect the inference accuracy: sequence length l, the
number of sequences n, the scaled mutation parameter t, and the scaled recombination parameter r. Note that t and r values for MS program are relative to the region length. In the following,
we fix the effective population size N = 10, 000 and mutation rate of µ = 1.8 × 10−8 mutations
per site per generation. So, t = 4N µl = 7.2 × 10−4 l. Recombination parameter r is then determined by t/r (the ratio of t and r). Therefore, in the following, we give the values of n, l and
t/r for each simulation. In each simulation we run each program with 50 randomly generated
datasets by MS and report the accuracy as the average over all 50 datasets. To compare the
inferred trees with true trees, we define the topological accuracy as the ratio of the number of
correctly inferred non-trivial splits to the number of total non-trivial splits in the true tree.

Comparing four methods
We let l = {100K, 1M }, n = {15, 30, 100}, and mutation versus recombination ratio t/r =
{5, 2, 1, 0.5, 0.2} to generate simulated haplotypes. We compare RENT+ with programs RENT
[50], MARGARITA [28], and ARGweaver [36]. We run ARGweaver in its default settings which

36

runs for 1,000 sampling iterations and then we use the script provided by ARGweaver to output
a set of consensus local trees for different regions of the haplotypes.
Figure 3.5 shows the results for this simulation. The original RENT is not implemented to
scale to long sequences, so we do not include it in the second simulation (l = 1M ). Results
show that RENT+ and ARGweaver have better performances than the other two methods in
all cases. RENT+ works better than ARGweaver as the mutation-to-recombination ratio (t/r)
decreases. Also, it generates more accurate results compared to ARGweaver when we increase
the number of sequences (i.e., n = {30, 100}), although overall accuracy of both programs
decrease.
In another simulation as shown in Figure 3.6, we fix the ratio t/r = 1, as it is closer to
reality in human populations, and vary the number of sequences. l is fixed to 100K. RENT+
reports more accurate results than ARGweaver for n > 15, and the gap in accuracy between the
two programs increases as the number of sequences increases.

Figure 3.5: Topological accuracy of local tree inference for all four programs, RENT+, ARGweaver, MARGARITA, and RENT. The numbers of sequences range from 15 to 100, and mutation over recombination ratios range from 5 to 0.2. We use genomic regions with two different
lengths: 100K and 1M.
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Figure 3.6: Topological accuracy comparison of ARGweaver and RENT+ by increasing the
number of sequences where t/r = 1 and l = 100K.
Changing ARGweaver’s settings
It is important to mention that ARGweaver is sensitive to its initial settings (e.g. the values of
mutation and recombination rates and the number of sampling steps). We experiment with one
of the settings (n = 30, l = 100K) by setting initial mutation and recombination rates to the true
values used in simulations when running ARGweaver. As shown in Figure 3.7(a), ARGweaver
performs better for higher t/r ratios, but performs worse for lower t/r ratios than the default
settings. Note that RENT+ does not need the user to choose mutation and recombination rates.
Furthermore, ARGweaver needs more sampling iterations to obtain more accurate results
when the number of haplotypes becomes larger. That is, ARGweaver runs much slower for
larger data. We let l = 100K, n = 30, t/r = 1, and run ARGweaver with more sampling
iterations (up to 5,000 iterations). ARGweaver becomes more accurate but also become much
slower when more iterations are used. As shown in Figure 3.7(b), it takes ARGweaver more
than two hours to obtain to the same accuracy as RENT+ which only takes around ten seconds.

Guide Trees Accuracy
One may wonder if guide trees constructed by RENT+ are already accurate enough to be used
as the local trees. Our experiments show that, although guide trees have useful information,
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(a)

(b)

Figure 3.7: (a): Topological accuracy comparison of RENT+ with ARGweaver in its default
mode and when setting its initial mutation and recombination rates to different values. Here,
n = 30, l = 100K. t/r values vary. (b): Effect of the number of ARGweaver’s sampling
iterations on accuracy comparison with RENT+. Left: Comparing the average topological
accuracy. Right: Comparing the running time.
they are not as accurate as the local trees inferred by RENT+. We use the same simulation in
section 4.1.1, and here we compare the accuracy of guide trees with the final inferred local trees
of RENT+. Figure 3.8 shows the results for this simulation for n = 30 and l = 100K. In all
t/r settings, the accuracy of the guide trees is less than that of the inferred local trees. It shows
that the strength of RENT+ method is the combination of refinement rules and information in
the guide trees.
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Figure 3.8: Comparing the accuracy of RENT+ local trees with guide trees. All settings are
similar to figure 5. Here we only show results for n = 30 and {l = 100K}.

Comparing New Rooting Method with RENT’s Majority Rooting Approach
To test the accuracy of the new rooting method of RENT+, we define a measurement for rooting
accuracy. Here, instead of counting the number of accurate inferred splits, we count the number
of accurate clades and divide that by the total number of clades in the true tree. We use the same
simulation settings as in section 4.1.1. Figure 3.9 shows the results for this simulation. It shows
that the new rooting approach leads to more accurate rooting for inferred trees than the original
RENT.

Figure 3.9: Comparing the accuracy of new rooting method of RENT+ with RENT. All settings
are similar to figure 5. Here we only show results for {l = 100K} and {n = 30}. Accuracy is
measured as the percentage of true inferred clades.
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Comparing the running times
We compare the running time of RENT+ and ARGweaver in the inference of local trees. Program MARGARITA is much faster compared to RENT+ and ARGweaver. But since its accuracy
is always less than these two programs, MARGARITA is not included in the running time comparison. Generally, RENT+ is much faster than ARGweaver especially when we increase the
numbers and/or the length of sequences. We note that ARGweaver performs more tasks than
RENT+. For example, ARGweaver produces multiple samples of genealogies while RENT+
only produces one inference result. Still, the running time comparison shows the gap of efficiency between the two programs. Figure 3.10 shows the average running times with parameters
t/r = 1, l = {100K, 1M }, and the values of n vary. Note that the running time for ARGweaver
depends on the number of sampling iterations. The running time reported here includes only the
sampling time of ARGweaver. Obtaining consensus local trees from ARGweaver’s output takes
even more time. In this simulation, we use the default settings of ARGweaver which generates
1,000 samples.

Figure 3.10: Comparing running times of RENT+ and ARGweaver by increasing the numbers
of sequences and the sequence lengths with fixed ratio of t/r = 1. Running time reported in
this figure is the average running time over all replicates for each setting.
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3.4.2

Performance of TMRCA inferences

In addition to inferring local trees, RENT+ reports the time to most recent common ancestor
(TMRCA) for each site. To measure the accuracy of TMRCA, we report the Pearson’s correlation coefficients for RENT+’s estimated TMRCAs vs. true TMRCAs. As shown in Figure
3.11, the Pearson’s correlation coefficients by RENT+ are mostly over 50%. These are close to
the ARGweaver results in default settings and closer when t/r decreases to 0.2. Other simulations show that ARGweaver’s TMRCA values are also sensitive to the initial settings such that
its accuracy can be reduced to less than 10% if the chosen initial mutation rate and the actual
mutation rate are not close.
In Figure 3.12, we plot the TMRCA values compared to the true values for both programs
RENT+ and ARGweaver for one random dataset with n = 30, l = 100K and t/r = 1. We
assume initial default population size (10000 generations) for ARGweaver. Using the inferred
population sizes from ARGweaver decreases the TMRCA inference accuracy. In this example,
the Pearson’s correlations to the true values are 64.79%, and 66.48% for RENT+ and ARGweaver respectively.

Figure 3.11: Comparison of TMRCA accuracy of RENT+ with ARGweaver in its default setting
and with setting initial mutation and recombination rates. n = 30, and l = 100K. The values
of t/r vary.
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Figure 3.12: The inferred TMRCA values of RENT+ (top) and ARGweaver (bottom) in default
settings and comparing with true TMRCA values for a random dataset with n = 30, l = 100K
and t/r = 1.

3.4.3

Application to the inference of population tree

We use RENT+ to infer the population trees from haplotypes originated from multiple populations. A population tree represents the divergence history of multiple related populations. Population divergence refers to the demographic event where one ancestral population splits into
two populations. In [53], we develop a method to infer the population trees from haplotypes.
However, the approach in [53] needs haplotypes from regions that have no or low level of recombination. RENT+ allows the inference of population trees from haplotypes in regions with
recombination. In principle, we can infer population trees using haplotypes from the whole
genome with RENT+. Our population tree inference is a two-stage approach. First, we use
RENT+ to infer local genealogical trees from haplotypes. Then we use the program STELLS
[51, 54] to infer the underlying population tree from the inferred local genealogical trees. The
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key advantage of our method is that the local genealogical trees capture the underlying relations among nearby SNPs (i.e. the so-called linkage disequilibrium). Simulation results show
that our approach outperforms approaches (e.g. [35]) that do not use linkage disequilibrium
information.

Inference of population tree from simulated haplotypes
We use MS to generate simulated data. For this simulation, we let l = {100K}, n = {15},
and t = r = {100, 500, 1000}. We simulate three populations A, B, and C with 5 haplotypes each. A and B diverge in time T1 , and the height of population trees is T2 . Here,
T2 = {1.0, 0.5, 0.1, 0.05}. For each value of T2 , we choose {T1 = 1/2 T2 } or {T1 = 1/10 T2 }.
We generate 20 simulated replicates for each setting. STELLS is used to infer the population
tree using the local trees inferred by RENT+. Our results show that the correct population trees
are inferred for all 20 datasets under almost all settings. The only exception happens when
t = r = {100}, and T2 = {0.05}. Here, our method finds the correct population trees for 18
replicates when T1 = {0.005} and for 15 replicates when T1 = {0.025}.
Inference of population tree with phased haplotypes and comparison with TreeMix and
SVDQuartets
RENT+ assumes haplotypes are given as input. While haplotypes for human populations are
becoming more available, this is not the case for many other populations. Thus, we also investigate the performance of RENT+ on the inferred haplotypes.
We simulate ten haplotypes for each population. We randomly group pairs of haplotypes
into genotypes and then use the program PHASE [?] to infer the haplotypes form the genotypes.
For comparison, we also experiment with the ten simulated haplotypes in the simulation. In
addition to the population tree simulated in section 3.4.3, we experiment with and additional
population tree with four populations. In this simulation, populations A and B and also C and D
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diverge at time {T1 = 1/2 T2 }. The two ancestral populations (prior to the divergence) then find
the common ancestral population (of all four populations) at time T2 . We let T2 = {0.1, 0.05}
since these are the harder cases for population tree inference. This is because time is shorter
and there are fewer mutations in these cases. We let l = {100K}, t = r = {100}. For each
setting we simulated 20 replicates. For comparison, we run the programs TreeMix [35] and
SVDQuartets [10] on the same data. The program SVDQuartets [10] is implemented in PAUP*
version 4.0a150 [?]. SVDQuartets only works with four (or more) populations and the inferred
population tree is not rooted. Table 3.1 shows the results for this simulation. True values
for the three populations indicate the number of correctly inferred population trees among 20
datasets. Also, for four populations there are two population clusters, (A,B) and (C,D) to infer.
In this case, numbers in Table 3.1 show how many of these two clusters are inferred (two,
one, or none). SVDQuartets only infers unrooted trees (i.e. it cannot distinguish the two and
one cases). As shown in Table 3.1, RENT+ is more accurate than TreeMix in both true and
phased haplotypes. Although phasing reduces the accuracy of inferred local trees of RENT+,
the population tree inference is still accurate in most cases. Furthermore, SVDQuartets has a
few wrongly inferred population trees for each setting. Overall, the performance of RENT+ is
better than SVDQuartets.
Table 3.1: Simulation results for inferring population trees from both true and phased haplotypes of three and four different populations, and comparison with programs TreeMix and
SVDQuartets. T2 : height of population trees. true/false: number of correct (wrong) inference
for three populations; two/one/none: the number of correctly inferred clusters in population
trees is 2/1/0 for four populations.
Program
RENT+
TreeMix
SVDQuartets

Haplotypes
True haplotypes
Phased
True haplotypes
Phased
True haplotypes
Phased

3 Pops (30 haps)
T2 = 0.1
T2 = 0.05
true false true false
20
0
20
0
19
1
20
0
10
10
9
11
10
10
5
15
-
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4 Pops (40 haps)
T2 = 0.1
T2 = 0.05
two one none two one none
19
1
0
19
1
0
20
0
0
14
4
2
4
16
0
10 10
0
5
15
0
11
9
0
16
4
19
1
17
3
19
1

3.4.4

Population inference from the 1000 Genomes haplotypes

After inferring population trees from simulated data, We now infer population trees from the
1000 Genomes Project haplotypes. We use the haplotype data from 1000Genome project [1]
which includes 1,092 individuals from 14 populations in Phase I integrated variant set release.
These populations are: Han Chinese in Beijing, China (CHB), Japanese in Tokyo, Japan (JPT),
Southern Han Chinese (CHS), Utah Residents with Northern and Western European ancestry (CEU), Toscani in Italia (TSI), Finnish in Finland (FIN), British in England and Scotland
(GBR), Iberian population in Spain (IBS), Yoruba in Ibadan, Nigera (YRI), Luhya in Webuye,
Kenya (LWK), African Ancestry in Southwest US (ASW), Colombian in Medellin, Colombia
(CLM), Puerto Rican in Puerto Rico (PUR), and Mexican Ancestry in Los Angeles, California
(MXL). In our first analysis we arbitrarily choose three individuals from each population and
divide the genome length to 68 regions of length 2 Mbps each. Then we run RENT+ on each
region (with 84 haplotypes) to infer local trees. We used a new version of the program STELLS
called STELLSC [54] to infer the population tree for each region. This is because STELLSC is
much faster for more gene lineages than the original STELLS. Figure 3.13(a) shows the consensus population tree for all 68 regions using the extended majority rule consensus tree method
in [?]. As shown in this figure, African and Asian populations are closer with a high majority
consensus (100% for Africans). Also CHB and CHS are siblings as expected. American populations PUR, and MXL are closer to Africans, but CLM happens to be closer to Asian population
which may raise some questions. This may need more study (e.g. using different individuals
in CLM). All European populations are closely related. Note that the inferred population by
the new version of STELLS should be considered as unrooted. Thus, the CEU population is
indeed closely related to the other European populations. Since the genetic difference in European populations is relatively small, we perform another analysis specifically for five European
populations, and we chose 10 individuals each (100 haplotypes total). Figure 3.13(b) shows the
consensus population tree for this study. CEU and GBR and also IBS and FIN are siblings in
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this study, which are in agreement with the results in [53].

(a)

(b)

Figure 3.13: Consensus population trees for 68 population trees inferred from 68 different regions of human genome data from 1000 Genome Project haplotypes. Numbers on branches
indicate the ratio of appearance of each clade among all inferred population trees. (a): Consensus population tree for 14 different human populations including African, Asian, European and
American populations. (b): Consensus population tree for 5 different European populations.
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3.5

Discussion and Conclusions

In this work, we developed a new approach, RENT+, for the inference of local genealogical trees from recombining haplotypes. We demonstrate that our approach is more efficient
than ARGweaver, currently the best recombination genealogy inference approach. Despite the
heuristic nature of our method, we show that RENT+ is competitive in terms of accuracy of
the inferred genealogy in many datasets when compared with ARGweaver, which is based on a
complicated probabilistic model. The lesson learned is that when properly designed, heuristics
can give good results for difficult problems such as genealogy inference. We also demonstrate
that RENT+ allows the development of a new approach in inference of population demographic
history. The key benefit of using RENT+ is that it allows the inference to utilize the underlying
joint information contained in multiple nearby SNPs (i.e. the so-called linkage disequilibrium)
in such inference. We focus on the inference of the topologies of the local trees. We note that
there are approaches (e.g. the PSMC approach in [25]) for the inference of coalescent time from
population genetic data. The PSMC approach can infer the coalescent time of two haplotypes.
In principle, RENT+ can use the estimated pairwise coalescent time inferred by PSMC to guide
the local tree inference. Our initial experiment suggests that this can lead to reasonably accurate
estimates of coalescent times in the local trees inferred by RENT+. In order to scale to large
data, RENT+ uses simpler and faster approaches for estimating coalescent times. Empirical
results show that our approach performs reasonably well. Genealogy inference with recombination is a challenging computational problem. For future work, we plan to investigate other
ways of exploiting the information contained in large genetic data for the purpose of genealogy
inference.
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Chapter 4
P opM ix: a fast approach for the inference
of admixture networks with population
haplotypes
4.1

Introduction

Population admixture occurs when two or more ancestral populations jointly provide genes to
the individuals in the new descendant population. Study of population admixture has been actively studied in genetics. Recent genetic studies show that population admixture is widespread
Interests in population admixture are growing in the literature.
Since population admixture is not directly observable, most genetics studies on admixture
rely on inferring admixture from genetic data. Thus, it is important to develop computational
methods for admixture inference. Admixture inference is performed on population genetic data.
To be specific, suppose there are N extant populations. Multiple (diploid) individuals from each
population are genotyped at m single nucleotide polymorphism (SNP) sites. These genotypes
G are the genetic data used for inferring the population history of these N populations. Our
method in this chapter works with haplotypes. Thus, we assume that haplotypes H can be
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inferred from G. When admixture is absent, population history can be modeled by a tree. With
admixture, however, population history needs to be modeled by a directed acyclic graph (called
admixture network). In the network, nodes correspond to ancestral or extant populations, and
edges correspond to the passing of genetic materials from ancestral populations to descendant
populations. For an admixed population, there are two or more incoming edges for the admixed
node in the network.
Since admixture network models the full history of admixed populations, it is desirable to infer admixture networks from population genetic data. Inferring admixture network from genetic
data is challenging. This is partly due to the fact the space of possible admixture networks is
much larger than the space of population trees. The topology of admixture network is inherently
much more complex than that of population tree. The main challenge for inferring admixture
network is that the footprint of admixture is not easily identifiable; there can be many admixture
networks that fit the data well. Many existing population admixture inference methods don’t
attempt to infer the full admixture networks. Instead, many methods (e.g. [9, 45, 40, 44, 38])
assume the admixture network topology is known in advance. These methods perform statistical tests on the given network to determine whether admixture occurs. One main drawback
of these approaches is that the true admixture network topology may not be known. This is
especially problematic when the number of populations is not small. In this case, finding the
proper network topology is not trivial. We note that in current genetic studies (e.g. the 1000
Genomes Project) now routinely involve ten or more populations.
There are existing methods for inferring admixture networks. One representative method is
TreeMix [35]. TreeMix is an incremental approach. It first infers an initial admixture network,
which is a population tree without admixture. Then it grows the network by adding inferred
admixture to the network. The admixture inference is based on genotypes. TreeMix treats each
SNP site independently. There exists another method called MixMapper [26], which is similar
to TreeMix on the high level. Different from TreeMix, MixMapper tries to infer which extant
populations are admixed, and it does not reconstruct the full admixture networks. One main
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disadvantage of TreeMix and MixMapper is that they do not capture the underlying relations
among nearby SNPs (i.e., the so-called linkage disequilibrium or LD). LD can be important
because it offers an additional source of information that is not contained by single SNPs. For
a hard problem such as admixture network inference, utilizing such additional information can
be useful.
In this chapter, we developed a computational method called PopMix for inferring admixture
networks from population haplotypes. The key idea of PopMix is that it relies on the inferred
local genealogical trees from haplotypes for inferring admixture. Intuitively, local genealogical
trees contain signals of admixture. PopMix infers admixture network by integrating the information contained in multiple local genealogies. The inference of local genealogies is based
on LD and therefore PopMix utilizes the LD information in an indirect way. Through extensive simulations on simulated and real data, we demonstrate that PopMix is more accurate than
existing methods and can be applied to large-scale population genetic data.

4.2

Method

To infer population admixtures from haplotypes, we follow three steps:
1. Inferring local trees from haplotypes using RENT+ [30] (See chapter 3).
2. Score every observed subset of populations in local trees based on their frequency, and
infer the relative TMRCA times.
3. Use a modified approach similar to P IRNS [29] (See chapter 2) to infer an admixture
network from the subset scores and TMRCA information.
Our main focus in this work will be on the second and third step of the method mentioned
above since the first step is already using RENT+ .

51

4.2.1

Scoring the subsets

The local trees inferred from RENT+ are trees in different locations of the haplotype with taxa as
individuals belonging to a population. We know in advance that what population each individual
belongs to. So the first step is to treat individuals in each population equally. For example, assume the individuals a1 and a2 belong to population A, b1 and b2 belong to population B, c1 and
c2 belong to population C, and our local tree in Newick format is (((a1 , b1 ), (a2 , b2 )), (c1 , c2 )).
In this step we convert the local tree to a simpler tree (((A, B), (A, B)), (C, C)).
Based on the simplified local tree, we score each subset of populations observed in this
local tree. In the example above subset {A, B} is observed two times while subsets {A, C}
and {B, C} are not observed at all. As the local trees get bigger and the number of populations
increases, the subset scoring will be more complicated.
We use a bottom-up approach to calculate a score for each subset of populations included in
all subtrees we observe in the local tree. We ignore the trivial subsets with only one population.
We start with all tallest subtrees containing only two populations and score the subsets relative
to that subtrees. If a subtree contains x taxa from population A and y taxa from population B,
the score (ω) of the subset {A, B} will be ω{A,B} = min(x, y). In the example above we start
with subtree ((A, B), (A, B)) with x = 2 and y = 2, so ω{A,B} = 2. The reason for choosing
this method of scoring is to avoid noises and over-scoring a subset if x  y. We continue this
process by extending the subtrees and combining them to include 3 or more populations. In the
example above, we ignore scoring subtree (C, C) since it only includes one population and then
combine it with the previous subtree. According to subtree (((A, B), (A, B)), (C, C)), we have
ω{A,B,C} = 2.
A subset can appear multiple times in a local tree with different scores. In this case, we add
up all the scores of a subset.
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Noise Cancellation:

Imagine if a subtree contains z taxa from population C, x  z taxa from

population A and y  z taxa from population B. Here, C seems to be noisy, and it prevents
us to observe how close two populations A and B are and to score A, B accurately. To avoid
this, we apply a noise cancellation process to each observed subset with size ≥ 3 as follows.
If we have a subtree with n populations P1 , P2 , . . . , Pn , appearing C1 , C2 , . . . , Cn times in the
subtree, we temporarily remove population Pk from consideration if Ck = min(C1 , C2 , . . . , Cn )
P
and Ck < α ni=1 Ci , and recalculate the score for subset {P1 , P2 , . . . , Pn } − {Pk }. In our
example, in addition to recording ωA,B,C = z, after the noise cancellation process, assuming
z < α(x+y +z), we will also record ω{A,B} = min(x, y). Our experiments show that α = 0.05
works well with most of the simulated datasets.

The height of Subtree: During the scoring process of each subset, since RENT+ gives us the
height (TMRCA) of each subtree, we record the height of the subset in addition to its score.
Since a subtree can appear multiple times in a local tree with different heights, we weigh the
heights according to the scores of each subset, and update the recorded height of that subset.

The weight of local trees: a dataset contains multiple local trees in different regions of the
sequence with different topologies. Some of these local trees cover longer regions compared to
others, and their subset scores need to weigh more in our general subtree scoring. To do this,
we weigh each local tree based on their coverage along the sequence, and after finishing scoring
of the subsets for each local tree, we combine all the subset scores and produce a general subset
score map. We also do the same process for subset heights and produce a subset height map.

We use these two maps as a source of truth for the next step of our method to infer the
admixture population network.
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4.2.2

Inferring the admixture network

We use a heuristic approach close to P IRNS to infer a network from a set of weighted subsets
of populations. Unlike P IRNS , we do not need a minimum hybridization network to display
all the population input trees because we do not have complete trees and we need to limit the
number of allowed admixtures in this method. Thus, instead of trying to display all the trees
and their subtrees, we need to display only subtrees that are common among all subsets. So the
purpose of the new proposed method is to modify the P IRNS approach and define a scoring
system for the networks rather than using only the hybridization number. Here the number score
of subtrees displayed in the network should have a role in the scoring of the network. That is
when we add a new taxon x to the network representing a subset of taxa S, we do not have to
add all possible hybridization nodes to display all the related subtrees of S + {x}. However, we
can only cover a major part of the subtrees to display in the new network since some of them
have conflicts.
We define n as the total number of populations, M as the maximum allowed admixtures and
FN (S) as the score for each network N (S) containing taxa set S. We also keep a limited sorted
list L(S) including all networks covering subset S and keep them sorted by their scores. The
high-level procedure of the method is as follows.
Initialize N (S0 ) of all possible subsets S0 of taxa of size 2 and put them in L(S0 ).
for 2 ≤ k ≤ n − 1 do
for all saved networks N (S) in L(S) for subsets (say S) of size k do
for all taxa that are not present in S do
Add the taxon to the network and reconstruct a list L̂(S 0 ) of new networks of
subsets
S 0 of size k + 1
Pick top β high scored networks N 0 (S 0 ) from L̂(S 0 ) and add them to L(S 0 ) if
HN 0 (S 0 ) ≤ M .
end for
end for
end for
return N (Ŝ) as the network with the highest score for the whole set of taxa Ŝ.
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Note that the list L(S)’s size is limited to reduce the network search space. Also, it is
important that the hybridization number for the networks does not exceed the maximum allowed
hybridizations (M ).
Note that the high-level idea of this method is similar to P IRNS . The difference is in the
scoring of the networks and also not displaying all the input trees in the final network. The
scoring of each network may be challenging because the more Hybridization node a network
has, the more the score will be. On the other hand, we always need to be careful about the
hybridization number not to exceed the initial limit. It means at first the networks with more
hybridization number will be on top of the lists but when they reach the limit their score will
be decreased. Our plan is to score the networks based on the number of subtrees they gradually
cover during the building up approach. We now go through the details of each step of the
method.

Add a taxon to an existing network

Assume we have a network N (S) in our list L(S)

and we want to add taxa X ∈ Ŝ − S. If N (S) has e number of edges, there are e possible
networks with the same HN to construct from N (S), by breaking an existing edge, add a
new node y to it and connect taxa X to y. Figure 4.1(b) shows the possible networks can be
constructed from network N ({A, B}) without adding a new hybridization node. Like P IRNS
instead of breaking only one edge from N (S), we can break two edges, producing two new
nodes u and v and connect them to a new hybridization node h which is connected to the
new taxa X. Figure 4.1(c) shows the possible networks constructed from N ({A, B}) with
HN ({A,B,X}) = HN ({A,B}) + 1 = 1.
Since the number of possible new networks can be large, keeping them will exponentially
increase the size of networks. It will be infeasible to try every possible network when |Ŝ| is
large. To avoid this we only keep the top scored networks in each step. We define a variable T R
(Travel Rate) at the beginning of the algorithm to allow the algorithm to explore the network
space based on user settings. Note that since networks with higher HN have better scores we
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(a)

(b)

(c)

Figure 4.1: (a) Initial network considering to update. (b) Three different positions to which the
new taxon X can be attached without adding a new hybridization node. (c) Three possible ways
to add taxon X as a hybridization node.

keep some of the networks with lower HN to avoid leaning toward networks with higher HN at
the beginning of the algorithm.

Scoring the Networks

We have produced a map of subset scores from Section 4.2.1. We use

this map to score the networks. For each displayed subtree in network N (Ŝ), having its subset
score as ωs where s ⊂ Ŝ, we define the score of the network as

FN (Ŝ) =

X

ωs .

s⊂Ŝ

Figure 4.2 shows how the scores for different networks are calculated.

At the end of this step of the algorithm, we will have a final sorted list of networks L(Ŝ) as
candidates to the final admixture network. Our experiments show that networks with different
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(a)

(b)

(c)

Figure 4.2: Three different networks covering different displayed subsets. (a) Score for this
network is ω{A,B} + ω{C,D} .. (b) Score for this network is ω{A,B} + ω{A,B,C} . (c) Score for this
network is ω{A,B} + ω{A,B,C} + ω{C,D} . This network covers more subsets and has a higher
score.

topologies may have similar scores. These networks may also show different populations as the
admixed population but still be showing the same score. To address these issues we try to infer
the admixture rate of each admixture event in the network and use this information to determine
the incorrect networks.
Inferring the Admixture Rates Each admixture event has a rate α ∈ [0 − 1] to determine the
possibility of each tree displayed in the network. For example in Figure 4.3, Network N displays
tree T1 with probability of α and tree T2 with probability of 1 − α. To infer α, we will use the
subset scores once again to compare the frequency of each subtree to other conflicting subsets
with the same size. For example in Figure 4.3, the conflicting subsets are {A, B}, {A, C}, and
{B, C}. We call this conflicting set of subsets C. To have a better understanding of the relative
scores between conflicting subsets we define the frequency rate of each subset s ∈ C as
ωs
fs = P
ωt
t∈C
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Figure 4.3: Left: An admixture network with admixed population C with admixture rate of α.
Middle and Right: Two trees displayed in the admixture network with probabilities of appearance of α and 1 − α respectively
Given the network topology N in Figure 4.3, we expect f{A,C} = α, f{B,C} = 1 − α, and
f{A,B} = 0.
We have the network topology with population set Ŝ, so we can calculate fs for all the
displayed subsets s ⊂ Ŝ. Assuming we know the admixture rates in the network, let’s define
the expected frequency rate for subset s as es . We now define an error rate for each subset s as

ers = (es − fs )2
Note that for subsets s0 that are included in all displayed subtrees, we expect es0 = 1. We
now define the error rate for a network as

erN (Ŝ) =

X

ers

s⊂Ŝ

Now for each possible setting of admixture rates for a network, we can calculate the network
error rate and the setting that produces the minimum error rate will be picked as the inferred set
of admixture rates for the network.
We take into account this error rate for picking the right network from the candidate network
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Figure 4.4: Different candidates for the admixture network. Although N2 covers more subsets
that N1 , but it might not be the right choice. It can be decided by calculating a topology error
rate
list L(Ŝ). For example in figure 4.4, the scores for networks N1 and N2 are calculated as follows.

FN1 = ω{A,B} + ω{C,D} + ω{A,B,C}
FN2 = ω{A,B} + ω{C,D} + ω{A,B,C} + ω{B,C}

Note that if N1 is the correct answer it will still have less score than N2 . Here the f{A,B}
should be close to 1 if the network N1 is the correct answer because {A, B} is in all the displayed trees but relative to the admixture rate in N2 . By comparing the error rate here we can
have more information about the correct admixture network.

Use of Tree Height information

In addition to the network score, and network topology

error rate, we can also use the TMRCA information for each subtree to check the accuracy
of the inferred network. It is simply checking if the height of each subtree is less than it’s
parents or the subtrees that appear higher in the network topology. This can be useful because
each admixture network can display multiple trees and all the subset heights should follow the
displayed topologies.
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4.3
4.3.1

Results
Simulation

We now provide empirical results of using P opM ix for population network topology and admixture inference.
We use the program MS [22] to generate simulated data. For comparison, we generate
random networks with fixed admixture numbers and random admixture rates and let MS to
generate haplotypes for that. We then use the haplotypes as inputs to PopMix and infer the
admixture network. We fix the following parameters in MS: sequence length l = 1M bps, the
number of sequences n = 10 per population, the scaled mutation parameter t = 500, and the
scaled recombination parameter r = 500. Note that t and r values for MS program are relative
to the region length. We also fix the effective population size N = 10, 000 and mutation rate
of µ = 1.8 × 10−8 mutations per site per generation. So, t = 4N µl = 7.2 × 10−4 l. In each
simulation we feed each program with 10 randomly generated datasets (loci) by MS.
For analyzing the accuracy, we compare the final inferred network to the initial generated
network. We check if the admixed population is correct and we also compare the admixture rate.
Additionally, we will compare the topologies of the two network as follows. We define SN as
the set of clusters (splits) each network N displays. Given the true network N̂ and inferred
network N , we define the rooted distance between two networks d(N ,N̂ ) as:

d(N ,N̂ ) = |SN̂ − SN | + |SN − SN̂ |
We also define the same formula for an unrooted distance in which the displayed splits
are used for comparisons. We compare the results of program PopMix with program TreeMix
using the simulation above, with different settings of population numbers between 4 and 10
and different admixed population numbers between 1 and 3. For each setting we randomize 20
different topologies with a random admixture rate. We report the average distance that each of
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the inferred networks have with the actual network and the number of datasets for which each
program inferred the correct admixed population.
We run PopMix in the fastest mode in the following comparisons.
As the results are shown in figure 4.5, we compare the accuracy of the inferred network
topologies for each method with the true admixture network topology. We report the rooted and
unrooted distance to the true topology for each method. As it is reported, you can see PopMix
mostly infers more accurate networks than TreeMix does. The only exception is the setting
in which the number of admixtures is 1 and the number of populations is more than 7. Note
that PopMix is running in its fastest mode in these simulations which makes this method less
accurate with larger populations.
In figure 4.6, we report the percentage of inferring the correct admixed population for each
method. PopMix is working better for the populations less than 7 and works better with 9 and

Figure 4.5: Comparing the accuracy of the inferred networks from two methods TreeMix and
PopMix with different settings: Number of populations (X-Axis) and the number of admixtures
(1 in the top row and 2 in the bottom row). Rooted and Unrooted distance to the true network
is reported for each setting.
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Figure 4.6: Comparing the accuracy of the inferred admixed population from two methods
TreeMix and PopMix with different settings: Number of populations (X-Axis) and number of
admixtures (1 in left and 2 in right).
10 populations if the number of admixtures is 2.

4.3.2

Real Data

We applied the same process to real biological data from human populations. We used the haplotype data from 1000Genome project [1] which includes 1092 individuals from 14 populations
in Phase I integrated variant set release. We chose a know admixed population namely Puerto
Rican in Puerto Rico (PUR), with individuals from different populations from Asia (ASN),
Africa (AFR), and Europe (EUR) to infer the admixture network. The individuals were chosen from the following populations categorized into four different super-populations. We chose
20 arbitrary individuals from each super-population for this analysis and divided the genome
length to 68 regions of length 2 Mbps, and run PopMix on the aggregation of all these regions
as different input loci. These populations are Han Chinese in Beijing, China (CHB), Japanese
in Tokyo, Japan (JPT), and Southern Han Chinese (CHS) for Asian super-population, Utah Residents with Northern and Western European ancestry (CEU), Toscani in Italia (TSI), Finnish in
Finland (FIN), British in England and Scotland (GBR), and Iberian population in Spain (IBS)
from European super-population, Yoruba in Ibadan, Nigeria (YRI), Luhya in Webuye, Kenya
(LWK), and African Ancestry in Southwest US (ASW) from African super-population.
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Figure 4.7: Admixture network for Puerto Rican (PUR) population with different individuals
from Europe (EUR), Asia (ASN), and Africa (AFR)
Figure 4.7 shows the admixture network that we found among top PopMix ’s output results
(Not with the highest score). Puerto Rican population are shown as an admixed population
from European (with rate of 0.7) and African (with rate of 0.3) populations. Note that African
populations are still separated from other population a long time ago as expected.

4.4

Discussion and Conclusions

In this chapter, we proposed a new three-step approach called PopMix using both P IRNS and
RENT+ approaches we introduced in chapters 2 and 3, to infer population admixtures from
given population haplotypes. This approach showed that using the information in the underlying relations among nearby SNPs can lead to a better inference of the general topology of an
admixed network and also better inference of the actual admixed population. We showed this
result by simulation and real biological data analysis although this results are the preliminary
result of this work and needs some improvements in future.
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Chapter 5
Discussion and Conclusions
In this thesis, we first presented a new method for constructing parsimonious hybridization
networks from multiple gene trees. Constructing parsimonious hybridization networks from
multiple gene trees is computationally challenging. As a heuristic, our method takes the natural
incremental approach for building networks as in previous approaches [49, 34]. The key contribution of our work is showing that building networks by incrementally adding taxa performs
well. In particular, our method scales better in the number of gene trees than existing methods.
It also provides more parsimonious networks than previous methods in most of our experiments
especially for real biological data. It also provides topologically more accurate networks than
an existing method.
We note that much more research is still needed on the general subject of hybridization
network reconstruction. While the parsimonious hybridization network formulation captures
some key aspects of reticulate evolution, extensions and revisions may be needed to address the
complexity when applying this formulation to real biological data. For example, we assume
the (binary) gene trees are given in this work, while in practice there is usually uncertainty in
the gene trees. Future research can be focused on developing methods for biologically more
realistic models and also on finding more applications to real biological data.
We then presented a new approach, RENT+, for the inference of local genealogical trees
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from recombining haplotypes. We demonstrate that our approach is more efficient than ARGweaver, currently the best recombination genealogy inference approach. Despite the heuristic
nature of our method, we show that RENT+ is competitive in terms of accuracy of the inferred
genealogy in many datasets when compared with ARGweaver, which is based on a complicated probabilistic model. The lesson learned is that when properly designed, heuristics can
give good results for difficult problems such as genealogy inference. We also demonstrate that
RENT+ allows the development of a new approach in inference of population demographic history. The key benefit of using RENT+ is that it allows the inference to utilize the underlying
joint information contained in multiple nearby SNPs (i.e. the so-called linkage disequilibrium)
in such inference. We focus on the inference of the topologies of the local trees. We note that
there are approaches (e.g. the PSMC approach in [25]) for the inference of coalescent time
from population genetic data. The PSMC approach can infer the coalescent time of two haplotypes. In principle, RENT+ can use the estimated pairwise coalescent time inferred by PSMC
to guide the local tree inference. Our initial experiment suggests that this can lead to reasonably accurate estimates of coalescent times in the local trees inferred by RENT+. In order to
scale to large data, RENT+ uses simpler and faster approaches for estimating coalescent times.
Empirical results show that our approach performs reasonably well. Genealogy inference with
recombination is a challenging computational problem.
Finally, we introduced a third approach to investigate other ways of exploiting the information contained in large genetic data for the purpose of genealogy inference. We proposed a new
three step approach using both P IRNS and RENT+ method, to infer population admixtures
from give haplotypes. Results showed that using the information in the underlying relations
among nearby SNPs can lead to a better inference of the general topology of an admixed network and also better inference of the actual admixed population.
We compared the result of PopMix with program TreeMix and preliminary results showed
that in some simulated dataset especially with smaller number of populations, PopMix can perform better in finding a closer topology to the true one and also finding the true admixed popu65

lation. We also ran some preliminary analysis on Real Biological Data and found hints of true
admixtures in human populations.
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