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Abstract
We present some remarks on the numerical evaluation of recurrence relations. Rounding error bounds
are presented of the numerical scheme and some numerical examples are given, in particular, we analyse
conversion recurrences from di1erent families of orthogonal polynomials, the limit case of Jacobi–Sobolev
polynomials, random recurrences and perturbed Gegenbauer polynomials. In all these examples the theoretical
bounds give sharp relative rounding error estimations. The parallel evaluation of recurrences are also considered
and numerical tests on a Cray T3D are presented.
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1. Introduction
Linear recurrences play a signi;cant role in di1erent areas of science. For example, they appear
on the evaluation of classical orthogonal polynomials, some families of Sobolev-type orthogonal
polynomials, on the evaluation of special functions, on numerous numerical algorithms, and so on.
Therefore, it is not strange that linear recurrences have been extensively studied and theoretical
analysis and studies of the asymptotics appear frequently in the literature (see [25] and references
herein).
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When we want to evaluate numerically a linear recurrence we have several alternatives. For
example, we can use directly the recurrence or try to obtain explicit solutions of the recurrence as it
is done in [16]. This alternative is very useful in theoretical studies, but, as the solution involve the
evaluation of products and sums with variable number of indexes, it is very diLcult to program and
very expensive computationally. So, numerical evaluation of linear recurrence relations are usually
done just by direct substitution on the recurrence. In [5] it was studied the numerical stability of the
evaluation of the three-term recurrence relations that permit to evaluate ;nite linear combinations
of classical orthogonal polynomials. In this paper, we focus our attention to the numerical stability
of the evaluation of general order linear recurrences by using the direct substitution algorithm. We
present forward error bounds that give us sharp estimates of the behaviour of the linear recurrence.
These bounds are illustrated in several examples that are taken from recent topics: Sobolev orthogonal
polynomials, connection coeLcients, random recurrences.
Parallel computing is a growing discipline in applied mathematics and computation because it
permits to perform numerical simulations that are too expensive, computationally speaking. Therefore,
it is interesting to introduce new parallel algorithms for any sequential numerical algorithm in order
to take advantage of such a recent technology. Algorithms suitable for parallel evaluation of linear
recurrences have been proposed in [8,14,18]. In this paper, we propose another parallel algorithm
to evaluate the last term of any linear recurrence and we present some numerical tests on a parallel
computer that present the typical low eLciency of algorithms with low computational complexity
[10].
The paper is organised as follows: in Section 2 we introduce the problem, in Section 3 we analyse
the numerical stability of the substitution algorithm in a direct way, obtaining sharp forward error
bounds, in Section 4 we present several numerical tests and, ;nally, in Section 5, we study the
parallel evaluation of linear recurrences and we show some numerical tests on a CRAY T3D.
2. Preliminaries
Let L be a (m+ 1)-order linear recurrence relation
l0 = c0; ls =
s∑
i=1
as; ils−i + cs; s= 1; : : : ; m− 1;
lr =
m∑
i=1
ar; ilr−i + cr; r¿m: (1)
The last term, ln, of the above recurrence can also be interpreted (for more details, see [6]) as the
evaluation of the linear combination
ln =
n∑
i=0
ciLn−i = c · LT (2)
where {Li} are given by the “reverse” homogeneous linear recurrence
L0 = 1; Ls =
s∑
i=1
an+i−s; iLs−i; s= 1; : : : ; m− 1;
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Lr =
m∑
i=1
an+i−r; iLr−i; r = m; : : : ; n: (3)
This reformulation plays a key role on the proof of the rounding error bounds of the next section. It
is interesting to remark that any polynomial series
∑
cipi(x) where the polynomials {pi(x)} veri;es
an homogeneous recurrence relation can be evaluated by means of another recurrence relation [6].
3. Rounding error bounds
In this paper, we assume that the computations are carried out in a Poating-point arithmetic that
obeys the models [13]
P(x opy) = (x opy)(1 + ); P(x opy) =
(x opy)
1 + 
; ||; ||6 u; (4)
where op∈{+;−;×;÷} and u is the unit roundo1. Also we denote n := nu=(1− nu) = nu+ O(u2)
and we assume the notation aˆ and P(a) for the computed value of a. Finally, an elementary classical
result of error analysis useful for our purpose states that if |i|6 u then
∏n
i=1(1+ i)=1+ n being
|n|6 n.
The recurrence relation (1) can be formulated using the matrix notation. Let R∈R(n+1)×(n+1) be
the matrix
R=


1 −an;1 −an;2 . . . −an;m
1 −an−1;1 −an−1;2 . . . −an−1;m
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . −am;m
. . . . . . . . . . . .
1 −a2;1 −a2;2
1 −a1;1
1


; (5)
then the algorithm is equivalent to solving the (m+1) diagonal upper triangular linear system Rl=c
where l ; c ∈Rn+1 are the vectors lT = (ln; ln−1; : : : ; l0) and cT = (cn; cn−1; : : : ; c0).
A backward error bound can be easily obtained [13]:
Lemma 1. The computed value lˆn of the nth-term of the (m+ 1)-order linear recurrence relation
(1) satises
lˆr =
m∑
i=1
(ar; i + ar; i)lˆr−i + cr; r¿m;
where |ar; i|6 u · m|ar; i|.
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By using a matrix formulation the above result gives:
(R+RR)lˆ = c; |RR|6 u · m|R|:
Following the matrix approach it is possible to use the backward error bound in order to obtain
forward error bounds for banded triangular linear systems [13], that is,
‖l − lˆ‖∞
‖l‖∞ 6 m(R) :=
m · u
1− m · u (R); (6)
where (R) = ‖R−1‖ ‖R‖ is the matrix condition number. This bound will give, in general, greater
error bounds that the forthcoming analysis.
In order to obtain a forward error bound we need two technical Lemmas [5,17]:
Lemma 2. The matrix R is invertible and the expressions of its inverse is given by
R−1 = (r−1ij ); r
−1
ij =


0; j ¡ i;
1; j = i;
min{m;n−i+1}∑
t=1
an−i+1; t · r−1i+t; j ; j ¿ i:
(7)
Lemma 3. Let n be such that n · u; |r| · u; |r| · u1; then r; such that
0 = 0;
|r|6 u
(
r +
r∑
s=0
|s| |cs + s|
)
+ O(u2); r = 1; : : : ; n; (8)
veries up to second order
|r|6 u
(
r +
r∑
s=0
|s| |cs|
)
+ O(u2) for r = 1; : : : ; n: (9)
Now, we can give a forward error bound in a similar way as in [5]:
Theorem 4. The error in the evaluation of the nth-term (ln) of a (m+ 1)-order linear recurrence
veries
|lˆn − ln|6 u ·
n∑
s=0
s|cs|+ O(u2); (10)
where
0 =
n∑
j=1
j;0|Ln−j|;
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s = (m+ 2)|Ln−s|+
n∑
j=s+1
j;s|Ln−j| for s= 1; : : : ; n− 1;
n = (m+ 2)|L0|= (m+ 2) (11)
and, for j = s+ 1; : : : ; n;
j; s = 2|r−1n−j+1; n−s+1|+
min{m−1; j−1}∑
t=1
(m+ 2− t)|aj; t‖r−1n−j+t+1; n−s+1|; (12)
where r−1j; s are the elements of R−1 (7) and {Li} are given by the “reverse” homogeneous re-
currence (3).
Proof. Introducing the rounding errors in the recurrence relation (1) we have (for j¿m)
lˆj = (: : : ((cj + aj;1 lˆj−1(1 + Ij))(1 + 
II
j ) + aj;2lˆj−2(1 + 
III
j ))(1 + 
IV
j )
+ · · ·+ aj;mlˆj−m(1 + 2m−1j ))(1 + 2mj ) (13)
with |sj|6 u; s= I; II; : : : ; 2m. This equation can also be written; for some r with 0 = 0; as
lˆj = (cj + j) +
min{m;j}∑
s=1
aj; slˆj−s (14)
therefore; the perturbed value lˆn can also be interpreted; by using (2); as the evaluation of∑n
j=0 (cj + j)Ln−j and then the rounding error may be expressed by
|lˆn − ln|6
n∑
j=1
|j| |Ln−j|: (15)
Eliminating lˆj−m between (13) and (14) (if j¡m we eliminate lˆ0); up to second order in u; we
obtain
|j|6 u

m|cj|+ 2|lˆj|+
min{m−1; j−1}∑
s=1
(m+ 2− s)|lˆj−s| |aj; s|

+ O(u2): (16)
Now we use the fact that lˆj ; j=0; : : : ; n; is the exact solution of the perturbed problem Rlˆ =(c+ );
with T = (n; : : : ; 1; 0); thus
lˆj =
j∑
s=0
(cs + s)r−1n−j+1; n−s+1; (17)
where r−1i; j are the elements of R−1 (7).
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Thus, from (16) and (17),
|j|6 u
{
m|cj|+ 2
∣∣∣∣∣
j∑
s=0
(cs + s)r−1n−j+1; n−s+1
∣∣∣∣∣
+
min{m−1; j−1}∑
s=1
(m+ 2− s)|aj; s|
∣∣∣∣∣∣
j−s∑
p=0
(cp + p)r−1n−j+s+1; n−p+1
∣∣∣∣∣∣

+ O(u2)
6 u
{
(m+ 2)|cj|+ 2|j|+
j−1∑
s=0
j;s|cs + s|
}
+ O(u2); (18)
where, for s= 0; : : : ; j − 1,
j;s = 2|r−1n−j+1; n−s+1|+
min{m−1; j−1}∑
t=1
(m+ 2− t)|aj; t| |r−1n−j+t+1; n−s+1|:
Applying Lemma 3 we obtain
|j|6 u
{
(m+ 2)|cj|+
j−1∑
s=0
j;s|cs|
}
+ O(u2): (19)
Thus, the rounding error (15) will be bound by
|lˆn − ln|6 u ·
n∑
j=1
(
(m+ 2)|cj|+
j−1∑
s=0
j;s|cs|
)
|Ln−j|+ O(u2)
6 u ·

(m+ 2)|cn| |L0|+ |c0|
n∑
j=1
j;0|Ln−j|
+
n−1∑
s=1

(m+ 2)|Ln−s|+ n∑
j=s+1
j;s|Ln−j|

 |cs|

+ O(u2): (20)
Expression that gives us the result.
4. Numerical tests
In this section, we present the results of several numerical tests done in double precision with
unit roundo1 u  1:1× 10−16. All the tests have been done on a workstation SUN ULTRASPARC 1 and
the programs have been written in C. The numerical evaluation has been compared with the exact
evaluation computed by means of the algebraic manipulator MATHEMATICA.
In the numerical tests, we have studied four di1erent linear recurrences: an academic problem (per-
turbed Gegenbauer polynomials) and three problems of active research (Jacobi–Sobolev orthogonal
polynomials, connection coeLcients and random recurrences).
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4.1. Perturbed Gegenbauer polynomials
As a ;rst trial problem we consider the ;fth-order linear recurrence:
p!0(x) = 1; p
!
−j(x) = 0; j = 1; 2; 3; 4;
p!i (x) = ai;1(x)p
!
i−1(x)− ai;2p!i−2(x) + ai;3p!i−3(x)− ai;4p!i−4(x);
where
ai;1(x) = 2x
i + !− 1
i
; ai;2 =
i + 2!− 2
i
; ai;3 =
2
i2
; ai;4 =
2
i3
;
that, as limi→∞ ai;3=0 and limi→∞ ai;4=0, we call perturbed Gegenbauer polynomials (in the case of
ai;3 =0 and ai;4 =0 we obtain the three-term recurrence of the Gegenbauer orthogonal polynomials).
Taking into account such a recurrence, we analyse the errors in the evaluation of the polynomial
of degree n written as the linear combination of {p!i (x)} given by pn =
∑n
i=0 1=(i + 1)
2p!i (x). For
the evaluation, we use an extension [6] of the Clenshaw algorithm [9] for the evaluation of linear
combination of functions that follow a (m+ 1)-order recurrence.
Firstly, just as an indicative of the behaviour of the recurrence, we formulate the recurrence as
the solution of the linear system
R!;xn l = c;
where l = (ln; : : : ; l0)T and c(1; : : : ; 1=(i + 1)2; : : : ; 1=(n+ 1)2)T ∈R(n+1) and R!;xn ∈R(n+1)×(n+1).
In Table 1 we present the comparison among the bound given by Theorem 4 divided by |pn| and
u · m · (R!;xn ). From the results of the new bound the relative errors are accurate enough although
the condition number are quite high when ! grows and x is near ±1. This result is not strange, in
the nonperturbed case we have already obtained a similar behaviour [5].
4.2. Jacobi–Sobolev polynomials
In the last few years a very active research ;eld in mathematics is the Sobolev orthogonal polyno-
mials [1,11,19]. These polynomials are orthogonal with respect to some Sobolev inner products that
include the derivatives of the polynomials. It is known that some of these families of polynomials
follow (2s+ 1)-order recurrence relations, in particular the cases where it is introduced, besides the
classical measure also the sth-derivative of the polynomials at some points, that is, the derivatives
are considered only in a discrete way. On our own, we only study the case of adding to the classical
inner product the ;rst derivative at x=1, that is 〈p; q〉= ∫ 1−1 p(x)q(x) d#+p′(1)q′(1), and only the
case of Jacobi–Sobolev orthogonal polynomials (for more details see [19]). These polynomials are
given by the ;fth-order recurrence:
Q(;%)0 (x) = 1; Q
(;%)
−j (x) = 0; j = 1; 2; 3; 4;
Q(;%)i (x) = ai;1Q
(;%)
i−1 (x)− ai;2(x)Q(;%)i−2 (x) + ai;3Q(;%)i−3 (x)− ai;4Q(;%)i−4 (x);
where limi→∞ ai;1 = 2, limi→∞ ai;2(x) = (x − 1)2 − 32 , limi→∞ ai;3 = 12 , and limi→∞ ai;4 = − 116 . As
we are just interested on one test problem we have only considered the limit case (see [6] for more
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Table 1
Relative errors and relative error bounds in the evaluation of ;nite series of perturbed Gegenbauer polynomials
n= 100 x =−1 0 0.3 0.6 0.8 1
Erel 5:6× 10−17 1:5× 10−17 3:8× 10−17 9:4× 10−17 2:9× 10−16 8:5× 10−16
! = 1 New 9:1× 10−13 3:2× 10−15 4:7× 10−15 6:1× 10−15 8:7× 10−15 8:9× 10−13
Cond 1:7× 10−11 8:7× 10−14 1:4× 10−13 2:2× 10−13 3:3× 10−13 1:8× 10−11
Erel 2:3× 10−15 2:0× 10−17 8:9× 10−17 1:3× 10−16 1:4× 10−16 6:5× 10−15
! = 3 New 7:6× 10−11 1:0× 10−13 1:9× 10−13 2:9× 10−13 5:3× 10−13 1:4× 10−12
Cond 5:9× 10−05 3:5× 10−11 8:5× 10−11 2:4× 10−10 9:1× 10−10 5:9× 10−05
Erel 4:2× 10−15 1:2× 10−16 2:8× 10−16 8:0× 10−16 3:3× 10−13 8:1× 10−15
! = 5 New 2:9× 10−11 1:4× 10−12 5:8× 10−12 3:3× 10−12 1:0× 10−10 1:1× 10−12
Cond 2:5× 10+00 5:5× 10−09 1:7× 10−08 8:2× 10−08 5:8× 10−07 2:6× 10+00
n= 200 x =−1 0 0:3 0:6 0:8 1
Erel 6:6× 10−17 2:7× 10−17 1:5× 10−17 9:8× 10−17 1:4× 10−16 1:2× 10−14
! = 1 New 2:7× 10−12 3:4× 10−15 5:2× 10−15 6:8× 10−15 9:9× 10−15 3:8× 10−12
Cond 7:1× 10−11 1:8× 10−13 3:0× 10−13 4:5× 10−13 6:8× 10−13 7:1× 10−11
Erel 2:2× 10−14 1:5× 10−17 8:3× 10−17 2:4× 10−17 6:5× 10−16 3:4× 10−14
! = 3 New 5:9× 10−10 3:8× 10−13 6:9× 10−13 9:8× 10−13 1:7× 10−12 5:6× 10−12
Cond 5:6× 10−03 2:8× 10−10 6:7× 10−10 1:9× 10−09 6:8× 10−09 5:6× 10−03
Erel 2:4× 10−14 1:3× 10−15 1:0× 10−15 8:4× 10−15 3:7× 10−15 1:3× 10−14
! = 5 New 2:3× 10−10 6:4× 10−12 1:1× 10−11 2:3× 10−11 1:5× 10−11 4:5× 10−12
Cond 3:6× 10+03 1:6× 10−07 4:8× 10−07 2:3× 10−06 1:7× 10−05 3:6× 10+03
Erel = relative error, new = new bound, cond = bound based on the condition number (R).
Table 2
Limit Jacobi–Sobolev polynomials
x =−1 x = 0 x = 0:3 x = 0:6 x = 0:8 x = 1
Erel 1:9× 10−16 8:7× 10−16 2:9× 10−16 1:6× 10−14 9:2× 10−17 2:1× 10−16
n= 100 New 3:9× 10−14 9:8× 10−14 1:9× 10−13 4:7× 10−13 1:5× 10−14 9:5× 10−15
Cond 5:9× 10+31 5:1× 10+12 4:4× 10+4 1:5× 10−6 2:0× 10−13 7:2× 10−14
Erel 6:2× 10−16 2:3× 10−15 1:1× 10−15 3:6× 10−14 8:0× 10−17 2:1× 10−16
n= 200 New 7:7× 10−14 1:9× 10−13 3:7× 10−13 9:8× 10−13 1:5× 10−14 9:5× 10−15
Cond 1:7× 10+78 6:4× 10+39 2:1× 10+23 5:2× 10+1 2:0× 10−13 7:2× 10−14
cases), that is:
ai;1 = 2; ai;2(x) = (x − 1)2 − 32 ; ai;3 = 12 ; ai;4 =− 116 :
In Table 2 we present the numerical tests comparing the current relative errors and the relative error
bounds when Q(;%)n (x) is evaluated. The behaviour of this limit case is quite extremal, giving very
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Table 3
Errors in the determination of the connection coeLcients be-
tween ;rst associated Laguerre and Laguerre polynomials
n= 100 a= 0 a= 2
Erel 7:9× 10−16 1:8× 10−15
New 5:0× 10−13 5:2× 10−13
Cond 4:1× 10+141 3:2× 10+145
large values near x=−1 and low values near x=1. These behaviour is reproduced by the condition
numbers, but the relative errors are acceptable.
4.3. Connection coe<cients between rst associated Laguerre and Laguerre polynomials
Recently, a great number of papers [12,20,21,23] have treated the problem of obtaining the coef-
;cients that permits us to expand a polynomial of a particular family of orthogonal polynomials in
terms of another di1erent basis, these are the so-called [2] connection coeLcients. These connection
coeLcients are obtained by means of (m+1)-order recurrence relations. As an example we analyse
the recurrence relation [21] that gives us the connection coeLcients between ;rst associated Laguerre
[3,15] and Laguerre polynomials, that is, we consider the expansion for the monic polynomials:
[L(a)n−1]
(1)(x) =
n−1∑
j=0
Cj(n− 1)L(a)j (x)
and where the connection coeLcients are obtained by the fourth-order recurrence relation [21]
(j + n)Cj−1(n− 1)
+ (1 + a+ 3j + aj + 4j2 + n+ an+ 2jn)Cj(n− 1)
+ (1 + j)(1 + a+ j)(4 + 5j + n)Cj+1(n− 1)
+2(1 + j)(2 + j)(1 + a+ j)(2 + a+ j)Cj+2(n− 1) = 0
with the initial conditions
Cn−1(n− 1) = 1; Cn−2(n− 1) = 2− 2n;
Cn−3(n− 1) = 8 + 2a− 10n− an+ 3n2:
In Table 3 we can observe that, as the absolute value of the coeLcients in the recurrence are greater
than 1 (in fact limj;n→∞ aj;1; aj;2; aj;3=−∞), the recurrence gives terms that grows in size. Therefore,
the condition number is very high, but the relative errors give almost double precision.
4.4. Random recurrences
We consider a (m+ 1)-order homogeneous random recurrence
l0 = 1; l−j = 0; j = 1; : : : ; m;
li =
m−1∑
j=1
ai; jli−j;
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Table 4
Random recurrences of order m+ 1
m= 3 6 9 12 15
Erel 2:8× 10−16 6:3× 10−16 5:5× 10−16 2:4× 10−16 2:4× 10−16
n= 100 New 3:5× 10−16 9:6× 10−16 2:1× 10−15 3:9× 10−15 1:3× 10−14
Cond 2:4× 10−8 6:7× 10−4 2:9× 10−2 4:5× 10−2 7:6× 10−2
Erel 1:6× 10−16 1:5× 10−14 3:0× 10−15 4:2× 10−16 1:0× 10−15
n= 200 New 1:5× 10−15 2:1× 10−14 1:3× 10−13 2:4× 10−14 6:2× 10−14
Cond 5:2× 10−4 2:8× 10+5 8:6× 10+9 4:4× 10+9 4:2× 10+9
where the entries ai; j =±1 following a discrete uniform distribution. In this case the matrix formu-
lation will give us a random banded upper triangular matrix. Examples of these matrices are studied
in [24]. These matrices have several applications in statistics, physics, and so on.
In Table 4 we present the relative error and the relative bounds, the new and the one based on the
condition number. As in the previous tests the condition number can be quite large in comparison
with the direct bound (in [24] it is proven that n
√
(Rn)→ 2 when n→∞ in the particular case of
random triangular matrices which entries follow a N(0; 1) distribution).
5. Recurrence relations in parallel
Many parallel algorithms for the parallel evaluation of linear recurrences have been proposed
[14,18]. Here, we propose to use, if we are just interested on the last term ln of a ;nite linear
recurrence (as in the case of polynomial evaluation), a matrix-product algorithm based on the ideas
of the algorithm proposed in [22].
First at all, we suppose that we have a computer with p processors (pn) and that, without
loosing generality, n= kp+ m.
We can reformulate a (m+ 1)-order recurrence as a ;rst-order matrix recurrence
Li =Mmi · Li−1; i = m+ 1; : : : ; n; (21)
where Li = (1; li−m; : : : ; li−1)T ∈R(m+1) and Mmi ∈R(m+1)×(m+1) has the structure
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being Im−1 the identity matrix ∈R(m−1)×(m−1) and ami =(ci; ai;m; : : : ; ai;1)∈R(m+1). Therefore, the ;nal
terms of the recurrence will be evaluated by means a ;nite product of matrices
Ln =
{
n∏
r=m+1
Mmr
}
· Lm (22)
using the initial values Lm = (1; l0; : : : ; lm−1)T.
This product formulation permits us to generate a parallel scheme by performing in parallel the
matrix products:
Ln =


p∏
j=1

 jk∏
r=( j−1)k+1
Mmr



 · Lm =


p∏
j=1
j

 · Lm:
=p · (p−1 · (: : : (1 · Lm) : : :)):
(23)
Now we can perform in each processor j the product j =
∏jk
r=( j−1)k+1 M
m
r . Then we have to
communicate the matrices j and to perform, in sequential, the product of the partial products (23)
obtaining Ln.
It is interesting to remark that the idea of writing the recurrences as matrix products was already
used by Stone [22], but for solving tridiagonal systems and using recursive doubling, that involves
a great deal of communications among processors.
5.1. Analysis of time complexity
In this section, we study the computational complexity of the algorithm introduced on a MIMD
computer.
First, we have to note that although the algorithm perform matrix multiplications, due to the
special form of the matrices Mmr each product is the product of a vector (a
m
i ) and a matrix.
On each processor we must evaluate m matrix multiplications before obtaining a dense matrix,
with a computational complexity of 1 +
∑m
j=2 2(j − 1) Pops. Next, we perform the rest matrix
multiplications with an arithmetic complexity of 2m(k − m) Pops and so, the complexity of the
parallel body of the algorithm is 1− m− m2 + 2mk Pops. Afterwards we have to communicate the
result of each subproduct, which computational complexity we denote by Tcom and that depends on
each particular parallel computer. Finally, we perform in sequential the last matrix–vector products
with a computational complexity of 2(p− 1)(m+ 1)m+ 2m2. So, the total complexity is
Tp = 2km+ m2(2p− 1) + m(2p− 3) + 1 + Tcom:
Note that the ;nal step can be evaluated in parallel by the recursive doubling method, but this
method involves a great deal of communications among processors and therefore its computational
complexity grows.
The speed-up, Sp, of the parallel method over the sequential method will be
Sp =
T1
Tp
=
2m · p · k
2km+ m2(2p− 1) + m(2p− 3) + 1 + Tcom : (24)
The former equation, as limn→∞ Sp = p, leads us to an asymptotic result:
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Proposition 5. Asymptotically; the parallel algorithm is optimal with respect to the sequential
algorithm.
5.2. Numerical stability
In this section, we briePy study the numerical stability of the parallel algorithm above proposed.
First we introduce two basic lemmas that can be found in [13]
Lemma 6. Let A∈Rn×n; x∈Rn and y= Ax; then
|yˆ− y|6 n|A‖x|:
Lemma 7. Let A; B∈Rn×n and C = AB; then
|Cˆ − C|6 n|A‖B|:
Now we can present an componentwise error bound for the parallel algorithm.
Theorem 8. The matrix-parallel algorithm (23) satises
|Lˆn − Ln|6 (m+1)(n−m) ·
(
n∏
r=m+1
|Mmr ‖Lm|
)
+ O(u2):
Proof. First we analyse the parallel body of the algorithm. That is; the computation of j on each
processor j. As j =
∏jk
r=( j−1)k+1 M
m
r ; M
m
r ∈R(m+1)×(m+1) and using Lemma 7; then ˆj = j +Rj
where; up to second order in u we obtain
|Rj|6
k−1∑
i=1
((m+1) + O(u2))
jk∏
r=( j−1)k+1
|Mmr |
 (m+1)(k−1) ·
jk∏
r=( j−1)k+1
|Mmr |+ O(u2):
And; therefore; if we now introduce the bound of Rj on the ;nal matrix–vector products p ·(p−1 ·
(: : : (1 · Lm) : : :)) and we use Lemma 6; we obtain Lˆn = (Ln +RLn) where
|RLn| =
∣∣∣∣∣∣P

 p∏
j=1
(j +Rj) · Lm

− p∏
j=1
j · Lm
∣∣∣∣∣∣
6
p∑
i=1
((m+1)(k−1) + (m+1) + O(u2)) ·
n∏
r=m+1
|Mmr | |Lm|
 (m+1)kp ·
n∏
r=m+1
|Mmr ‖Lm|+ O(u2):
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Fig. 1. Speed-up in the parallel evaluation on a CRAY T3D of several linear recurrences of order m.
Expression that gives us the result just by using again Lemma 6 and by taking into account that
n= kp+ m.
It is important to remark that in the parallel bound appears the factors (m + 1)(n − m) and∏n
r=m+1 |Mmr |. This last term that can be much larger (and in fact it is) than |M |. So, it is expected
that the parallel algorithm would be more unstable than the sequential one.
5.3. Numerical tests
The algorithms presented here have been tested on a Cray T3D with up to 512–PE using the
Message Passing Interface (MPI) as a parallel environment at the Edinburgh Parallel Computing
Centre (EPCC). This computer is hosted by a Cray Y-MP system. Each T3D PE consists of a
DECchip 21064 Alpha processor with 64 Mb of memory. The hardware con;guration of the com-
puter includes two IO gateways supporting host communications down 200 Mbyte=s. The election of
MPI for parallelism is based on its functionality, portability and support for heterogeneous parallel
architectures.
In Figs. 1 and 2 we show some results about the speed-up of the parallel algorithm proposed
here compared with the sequential one. In Fig. 1 we plot, for several orders m of the recurrence,
the speed-up versus the degree n of the recurrence. We can observe as the ;gure has an asymptotic
84 R. Barrio et al. / Journal of Computational and Applied Mathematics 150 (2003) 71–86
20 40 60 80 100 120
0
2
4
6
processors
sp
ee
d-
up
degree 104
20 40 60 80 100 120
0
5
10
15
20
processors
sp
ee
d-
up
degree 105
20 40 60 80 100 120
0
10
20
30
40
processors
sp
ee
d-
up
degree 106
m
2
10
m
2
10
m
2
10
Fig. 2. Speed-up in the parallel evaluation on a CRAY T3D of several linear recurrences of order m depending on the
number of processors.
behaviour towards a maximum value of eLciency that decreases as the number of processors in-
creases. In Fig. 2 we change the number of processors and, we can observe that when the number
of processors is high we need a high degree in the recurrence in order to have acceptable values.
Besides, the speed-up results decrease when the order of the recurrence m increases.
As result from the numerical tests, we can observe that the speed-up can be small, and therefore
in some situations it can be disadvantageous to use a parallel algorithm due to the low computational
cost of this problem (this situation also appears in the parallel numerical solution of narrow-banded
linear systems [10]). It is interesting to remark that recently in [4,7] several parallel algorithms have
been proposed for the parallel evaluation of orthogonal polynomial series and in these situations
the numerical tests were satisfactory. The di1erence in our case and the evaluation of orthogonal
polynomial series is that in the polynomial evaluation we also have to compute the coeLcients of
the recursion and therefore the computational complexity grows and so the ;nal speed-up gives good
results, but in general linear recurrences we suppose that the recursion coeLcients are already given.
Finally, in Fig. 3 we plot the relative rounding errors obtained for a recurrence of degree n=3072
and with coeLcients
ai; j = (−1)j ni2 + j2 ; ci =
1
(i + 1)2
:
The ;gure on the top shows the relative rounding error in the sequential case (p = 1). From the
;gures, we observe as the rounding error of the parallel algorithm grows with m, as it is predicted
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Fig. 3. Rounding errors in the parallel evaluation of several linear recurrences. Figure on the top: relative errors in the
sequential evaluation, ;gure on the bottom: error ratio between parallel and sequential evaluation.
by Theorem 8, and that there is a signi;cant increment of the error between the sequential and
parallel algorithms (a possible reason for this phenomena can be the great di1erence between |M |
and
∏n
r=m+1 |Mmr | and the term n in the bound). Besides, the error seems to not depend on the
number of processors p.
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