A discontinuous Galerkin finite element method is used to approximate solutions to a classical traffic flow PDE. This PDE is used to model the biological process of transcription; the process of transferring genetic information from DNA either to mRNA or to rRNA. The transcription process is punctuated by short, frequent RNAP pauses which are incorporated into the model as traffic lights. These pauses cause a delay in the average transcription process. The DG solution of the nonlinear model is used to calculate the delay and to determine the effect of the pauses on the average transcription time. Numerical error measurements between the DG solution and the true solution (derived by the method of characteristics) are given for a simple model problem. It shows an excellent agreement in a neighborhood away from the shocks as well as O(∆x) convergence for the delay calculation. Preliminary parameter studies indicate that in a system with multiple pauses both the location and time duration of the pauses can significantly affect the average delay experienced by an RNAP.
Introduction
Protein synthesis is a complex biological process that requires an immense amount of cellular energy as well as coordination and regulation of hundreds of molecules. The two stages of protein synthesis are transcription and translation. These two processes form the crucial components in the transfer of genetic information from DNA to protein. Transcription involves the transfer of the genetic information from the DNA to messenger mRNA. In bacteria, RNA polymerases (RNAP) translocate along the DNA strand and transcribe the DNA's genetic code into the mRNA molecule. Translation is the process by which ribosomes translocate along a mRNA strand and produce proteins. The ribosomes provide the so-called assembly machinery which uses the genetic information contained in the mRNA to construct a polypeptide chain which subsequently folds to form a protein. As noted in [20] , each of these processes is quite complicated and requires the availability of various amino acids as well as assembly of various initiator and termination complexes. The recent paper by Zia and collaborators [20] gives an excellent overview of these processes for the reader that may be unfamiliar with the subject. Moreover, the authors point out that the systematic study of such a process can follow either of two paths. The first is the path of building a complex and detailed model that may provide quantitative information that can be compared with experimental data of a very particular setting. Typically, it is very difficult to mathematically analyze the model or to extract from it any fundamental behaviors associated with the physical phenomena. An alternative approach is to consider a simple model that includes only a few of the fundamental underlying mechanisms of the process but hopes to capture the behavior of the system in some general sense. The disadvantage of such an approach is that these types of models rarely exhibit the kind of fidelity that allows for comparison with experimental data. The focus of this paper is the latter approach where a relatively simplified mathematical model is considered as an attempt to gain insight into the limiting behavior of the protein production process under certain cellular conditions.
On a very basic level both transcription and translation consist of a motion of a complex machine along a one-dimensional strand. Each process has roughly four parts: assembly of the machinery at the start of the strand, movement initiation, elongation and termination. In this paper, we concentrate on the process of elongation within the transcription stage, that is, RNAP motion along the DNA strand. It has been observed experimentally that the motion of RNAP is not uniform. Single molecule observation using optical traps indicate that the elongating polymerase transcribes rapidly but frequently pauses, and the duration of the pauses is roughly bi-modal [17] with means 1.2 ± 0.1 sec with amplitude 60% and 6 ± 0.4 sec with amplitude 40%. There are two types of transcriptional pauses of RNAP [13] . One type is referred to as backtracking pauses, and the other is called non-backtracking pauses, described in [11] . For the purposes of this work, we are only concerned with the non-backtracking pause case.
The existence of transcriptional pauses brings up the possibility that under conditions of high transcription initiation rates, a paused polymerase can prevent the forward motion of one or more polymerases that follow it, thus creating traffic jams [12] . While the density of polymerases on most genes is probably not sufficiently large to produce traffic jams, there are special genes, where the density of polymerases is very high. As an example, transcription of the ribosomal rRNA accounts for over half of the total transcriptional activity in Escherichia coli in high growth conditions [1] , even though rRNA (rrn) operons only account for 0.5% of the total genome. Thus, under favorable environmental conditions, most of the cell's metabolic capacity is devoted to making ribosomes [5] . To sustain the high cellular demand on ribosome RNA synthesis, the density of polymerases on the rrn operon is very high. In [6] , three types of models are considered in order to quantify the combined effect of high polymerase density and ubiquitous pauses on the transcription rate of ribosomal RNA. One of the three models is a continuum model taking the form of a hyperbolic conservation law with a nonlinear flux component. This paper serves as a companion to that work, and it details the Discontinuous Galerkin finite element methods used for the simulation results of the PDE model used in [6] .
We present a study of the behavior of numerical solutions of various formulations of the nonlinear model, and these results are used as a means to analyzing the fundamental biological questions related to the transcription process. An advantage of using this particular nonlinear PDE is that RNAP pauses at bottleneck nucleotide locations along the DNA strand can be modeled in a very simple manner, and closed form solutions can be written for several model problems of interest. This allows us to validate our simulation results prior to tackling the DG Calculations for a Nonlinear PDE Model 3 more relevant biologically motivated model formulations. A larger goal of the research is to gain insight into the effects these pauses have on total throughput of polymerases within the system, and the results of this study allow us to identify various parameterizations of the pauses that can illustrate the complex nature of such a system. Section 2 begins with a discussion of the particular implementation of the DG method used here, including its advantages and its limitations. The fundamental framework of the DG approach for a nonlinear PDE in conservation law form is considered. Solutions of the PDE models considered here exhibit discontinuities for intervals of time as well as corners that advect as the time variable increases. These discontinuities correspond to the location of transcriptional pauses along the DNA strand, and the corners appear as the rarefaction waves sweep through the domain once the transcriptional pause has ended. Hence, the numerical scheme is constructed with the intent of accurately capturing this behavior. For certain formulations of the model problem, errors in the numerical approximations can be measured, and we observe the correct order of convergence away from the spatial location of the discontinuities in the solution. Moreover, the corners in the solutions are accurately tracked by the numerical method as they propagate through the spatial domain over time, and spurious oscillations are minimized by the use of appropriate numerical techniques referred to as slope limiters. Once the numerical framework is established, we move to a description of the mathematical models.
In Section 3, we first present a generic version of the nonlinear model problem, which is also stated in the form of a conservation law. The subsections that follow survey several particular cases of that generic form. We relate these particular formulations to the biological phenomena when possible. A closed form analytical solution is constructed for the simplest cases related to one pause location at the center of the DNA strand. The analytical solutions and the numerical computations demonstrate excellent agreement for the simple models. The approximation error associated with the numerical scheme is given, and we discuss convergence properties of the computational scheme.
Once the numerical simulations are verified for the simple model problems, Section 4 details the measure that we use to analyze the throughput of the transcription process under the condition that transcriptional pausing occurs. First, the average delay per polymerase is defined in terms of the model variables (density and flux). We then describe how the DG simulation results are used to estimate this value. Numerical errors and convergence rates are assessed for one of the model problems considered in Section 3. Once this proof-of-concept is established, Section 4.3 considers a more biologically realistic case where multiple pauses are introduced into the system and an average delay per polymerase is computed. A discussion of the computational challenges is included, and the complexities of those calculations lead us to Sections 5.1 and 5.2 which employ parameter studies. These subsections illustrate how pause location and pause duration times can significantly affect the average delay values. In turn, the behavior of this average delay function gives us insight into the effects that the transcriptional pausing mechanism may have on the total protein production of the cell.
Discontinuous Galerkin Finite Element Method
DG is a numerical method designed to combine the tools of numerical flux functions and slope limiters from the finite volume method [14] with the geometric flexibility and high-order accuracy of the finite element method [2, 10] . Originally developed to solve PDEs describing conservation laws, the method is characterized by a discretization of the spatial domain of the PDE into elements and a local approximation of the weak solution to the PDE on each element resulting in a local system of ODEs. This local system is then solved by a high-order total variation diminishing (TVD) Runge-Kutta method. Finally a numerical flux function is used to connect the local solutions on the boundaries of the elements. In contrast to traditional finite elements, the weak form is solved locally on each element. The local, and therefore possibly discontinuous, nature of the approximation allows one to capture potential discontinuities at interfaces very accurately, and the use of slope limiters prevents spurious oscillations that can occur when using classical methods.
The choice of numerical flux is one of the key features of DG as its purpose is to connect the local finite element solutions for construction of the global solution and weakly impose any boundary or interface conditions from the PDE. When chosen properly, it also provides stability for the scheme. During the derivation of the weak form, the numerical flux function is introduced after the standard first integration by parts step as an approximation to the flux on the boundary of the elements. For nonlinear scalar conservation laws, the DG formulation is significantly more complicated than in the linear case. Once a nonlinear flux function is introduced to the conservation law, the solution may have discontinuities due to shocks, even though initial and boundary data is continuous. In addition to shocks, artificial oscillations may appear in the DG solution due to how the nonlinear flux function is approximated within the formulation. A slope limiter is used to prevent these oscillations, and it is essential for the stability of the computations. The following section discusses the specific implementation along with computational advantages and some disadvantages.
Discontinuous Galerkin Scheme for Model Simulations
This section describes the DG method that is used to numerically approximate the solution of a nonlinear PDE in conservation law form
where f (t, x, z) is the flux function, and particular choices for the flux function and specific boundary and initial conditions are discussed in a later section. Here we give a very brief overview of the DG approach, and the interested reader is referred to a wealth of literature on the topic for more details, see [2] [3] [4] 10] and the references contained therein. Let the function z h denote the DG approximation of the solution to Eq. (2.1) with appropriate boundary and initial data. To obtain this approximation, one first discretizes the spatial domain, [ 
On each element, choose a set of N interpolation points used to define a basis of Lagrange interpolating polynomials, ℓ
. The semi-discrete DG formulation on the k-th element is
where the local mass and stiffness matrices are
and f * is a numerical flux defined at the interface used to connect the local solutions. The notation z k h denotes the vector of unknown coefficients that determine the DG approximation of z on the k-th element of the mesh obtained by using a grid of size determined by the parameter h. Similarly, the notation f k h denotes the vector of values interpolating the flux function defined in (2.1) on the k-th element of the mesh obtained by using a grid of size determined by the parameter h. Using a total variation diminishing Runge-Kutta method, this system of ODEs in time is solved to find the approximation z h (x, t), see [10] and references therein. Matlab code obtained from the website associated with [10] provided the foundational code which was modified and supplemented to generate the PDE simulations presented in later sections.
In order to have high-order accuracy and stability of the time integration, a total variation diminishing Runge-Kutta method is needed. In the development of finite volume methods, slope limiters were derived to guarantee that a first order forward Euler scheme was stable when applied to the semi-discrete system of ODEs for a nonlinear hyperbolic PDE. But to gain higher accuracy than first order in time, a class of Runge-Kutta methods were developed to be total variation diminishing and therefore stable whenever an Euler method was also TVD as discussed in [8] . Since slope limiters are needed to guarantee stability of an Euler method, they are also needed for stability of the RK method.
Consider a standard explicit Runge-Kutta method with s stages denoted by
and ∆t F E is the time step from the forward Euler scheme. As shown in [8] , if α i,m ≥ 0 and
then the RK stages are convex combinations of forward Euler steps. Therefore if a forward Euler time integration is TVD, each stage of the RK integration will also be TVD and so will the resulting RK method. To maintain stability, the explicit RK method is combined with a slope limiter that is applied after each stage of the RK function evaluations. For the calculations in this paper, we use a relatively simple slope limiter that relies on the minmod function. It is based on a piecewise-linear reconstruction from finite volume methodology. Suppose the local solution on element D k has the form
h is the average value over the element. Then the slope limited version of the local solution is
where the minmod is defined to be
sign(a i ).
The minmod slope limiter compares an approximation to the spatial derivative over the element with difference quotients using the two neighboring elements. If these slopes all have the same sign, then the slope of the local solution over the element is chosen to be the smallest in absolute value. If the slopes do not have the same sign, then an oscillation is detected, the slope is set to be zero, and the local solution is the average value over the element. One of the main computational issues with using a slope limiter is the smearing of discontinuities and local extremum and therefore a loss of accuracy in a neighborhood of shocks. Since an artificial oscillation is determined by changes in the sign of the slope, all local maxes and mins are incorrectly identified as oscillations. It is shown in the following sections that this issue causes very little concerns for our simulations; however, it must be taken into account when convergence studies are employed. All calculations in the current work are obtained using the following optimal third order Runga-Kutta method with slope limiting. The scheme is optimal in the sense that the time step can be chosen to be as large as the time step for the forward Euler method. Numerical implementation of the algorithm is as follows. First, we apply the slope limiter to the initial condition.
where is the minmod slope limiter in (2.2). Then for n = 0, 1, 2, · · · , m, successive iterations of the slope-limited TVD Runge Kutta algorithm obtain a numerical approximation z n as follows.
where the time step, ∆t, is chosen to satisfy the CFL condition
and the max is computed over all interpolation points in the spatial domain. Using this DG formulation for a scalar nonlinear conservation law, the next section outlines its implementation for the nonlinear PDE used to mathematically describe the biological process of transcription.
Nonlinear Models
Here we discuss the general framework common to all of the models considered in this paper, and with this framework established, various model simulations and convergence results are presented. We examine a nonlinear macroscopic PDE model that was originally considered as a continuum model for traffic flow, see [15, 18] . By specifying the flux function in a variety of different configurations, we model transcription behavior along a single DNA strand where various nucleotides experience transcriptional pauses. This equation takes the form
where T is time measured in seconds, X is a continuum version of the length of a DNA strand that would be measured in units of the number of nucleotides in a discrete setting, and L is the length of the DNA strand in terms of those units. The function z(X, T ) represents the density of RNAP on the DNA strand as a function of space and time. The location and time duration of the transcriptional pauses are specified through the definition of the coefficientβ(X, T ), within the flux function, in a piecewise manner simply as
where v is the (constant) maximum velocity. (A more detailed description ofβ(X, T ) will be specified later by a spatial pause location, beginning pause time and pause duration.) Time and space are rescaled using the dimensionless variables
By the Chain Rule, the original PDE is equivalent to
Therefore, the dimensionless PDE model is
We use the flux function to impose transcriptional pauses. In particular, β(x, t) is determined by the nature of the transcriptional pauses and is defined in the following manner. For i = 1, 2, . . . M , define a three-tuple (x i , t i , d i ) where x i denotes the (spatial) nucleotide location of the ith pause, t i denotes the time at which the pause begins and d i denotes the time duration of the pause.
We also assume that z 0 < 0.5 so that the initial density allows the flow to be below its maximum possible value until the RNAPs back up behind the paused nucleotide location. In Section 4.3, we discuss computational results for a very large value of M that is biologically relevant. Prior to presentation of those results, we present a survey of numerical results for simplified models which are used to validate the accuracy and convergence rates of the algorithms constructed for simulation of the more biologically relevant mathematical models.
For details related to the biological literature, the interested reader is referred to [6] where the authors discuss several aspects of the motivating questions from the biological system and give computational results for the general model given above. In that work, the focus is the justification of the nonlinear model as a viable mathematical model and the numerical results are described in terms of their implications for the biological mechanisms related to physical phenomena of transcriptional pausing. This work focuses on the validation of the numerical implementation and the resulting computational simulations. In the following sections, we include a detailed computational study of the accuracy of the simulations. Beginning with two cases where one can construct an analytical expression for a solution, we give a careful study of the convergence properties of the simulation algorithm. Once these results are established, we include other computational examples that are relevant to the biological model but where an algebraic solution is not available.
RNAP Elongation After a Pause
In this section, we examine the performance of the DG method on the nonlinear model using a smooth flux function but a piecewise constant initial condition modeling only the portion of the transcription process that occurs after one paused nucleotide releases the lead RNAP and elongation is allowed to take place without any other pauses occurring. We consider this case purely from the standpoint of verification of the simulations as there is a true solution that we can construct explicitly. This very simple case serves as a pre-cursor to model problems that are more relevant to the biological questions we seek to answer and simultaneously less amenable to any existing convergence results. We numerically solve
In terms of its application to ribosomal transcription, this model describes an idealized case where a pause with a long duration has occurred in the middle of the DNA strand (x = 0), the density in front of the pause has dropped to 0, and the trailing RNAPs have backed up behind the first stopped polymerase. Using the method of characteristics, one can find the closed form solution to (3.4a) -(3.4c) to be the following function.
Note that the solution is piecewise defined and is determined by a linear function in one region of the domain and taking on a constant value in the other two regions; hence, we choose to use a linear basis for the spatial discretization of the approximation scheme. Note that Theorem 4.7 in Chapter 4 of [10] implies that for any t > 0, the L 2 norm of the error of the approximation is bounded by a constant multiple of ∆x. Combining this spatial approximation with the explicit TVD Runge Kutta time integration and the use of the slope limiter suggest that O(∆x) is the best order of convergence that one might expect.
Using a linear basis, the L 2 error at the final time T is computed for a range of spatial discretizations from K = 40 to K = 1280 elements. In Table 3 .1, the error is computed over the spatial domain x ∈ (−0.5, 0.5) at the final time T = 0.7, and note that the convergence rate of O(∆x) is as expected. We also remark that the boundary condition imposed in (3.4c) is inconsistent with the true solution to (3.4a) -(3.4b) for t > 0.5. That is, at the time t = 0.5, the characteristics emanating from the shock at x = 0 first intersect the left end of the domain, x = −0.5, and the true solution values that are determined by the characteristic lines (as opposed to using those values prescribed by the boundary condition in (3.4c)) are used in the error calculation in order to recover the prescribed error convergence rate. We should remark here that if the boundary condition in Eq. (3.4c) is used in that computation, the DG approximation seems to isolate the error in the boundary condition to that element containing the boundary node x = −0.5. Hence, even when the prescribed boundary condition violates the conditions required by the characteristics, the DG approximation still exhibits reasonable convergence as the grid is refined; however, the order of the convergence rate is slightly below O(∆x). The following section contains a model that is more relevant to the mathematical model of interest but has been simplified to a degree such that one can write down a closedform solution. 
Transcription with One Pause in a Parameterized Interval of Time
In this section, we consider the model in (3.2a)-(3.2c) with the configuration that one nucleotide in the center of the DNA strand corresponds to a pause location and the pause occurs during some parameterized time interval denoted by ζ < t < ξ. The flow velocity using the piecewise constant function is specified as
It represents (a dimensionless version of) a raw elongation velocity function which assumes a maximum value of 1 except at the site of the pause x = 0 where it assumes the value of 0 for a duration of time length determined by dt = ξ − ζ. During this time period, the velocity function is set to 0, and no elongation is permitted at this spatial location. The location of the pause or the so-called bottleneck nucleotide is fixed at x = 0 for ease of computation. Using the method of characteristics, one can develop a closed-form solution to (3.2a)-(3.2c) with (3.5), see [9] and [16] for example. For brevity, we omit the details of this calculation and refer the reader to the Appendix of this paper. One can define specific times t 1 and t 2 so that t 1 is the time at which the line of paused polymerases has completely dissipated after the paused nucleotide has released and the density is returned to the uniform value of z 0 . Further, t 2 is the time required for the lead polymerase that is stopped at the paused nucleotide to catch up with those polymerases that were unaffected by the pause once it has ended; ie, the density at the front end returns to the uniform value of z 0 . With dt = ξ − ζ, t 1 = dt 1−z0 and t 2 = dt z0 and z 0 = 0.31, the closed-form solution to (3.2a)-(3.2c) using (3.5) is given by
0.31 x < −0.31(t − ζ); t < t 1 + ζ, 1 −0.31(t − ζ) < x < 0; t < ξ,
(3.6) Note that a discussion similar to the one from the Appendix can be found in [16] with the exception that the explicit form of the solution is not given in that text and the paper models a red-green traffic light using a discontinuous initial condition while we use a discontinuous flux coefficient. The parameterized pause coefficient allows one to consider multiple spatial locations for the pauses, different intervals of time as well as different durations of time for the model, thereby, making it useful for comparison to the actual biological applications that are being considered. The true solution (3.6) is used to validate numerical simulations of the PDE and to study the delays experienced by polymerases in the presence of a single pause nucleotide.
Also note that similar calculations for a particular instance of the model in (3.2a)-(3.2c) with (3.5) using DG have appeared in print, see [19] . The results in this paper differ from those in several ways. In [19] , various combinations of two numerical flux functions and two flux limiters are applied for those calculations, and for each of those cases, performance of the numerical computations on a simple model is compared. In this paper, a nonlinear LaxFriedrichs flux with a minmod slope limiter is used for all of the numerical simulations presented, and the current research effort focuses on the use of the numerical results obtained through DG in order to estimate delays for the particular biological application of biopolymerization. The following section presents a set of computational results using the DG scheme for the model given in this section. 6) , at the final time T = 0.7 using z 0 = 0.31 and 160 elements. The pointwise error between the DG approximation and the solution at that final time is also shown in Fig.  3 .2b. We note that for the graph in Fig. 3 .2b, the pointwise error spikes in the region of the domain where the shock is located for that particular value of t. Although the error is larger in the region between the two shocks, it is still within an acceptable tolerance for the value of ∆x = 6.25 * 10 −3 using 160 elements if one might expect O(∆x) convergence. In order to investigate convergence properties, we use a linear basis with the DG scheme discussed in Section 2.1, and the L 2 error at the final time T = 0.7 is computed for a range of spatial discretizations. Due to a loss of accuracy near the shocks, the error is computed over the spatial region satisfying |x − x s | ≥ 0.01 where x s is the location of the shock at the final time, see [3] for similar error tabulations. Table 3 .2 gives the results of the error calculations and shows a decrease in the error outside a small neighborhood of the spatial domain that contains the shock; however, the order of convergence does not indicate any clear pattern. Table 3 .2:: Error calculations at the final time T = 0.7 where one pause is located at x = 0 during the time interval 0.2 < t < 0.3. Ω is a subset of the domain defined by Ω = {x ∈ (−0.5, 0.5) : |x − x s | ≥ 0.01} where x s is the location of a shock at T . In Fig. 3 .3a, the density at the right boundary x = 0.5 (corresponding to the termination site of the DNA strand) is plotted as a function of the time t. Observe that the DG calculation shows good agreement with the true solution of the PDE with the exception of small errors in the region around the discontinuities in the density and flux functions. Moreover, the discontinuities are captured by the DG approach without the introduction of any non-physical oscillations around the discontinuities. Numerical error in the DG approximation at the termination site x = 0.5 is particularly important to the underlying biological model because the flux at the termination site is measured (over time) in order to calculate the number of polymerases that complete the transcription process (thereby producing ribosomes) in the model simulation. The formulation of this delay calculation is now described in the following section.
Error Calculations and Convergence Results

Delay Calculations for the Transcription Model
It is known from empirical observation that during the transcription process, a polymerase frequently pauses along the DNA strand causing a transcriptional delay and affecting the instantaneous transcription speed, see [6, 12, 13, 17] . One goal of the current research is to use numerical simulations of the PDE model described in Section 3 (with various selections of pause data) in order to quantify the effect of pauses and subsequent delays on the overall transcription rate of the ribosomal RNA. Beginning with the simple case of one pause, we describe the calculation of the average delay per polymerase. This idea easily generalizes to the case of multiple pauses, and a sample calculation of this delay value is given for the setting of multiple pauses at the end of the discussion. Using a PDE model, the information that we compute is a density of RNAPs over the domain of interest. We do not compute trajectories of individual RNAPs. However, one can measure the amount of RNAPs that have successfully transcribed the strand over a chosen 
where z(0.5, t) is the solution of (3.2a)-(3.2c) and represents density at the termination end of the strand at time t. Using this information, one can compute time delays by comparing the outputs of two versions of the PDE model. First, we introduce the reference case of the model. The reference case characterizes the ideal situation in which there is no pause on the DNA strand, and the initial and boundary conditions are specified with a certain constant background density of z 0 . The PDE model is then posed as Eqs. (3.2a)-(3.2c) where we set β(x, t) = 1 for all x and t. Note that the constant density z(x, t) = z 0 is the solution of the model equation for this reference case; therefore, the reference flux function, f R , is also a constant function
Since f R is constant, then for the reference case with a constant density, constant flux and no transcriptional pauses, Eq. (4.1) implies that the number of polymerases that have arrived at the termination site, x = 0.5, in the time interval (T 0 , t) is
This gives us a mechanism to measure the total amount of RNAPs that have transcribed the DNA strand at any given time t > T 0 for the ideal case of no pauses.
Next we describe how we compute the effect of transcriptional pauses on the average delay per polymerase. Although the delay calculation is described in terms of the aforementioned model problem, the process is the same for the more general situation where one allows multiple transcriptional pauses to occur. For the case of the model problem with one pause described in Section 3.2, we have constructed the solution of (3.2a)-(3.2c) using (3.5) which incorporates one pause in the middle of the DNA strand. One can use that expression in (3.6) and the corresponding flux f (z(0.5, t), t) to evaluate the corresponding integral in the expression (4.1) to construct N (t) which quantifies the amount of RNAPs that have transcribed the DNA strand at any given time t > T 0 for the single pause model.
Then for any t > T 0 , we calculate the amount of time required for the polymerases transcribing the one pause model to reach the right boundary, and we seek to compare that time with the amount of time that is required for the same number of polymerases to arrive at the termination site under the condition that the DNA chain has no pause. To achieve this goal, define the function s(t) so that for each t > T 0 , the function s(t) is the instant of time for which
Note that the function z(0.5, y) in the above equation refers to the density calculated using the one pause model. (In the more general case, z(0.5, y) would refer to the density using a model with multiple pauses imposed.) Now for each t > T 0 in the one pause model, suppose that an amount of RNAP arrives at the termination end of the strand at the time s(t). That amount of RNAP experiences a transcription time delay of s(t)−t (the time it actually arrives at the termination end minus the time it would have arrived at the right end if there were no pauses). Hence, the total amount of delay experienced by all RNAPs arriving over the time interval [T 0 , T 1 ] is given by the following integral
The average delay per polymerase over an interval [T 0 , T 1 ] is then calculated as
The integral in the denominator is the amount of RNAPs that terminated during the time interval [s(T 0 ), s(T 1 )]. In the case of the one pause model, we choose T 0 to be an arbitrary time before the first of the delayed polymerases reached the right boundary and T 1 to be a time after the last of the polymerases affected by the pause has reached the termination site. In this way, we ensure that the delay calculation includes all RNAPs that could possibly be affected by the pause.
Here we note that it is only for the case of the model problem with a single pause that we have an analytical solution that we can use to verify and validate our computational scheme. We will report those results in the following subsections, but first we include the following subsection to describe how all of the ideas presented above get translated into the discrete computational scheme using DG.
Discretizing the Delay Calculations
In order to be precise in our validation of the computational results, we briefly introduce notation to clarify how the DG calculations are used to approximate the delay calculations for the PDE model with one pause, and we stipulate that the generalization to a model with more transcriptional pauses follows the same form.
For the system governed by the PDE model and simulated using the DG scheme, the number of polymerases that have arrived at the termination site in the time measured from T 0 to the time t is approximated by 0.5, y) )dy, where z h represents the DG solution of (3.2a)-(3.2c) with (3.5). Likewise, we define the discretized function s h (t) so that for each t > T 0 , the function s h (t) is the approximate instant of time for which
The notation s h represents the fact that the integral is calculated using the DG solution z h (0.5, y) and by using a numerical quadrature rule to approximate the integral. For the right side of (4.5), the N R (t) calculation is done exactly. The estimated average delay per polymerase over an interval [T 0 , T 1 ] is then calculated to be
where all quantities that must be numerically approximated are indicated with a form of subscript referring to the mesh size. Note that a composite Trapezoidal rule is used to approximate the integrals. The composite Trapezoidal rule is chosen because it uses a low order approximation to the integrand. This is not necessary in the simple model problems that we investigate. However, in the more biologically meaningful models, one finds that the integrand is highly oscillatory and non-differentiable, and in such situations, less error is introduced by using a low-order composite scheme.
Delay Calculation for the One Pause Model
As a means of validating the computational scheme and as an illustrative example, we give the following results. Using the DG solution to (3.2a) − (3.2c) with z 0 = 0.31 and β(x, t) = 0, if x = 0 and 0.2 < t < 0.3, 1, otherwise, (4.7)
the average delay over the time interval (0, 2.84) is computed with the time step size ∆t = 0.0001 for a range of spatial discretizations. Using the true solution (3.6) at x = 0.5 to compute the flux function and s(t) from (4.3), the true value of the delay is approximately D = 0.0422086. Table  4 .1 compares the average delay using the DG solution and that of the true solution showing that the order of convergence is O(∆x).
Now that we have demonstrasted convergence of simulations for both the DG solution and the delay calculation in the case of a single pause, we briefly discuss attempts to introduce multiple pauses into the system. In the traffic flow transcription model, multiple pauses are incorporated into the PDE as discontinuities in the flux coefficient to mimic cases where there Table 4 .1:: The average delay, D G for the model in (3.2a)-(3.2c) with (4.7) computed using the DG solution with a variety of spatial grids. The error in the third column is computed by comparing the average delay computed using the DG computation to that of the delay, D as discussed above, computed using the true solution of the PDE. are known experimental results. This is meant to serve as a motivation for considering the parameter studies in the following section.
Computational Results for a Biologically Relevant Model
In [17] , single molecule observation using optical traps indicate that the elongating polymerase transcribes rapidly but frequently pauses. Here we construct a mathematical framework that imposes a set of pauses to model that situation. Consider the model equation given in (3.2a)-(3.2c) using the general form (3.3) with a large number of pauses implemented as follows. The spatial domain [−0.5, 0.5] is partitioned into N finite elements of uniform length, and we consider the spatial-temporal product space when determining the placement of the pauses. The spatial locations for the pauses are chosen uniformly from the elements numbered from 1 to N , with the exception that the algorithm is modified so that a pause location is not chosen to be in the first or last element of the mesh. The pause durations are chosen so that, on average, forty percent of the pauses are long pauses and sixty percent of them are short pauses. The duration of time for each of these types of pauses is chosen according to a double exponential distribution. Using experimental data from [17] , the short pauses are exponentially distributed with a mean of approximately 1.2 seconds, and the long pauses are exponentially distributed with a mean of approximately 6 seconds. The overall mean length of a pause is then τ = 3.12 seconds. The numerical simulations are constructed to be consistent with [7, 12, 17] where, on average, a polymerase encounters 6 pauses per minute of elongation. Using v = 200 in (3.1), 5 minutes of transcription time is equivalent to t = 300 * v/5450 = 11 units of dimensionless time where the length of the DNA strand is L = 5450 nucleotides. The PDE solution was simulated until a final time of T = 20 to ensure that s h (t) was computed on the dimensionless time interval (1, 12) corresponding to a time interval of length 5 minutes. We begin the delay calculation at T 0 = 1 in order to guarantee that the RNAPs arriving at or after T 0 = 1 have transcribed either all or most of the total length of the domain and on average, have experienced pauses. Because the initial condition is z 0 = 0.31, there will be RNAP that are distributed along the DNA strand at t = 0 and those RNAPs will not be as likely to experience a transcriptional pause as those that initiate on or after time t = 0. Using 176 pauses uniformly distributed in space and exponentially distributed in time as shown in Fig. 4 .1a, the average delay per polymerase for this particular realization of pauses on the interval (1, 12) is 41 seconds. The stochastic nature of the pauses creates a flux function (at the termination site) which is highly oscillatory, see Fig. 4.1b. Fig. 4 .1a is included so that the reader may visualize the location and time durations of pauses that result in such a flux function. Even though the flux function f (z h (0.5, t)) is oscillatory, it's easily integrable using a composite rule with a fine grid of time values as we have used here.
Note that the above result of an average delay per polymerase refers to an average value over time for one particular realization of pauses adhering to the statistical distribution described above. However, we note that an average delay per polymerase for one single realization of pauses (i.e. one draw from a random variable) is certainly insufficient to make any conclusions about overall behavior of such a system. A preliminary result is reported in [6] where multiple realizations of the pauses are used for model simulations, and average delays are reported over a range of values of instantaneous transcription rates. In that case, the average delay calculations exhibit a high amount of variability for the multiple realizations. Even formulating any conclusions about the influence that the location and duration times of pauses might have on the average delay per polymerase is clearly very difficult for such a general case with a large number of pauses located randomly within the domain. The stochastic nature of the pause distribution will require the use of statistical techniques in order for a systematic analysis to lead to any useful qualitative conclusions, and those efforts are currently underway. In the meantime, we make use of the PDE model simulations in order to numerically investigate the system model in the presence of a small number of pauses where the locations and durations become parameters of great interest. 
Parameter Studies for Models with Multiple Pauses
The previous section indicates that a statistical analysis is needed for the biologically relevant situation where a large number of pauses is included in the mathematical model. However, as a preliminary quantitative study where one can make use of the PDE model, we demonstrate that even for fairly simple cases, the delay function can display complicated behavior. We consider a variety of parameterizations of the spatial locations and time durations of the pauses. In [6] , the authors show that for the one-pause model discussed in Section 3.2, the crossing times are predictably monotone as a function of pause location. That is, a pause located close to the beginning of the DNA strand produces a larger average crossing time per RNAP than that of a pause of the same time duration positioned near the termination end of the strand. However, the following discussion illustrates that the placement and duration of even two pauses can have more interesting effects on the delay function.
Parameterized Time Between Pauses
Here we consider the situation where two pauses occur at the same spatial location but occur during separate periods of time. We construct the velocity coefficient function so that β(x, t) = 0 x = 0; 0.2 < t < 0. (Fig. 5.1b) , as the parameter i determining the time between the two pauses is varied from 0.2 to 5.9 in small increments. The delay values generally range from nearly 0 to an average delay of about 0.08 units of dimensionless time. Focusing on the case of the highest background density of z 0 = 0.4, the transcription time for the reference case in terms of dimensionless time corresponds to 1/(1 − z 0 ) ≈ 1.667. Then an average delay of less than or equal to 0.08 corresponds to a increased transcription time that ranges between 0 and slightly less than 5% when compared to the transcription time for the reference case. Fig. 5 .2 includes the contour plot for the simulation corresponding to the minimum delay value using an initial density of z 0 = 0.3. For that case, the maximum amount of delay is around 0.02 units of dimensionless time which corresponds to a worst case delay of only about 1.5% of the dimensionless transcription time. Upon careful mathematical inspection, one observes that the minimum delay occurs when the outer shock caused by the first pause intersects the space and time location of the beginning of the second pause. Intuitively this seems reasonable since the RNAPs affected by the first pause are not affected by the second pause in such a situation. Moreover, in the nonlinear model, the elongation velocity of the RNAPs is linearly related to the density, and the velocity of those affected RNAPs increases with decreasing density. Therefore, the trailing RNAPs that are stopped by the first pause but escape effects of the second pause are allowed to elongate at a faster rate during the time interval between the cessation of the first pause and the activation of the second pause because of the lower density directly in front of them as they travel through the rarefaction wave that occurs.
The main conclusion that we draw from the results of Figs. 5.1a-5.1b is that if a pause occurs at a particular location, then the background density or the overall crowding or congestion of RNAPs on the DNA strand can have a significant effect on how often that pause should occur in order to minimize the average amount of delay experienced by the individual polymerases. That is, the minimum delay value occurs at a different choice of the parameter value determining the time between pauses for each case of z 0 . In addition, for each choice of z 0 , once the time between the pauses exceeds a critical threshold, the average delay approaches an "equilibrium value," and the delay is insensitive to very small changes in the time between the two pauses once the parameter is sampled from that region. For example, when one chooses a background density of z 0 = 0.3, if the nominal values of the parameter i determining the time between the two pauses is selected anywhere in the region (2, 6), the average delay value will be insensitive to small changes in that parameter choice. However, Fig. 5.1b indicates that for the case of higher background density of z 0 = 0.4, when the nominal parameter value of i is located in the interval (2, 4), the value of time delay will be sensitive to small changes in the parameter controlling the time between the pauses. Indeed, the more congested case would require the parameter to be chosen to be larger than 5 in order to guarantee that the delay value is insensitive to small changes in the time between pauses. From the biological perspective, increases in the average delay per RNAP are directly related to decreases in the overall transcriptional output of the RNAPs, thereby decreasing the mRNA production of the gene.
Parameterized Location of a Second Pause
In the previous section, the spatial location of the two pauses is fixed and the time between them is varied. We now show that if the spatial location of the second pause is varied (but its time duration is fixed), the average delay function can attain both local minimum and local maximum values. For the case shown here, one pause is fixed at x = 0 during the times 0.1 < t < 0.15. The second pause is spatially located at x = −0.4 + i/200 for i = 0, 1, 2, · · · , 160 during the times 0.6 < t < 0.65. This includes spatial locations that are behind the fixed pause on the DNA strand as well as some which are located ahead of it on the strand. The average delay was then computed over the time interval (0, 4.1). The right end point of the time interval is chosen so that for each choice of the parameter value, every polymerase affected by the pauses has reached termination and the density is back to the reference case density value, z 0 = 0.31 for this case. A local maximum and two local minimums in the delay are observed in . This indicates that the interaction of the backup caused by these pauses can affect the overall average crossing times of the RNAPs in complex ways, thereby affecting the total number of mRNAs that are produced in a given time period. Figs. 5.4a and 5.4b include the contour plots of the simulations corresponding to the local minimum delay values indicating that the minimums occur when the starting time and location of the second pause intersects the shock emanating from the release of the first pause. Fig. 5 .3b includes the contour plot of the model simulation corresponding to the maximum delay value indicating that it occurs when the characteristic created by the release of the second pause intersects the shock emanating from the first pause. We might also note that the actual percentage of the average delay only ranges from less than 1% to approximately 2% of the average transcription time for the case that z 0 = 0.31. As shown in Figs. 5.1a and 5.1b, the initial density as well as pause location parameterized in time and space can influence the average delay, and as the DNA strand becomes more crowded, then we would expect the location of the second pause to affect the average delay number more significantly. However, it is unclear which has a larger effect on the average time delay experienced per polymerase. Based on results here, the low density regimes may show the same amount of sensitivity to small changes in location and time durations of pauses; however, the results in Fig. 5 .1b lead us to hypothesize that for the case where the DNA strand is more crowded (that is, 0.3 < z 0 < 0.5), the average delay per polymerase may be more sensitive to small changes in duration times of the pauses. Investigations where parameterizations varying both spatial locations and time durations are simultaneously considered are currently underway.
Conclusions and Future Work
This work presents a careful numerical study of a nonlinear PDE model that describes DNA transcription in the presence of short pauses that are located throughout the spatial and time domains. In highly transcribed genes such as the rrn gene in E.coli under high growth conditions, the simulation of the interaction of high density of polymerases with frequent pauses requires employment of highly sophisticated numerical methods that are stable in the presence of multiple discontinuities in the coefficients, as well as solutions of a nonlinear conservation law. Motivated by this biological problem we calculate the average transcriptional time delay per polymerase as a measure of the effect that the ubiquitous pauses may have on the overall production of ribosomes (and hence proteins) in E. coli. Here, it is assumed that the overall production of ribosomes is directly related to the measured amount of RNAPs that transcribe the DNA strand over a given amount of time. Convergence of order O(∆x) for the numerical scheme is observed for both the density variable and the subsequent delay computation in those simple cases where we are able to test against an analytical solution.
A rigorous study of the computational results of the PDE model with many pauses randomly distributed throughout the domain is difficult and will require a statistical approach. This type of study is the subject of ongoing research. We make the first steps toward a different approach by considering a thorough parameter sensitivity study for simple models such as the two pause model described in Sections 5.1 and 5.2. Important parameters include the spatial location and time duration of the pauses as well as the background density of the PDE (z 0 in our notation) which describes the recruitment of RNAP to a particular gene. A development of mathematical models for transcriptional elongation and numerical, statistical and analytical analysis of these models will continue to probe the limits that this process imposes on the growth rate, as well as other functions of cells.
0.31 t < ζ, 0.31
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