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Report
The aim of this work is to make some investigations concerning duality for mul-
tiobjective optimization problems. In order to do this we study first the duality for
scalar optimization problems by using the conjugacy approach. This allows us to
attach three different dual problems to a primal one. We examine the relations be-
tween the optimal objective values of the duals and verify, under some appropriate
assumptions, the existence of strong duality. Closely related to the strong duality
we derive the optimality conditions for each of these three duals.
By means of these considerations, we study the duality for two vector opti-
mization problems, namely, a convex multiobjective problem with cone inequality
constraints and a special fractional programming problem with linear inequality
constraints. To each of these vector problems we associate a scalar primal and
study the duality for it. The structure of both scalar duals give us an idea about
how to construct a multiobjective dual. The existence of weak and strong duality
is also shown.
We conclude our investigations by making an analysis over different duality
concepts in multiobjective optimization. To a general multiobjective problem with
cone inequality constraints we introduce other six different duals for which we prove
weak as well as strong duality assertions. Afterwards, we derive some inclusion
results for the image sets and, respectively, for the maximal elements sets of the
image sets of these problems. Moreover, we show under which conditions they
become identical.
A general scheme containing the relations between the six multiobjective duals
and some other duals mentioned in the literature is derived.
Keywords
perturbation functions; conjugate duality; optimality conditions; location problems
with demand sets; duality in multiobjective convex optimization; duality in multi-
objective fractional programming; Pareto-efficient solutions and properly efficient
solutions; weak, strong and converse duality; sets of maximal elements
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Chapter 1
Introduction
Over the last fifty years the theory of duality in multiobjective optimization has
experienced a very distinct development. Depending on the type of the objective
functions and, especially, on the type of efficiency used, different duality concepts
have been studied.
In this work we propose a new duality approach for general convex multiobjective
problems with cone inequality constraints in finite dimensional spaces. The main
and most fruitful idea for constructing the multiobjective dual is to establish first a
dual problem to the scalarized primal. The suitable scalar dual problem is obtained
by means of the conjugacy approach (cf. [19]), by using a special perturbation of
the primal problem.
This opens us the possibility to take in the first part a deeper look on the usage
of the conjugacy approach in the theory of duality for scalar optimization problems.
We conclude the thesis by generalizing the new approach and relating it to some
other theories of duality encountered in previous works.
1.1 An overview on the literature dealing with du-
ality in multiobjective optimization
The first results concerning duality in vector optimization were obtained by Gale,
Kuhn and Tucker [24] in 1951. They established some theorems of duality in
multiple objective linear programming, namely, for linear programming problems
with a matrix-valued linear objective function. Further theories of duality in the
linear case have been developed by Kornbluth [45], Ro¨dder [63] and Isermann
[36], [37].
A first description of the relations between the duality concepts of Gale, Kuhn
and Tucker, Isermann and Kornbluth was given by Isermann in [38]. In
[39] Ivanov and Nehse did also investigate the relations between some duality
concepts in the linear multiobjective optimization, in fact, those of Gale, Kuhn
and Tucker [24], Scho¨nefeld [68], Isermann [36], [37], Ro¨dder [63] and Fiala
[22].
Concerning the duality for linear vector optimization problems, let us also
mention an alternative approach recently introduced by Galperin and Jimenez
Guerra [27]. It bases on the very controversial balance set method described
by Galperin in [25] (see also the papers of Ehrgott, Hamacher, Klamroth,
Nickel, Scho¨bel and Wiecek [18] and Galperin [26]) and proves that to an
unique optimal primal vector the non-scalarized dual problem presents a cluster of
corresponding optimal dual vectors.
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For non-linear vector optimization problems we notice that the development of
the theories of duality followed on many different directions. We will enumerate
here some of them alongside their most representative papers.
Let us start by emphasizing the paper of Tanino and Sawaragi [74], where
the authors examine the duality for vector optimization problems using the concept
of conjugate maps. They extended the theory which was fully developed in scalar
optimization by Rockafellar [62] to the case of multiobjective optimization, by
introducing the new concepts of conjugate map and subgradient for a vector-valued
map and, otherwise, for a set-valued map. This encouraged many authors to in-
troduce different conjugate duality theories for set-valued optimization problems,
which can be seen as generalizations of the vector optimization problems. Among
the contributions on this field we remind the papers of Brumelle [12], Kawasaki
[44], for problems in finite dimensional spaces, Postolicaˇ [60], [61], Tanino [73],
Corley [14] and Song [71] for problems in general partially ordered topological
vector spaces.
Another very important approach in the theory of duality for convex vector
optimization problems in general partially ordered topological vector spaces has
been introduced in the beginning of the eighties by Jahn [40] (see also Jahn [41]
and Nehse and Go¨pfert [30]). It generalizes the concept of Scho¨nefeld [68]
by using the duality theory described by Van Slyke and Wets in [76]. For
linear vector optimization problems, Isermann’s duality [37] can be obtained as a
particular case of this approach. We want also to mention here another extension of
the duality theory of Van Slyke and Wets [76] for vector optimization problems,
which has been considered by Nieuwenhuis in [58].
In finite dimensional spaces, among the most important contributions to the
theory of duality we praise two approaches introduced by Nakayama in [54] (see
also Sawaragi, Nakayama and Tanino [65] and Nakayama [55]). The first
one bases on the theory presented by Tanino and Sawaragi in [75] which uses
the so-called vector-valued Lagrangian functions. Besides convexity assumptions
for the sets and the functions involved in the formulation of the primal problem,
the authors impose the fulfilment of some compactness and, respectively, continuity
assumptions. Because of the fact that just convexity assumptions are imposed, the
second approach described by Nakayama in [54] is more general. Moreover, it
turns out to be another generalization of the duality concept of Isermann from
the linear case. For both approaches in [54], some geometric considerations have
been given. Two other important contributions in this direction, which also use the
vector-valued Lagrangian functions, are the papers of Luc [48], [49].
The last two duality concepts we recall here concern the multiobjective optimiza-
tion problems in finite dimensional spaces, the inequality constraints being defined
by the use of the non-negative orthant as ordering cone. They extend the results
of Wolfe [94] and Mond and Weir [52] for scalar convex programs to vector
programs. Weir had first introduced in [90] these duals in the differentiable case
and, then, Weir and Mond (in [92], [93] and together with Egudo in [17]) have
weakened the initial assumptions by formulating and proving the duality also in
the non-differentiable case, under generalized convexity assumptions and without
requiring any constraint qualification.
1.2 A description of the contents
In this section we will give a description of how is this work organized.
Chapter 2 is devoted to the study of the theory of conjugate duality in scalar
optimization. We begin by giving a short description of this technique and then we
adapt it to an optimization problem with cone inequality constraints given in a finite
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dimensional space. To this problem we associate three conjugate dual problems,
two of them proving to be the well-known Lagrange and Fenchel dual problems.
This approach has the property that the so-called ”weak duality” always holds,
namely, the optimal objective value of the primal problem is greater than or equal
to the optimal objective value of the dual problem. Concerning these three duals
we establish in the general case ordering relations between their optimal objective
values.
Moreover, we verify under appropriate assumptions some equality relations be-
tween the optimal objective values and prove that these assumptions guarantee the
so-called ”strong duality”. As usual, by strong duality we suppose that the optimal
objective values of the primal and the dual problems coincide and that the dual
problem has an optimal solution. In order to achieve strong duality, we require
some convexity assumptions of the sets and functions involved, and some regular-
ity conditions called ”constraint qualifications”. On the other hand, we also show
how it is possible to weaken these assumptions in a way that the equality between
the optimal objective values of the three dual problems and, otherwise, the above
mentioned strong duality results still hold.
This part can also be seen as a contribution to a subject proposed by Magnanti
in [50], regarding the connections between the Lagrange and Fenchel duality con-
cepts. In order to complete our investigations we establish necessary and sufficient
optimality conditions for the primal and dual problems, closely connected to the
strong duality.
In the second part of the chapter we deal in a general normed space with an
optimization problem, the objective function being a composite of a convex and
componentwise increasing function with a vector convex function. Using again the
conjugacy approach, we construct a dual problem to it, prove the existence of strong
duality and derive the optimality conditions. Using the general result we introduce
then a dual problem and the optimality conditions for a single facility location
problem in which the existing facilities are represented by sets of points. This part
of the thesis was motivated by the paper of Nickel, Puerto and Rodriguez
- Chia [57], where the authors give a geometrical characterization of the set of
optimal solutions. The classical Weber problem and minmax problem with demand
sets are studied as particular cases of the general one.
In chapter 3 we draw our attention to the duality for vector optimization prob-
lems in finite dimensional spaces. The chapter contains two different parts, the first
one devoted to the duality for a general convex multiobjective problem with cone
inequality constraints and the second one devoted to a particular multiobjective
fractional problem with linear inequality constraints. In both cases the ordering
cone in the objective space is the non-negative orthant.
The general convex multiobjective problem with cone inequality constraints has
the following formulation
(P ) v-min
x∈A
f(x),
A =
{
x ∈ Rn : g(x) = (g1(x), . . . , gk(x))T 5
K
0
}
,
where f(x) = (f1(x), . . . , fm(x))T , fi : Rn → R = R ∪ {±∞}, i = 1, ...,m, are
proper functions, gj : Rn → R, j = 1, ..., k, and K ⊆ Rk is assumed to be a convex
closed cone with int(K) 6= ∅, defining a partial ordering according to x25
K
x1 if and
only if x1 − x2 ∈ K.
Our aim is to present a new duality approach for (P ), the vector objective func-
tions of the dual problem being represented in closed form by conjugate functions
of the primal objective functions and of the functions describing the constraints. To
(P ) we associate a scalar problem (Pλ) for which we construct, using the conjugacy
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approach described in chapter 2, a dual problem, (Dλ). We show the existence
of strong duality and derive the optimality conditions, which are used later to ob-
tain duality assertions regarding the original and dual multiobjective problem. The
structure of the scalar dual (Dλ) is formulated in terms of conjugate functions and
gives us an idea about how to construct a multiobjective dual (D) to (P ). The
existence of weak and, under certain conditions, of strong duality between (P ) and
(D) is shown. We notice that these concepts represent an extension of the concepts
of weak and strong duality from scalar optimization to the multiobjective case.
Afterwards, we show that this duality approach generalizes our former inves-
tigations referring duality for vector optimization problems with convex objective
functions and linear inequality constraints (cf. Wanka and Bot¸ [83], [84]). The
duality for multiobjective problems with convex objective functions and positive
semidefinite constraints is also derived, as a particular case of the general theory
developed in this first part.
The multiobjective problem considered in the second part of the chapter has
linear inequality constraints and the objective functions are ratios
(Pr) v-min
x∈Ar
(
f21 (x)
g1(x)
, . . . ,
f2m(x)
gm(x)
)T
,
Ar =
x ∈ Rn : Cx 5Rl+ b
 .
C is a l× n matrix with real entries, the functions fi and gi, i = 1, . . . ,m, mapping
from Rn into R, are assumed to be convex and concave, respectively, such that for
all x ∈ Ar and i = 1, ...,m, fi(x) ≥ 0 and gi(x) > 0 are fulfilled.
In order to formulate a dual for (Pr) we study first the duality for a scalar prob-
lem (Pλr ) obtained from the multiobjective primal via linear scalarization. Duality
considerations for such kind of problems had also been published by Scott and
Jefferson [69], by using the duality in geometric programming. Unlike [69], we
use again the conjugacy approach. This allows us to construct a scalar dual problem
(Dλr ), which turns out to have a form adapted for generating in a natural way a
multiobjective dual (Dr). Moreover, by use of the optimality conditions, we can
prove the existence of weak and strong duality. We conclude this second part by
particularizing the problem to the case of quadratic-linear fractional programming
problems.
The aim of the fourth chapter is to investigate the relations between different
dual problems in the theory of vector optimization. As a primal problem we consider
the multiobjective problem (P ) introduced in the first part of chapter 3, to which we
associate again a scalar problem (Pλ). We introduce to (Pλ) by the same scheme as
used in the second chapter three scalar conjugate duals. These are then the starting
point for formulating six different multiobjective duals to (P ), for which we prove
the existence of weak and strong duality. Between the six duals one can recognize a
generalization of the dual introduced in chapter 3 and, on the other hand, the dual
presented by Jahn in [40] and [41], here in the finite dimensional case.
For the multiobjective duals we derive some inclusion results between the image
sets of the objective functions on the admissible sets and between their maximal
elements sets, respectively. By giving some counter-examples we show that these
sets are not always equal. Otherwise, we show under which conditions they become
identical.
A complete analysis of the duals introduced here, which also includes a compar-
ison with the duals of Nakayama (cf. [54], [55]), Wolfe (cf. [90], [93]) and Weir
and Mond (cf. [90], [92]) is available in the last part of the chapter.
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Chapter 2
Conjugate duality in scalar
optimization
One of the most fruitful theories of duality in convex optimization bases on the
concept of conjugate functions. This concept is due to Fenchel [21] and Rock-
afellar [62] in the finite dimensional case and was further developed by Moreau
[53] to cover the case of infinite dimensions. In their book, Ekeland and Temam
[19] have presented a very detailed description of this theory. Given an optimiza-
tion problem, they embed it in a family of perturbed problems and, using conjugate
functions, they associate a dual problem to it.
In the first part of the chapter we adapt this very flexible theory to an optimiza-
tion problem with cone inequality constraints in a finite dimensional space. For it
we consider three different conjugate dual problems: the well-known Lagrange and
Fenchel dual problems (denoted by (DsL) and (D
s
F ), respectively,) and a ”combina-
tion” of the above two, which we call the Fenchel-Lagrange dual problem (denoted
by (DsFL)). It is relatively easy to show that in each case the so-called ”weak du-
ality” holds, namely, the optimal objective value inf(P s) of the primal problem
(P s) is always greater than or equal to each of the optimal objective values of the
considered dual problems. Moreover, among the optimal objective values of these
three dual problems, sup(DsFL) is the smallest. By some counter-examples we show
that, in general, an ordering between sup(DsL) and sup(D
s
F ) cannot be established.
For the three dual problems we also verify, under some appropriate assumptions,
the existence of equality relations between their optimal objective values. We prove
that these assumptions guarantee the so-called ”strong duality”, in fact, that the
optimal objective values of the primal and the dual problems coincide and that the
dual problems have optimal solutions. By means of strong duality some necessary
and sufficient optimality conditions for each of these problems are established.
In the last section of the chapter, in order to show that the conjugate duality
theory can be adapted to a variety of situations, we consider in a general normed
space the optimization problem with the objective function being a composite of
a convex and componentwise increasing function with a vector convex function.
Perturbing the primal problem in an appropriate way we obtain, by means of the
conjugate approach, a dual problem to it. The existence of strong duality is shown
and the optimality conditions are derived. Using the general result we introduce
then the dual problem and the optimality conditions for the single facility location
problem in a general normed space in which the existing facilities are represented
by sets of points. This approach was motivated by the paper of Nickel, Puerto
and Rodriguez-Chia [57]. The classical Weber problem and minmax problem
with demand sets are studied as particular instances.
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2.1 The constrained optimization problem and its
conjugate duals
2.1.1 Problem formulation
Let X ⊆ Rn be a nonempty set and K ⊆ Rk a nonempty closed convex cone
with int(K) 6= ∅. The set K∗ := {k∗ ∈ Rk : k∗T k ≥ 0,∀k ∈ K} is the dual
cone of K. Consider the partial ordering ”5
K
” induced by K in Rk, namely, for
y, z ∈ Rk we have that y5
K
z, iff z − y ∈ K. Let be f : Rn → R = R ∪ {±∞}
and g = (g1, . . . , gk)T : Rn → Rk. The optimization problem we investigate in this
paper is
(P s) inf
x∈G
f(x),
where
G =
{
x ∈ X : g(x)5
K
0
}
.
In the following we suppose that the feasible set G is nonempty. Assume further
that dom(f) = X, where dom(f) := {x ∈ Rn : f(x) < +∞}.
The problem (P s) is said to be the primal problem and its optimal objective
value is denoted by inf(P s).
Definition 2.1 An element x¯ ∈ G is said to be an optimal solution for (P s) if
f(x¯) = inf(P s).
The aim of this section is to construct different dual problems to (P s). To do
so, we use an approach described by Ekeland and Temam in [19], which is based
on the theory of conjugate functions. Therefore, let us first consider the general
optimization problem without constraints
(PGs) inf
x∈Rn
F (x),
with F a mapping from Rn into R.
Definition 2.2 The function F ∗ : Rn → R, defined by
F ∗(p∗) = sup
x∈Rn
{
p∗Tx− F (x)} ,
is called the conjugate function of F .
Remark 2.1 By the assumptions we made for f , we have
f∗(p∗) = sup
x∈Rn
{
p∗Tx− f(x)} = sup
x∈X
{
p∗Tx− f(x)} .
The approach in [19] is based on the construction of a so-called perturbation
function Φ : Rn ×Rm → R with the property that Φ(x, 0) = F (x) for each x ∈ Rn.
Here, Rm is the space of the perturbation variables. For each p ∈ Rm we obtain
then a new optimization problem
(PGsp) inf
x∈Rn
Φ(x, p).
For p ∈ Rm, the problem (PGsp) is called the perturbed problem of (PGs).
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By Definition 2.2, the conjugate of Φ is the function Φ∗ : Rn × Rm → R,
Φ∗(x∗, p∗) = sup
x∈Rn,
p∈Rm
{
(x∗, p∗)T (x, p)− Φ(x, p)}
= sup
x∈Rn,
p∈Rm
{
x∗Tx+ p∗T p− Φ(x, p)} . (2. 1)
Now we can define the following optimization problem
(DGs) sup
p∗∈Rm
{−Φ∗(0, p∗)}.
The problem (DGs) is called the dual problem to (PGs) and its optimal objective
value is denoted by sup(DGs).
This approach has an important property: between the primal and the dual
problem weak duality always holds. The following theorem proves this fact.
Theorem 2.1 ([19]) The relation
−∞ ≤ sup(DGs) ≤ inf(PGs) ≤ +∞ (2. 2)
always holds.
Proof. Let p∗ ∈ Rm. From (2. 1), we obtain
Φ∗(0, p∗) = sup
x∈Rn,
p∈Rm
{0Tx+ p∗T p− Φ(x, p)}
= sup
x∈Rn,
p∈Rm
{p∗T p− Φ(x, p)}
≥ sup
x∈Rn
{p∗T 0− Φ(x, 0)} = sup
x∈Rn
{−Φ(x, 0)}.
This means that, for each p∗ ∈ Rm and x ∈ Rn, it holds
−Φ∗(0, p∗) ≤ Φ(x, 0) = F (x),
which implies that sup(DGs) ≤ inf(PGs). 
Our next aim is to show how can we apply this approach to the constrained
optimization problem (P s). Therefore, let F : Rn → R be the function given by
F (x) =
{
f(x), if x ∈ G,
+∞, otherwise.
The primal problem (P s) is then equivalent to
(PGs) inf
x∈Rn
F (x),
and, since the perturbation function Φ : Rn × Rm → R satisfies Φ(x, 0) = F (x) for
each x ∈ Rn, we obtain that
Φ(x, 0) = f(x), ∀x ∈ G (2. 3)
and
Φ(x, 0) = +∞, ∀x ∈ Rn \G. (2. 4)
In the following we study, for special choices of the perturbation function, some
dual problems to (P s).
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2.1.2 The Lagrange dual problem
For the beginning, let the function ΦL : Rn × Rk → R be defined by
ΦL(x, q) =
{
f(x), if x ∈ X, g(x)5
K
q,
+∞, otherwise,
with the perturbation variable q ∈ Rk. It is obvious that the relations (2. 3) and
(2. 4) are fulfilled. For the conjugate of ΦL we have
Φ∗L(x
∗, q∗) = sup
x∈Rn,
q∈Rk
{
x∗Tx+ q∗T q − ΦL(x, q)
}
= sup
x∈X,q∈Rk,
g(x)5
K
q
{
x∗Tx+ q∗T q − f(x)} .
In order to calculate this expression we introduce the variable s instead of q, by
s = q − g(x) ∈ K. This implies
Φ∗L(x
∗, q∗) = sup
x∈X,s∈K
{
x∗Tx+ q∗T [s+ g(x)]− f(x)}
= sup
x∈X
{
x∗Tx+ q∗T g(x)− f(x)}+ sup
s∈K
q∗T s
=
{
sup
x∈X
{
x∗Tx+ q∗T g(x)− f(x)} , if q∗ ∈ −K∗,
+∞, otherwise.
As we have seen, the dual of (P s) obtained by the perturbation function ΦL is
(DsL) sup
q∗∈Rk
{−Φ∗L(0, q∗)},
and, since
sup
q∗∈−K∗
{
− sup
x∈X
[q∗T g(x)− f(x)]
}
= sup
q∗∈−K∗
{
inf
x∈X
[−q∗T g(x) + f(x)]
}
,
the dual has the following form
(DsL) sup
q∗ =
K∗
0
inf
x∈X
[
f(x) + q∗T g(x)
]
. (2. 5)
The problem (DsL) is actually the well-known Lagrange dual problem. Its opti-
mal objective value is denoted by sup(DsL) and Theorem 2.1 implies
sup(DsL) ≤ inf(P s). (2. 6)
We are now interested to obtain dual problems for (P s), different from the
classical Lagrange problem.
2.1.3 The Fenchel dual problem
Let us consider the perturbation function ΦF : Rn × Rn → R given by
ΦF (x, p) =
{
f(x+ p), if x ∈ G,
+∞, otherwise,
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with the perturbation variable p ∈ Rn. The relations (2. 3) and (2. 4) are also
fulfilled and it holds
Φ∗F (x
∗, p∗) = sup
x∈Rn,
p∈Rn
{
x∗Tx+ p∗T p− ΦF (x, p)
}
= sup
x∈X,p∈Rn,
g(x)5
K
0
{
x∗Tx+ p∗T p− f(x+ p)} .
Introducing a new variable r = x+ p ∈ Rn, we have
Φ∗F (x
∗, p∗) = sup
x∈X,r∈Rn,
g(x)5
K
0
{
x∗Tx+ p∗T (r − x)− f(r)}
= sup
r∈Rn
{p∗T r − f(r)}+ sup
x∈X,
g(x)5
K
0
{(x∗ − p∗)Tx}
= f∗(p∗)− inf
x∈X,
g(x)5
K
0
{
(p∗ − x∗)Tx} = f∗(p∗)− inf
x∈G
{
(p∗ − x∗)Tx} .
Now the dual of (P s)
(DsF ) sup
p∗∈Rn
{−Φ∗F (0, p∗)}
can be written in the form
(DsF ) sup
p∗∈Rn
−f∗(p∗) + infx∈X,g(x)5
K
0
p∗Tx
 .
Denoting by
χG(x) =
{
0, if x ∈ G,
+∞, otherwise,
the indicator function of the set G, we have that χ∗G(−p∗) = − inf
x∈G
p∗Tx. The dual
(DsF ) becomes then
(DsF ) sup
p∗∈Rn
{−f∗(p∗)− χ∗G(−p∗)} . (2. 7)
Let us call (DsF ) the Fenchel dual problem and denote its optimal objective value
by sup(DsF ). The weak duality
sup(DsF ) ≤ inf(P s) (2. 8)
is also fulfilled by Theorem 2.1.
2.1.4 The Fenchel-Lagrange dual problem
Another dual problem, different from (DsL) and (D
s
F ), can be obtained considering
the perturbation function as a combination of the functions ΦL and ΦF . Let this
be defined by ΦFL : Rn × Rn × Rk → R,
ΦFL(x, p, q) =
{
f(x+ p), if x ∈ X, g(x)5
K
q,
+∞, otherwise,
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with the perturbation variables p ∈ Rn and q ∈ Rk. ΦFL satisfies the relations
(2. 3) and (2. 4) and its conjugate is
Φ∗FL(x
∗, p∗, q∗) = sup
x∈Rn,
p∈Rn,q∈Rk
{
x∗Tx+ p∗T p+ q∗T q − ΦFL(x, p, q)
}
= sup
x∈X,g(x)5
K
q,
p∈Rn,q∈Rk
{
x∗Tx+ p∗T p+ q∗T q − f(x+ p)} .
Like in the previous subsections, we introduce the new variables r = x + p ∈ Rn
and s = q − g(x) ∈ K. Then we have
Φ∗FL(x
∗, p∗, q∗) = sup
r∈Rn,s∈K,
x∈X
{
x∗Tx+ p∗T (r − x) + q∗T [s+ g(x)]− f(r)}
= sup
r∈Rn
{
p∗T r − f(r)}+ sup
x∈X
{
(x∗ − p∗)Tx+ q∗T g(x)}
+ sup
s∈K
q∗T s.
Computing the first supremum we get
sup
r∈Rn
{
p∗T r − f(r)} = f∗(p∗),
while for the last it holds
sup
s∈K
q∗T s =
{
0, if q∗ ∈ −K∗,
+∞, otherwise.
In this case, the dual problem
(DsFL) sup
p∗∈Rn,
q∗∈Rk
{−Φ∗FL(0, p∗, q∗)}
becomes
(DsFL) sup
p∗∈Rn,
q∗∈−K∗
{
−f∗(p∗)− sup
x∈X
[−p∗Tx+ q∗T g(x)]
}
or, equivalently,
(DsFL) sup
p∗∈Rn,
q∗ =
K∗
0
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]
}
. (2. 9)
We will call (DsFL) the Fenchel-Lagrange dual problem and denote its optimal
objective value by sup(DsFL). By Theorem 2.1, the weak duality, i.e.
sup(DsFL) ≤ inf(P s) (2. 10)
also holds.
2.2 The relations between the optimal objective
values of the duals
2.2.1 The general case
As we have seen in the previous section, the optimal objective values of the dual
problems (DsL), (D
s
F ) and (D
s
FL) are less than or equal to the optimal objective
2.2 THE RELATIONS BETWEEN THE OPTIMAL OBJECTIVE VALUES 21
value of the primal problem (P s). This fact is true for the general case, without any
special assumptions concerning the functions f and g or the set X. In the following
we are going to prove some relations between the optimal objective values of the
dual problems introduced so far, under the same general assumptions. The first one
refers to the problems (DsL) and (D
s
FL).
Proposition 2.1 The inequality sup(DsL) ≥ sup(DsFL) holds.
Proof. Let q∗ =
K∗
0 and p∗ ∈ Rn be fixed. By the definition of the conjugate
function, we have for each x ∈ X, the so-called inequality of Young (cf. [19])
f∗(p∗) ≥ p∗Tx− f(x),
or, equivalently,
f(x) ≥ p∗Tx− f∗(p∗).
Adding to both sides the term q∗T g(x), we obtain for each x ∈ X,
f(x) + q∗T g(x) ≥ −f∗(p∗) + p∗Tx+ q∗T g(x).
This means that for all q∗ =
K∗
0 and p∗ ∈ Rn, it holds
inf
x∈X
[f(x) + q∗T g(x)] ≥ −f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]. (2. 11)
We can calculate now the supremum over p∗ ∈ Rn and q∗ =
K∗
0 and this implies
sup
q∗ =
K∗
0
inf
x∈X
[
f(x) + q∗T g(x)
] ≥ sup
p∗∈Rn,
q∗ =
K∗
0
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]
}
.
The last inequality is in fact sup(DsL) ≥ sup(DsFL) and the proof is complete. 
Let us give now two examples which show that the inequality in Proposition 2.1
may be strict.
Example 2.1 Let be K = R+, X = [0,+∞) ⊆ R, f : R → R, g : R → R, defined
by
f(x) =
{ −x2, if x ∈ X,
+∞, otherwise,
and
g(x) = x2 − 1.
The optimal objective value of the Lagrange dual is
sup(DsL) = sup
q∗≥0
inf
x≥0
[−x2 + q∗(x2 − 1)]
= sup
q∗≥0
inf
x≥0
[(q∗ − 1)x2 − q∗]
= sup
q∗≥1
(−q∗) = −1.
For (DsFL) we have
sup(DsFL) = sup
p∗∈R,
q∗≥0
{
− sup
x≥0
[p∗x+ x2] + inf
x≥0
[p∗x+ q∗(x2 − 1)]
}
= sup
p∗∈R,
q∗≥0
{
−∞+ inf
x≥0
[p∗x+ q∗(x2 − 1)]
}
= −∞.
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It is obvious that between the optimal objective values of the Lagrange and
Fenchel-Lagrange duals the strict inequality sup(DsL) = −1 > −∞ = sup(DsFL)
holds.
Example 2.2 Let be now K = R+, X = [0,+∞) ⊆ R, f : R → R, g : R → R,
defined by
f(x) =
{
x2, if x ∈ X,
+∞, otherwise,
and
g(x) = 1− x2.
Then we get
sup(DsL) = sup
q∗≥0
inf
x≥0
[x2 + q∗(1− x2)]
= sup
q∗≥0
inf
x≥0
[(1− q∗)x2 + q∗]
= sup
0≤q∗≤1
(q∗) = 1
and
sup(DsFL) = sup
p∗∈R,
q∗≥0
{
− sup
x≥0
[p∗x− x2] + inf
x≥0
[p∗x+ q∗(1− x2)]
}
= sup
p∗≥0,
q∗=0
{
− (p
∗)2
4
+ inf
x≥0
[p∗x]
}
= sup
p∗≥0
[
− (p
∗)2
4
]
= 0.
The strict inequality sup(DsL) = 1 > 0 = sup(D
s
FL) is again fulfilled.
The next result states an inequality between the optimal objective values of the
problems (DsF ) and (D
s
FL).
Proposition 2.2 The inequality sup(DsF ) ≥ sup(DsFL) holds.
Proof. Let p∗ ∈ Rn be fixed. For each q∗ =
K∗
0 we have
inf
x∈X
[
p∗Tx+ q∗T g(x)
] ≤ inf
x∈X,
g(x)5
K
0
[
p∗Tx+ q∗T g(x)
] ≤ inf
x∈X,
g(x)5
K
0
p∗Tx.
Then, for every p∗ ∈ Rn,
sup
q∗ =
K∗
0
inf
x∈X
[
p∗Tx+ q∗T g(x)
] ≤ inf
x∈X
g(x)5
K
0
p∗Tx = −χ∗G(−p∗). (2. 12)
By adding −f∗(p∗) to both sides one obtains
−f∗(p∗) + sup
q∗ =
K∗
0
inf
x∈X
[
p∗Tx+ q∗T g(x)
] ≤ −f∗(p∗)− χ∗G(−p∗), ∀p∗ ∈ Rn.
This last inequality implies
sup
p∗∈Rn,
q∗ =
K∗
0
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]
}
≤ sup
p∗∈Rn
{−f∗(p∗)− χ∗G(−p∗)} ,
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or, equivalently, sup(DsF ) ≥ sup(DsFL). 
As for Proposition 2.1, we consider two examples which show that the inequality
sup(DsF ) ≥ sup(DsFL) may be strict.
Example 2.3 For K = R+, X = [0,+∞) ⊆ R, let be f : R → R, g : R → R,
defined by
f(x) =
{
x, if x ∈ X,
+∞, otherwise,
and
g(x) = 1− x2.
For the Fenchel dual problem we have
sup(DsF ) = sup
p∗∈R
− supx≥0[p∗x− x] + infx≥0
1−x2≤0
p∗x

= sup
p∗∈R
[
inf
x≥0
(1− p∗)x+ inf
x≥1
p∗x
]
= sup
0≤p∗≤1
(p∗) = 1.
But, the optimal objective value of the Fenchel-Lagrange dual is
sup(DsFL) = sup
p∗∈R,
q∗≥0
{
− sup
x≥0
[p∗x− x] + inf
x≥0
[p∗x+ q∗(1− x2)]
}
= sup
p∗≥0,
q∗=0
[
inf
x≥0
(1− p∗)x
]
= sup
0≤p∗≤1
0 = 0,
and, from here, it follows that sup(DsF ) = 1 > 0 = sup(D
s
FL).
Example 2.4 The following example has been presented in [20], but only regarding
the Lagrange dual. Let be K = R+,
X =
{
x = (x1, x2)T ∈ R2 : 0 ≤ x1 ≤ 2, 3 ≤ x2 ≤ 4 for x1 = 01 < x2 ≤ 4 for x1 > 0
}
a subset of R2 and the functions f : R2 → R, g : R2 → R, defined by
f(x1, x2) =
{
x2, if x = (x1, x2)T ∈ X,
+∞, otherwise,
and
g(x1, x2) = x1.
A straightforward calculation shows that the optimal objective value of the Fenchel
dual is
sup(DsF ) = sup
(p∗1 ,p
∗
2)∈R×R
−f∗(p∗1, p∗2) + inf(x1,x2)T∈X,
x1≤0
(p∗1x1 + p
∗
2x2)

= sup
(p∗1 ,p
∗
2)∈R×R
{
− sup
(x1,x2)T∈X
[p∗1x1 + p
∗
2x2 − x2] + inf
3≤x2≤4
p∗2x2
}
= 3.
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On the other hand, for the optimal objective value of the Fenchel-Lagrange dual we
have
sup(DsFL) = sup
p∗1∈R,p∗2∈R,
q∗≥0
{
−f∗(p∗1, p∗2) + inf
x∈X
[(p∗1 + q
∗)x+ p∗2x2]
}
= 1.
So, the strict inequality sup(DsF ) = 3 > 1 = sup(D
s
FL) is verified.
Remark 2.2 Let us notice that, in general, an ordering between the optimal objec-
tive values of the problems (DsL) and (D
s
F ) cannot be established. In Example 2.1
one can obtain that sup(DsF ) = −∞, which means that sup(DsL) = −1 > −∞ =
sup(DsF ). Otherwise, in Example 2.4 we have sup(D
s
L) = 1 (see also [20]), and in
this situation the inverse inequality sup(DsF ) = 3 > 1 = sup(D
s
L) holds.
2.2.2 The equivalence of the dual problems (DsL) and (D
s
FL)
In this subsection we prove that in the case of a convex programming problem
the optimal objective values of the Lagrange dual problem (DsL) and the Fenchel-
Lagrange dual problem (DsFL) are equal. To do this, we define first the following
notion.
Definition 2.3 Let be X ⊆ Rn a nonempty and convex set. The function g : Rn →
Rk is said to be convex on X relative to the cone K if ∀x, y ∈ X, ∀λ ∈ [0, 1],
λg(x) + (1− λ)g(y)− g(λx+ (1− λ)y) ∈ K.
If the function g : Rn → Rk is convex on Rn relative to the cone K, then we say
that g is convex relative to the cone K.
In the following theorem we prove that under convexity assumptions for the
functions f and g the gap between the optimal objective values of the Lagrange
dual and Fenchel-Lagrange dual vanishes.
Theorem 2.2 Assume that X is a convex set, f is a convex function on X and
g = (g1, . . . , gk)T is convex on X relative to the cone K. It holds then
sup(DsL) = sup(D
s
FL).
Proof. We prove actually a much ”stronger” result, in fact, that under these
assumptions for every q∗ ∈ Rk, q∗ =
K∗
0, the following equality is true
inf
x∈X
[
f(x) + q∗T g(x)
]
= sup
p∗∈Rn
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]
}
. (2. 13)
Therefore, let be q∗ ∈ Rk, q∗ =
K∗
0 fixed. We denote by α := inf
x∈X
[f(x)+q∗T g(x)].
Obviously, α ∈ [−∞,+∞).
From (2. 11) we have for every p∗ ∈ Rn the following relation
inf
x∈X
[
f(x) + q∗T g(x)
] ≥ −f∗(p∗) + inf
x∈X
[
p∗Tx+ q∗T g(x)
]
,
which implies that
α ≥ sup
p∗∈Rn
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]
}
. (2. 14)
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If α = −∞, then the term in the right side of (2. 14) must also be −∞ and, in
this case, (2. 13) is fulfilled.
Let us assume now that α > −∞. So, the sets
A = {(x, µ) : x ∈ X,µ ∈ R, f(x) ≤ µ} ⊆ Rn+1
and
B = {(x, µ) : x ∈ X,µ ∈ R, µ+ q∗T g(x) ≤ α} ⊆ Rn+1.
are nonempty and convex. According to Lemma 7.3 in [62], the relative interior of
A is nonempty and can be written as
ri(A) = {(x, µ) : x ∈ ri(X), f(x) < µ < +∞}.
Let us now prove that
ri(A) ∩B = ∅. (2. 15)
Therefore, assume that there exists x′ ∈ ri(A) ∩ B. This means that x′ belongs
to ri(X), with the properties that f(x′) < µ and µ + q∗T g(x′) ≤ α. The last
inequalities lead us to f(x′) + q∗T g(x′) < α, which contradicts the definition of α.
Consequently, the intersection ri(A) ∩B must be empty.
Because ri(B) ⊆ B, (2. 15) implies that ri(A) ∩ ri(B) = ∅. By a well-known
separation theorem in finite dimensional spaces (see for instance Theorem 11.3 in
[62]), the sets A and B can be properly separated, that is, there exists a vector
(p∗, µ∗) ∈ Rn × R \ {(0, 0)} and α∗ ∈ R such that
p∗Tx+ µ∗µ ≤ α∗ ≤ p∗T y + µ∗r, ∀(x, µ) ∈ A, (y, r) ∈ B, (2. 16)
and
inf{p∗Tx+ µ∗µ : (x, µ) ∈ A} < sup{p∗T y + µ∗r : (y, r) ∈ B}. (2. 17)
It is easy to see that µ∗ ≤ 0. Let us show that µ∗ 6= 0. Suppose by contradiction
that µ∗ = 0. This means that p∗ 6= 0 and, by (2. 16), it follows that for every x ∈ X,
p∗Tx = α∗. But this relation contradicts (2. 17) and, so, µ∗ must be nonzero.
Dividing relation (2. 16) by −µ∗ one obtains
p∗T0 x− µ ≤ α∗0 ≤ p∗T0 y − r, ∀(x, µ) ∈ A, (y, r) ∈ B, (2. 18)
where p∗0 := − 1µ∗ p∗ and α∗0 := − 1µ∗α∗. Since for every x ∈ X the pair (x, f(x)) ∈ A,
by (2. 18) we obtain that
p∗T0 x− f(x) ≤ α∗0, ∀x ∈ X,
and taking the supremum of the left hand side over all x ∈ X we get
f∗(p∗0) ≤ α∗0. (2. 19)
Similarly, since for every x ∈ X the pair (x, α− q∗T g(x)) is in B, by (2. 18) we also
obtain
α∗0 ≤ p∗T0 x− α+ q∗T g(x), ∀x ∈ X,
therefore,
α∗0 + α ≤ inf
x∈X
[
p∗T0 x+ q
∗T g(x)
]
. (2. 20)
Combining the relations (2. 19) and (2. 20) it follows
α ≤ −f∗(p∗0) + inf
x∈X
[
p∗T0 x+ q
∗T g(x)
]
,
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which leads us together with (2. 14) to
α = sup
p∗∈Rn
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T g(x)]
}
.
In conclusion, (2. 13) holds for each q∗ ∈ Rk, q∗ =
K∗
0, and, from here, we obtain
that sup(DsL) = sup(D
s
FL). 
Remark 2.3 In the Examples 2.1 and 2.2, we have for K = R+ that g is convex
but f is not convex and that f is convex but g is not convex, respectively. Let us
notice that in both situations the inequality sup(DsL) ≥ sup(DsFL) holds strictly. It
means that the convexity of one of the functions without the convexity of the other
one is not sufficient in order to have sup(DsL) = sup(D
s
FL).
Remark 2.4 Let us consider again the Example 2.4. Obviously, X is a convex set
and f and g are convex functions (K = R+). The optimal objective value of (P s)
is
inf(P s) = inf{x2 : (x1, x2)T ∈ X,x1 ≤ 0} = inf{x2 : x1 = 0, 3 ≤ x2 ≤ 4} = 3,
and it holds
inf(P s) = sup(DsF ) = 3 > 1 = sup(D
s
L) = sup(D
s
FL).
We conclude that the fulfilment of the convexity assumptions for f and g is not
enough, neither to have equality between the optimal objective values of the three
duals, nor to obtain strong duality.
2.2.3 The equivalence of the dual problems (DsF ) and (D
s
FL)
The goal of this section is to investigate some necessary conditions in order to ensure
equality between the optimal objective values of the duals (DsF ) and (D
s
FL).
Therefore, we consider the following constraint qualification
(CQs) there exists an element x′ ∈ X such that g(x′) ∈ −int(K).
In the next theorem we show that the so-called generalized Slater condition
(CQs) together with the convexity of g on X relative to the cone K imply the
existence of equality between sup(DsF ) and sup(D
s
FL).
Theorem 2.3 Assume that X is a convex set, g = (g1, ..., gk)T is convex on X
relative to the cone K and the constraint qualification (CQs) is fulfilled. Then it
holds
sup(DsF ) = sup(D
s
FL).
Proof. For p∗ ∈ Rn fixed, we prove first that
sup
q∗ =
K∗
0
inf
x∈X
[
p∗Tx+ q∗T g(x)
]
= inf
x∈G
p∗Tx. (2. 21)
Let be β := inf
x∈G
p∗Tx. Because of G 6= ∅, β ∈ [−∞,+∞).
If β = −∞, then by (2. 12) it follows that
sup
q∗ =
K∗
0
inf
x∈X
[
p∗Tx+ q∗T g(x)
]
= −∞ = inf
x∈G
p∗Tx.
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Suppose now that −∞ < β < +∞. It is easy to check that the system p
∗Tx− β < 0,
g(x) ∈ −K,
x ∈ X,
has no solution. Therefore, the system p
∗Tx− β < 0,
g(x) ∈ −int(K),
x ∈ X,
has no solution too.
Define the vector-valued function G : Rn → R × Rk, given by G(x) = (p∗Tx −
β, g(x)), and let S be the closed convex cone S := [0,+∞) × K. Let us notice
that G is a convex function on X relative to the cone S and that there is no
x ∈ X such that G(x) ∈ −int(S). Using now an alternative theorem of Farkas-
Gordan type (see for instance Theorem 3.4.2 in [15]), it follows that there exists
(u∗, q∗) ∈ [0,+∞)×K∗ \ {(0, 0)} such that
u∗(p∗Tx− β) + q∗T g(x) ≥ 0, ∀x ∈ X. (2. 22)
We show now that u∗ 6= 0. For this, suppose by contradiction that u∗ = 0. We
have then q∗ 6= 0 and, by (2. 22),
q∗T g(x) ≥ 0, ∀x ∈ X. (2. 23)
The constraint qualification (CQs) being fulfilled, it follows that there exists an
x′ ∈ X such that g(x′) ∈ −int(K), or, equivalently, −g(x′) ∈ int(K). From the
so-called positive lemma (see Lemma 3.4.1 in [15]) it holds then q∗T (−g(x′)) > 0
and, from here, q∗T g(x′) < 0, contradiction to (2. 23).
This means that u∗ 6= 0 and dividing relation (2. 22) by u∗ we obtain
p∗Tx− β + q∗T0 g(x) ≥ 0, ∀x ∈ X, (2. 24)
with q∗0 :=
1
u∗ q
∗. The last relation implies
sup
q∗ =
K∗
0
inf
x∈X
[
p∗Tx+ q∗T g(x)
] ≥ β,
which together with (2. 12) leads to (2. 21).
To finish the proof we have to add, for p∗ ∈ Rn, in the both sides of (2. 21) the
term −f∗(p∗) and this becomes
−f∗(p∗) + sup
q∗ =
K∗
0
inf
x∈X
[
p∗Tx+ q∗T g(x)
]
= −f∗(p∗) + inf
x∈X,
g(x)5
K
0
p∗Tx
= −f∗(p∗)− χ∗G(−p∗), ∀p∗ ∈ Rn.
Taking now the supremum in both sides over p∗ ∈ Rn, we obtain the equality
sup(DsF ) = sup(D
s
FL). This completes the proof. 
Remark 2.5 In the Examples 2.3 and 2.4, we have for K = R+ that (CQs) is
fulfilled, but g is not convex and that (CQs) is not fulfilled, but g is convex, respec-
tively. We notice that in both situations the inequality sup(DsF ) ≥ sup(DsFL) holds
strictly. It means that the fulfilment of (CQs) without the convexity of g or the
convexity of g without the fulfilment of (CQs) are not sufficient in order to have
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sup(DsF ) = sup(D
s
FL).
Remark 2.6 In the Example 2.1, we have K = R+, X = [0 +∞) a convex set,
g : R → R, g(x) = x2 − 1 a convex function and that the constraint qualification
(CQs) is fulfilled (take for instance x′ = 12 ). The optimal objective value of (P
s) is
inf(P s) = inf
x∈G
f(x) = inf
x∈[0,1]
(−x2) = −1
and it verifies
inf(P s) = sup(DsL) = −1 > −∞ = sup(DsF ) = sup(DsFL).
This means that, even if the hypotheses of Theorem 2.3 are fulfilled, neither we have
equality between the optimal objective values of the three duals, nor the strong du-
ality is attained.
The question of the existence of some necessary conditions for which, both,
the optimal objective values of (DsL), (D
s
F ) and (D
s
FL) are equal and the strong
duality is attained, will be answered in the next section. Until then we show in
the following subsection that the equality sup(DsF ) = sup(D
s
FL) holds even under
”weaker” assumptions than those imposed in Theorem 2.3.
2.2.4 Some weaker assumptions for the equivalence of the
dual problems (DsF ) and (D
s
FL)
In a recent work, Bot¸, Kassay and Wanka [9] established some relations between
the optimal objective values of (DsL), (D
s
F ) and (D
s
FL) for a class of generalized
convex programming problems. In the same context we succeed to weaken the
convexity and the regularity assumptions considered in Theorem 2.3 in a way that
sup(DsF ) and sup(D
s
FL) still remain equal. In order to present these results we
recall the concepts of nearly convex sets and nearly convex functions introduced by
Green and Gustin [31] and Aleman [1], respectively.
Definition 2.4 A subset X ⊆ Rm is called nearly convex if there exists a constant
0 < α < 1 such that for each x, y ∈ X it follows that αx+ (1− α)y ∈ X.
Obviously, each convex set is nearly convex, but the contrary is not true, since
for instance the set Q ⊂ R of all rational numbers is nearly convex (with α = 1/2)
but not a convex set.
Let f : Rn → R and g : Rn → Rk be given functions, and let D, E be nonempty
subsets of Rn such that D ⊆ dom(f). We denote the epigraph of f on D by
epi(f ;D), i.e. the set {(x, r) ∈ D × R : f(x) ≤ r}. Furthermore, if C ⊆ Rk is a
nonempty convex cone, the epigraph of g on E relative to the cone C is the set
epiC(g;E) := {(x, v) ∈ E × Rk : g(x)5
C
v},
where ”5
C
denotes the partial ordering relation induced by C.
Now we can define the following concepts.
Definition 2.5 The function f is said to be nearly convex on D, if epi(f ;D) is a
nearly convex set. Moreover, the vector-valued function g is said to be nearly convex
on E relative to the cone C, if epiC(g;E) is a nearly convex set.
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It is obvious that in case D or/and E are convex sets and f or/and g are convex
functions in the usual sense on D and E, respectively, then they are also nearly
convex. An interesting fact is that it is possible to give an example for nearly con-
vex, but not convex function defined on a convex set. This will be related to the
functional equation of Cauchy.
Example 2.5 Let F : R→ R be any discontinuous solution of the Cauchy functional
equation, i.e. F satisfies
F (x+ y) = F (x) + F (y), ∀x, y ∈ R.
(Such a solution exists, see [32].)
It is easy to deduce that F is nearly convex on R with constant 1/2. However,
F is not convex (even more: there is no interval in R on which F is convex) due to
the lack of continuity.
Now we are ready to present a more general theorem which gives the equality
between the optimal objective values of the problems (DsF ) and (D
s
FL) (see Theorem
3.1 in Bot¸, Kassay and Wanka [9]). Therefore, let us consider instead of K the
closed convex cone C, without asking that int(C) must be non-empty.
Theorem 2.4 Suppose that g : Rn → Rk is a nearly convex function on the set
X ⊆ Rn relative to the closed convex cone C ⊆ Rk. Furthermore, suppose that there
exists an element y0 ∈ aff(g(X)) such that
g(X) ⊆ y0 + aff(C) (2. 25)
and the (Slater type) regularity condition
0 ∈ g(X) + ri(C) (2. 26)
holds. Then sup(DsF ) = sup(D
s
FL).
In Theorem 2.4, aff(C) represents the affine hull of the set C.
Remark 2.7 Assuming that the hypotheses of Theorem 2.3 are fulfilled, it is obvi-
ous that g is nearly convex on X relative to K. Moreover, because int(K) 6= ∅, it
follows that aff(K) = Rk and ri(K) = int(K). Therefore, the constrained quali-
fications (2. 25) and (2. 26) hold and, so, the hypotheses of Theorem 2.4 are also
verified.
Another modality to weaken the constraint qualification (CQs) in Theorem 2.3
has been presented by Wanka and Bot¸ in [86], but in the case K = Rk+. In order
to recall it, let us introduce for g = (g1, ..., gk)T : Rn → Rk the following sets: L the
set of those i ∈ {1, ..., k} for which gi is an affine function and N the set of those
i ∈ {1, ..., k} for which gi is not an affine function. By using these notations we can
formulate the following constraint qualification for (P s) in the case K = Rk+ (see
also condition (RX5 ) in section 4.3 in [20])
(CQsln) there exists an element x
′ ∈ ri(X) such that g(x′) < 0 for i ∈ N
and g(x′) ≤ 0 for i ∈ L.
Theorem 2.5 states the equality between sup(DsF ) and sup(D
s
FL) in the case
K = Rk+, if we substitute (CQs) by (CQsln) (for the proof see Wanka and Bot¸
[86]).
Theorem 2.5 Assume that X is a convex set, K = Rk+, the functions gi, i = 1, ..., k
are convex on X and the constraint qualification (CQsln) is fulfilled. Then it holds
sup(DsF ) = sup(D
s
FL).
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2.3 Strong duality and optimality conditions
2.3.1 Strong duality for (DsL), (D
s
F ) and (D
s
FL)
In the Theorems 2.2 and 2.3 we have presented some necessary conditions in order
to have equality between the optimal objective values of the Fenchel-Lagrange dual
and the Lagrange dual and of the Fenchel-Lagrange dual and the Fenchel dual,
respectively. Combining the hypotheses of both theorems it follows, obviously, the
equality of the optimal objective values of the three duals. Meanwhile, under the
same conditions, it can be shown that these optimal objective values are also equal
with inf(P s), conducting us, in the case when inf(P s) is finite, to strong duality.
Let us remind here that strong duality means that the optimal objective values of
the primal and dual problems coincide and that the dual problem has an optimal
solution. This fact is proved by the following theorem.
Theorem 2.6 Assume that X ⊆ Rn is a convex set, f is convex on X and g is
convex on X relative to the cone K. If the constraint qualification (CQs) is fulfilled,
then it holds
inf(P s) = sup(DsL) = sup(D
s
F ) = sup(D
s
FL). (2. 27)
Moreover, if inf(P s) > −∞, then all the duals have an optimal solution. We
represent this by replacing in (2. 27) ”sup” by ”max”, namely,
inf(P s) = max(DsL) = max(D
s
F ) = max(D
s
FL). (2. 28)
Proof. By Theorem 2.2 and Theorem 2.3 we obtain
sup(DsL) = sup(D
s
F ) = sup(D
s
FL). (2. 29)
Because G = {x ∈ X : g(x)5
K
0} 6= ∅, it holds inf(P s) ∈ [−∞,+∞). If inf(P s) =
−∞, then by (2. 6), (2. 8) and (2. 10) we have
sup(DsL) = sup(D
s
F ) = sup(D
s
FL) = −∞ = inf(P s).
Suppose now −∞ < infP < +∞. The system
f(x)− inf(P s) < 0,
g(x)5
K
0,
x ∈ X,
has then no solution. In a similar way as in the proof of Theorem 2.3 we obtain an
element q∗0 ∈ Rk, q∗0 =
K∗
0, such that
f(x)− inf(P s) + q∗T0 g(x) ≥ 0, ∀x ∈ X,
or, equivalently,
inf
x∈X
[
f(x) + q∗T0 g(x)
] ≥ inf(P s). (2. 30)
The latter relation and (2. 6) imply
inf(P s) ≥ sup(DsL) = sup
q∗ =
K∗
0
inf
x∈X
[
f(x) + q∗T g(x)
]
≥ inf
x∈X
[
f(x) + q∗T0 g(x)
] ≥ inf(P s), (2. 31)
which leads us, together with (2. 29), to
inf(P s) = sup(DsL) = sup(D
s
F ) = sup(D
s
FL).
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Moreover, q∗0 ∈ Rk is an optimal solution to the Lagrange dual (DsL).
As in the proof of Theorem 2.2 we can obtain now for the vector q∗0 ∈ Rk, q∗0 =
K∗
0,
an element p∗0 ∈ Rn such that
inf
x∈X
[
f(x) + q∗T0 g(x)
]
= sup
p∗∈Rn
{
−f∗(p∗) + inf
x∈X
[p∗Tx+ q∗T0 g(x)]
}
= −f∗(p∗0) + inf
x∈X
[
p∗T0 x+ q
∗T
0 g(x)
]
.
By (2. 31) we have
inf(P s) = sup(DsFL) = inf
x∈X
[
f(x) + q∗T0 g(x)
]
= −f∗(p∗0) + inf
x∈X
[
p∗T0 x+ q
∗T
0 g(x)
]
(2. 32)
and, therefore, (p∗0, q
∗
0) is an optimal solution to (D
s
FL).
It remains to show that p∗0 is actually an optimal solution to the Fenchel dual
(DsF ). By (2. 12), (2. 27) and (2. 32), it results that
−f∗(p∗0)− χ∗G(−p∗0) ≥ −f∗(p∗0) + inf
x∈X
[
p∗T0 x+ q
∗T
0 g(x)
]
= inf(P s) = sup(DsF ).
On the other hand, from (2. 8) we have
inf(P s) ≥ sup(DsF ) = sup
p∗∈Rn
{−f∗(p∗)− χ∗G(−p∗)} ≥ −f∗(p∗0)− χ∗G(−p∗0).
Combining the last two inequalities we conclude that
inf(P s) = sup(DsF ) = −f∗(p∗0)− χ∗G(−p∗0)
and, so, p∗0 is an optimal solution to (D
s
F ). This completes the proof. 
Example 2.6 For X = R and K = R+, let the functions f : R → R, g : R → R,
be given by f(x) = e−x and g(x) = −x. The functions f and g are convex, the
constraint qualification (CQs) is fulfilled and the optimal objective value of the
primal problem (P s), inf(P s) = inf
x≥0
e−x = 0 is finite. Then sup(DsL) = sup(D
s
F ) =
sup(DsFL) = 0, q
∗
0 = 0 is an optimal solution to (D
s
L), (p
∗
0, q
∗
0) = (0, 0) is an optimal
solution to (DsFL), p
∗
0 = 0 is an optimal solution to (D
s
F ), but the primal problem
(P s) has no solution. We observe that it is possible to have strong duality, without
the need for the primal problem to have an optimal solution.
In the last part of this subsection we will weaken the hypotheses of Theorem
2.6 in a way that the strong duality results still hold. The first result relies on
the concept of nearly convexity introduced in subsection 2.2.4. In order to present
it let us consider instead of K the convex closed cone C, without imposing that
int(C) 6= ∅. As usual, by the epigraph of the objective function f : R → R we
denote the set
epi(f) = {(x, r) ∈ Rn × R : f(x) ≤ r} = {(x, r) ∈ X × R : f(x) ≤ r}.
Theorem 2.7 (see Theorem 3.3 in [9]) Suppose that f is nearly convex on the
set X, g is nearly convex on the set X relative to the closed convex cone C ⊆ Rk
and that the constraint qualifications (2. 25) and (2. 26) hold. Assume further
ri(epi(f)) 6= ∅ and ri(G) 6= ∅. Then
inf(P s) = sup(DsL) = sup(D
s
F ) = sup(D
s
FL).
Moreover, if inf(P s) > −∞, then all dual problems (DsL), (DsF ) and (DsFL) have
optimal solutions.
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Remark 2.8 If X is a convex set, f is a convex function on X and g is convex
on X relative to the cone C, then the convexity of the sets epi(f) and G follows
immediately. In this case both sets have non-empty relative interiors.
Remark 2.9 We want to notice here that in the past many results concerning
duality for generalized convex programming problems have been published (see for
instance [15], [23], [29], [42]). In these works the authors deal only with the La-
grange dual problem. But, Theorem 2.7 gives some necessary conditions, ”weaker”
than those considered in Theorem 2.6, such that strong duality holds not just for
(DsL), but also for (D
s
F ) and (D
s
FL).
Remark 2.10 One can see that in Theorem 2.7 (like in Theorem 2.4) the closed
convex cone C does not need to have a non-empty interior. This means that, taking
C = Rr+ × {0Rk−r} with r < k, the problem inf{f(x) : x ∈ X, g(x) ∈ −C} becomes
an optimization problem with inequality and equality constraints. So, Theorem 2.7
”covers” also this type of primal optimization problems. Because of the assumption
int(K) 6= ∅, Theorem 2.6 is ”too strong” in order to be applied to such a class of
problems with, both, inequality and equality constraints. Nevertheless, in the next
chapters we will work in the initial frame, by assuming the convexity of the sets
and functions involved and the fulfilment of a constraint qualification of the same
type like (CQs). The scalar duality will be used then as a good tool for the study
of the duality in vector optimization.
The last theorem in this subsection also ”weakens” Theorem 2.6, in the case
K = Rk+, by using instead of (CQs) the weaker constraint qualification (COsln).
Theorem 2.8 (see Theorem 3 in [86]) Assume that X is a convex set and f , gi,
i = 1, ...,m, are convex on X. If the constraint qualification (COsln) is fulfilled, then
it holds
inf(P s) = sup(DsL) = sup(D
s
F ) = sup(D
s
FL).
Moreover, if inf(P s) > −∞, then all dual problems (DsL), (DsF ) and (DsFL) have
optimal solutions.
2.3.2 Optimality conditions
In this subsection we complete our investigations by presenting the necessary and
sufficient optimality conditions for the primal and dual problems, closely connected
with the strong duality. Let us start with the optimality conditions for the Lagrange
dual.
Theorem 2.9 (a) Let the assumptions of Theorem 2.6 be fulfilled and let x¯ be a
solution to (P s). Then there exists an element q¯∗ ∈ Rk, q¯∗ =
K∗
0, solution to (DsL),
such that the following optimality conditions are satisfied
(i) f(x¯) = inf
x∈X
[f(x) + q¯∗T g(x)],
(ii) q¯∗T g(x¯) = 0.
(b) Let x¯ be admissible to (P s) and q¯∗ be admissible to (DsL), satisfying (i) and (ii).
Then x¯ is a solution to (P s), q¯∗ is a solution to (DsL) and strong duality holds.
Proof.
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(a) By Theorem 2.6, there exists an element q¯∗ =
K∗
0, solution to (DsL), such that
f(x¯) = inf(P s) = sup(DsL) = inf
x∈X
[
f(x) + q¯∗T g(x)
]
.
Because
inf
x∈X
[
f(x) + q¯∗T g(x)
] ≤ f(x¯) + q¯∗T g(x¯)] ≤ f(x¯),
it follows that
f(x¯) + q¯∗T g(x¯) = f(x¯),
which implies q¯∗T g(x¯) = 0. So, the relations (i) and (ii) are proved.
(b) By (i) and (ii), we obtain that
sup(DsL) ≥ inf
x∈X
[
f(x) + q¯∗T g(x)
]
= f(x¯) = inf(P s),
which leads us together with (2. 6) to the expected conclusion. 
The next theorem gives us the optimality conditions for the Fenchel dual prob-
lem.
Theorem 2.10 (a) Let the assumptions of Theorem 2.6 be fulfilled and let x¯ be a
solution to (P s). Then there exists an element p¯∗ ∈ Rn, solution to (DsF ), such that
the following optimality conditions are satisfied
(i) f(x¯) + f∗(p¯∗) = p¯∗T x¯,
(ii) p¯∗T x¯ = −χ∗G(−p¯∗).
(b) Let x¯ be admissible to (P s) and p¯∗ be admissible to (DsF ), satisfying (i) and (ii).
Then x¯ is a solution to (P s), p¯∗ is a solution to (DsF ) and strong duality holds.
Proof.
(a) Again, by Theorem 2.6, there exists an element p¯∗ ∈ Rn, solution to (DsF ), such
that
f(x¯) = inf(P s) = sup(DsF ) = −f∗(p¯∗)− χ∗G(−p¯∗).
This last equality yields after some transformations
f(x¯) + f∗(p¯∗)− p¯∗T x¯+ p¯∗T x¯+ χ∗G(−p¯∗) = 0. (2. 33)
Because of the inequality of Young, f(x¯)+f∗(p¯∗) ≥ p¯∗T x¯, and p¯∗T x¯+χ∗G(−p¯∗) ≥ 0,
it results that (i) and (ii) must be true.
(b) We complete the proof by observing that
sup(DsF ) ≥ −f∗(p¯∗)− χ∗G(−p¯∗) = f(x¯) ≥ inf(P s),
which leads us together with (2. 8) to the conclusion. 
Finally, in Theorem 2.11 we formulate the optimality conditions for the Fenchel-
Lagrange dual problem.
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Theorem 2.11 (a) Let the assumptions of Theorem 2.6 be fulfilled and let x¯ be a
solution to (P s). Then there exists an element (p¯∗, q¯∗), p¯∗ ∈ Rn, q¯∗ =
K∗
0, solution
to (DsFL), such that the following optimality conditions are satisfied
(i) f(x¯) + f∗(p¯∗) = p¯∗T x¯,
(ii) q¯∗T g(x¯) = 0,
(iii) p¯∗T x¯ = inf
x∈X
[p¯∗Tx+ q¯∗T g(x)].
(b) Let x¯ be admissible to (P s) and (p¯∗, q¯∗) be admissible to (DsFL), satisfying (i),
(ii) and (iii). Then x¯ is a solution to (P s), (p¯∗, q¯∗) is a solution to (DsFL) and
strong duality holds.
Proof.
(a) Let be x¯ an optimal solution to (P s). Theorem 2.6 assures the existence of an
optimal solution (p¯∗, q¯∗) ∈ Rn × Rk, q¯∗ =
K∗
0, to (DsFL) such that
inf(P s) = f(x¯) = −f∗(p¯∗) + inf
x∈X
[
p¯∗Tx+ q¯∗T g(x)
]
or, equivalently,
f(x¯)+f∗(p¯∗)−p¯∗T x¯+p¯∗T x¯+q¯∗T g(x¯)− inf
x∈X
[
p¯∗Tx+ q¯∗T g(x)
]−q¯∗T g(x¯) = 0. (2. 34)
On the other hand, the following inequalities hold
f(x¯) + f∗(p¯∗)− p¯∗T x¯ ≥ 0,
p¯∗T x¯+ q¯∗T g(x¯)− inf
x∈X
[
p¯∗Tx+ q¯∗T g(x)
] ≥ 0,
−q¯∗T g(x¯) ≥ 0.
By (2. 34) it follows that all these inequalities have to be in fact fulfilled as equali-
ties. This conducts us to the optimality conditions (i), (ii) and (iii).
(b) All calculations done within part (a) may be carried out in the inverse direction
starting from (i), (ii) and (iii). Then, x¯ solves (P s), (p¯∗, q¯∗) solves (DsFL) and the
strong duality holds. 
2.4 Duality for composed convex functions with
applications in location theory
2.4.1 Motivation
In this section we show the usefulness of the conjugacy approach in the study of
the duality for optimization problems not just in finite dimensional spaces, but
also in general normed spaces. This part of the work has been motivated by a
paper of Nickel, Puerto and Rodriguez-Chia [57]. The authors have studied
there a single facility location problem in a general normed space in which the
existing facilities are represented by sets of points. For this problem, a geometrical
characterization of the set of optimal solutions have been given.
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Our intention is to construct a dual problem to the optimization problem treated
in [57] and for its particular instances, the Weber problem and the minmax problem
with demand sets. Afterwards, we derive the optimality conditions for all these
problems, via strong duality.
In order to do this, we consider a more general optimization problem, in fact, a
problem with the objective function being a composite of a convex and componen-
twise increasing function with a convex vector function. Applying the conjugacy
approach and using some appropriate perturbation we construct a dual problem
to it. The dual is formulated in terms of conjugate functions and the existence of
strong duality is shown. Afterwards, we particularize the results for the location
problems in [57]. An extension of these considerations concerning duality in the
vector case can be found in [89].
In the past, optimization problems with the objective function being a composed
convex function have been treated by different authors. We recall here the works [34]
and [35], where the form of the subdifferential of a composed convex function has
been described, and also [13] and [47], where some results with regard to duality
have been given. Concerning duality, Volle studied in a recent paper [78] the
same problem as a particular case of a d.c. programming problem. But, the dual
introduced in [78], as well as the dual problems presented in [13] and [47] are different
from the dual we present in the following.
2.4.2 The optimization problem with a composed convex
function as objective function
Let now (X, ‖ · ‖) be a normed space, gi : X → R, i = 1, . . . ,m, convex and
continuous functions and f : Rm → R a convex and componentwise increasing
function, i.e. for y = (y1, . . . , ym)T , z = (z1, . . . , zm)T ∈ Rm,
yi ≥ zi, i = 1, . . . ,m⇒ f(y) ≥ f(z).
The optimization problem which we consider here is the following one
(P c) inf
x∈X
f(g(x)),
where g : X → Rm, g(x) = (g1(x), . . . , gm(x))T .
In order to construct a dual problem to (P c) we consider the following pertur-
bation function Ψ : X × . . .×X︸ ︷︷ ︸
m+1
×Rm → R,
Ψ(x, q, d) = f((g1(x+ q1), . . . , gm(x+ qm))T + d),
where q = (q1, . . . , qm) ∈ X × . . .×X and d ∈ Rm are the perturbation variables.
Then the dual problem to (P c), obtained by using the perturbation function Ψ,
is
(Dc) sup
pi∈X∗,i=1,...,m,
λ∈Rm
{−Ψ∗(0, p, λ)},
where Ψ∗ : X∗ × . . .×X∗︸ ︷︷ ︸
m+1
×Rm → R ∪ {+∞} is the conjugate function of Ψ and
pi, i = 1, ...,m, λ ∈ Rm, are the dual variables.
If Y is a Hausdorff locally convex vector space, then the conjugate function of h :
Y → R is the function h∗ : Y ∗ → R∪{+∞}, defined by h∗(y∗) = sup
y∈Y
{〈y∗, y〉−h(y)},
where Y ∗ is the topological dual to Y and 〈·, ·〉 is the bilinear pairing between Y ∗
and Y .
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The conjugate function of Ψ can be then calculated by the following formula
Ψ∗(x∗, p, λ) = sup
qi∈X,i=1,...,m,
x∈X,d∈Rm
{
〈x∗, x〉+
m∑
i=1
〈pi, qi〉+ 〈λ, d〉
−f((g1(x+ q1), . . . , gm(x+ qm))T + d)
}
.
To find these expression we introduce, first, the new variable t instead of d and,
then, the new variables ri instead of qi, by
t := d+ (g1(x+ q1), . . . , gm(x+ qm))T ∈ Rm
and
ri := x+ qi ∈ X, i = 1, ...,m.
This implies
Ψ∗(x∗, p, λ) = sup
qi∈X,i=1,...,m,
x∈X,t∈Rm
{
〈x∗, x〉+
m∑
i=1
〈pi, qi〉
+
〈
λ, t− (g1(x+ q1), . . . , gm(x+ qm))T
〉− f(t)}
= sup
ri∈X,i=1,...,m,
x∈X
{
〈x∗, x〉+
m∑
i=1
〈pi, ri − x〉
− 〈λ, (g1(r1), . . . , gm(rm))T 〉}+ sup
t∈Rm
{〈λ, t〉 − f(t)}
=
m∑
i=1
sup
ri∈X
{〈pi, ri〉 − λigi(ri)}+ sup
x∈X
〈
x∗ −
m∑
i=1
pi, x
〉
+f∗(λ)
= f∗(λ) +
m∑
i=1
(λigi)∗(pi) + sup
x∈X
〈
x∗ −
m∑
i=1
pi, x
〉
.
Now we have to consider x∗ = 0 and, so, the dual problem of (P c) has the
following form
(Dc) sup
λ∈Rm,pi∈X∗,
i=1,...,m
{
−f∗(λ)−
m∑
i=1
(λigi)∗(pi) + inf
x∈X
〈
m∑
i=1
pi, x
〉}
.
It is obvious that if
m∑
i=1
pi 6= 0X∗ , then inf
x∈X
〈
m∑
i=1
pi, x
〉
= −∞ and, so, in order to
have supremum in (Dc), we must require that
m∑
i=1
pi = 0.
By this, the dual problem of (P c) becomes
(Dc) sup
λ∈Rm,pi∈X∗,
i=1,...,m,
m∑
i=1
pi=0
{
−f∗(λ)−
m∑
i=1
(λigi)∗(pi)
}
. (2. 35)
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Let us point out that between (P c) and (Dc) weak duality holds, i.e. inf(P c) ≥
sup(Dc). Here, inf(P c) and sup(Dc) represent the optimal objective values of the
problems (P c) and (Dc), respectively. The existence of weak duality can be shown
in the same way like in Theorem 2.1 in the finite dimensional case.
In order to prove the existence of strong duality (inf(P c) = max(Dc)), namely,
that the optimal objective values are equal and the dual has an optimal solution,
we have to verify the stability of the primal problem (P c) (cf. [19]). Therefore, we
prove that the stability criterion described in Proposition III.2.3 in [19] is fulfilled.
We start by enunciating the following proposition.
Proposition 2.3 The function Ψ : X × . . .×X︸ ︷︷ ︸
m+1
×Rm → R,
Ψ(x, q, d) = f((g1(x+ q1), . . . , gm(x+ qm))T + d)
is convex.
The convexity of Ψ follows from the convexity of the functions f and g and the
fact that f is a componentwise increasing function.
Theorem 2.12 (strong duality for (Dc)) If inf(P c) > −∞, then the dual prob-
lem (Dc) has an optimal solution and strong duality holds, i.e.
inf(P c) = max(Dc).
Proof. By Proposition 2.3 we have that the perturbation function Ψ is convex.
Moreover, inf(P c) is a finite number and the function
(q1, . . . , qm, d) −→ Ψ(0, q1, . . . , qm, d)
is finite and continuous at (0, ..., 0︸ ︷︷ ︸
m
, 0Rm) ∈ X × . . .×X︸ ︷︷ ︸
m
×Rm. This means that the
stability criterion in Proposition III.2.3 in [19] is fulfilled, which implies that the
problem (P c) is stable. Finally, the Propositions IV.2.1 and IV.2.2 in [19] lead us
to the desired conclusions. 
The last part of this section is devoted to the presentation of the optimality
conditions for the problem (P c). They are derived by using the equality between
the optimal objective values of the primal and dual problem.
Theorem 2.13 (optimality conditions for (P c))
(a) Let x¯ ∈ X be a solution to (P c). Then there exist p¯i ∈ X∗, i = 1, ...,m, and
λ¯ ∈ Rm such that (λ¯, p¯1, . . . , p¯m) is an optimal solution to (Dc) and the following
optimality conditions are satisfied
(i) f(g(x¯)) + f∗(λ¯) =
m∑
i=1
λ¯igi(x¯),
(ii) λ¯igi(x¯) + (λ¯igi)∗(p¯i) = 〈p¯i, x¯〉 , i = 1, . . . ,m,
(iii)
m∑
i=1
p¯i = 0.
(b) If x¯ ∈ X, (λ¯, p¯1, . . . , p¯m) is admissible to (Dc) and (i)-(iii) are satisfied, then
x¯ is an optimal solution to (P c), (λ¯, p¯1, . . . , p¯m) is an optimal solution to (Dc) and
strong duality holds
f(g(x¯)) = −f∗(λ¯)−
m∑
i=1
(λ¯igi)∗(p¯i).
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Proof.
(a) By Theorem 2.12, it follows that there exist p¯i ∈ X∗, i = 1, ...,m, and λ¯ ∈ Rm
such that (λ¯, p¯1, . . . , p¯m) is an optimal solution to (Dc) and the optimal objective
values of (P c) and (Dc) are equal. This means that
m∑
i=1
p¯i = 0 and
f(g(x¯)) = −f∗(λ¯)−
m∑
i=1
(λ¯igi)∗(p¯i). (2. 36)
The last equality is equivalent to
0 = f(g(x¯)) + f∗(λ¯)−
m∑
i=1
λ¯igi(x¯) +
m∑
i=1
[
λ¯igi(x¯) + (λ¯igi)∗(p¯i)− 〈p¯i, x¯〉
]
. (2. 37)
From the definition of the conjugate functions we can derive, also in this case, the
following inequalities (cf. [19])
f(g(x¯)) + f∗(λ¯) ≥ λ¯T g(x¯) =
m∑
i=1
λ¯igi(x¯) (2. 38)
and
λ¯igi(x¯) + (λ¯igi)∗(p¯i) ≥ 〈p¯i, x¯〉 , i = 1, . . . ,m. (2. 39)
By (2. 37) it follows that the inequalities in (2. 38) and (2. 39) must become equal-
ities, leading us to the conclusion.
(b) All the calculations and transformations done within part (a) may be carried
out in the inverse direction starting from the conditions (i), (ii) and (iii). Thus the
equality (2. 36) results and therefore x¯ solves (P c) and (λ¯, p¯1, . . . , p¯m) solves (Dc).

2.4.3 The case of monotonic norms
In this section we consider a first particularization of the problem (P c). Let be
Φ : Rm → R a monotonic norm on Rm. Recall that a norm Φ is said to be
monotonic (cf. [2]), if
∀ u, v ∈ Rm, |ui| ≤ |vi|, i = 1, . . . ,m⇒ Φ(u) ≤ Φ(v).
Let be now the following optimization problem
(P cΦ) inf
x∈X
Φ+(g(x)),
where Φ+ : Rm → R,Φ+(t) := Φ(t+), with t+ = (t+1 , . . . , t+m)T and t+i = max{0, ti},
i = 1, . . . ,m.
Proposition 2.4 ([10]) The function Φ+ : Rm → R is convex and componentwise
increasing.
By the approach described in subsection 2.4.2 we obtain then as a dual problem
to (P cΦ) the following optimization problem
(DcΦ) sup
λ∈Rm,pi∈X∗,
i=1,...,m,
m∑
i=1
pi=0
{
−(Φ+)∗(λ)−
m∑
i=1
(λigi)∗(pi)
}
.
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Proposition 2.5 The conjugate function (Φ+)∗ : Rm → R ∪ {+∞} of Φ+ verifies
(Φ+)∗(λ) =
 0, if λ =Rm+ 0 and Φ
0(λ) ≤ 1,
+∞, otherwise,
where Φ0 is the dual norm of Φ in Rm and ”=
Rm+
” is the partial ordering induced by
the non-negative orthant Rm+ .
Proof. Let be λ ∈ Rm. For t ∈ Rm, we have |ti| ≥ |t+i |, i = 1, . . . ,m, which implies
that Φ(t) ≥ Φ(t+) and
Φ∗(λ) = sup
t∈Rm
{λT t− Φ(t)} ≤ sup
t∈Rm
{λT t− Φ+(t)} = (Φ+)∗(λ). (2. 40)
On the other hand, the conjugate of the norm Φ verifies the following formula (cf.
[62])
Φ∗(λ) = sup
t∈Rm
{λT t− Φ(t)} =
{
0, if Φ0(λ) ≤ 1,
+∞, otherwise. (2. 41)
If Φ0(λ) > 1, by (2. 40) and (2. 41), we have +∞ = Φ∗(λ) ≤ (Φ+)∗(λ). From
here, (Φ+)∗(λ) = +∞.
Suppose now that Φ0(λ) ≤ 1. If there exists an i0 ∈ {1, . . . ,m} such that
λi0 < 0, then we have
(Φ+)∗(λ) = sup
t∈Rm
{λT t− Φ+(t)} = sup
t∈Rm
{λT t− Φ(t+)}
≥ sup
ti0<0
{λT (0, . . . , ti0 , . . . , 0)T − Φ((0, . . . , ti0 , . . . , 0)+)}
= sup
ti0<0
λi0ti0 = +∞.
As in the previous case, (Φ+)∗(λ) = +∞.
Finally, let be Φ0(λ) ≤ 1 and λ =
Rm+
0. For every t ∈ Rm, it holds λT t ≤ λT t+
and λT t+ ≤ Φ(t+). By the last two relations, the conjugate function of Φ+ verifies
the inequality
(Φ+)∗(λ) = sup
t∈Rm
{λT t− Φ(t+)} ≤ sup
t∈Rm
{λT t+ − Φ(t+)} ≤ 0.
Again, by (2. 40) and (2. 41), we have (Φ+)∗(λ) ≥ Φ∗(λ) = 0. Therefore, we must
have (Φ+)∗(λ) = 0. This concludes the proof. 
By Proposition 2.5 we obtain for (DcΦ) the following formulation
(DcΦ) sup
λ∈Rm+ ,pi∈X∗,i=1,...,m,
m∑
i=1
pi=0,Φ
0(λ)≤1
{
−
m∑
i=1
(λigi)∗(pi)
}
.
In the objective function of the dual (DcΦ) we separate now the terms for which
λi > 0 from the terms for which λi = 0. Then the dual can be written as
(DcΦ) sup
pi∈X∗,i=1,...,m,
m∑
i=1
pi=0,
Φ0(λ)≤1,I⊆{1,...,m},
λi>0(i∈I),λi=0(i/∈I)
{
−
∑
i∈I
(λigi)∗(pi)−
∑
i/∈I
(0)∗(pi)
}
. (2. 42)
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For i /∈ I, it holds
0∗(pi) = sup
x∈X
{〈pi, x〉 − 0} = sup
x∈X
〈pi, x〉 =
{
0, if pi = 0,
+∞, otherwise,
and this means that, in order to have supremum in (DcΦ), we must take pi = 0, ∀i /∈
I. Then the dual problem becomes
(DcΦ) sup
Φ0(λ)≤1,I⊆{1,...,m},
λi>0(i∈I),λi=0(i/∈I),
pi∈X∗,i∈I,
∑
i∈I
pi=0
{
−
∑
i∈I
(λigi)∗(pi)
}
.
For λi > 0, i ∈ I, let us apply the following property of the conjugate functions
(λigi)∗ = λig∗i
(
1
λi
pi
)
, ∀i ∈ I (cf. [19]). Denoting pi := 1λi pi, we obtain finally the
following formulation for the dual of (P cΦ)
(DcΦ) sup
(I,λ,p)∈YΦ
{
−
∑
i∈I
λig
∗
i (pi)
}
,
with
YΦ =
{
(I, λ, p) : I ⊆ {1, . . . ,m}, λ = (λ1, . . . , λm)T , p = (p1, . . . , pm),
Φ0(λ) ≤ 1, λi > 0(i ∈ I), λi = 0(i /∈ I),
∑
i∈I
λipi = 0
}
.
In Proposition 2.4 we have shown that Φ+ is a convex and componentwise in-
creasing function. Moreover, one can observe that the optimal objective value of
(P cΦ), inf(P
c
Φ), is finite, being greater than or equal to zero. This fact, together
with Theorem 2.12, permits us to formulate the following strong duality theorem
for the problems (P cΦ) and (D
c
Φ).
Theorem 2.14 (strong duality for (DcΦ)) The dual problem (D
c
Φ) has an optimal
solution and strong duality holds, i.e.
inf(P cΦ) = max(D
c
Φ).
As for the general problem (P c), we can derive the optimality conditions for
(P cΦ). The proof of the next theorem can be found in [10].
Theorem 2.15 (optimality conditions for (P cΦ))
(a) Let x¯ ∈ X be a solution to (P cΦ). Then there exists (I¯ , λ¯, p¯) ∈ YΦ, solution to
(DcΦ), such that the following optimality conditions are satisfied
(i) I¯ ⊆ {1, . . . ,m}, λ¯i > 0(i ∈ I¯), λ¯i = 0(i /∈ I¯),
(ii) Φ0(λ¯) ≤ 1,∑
i∈I¯
λ¯ip¯i = 0,
(iii) Φ+(g(x¯)) =
∑
i∈I¯
λ¯igi(x¯),
(iv) gi(x¯) + g∗i (p¯i) = 〈p¯i, x¯〉 , i ∈ I¯ .
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(b) If x¯ ∈ X, (I¯ , λ¯, p¯) ∈ YΦ and (i)-(iv) are satisfied, then x¯ is an optimal solution
to (PΦ), (I¯ , λ¯, p¯) ∈ YΦ is an optimal solution to (DΦ) and strong duality holds
Φ+(g(x¯)) = −
∑
i∈I¯
λ¯ig
∗
i (p¯i).
Remark 2.11 In Theorem 2.15 we do not exclude the possibility that the set I¯
could be empty. This would mean that λ¯ = 0 and, from (iii), Φ+(g(x¯)) = 0. But,
this can happen only if the following equivalent relations are true
Φ(g(x¯)+) = 0⇔ g+(x¯) = 0⇔ g+i (x¯) = 0, i = 1, . . . ,m⇔ gi(x¯) ≤ 0, i = 1, . . . ,m.
2.4.4 The location model involving sets as existing facilities
After we studied in the previous subsections the duality for two quite general opti-
mization problems, we consider now the problem treated by Nickel, Puerto and
Rodriguez-Chia in [57]. This problem is a single facility location problem in a
general normed space in which the existing facilities are represented by sets.
Let A = {A1, . . . , Am} be a family of convex sets in X such that
m⋂
i=1
cl(Ai) = ∅.
For i = 1, ...,m, we consider gi : X → R, gi(x) = di(x,Ai), where
di(x,Ai) = inf{γi(x− ai) : ai ∈ Ai}.
Here, γi is a continuous norm on X, for i = 1, . . . ,m. This means that the functions
gi, i = 1, ...,m, are convex and continuous on X.
Let d : X → Rm be the vector function defined by
d(x) = (d1(x,A1), . . . , dm(x,Am))T .
The location problem with sets as existing facilities studied in [57] is
(P cΦ(A)) inf
x∈X
Φ(d(x)).
Because
Φ+(d(x)) = Φ(d+(x)) = Φ(d(x)), ∀x ∈ X,
we can write (P cΦ(A)) in the equivalent form
(P cΦ(A)) inf
x∈X
Φ+(d(x)).
Therefore, the problem (P cΦ(A)) turns out to be a particular case of (P cΦ) and
its dual has then the following form
(DcΦ(A)) sup
(I,λ,p)∈YΦ(A)
{
−
∑
i∈I
λid
∗
i (pi)
}
,
with
YΦ(A) =
{
(I, λ, p) : I ⊆ {1, . . . ,m}, λ = (λ1, . . . , λm)T , p = (p1, . . . , pm),
Φ0(λ) ≤ 1, λi > 0(i ∈ I), λi = 0(i /∈ I),
∑
i∈I
λipi = 0
}
.
By the use of the Theorems 2.14 and 2.15 we can give for (P cΦ(A)) and (DcΦ(A))
the strong duality theorem and the optimality conditions.
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Theorem 2.16 (strong duality for (DcΦ(A))) The dual problem (DcΦ(A)) has an
optimal solution and strong duality holds, i.e.
inf(P cΦ(A)) = max(DcΦ(A)).
Theorem 2.17 (optimality conditions for (P cΦ(A)))
(a) Let x¯ ∈ X be a solution to (P cΦ(A)). Then there exists (I¯ , λ¯, p¯) ∈ YΦ(A), solution
to (DcΦ(A)), such that the following optimality conditions are satisfied
(i) I¯ ⊆ {1, . . . ,m}, I¯ 6= ∅, λ¯i > 0(i ∈ I¯), λ¯i = 0(i /∈ I¯),
(ii) Φ0(λ¯) = 1,
∑
i∈I¯
λ¯ip¯i = 0,
(iii) Φ(d(x¯)) =
∑
i∈I¯
λ¯idi(x¯, Ai),
(iv) x¯ ∈ ∂d∗i (p¯i), i ∈ I¯ .
(b) If x¯ ∈ X, (I¯ , λ¯, p¯) ∈ YΦ(A) and (i) - (iv) are satisfied, then x¯ is an optimal
solution to (P cΦ(A)), (I¯ , λ¯, p¯) ∈ YΦ(A) is an optimal solution to (DcΦ(A)) and strong
duality holds
Φ(d(x¯)) =
∑
i∈I¯
λ¯idi(x¯, Ai) = −
∑
i∈I¯
λ¯id
∗
i (p¯i).
Proof.
(a) By Theorem 2.15 follows that there exists (I¯ , λ¯, p¯) ∈ YΦ(A), solution to (DcΦ(A)),
such that
(i′) I¯ ⊆ {1, . . . ,m}, λ¯i > 0(i ∈ I¯), λ¯i = 0(i /∈ I¯),
(ii′) Φ0(λ¯) ≤ 1,∑
i∈I¯
λ¯ip¯i = 0,
(iii′) Φ+(d(x¯)) =
∑
i∈I¯
λ¯idi(x¯, Ai),
(iv′) di(x¯, Ai) + d∗i (p¯i) = 〈p¯i, x¯〉 , i ∈ I¯ .
We prove that (I¯ , λ¯, p¯) satisfies the relations (i)-(iv). If I¯ were empty, then by
Remark 2.11, it would follow that
gi(x¯) = di(x¯, Ai) = 0, i = 1, . . . ,m.
But, this would imply that x¯ belongs to
m⋂
i=1
cl(Ai), which contradicts the hypothesis
m⋂
i=1
cl(Ai) = ∅. By this, relation (i) is proved.
From (iii′) we have that
Φ+(d(x¯)) = Φ(d(x¯)) =
∑
i∈I¯
λ¯idi(x¯, Ai), (2. 43)
and (iii) is also proved.
From (iv′) we have that p¯i ∈ ∂di(x¯, Ai), for i ∈ I¯ (cf. [19]). On the other hand,
the distance function di being convex and continuous verifies the following (cf. [19]
and [95])
p¯i ∈ ∂di(x¯, Ai)⇔ x¯ ∈ ∂d∗i (p¯i), ∀i ∈ I¯ ,
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that proves (iv).
In order to finish the proof we have to show that Φ0(λ¯) = 1. By the definition
of the dual norm it holds
Φ0(λ¯) = sup
Φ(v)≤1,
v∈Rm
| 〈λ¯, v〉 |.
Because
m⋂
i=1
cl(Ai) = ∅ it holds Φ(d(x¯)) > 0. Let be v¯ := 1Φ(d(x¯))d(x¯) ∈ Rm. We
have Φ(v¯) = 1 and, by (iii) and (2. 43),
Φ0(λ¯) ≥ 〈λ¯, v¯〉 =
∑
i∈I¯
λ¯idi(x¯, Ai)
Φ(d(x¯))
= 1.
This last inequality, together with (ii′), gives Φ0(λ¯) = 1.
(b) All the calculations and transformations done within part (a) may be carried
out in the inverse direction. 
Remark 2.12
(a) Lemma 3.3 in [57] which characterizes the solutions of (P cΦ(A)) can be automat-
ically obtained by means of the optimality conditions given in Theorem 2.17.
(b) In [57] the authors made the assumption that the sets Ai, i = 1, ...,m, have to
be compact. As one can see, in order to formulate the strong duality theorem and
the optimality conditions for (P cΦ(A)), the compactness of the sets Ai, i = 1, ...,m,
is not necessary.
In the last two subsections we consider the Weber problem and the minmax
problem with infimal distances and sets as existing facilities. For these problems
we formulate the duals and present the optimality conditions. Therefore we write
both problems, equivalently, in a form which appears to be a particularization of
the problem (P cΦ(A)).
2.4.5 The Weber problem with infimal distances
The Weber problem with infimal distances for the data A is
(P cW (A)) inf
x∈X
m∑
i=1
widi(x,Ai),
where di(x,Ai) = inf
ai∈Ai
γi(x−ai), i = 1, ...,m, and wi > 0, i = 1, ...,m, are positive
weights.
We introduce now, for i = 1, ...,m, the continuous norms γ′i : X → R, γ′i = wiγi
and the corresponding distance functions d′i(·, Ai) : X → R, d′i(x,Ai) = inf
ai∈Ai
γ′i(x−
ai). This means that
d′i(x,Ai) = inf
ai∈Ai
γ′i(x− ai) = widi(x,Ai), i = 1, . . . ,m. (2. 44)
By (2. 44) the primal problem (P cW (A)) becomes
(P cW (A)) inf
x∈X
m∑
i=1
d′i(x,Ai) = inf
x∈X
l1(d′(x)),
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where d′ : X → Rm, d′(x) = (d′1(x,A1), . . . , d′m(x,Am))T and l1 : Rm → R, l1(λ) =
m∑
i=1
|λi|. One may easy observe that the l1-norm is a monotonic norm.
Then the dual problem of (P cW (A)) is
(DcW (A)) sup
(I,λ,p)∈YW (A)
{
−
∑
i∈I
λi(d′i)
∗(pi)
}
,
with
YW (A) =
{
(I, λ, p) : I ⊆ {1, . . . ,m}, λ = (λ1, . . . , λm)T , p = (p1, . . . , pm),
l01(λ) ≤ 1, λi > 0(i ∈ I), λi = 0(i /∈ I),
∑
i∈I
λipi = 0
}
.
For i = 1, . . . ,m, we have that (cf. [19]) (d′i)
∗(pi) = (widi)∗(pi) = wid∗i
(
1
wi
pi
)
.
Otherwise, the dual norm of the l1-norm is l01(λ) = max
i=1,...,m
|λi|. Denoting pi :=
1
wi
pi, i = 1, . . . ,m, we obtain the following formulation
(DcW (A)) sup
(I,λ,p)∈YW (A)
{
−
∑
i∈I
λiwid
∗
i (pi)
}
,
with
YW (A) =
{
(I, λ, p) : I ⊆ {1, . . . ,m}, λ = (λ1, . . . , λm)T , p = (p1, . . . , pm),
max
i∈I
λi ≤ 1, λi > 0(i ∈ I), λi = 0(i /∈ I),
∑
i∈I
λiwipi = 0
}
.
Let us give now the strong duality theorem and the optimality conditions for
(P cW (A)) and its dual (DcW (A)) (for the proofs see [10]).
Theorem 2.18 (strong duality for (DcW (A))) The dual problem (DcW (A)) has
an optimal solution and strong duality holds, i.e.
inf(P cW (A)) = max(DcW (A)).
Theorem 2.19 (optimality conditions for (P cW (A)))
(a) Let x¯ ∈ X be a solution to (P cW (A)). Then there exists (I¯ , λ¯, p¯) ∈ YW (A), opti-
mal solution to (DcW (A)), such that the following optimality conditions are satisfied
(i) I¯ ⊆ {1, . . . ,m}, I¯ 6= ∅, λ¯i = 1(i ∈ I¯), λ¯i = 0(i /∈ I¯),
(ii)
∑
i∈I¯
wip¯i = 0,
(iii)
m∑
i=1
widi(x¯, Ai) =
∑
i∈I¯
widi(x¯, Ai),
(iv) x¯ ∈ ∂d∗i (p¯i), i ∈ I¯ .
(b) If x¯ ∈ X, (I¯ , λ¯, p¯) ∈ YW (A) and (i)-(iv) are satisfied, then x¯ is an optimal
solution to (P cW (A)), (I¯ , λ¯, p¯) ∈ YW (A) is an optimal solution to (DcW (A)) and
strong duality holds
m∑
i=1
widi(x¯, Ai) =
∑
i∈I¯
widi(x¯, Ai) = −
∑
i∈I¯
λ¯iwid
∗
i (p¯i).
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We finish this subsection considering a particular instance of the Weber problem
(P cW (A)). Therefore, we assume that Ai is a singleton, in fact, that Ai = {xi}, where
xi ∈ X, i = 1, ...,m. Moreover, we assume that the norms γi are all equal with ‖ · ‖,
the norm which equips the space X. The problem (P cW (A)) becomes then
inf
x∈X
m∑
i=1
wi‖x− xi‖,
which is the standard so-called Weber location problem in a normed space.
For the conjugate of the function di, i = 1, ...,m, we have
d∗i (pi) = sup
x∈X
{〈pi, x〉 − ‖x− xi‖} = sup
x∈X
{〈pi, x− xi〉 − ‖x− xi‖}+ 〈pi, xi〉
=
{ 〈pi, xi〉 , if ‖pi‖0 ≤ 1,
+∞, otherwise,
where ‖ · ‖0 represents the dual norm of ‖ · ‖. The dual problem (DcW (A)) can be
now written as
sup
(I,λ,p)∈YW (A),
‖pi‖0≤1,i=1,...,m
{
−
∑
i∈I
λiwi 〈pi, xi〉
}
,
with
YW (A) =
{
(I, λ, p) : I ⊆ {1, . . . ,m}, λ = (λ1, . . . , λm)T , p = (p1, . . . , pm),
max
i∈I
λi ≤ 1, λi > 0(i ∈ I), λi = 0(i /∈ I),
∑
i∈I
λiwipi = 0
}
.
Denoting qi := −λipi, for i = 1, ...,m, the dual of the standard location problem in
a normed space becomes
sup
qi∈X∗,‖qi‖0≤1,
i=1,...,m,
m∑
i=1
wiqi=0
{
m∑
i=1
wi 〈qi, xi〉
}
.
The first works which deal with duality for location problems and where this result
also appears are those of Kuhn [46] in finite dimensional spaces and Rubinstein
[64] in general Banach spaces. For further results concerning duality for the scalar
location problem see also the paper of Wanka [79].
2.4.6 The minmax problem with infimal distances
The last optimization problem that we consider in this section is the minmax prob-
lem with infimal distances for the data A,
(P cH(A)) inf
x∈X
max
i=1,...,m
widi(x,Ai),
where di(x,Ai) = inf
ai∈Ai
γi(x−ai), i = 1, ...,m, and wi > 0, i = 1, ...,m, are positive
weights.
As for the Weber problem studied above let be, for i = 1, ...,m, the continuous
norms γ′i : X → R, γ′i = wiγi and the corresponding distance functions d′i(·, Ai) :
X → R, d′i(x,Ai) = inf
ai∈Ai
γ′i(x− ai).
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This means that the equality in (2. 44) remains true and, so, the primal problem
(P cH(A)) becomes
(P cH(A)) inf
x∈X
max
i=1,...,m
d′i(x,Ai) = inf
x∈X
l∞(d′(x)),
where d′ : X → Rm, d′(x) = (d′1(x,A1), . . . , d′m(x,Am))T and l∞ : Rm → R, l∞(λ)
= max
i=1,...,m
|λi|. The l∞-norm is also a monotonic norm and its dual norm is l0∞(λ) =
m∑
i=1
|λi|.
Then the dual problem of (P cH(A)) is
(DcH(A)) sup
(I,λ,p)∈YH(A)
{
−
∑
i∈I
λiwid
∗
i (pi)
}
,
with
YH(A) =
{
(I, λ, p) : I ⊆ {1, . . . ,m}, λ = (λ1, . . . , λm)T , p = (p1, . . . , pm),∑
i∈I
λi ≤ 1, λi > 0(i ∈ I), λi = 0(i /∈ I),
∑
i∈I
λiwipi = 0
}
.
Like for the Weber problem we can give the strong duality theorem and formulate
the optimality conditions (for the proofs see [10]).
Theorem 2.20 (strong duality for (DcH(A)) The dual problem (DcH(A)) has an
optimal solution and strong duality holds, i.e.
inf(P cH(A)) = max(DcH(A)).
Theorem 2.21 (optimality conditions for (P cH(A)))
(a) Let x¯ ∈ X be a solution to (P cH(A)). Then there exists (I¯ , λ¯, p¯) ∈ YH(A), optimal
solution to (DcH(A)), such that the following optimality conditions are satisfied
(i) I¯ ⊆ {1, . . . ,m}, I¯ 6= ∅, λ¯i > 0(i ∈ I¯), λ¯i = 0(i /∈ I¯),
(ii)
∑
i∈I¯
λ¯i = 1,
∑
i∈I¯
wiλ¯ip¯i = 0,
(iii) max
i=1,...,m
widi(x¯, Ai) = widi(x¯, Ai), ∀i ∈ I¯ ,
(iv) x¯ ∈ ∂d∗i (p¯i), i ∈ I¯ .
(b) If x¯ ∈ X, (I¯ , λ¯, p¯) ∈ YH(A) and (i)-(iv) are satisfied, then x¯ is an optimal
solution to (P cH(A)), (I¯ , λ¯, p¯) ∈ YH(A) is an optimal solution to (DcH(A)) and
strong duality holds
max
i=1,...,m
widi(x¯, Ai) =
∑
i∈I¯
λ¯iwidi(x¯, Ai) = −
∑
i∈I¯
λ¯iwid
∗
i (p¯i).
Chapter 3
Duality for multiobjective
convex optimization
problems
The third chapter of this work deals with duality in multiobjective optimization. It
contains two different parts referring to two different types of vector optimization
problems, namely, a general convex multiobjective problem with cone inequality
constraints (cf. Wanka and Bot¸ [85]) and a particular multiobjective fractional
programming problem with linear inequality constraints (cf. Wanka and Bot¸
[87]). In both cases, the basic idea is to establish a dual problem to an scalarized
problem associated to the multiobjective primal. The scalar dual is formulated in
terms of conjugate functions and its structure gives an idea about how to construct
a multiobjective dual in a natural way. The existence of weak and, under certain
conditions, of strong duality between the primal and the dual problem is shown.
3.1 A new duality approach
3.1.1 Motivation
The duality approach for general convex multiobjective optimization problems,
which we present here, may be seen as a rigorous application of conjugate dual-
ity to such problems. The objective function of the dual is represented in a closed
form, wherein the conjugate of the objective functions of the primal problem as well
as the conjugates of the functions describing the set of constraints appear in a clear
and natural way. The dual constraint adopts a simple form of only two conditions,
a bilinear inequality and a scalar product to be zero.
In this representation, this dual problem differs from other known formulations
of multiobjective duals found in the literature. Otherwise, it extends our former
investigations concerning duality for vector optimization problems with convex ob-
jective functions and linear inequality constraints (cf. Wanka and Bot¸ [83], [84]).
We also notice that the duality results presented in [83] and [84] generalize some
previous results established in the past by different authors for more special prob-
lems, in particular, multiobjective location and control-approximation problems (cf.
Tammer and Tammer [72], Wanka [81], [80], [82]).
Among the theories dealing with different duality approaches for similar mul-
tiobjective optimization problems we mention as a representative selection those
developed by Jahn [40], [41], Nakayama [54], [55] and Weir and Mond [90],
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[92], [93]. An comprehensive analysis of these duality concepts will be done in the
next chapter.
In the approach we present here the new idea is to use a dual problem of the
scalarized primal obtained by means of the conjugacy duality theory (cf. chapter
2). The scalar dual problem turns out to have a form adapted for generating in a
natural way a conjugate multiobjective dual problem to the original one that allows
to prove weak and strong duality. Moreover, a converse duality assertion will be
also verified. In the last part of the section some special cases of vector optimization
problems with linear constraints, which can be obtained from the general result are
summarized. On the other hand, a dual for the multiobjective convex semidefinite
programming problem is presented.
3.1.2 Problem formulation
The primal multiobjective optimization problem with cone inequality constraints
which we consider here is the following one
(P ) v-min
x∈A
f(x),
A =
{
x ∈ Rn : g(x)5
K
0
}
,
f(x) = (f1(x), . . . , fm(x))T ,
g(x) = (g1(x), . . . , gk(x))T .
For i = 1, ...,m, fi : Rn → R = R∪{±∞} are proper and convex functions with the
property that
m⋂
i=1
ri(dom(fi)) 6= ∅, where ri(dom(fi)) represents the relative interior
of the set dom(fi) = {x ∈ Rn : fi(x) < +∞}. The function g : Rn → Rk is convex
relative to the cone K ⊆ Rk. K is a convex closed cone with int(K) 6= ∅ which
defines a partial ordering on Rk according to x15
K
x2 if and only if x2 − x1 ∈ K.
The ”v-min” term means that we ask for Pareto-efficient solutions of the problem
(P ). This kind of solutions is obtained by using the dominance structure given by
the non-negative orthant Rm+ = {x = (x1, ..., xm)T ∈ Rm : xi ≥ 0, i = 1, . . . ,m} on
Rm.
Definition 3.1 An element x¯ ∈ A is said to be efficient (or Pareto-efficient) with
respect to (P ) if from f(x¯) =
Rm+
f(x), for x ∈ A, follows f(x¯) = f(x).
Another kind of solutions which we use in this chapter are the properly efficient
solutions. This a strengthened solution concept and, in order to introduce it, we
use the definition given by Geoffrion [28].
Definition 3.2 An element x¯ ∈ A is said to be properly efficient with respect to (P )
if it is efficient and if there exists a number M > 0 such that for each i ∈ {1, ...,m}
and x ∈ A satisfying fi(x) < fi(x¯), there exists at least one j ∈ {1, ...,m} such that
fj(x¯) < fj(x) and
fi(x¯)− fi(x)
fj(x)− fj(x¯) ≤M.
Other well-known definitions for the concept of proper efficiency have been given
by Borwein [7], Benson [6] and Henig [33] for vector optimization problems in
general partially ordered vector spaces and/or with the ordering cone a general
closed convex cone. But, in our case all these four concepts are equivalent (see for
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instance the results presented in section 3.1.2 in the book of Sawaragi, Nakayama,
Tanino [65]) and, more than that, they can be characterized via scalarization, as
we do in the following definition (see Theorem 3.4.1 and Theorem 3.4.2 in [65]).
Definition 3.3 An element x¯ ∈ A is said to be properly efficient with respect to
(P ) if there exists λ = (λ1, . . . , λm)T ∈ int(Rm+ ) (i.e. λi > 0, i = 1, . . . ,m) such
that
m∑
i=1
λifi(x¯) ≤
m∑
i=1
λifi(x), ∀x ∈ A.
3.1.3 Duality for the scalarized problem
In order to study the duality for the multiobjective problem (P ) we study first the
duality for the scalarized problem
(Pλ) inf
x∈A
m∑
i=1
λifi(x),
where λ = (λ1, . . . , λm)T is a fixed vector in int(Rm+ ).
For f˜ : Rn → R, f˜(x) =
m∑
i=1
λifi(x), the problem (Pλ) can be written as
(Pλ) inf
x∈A
f˜(x),
where A =
{
x ∈ Rn : g(x)5
K
0
}
. Then the Fenchel-Lagrange dual problem (cf.
subsection 2.1.4) of the problem (Pλ) is
(Dλ) sup
p˜∈Rn,
q =
K∗
0
{
−f˜∗(p˜) + inf
x∈Rn
[
p˜Tx+ qT g(x)
]}
.
Replacing f˜ by its formula, we get
(Dλ) sup
p˜∈Rn,
q =
K∗
0
{
−
(
m∑
i=1
λifi
)∗
(p˜) + inf
x∈Rn
[
p˜Tx+ qT g(x)
]}
.
Because of
m⋂
i=1
ri(dom(fi)) 6= ∅ we have (cf. Theorem 16.4 in [62])
(
m∑
i=1
λifi
)∗
(p˜) = inf
{
m∑
i=1
(λifi)∗(p˜i) :
m∑
i=1
p˜i = p˜
}
and the dual (Dλ) becomes
(Dλ) sup
p˜∈Rn,q =
K∗
0,
p˜i∈Rn,
m∑
i=1
p˜i=p˜
{
−
m∑
i=1
(λifi)∗(p˜i) + inf
x∈Rn
[
p˜Tx+ qT g(x)
]}
.
But (λifi)∗(p˜i) = λif∗i (
p˜i
λi
), for i = 1, . . . ,m, and, therefore, we can make the
substitutions pi := p˜iλi , i = 1, . . . ,m. So, p˜ =
m∑
i=1
λipi and omitting p˜ we obtain for
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the dual of (Pλ)
(Dλ) sup
pi∈Rn,i=1,...,m,
q =
K∗
0
−
m∑
i=1
λif
∗
i (pi) + inf
x∈Rn
( m∑
i=1
λipi
)T
x+ qT g(x)
 ,
or, equivalently,
(Dλ) sup
pi∈Rn,i=1,...,m,
q =
K∗
0
{
−
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)}
.
The reason why we consider the dual in this form is because, as one can see in
the next subsection, (Dλ) will suggest us the form of the dual for the vector problem
(P ).
Let us notice that we use here the Fenchel-Lagrange duality concept introduced
in chapter 2 even if one of the assumptions imposed there, dom(f˜) = X, is not
fulfilled. For the problem (Pλ), we have dom(f˜) =
m⋂
i=1
dom(fi) ⊆ Rn = X. But one
can verify that in this situation the strong duality results presented in chapter 2 still
remain valid. In conclusion, by means of the strong duality results proved there,
we are able to present a strong duality theorem for (Pλ) and (Dλ). Therefore, we
need the following constraint qualification
(CQ) there exists an element x′ ∈
m⋂
i=1
dom(fi) such that g(x′) =
(g1(x′), . . . , gm(x′))T ∈ −int(K).
According to Theorem 2.6 and Theorem 16.4 in [62], we can formulate the
following strong duality theorem.
Theorem 3.1 Let the optimal objective value of (Pλ) be finite and assume that
there exists an element x′ ∈
m⋂
i=1
dom(fi) such that g(x′) ∈ −int(K) (i.e. the con-
straint qualification (CQ) is fulfilled). Then the dual problem (Dλ) has an optimal
solution and strong duality holds
inf(Pλ) = max(Dλ).
For later investigations we need the optimality conditions regarding the scalar
problem (Pλ) and its dual (Dλ). They can be derived in the same way as we did
in the proof of Theorem 2.11. The following theorem gives us these conditions (for
the proof see [85]).
Theorem 3.2 (a) Let the constraint qualification (CQ) be fulfilled and let x¯ be a
solution to (Pλ). Then there exists (p¯, q¯), p¯ = (p¯1, . . . , p¯m) ∈ Rn × . . .× Rn, q¯ =
K∗
0,
optimal solution to (Dλ), such that the following optimality conditions are satisfied
(i) f∗i (p¯i) + fi(x¯) = p¯
T
i x¯, i = 1, . . . ,m,
(ii) q¯T g(x¯) = 0,
(iii)
(
m∑
i=1
λip¯i
)T
x¯ = inf
x∈Rn
[(
m∑
i=1
λip¯i
)T
x+ q¯T g(x)
]
.
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(b) Let x¯ be admissible to (Pλ) and (p¯, q¯) be admissible to (Dλ), satisfying (i), (ii)
and (iii). Then x¯ is an optimal solution to (Pλ), (p¯, q¯) is an optimal solution to
(Dλ) and strong duality holds
m∑
i=1
λifi(x¯) = −
m∑
i=1
λif
∗
i (p¯i) + inf
x∈Rn
( m∑
i=1
λip¯i
)T
x+ q¯T g(x)
 .
Remark 3.1 Using the definition of the conjugate functions, relation (iii) in The-
orem 3.2 (a) can be written equivalently in the following form
(q¯T g)∗
(
−
m∑
i=1
λip¯i
)
= −
(
m∑
i=1
λip¯i
)T
x¯. (3. 1)
3.1.4 The multiobjective dual problem
Now we are able to formulate a multiobjective dual to (P ). The dual (D) will
be a vector maximum problem and for it Pareto-efficient solutions in the sense of
maximum are considered. After we introduce the multiobjective dual (D) we prove
the weak and strong duality theorems.
The dual multiobjective optimization problem (D) is
(D) v-max
(p,q,λ,t)∈B
h(p, q, λ, t),
with
h(p, q, λ, t) =
 h1(p, q, λ, t)...
hm(p, q, λ, t)
 ,
hj(p, q, λ, t) = −f∗j (pj)− (qTj g)∗
(
− 1
mλj
m∑
i=1
λipi
)
+ tj , j = 1, . . . ,m,
the dual variables
p = (p1, . . . , pm) ∈ Rn × ...× Rn, q = (q1, . . . , qm) ∈ Rk × ...× Rk,
λ = (λ1, . . . , λm)T ∈ Rm, t = (t1, . . . , tm)T ∈ Rm,
and the set of constraints
B =
{
(p, q, λ, t) : λ ∈ int(Rm+ ),
m∑
i=1
λiqi =
K∗
0,
m∑
i=1
λiti = 0
}
. (3. 2)
Definition 3.4 An element (p¯, q¯, λ¯, t¯) ∈B is said to be efficient (or Pareto-efficient)
with respect to (D) if from h(p, q, λ, t) =
Rm+
h(p¯, q¯, λ¯, t¯), for (p, q, λ, t) ∈ B, follows
h(p, q, λ, t) = h(p¯, q¯, λ¯, t¯).
The following theorem states the weak duality assertion for the vector problems
(P ) and (D).
Theorem 3.3 There is no x ∈ A and no (p, q, λ, t) ∈ B fulfilling h(p, q, λ, t) =
Rm+
f(x) and h(p, q, λ, t) 6= f(x).
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Proof. We assume that there exist x ∈ A and (p, q, λ, t) ∈ B such that fi(x) ≤
hi(p, q, λ, t),∀i ∈ {1, . . . ,m} and fj(x) < hj(p, q, λ, t) for at least one j ∈ {1, . . . ,m}.
This implies
m∑
i=1
λifi(x) <
m∑
i=1
λihi(p, q, λ, t). (3. 3)
On the other hand, we have
m∑
i=1
λihi(p, q, λ, t) = −
m∑
i=1
λif
∗
i (pi)−
m∑
i=1
λi(qTi g)
∗
(
− 1
mλi
m∑
i=1
λipi
)
+
m∑
i=1
λiti.
For fi and qTi g, i = 1, . . . ,m, we can apply the inequality of Young
−f∗i (pi) ≤ fi(x)− pTi x,
−(qTi g)∗
(
− 1
mλi
m∑
i=1
λipi
)
≤ qTi g(x) +
(
1
mλi
m∑
i=1
λipi
)T
x
and, so, we obtain
m∑
i=1
λihi(p, q, λ, t) ≤
m∑
i=1
λifi(x)−
(
m∑
i=1
λipi
)T
x
+
m∑
i=1
λi
qTi g(x) +
(
1
mλi
m∑
i=1
λipi
)T
x

=
m∑
i=1
λifi(x) +
(
m∑
i=1
λiqi
)T
g(x)
≤
m∑
i=1
λifi(x).
The resulting inequality
m∑
i=1
λihi(p, q, λ, t) ≤
m∑
i=1
λifi(x) contradicts relation (3. 3).

The following theorem expresses the so-called strong duality between the two
multiobjective problems (P ) and (D).
Theorem 3.4 Assume the existence of an element x′ ∈
m⋂
i=1
dom(fi) fulfilling g(x′)
∈ −int(K). Let x¯ be a properly efficient element to (P ). Then there exists an
efficient solution (p¯, q¯, λ¯, t¯) ∈ B to the dual (D) and the strong duality f(x¯) =
h(p¯, q¯, λ¯, t¯) holds.
Proof. Assume x¯ to be properly efficient to (P ). From Definition 3.3 there follows
the existence of a corresponding vector λ¯ = (λ¯1, . . . , λ¯m)T ∈ int(Rm+ ) such that x¯
solves the scalar problem
(P λ¯) inf
x∈A
m∑
i=1
λ¯ifi(x).
The constraint qualification (CQ) being fulfilled, by Theorem 3.2, there exists (p˜, q˜)
an optimal solution to the dual (Dλ¯) such that the optimality conditions (i), (ii)
and (iii) are satisfied.
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By means of x¯ and (p˜, q˜) we construct now an efficient solution (p¯, q¯, λ¯, t¯) to (D).
Therefore, let λ¯ = (λ¯1, . . . , λ¯m)T be the vector given by the proper efficiency of x¯
and p¯ = (p¯1, . . . p¯m) := (p˜1, . . . p˜m) = p˜. It remains us to define q¯ = (q¯1, . . . q¯m) and
t¯ = (t¯1, . . . t¯m)T .
Let, for i = 1, . . . ,m, be
q¯i :=
1
mλ¯i
q˜ ∈ Rk,
(3. 4)
t¯i := p¯Ti x¯+ (q¯
T
i g)
∗
(
− 1
mλ¯i
m∑
i=1
λ¯ip¯i
)
∈ R.
For (p¯, q¯, λ¯, t¯) it holds λ¯ ∈ int(Rm+ ),
m∑
i=1
λ¯iq¯i = q˜ =
K∗
0 and
m∑
i=1
λ¯it¯i =
(
m∑
i=1
λ¯ip¯i
)T
x¯+
m∑
i=1
λ¯i
(
1
mλ¯i
q˜T g
)∗(
− 1
mλ¯i
m∑
i=1
λ¯ip¯i
)
=
(
m∑
i=1
λ¯ip¯i
)T
x¯+
m∑
i=1
λ¯i
1
mλ¯i
(q˜T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
=
(
m∑
i=1
λ¯ip¯i
)T
x¯+ (q˜T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
= 0 (by (3. 1)).
In conclusion, the element (p¯, q¯, λ¯, t¯) is feasible to (D).
It remains to show that the values of the objective functions are equal, namely,
that f(x¯) = h(p¯, q¯, λ¯, t¯). Therefore, we prove that fi(x¯) = hi(p¯, q¯, λ¯, t¯) holds, for
each i = 1, . . . ,m. For this we use the relation (i) in Theorem 3.2 and the equations
(3. 4). Then it holds
hi(p¯, q¯, λ¯, t¯) = −f∗i (p¯i)− (q¯Ti g)∗
(
− 1
mλ¯i
m∑
i=1
λ¯ip¯i
)
+ t¯i
= −f∗i (p¯i)− (q¯Ti g)∗
(
− 1
mλ¯i
m∑
i=1
λ¯ip¯i
)
+ p¯Ti x¯
+ (q¯Ti g)
∗
(
− 1
mλ¯i
m∑
i=1
λ¯ip¯i
)
= −f∗i (p¯i) + p¯Ti x¯ = fi(x¯).
The maximality of (p¯, q¯, λ¯, t¯) is given by Theorem 3.3. 
Remark 3.2 In [11] Bot¸ and Wanka have introduced a duality approach for the
vector optimization problem with a convex objective function and d.c. constraints
(Pdc) v-min
x∈Adc
f(x),
Adc = {x ∈ X : gi(x)− hi(x) ≤ 0, i ∈ 1, ..., k} ,
f(x) = (f1(x), . . . , fm(x))T .
In the formulation of (Pdc), X is a real Hausdorff locally convex vector space, fi :
X → R, i = 1, ...,m, are proper and convex functions and gi, hi : X → R, i ∈ 1, ..., k,
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are extended real-valued convex functions. By using a decomposition formula for
the feasible set Adc, which was first mentioned by Martinez-Legaz and Volle
in [51], we gave, under some continuity and subdifferentiability assumptions for the
involved functions, weak and strong duality statements for (Pdc). We want just to
notice here that in the convex case, in fact, if hi = 0, ∀i ∈ {1, ..., k}, we rediscovered
in [11] the duality results presented above, of course, in the case K = Rk+.
3.1.5 The converse duality
In this subsection we complete our investigations concerning duality by formulating
the converse duality theorem for (P ) and (D). Therefore, we introduce some new
notations. For each λ ∈ int(Rm+ ), let be
Bλ =
{
(p, q, t) :
m∑
i=1
λiqi =
K∗
0,
m∑
i=1
λiti = 0
}
,
p = (p1, . . . , pm), q = (q1, . . . , qm), t = (t1, . . . , tm)T ,
pi ∈ Rm, qi ∈ Rk, ti ∈ R, i = 1, . . . ,m.
Further, let be
M =
{
a ∈ Rm : ∃λ ∈ int(Rm+ ), ∃(p, q, t) ∈ Bλ
such that
m∑
i=1
λiai =
m∑
i=1
λihi(p, q, λ, t)
}
.
For the proof of the converse duality theorem we need the following propositions.
Proposition 3.1 It holds h(B) ∩ Rm = M .
Proof. Obviously, h(B) ∩ Rm ⊆M . We need to prove just the inverse inclusion.
Therefore, let be a ∈ M . Then there exist λ ∈ int(Rm+ ) and (p, q, t) ∈ Bλ such
that
m∑
i=1
λiai =
m∑
i=1
λihi(p, q, λ, t) or, equivalently,
m∑
i=1
λiai = −
m∑
i=1
λif
∗
i (pi)−
m∑
i=1
λi(qTi g)
∗
(
− 1
mλi
m∑
i=1
λipi
)
+
m∑
i=1
λiti.
Let us define for i = 1, . . . ,m,
t¯i := ai + f∗i (pi) + (q
T
i g)
∗
(
− 1
mλi
m∑
i=1
λipi
)
∈ R.
It is easy to observe that
m∑
i=1
λit¯i =
m∑
i=1
λiti = 0 and, so, (p, q, λ, t¯) ∈ B.
On the other hand, we have for i = 1, . . . ,m,
ai = −f∗i (pi)− (qTi g)∗
(
− 1
mλi
m∑
i=1
λipi
)
+ t¯i,
which means that a = h(p, q, λ, t¯) ∈ h(B). In conclusion, M ⊆ h(B) ∩ Rm and the
proof is complete. 
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Proposition 3.2 An element a¯ ∈ Rm is maximal in M if and only if for every
a ∈M with corresponding λa ∈ int(Rm+ ) and (pa, qa, ta) ∈ Bλa , it holds
m∑
i=1
λai a¯i ≥
m∑
i=1
λai ai. (3. 5)
Proof. First we show the sufficiency. Assume the existence of some a ∈M such that
a ∈ a¯+Rm+ \ {0}. For the corresponding λa ∈ int(Rm+ ) it holds
m∑
i=1
λai a¯i <
m∑
i=1
λai ai,
which contradicts relation (3. 5).
To prove the necessity, let us assume that there exists b ∈ Rm, b ∈ a¯+Rm+ \ {0},
and a ∈M with corresponding λa ∈ int(Rm+ ) and (pa, qa, ta) ∈ Bλa such that
m∑
i=1
λai ai ≥
m∑
i=1
λai bi. (3. 6)
We will show that this assumption is false.
If in (3. 6) equality holds,
m∑
i=1
λai ai =
m∑
i=1
λai bi, then b ∈ M and this contradicts
the maximality of a¯ in M .
If
m∑
i=1
λai ai >
m∑
i=1
λai bi, then we can choose a c = (c1, ..., cm)
T ∈ Rm such that
ci > max{ai, bi}, for i = 1, ...,m.
Because it holds
m∑
i=1
λai ci >
m∑
i=1
λai ai >
m∑
i=1
λai bi,
there exists an r ∈ (0, 1) such that
m∑
i=1
λai ai =
m∑
i=1
λai [(1 − r)bi + rci]. This means
that (1− r)b+ rc ∈M . On the other hand,
(1− r)b+ rc = r(c− b) + b ∈ Rm+ \ {0}+ a¯+ Rm+ \ {0} ⊆ a¯+ Rm+ \ {0}.
Our assumption proves to be false because the last inclusion also contradicts the
maximality of a¯ in M .
Then, for each b ∈ a¯ + Rm+ \ {0} and a ∈ M with corresponding λa ∈ int(Rm+ )
and (pa, qa, ta) ∈ Bλa , we must have
m∑
i=1
λai bi >
m∑
i=1
λai ai. (3. 7)
From this last relation implies that for each a ∈M with corresponding λa ∈ int(Rm+ )
and (pa, qa, ta) ∈ Bλa it holds
m∑
i=1
λai a¯i = inf
{
m∑
i=1
λai bi : b ∈ a¯+ Rm+ \ {0}
}
≥
m∑
i=1
λai ai,
which finishes the proof. 
We are now ready to formulate the converse duality theorem.
Theorem 3.5 Assume the constraint qualification (CQ) is fulfilled. Suppose that
for each λ ∈ int(Rm+ ) the following property holds
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(C) If inf
x∈A
m∑
i=1
λifi(x) > −∞, then there exists an element xλ ∈ A
such that inf
x∈A
m∑
i=1
λifi(x) =
m∑
i=1
λifi(xλ).
(a) Then for any efficient solution (p¯, q¯, λ¯, t¯) to (D) it holds h(p¯, q¯, λ¯, t¯) ∈ cl(f(A)
+Rm+ ) and there exists a properly efficient solution x¯λ¯ to (P ) such that
m∑
i=1
λ¯i[fi(x¯λ¯)− hi(p¯, q¯, λ¯, t¯)] = 0.
(b) If, additionally, f(A) is Rm+ -closed (i.e. f(A) +Rm+ is closed), then there exists
x¯ ∈ A a properly efficient solution to (P ) such that
m∑
i=1
λ¯ifi(x¯λ¯) =
m∑
i=1
λ¯ifi(x¯) and f(x¯) = h(p¯, q¯, λ¯, t¯).
Proof.
(a) Let us denote by a¯ := h(p¯, q¯, λ¯, t¯). From the maximality of a¯ in h(B) we have
that a¯ ∈ h(B) ∩ Rm. By Proposition 3.1, a¯ is maximal in M .
For the beginning, we will prove that a¯ ∈ cl(f(A) + Rm+ ).
Assume the contrary. Because cl(f(A) + Rm+ ) is closed and convex, by a well-
known separation theorem (see, for instance, Corollary 11.4.1 in [62]), there exist
λ1 ∈ Rm \ {0} and α ∈ R such that
m∑
i=1
λ1i a¯i < α ≤
m∑
i=1
λ1i di, ∀d ∈ cl(f(A) + Rm+ ). (3. 8)
From (3. 8) it is easy to observe that λ1 ∈ Rm+ \ {0}.
But the fact that a¯ ∈M assures the existence of an corresponding λa¯ ∈ int(Rm+ )
and (pa¯, qa¯, ta¯) ∈ Bλa¯ such that
m∑
i=1
λa¯i a¯i =
m∑
i=1
λa¯i hi(p
a¯, qa¯, ta¯). Like in the proof of
Theorem 3.3, it holds
m∑
i=1
λa¯i a¯i =
m∑
i=1
λa¯i hi(p
a¯, qa¯, ta¯) ≤
m∑
i=1
λa¯i di, ∀d ∈ cl(f(A) + Rm+ ). (3. 9)
Let be now s ∈ (0, 1) fixed. Considering λ∗ = sλ1 + (1− s)λa¯ ∈ int(Rm+ ), from
(3. 8) and (3. 9) follows
m∑
i=1
λ∗i a¯i <
m∑
i=1
λ∗i di, ∀d ∈ cl(f(A) + Rm+ ),
which implies that for each x ∈ A there holds
m∑
i=1
λ∗i a¯i <
m∑
i=1
λ∗i fi(x). (3. 10)
Relation (3. 10) guarantees that the assumption of condition (C) is fulfilled and
this assures further the existence of a solution xλ∗ ∈ A to the problem
(Pλ
∗
) inf
x∈A
m∑
i=1
λ¯∗i fi(x).
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The constraint qualification (CQ) being fulfilled, we can construct, like in the proof
of Theorem 3.4, an efficient element (pλ∗ , qλ∗ , λ∗, tλ∗) to (D) such that
f(xλ∗) = h(pλ∗ , qλ∗ , λ∗, tλ∗) ∈ h(B) ∩ Rm = M.
Using the maximality of a¯ ∈M , by Proposition 3.2, we have that
m∑
i=1
λ∗i a¯i ≥
m∑
i=1
λ∗i fi(xλ?),
which contradicts the strict inequality in (3. 10). This means that a¯ = h(p¯, q¯, λ¯, t¯) ∈
cl(f(A) + Rm+ ).
Then there exist the sequences (xn)n∈N ⊆ A and (kn)n∈N ⊆ Rm+ with the prop-
erty that f(xn) + kn converges to a¯. On the other hand, by the proof of Theorem
3.3, for each x ∈ A it holds
m∑
i=1
λ¯ifi(x) ≥
m∑
i=1
λ¯ia¯i.
Considering again condition (C), there exists a properly efficient solution x¯λ¯ ∈ A
to (P ) such that inf
x∈A
m∑
i=1
λ¯ifi(x) =
m∑
i=1
λ¯ifi(x¯λ¯).
This means that the following inequalities must hold
m∑
i=1
λ¯ia¯i ≤
m∑
i=1
λ¯ifi(x¯λ¯) = inf
x∈A
m∑
i=1
λ¯ifi(x) ≤
m∑
i=1
λ¯i(fi(xn) + kni ), ∀n ∈ N.
Finally, letting n→ +∞, we have that
m∑
i=1
λ¯ifi(x¯λ¯) =
m∑
i=1
λ¯ia¯i =
m∑
i=1
λ¯ihi(p¯, q¯, λ¯, t¯).
This concludes the proof of the first part.
(b) If f(A) + Rm+ is closed, then a¯ ∈ cl(f(A) + Rm+ ) = f(A) + Rm+ . According to
the weak duality theorem, Theorem 3.3, we have a¯ ∈ f(A) and this implies the
existence of an element x¯ ∈ A such that f(x¯) = a¯ = h(p¯, q¯, λ¯, t¯). It is obvious that
x¯ is properly efficient and that it holds
m∑
i=1
λ¯ifi(x¯λ¯) =
m∑
i=1
λ¯ifi(x¯).

3.1.6 The convex multiobjective optimization problem with
linear inequality constraints
In the past, Wanka and Bot¸ have studied in [83] and [84] the duality for a multiob-
jective optimization problem with convex objective functions and linear inequality
constraints. The purpose of this subsection is to show that the dual obtained in
those papers is actually a special case of the general dual problem (D).
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Special case I
Let be g : Rn → Rk defined by g(x) = Ax + b, with A being a k × n matrix with
real entries and b ∈ Rk, b 6= 0.
We consider first the following primal problem
(PI) v-min
x∈AI
f(x),
with
AI =
{
x ∈ Rn : Ax+ b5
K
0
}
,
and
f(x) = (f1(x), . . . , fm(x))T .
Using the linearity of g, we can calculate the conjugate of qTi g, i = 1, . . . ,m,
(qTi g)
∗
(
− 1
mλi
m∑
i=1
λipi
)
=
 −qTi b, if AT qi + 1mλi
m∑
i=1
λipi = 0,
+∞, otherwise.
Thus, the dual of (PI) is
(DI) v-max
(p,q,λ,t)∈BI
h(p, q, λ, t) =
 −f
∗
1 (p1) + q
T
1 b+ t1
...
−f∗m(pm) + qTmb+ tm
 ,
with the set of constraints
BI =
{
(p, q, λ, t) : λ ∈ int(Rm+ ),
m∑
i=1
λiqi =
K∗
0,
m∑
i=1
λiti = 0,
AT qi +
1
mλi
m∑
i=1
λipi = 0, i = 1, . . . ,m
}
.
Next we prove that the images of h on the sets BI and
B′I =
{
(p, q′, λ, t′) : λ ∈ int(Rm+ ),
m∑
i=1
λiq
′
i =
K∗
0,
m∑
i=1
λit
′
i = 0,
m∑
i=1
λi(AT q′i + pi) = 0
}
coincide (i.e. h(BI) = h(B′I)).
It is only to show that h(B′I) ⊆ h(BI) because the inverse inclusion is obvious.
Therefore, let be (p, q′, λ, t′) ∈ B′I . Considering for i = 1, . . . ,m, qi := 1mλi
m∑
i=1
λiq
′
i
and ti := t′i + q
′T
i b−
(
1
mλi
m∑
i=1
λiq
′
i
)T
b, we obtain an element (p, q, λ, t) ∈ BI such
that h(p, q′, λ, t′) = h(p, q, λ, t) ∈ h(BI).
The dual of (PI) is then equivalent to the following problem
(DI) v-max
(p,q′,λ,t′)∈B′I
h(p, q′, λ, t′) =
 −f
∗
1 (p1) + q
′T
1 b+ t
′
1
...
−f∗m(pm) + q
′T
m b+ t
′
m
 .
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The last step is to show that (DI) can be actually written in the following form
(DI) v-max
(p,δ,λ)∈B˜I
h˜I(p, δ, λ) =
 −f
∗
1 (p1) + δ
T
1 b
...
−f∗m(pm) + δTmb
 ,
with
B˜I =
{
(p, δ, λ) : λ ∈ int(Rm+ ),
m∑
i=1
λiδi =
K∗
0,
m∑
i=1
λi(AT δi + pi) = 0
}
.
For q′i := δi and t
′
i := 0, i = 1, . . . ,m, it is easy to observe that h˜I(B˜I) ⊆ h(B′I).
In order to show the inverse inclusion, let be (p, q′, λ, t′) ∈ B′I . Because b 6= 0,
we can consider a vector γ ∈ Rk such that γT b = 1. Defining, for i = 1, . . . ,m,
δi := q′i + t
′
iγ, it holds δ
T
i b = q
′T
i b + t
′
i and
m∑
i=1
λiδi =
m∑
i=1
λiq
′
i. This means that
(p, δ, λ) belongs to B˜I and that h(p, q′, λ, t′) = h˜I(p, δ, λ) ∈ h˜I(B˜I).
Special case II
Let us consider the same problem as before but for the case b = 0. The first steps
are the same and this means that the multiobjective dual for
(PII) v-min
x∈AII
f(x),
with
AII =
{
x ∈ Rn : Ax5
K
0
}
,
and
f(x) = (f1(x), . . . , fm(x))T ,
is
(DII) v-max
(p,q′,λ,t′)∈B′II
h(p, q′, λ, t′) =
 −f
∗
1 (p1) + t
′
1
...
−f∗m(pm) + t′m
 ,
with
B′II =
{
(p, q′, λ, t′) : λ ∈ int(Rm+ ),
m∑
i=1
λiq
′
i =
K∗
0,
m∑
i=1
λit
′
i = 0,
m∑
i=1
λi(AT q′i + pi) = 0
}
.
Substituting γ :=
m∑
i=1
λiq
′
i, we obtain the equivalent formulation
(DII) v-max
(p,γ,λ,t)∈B˜II
h˜II(p, γ, λ, t) =
 −f
∗
1 (p1) + t1
...
−f∗m(pm) + tm
 ,
with
B˜II =
{
(p, γ, λ, t) : λ ∈ int(Rm+ ), γ =
K∗
0,
m∑
i=1
λiti = 0, −AT γ =
m∑
i=1
λipi
}
.
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Special case III
The next problem we study here is the vector optimization problem considered in
[83] and [84],
(PIII) v-min
x∈AIII
f(x),
with
AIII =
{
x ∈ Rn : x =
K0
0, Ax+ b 5
K1
0
}
,
f(x) = (f1(x), . . . , fm(x))T .
A is a k× n matrix with real entries, b ∈ Rk, b 6= 0, K0 ⊆ Rn and K1 ⊆ Rk are two
convex closed cones. Considering the (k+ n)× n matrix A¯ =
(
A
−In
)
, the vector
b¯ =
(
b
0
)
∈ Rk+n, b¯ 6= 0, and the convex closed cone K = K1 ×K0 ∈ Rk+n, we
can represent the feasible set of (PIII) as AIII =
{
x ∈ Rn : A¯x+ b¯5
K
0
}
and, so,
we can reduce the problem (PIII) to the problem studied as the Special case I.
Then the dual of (PIII) becomes
(DIII) v-max
(p,δ¯,λ)∈B¯III
h¯III(p, δ¯, λ) =
 −f
∗
1 (p1) + δ¯
T
1 b¯
...
−f∗m(pm) + δ¯Tmb¯
 ,
with
B¯III =
{
(p, δ¯, λ) : λ ∈ int(Rm+ ),
m∑
i=1
λiδ¯i =
K∗
0,
m∑
i=1
λi(A¯T δ¯i + pi) = 0
}
,
and the dual variables p = (p1, . . . , pm) ∈ Rn× . . .×Rn and δ¯ = (δ1, δ2) ∈ Rk×Rn.
Remarking that δ¯Ti b¯ = δ
1T
i b and A¯
T δ¯i = AT δ1i − δ2i , i = 1, . . . ,m, we obtain for
the dual of (PIII) the following formulation
(DIII) v-max
(p,δ1,δ2,λ)∈B¯III
h¯III(p, δ1, δ2, λ) =
 −f
∗
1 (p1) + δ
1T
1 b
...
−f∗m(pm) + δ1Tm b
 ,
with
B¯III =
{
(p, δ1, δ2, λ) : λ ∈ int(Rm+ ),
m∑
i=1
λiδ
1
i =
K∗1
0,
m∑
i=1
λiδ
2
i =
K∗0
0,
m∑
i=1
λi(AT δ1i + pi) =
m∑
i=1
λiδ
2
i
}
,
or, equivalently,
(DIII) v-max
(p,δ,λ)∈B˜III
h˜III(p, δ, λ) =
 −f
∗
1 (p1) + δ
T
1 b
...
−f∗m(pm) + δTmb
 ,
with
B˜III =
{
(p, δ, λ) : λ ∈ int(Rm+ ),
m∑
i=1
λiδi =
K∗1
0,
m∑
i=1
λi(AT δi + pi) =
K∗0
0
}
.
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The dual (DIII) is exactly the problem obtained in [83] and [84].
Remark 3.3
(a) The approach presented in [83] and [84] for (PIII) assumes, as in the general
case, the study of the duality for a scalar problem associated to the multiobjective
one, by the use of the conjugacy approach. An extension of this method for set-
valued optimization problems have been given in [8].
(b) The constraint qualification (CQ) adapted to the problem (PIII) claims the ex-
istence of an element x′ ∈ Rn such that x′ ∈ int(K0) and Ax′+ b ∈ −int(K1). But,
as we have proved in [83] and [84], in order to have strong duality, it is enough to as-
sume the existence of an element x′ ∈ Rn such that x′ ∈ K0 and Ax′+b ∈ −int(K1).
(c) The problem (PIII) has been also considered in [72] for general spaces, but with
a special choice of the objective functions, in fact, each fi, i = 1, . . . ,m, being rep-
resented as a sum of a norm with a linear function. The converse duality theorem
presented there is false. The converse duality theorem proved in subsection 3.1.5
corrects that theorem. Moreover, as shown, the theorem is valid in the very gen-
eral case, namely, for multiobjective optimization problems with convex objective
functions and cone inequality constraints.
3.1.7 The convex semidefinite multiobjective optimization
problem
As another particular case of (P ), we consider in this subsection the multiobjective
semidefinite programming problem with convex objective functions (cf. [88])
(PSDP ) v-min
x∈ASDP
f(x),
with
ASDP =
x ∈ Rn : F (x) = F0 +
n∑
i=1
xiFi =
Sk+
0
 ,
f(x) = (f1(x), f2(x), ..., fm(x))T .
For each i = 1, ...,m, fi : Rn → R is a proper and convex function, with the
property that
m⋂
i=1
ri(dom(fi)) 6= ∅. We also have that Fj ∈ Sk, ∀j = 0, ..., n, where
Sk is the linear subspace of the symmetric k × k matrices with real entries, i.e.
Sk = {A ∈ Rk×k : A = AT }. On Sk we consider the scalar product
〈A,B〉 :=
k∑
i,j=1
Aj,iBj,i = Tr
(
AT ·B) ,
∀A = (Ai,j)i,j=1,k , B = (Bi,j)i,j=1,k ∈ Rk×k,
where Tr(A) denotes the trace of the matrix with real entries A and ”·” is the
well-known product of matrices.
By Sk+ we denote the cone of the symmetric positive semidefinite k× k matrices
with real entries, i.e.
Sk+ =
{
A ∈ Sk : yT ·A · y ≥ 0, ∀y ∈ Rk} ,
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which introduces the so-called Lo¨wner partial order on Sk
A =
Sk+
B ⇔ A−B ∈ Sk+, for A,B ∈ Sk.
So, the constraint F (x) =
Sk+
0 means actually that F (x) is a symmetric positive
semidefinite matrix. Considering g : Rn → Sk, g(x) = −F0 +
n∑
i=1
xi(−Fi), we
can write the feasible set of (PSDP ) as ASDP =
x ∈ Rn : g(x) 5Sk+ 0
.
By means of the conjugacy approach, we have obtained in [88] for the scalar
optimization problem
(P sSDP ) inf
x∈ASDP
f˜(x),
f˜ : Rn → R being a proper and convex function, the following dual
(DsSDP ) sup
Q =
Sk+
0
{
−f˜∗ (Tr(Q · F1), T r(Q · F2), ..., T r(Q · Fn))− Tr(Q · F0)
}
.
One may observe that for f(x) = cTx, c ∈ Rn, the problem (DsSDP ) becomes
(DlSDP ) sup
Q =
Sk+
0,Tr(Q·Fi)=ci,
i=1,...,n
−Tr(Q · F0).
Here, (DlSDP ) is exactly the dual which appears in the literature dealing with linear
semidefinite programming problems (see for instance [56], [70], [77]).
The multiobjective dual problem to (PSDP ) formulated by Wanka, Bot¸ and
Grad in [88] is
(DSDP ) v-max
(p,Q,λ,t)∈BSDP
 −f
∗
1 (p1)− 1mλ1Tr (Q · F0) + t1
...
−f∗m(pm)− 1mλmTr (Q · F0) + tm
 ,
with the dual variables
p = (p1, p2, ..., pm) ∈ Rn × ...× Rn, Q ∈ Rk×k,
λ = (λ1, λ2, ..., λm)T ∈ Rm, t = (t1, t2, ..., tm)T ∈ Rm,
and the set of constraints
BSDP =
{
(p,Q, λ, t) : λ ∈ int(Rm+ ),
m∑
i=1
λiti = 0, Q =
Sk+
0,
m∑
i=1
λipi = (Tr (Q · F1) , T r (Q · F2) , ..., T r (Q · Fn))
}
.
For (PSDP ) and (DSDP ) the weak and, under certain conditions, the strong and
converse duality theorems are also true (see [88]).
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3.2 Multiobjective duality for convex ratios
3.2.1 Motivation
The results we present in this section are motivated by the work of Scott and
Jefferson [69]. They have investigated the duality for a particular fractional pro-
gramming problem having the objective function consisting of a sum of ratios, where
the nominators are squared non-negative convex functions and the denominators are
positive concave functions. This has to be minimized subject to linear inequality
constraints. The method they used in the construction of the dual problem is based
on geometric programming duality.
Our aim is to study the duality for a vector programming problem (Pr) with
linear inequality constraints, the objective functions being represented by ratios
of the form described above. As in the previous section, in order to formulate a
multiobjective dual problem (Dr), we study first the duality for a scalar optimization
problem obtained from (Pr) via linear scalarization. But, unlike [69], we use in our
investigations the conjugacy duality approach, in fact, the Fenchel-Lagrange duality
(cf. subsection 2.1.4). Moreover, we verify strong duality under some assumptions
weaker than those ones used in [69].
In the theory of multiobjective fractional programming the study of duality is
a well developed branch with many theoretical results. In general, these programs
deal with ratios of a convex function and a positive concave function. The majority
of these works extend different duality approaches for scalar fractional programming
problems (see for instance Bector [4] and Schaible [66]) to the vector case. As a
fundamental idea, the parametric replacement method of Dinkelbach [16] is in the
most cases used. Among the contributions to duality in multiobjective fractional
optimization we mention [5], [43] in the differentiable case and [59], [91] in the
non-differentiable case.
3.2.2 Problem formulation
We consider the following multiobjective fractional programming problem with lin-
ear inequality constraints
(Pr) v-min
x∈Ar
(
f21 (x)
g1(x)
, . . . ,
f2m(x)
gm(x)
)T
,
Ar =
x ∈ Rn : Cx 5Rl+ b
 .
The functions fi and gi, i = 1, ...,m, mapping from Rn into R, are assumed to
be convex and concave, respectively. For all x ∈ Ar and i = 1, . . . ,m, let fi(x) ≥ 0
and gi(x) > 0 be fulfilled. By C is denoted a l × n matrix with real entries, b is a
vector in Rl, b 6= 0Rl and ”5
Rl+
” represents the partial ordering induced by Rl+ on Rl.
The solution concepts we use for (Pr) are again the Pareto-efficiency and the
proper efficiency. Let us recall these notions for this special problem.
Definition 3.5 An element x¯ ∈ Ar is said to be efficient (or Pareto-efficient)
with respect to (Pr) if from
f2i (x¯)
gi(x¯)
≥ f2i (x)gi(x) for x ∈ Ar follows
f2i (x¯)
gi(x¯)
= f
2
i (x)
gi(x)
, for
i = 1, . . . ,m.
Concerning the components of the objective function of (Pr), we want to mention
here that, for each i = 1, . . . ,m, the function f
2
i
gi
is convex on Ar (cf. [3]). This
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permits us to define the notion of proper efficiency again via linear scalarization
(see also Definition 3.3).
Definition 3.6 An element x¯ ∈ Ar is said to be properly efficient with respect to
(Pr) if there exists λ = (λ1, . . . , λm)T ∈ int(Rm+ ) such that
m∑
i=1
λi
f2i (x¯)
gi(x¯)
≤
m∑
i=1
λi
f2i (x)
gi(x)
,
∀x ∈ Ar.
3.2.3 The scalar optimization problem
In order to study the duality for (Pr) we consider first the scalarized problem
(Pλr ) inf
x∈Ar
m∑
i=1
λi
f2i (x)
gi(x)
,
where λ = (λ1, . . . , λm)T is a fixed vector in int(Rm+ ).
To (Pλr ) we associate a new scalar optimization problem (P˜λr ), with the property
that the optimal objective values of these two problems are equal, i.e. inf(Pλr ) =
inf(P˜λr ). We formulate a dual to this problem and this will then suggest us how to
construct a multiobjective dual problem to (Pr).
Therefore, let us consider for s = (s1, . . . , sm)T , t = (t1, . . . , tm)T ∈ Rm, the
following feasible set
A˜r =
(x, s, t) : Cx 5Rl+ b, ti > 0, fi(x)− si ≤ 0, ti − gi(x) ≤ 0, i = 1, . . . ,m
 .
For i = 1, . . . ,m, let be the functions Φi : Rn × Rm × Rm → R
Φi(x, s, t) =

s2i
ti
, if (x, s, t) ∈ Rn × Rm × int(Rm+ ),
+∞, otherwise.
Now, we can introduce the following scalar optimization problem
(P˜λr ) inf
(x,s,t)∈A˜r
m∑
i=1
λiΦi(x, s, t).
Lemma 3.1 It holds inf(Pλr ) = inf(P˜λr ).
Proof. Let be (x, s, t) ∈ A˜r. This means that x ∈ Ar and, because of fi(x) ≥
0, ∀x ∈ Ar, it holds
m∑
i=1
λiΦi(x, s, t) =
m∑
i=1
λi
s2i
ti
≥
m∑
i=1
λi
f2i (x)
gi(x)
≥ inf
x∈Ar
m∑
i=1
λi
f2i (x)
gi(x)
= inf(Pλ),
which implies that inf(P˜λr ) ≥ inf(Pλr ).
Conversely, let be x ∈ Ar. Considering si := fi(x) and ti := gi(x), for i =
1, . . . ,m, one can observe that (x, s, t) ∈ A˜r. Moreover, we have
m∑
i=1
λi
f2i (x)
gi(x)
=
m∑
i=1
λiΦi(x, s, t) ≥ inf
(x,s,t)∈A˜r
m∑
i=1
λiΦi(x, s, t) = inf(P˜λr ),
and this assures that the opposite inequality, inf(Pλr ) ≥ inf(P˜λr ), also holds. In
conclusion, inf(Pλr ) = inf(P˜
λ
r ). 
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3.2.4 Fenchel-Lagrange duality for the scalarized problem
In [69] Scott and Jefferson have used an approach based on the theory of
geometric programming for finding the dual of a scalar optimization problem with a
similar form to (P˜λr ). In this subsection we obtain a dual for (P˜
λ
r ) using a completely
different approach from that in [69]. Otherwise, the regularity condition considered
by us is ”weaker” than the Slater condition used by Scott and Jefferson.
Let us recall that in subsection 2.1.4 we have associated to the general convex
optimization problem
(P s) inf
u∈V,
g˜(u) 5
Rw+
0
f˜(u), (3. 11)
with V ⊆ Rv being a nonempty convex set and f˜ : Rv → R, g˜ : Rv → Rw being
convex functions such that dom(f˜) = V , the following so-called Fenchel-Lagrange
dual problem
(DsFL) sup
p˜∈Rv,
q˜ =
Rw+
0
{
−f˜∗(p˜) + inf
u∈V
[〈p˜, u〉+ 〈q˜, g˜(u)〉]
}
. (3. 12)
Here, K = Rw+ is the ordering cone and we denote by 〈·, ·〉 the Euclidean scalar
product in the corresponding space, in fact, for p = (p1, ..., pv)T , u = (u1, ..., uv)T ∈
Rv, < p, u >= pTu =
v∑
i=1
piui.
For g˜(u) = (g˜1(u), . . . , g˜w(u))T consider the sets
L =
{
i ∈ {1, . . . , w} : g˜i is an affine function
}
,
N =
{
i ∈ {1, . . . , w} : g˜i is not an affine function
}
,
and the following constraint qualification
(CQsln) there exists an element u
′ ∈ ri(V ) such that g˜i(u′) < 0 for i ∈ N
and g˜i(u′) ≤ 0 for i ∈ L.
By Theorem 2.8 we have that if the optimal objective value of (P s) is finite and
if (CQsln) is fulfilled, then the dual problem (D
s
FL) has an optimal solution and
strong duality holds, i.e. inf(P s) = max(DsFL).
We write now the problem (P˜λr ) in the form (3. 11). In order to do this, we
take Rv := Rn × Rm × Rm, Rw := Rl × Rm × Rm, V := Rn × Rm × int(Rm+ ) (i.e.
ti > 0, i = 1, . . . ,m),
f˜(x, s, t) =
m∑
i=1
λiΦi(x, s, t)
and
g˜(x, s, t) = (Cx− b, f(x)− s, t− g(x)) .
It is obvious that V is a nonempty convex set, f˜ is a convex function and
dom(f˜) = V . From the convexity of fi and the concavity of gi, i = 1, . . . ,m,
it follows that the function g˜ is convex relative to the cone Rw+. So, (P˜λr ) is a
particular case of the general convex optimization problem (P s).
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By (3. 12), (DsFL) yields the dual of the scalar problem (P˜
λ
r ), with the dual
variables p˜ = (px, ps, pt) and q˜ = (qx, qs, qt),
(D˜λr ) sup
p˜∈Rv,
q˜∈Rw+
{
− sup
(x,s,t)∈Rv
[
〈p˜, (x, s, t)〉 −
m∑
i=1
λiΦi(x, s, t)
]
+
inf
(x,s,t)∈V
[〈p˜, (x, s, t)〉+ 〈q˜, (Cx− b, f(x)− s, t− g(x))〉]
}
,
or, equivalently,
(D˜λr ) sup
(px,ps,pt)∈Rn×Rm×Rm,
(qx,qs,qt)∈Rl+×Rm+×Rm+
{
− sup
(x,s,t)∈Rn×Rm×Rm
ti>0,i=1,...,m
[
〈px, x〉+ 〈ps, s〉
+
〈
pt, t
〉− m∑
i=1
λi
s2i
ti
]
+ inf
s∈Rm
〈ps − qs, s〉+ inf
t∈int(Rm+ )
〈
pt + qt, t
〉
+ inf
x∈Rn
[〈px, x〉+ 〈qx, Cx− b〉+ 〈qs, f(x)〉 − 〈qt, g(x)〉]}.
After some transformations we obtain the following dual problem
(D˜λr ) sup
px∈Rn,ps,pt∈Rm,
qx∈Rl+,qs,qt∈Rm+
{
−
m∑
i=1
sup
si∈R
ti>0
[
〈psi , si〉+ 〈pti, ti〉 − λi s
2
i
ti
]
− sup
x∈Rn
〈px, x〉+ inf
x∈Rn
{〈
px − CT qx, x〉+ m∑
i=1
[qsi fi(x)− qtigi(x)]
}
−〈qx, b〉+ inf
s∈Rm
〈ps − qs, s〉+ inf
t∈int(Rm+ )
〈pt + qt, t〉
}
.
Since
sup
x∈Rn
〈px, x〉 =
{
0, if px = 0,
+∞, otherwise,
inf
s∈Rm
〈ps − qs, s〉 =
{
0, if ps = qs,
−∞, otherwise,
and
inf
t∈int(Rm+ )
〈
pt + qt, t
〉
=
 0, if p
t + qt =
Rm+
0,
−∞, otherwise,
in order to obtain supremum in (D˜λr ), we have to take px = 0, ps = qs and pt +
qt =
Rm+
0.
Moreover, for i = 1, . . . ,m, we have
sup
si∈R
ti>0
[
〈psi , si〉+
〈
pti, ti
〉− λi s2i
ti
]
=
{
0, if (p
s
i )
2
4λi
+ pti ≤ 0,
+∞, otherwise.
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After all these considerations, the dual problem of (P˜λr ) becomes
(D˜λr ) sup
qx∈Rl+,qs,qt∈Rm+ ,
ps=qs,pt+qt∈Rm+ ,
(psi )
2
4λi
+pti≤0,i=1,...,m
{
− 〈qx, b〉 − sup
x∈Rn
[ 〈−CT qx, x〉
−
(
m∑
i=1
(qsi fi − qtigi)
)
(x)
]}
,
or, equivalently, by using the definition of the conjugate function,
(D˜λr ) sup
{
−〈qx, b〉 −
[
m∑
i=1
(qsi fi − qtigi)
]∗
(−CT qx)
}
.
s.t. (qx, qs, qt) ∈ Rl+ × Rm+ × Rm+ ,
(qsi )
2
4λi
≤ qti , i = 1, . . . ,m
(3. 13)
Remark 3.4
(a) In (3. 13) the conjugate of the sum can be written in the following form (cf.
[62])[
m∑
i=1
(qsi fi − qtigi)
]∗
(−CT qx) = inf
{
m∑
i=1
(qsi fi)
∗(ui) +
m∑
i=1
(−qtigi)∗(vi)
:
m∑
i=1
(ui + vi) = −CT qx
}
.
(b) For the positive components of the vectors qs and qt it holds, for i = 1, . . . ,m,
(qsi fi)
∗(ui) = qsi f
∗
i
(
1
qsi
ui
)
,
and
(−qtigi)∗(vi) = qti(−gi)∗
(
1
qti
vi
)
.
Here, it is important to remark that these formulas can be applied in our case even
if qsi = 0 or q
t
i = 0. In this situation, in order to obtain supremum in (D˜
λ
r ), we
must consider ui = 0, (qsi fi)
∗(ui) = 0 and vi = 0, (−qtigi)∗(vi) = 0, respectively.
This means that if qsi = 0 or q
t
i = 0, we have to take in the objective function of
the dual (D˜λr ) instead of qsi f
∗
i
(
1
qsi
ui
)
or, respectively, qti(−gi)∗
(
1
qti
vi
)
, the value 0.
Moreover, in the feasible set of the dual problem we have to consider the additional
restrictions ui = 0 and vi = 0, respectively.
By Remark 3.4 ((a) and (b)) we obtain the following final form of the scalar dual
problem
(D˜λr ) sup
{
−〈qx, b〉 −
m∑
i=1
qsi f
∗
i
(
1
qsi
ui
)
−
m∑
i=1
qti(−gi)∗
(
1
qti
vi
)}
.
s.t. (qx, qs, qt) ∈ Rl+ × Rm+ × Rm+ ,
(qsi )
2
4λi
≤ qti , i = 1, . . . ,m,
m∑
i=1
(ui + vi) + CT qx = 0
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We can present the strong duality theorem for the problems (P˜λr ) and (D˜
λ
r ).
Theorem 3.6 Let be Ar 6= ∅. Then the dual problem (D˜λr ) has an optimal solution
and strong duality holds
inf(Pλr ) = inf(P˜
λ
r ) = max(D˜
λ
r ).
Proof. The set Ar being nonempty, by Lemma 3.1 it follows that inf(Pλr ) =
inf(P˜λr ) ∈ R. For x′ ∈ Ar (i.e. Cx′ 5
Rl+
b), we consider t′i :=
1
2gi(x
′) > 0 and
s′i := fi(x
′) + ci, (ci > 0), i = 1, . . . ,m. The element u′ = (x′, s′, t′) belongs to the
relative interior of V = Rn×Rm× int(Rm+ ) and, obviously, it satisfies the constraint
qualification (CQsln).
The hypotheses of Theorem 2.8 are verified and this means that (D˜λr ) has an
optimal solution and the equality inf(Pλr ) = inf(P˜λr ) = max(D˜λr ) is true. 
In order to investigate the duality for the multiobjective problem (Pr), we need
the optimality conditions which result from the equality of the optimal objective
values in Theorem 3.6. The following theorem gives us these conditions.
Theorem 3.7 (a) Let xˆ be a solution to (Pλr ). Then there exists (uˆ, vˆ, qˆ
x, qˆs, qˆt), an
optimal solution to (D˜λr ), such that the following optimality conditions are satisfied
(i) qˆsi f
∗
i
(
1
qˆsi
uˆi
)
+ qˆsi fi(xˆ) = 〈uˆi, xˆ〉 , i = 1, . . . ,m,
(ii) qˆti(−gi)∗
(
1
qˆti
vˆi
)
− qˆtigi(xˆ) = 〈vˆi, xˆ〉 , i = 1, . . . ,m,
(iii) 〈qˆx, b− Cxˆ〉 = 0,
(iv)
m∑
i=1
(uˆi + vˆi) + CT qˆx = 0,
(v) qˆsi = 2λi
fi(xˆ)
gi(xˆ)
, i = 1, . . . ,m,
(vi) qˆti = λi
f2i (xˆ)
g2i (xˆ)
, i = 1, . . . ,m.
(b) Let xˆ be admissible to (Pλr ) and (uˆ, vˆ, qˆ
x, qˆs, qˆt) be admissible to (D˜λr ), satisfy-
ing (i)-(vi). Then xˆ is an optimal solution to (Pλr ), (uˆ, vˆ, qˆ
x, qˆs, qˆt) is an optimal
solution to (D˜λr ) and strong duality holds.
Proof.
(a) Assume that xˆ is a solution to (Pλr ). By Theorem 3.6, there exists an optimal
solution (uˆ, vˆ, qˆx, qˆs, qˆt) to (D˜λr ) such that inf(Pλr ) = inf(P˜λr ) = max(D˜λr ) or,
equivalently,
0 =
m∑
i=1
λi
f2i (xˆ)
gi(xˆ)
+ 〈qˆx, b〉+
m∑
i=1
qˆsi f
∗
i
(
1
qˆsi
uˆi
)
+
m∑
i=1
qˆti(−gi)∗
(
1
qˆti
vˆi
)
=
m∑
i=1
[
qˆsi f
∗
i
(
1
qˆsi
uˆi
)
+ qˆsi fi(xˆ)− 〈uˆi, xˆ〉
]
+
m∑
i=1
gi(xˆ)
[
qˆti −
(qˆsi )
2
4λi
]
+
m∑
i=1
[
qˆti(−gi)∗
(
1
qˆti
vˆi
)
− qˆtigi(xˆ)− 〈vˆi, xˆ〉
]
+ 〈qˆx, b− Cxˆ〉
+
m∑
i=1
λigi(xˆ)
(
fi(xˆ)
gi(xˆ)
− qˆ
s
i
2λi
)2
+
〈
m∑
i=1
(uˆi + vˆi) + CT qˆx, xˆ
〉
. (3. 14)
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By the definition of the conjugate function and Remark 3.4 (b), the inequality
of Young for i = 1, ...,m gives us
qˆsi f
∗
i
(
1
qˆsi
uˆi
)
+ qˆsi fi(xˆ) ≥ 〈uˆi, xˆ〉 , (3. 15)
and
qˆti(−gi)∗
(
1
qˆti
vˆi
)
− qˆtigi(xˆ) ≥ 〈vˆi, xˆ〉 . (3. 16)
By the inequalities (3. 15), (3. 16), the feasibility of xˆ to (Pλr ) and the feasibil-
ity of (uˆ, vˆ, qˆx, qˆs, qˆt) to (D˜λr ), it follows that the terms of the sum in (3. 14) are
greater or equal than zero. This means that all of them must be equal to zero and,
in conclusion, the optimality conditions (i)-(vi) must be fulfilled.
(b) All the calculations and transformations done before may be carried out in the
reverse direction starting from the relations (i)-(vi). 
3.2.5 The multiobjective dual problem
With the above preparation we are able now to formulate a multiobjective dual
problem to (Pr). This is introduced by
(Dr) v-max
(u,v,λ,δ,qs,qt)∈Br
h(u, v, λ, δ, qs, qt),
with
h(u, v, λ, δ, qs, qt) =
 h1(u, v, λ, δ, q
s, qt)
...
hm(u, v, λ, δ, qs, qt)
 ,
hj(u, v, λ, δ, qs, qt) = −qsjf∗j
(
1
qsj
uj
)
− qtj(−gj)∗
(
1
qtj
vj
)
− 〈δj , b〉 ,
for j = 1, . . . ,m. The dual variables are
u = (u1, . . . , um), v = (v1, . . . , vm), λ = (λ1, . . . , λm)T ,
δ = (δ1, . . . , δm), qs = (qs1, . . . , q
s
m)
T , qt = (qt1, . . . , q
t
m)
T ,
ui ∈ Rn, vi ∈ Rn, λi ∈ R, δi ∈ Rl, qsi ∈ R, qti ∈ R, i = 1, . . . ,m,
and the set of constraints is defined by
Br =
{
(u, v, λ, δ, qs, qt) : λ ∈ int(Rm+ ), qs, qt =
Rm+
0,
m∑
i=1
λiδi =
Rl+
0,
m∑
i=1
λi(ui + vi + CT δi) = 0, (qsi )
2 ≤ 4qti , i = 1, . . . ,m
}
.
(3. 17)
Definition 3.7 An element (u¯, v¯, λ¯, δ¯, q¯s, q¯t) ∈ Br is said to be efficient (or Pareto-
efficient) with respect to (Dr) if from
h(u, v, λ, δ, qs, qt) =
Rm+
h(u¯, v¯, λ¯, δ¯, q¯s, q¯t), for (u, v, λ, δ, qs, qt) ∈ Br,
follows h(u, v, λ, δ, qs, qt) = h(u¯, v¯, λ¯, δ¯, q¯s, q¯t).
The following theorem states the weak duality between the multiobjective prob-
lem (Pr) and its dual (Dr).
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Theorem 3.8 There is no x ∈ Ar and no (u, v, λ, δ, qs, qt) ∈ Br such that f
2
i (x)
gi(x)
≤
hi(u, v, λ, δ, qs, qt), for i = 1, . . . ,m, and
f2j (x)
gj(x)
< hj(u, v, λ, δ, qs, qt) for at least one
j ∈ {1, . . . ,m}.
Proof. Let us assume the contrary. This means that there exist x ∈ Ar and
(u, v, λ, δ, qs, qt) ∈ Br such that
m∑
i=1
λi
f2i (x)
gi(x)
<
m∑
i=1
λihi(u, v, λ, δ, qs, qt). (3. 18)
On the other hand, applying the inequalities (3. 15) and (3. 16), we have
m∑
i=1
λi
f2i (x)
gi(x)
−
m∑
i=1
λihi(u, v, λ, δ, qs, qt) =
m∑
i=1
λi
f2i (x)
gi(x)
+
〈
m∑
i=1
λiδi, b
〉
+
m∑
i=1
λi
[
qsi f
∗
i
(
1
qsi
ui
)
+ qti(−gi)∗
(
1
qti
vi
)]
≥
m∑
i=1
λi
f2i (x)
gi(x)
+
〈
m∑
i=1
λiδi, b
〉
+
m∑
i=1
λi
[−qsi fi(x) + qtigi(x) + 〈ui + vi, x〉]
=
〈
m∑
i=1
λiδi, b− Cx
〉
+
m∑
i=1
λigi(x)
[
f2i (x)
g2i (x)
− qsi
fi(x)
gi(x)
+ qti
]
≥
〈
m∑
i=1
λiδi, b− Cx
〉
+
m∑
i=1
λigi(x)
[
f2i (x)
g2i (x)
− qsi
fi(x)
gi(x)
+
(qsi )
2
4
]
=
〈
m∑
i=1
λiδi, b− Cx
〉
+
m∑
i=1
λigi(x)
[
fi(x)
gi(x)
− q
s
i
2
]2
≥ 0.
This contradicts the strict inequality (3. 18). 
The following theorem expresses the strong duality between the problems (Pr)
and (Dr).
Theorem 3.9 If x¯ ∈ Ar is a properly efficient solution to (Pr), then there exists
an efficient solution (u¯, v¯, λ¯, δ¯, q¯s, q¯t) ∈ Br to the dual (Dr) such that strong duality
f2i (x¯)
gi(x¯)
= hi(u¯, v¯, λ¯, δ¯, q¯s, q¯t), i = 1, . . . ,m, holds.
Proof. From the proper efficiency of x¯, by Definition 3.6, we get a vector λ¯ =
(λ¯1, . . . , λ¯m)T ∈ int(Rm+ ) with the property that x¯ solves the scalar optimization
problem
(P λ¯r ) inf
x∈Ar
m∑
i=1
λ¯i
f2i (x)
gi(x)
.
Theorem 3.7 assures the existence of an optimal solution (uˆ, vˆ, qˆx, qˆs, qˆt) to the
dual (Dλ¯r ) such that (i)-(vi) are satisfied.
Let us construct by means of x¯ and (uˆ, vˆ, qˆx, qˆs, qˆt) a solution to (Dr). Therefore,
let be qˆ ∈ Rl such that 〈qˆ, b〉 = 1 (such an qˆ exists because b 6= 0). For i = 1, . . . ,m,
let also be u¯i := 1λ¯i uˆi, v¯i :=
1
λ¯i
vˆi, q¯si :=
qˆsi
λ¯i
, q¯ti :=
qˆti
λ¯i
and
δ¯i =

− 1
λ¯i
〈uˆi+vˆi,x¯〉
〈qˆx,b〉 qˆ
x, if 〈qˆx, b〉 6= 0,
1
mλ¯i
qˆx − 〈uˆi+vˆi,x¯〉
λ¯i
qˆ, if 〈qˆx, b〉 = 0.
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By (iii) and (iv), for (u¯, v¯, λ¯, δ¯, q¯s, q¯t), δ¯ := (δ¯1, . . . , δ¯m), it holds λ¯ ∈ int(Rm+ ),
q¯s, q¯t =
Rm+
0,
m∑
i=1
λ¯iδ¯i = qˆx =
Rl+
0 and
m∑
i=1
λ¯i(u¯i + v¯i + CT δ¯i) = 0.
Additionally, by (v) and (vi), we have, for i = 1, . . . ,m,
(q¯si )
2 =
(
qˆsi
λ¯i
)2
= 4
f2i (x¯)
g2i (x¯)
= 4
qˆti
λi
= 4q¯ti ,
and this means that (u¯, v¯, λ¯, δ¯, q¯s, q¯t) ∈ Br, i.e. it is feasible to (Dr).
On the other hand, by (i)-(ii) and (v)-(vi), for i = 1, . . . ,m, it holds
hi(u¯, v¯, λ¯, δ¯, q¯s, q¯t) = −q¯si f∗i
(
1
q¯si
u¯i
)
− q¯ti(−gi)∗
(
1
q¯ti
v¯i
)
− 〈δ¯i, b〉 =
− qˆ
s
i
λ¯i
f∗i
(
1
qˆsi
uˆi
)
− qˆ
t
i
λ¯i
(−gi)∗
(
1
qˆti
vˆi
)
+
1
λ¯i
〈uˆi + vˆi, x¯〉 = qˆ
s
i
λ¯i
fi(x¯)
− 1
λ¯i
〈uˆi, x¯〉 − qˆ
t
i
λ¯i
gi(x¯)− 1
λ¯i
〈vˆi, x¯〉+ 1
λ¯i
〈uˆi + vˆi, x¯〉 =
2
f2i (x¯)
gi(x¯)
− f
2
i (x¯)
gi(x¯)
=
f2i (x¯)
gi(x¯)
.
The maximality of (u¯, v¯, λ¯, δ¯, q¯s, q¯t) follows immediately by Theorem 3.8. 
3.2.6 The quadratic-linear fractional programming problem
In the last subsection of this chapter we consider the multiobjective optimization
problem for one of the two special cases presented in [69] and we find out how its
dual looks like.
As primal multiobjective problem let be
(Pql) v-min
x∈Aql
(
xTQ1x
(d1)Tx+ e1
, . . . ,
xTQmx
(dm)Tx+ em
)T
,
Aql =
x ∈ Rn : Cx 5Rl+ b
 ,
where Qi is a symmetric positive definite n × n matrix with real entries, fi(x) =√
xTQix and gi(x) = (di)Tx+ ei are convex functions, for each i = 1, . . . ,m.
Let be di ∈ Rn, ei ∈ R, i = 1, . . . ,m, and the polyhedral set Aql = {x ∈ Rn :
Cx 5
Rl+
b} selected so that gi(x) = (di)Tx+ ei > 0, for all x ∈ Aql.
For the conjugate of fi and gi we have, for i = 1, . . . ,m,
f∗i
(
1
qsi
ui
)
=
{
0, if
√
uTi Q
−1
i ui ≤ qsi ,
+∞, otherwise,
and
(−gi)∗
(
1
qti
vi
)
=
{
ei, if 1qti vi = −di,
+∞, otherwise.
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Owing to the general approach presented within subsection 3.2.5, the dual of (Pql)
turns out to be
(Dql) v −max
 −q
t
1e1 − 〈δ1, b〉
...
−qtmem − 〈δm, b〉
 ,
s.t. (u, v, λ, δ, qt, qs) ∈ B′ql,
with
B′ql =
{
(u, v, λ, δ, qt, qs) : λ ∈ int(Rm+ ), qs, qt =
Rm+
0,
m∑
i=1
λi(ui + vi + CT δi) = 0,
m∑
i=1
λiδi =
Rl+
0, (qsi )
2 ≤ 4qti ,
√
uTi Q
−1
i ui ≤ qsi , vi = −qtidi, i = 1, . . . ,m
}
,
or, equivalently,
(Drl) v −max
 −q
t
1e1 − 〈δ1, b〉
...
−qtmem − 〈δm, b〉
 ,
s.t. (u, λ, δ, qt) ∈ Bql,
with
Bql =
{
(u, λ, δ, qt) : λ ∈ int(Rm+ ), qt =
Rm+
0,
m∑
i=1
λi(ui − diqti + CT δi) = 0,
m∑
i=1
λiδi =
Rl+
0, uTi Q
−1
i ui ≤ 4qti , i = 1, . . . ,m
}
.
Remark 3.5 The problem (Pql) can also be seen as a special case of a general
multiobjective fractional convex-concave problem. This means that one can con-
struct a dual to (Pql) by using the approaches given for this kind of multiobjective
problems in the literature (see for instance [59] and [91]). But, it turns out that the
dual (Dql) is different from the duals obtained by applying the approaches from the
papers mentioned above.
Chapter 4
An analysis of some dual
problems in multiobjective
optimization
In the fourth chapter of this thesis we intend to investigate the relationships between
different dual problems that appear in the theory of vector optimization. As primal
problem we consider the same multiobjective optimization problem (P ) with cone
inequality constraints as in the first part of chapter 3. We construct by means
of scalarization several multiobjective duals to (P ) and relate these new duality
concepts to each other and, more than that, to some well-known duality concepts
from the literature (cf. [40], [41], [54], [55], [65], [92], [93]).
In the past, Isermann also made in [38] an analysis of different duality concepts,
but for linear multiobjective optimization problems. He related the duality concept
introduced by himself in [36] and [37] to the concepts introduced by Gale, Kuhn
and Tucker in [24] and by Kornbluth in [45]. As another important contribution
to this field let us remind the paper of Ivanov and Nehse [39].
In the beginning we associate to the primal multiobjective optimization problem
(P ) a scalar one. Then we introduce three scalar dual problems to it, constructed
by using the Lagrange, Fenchel and Fenchel-Lagrange duals presented in chapter 2.
Starting from them, we formulate six different multiobjective duals and prove the
existence of weak and, under certain conditions, of strong duality. Between these
six duals one can recognize a generalization of the dual introduced by Wanka and
Bot¸ in [85] described in chapter 3 and, also, the dual presented by Jahn in [40]
and [41], here in the finite dimensional case.
Afterwards, we derive for the six duals some relations between their image sets
and between the maximal elements sets of their image sets, respectively. By giving
some counter-examples we also show that these sets are not always equal. On the
other hand, we give some conditions for which the sets become identical.
In the last part of the chapter we complete this analysis by including the mul-
tiobjective duals of Nakayama [54], [55], Wolfe [90], [93] and Weir and Mond
[90], [92].
4.1 Preliminaries
The primal optimization problem with cone inequality constraints which we consider
in this chapter is again the following one
(P ) v-min
x∈A
f(x),
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A =
{
x ∈ Rn : g(x) = (g1(x), . . . , gk(x))T 5
K
0
}
,
where f(x) = (f1(x), . . . , fm(x))T , fi : Rn → R, i = 1, ...,m, are proper functions,
gj : Rn → R, j = 1, ..., k, and K ⊆ Rk is assumed to be a convex closed cone
with int(K) 6= ∅, defining a partial ordering according to x25
K
x1 if and only if
x1−x2 ∈ K. Further on we deal with Pareto-efficient and properly efficient solutions
to (P ) with respect to the ordering cone Rm+ .
Let us introduce now three quite general assumptions which play an important
role in this chapter
(Af ) the functions fi, i = 1, ...,m, are convex and
m⋂
i=1
ri(dom(fi)) 6= ∅,
(Ag) the function g is convex relative to the cone K, i.e. ∀x1, x2 ∈
Rn, ∀λ ∈ [0, 1], λg(x1) + (1− λ)g(x2)− g(λx1 + (1− λ)x2) ∈ K,
(ACQ) there exists x′ ∈
m⋂
i=1
dom(fi) such that g(x′) ∈ −int(K).
We notice that the assumption (ACQ) is nothing else but the constraint qualifi-
cation (CQ) considered in section 3.1. Within this part of the work we will mention
if we are in the general case or if (Af ), (Ag) and/or (ACQ) are assumed to be
fulfilled.
Let now λ = (λ1, . . . , λm)T be a fixed vector in int(Rm+ ) and the following scalar
problem associated to (P )
(Pλ) inf
x∈A
m∑
i=1
λifi(x).
By means of the theory developed in chapter 2 we can introduce in the same
way like in subsection 3.1.3 the following duals to (Pλ)
(DλL) sup
q =
K∗
0
inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
,
(DλF ) sup
pi∈Rn,i=1,...,m
{
−
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)}
,
and
(DλFL) sup
pi∈Rn,i=1,...,m,
q =
K∗
0
{
−
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)}
.
According to Theorem 2.6 and Theorem 16.4 in [62] we get the following strong
duality theorem.
Theorem 4.1 Assume that the optimal objective value of (Pλ), inf(Pλ), is finite
and that the assumptions (Af ), (Ag) and (ACQ) are fulfilled. Then the dual problems
(DλL), (D
λ
F ) and (D
λ
FL) have optimal solutions and strong duality holds
inf(Pλ) = max(DλL) = max(D
λ
F ) = max(D
λ
FL).
4.2 THE MULTIOBJECTIVE DUALS (D1) AND (Dα), α ∈ F 75
4.2 The multiobjective dual (D1) and the family of
multiobjective duals (Dα), α ∈ F
The first multiobjective dual problem to (P ) we introduce here is
(D1) v-max
(p,q,λ,t)∈B1
h1(p, q, λ, t),
with
h1(p, q, λ, t) =
 h
1
1(p, q, λ, t)
...
h1m(p, q, λ, t)
 ,
h1j (p, q, λ, t) = −f∗j (pj)− (qT g)∗
− 1m∑
i=1
λi
m∑
i=1
λipi
+ tj , j = 1, ...,m,
the dual variables
p = (p1, ..., pm) ∈ Rn × ...× Rn, q ∈ Rk,
λ = (λ1, ..., λm)T ∈ Rm, t = (t1, ..., tm)T ∈ Rm,
and the set of constraints
B1 =
{
(p, q, λ, t) : λ ∈ int(Rm+ ), q =
K∗
0,
m∑
i=1
λiti = 0
}
.
Next, we present the weak and strong duality theorems for the multiobjective
problems (P ) and (D1).
Theorem 4.2 (weak duality for (D1)) There is no x ∈ A and no (p, q, λ, t) ∈ B1
fulfilling h1(p, q, λ, t) =
Rm+
f(x) and h1(p, q, λ, t) 6= f(x).
Proof. We assume that there exist x ∈ A and (p, q, λ, t) ∈ B1 such that fi(x)
≤ h1i (p, q, λ, t),∀i ∈ {1, . . . ,m} and fj(x) < h1j (p, q, λ, t), for at least one j ∈
{1, . . . ,m}. This means that we have
m∑
i=1
λifi(x) <
m∑
i=1
λih
1
i (p, q, λ, t). (4. 1)
On the other hand, by using the inequalities
−f∗i (pi) ≤ fi(x)− pTi x, i = 1, ...,m,
and
−(qT g)∗
− 1m∑
j=1
λj
m∑
j=1
λjpj
 ≤ qT g(x) + 1m∑
j=1
λj
 m∑
j=1
λjpj
T x,
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we have that
m∑
i=1
λih
1
i (p, q, λ, t) = −
m∑
i=1
λif
∗
i (pi)−
m∑
i=1
λi(qT g)∗
− 1m∑
i=1
λi
m∑
j=1
λjpj

+
m∑
i=1
λiti ≤
m∑
i=1
λifi(x) +
(
m∑
i=1
λiq
)T
g(x)
−
(
m∑
i=1
λipi
)T
x+
(
m∑
i=1
λipi
)T
x ≤
m∑
i=1
λifi(x).
The inequality obtained above,
m∑
i=1
λih
1
i (p, q, λ, t) ≤
m∑
i=1
λifi(x), contradicts relation
(4. 1). 
Theorem 4.3 (strong duality for (D1)) Assume that (Af ), (Ag) and (ACQ) are
fulfilled. If x¯ is a properly efficient solution to (P ), then there exists an efficient
solution (p¯, q¯, λ¯, t¯) ∈ B1 to the dual (D1) and the strong duality f(x¯) = h1(p¯, q¯, λ¯, t¯)
holds.
Proof. If x¯ is properly efficient to the problem (P ), then there exists a vector
λ¯ = (λ¯1, . . . , λ¯m)T ∈ int(Rm+ ) such that x¯ solves the scalar problem
(P λ¯) inf
x∈A
m∑
i=1
λ¯ifi(x).
But, Theorem 3.2 assures the existence of a solution (p˜, q˜) to the scalar dual (Dλ¯FL)
such that the optimality conditions (i), (ii) and (iii) are satisfied.
Considering
p¯ := p˜, q¯ :=
1
m∑
i=1
λ¯i
q˜ =
K∗
0,
and
t¯i := p¯Ti x¯+ (q¯
T g)∗
− 1m∑
j=1
λ¯j
m∑
j=1
λ¯j p¯j
 ∈ R, i = 1, ...,m,
it holds
m∑
i=1
λ¯it¯i = 0 (cf. (3. 1)), so (p¯, q¯, λ¯, t¯) is feasible to (D1), i.e. (p¯, q¯, λ¯, t¯) ∈ B1.
Moreover, from Theorem 3.2 (i), it follows that fi(x¯) = h1i (p¯, q¯, λ¯, t¯), for i = 1, ...,m.
The maximality of (p¯, q¯, λ¯, t¯) is given by Theorem 4.2. 
In the second part of the section we introduce a family of dual multiobjective
problems to (P ). Therefore, let us consider the following family of functions
F =
{
α : int(Rm+ )→ Rm+ : α(λ) = (α1(λ), ..., αm(λ))T , such that
m∑
i=1
λiαi(λ) = 1, ∀λ = (λ1, ..., λm)T ∈ int(Rm+ )
}
For each α ∈ F we consider the following dual problem
(Dα) v-max
(p,q˜,λ,t)∈Bα
hα(p, q˜, λ, t),
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with
hα(p, q˜, λ, t) =
 h
α
1 (p, q˜, λ, t)
...
hαm(p, q˜, λ, t)
 ,
hαj (p, q˜, λ, t) = −f∗j (pj)− (qTj g)∗
(
−αj(λ)
m∑
i=1
λipi
)
+ tj , j = 1, . . . ,m,
the dual variables
p = (p1, . . . , pm) ∈ Rn × ...× Rn, q˜ = (q1, ..., qm) ∈ Rk × ...× Rk,
λ = (λ1, . . . , λm)T ∈ Rm, t = (t1, . . . , tm)T ∈ Rm,
and the set of constraints
Bα =
{
(p, q˜, λ, t) : λ ∈ int(Rm+ ),
m∑
i=1
λiqi =
K∗
0,
m∑
i=1
λiti = 0
}
.
Let us show now the existence of weak and strong duality between the primal
problem and the problems just introduced.
Theorem 4.4 (weak duality for (Dα), α ∈ F) For each α ∈ F there is no x ∈ A
and no (p, q˜, λ, t) ∈ Bα fulfilling hα(p, q˜, λ, t) =
Rm+
f(x) and hα(p, q˜, λ, t) 6= f(x).
Proof. Let be α ∈ F , fixed. We assume that there exist x ∈ A and (p, q˜, λ, t) ∈ Bα
such that fi(x) ≤ hαi (p, q˜, λ, t),∀i ∈ {1, . . . ,m} and fj(x) < hαj (p, q˜, λ, t), for at
least one j ∈ {1, . . . ,m}. This means that
m∑
i=1
λifi(x) <
m∑
i=1
λih
α
i (p, q˜, λ, t). (4. 2)
Applying again the inequality of Young it results
m∑
i=1
λih
α
i (p, q˜, λ, t) = −
m∑
i=1
λif
∗
i (pi)−
m∑
i=1
λi(qTi g)
∗
−αi(λ) m∑
j=1
λjpj

+
m∑
i=1
λiti ≤
m∑
i=1
λifi(x)−
(
m∑
i=1
λipi
)T
x
+
(
m∑
i=1
λiqi
)T
g(x) +
(
m∑
i=1
λiαi(λ)
)(
m∑
i=1
λipi
)T
x
≤
m∑
i=1
λifi(x).
But, the inequality
m∑
i=1
λih
α
i (p, q˜, λ, t) ≤
m∑
i=1
λifi(x) contradicts relation (4. 2), so
the assertion of the theorem holds. 
Theorem 4.5 (strong duality for (Dα), α ∈ F) Let be α ∈ F and assume that
(Af ), (Ag) and (ACQ) are fulfilled. If x¯ is a properly efficient solution to (P ), then
there exists an efficient solution (p¯, ¯˜q, λ¯, t¯) ∈ Bα to the dual (Dα) and the strong
duality f(x¯) = hα(p¯, ¯˜q, λ¯, t¯) holds.
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Proof. By the same arguments as in the proof of Theorem 4.3, there exists a vector
λ¯ = (λ¯1, . . . , λ¯m)T ∈ int(Rm+ ) such that x¯ solves the scalar problem
(P λ¯) inf
x∈A
m∑
i=1
λ¯ifi(x),
and there exists (p˜, q˜), solution to (Dλ¯FL), such that the optimality conditions (i),
(ii) and (iii) in Theorem 3.2 are satisfied.
Considering
p¯ := p˜, q¯i := αi(λ¯)q˜ ∈ Rk, i = 1, ...,m,
and
t¯i := p¯Ti x¯+ (q¯
T g)∗
−αi(λ¯) m∑
j=1
λ¯j p¯j
 ∈ R, i = 1, ...,m,
it holds
m∑
i=1
λ¯iq¯i = q˜ =
K∗
0 and
m∑
i=1
λ¯it¯i = 0 (cf. (3. 1)). This means that (p¯, ¯˜q, λ¯, t¯),
for ¯˜q = (q¯1, ..., q¯m), is feasible to (Dα). Moreover, from Theorem 3.2 (i), it follows
that fi(x¯) = hαi (p¯, ¯˜q, λ¯, t¯), for i = 1, ...,m. The maximality of (p¯, ¯˜q, λ¯, t¯) is given by
Theorem 4.4. 
Remark 4.1
(a) The set Bα does not depend on the function α ∈ F .
(b) For α : int(Rm+ ) → Rm+ , α(λ) =
(
1
mλ1
, ..., 1mλm
)T
, λ ∈ int(Rm+ ), it holds
m∑
i=1
λi
αi(λ) = 1, which implies that α ∈ F . The dual problem (Dα) obtained for this
choice of the function α is actually the multiobjective dual problem introduced by
Wanka and Bot¸ in [85] and described in section 3.1.
4.3 The multiobjective dual problems (DFL), (DF ),
(DL) and (DP )
In this section we continue to introduce some other vector dual problems to the
primal (P ). Therefore, we use the expressions which appear in the formulation
of the Lagrange, Fenchel and Fenchel-Lagrange dual problems presented in section
4.1. For all the multiobjective duals we prove the existence of weak and strong
duality between them and the primal problem. Let us begin with the following dual
problem
(DFL) v-max
(p,q,λ,y)∈BFL
hFL(p, q, λ, y),
with
hFL(p, q, λ, y) =
 h
FL
1 (p, q, λ, y)
...
hFLm (p, q, λ, y)
 =
 y1...
ym
 ,
hFLj (p, q, λ, y) = yj , j = 1, ...,m,
the dual variables
p = (p1, . . . , pm) ∈ Rn × ...× Rn, q ∈ Rk,
λ = (λ1, . . . , λm)T ∈ Rm, y = (y1, . . . , ym)T ∈ Rm,
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and the set of constraints
BFL =
{
(p, q, λ, y) : λ = (λ1, . . . , λm)T ∈ int(Rm+ ), q =
K∗
0,
m∑
i=1
λiyi ≤ −
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)}
.
Theorem 4.6 (weak duality for (DFL)) There is no x ∈ A and no (p, q, λ, y) ∈
BFL fulfilling hFL(p, q, λ, y) =
Rm+
f(x) and hFL(p, q, λ, y) 6= f(x).
Proof. We assume that there exist x ∈ A and (p, q, λ, y) ∈ BFL such that fi(x) ≤
yi,∀i ∈ {1, . . . ,m} and fj(x) < yj , for at least one j ∈ {1, . . . ,m}. This means that
m∑
i=1
λifi(x) <
m∑
i=1
λiyi. (4. 3)
On the other hand, the inequality of Young for fi, i = 1, ...,m, gives us
m∑
i=1
λiyi ≤ −
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)
≤
m∑
i=1
λifi(x)−
(
m∑
i=1
λipi
)T
x+ qT g(x) +
(
m∑
i=1
λipi
)T
x
≤
m∑
i=1
λifi(x).
But, the inequality
m∑
i=1
λiyi ≤
m∑
i=1
λifi(x) contradicts relation (4. 3). 
Theorem 4.7 (strong duality for (DFL)) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x¯ is a properly efficient solution to (P ), then there exists an effi-
cient solution (p¯, q¯, λ¯, y¯) ∈ BFL to the dual (DFL) and the strong duality f(x¯) =
hFL(p¯, q¯, λ¯, y¯) = y¯ holds.
Proof. If x¯ is properly efficient to the problem (P ), then there exists a vector
λ¯ = (λ¯1, . . . , λ¯m)T ∈ int(Rm+ ) such that x¯ solves the scalar problem
(P λ¯) inf
x∈A
m∑
i=1
λ¯ifi(x).
By the strong duality Theorem 4.1, it results the existence of a solution (p¯, q¯) to
(Dλ¯FL) such that
m∑
i=1
λ¯ifi(x¯) = inf(P λ¯) = max(Dλ¯FL) = −
m∑
i=1
λ¯if
∗
i (p¯i)− (q¯T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
.
Taking y¯i := fi(x¯), for i = 1, ...,m, we have that (p¯, q¯, λ¯, y¯) ∈ BFL and f(x¯) =
hFL(p¯, q¯, λ¯, y¯) = y¯. The maximality of (p¯, q¯, λ¯, y¯) comes from Theorem 4.6. 
Following the same scheme, namely, using the form of the objective functions
of the scalar duals (DλF ) and (D
λ
L), we can formulate two other dual multiobjective
duals to (P ),
(DF ) v-max
(p,λ,y)∈BF
hF (p, λ, y),
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with
hF (p, λ, y) =
 h
F
1 (p, λ, y)
...
hFm(p, λ, y)
 =
 y1...
ym
 ,
hFj (p, λ, y) = yj , j = 1, ...,m,
the dual variables
p = (p1, . . . , pm) ∈ Rn × ...×Rn, λ = (λ1, . . . , λm)T ∈ Rm, y = (y1, . . . , ym)T ∈ Rm,
and the set of constraints
BF =
{
(p, λ, y) : λ = (λ1, . . . , λm)T ∈ int(Rm+ ), p = (p1, ..., pm),
m∑
i=1
λiyi ≤ −
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)}
.
and
(DL) v-max
(q,λ,y)∈BL
hL(q, λ, y),
with
hL(q, λ, y) =
 h
L
1 (q, λ, y)
...
hLm(q, λ, y)
 =
 y1...
ym
 ,
hLj (q, λ, y) = yj , j = 1, ...,m,
the dual variables
q ∈ Rk, λ = (λ1, . . . , λm)T ∈ Rm, y = (y1, . . . , ym)T ∈ Rm,
and the set of constraints
BL =
{
(q, λ, y) : λ = (λ1, . . . , λm)T ∈ int(Rm+ ), q =
K∗
0,
m∑
i=1
λiyi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]}
.
Next, we show that also for these two dual problems weak and strong duality hold.
Theorem 4.8 (weak duality for (DF )) There is no x ∈ A and no (p, λ, y) ∈ BF
fulfilling hF (p, λ, y) =
Rm+
f(x) and hF (p, λ, y) 6= f(x).
Proof. We assume that there exist x ∈ A and (p, λ, y) ∈ BF such that fi(x) ≤
yi, ∀i ∈ {1, . . . ,m} and fj(x) < yj , for at least one j ∈ {1, . . . ,m}. Summing them,
one gets
m∑
i=1
λifi(x) <
m∑
i=1
λiyi. (4. 4)
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But
m∑
i=1
λiyi ≤ −
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)
≤
m∑
i=1
λifi(x)−
(
m∑
i=1
λipi
)T
x+ χA(x) +
(
m∑
i=1
λipi
)T
x
=
m∑
i=1
λifi(x),
and the inequality
m∑
i=1
λiyi ≤
m∑
i=1
λifi(x) contradicts relation (4. 4). 
Theorem 4.9 (weak duality for (DL)) There is no x ∈ A and no (q, λ, y) ∈ BL
fulfilling hL(q, λ, y) =
Rm+
f(x) and hL(q, λ, y) 6= f(x).
Proof. We assume that there exist x ∈ A and (q, λ, y) ∈ BL such that fi(x) ≤
yi,∀i ∈ {1, . . . ,m} and fj(x) < yj , for at least one j ∈ {1, . . . ,m}. This gives us
that
m∑
i=1
λifi(x) <
m∑
i=1
λiyi. (4. 5)
Again,
m∑
i=1
λiyi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
≤
m∑
i=1
λifi(x) + qT g(x)
≤
m∑
i=1
λifi(x),
which contradicts the inequality in (4. 5). 
Theorem 4.10 (strong duality for (DF )) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x¯ is a properly efficient solution to (P ), then there exists an efficient
solution (p¯, λ¯, y¯) ∈ BF to the dual (DF ) and the strong duality f(x¯) = hF (p¯, λ¯, y¯) =
y¯ holds.
Proof. Again, if x¯ is properly efficient to problem (P ), then there exists a vector
λ¯ = (λ¯1, . . . , λ¯m)T ∈ int(Rm+ ) such that x¯ solves the scalar problem
(P λ¯) inf
x∈A
m∑
i=1
λ¯ifi(x),
and, moreover, by the strong duality Theorem 4.1, its dual (Dλ¯F ) has a solution
p¯ = (p¯1, ..., p¯m). This means that
m∑
i=1
λ¯ifi(x¯) = inf(P λ¯) = max(Dλ¯F ) = −
m∑
i=1
λ¯if
∗
i (p¯i)− χ∗A
(
−
m∑
i=1
λ¯ip¯i
)
,
and, taking y¯i := fi(x¯), for i = 1, ...,m, we have that (p¯, λ¯, y¯) ∈ BF and f(x¯) =
hF (p¯, λ¯, y¯) = y¯. By Theorem 4.8 it follows that the element (p¯, λ¯, y¯) is maximal to
(DF ). 
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Theorem 4.11 (strong duality for (DL)) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x¯ is a properly efficient solution to (P ), then there exists an efficient
solution (q¯, λ¯, y¯) ∈ BL to the dual (DL) and the strong duality f(x¯) = hL(q¯, λ¯, y¯) = y¯
holds.
Proof. As in the proof of Theorem 4.10 there exists a vector λ¯ = (λ¯1, . . . , λ¯m)T ∈
int(Rm+ ) and q¯ =
K∗
0, solution to the dual (Dλ¯L), such that
m∑
i=1
λ¯ifi(x¯) = inf(P λ¯) = max(Dλ¯L) = inf
x∈Rn
[
m∑
i=1
λ¯ifi(x) + q¯T g(x)
]
.
By taking y¯i := fi(x¯), for i = 1, ...,m, we have that (q¯, λ¯, y¯) ∈ BL and f(x¯) =
hL(q¯, λ¯, y¯) = y¯. By Theorem 4.10 it follows that the element (q¯, λ¯, y¯) is maximal to
(DL). 
Remark 4.2 The dual problem (DL) represents the transcription in finite dimen-
sional spaces of the multiobjective dual introduced by Jahn in [40] and [41].
For the last vector problem which we present here we use exclusively the scalar-
ized problem (Pλ). So, let this dual be
(DP ) v-max
(λ,y)∈BP
hP (λ, y),
with
hP (λ, y) =
 h
P
1 (λ, y)
...
hPm(λ, y)
 =
 y1...
ym
 ,
hPj (λ, y) = yj , j = 1, ...,m,
the dual variables
λ = (λ1, . . . , λm)T ∈ Rm, y = (y1, . . . , ym)T ∈ Rm,
and the set of constraints
BP =
{
(λ, y) : λ = (λ1, . . . , λm)T ∈ int(Rm+ ),
m∑
i=1
λiyi ≤ inf
x∈A
m∑
i=1
λifi(x)
}
.
Between the primal problem (P ) and the dual (DP ) weak and strong duality
hold. We omit the proofs of the following two theorems because of their simplicity.
Theorem 4.12 (weak duality for (DP )) There is no x ∈ A and no (λ, y) ∈ BP
fulfilling hP (λ, y) =
Rm+
f(x) and hF (λ, y) 6= f(x).
Theorem 4.13 (strong duality for (DP )) Assume that (Af ) and (Ag) are ful-
filled. If x¯ is a properly efficient solution to (P ), then there exists an efficient
solution (λ¯, y¯) ∈ BP to the dual (DP ) and the strong duality f(x¯) = hP (λ¯, y¯) = y¯
holds.
Remark 4.3 Let us notice that, in order to have strong duality between (P ) and
(DP ), we do not need the assumption (ACQ) to be fulfilled. Only (Af ) and (Ag)
are here necessary, assuring the convexity of the problem (P ). This permits us to
characterize the properly efficient solutions of (P ) via scalarization (cf. Definition
3.3).
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4.4 The relations between the duals (D1), (Dα), α ∈
F , and (DFL)
In this section we examine the relations between the dual problems (D1), (Dα),
α ∈ F , and (DFL).
For the beginning, let us notice that to find the Pareto-efficient solutions of a
multiobjective dual problem means actually to determine the maximal elements of
the image set of its objective function on the set of constraints. This is the reason
why, in order to compare the duals (D1), (Dα), α ∈ F , and (DFL), we analyse the
relations between the corresponding image sets. Therefore, let be D1 := h1(B1),
Dα := hα(Bα), α ∈ F , and DFL := hFL(BFL). It is obvious that D1 ⊆ R× ...× R︸ ︷︷ ︸
m
,
Dα ⊆ R× ...× R︸ ︷︷ ︸
m
, α ∈ F , and DFL ⊆ Rm.
Proposition 4.1 For each α ∈ F it holds D1 ⊆ Dα.
Proof. Let be α ∈ F fixed and d = (d1, ..., dm)T an element in D1. Then there
exists (p, q, λ, t) ∈ B1 such that
dj = −f∗j (pj)− (qT g)∗
− 1m∑
i=1
λi
m∑
i=1
λipi
+ tj , j = 1, ...,m.
Let us define now p¯j := pj , λ¯j := λj , q¯j := αj(λ¯)
(
m∑
i=1
λ¯i
)
q, for j = 1, ...,m, and
¯˜q := (q¯1, ..., q¯m). It holds
m∑
i=1
λ¯iq¯i =
 m∑
j=1
λ¯jαj(λ¯)
( m∑
i=1
λ¯i
)
q =
(
m∑
i=1
λ¯i
)
q =
K∗
0,
and, for j = 1, ...,m,
(q¯Tj g)
∗
(
−αj(λ¯)
m∑
i=1
λ¯ip¯i
)
=
(
αj(λ¯)
m∑
i=1
λ¯i
)
(qT g)∗
− 1m∑
i=1
λ¯i
m∑
i=1
λ¯ip¯i
 . (4. 6)
First let us consider the case when (qT g)∗
− 1m∑
i=1
λ¯i
m∑
i=1
λ¯ip¯i
 = +∞. This means
that dj = −∞, ∀j = 1, ...,m. By taking t¯j := tj , for j = 1, ...,m, we have that
(p¯, ¯˜q, λ¯, t¯) ∈ Bα and d = (−∞, ...,−∞)T = hα(p¯, ¯˜q, λ¯, t¯) ∈ hα(Bα) = Dα.
In the other case, when (qT g)∗
− 1m∑
i=1
λ¯i
m∑
i=1
λ¯ip¯i
 ∈ R, let us take, for j =
1, ...,m,
t¯j := tj + (q¯Tj g)
∗
(
−αj(λ¯)
m∑
i=1
λ¯ip¯i
)
− (qT g)∗
− 1m∑
i=1
λ¯i
m∑
i=1
λ¯ip¯i
 ∈ R.
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From (4. 6) we have
m∑
i=1
λ¯it¯i =
m∑
i=1
λiti = 0, which implies that (p¯, ¯˜q, λ¯, t¯) ∈ Bα.
Moreover, for j = 1, ...,m,
dj = −f∗j (p¯j)− (q¯Tj g)∗
(
−αj(λ¯)
m∑
i=1
λ¯ip¯i
)
+ t¯j .
Therefore, d = hα(p¯, ¯˜q, λ¯, t¯) ∈ hα(Bα) = Dα meaning D1 ⊆ Dα. 
Example 4.1 Let be α ∈ F fixed, m = 2, n = 1, k = 1 and K = R+. Considering
f1, f2 : R → R, f1(x) = f2(x) = x2, g : R → R, g(x) = x2 − 1, λ = (2, 1)T , q˜ =
(q1, q2) = (1,−1), t = (1,−2)T , we have that λ1q1 + λ2q2 = 1 and λ1t1 + λ2t2 = 0.
For p = (0, 0) it holds f∗1 (p1) = f
∗
2 (p2) = 0 and
d = (−(q1g)∗(0) + t1,−(q2g)∗(0) + t2)T = (0,−∞)T = hα(p, q˜, λ, t) ∈ Dα.
But let us notice that d /∈ D1. It means that the inclusion D1 ⊆ Dα may be strict.
We denote this by D1 ( Dα, α ∈ F .
Example 4.2 Let be again α ∈ F fixed, but m = 2, n = 1, k = 2 and K = R2.
Considering now f1, f2 : R→ R, f1(x) = f2(x) = 0, g1, g2 : R→ R,
g1(x) =
{
1, if x < 0,
e−x, if x ≥ 0, , g2(x) =
{
ex, if x < 0,
1, if x ≥ 0,
p = (0, 0), q1 = (1,−1), q2 = (−1, 1), q˜ = (q1, q2), λ = (1, 1)T and t =
(
1
2 ,− 12
)T , we
have λ1q1 + λ2q2 = (0, 0)T ∈ K∗, λ1t1 + λ2t2 = 0 and f∗1 (0) = f∗2 (0) = 0.
This means that
d =
(
−1
2
,−3
2
)T
=
(−(qT1 g)∗(0) + t1,−(qT2 g)∗(0) + t2)T =hα(p, q˜, λ, t) ∈ Dα ∩ R2.
Let us show now that d /∈ D1. If this were not true, then there would exist a tuple
(p¯, q¯, λ¯, t¯) ∈ B1 such that
 − 12
− 32
 =

−f∗1 (p¯1)− (q¯T g)∗
(
− λ¯1p¯1+λ¯2p¯2
λ¯1+λ¯2
)
+ t¯1
−f∗2 (p¯2)− (q¯T g)∗
(
− λ¯1p¯1+λ¯2p¯2
λ¯1+λ¯2
)
+ t¯2
 .
It follows that f∗1 (p¯1), f
∗
2 (p¯2) ∈ R, but, in order to happen this, we must have
p¯1 = p¯2 = 0, f∗1 (p¯1) = f
∗
2 (p¯2) = 0 and, because q¯ ∈ (R2)∗ = {0}, (q¯T g)∗ (0) = 0.
So,  − 12
− 32
 =
 t¯1
t¯2
 ,
and, from here,
λ¯1t¯1 + λ¯2t¯2 = − λ¯1 + 3λ¯22 < 0. (4. 7)
Obviously, relation (4. 7) contradicts λ¯1t¯1 + λ¯2t¯2 = 0 and this means that d =
(− 12 ,− 32 )T /∈ D1 ∩ R2. In conclusion, D1 ∩ Rm ( Dα ∩ Rm, i.e. the inclusion may
be strict.
Proposition 4.2 For each α ∈ F , it holds Dα ∩ Rm ⊆ DFL.
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Proof. Let be α ∈ F fixed and d = (d1, ..., dm)T an element in Dα ∩ Rm. Then
there exists (p, q˜, λ, t) ∈ Bα such that d = hα(p, q˜, λ, t). From here, by using the
inequality of Young for qTj g, j = 1, ...,m, we have
m∑
j=1
λjdj =
m∑
i=j
λjh
α
j (p, q˜, λ, t) = −
m∑
i=j
λjf
∗
j (pj)
−
m∑
j=1
λj(qTj g)
∗
(
−αj(λ)
m∑
i=1
λipi
)
+
m∑
j=1
λjtj
≤ −
m∑
j=1
λjf
∗
j (pj) +
 m∑
j=1
λjqj
T g(x)
+
 m∑
j=1
λjαj(λ)
( m∑
i=1
λipi
)T
x = −
m∑
j=1
λjf
∗
j (pj)
+
 m∑
j=1
λjpj
T x+
 m∑
j=1
λjqj
T g(x), ∀x ∈ Rn.
Then it follows
m∑
j=1
λjdj ≤ −
m∑
j=1
λjf
∗
j (pj) + inf
x∈Rn
( m∑
i=1
λipi
)T
x+
 m∑
j=1
λjqj
T g(x)

= −
m∑
j=1
λjf
∗
j (pj)−

 m∑
j=1
λjqj
T g

∗(
−
m∑
i=1
λipi
)
,
and this means that (p,
m∑
j=1
λjqj , λ, d) ∈ BFL. In conclusion,
d = hFL(p,
m∑
j=1
λjqj , λ, d) ∈ hFL(BFL) = DFL.

Example 4.3 Let be α ∈ F fixed, m = 2, n = 1, k = 1 and K = R. Considering
f1, f2 : R → R, f1(x) = f2(x) = 0, g : R → R, g(x) = x2, p = (0, 0), q = 0 ∈ K∗ =
{0}, λ = (1, 1)T and d = (−1,−1)T , we have
λ1d1 + λ2d2 = −2 < 0 = −λ1f∗1 (p1)− λ2f∗2 (p2)− (qg)∗(−λ1p1 − λ2p2),
which implies that (p, q, λ, d) ∈ BFL and d = (−1,−1)T ∈ DFL.
Let us show now that d /∈ Dα. If this were not true, then there would exist
(p¯, ¯˜q, λ¯, t¯) ∈ Bα, with ¯˜q = (q¯1, q¯2), such that −1
−1
 =
 −f∗1 (p¯1)− (q¯1g)∗ (−α1(λ¯)(λ¯1p¯1 + λ¯2p¯2))+ t¯1
−f∗2 (p¯2)− (q¯2g)∗
(−α2(λ¯)(λ¯1p¯1 + λ¯2p¯2))+ t¯2
 .
Again, f∗1 (p¯1), f
∗
2 (p¯2) ∈ R, but, in order to happen this, we must have p¯1 = p¯2 = 0
and f∗1 (p¯1) = f
∗
2 (p¯2) = 0. In this case, we obtain −1
−1
 =
 −(q¯1g)∗ (0) + t¯1
−(q¯2g)∗ (0) + t¯2
 . (4. 8)
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From (4. 8) it follows −(q¯1g)∗ (0) = inf
x∈R
(q¯1x2) ∈ R and −(q¯2g)∗ (0) = inf
x∈R
(q¯2x2)
∈ R, which hold just if q¯1 ≥ 0 and q¯2 ≥ 0. On the other hand, we have that
λ¯1q¯1 + λ¯2q¯2 ∈ K∗ = {0}, whence q¯1 = q¯2 = 0.
So, t¯1 = t¯2 = −1 and λ¯1t¯1 + λ¯2t¯2 = −λ¯1 − λ¯2 < 0, which is a contradiction to
(p¯, ¯˜q, λ¯, t¯) ∈ Bα. Our assumption that d ∈ Dα proves to be false. In conclusion,
Dα ∩ Rm ( DFL, i.e. the inclusion may be strict.
By the Propositions 4.1, 4.2 and the Examples 4.1-4.3, we have, for each α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL. (4. 9)
In the last part of the section, let us prove that, even the sets D1, Dα, α ∈ F ,
and DFL may be different (cf. (4. 9)), they have the same maximal elements. In
order to do this, we consider their corresponding sets of maximal elements vmaxD1,
vmaxDα, α ∈ F , and vmaxDFL, respectively. All these sets are subsets of Rm.
By maximal elements we call here the efficient elements of a set, in the sense of
maximum, with respect to the non-negative orthant.
We are now able to prove the main results of this section.
Theorem 4.14 It holds vmaxD1 = vmaxDFL.
Proof.
”vmaxD1 ⊆ vmaxDFL”. Let be d ∈ vmaxD1. It means that d ∈ D1 ∩Rm and,
from (4. 9), we have d ∈ DFL. Then there exists an element (p, q, λ, y) ∈ BFL such
that y = hFL(p, q, λ, y) = d.
Let us assume now that d /∈ vmaxDFL. By the definition of the maximal ele-
ments, it follows that there exists (p¯, q¯, λ¯, d¯) ∈ BFL such that d ∈ d¯−
(
Rm+ \ {0}
)
(d¯ 	
d), i.e. di ≤ d¯i, ∀i = 1, ...,m, and dj < d¯j , for at least one j ∈ {1, ...,m}. Thus,
m∑
i=1
λ¯idi <
m∑
i=1
λ¯id¯i ≤ −
m∑
i=1
λ¯if
∗
i (p¯i)− (q¯T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
.
Let be now d¯ ∈ Rm such that d¯ ∈ d¯+ Rm+ (i.e. d¯= d¯) and
m∑
i=1
λ¯id¯i = −
m∑
i=1
λ¯if
∗
i (p¯i)− (q¯T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
. (4. 10)
Considering q¯ := 1m∑
i=1
λ¯i
q¯ =
K∗
0 and, for j = 1, ...,m,
t¯j := f∗j (p¯j) + (q¯
T g)∗
− 1m∑
i=1
λ¯i
m∑
i=1
λ¯ip¯i
+ d¯j
= f∗j (p¯j) +
1
m∑
i=1
λ¯i
(q¯T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
+ d¯j ∈ R,
we obtain an element (p¯, q¯, λ¯, t¯) with the properties q¯ =
K∗
0, λ¯ ∈ int(Rm+ ) and, by
(4. 10),
m∑
i=1
λ¯it¯i =
m∑
i=1
λ¯id¯i +
m∑
i=1
λ¯if
∗
i (p¯i) + (q¯
T g)∗
(
−
m∑
i=1
λ¯ip¯i
)
= 0.
4.4 THE RELATIONS BETWEEN (D1), (Dα), α ∈ F , AND (DFL) 87
So, (p¯, q¯, λ¯, t¯) ∈ B1, d¯ = h1(p¯, q¯, λ¯, t¯) ∈ h1(B1) = D1 and
d¯ ∈ d¯+ Rm+ ∈ d+ Rm+ \ {0}+ Rm+ = d+ Rm+ \ {0} (d¯ 	 d). (4. 11)
This contradicts the maximality of d in D1 and implies that d must be maximal in
DFL.
”vmaxDFL ⊆ vmaxD1”. Let be now d ∈ vmaxDFL. Then there exist pi ∈
Rn, i = 1, ...,m, q =
K∗
0 and λ ∈ int(Rm+ ) such that
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)
.
Let be again d¯ ∈ Rm such that d¯ ∈ d+ Rm+ (d¯= d) and
m∑
i=1
λ¯id¯i = −
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)
. (4. 12)
For p¯ := p, λ¯ := λ, q¯ := 1m∑
i=1
λ¯i
q =
K∗
0 and
t¯j := f∗j (p¯j) + (q¯
T g)∗
− 1m∑
i=1
λ¯i
m∑
i=1
λ¯ip¯i
+ d¯j ∈ R, j = 1, ...,m,
we have
m∑
i=1
λ¯it¯i = 0 (cf. (4. 12)), whence (p¯, q¯, λ¯, t¯) ∈ B1.
Moreover, the value of the objective function on this element is h1(p¯, q¯, λ¯, t¯) =
d¯ ∈ d+Rm+ (d¯= d). On the other hand, (4. 12) assures that (p¯, q¯, λ¯, d¯) ∈ BFL and the
maximality of d in DFL implies that it is impossible to have d ∈ d¯−
(
Rm+ \ {0}
)
(d¯ 	
d). Then we must have h1(p¯, q¯, λ¯, t¯) = d¯ = d and, so, d ∈ h1(B1) = D1.
It remains to show that actually d ∈ vmaxD1. If this does not happen, then
there exists an element (p¯, q¯, λ¯, t¯) ∈ B1 such that d¯ = h1(p¯, q¯, λ¯, t¯) ∈ d+
(
Rm+ \ {0}
)
(d¯ 	 d). But, relation (4. 9) states that D1 ∩Rm ⊆ DFL and, from here, d¯ ∈ DFL.
The fact that d¯ ∈ d+ (Rm+ \ {0}) (d¯ 	 d) contradicts the maximality of d in DFL.
We conclude that d ∈ vmaxD1. 
Theorem 4.15 For each α ∈ F it holds vmaxDα = vmaxDFL.
Proof. Let be α ∈ F fixed.
”vmaxDα ⊆ vmaxDFL”. Let be d ∈ vmaxDα. Then it holds d ∈ Dα ∩Rm and
from (4. 9) we have that d ∈ DFL. Let us assume that d /∈ vmaxDFL. As in the
proof of Theorem 4.14, there exists d¯ ∈ D1 such that (cf. (4. 11))
d¯ ∈ d+ Rm+ \ {0} (d¯ 	 d).
But, by (4. 9) we have d¯ ∈ Dα and this contradicts the maximality of d in Dα.
”vmaxDFL ⊆ vmaxDα.” Let be now d ∈ vmaxDFL. By Theorem 4.14, it
follows d ∈ vmaxD1 and, from here, d ∈ D1. Using the inclusion in (4. 9) we have
d ∈ Dα.
Assuming that d /∈ vmaxDα, there must exist an d¯ ∈ Dα such that d¯ ∈
d+ Rm+ \ {0} (d¯ 	 d). On the other hand, because Dα ∩ Rm ⊆ DFL, d¯ ∈ DFL and
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this is a contradiction to d ∈ vmaxDFL. So, d must belong to vmaxDα. 
From the last two theorems we obtain that, for each α ∈ F ,
vmaxD1 = vmaxDα = vmaxDFL. (4. 13)
Remark 4.4 Let us notice that the inclusions in (4. 9) can be strict, even if the
assumptions (Af ), (Ag) and (ACQ) are fulfilled (cf. Example 4.2 and Example 4.3).
Otherwise, the equality (4. 13) holds without asking the fulfilment of any of these
three assumptions. The equality in (4. 13) holds in the most general case.
4.5 The relations between the duals (DFL), (DF ),
(DL) and (DP )
In order to continue the analysis started in the previous section, let us denote
the image sets of the problems (DF ), (DL) and (DP ) by DF := hF (BF ), DL :=
hL(BL) and DP := hP (BP ), respectively. Obviously, from the definition of the
multiobjective duals in section 4.4 it follows that DF , DL, DP are subsets of Rm.
We also want to notice that during this section we work in the general case.
Proposition 4.3 It holds
(a) DFL ⊆ DF .
(b) DFL ⊆ DL.
Proof.
(a) Let be d = (d1, ..., dm)T ∈ DFL. Then there exist pi ∈ Rn, i = 1, ...,m, q =
K∗
0
and λ ∈ int(Rm+ ) such that
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)
.
By the definition of the conjugate function we have
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi) + inf
x∈Rn
( m∑
i=1
λipi
)T
x+ qT g(x)

≤ −
m∑
i=1
λif
∗
i (pi) + inf
x∈A
( m∑
i=1
λipi
)T
x+ qT g(x)

≤ −
m∑
i=1
λif
∗
i (pi) + inf
x∈A
(
m∑
i=1
λipi
)T
x
= −
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)
.
This means that (p, λ, d) ∈ BF and d = hF (p, λ, d) ∈ hF (BF ) = DF .
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(b) Like in the case (a), let be d = (d1, ..., dm)T ∈ DFL. Again, there exist pi ∈
Rn, i = 1, ...,m, q =
K∗
0 and λ ∈ int(Rm+ ) such that
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi)− (qT g)∗
(
−
m∑
i=1
λipi
)
.
Applying the inequality of Young (cf. [19]), we get for fi, i = 1, ...,m,
−f∗i (pi) ≤ fi(x)− pTi x, ∀x ∈ Rn,
and for qT g
−(qT g)∗
(
−
m∑
i=1
λipi
)
≤ qT g(x) +
(
m∑
i=1
λipi
)T
x, ∀x ∈ Rn.
From here,
m∑
i=1
λidi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
,
and this means that (p, λ, d) ∈ BL and d = hL(p, λ, d) ∈ hL(BL) = DL. 
Example 4.4 For m = 2, n = 1, k = 1, K = R+, let us consider the functions
f1, f2 : R→ R, g : R→ R, defined by
f1(x) =
{
x, if x ∈ [0,+∞),
+∞, otherwise, , f2(x) = 0,
and
g(x) =
{
1− x2, if x ∈ [0,+∞),
1, otherwise.
For p = (p1, p2) = (1, 0), λ = (1, 1)T and d = (1, 0)T , it holds
λ1d1 + λ2d2 = 1 = −λ1f∗1 (p1)− λ2f∗2 (p2) + inf
g(x)≤0
(λ1p1 + λ2p2)x,
and, so, we have that d = (1, 0)T ∈ DF .
Let us show now that d /∈ DFL. If this were not true, then there would exist
p¯ = (p¯1, p¯2), q¯ ≥ 0 and λ¯ = (λ¯1, λ¯2)T ∈ int(R2+) such that
λ¯1 ≤ −λ¯1f∗1 (p¯1)− λ¯2f∗2 (p¯2)− (q¯g)∗
(−λ¯1p¯1 − λ¯2p¯2) . (4. 14)
In order to happen this, we must have p¯2 = 0 and f∗2 (p¯2) = 0. Then, from (4. 14),
1 ≤ −f∗1 (p¯1)−
(
q¯
λ¯1
g
)∗
(−p¯1). (4. 15)
In the case q¯ > 0, we have that
(
q¯
λ¯1
g
)∗
(−p¯1) = sup
x∈R
[
−p¯1x− q¯λ¯1 g(x)
]
= +∞, which
means that q¯ must be 0. Then the inequality (4. 15) becomes
1 ≤ −f∗1 (p¯1) + inf
x∈R
[p¯1x] ,
and, so, it is obvious that p¯1 must be also 0. It remains that
1 ≤ −f∗1 (0) = inf
x∈R
[f1(x)] = inf
x≥0
x = 0,
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and this is a contradiction. In conclusion, d = (1, 0) /∈ DFL, which means that
DFL ( DF , i.e. the inclusion may be strict.
Example 4.5 Let be now m = 2, n = 1, k = 1, K = R+, and the functions
f1, f2 : R→ R, g : R→ R, introduced by
f1(x) =
{ −x2, if x ∈ [0,+∞),
+∞, otherwise, , f2(x) = 0
and
g(x) = x2 − 1.
For q = 1, λ = (1, 1)T and d = (−1, 0)T , it holds
λ1d1 + λ2d2 = −1 = inf
x∈R
[λ1f1(x) + λ2f2(x) + qg(x)] ,
and this implies that d = (−1, 0)T ∈ DL.
Like in the previous example, let us show now that d /∈ DFL. If this were not
true, then there would exist p¯ = (p¯1, p¯2), q¯ ≥ 0 and λ¯ = (λ¯1, λ¯2)T ∈ int(R2+) such
that
−λ¯1 ≤ −λ¯1f∗1 (p¯1)− λ¯2f∗2 (p¯2)− (q¯g)∗
(−λ¯1p¯1 − λ¯2p¯2) . (4. 16)
It holds p¯2 = 0, f∗2 (p¯2) = 0 and, from (4. 16),
−1 ≤ −f∗1 (p¯1)−
(
q¯
λ¯1
g
)∗
(−p¯1). (4. 17)
But,
−f∗1 (p¯1) = inf
x∈R
[f1(x)− p¯1x] = inf
x≥0
[−x2 − p¯1x] = −∞,
and this contradicts relation (4. 17). So, d = (−1, 0)T /∈ DFL and, from here,
DFL ( DF , i.e. the inclusion DFL ⊆ DL may be strict.
Proposition 4.4 It holds
(a) DF ⊆ DP .
(b) DL ⊆ DP .
Proof.
(a) Let be d = (d1, ..., dm)T ∈ DF . Then there exist pi ∈ Rn, i = 1, ...,m, and
λ ∈ int(Rm+ ) such that
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)
= −
m∑
i=1
λif
∗
i (pi) + inf
x∈A
(
m∑
i=1
λipi
)T
x
≤ −
m∑
i=1
λif
∗
i (pi) +
(
m∑
i=1
λipi
)T
x, ∀x ∈ A.
By the inequality of Young for fi, i = 1, ...,m, we obtain
m∑
i=1
λidi ≤
m∑
i=1
λifi(x), ∀x ∈ A,
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or, equivalently,
m∑
i=1
λidi ≤ inf
x∈A
m∑
i=1
λifi(x).
This means that (λ, d) ∈ BP and d = hP (λ, d) ∈ hP (BP ) = DP .
(b) Let be again d = (d1, ..., dm)T ∈ DL, q =
K∗
0 and λ ∈ int(Rm+ ) such that
m∑
i=1
λidi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
≤ inf
x∈A
[
m∑
i=1
λifi(x) + qT g(x)
]
≤ inf
x∈A
m∑
i=1
λifi(x).
Like before, (λ, d) ∈ BP and d = hP (λ, d) ∈ hP (BP ) = DP . 
Remark 4.5 Let us consider again the problem in Example 4.5. We show that
d = (−1, 0)T ∈ DP , but d = (−1, 0)T /∈ DF . For λ = (1, 1)T , it holds
λ1d1 + λ2d2 = −1 = inf
x∈A
[λ1f1(x) + λ2f2(x)] ,
and, from here, we have d = (−1, 0)T ∈ DP .
Assuming that d ∈ DF , then there would exist p¯ = (p¯1, p¯2) and λ¯ = (λ¯1, λ¯2)T ∈
int(R2+) such that
−λ¯1 ≤ −λ¯1f∗1 (p¯1)− λ¯2f∗2 (p¯2) + inf
g(x)≤0
(
λ¯1p¯1 + λ¯2p¯2
)
x. (4. 18)
But, in order to happen this, we must have p¯2 = 0 and f∗2 (p¯2) = 0 and, so, (4. 18)
becomes
−1 ≤ −f∗1 (p¯1) + inf
x∈[−1,1]
(p¯1x).
Again, −f∗1 (p¯1) = −∞ leads us to a contradiction. So, d = (−1, 0)T /∈ DF , and,
from here, DF ( DP , i.e. the inclusion DF ⊆ DP may be strict.
Remark 4.6 We show now that, for the problem presented in Example 4.4, d =
(1, 0)T ∈ DP , but d = (1, 0)T /∈ DL. For λ = (1, 1)T , it holds
λ1d1 + λ2d2 = 1 = inf
x∈A
[λ1f1(x) + λ2f2(x)] ,
and, then, we have d = (1, 0)T ∈ DP .
Assuming d ∈ DL, then there would exist q¯ ≥ 0 and λ¯ = (λ¯1, λ¯2)T ∈ int(R2+)
such that
λ¯1 ≤ inf
x∈R
[
λ¯1f1(x) + λ¯2f2(x) + q¯g(x)
]
= inf
x≥0
[
λ¯1x+ q¯(1− x2)
]
. (4. 19)
Obviously, (4. 19) is true just if q¯ = 0 and, in this case, it becomes
λ¯1 ≤ inf
x≥0
(
λ¯1x
)
= 0,
which is a contradiction. From here, d = (1, 0)T /∈ DL, and, so, the inclusion
DL ⊆ DP may be also strict.
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So far we have proved that
DFL (
DF
DL
( DP . (4. 20)
Remark 4.7 In the Examples 4.4 and 4.5, one may notice that (1, 0)T ∈ DF ,
(1, 0)T /∈ DL and (−1, 0)T ∈ DL, (−1, 0)T /∈ DF , respectively. This certifies the
fact that, in the general case, between the sets DF and DL does not exist any re-
lation of inclusion like those presented in the Propositions 4.3 and 4.4.
From (4. 9) and (4. 20) we can state that in the general case it holds, for every
α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL ( DFDL ( DP . (4. 21)
In section 4.4 we have proved that even if the inclusions in (4. 9) between
D1, Dα, α ∈ F , and DFL are strict, their sets of maximal elements are equal (cf.
(4. 13)). We show now by some counter-examples that this result does not hold for
the maximal elements sets of DFL, DF , DL and DP . Actually, we show that there
is no relation of inclusion between vmaxDFL, vmaxDF , vmaxDL and vmaxDP .
Remark 4.8 Let us consider again the problem in Example 4.4. We have shown
that d = (1, 0)T /∈ DFL and this means that d = (1, 0)T /∈ vmaxDFL. On the other
hand, we have d = (1, 0) ∈ DF and, moreover, it can be proved that d = (1, 0) ∈
vmaxDF . In conclusion, vmaxDF * vmaxDFL.
For the same example, let be now d˜ = (0, 0)T . It can be verified that d˜ ∈
vmaxDFL, which means that d˜ = (0, 0)T ∈ DFL ⊆ DF . But, because d = (1, 0)T ∈
DF , it follows that d˜ /∈ vmaxDF . So, vmaxDFL * vmaxDF .
Example 4.6 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R→ R, g : R→ R,
defined by
f1(x) =
{
x2, if x ∈ [0,+∞),
+∞, otherwise, , f2(x) = 0,
and
g(x) =
{
1− x2, if x ∈ [0,+∞),
1, otherwise.
For q = 1, λ = (1, 1)T and d = (1, 0)T , we have (q, λ, d) ∈ BL and d ∈ DL.
Moreover, d ∈ vmaxDL. It can be also verified that d /∈ DFL and, from here,
d = (1, 0)T /∈ vmaxDFL. This means that vmaxDL * vmaxDFL.
Moreover, it can be shown that d˜ = (0, 0)T ∈ vmaxDFL. But, Proposition
4.3 (b) implies that d˜ = (0, 0)T ∈ DFL ⊆ DL. Obviously, d˜ /∈ vmaxDL, otherwise
it would contradict the maximality of d = (1, 0)T in DL. So, vmaxDFL * vmaxDL.
Remark 4.9 For the problem presented in Example 4.5, we have that d = (−1, 0)T
∈ DP and, moreover, d ∈ vmaxDP . Because d /∈ DF , we also have that d /∈
vmaxDF . In conclusion, vmaxDP * vmaxDF .
In order to show that vmaxDF * vmaxDP , let us consider for m = 2, n =
1, k = 1, K = R+, the functions f1, f2 : R→ R, g : R→ R, defined by
f1(x) =
{
x, if x ∈ (0,+∞),
+∞, otherwise, , f2(x) = 0 and g(x) = x.
It is easy to verify, for p = (0, 0), λ = (1, 1)T and d = (0, 0)T , that the element
(p, λ, d) belongs to BF , that implies d = (0, 0)T ∈ DF . Moreover, d = (0, 0)T ∈
vmaxDF .
4.6 THE EQUALITY OF THE SETS DFL, DF , DL AND DP 93
By Proposition 4.4 (a), we have d = (0, 0)T ∈ DP . But, for λ = (1, 1)T and d˜ =
(1, 0)T , (λ, d˜) ∈ BP and, from here, d˜ = (1, 0)T ∈ DP . So, d = (0, 0)T /∈ vmaxDP
and vmaxDF * vmaxDP .
Remark 4.10 Considering again the problem in Example 4.4, we have d = (1, 0)T ∈
DP and d /∈ DL. From here, d /∈ vmaxDL. Moreover, d = (1, 0)T ∈ vmaxDP ,
which shows that vmaxDP * vmaxDL.
On the other hand, d˜ = (0, 0)T ∈ vmaxDL and, by Proposition 4.4 (b), d˜ ∈
DL ⊆ DP . Because d = (1, 0)T ∈ DP , it follows d˜ = (0, 0)T /∈ vmaxDP . So,
vmaxDL * vmaxDP .
In conclusion, in the general case, between the sets of maximal elements of DFL,
DF , DL and DP a relation of equality or any relation of inclusion does not exist.
In this situation, the only valid relation is the relation of inclusion (4. 20).
4.6 Conditions for the equality of the sets DFL, DF ,
DL and DP
Assuming that (Af ), (Ag) and (ACQ) are satisfied we prove in this section that the
relation (4. 20) becomes an equality.
Theorem 4.16 Let the assumptions (Ag) and (ACQ) be fulfilled. Then it holds
DFL = DF .
Proof. By Proposition 4.3 (a) we have that DFL ⊆ DF .
Let be d ∈ DF . Then there exist p = (p1, ..., pm) ∈ Rn×...×Rn and λ ∈ int(Rm+ )
such that (p, λ, d) ∈ BF , i.e.
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)
= −
m∑
i=1
λif
∗
i (pi) + inf
x∈A
(
m∑
i=1
λipi
)T
x. (4. 22)
For the optimization problem
(Pλp) inf
x∈A
(
m∑
i=1
λipi
)T
x,
A =
{
x ∈ Rn : g(x)5
K
0
}
,
let us consider its Lagrange dual
(DλpL ) sup
q =
K∗
0
inf
x∈Rn
( m∑
i=1
λipi
)T
x+ qT g(x)
 .
(Ag) and (ACQ) being fulfilled, it follows by Theorem 4.1 that strong duality be-
tween (Pλp) and (Dλp) holds. This fact ensures the existence of an element q¯ =
K∗
0,
optimal solution to (DλpL ), such that
inf
x∈A
(
m∑
i=1
λipi
)T
x = inf(Pλp) = max(DλpL ) = inf
x∈Rn
( m∑
i=1
λipi
)T
x+ q¯T g(x)
 .
(4. 23)
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From (4. 22) and (4. 23) we have
m∑
i=1
λidi ≤ −
m∑
i=1
λif
∗
i (pi) + inf
x∈A
(
m∑
i=1
λipi
)T
x
= −
m∑
i=1
λif
∗
i (pi) + inf
x∈Rn
( m∑
i=1
λipi
)T
x+ q¯T g(x)

= −
m∑
i=1
λif
∗
i (pi)− (q¯T g)∗
(
−
m∑
i=1
λipi
)
.
This means that (p, q¯, λ, d) ∈ BFL and d = hFL(p, q¯, λ, d) ∈ hFL(BFL) = DFL. 
Remark 4.11 For the problem presented in Example 4.5, one may observe that
(Ag) and (ACQ) are fulfilled, d = (−1, 0)T ∈ DP , but d = (−1, 0)T /∈ DFL = DF .
We conclude that just these two assumptions are not sufficient to have equality
between all the sets in (4. 20).
Theorem 4.17 Let the assumptions (Af ) and (Ag) be fulfilled. Then it holds
DFL = DL.
Proof. By Proposition 4.3 (b) we have that DFL ⊆ DL.
Let be d ∈ DL. Then there exist q =
K∗
0 and λ ∈ int(Rm+ ) such that (p, λ, d) ∈ BL,
i.e.
m∑
i=1
λidi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
. (4. 24)
Let us consider the function k : Rn → R, k(x) =
m∑
i=1
λifi(x). We have dom(k) =
m⋂
i=1
dom(fi) and, from (Af ), it follows ri(dom(k)) =
m⋂
i=1
ri(dom(fi)) 6= ∅ (cf. [20]).
Let us also notice that dom(qT g) = Rn and then, by Theorem 31.1 in [62], there
exists p˜ ∈ Rn such that
inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
= −
(
m∑
i=1
λifi
)∗
(p˜) + inf
x∈Rn
[
p˜Tx+ qT g(x)
]
. (4. 25)
On the other hand, from Theorem 16.4 in [62], there exist p¯i ∈ Rn, i = 1, ...,m,
such that p˜ =
m∑
i=1
λip¯i and
(
m∑
i=1
λifi
)∗
(p˜) =
m∑
i=1
λif
∗
i (p¯i).
From (4. 24) and (4. 25) we obtain
m∑
i=1
λidi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
= −
(
m∑
i=1
λifi
)∗
(p˜) + inf
x∈Rn
[
p˜Tx+ qT g(x)
]
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= −
m∑
i=1
λif
∗
i (p¯i) + inf
x∈Rn
( m∑
i=1
λip¯i
)T
x+ qT g(x)

= −
m∑
i=1
λif
∗
i (p¯i)− (qT g)∗
(
−
m∑
i=1
λip¯i
)
.
This means that, for p¯ = (p¯1, ..., p¯m), (p¯, q, λ, d) ∈ BFL and d = hFL(p¯, q, λ, d)
∈ hFL(BFL) = DFL. 
Example 4.7 For m = 2, n = 2, k = 1, K = R+, we consider the functions
f1, f2 : R2 → R, g : R2 → R, introduced by
f1(x1, x2) =
{
x2 if x ∈ X,
+∞, otherwise,
X =
{
x = (x1, x2) ∈ R2 : 0 ≤ x1 ≤ 2, 3 ≤ x2 ≤ 4 for x1 = 01 < x2 ≤ 4 for x1 > 0
}
,
f2(x1, x2) = 0 and g(x1, x2) = x1.
It can be observed that (Af ) and (Ag) are fulfilled, d = (3, 0)T ∈ DP , but d =
(3, 0)T /∈ DFL = DL. Like in Remark 4.11, we can conclude that just the assump-
tions (Af ) and (Ag) are also not sufficient to have equality between all the sets in
(4. 20). The next theorem shows when this fact happens.
Theorem 4.18 Let the assumptions (Af ), (Ag) and (ACQ) be fulfilled. Then it
holds DFL = DL = DF = DP .
Proof. By the Theorems 4.16 and 4.17 we have DFL = DL = DF . Let us prove
now that DF = DP .
Proposition 4.4 (a) gives us that DF ⊆ DP . It remains to prove just that the
reversed inclusion also holds.
Let be d ∈ DP . Then there exists λ ∈ int(Rm+ ) such that (λ, d) ∈ BP , i.e.
m∑
i=1
λidi ≤ inf
x∈A
m∑
i=1
λifi(x). (4. 26)
Moreover, by (4. 26) and since (Af ), (Ag) and (ACQ) are true, it follows that the
assumptions of the strong duality Theorem 4.1 are fulfilled. Considering for the
primal problem
(Pλ) inf
x∈A
m∑
i=1
λifi(x),
its Fenchel dual
(DλF ) sup
pi∈Rn,i=1,...,m
{
−
m∑
i=1
λif
∗
i (pi)− χ∗A
(
−
m∑
i=1
λipi
)}
,
the last one has a solution and the optimal objective values of both problems are
equal. Then there exist p¯i ∈ Rn, i = 1, ...,m, such that
inf
x∈A
m∑
i=1
λifi(x) = −
m∑
i=1
λif
∗
i (p¯i)− χ∗A
(
−
m∑
i=1
λip¯i
)
. (4. 27)
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From (4. 26) and (4. 27) we have
m∑
i=1
λidi ≤ inf
x∈A
m∑
i=1
λifi(x) = −
m∑
i=1
λif
∗
i (p¯i)− χ∗A
(
−
m∑
i=1
λip¯i
)
,
which actually means that, for p¯ = (p¯1, ..., p¯m), (p¯, λ, d) ∈ BF and d = hF (p¯, λ, d)
∈ hF (BF ) = DF . 
As a consequence of Theorem 4.18 we can affirm that, if (Af ), (Ag) and (ACQ)
are fulfilled, then (4. 21) becomes, for every α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL = DL = DF = DP . (4. 28)
This last relation, together with (4. 13), gives us for every α ∈ F ,
vmaxD1 = vmaxDα = vmaxDFL = vmaxDF = vmaxDL = vmaxDP , (4. 29)
provided that (Af ), (Ag) and (ACQ) hold.
In the next three sections we investigate the relations between the six multi-
objective problems considered in this chapter and some well-known dual problems
from the literature. We start with the dual introduced by Nakayama.
4.7 Nakayama multiobjective duality
One of the first theories concerning duality for convex multiobjective problems has
been developed by Nakayama and can be found in [54], [55] and [65]. If we consider
this theory for the primal problem (P ), the dual introduced there becomes
(DN ) v-max
(U,y)∈BN
hN (U, y),
with
hN (U, y) =
 h
N
1 (U, y)
...
hNm(U, y)
 =
 y1...
ym
 ,
hNj (U, y) = yj , j = 1, ...,m,
the dual variables
U ∈ U , y = (y1, . . . , ym)T ∈ Rm,
U = {U : U is a m× k matrix such that U ·K ⊆ Rm+},
and the set of constraints
BN = {(U, y) : U ∈ U and there is no x ∈ Rn such that y 	 f(x) + Ug(x)}.
If U =
 q
T
1
...
qTm
 ∈ U , qi ∈ Rk, i = 1, ...,m, then for every k ∈ K, it must hold
(qT1 k, ..., q
T
mk)T ∈ Rm+ . From here, for i = 1, ...,m, qTi k ≥ 0,∀k ∈ K, which actually
means that qi ∈ K∗, for i = 1, ...,m. By this observation, the dual (DN ) can be
written, equivalently, in the following way
(DN ) v-max
(q1,...,qm,y)∈BN
hN (q1, ..., qm, y),
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with
hN (q1, ..., qm, y) =
 h
N
1 (q1, ..., qm, y)
...
hNm(q1, ..., qm, y)
 =
 y1...
ym
 ,
hNj (q1, ..., qm, y) = yj , j = 1, ...,m,
the dual variables
qi ∈ Rk, i = 1, ...,m, y = (y1, . . . , ym)T ∈ Rm,
and the set of constraints
BN =
{
(q1, ..., qm, y) : qi =
K∗
0, i = 1, ...,m, and there is no x ∈ Rn
such that y 	 f(x) + (qT1 g(x), ..., qTmg(x))T
}
.
The proofs of the next two theorems have been given in [54].
Theorem 4.19 (weak duality for (DN )) There is no x ∈ A and no element
(q1, ..., qm, y) ∈ BN fulfilling hN (q1, ..., qm, y) =
Rm+
f(x) and hN (q1, ..., qm, y) 6= f(x).
Theorem 4.20 (strong duality for (DN )) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x¯ is a properly efficient solution to (P ), then there exists an effi-
cient solution (q¯1, ..., q¯m, y¯) ∈ BN to the dual (DN ) and the strong duality f(x¯) =
hN (q¯1, ..., q¯m, y¯) = y¯ holds.
In order to relate the dual (DN ) to the duals considered in the previous chapters,
let us denote byDN := hN (BN ) ⊆ Rm the image set of the Nakayama multiobjective
dual.
Proposition 4.5 It holds DL ⊆ DN .
Proof. Let be d = (d1, ..., dm)T ∈ DL. Then there exist q =
K∗
0 and λ ∈ int(Rm+ )
such that (q, λ, d) ∈ BL, i.e.
m∑
i=1
λidi ≤ inf
x∈Rn
[
m∑
i=1
λifi(x) + qT g(x)
]
. (4. 30)
Let be, for i = 1, ...,m, q¯i := 1m∑
i=1
λi
q =
K∗
0.
We show now that (q¯1, ..., q¯m, d) ∈ BN . If this does not happen, then there
exists x′ ∈ Rn such that d 	 f(x′) + (q¯T1 g(x′), ..., q¯Tmg(x′))T . It follows that
m∑
i=1
λidi >
m∑
i=1
λifi(x′)+qT g(x′), but this contradicts the inequality in (4. 30). From
here we obtain that (q¯1, ..., q¯m, d) ∈ BN and d = hN (q¯1, ..., q¯m, d) ∈ hN (BN ) = DN .

Example 4.8 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R→ R, g : R→ R,
defined by f1(x) = x, f2(x) = 1 and g(x) = −1.
Considering q1 = q2 = 0 and d = (1, 0)T , it is obvious that there is no x ∈ Rn
such that
d = (1, 0)T 	 f(x) + (q1g(x), q2g(x))T = (x, 1)T .
This means that d = (1, 0)T ∈ DN .
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On the other hand, we have d /∈ DL and, so, DL ( DN , i.e. the inclusion
DL ⊆ DN may be strict.
Example 4.9 For m = 2, n = 1, k = 1, K = R+, let now be f1, f2 : R → R,
g : R→ R, defined by
f1(x) = f2(x) = x,
and
g(x) =
{
1− x2, if x ∈ [0,+∞),
1, otherwise.
The element d = (1, 1)T belongs to DF and DP . We show now that d /∈ DN . If
this were not true, then there would exist q¯1, q¯2 ≥ 0 such that (q¯1, q¯2, d) ∈ DN , or,
equivalently,
d = (1, 1)T 	 (x+ q1g(x), x+ q2g(x))T (4. 31)
would not hold for any x ∈ R. But, for i = 1, 2, lim
x→−∞(x + qig(x)) = −∞, which
means that there exists x′ ∈ R such that x+ q1g(x) < 1 and x+ q2g(x) < 1. This
contradicts (4. 31). The conclusion is that, in general, DF * DN and DP * DN .
Remark 4.12 For the problem introduced in Example 4.8, let us notice that (Af ),
(Ag) and (ACQ) are fulfilled. By Theorem 4.18 we have DL = DF = DP , and,
so, d = (1, 0)T neither belongs to DF , nor to DP . But we have shown that
d = (1, 0)T ∈ DN . We conclude that DN * DF and DN * DP .
The last results allow us to extend the relation (4. 21) by introducing the set
DN . We get, for every α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF ( DP
DL (
DP
DN
. (4. 32)
If (Af ), (Ag) and (ACQ) are fulfilled, then from (4. 28) and Proposition 4.5 the
inclusions in (4. 32) becomes, for every α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL = DL = DF = DP ( DN . (4. 33)
We remind that, if (Af ), (Ag) and (ACQ) are fulfilled, then the maximal elements
sets of the first six duals are equal (cf. (4. 29)). The following example shows that,
even if the three assumptions are fulfilled, between vmaxDN and vmaxDP does
not exist any relation of inclusion.
Example 4.10 For m = 2, n = 2, k = 1, K = R, let be f1, f2 : R2 → R, g : R2 → R,
defined by
f1(x1, x2) =
{
x1 if x ∈ X,
+∞, otherwise, , f2(x1, x2) =
{
x2 if x ∈ X,
+∞, otherwise,
X =
{
x = (x1, x2)T ∈ R2 : x1, x2 ≥ 0 such that x2 > 0, if x1 ∈ [0, 1)
}
,
and
g(x1, x2) = 0.
We notice that (Af ), (Ag) and (ACQ) are fulfilled.
For q1 = q2 = 0 ∈ K∗ = {0} and d = (1, 0)T it does not exist x = (x1, x2)T ∈ X
such that (1, 0)T 	 (x1, x2)T . This means that (0, 0, d) ∈ BN and d ∈ DN .
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Let us assume now that there exist q¯1, q¯2 ∈ K∗ and d¯ ∈ R2 such that (q¯1, q¯2, d¯)
∈ BN and d¯ 	 d = (1, 0). We have then q¯1 = q¯2 = 0 and for x¯ = (1, 0)T ∈ X it
holds
(f1(x¯) + q¯1g(x¯), f2(x¯) + q¯2g(x¯))T = (x¯1, x¯2)T = (1, 0)T = d  d¯.
It follows that (q¯1, q¯2, d¯) /∈ BN , which means that d = (1, 0)T ∈ vmaxDN .
Let us assume now that d ∈ DP = DL. Then there exists λ¯ = (λ¯1, λ¯2)T ∈
int(R2+) such that
λ¯1 = λ¯1d1 + λ¯2d2 ≤ inf
x∈A
[
λ¯1f1(x) + λ¯2f2(x)
]
= inf
x∈X
(
λ¯1x1 + λ¯2x2
)
.
Otherwise, for n ∈ N∗, ( 1n , 1n )T ∈ X, it holds
λ¯1 ≤ λ¯1 1
n
+ λ¯2
1
n
, ∀n ∈ N∗.
If n→ +∞, then we must have λ¯1 ≤ 0 and this is a contradiction. From here, d =
(1, 0)T /∈ DP and, obviously, d = (1, 0)T /∈ vmaxDP . In conclusion, vmaxDN *
vmaxDP .
On the other hand, for λ1 = λ2 = 1 and d˜ = (0, 0)T , we have d˜ = (0, 0)T ∈ DP
and, moreover, d˜ = (0, 0)T ∈ vmaxDP .
By Proposition 4.5, d˜ = (0, 0)T ∈ DP ⊆ DN and, because d = (1, 0)T ∈ DN , it
follows d˜ = (0, 0)T /∈ vmaxDN . So, vmaxDP * vmaxDN .
Remark 4.13 In Proposition 5 in [55], Nakayama gave some necessary conditions
to have
vminP = vmaxDL = vmaxDN , (4. 34)
where vminP represents the set of the Pareto-efficient solutions of the problem (P ).
In order to have (4. 34), this proposition claims that (Af ), (Ag) and (ACQ)
must be fulfilled, the problem (P ) must have at least one Pareto-efficient solution,
all these Pareto-efficient solutions must be properly efficient and the set
G =
{
(z, y) ∈ Rm × Rk : ∃x ∈ X, s.t. y =
Rm+
f(x), z=
K
g(x)
}
must be closed.
4.8 Wolfe multiobjective duality
The next vector dual problem we treat in this chapter is the Wolfe multiobjective
dual also well-known in the literature. First it was introduced in the differentiable
case by Weir in [90]. Its formulation for the non-differentiable case can be found in
[93] and it has been inspired by the Wolfe scalar dual problem for non-differentiable
optimization problems (cf. [67], [94]).
The Wolfe multiobjective dual problem has the following formulation
(DW ) v-max
(x,q,λ)∈BW
hW (x, q, λ),
with
hW (x, q, λ) =
 h
W
1 (x, q, λ)
...
hWm (x, q, λ)
 ,
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hWj (x, q, λ) = fj(x) + q
T g(x), j = 1, ...,m,
the dual variables
x ∈ Rn, q ∈ Rk, λ = (λ1, . . . , λm)T ∈ Rm,
and the set of constraints
BW =
{
(x, q, λ) : x ∈ Rn, λ = (λ1, . . . , λm)T ∈ int(Rm+ ),
m∑
i=1
λi = 1,
q =
K∗
0, 0 ∈ ∂
(
m∑
i=1
λifi
)
(x) + ∂(qT g)(x)
}
.
Here, for a function f : Rn → R,
∂f(x¯) =
{
x∗ ∈ Rn : f(x)− f(x¯) ≥< x∗, x− x¯ >, ∀x ∈ Rn}
represents the subdifferential of f at the point x¯ ∈ Rn.
The following two theorems represent the weak and strong duality theorems.
Their proofs can be derived from [90] and [93].
Theorem 4.21 (weak duality for (DW )) There is no x ∈ A and no element
(y, q, λ) ∈ BW fulfilling hW (y, q, λ) =
Rm+
f(x) and hW (y, q, λ) 6= f(x).
Theorem 4.22 (strong duality for (DW )) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x¯ is a properly efficient solution to (P ), then there exists q¯ =
K∗
0 and
λ¯ ∈ int(Rm+ ) such that (x¯, q¯, λ¯) ∈ BW is a properly efficient solution to the dual
(DW ) and the strong duality f(x¯) = hW (x¯, q¯, λ¯) holds.
Let us consider now DW := hW (BW ) ⊆ Rm. We study in the general case the
relations between DW and the image sets of the duals introduced so far.
Proposition 4.6 It holds DW ⊆ DL.
Proof. Let be d = (d1, ..., dm)T ∈ DW . Then there exists (x, q, λ) ∈ BW such that
d = hW (x, q, λ) = f(x) + (qT g(x), ..., qT g(x))T .
From here, it follows
m∑
i=1
λidi =
m∑
i=1
λifi(x) +
(
m∑
i=1
λi
)
qT g(x) =
m∑
i=1
λifi(x) + qT g(x). (4. 35)
On the other hand, because (x, q, λ) ∈ BW , we have
0 ∈ ∂
(
m∑
i=1
λifi
)
(x) + ∂(qT g)(x),
which implies that
m∑
i=1
λifi(x) + qT g(x) ≤ inf
u∈Rn
[
m∑
i=1
λifi(u) + qT g(u)
]
. (4. 36)
From (4. 35) and (4. 36) we obtain
m∑
i=1
λidi =
m∑
i=1
λifi(x) + qT g(x) ≤ inf
u∈Rn
[
m∑
i=1
λifi(u) + qT g(u)
]
,
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which gives us (q, λ, d) ∈ BL and d = hL(q, λ, d) ∈ hL(BL) = DL. 
Example 4.11 For m = 2, n = 1, k = 1, K = R, let be f1, f2 : R→ R, g : R→ R,
defined by f1(x) = f2(x) = x2 and g(x) = 0.
For q = 0 ∈ K∗ = {0}, λ = (1, 1)T and d = (−1,−1)T we have
λ1d1 + λ2d2 = −2 < 0 = inf
x∈R
[
x2 + x2
]
= inf
x∈R
[
λ1f1(x) + λ2f2(x) + qT g(x)
]
,
which implies that d = (−1,−1)T ∈ DL.
We will show that d = (1,−1)T /∈ DW . If this were not true, then there would
exists (x¯, q¯, λ¯) ∈ BW , with λ¯ = (λ¯1, λ¯2)T ∈ int(R2+), λ¯1 + λ¯2 = 1, q¯ ∈ K∗ = {0}
such that
d = (−1,−1)T = (f1(x¯) + q¯g(x¯), f2(x¯) + q¯g(x¯))T = (x¯2, x¯2)T .
But, this is a contradiction and, so, DW ( DL, i.e. the inclusion may be strict.
Moreover, by (4. 32), we have DP * DW and DN * DW .
Example 4.12 For m = 2, n = 1, k = 1, K = R, let be f1, f2 : R→ R, g : R→ R,
defined by f1(x) = f2(x) = 0 and g(x) = 0.
For p = (0, 0), q = 0 ∈ K∗ = {0}, λ = ( 12 , 12)T , t = (1,−1)T , it holds
d = (1,−1)T ∈ D1. On the other hand, d = (1,−1)T /∈ DW . So, D1 ∩ Rm * DW ,
whence, Dα ∩ Rm * DW , α ∈ F , DFL * DW and DF * DW .
Example 4.13 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R→ R, g : R→ R,
defined by f1(x) = x2 − 1, f2(x) = 1− x2 and g(x) = 0.
For x = 0, q = 0 and λ = ( 12 ,
1
2 )
T , it holds (x, q, λ) ∈ BW and d = (−1, 1)T =
(f1(0), f2(0))T ∈ DW .
Let us show that d /∈ DF . If this were not true, then there would exist p¯ =
(p¯1, p¯2), λ¯ = (λ¯1, λ¯2)T ∈ int(R2+) such that (p¯, λ¯, d) ∈ BF , i.e.
−λ¯1 + λ¯2 ≤ −λ¯1f∗1 (p¯1)− λ¯2f∗2 (p¯2) + inf
x∈R
(
λ¯1p¯1 + λ¯2p¯2
)
x. (4. 37)
But, f∗2 (p¯2) = sup
x∈R
{p¯2x + x2 − 1} = +∞, and this contradicts the inequality in
(4. 37). In conclusion, DW * DF , and, so, DW * DFL, DW * Dα ∩ Rm, α ∈ F ,
and DW * D1 ∩ Rm (cf. (4. 32)).
By (4. 32), Proposition 4.6 and Examples 4.11-4.13, we obtain in the general
case the following scheme, for every α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF ( DP
DL (
DP
DN
DW ( DL (
DP
DN
. (4. 38)
For the last part of this section, let us assume that (Af ), (Ag) and (ACQ) are
fulfilled.
Proposition 4.7 If (Af ), (Ag) and (ACQ) are fulfilled, then it holds DW ⊆ D1 ∩
Rm.
Proof. Let be d = (d1, ..., dm)T ∈ DW . Then there exists (x, q, λ) ∈ BW such that
d = hW (x, q, λ). Because
0 ∈ ∂
(
m∑
i=1
λifi
)
(x) + ∂(qT g)(x) =
m∑
i=1
λi∂fi(x) + ∂(qT g)(x),
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it follows that there exist pi ∈ Rn, i = 1, ...,m, such that pi ∈ ∂fi(x), i = 1, ...,m,
and −
m∑
i=1
λipi ∈ ∂(qT g)(x). As a consequence it follows (cf. [19])
f∗i (pi) + fi(x) = p
T
i x, i = 1, ...,m, (4. 39)
and
(qT g)∗
(
−
m∑
i=1
λipi
)
+ qT g(x) =
(
−
m∑
i=1
λipi
)T
x. (4. 40)
Defining, for j = 1, ...,m,
tj := pTj x+
(
−
m∑
i=1
λipi
)T
x ∈ R,
then
m∑
i=1
λiti = 0 and this means that (p, q, λ, t) ∈ B1, for p = (p1, ..., pm). On the
other hand, from (4. 39) and (4. 40) we have, for j = 1, ...,m,
h1j (p, q, λ, t) = −f∗j (pj)− (qT g)∗
− 1m∑
i=1
λi
m∑
i=1
λipi
+ tj
= −f∗j (pj)− (qT g)∗
(
−
m∑
i=1
λipi
)
+ tj
= fj(x)− pTj x+ qT g(x)−
(
−
m∑
i=1
λipi
)T
x+ tj
= fj(x) + qT g(x) = dj .
In conclusion, d = h1(p, q, λ, t) ∈ h1(B1) = D1. 
Remark 4.14 For the problem described in Example 4.12 the assumptions (Af ),
(Ag) and (ACQ) are fulfilled and d = (1,−1)T ∈ D1 ∩R2, but d /∈ DW . This means
that even in this case the inclusion DW ⊆ D1 ∩ Rm may be strict.
So, if (Af ), (Ag) and (ACQ) are fulfilled, then (4. 38) becomes, for every α ∈ F ,
DW ( D1 ∩ Rm ( Dα ∩ Rm ( DFL = DF = DL = DP ( DN . (4. 41)
Let us recall that in this situation we have, by (4. 29), the following equality, for
every α ∈ F ,
vmaxD1 = vmaxDα = vmaxDFL = vmaxDF = vmaxDL = vmaxDP .
The next example shows that, even in this case, the sets vmaxDW and vmaxDP
are in general not equal.
Example 4.14 For m = 2, n = 1, k = 1, K = R, let be f1, f2 : R→ R, g : R→ R,
defined by
f1(x) = f2(x) =
{
x2, if x ∈ (0,+∞),
+∞, otherwise, and g(x) = 0.
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It is obvious that (Af ), (Ag) and (ACQ) are fulfilled. For λ = (1, 1)T and d = (0, 0)T ,
we have (λ, d) ∈ BP and d ∈ DP . Moreover, d ∈ vmaxDP .
We will show now that d = (0, 0)T /∈ DW . If this were not true, then there would
exist (x¯, q¯, λ¯) ∈ BW , with λ¯ = (λ¯1, λ¯2)T ∈ int(R2+), λ¯1 + λ¯2 = 1, q¯ ∈ K∗ = {0} such
that
d = (0, 0)T = (f1(x¯) + q¯g(x¯), f2(x¯) + q¯g(x¯))T = (f1(x¯), f2(x¯))T .
But f1(x) = f2(x) > 0,∀x ∈ R, and this leads to a contradiction. From here we
obtain that d = (0, 0)T /∈ DW and, obviously, d = (0, 0)T /∈ vmaxDW .
4.9 Weir-Mond multiobjective duality
The last section of this work is devoted to the study of the so-called Weir-Mond
dual optimization problem. It has the following formulation (cf. [90], [92])
(DWM ) v-max
(x,q,λ)∈BWM
hWM (x, q, λ),
with
hWM (x, q, λ) =
 h
WM
1 (x, q, λ)
...
hWMm (x, q, λ)
 ,
hWMj (x, q, λ) = fj(x), j = 1, ...,m,
the dual variables
x ∈ Rn, q ∈ Rk, λ = (λ1, . . . , λm)T ∈ Rm,
and the set of constraints
BWM =
{
(x, q, λ) : x ∈ Rn, λ = (λ1, . . . , λm)T ∈ int(Rm+ ),
m∑
i=1
λi = 1, q =
K∗
0,
qT g(x) ≥ 0, 0 ∈ ∂
(
m∑
i=1
λifi
)
(x) + ∂(qT g)(x)
}
.
The following theorems state the existence of weak and strong duality (cf. [90],
[92]).
Theorem 4.23 (weak duality for (DWM )) There is no x ∈ A and no element
(y, q, λ) ∈ BWM fulfilling hWM (y, q, λ) =
Rm+
f(x) and hWM (y, q, λ) 6= f(x).
Theorem 4.24 (strong duality for (DWM )) Assume that (Af ), (Ag) and (ACQ)
are fulfilled. If x¯ is a properly efficient solution to (P ), then there exists q¯ =
K∗
0 and
λ¯ ∈ int(Rm+ ) such that (x¯, q¯, λ¯) ∈ BWM is a properly efficient solution to the dual
(DWM ) and the strong duality f(x¯) = hWM (x¯, q¯, λ¯) holds.
Let be DWM := hWM (BWM ) ⊆ Rm. We are now interested in relating the image
set DWM to the image sets which appear in the relation (4. 38).
Proposition 4.8 It holds DWM ⊆ DL.
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Proof. Let be d = (d1, ..., dm)T ∈ DWM . Then there exists (x, q, λ) ∈ BWM such
that d = hWM (x, q, λ) = f(x). Because
0 ∈ ∂
(
m∑
i=1
λifi
)
(x) + ∂(qT g)(x),
we have
m∑
i=1
λifi(x) + qT g(x) ≤ inf
u∈Rn
[
m∑
i=1
λifi(u) + qT g(u)
]
.
On the other hand,
m∑
i=1
λidi =
m∑
i=1
λifi(x) ≤
m∑
i=1
λifi(x) + qT g(x),
which implies
m∑
i=1
λidi ≤ inf
u∈Rn
[
m∑
i=1
λifi(u) + qT g(u)
]
.
So, (q, λ, d) ∈ BL and d = hL(q, λ, d) ∈ hL(BL) = DL. 
Remark 4.15 For the problem considered in Example 4.11 we have that d =
(−1,−1)T ∈ DL and d /∈ DW . In a similar way it can be shown that d = (1,−1)T /∈
DWM . This means that the inclusion DWM ⊆ DL may be strict. From here it
follows that DP * DWM and DN * DWM (cf. (4. 32)).
Remark 4.16 Let us consider now the problem in Example 4.12. It holds d =
(1,−1)T ∈ D1. But one can verify that d = (1,−1)T /∈ DWM , which implies that
D1 ∩ Rm * DWM and, from here, Dα ∩ Rm * DWM , α ∈ F , DFL * DWM ,
DF * DWM and DP * DWM .
Remark 4.17 For the problem in Example 4.13, we have d = (−1, 1)T /∈ DF and,
obviously, d = (−1, 1)T ∈ DWM . So, it holds DWM * DF and, as a consequence,
DWM * DFL, DWM * Dα ∩ Rm, α ∈ F , and DWM * D1 ∩ Rm.
Next we construct two other examples which show that between DW and DWM
also does not exist any relation of inclusion.
Example 4.15 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R→ R, g : R→ R,
defined by f1(x) = f2(x) = 0 and g(x) = x2 − 1.
For x = 0, q = 1 and λ =
(
1
2 ,
1
2
)T , it holds (x, q, λ) ∈ BW and
d = (−1,−1)T = (f1(0) + qg1(0), f2(0) + qg2(0))T ∈ DW .
On the other hand, d /∈ DWM , which means that DW * DWM .
Example 4.16 For m = 2, n = 1, k = 1, K = R+, let be f1, f2 : R→ R, g : R→ R,
defined by f1(x) = x, f2(x) = x and g(x) = −x+ 1.
For x = 12 , q = 1 and λ = (
1
2 ,
1
2 )
T , it holds qg
(
1
2
)
= 12 ≥ 0 and
inf
x∈R
[λ1f1(x) + λ2f2(x) + qg(x)] = 1,
which means that (x, q, λ) ∈ BWM and d =
(
1
2 ,
1
2
)T = (f1( 12 ), f2( 12 ))T ∈ DWM .
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Let us prove that d /∈ DW . If this were not true, then there would exist (x¯, q¯, λ¯) ∈
BW such that
d =
(
1
2
,
1
2
)T
= (f1(x¯) + q¯g(x¯), f2(x¯) + q¯g(x¯))T = (x¯+ q¯(−x¯+ 1), x¯+ q¯(−x¯+ 1))T .
(4. 42)
Because (x¯, q¯, λ¯) ∈ BW , we have
inf
x∈R
[λ¯1f1(x) + λ¯2f2(x) + q¯g(x)] = λ¯1f1(x¯) + λ¯2f2(x¯) + q¯g(x¯),
or, equivalently,
inf
x∈R
[x+ q¯(−x+ 1)] = x¯+ q¯(−x¯+ 1).
This is true just if q¯ = 1. But, in this case, (4. 42) leads us to a contradiction.
In conclusion, DWM * DW .
In the general case we get the following scheme, for every α ∈ F ,
D1 ∩ Rm ( Dα ∩ Rm ( DFL (
DF ( DP
DL (
DP
DN
DW ( DL (
DP
DN
DWM ( DL (
DP
DN
. (4. 43)
Let us try now to find out how is this scheme changing under the fulfilment of the
assumptions (Af ), (Ag) and (ACQ). From (4. 41) we have, for every α ∈ F ,
DW ( D1 ∩ Rm ( Dα ∩ Rm ( DFL = DF = DL = DP ( DN .
Remark 4.18 Let us notice that for the problem formulated in Example 4.15 (Af ),
(Ag) and (ACQ) are fulfilled. But, DW * DWM , which implies D1 ∩ Rm * DWM ,
Dα ∩ Rm * DWM , α ∈ F , and DFL = DF = DL = DP * DWM .
Remark 4.19 For the problem presented in Example 4.16 we proved that d =(
1
2 ,
1
2
)T ∈ DWM . By using some calculation techniques concerning conjugate func-
tions, it can be also proved that d =
(
1
2 ,
1
2
)T
/∈ Dα, for every α ∈ F . In conclusion,
DWM * Dα ∩ Rm, α ∈ F , and, from here, DWM * D1 ∩ Rm, even if (Af ), (Ag)
and (ACQ) are fulfilled.
By the last two remarks, using (4. 41), if (Af ), (Ag) and (ACQ) are fulfilled, we
get the following scheme, for every α ∈ F ,
DW ( D1 ∩ Rm ( Dα ∩ Rm ( DFL = DF = DL = DP ( DN ,
and
DWM ( DFL = DF = DL = DP ( DN ,
and no other relation of inclusion holds between these sets.
Remark 4.20 For the problem in Example 4.14 we have d = (0, 0)T ∈ vmaxDP ,
but d /∈ vmaxDW and d /∈ vmaxDWM . This means that vmaxDP * vmaxDW
and vmaxDP * vmaxDWM and we notice that, even if (Af ), (Ag) and (ACQ) are
fulfilled, these sets may be different.
Remark 4.21 The question concerning finding some necessary or sufficient condi-
tions for which the sets vmaxDP , vmaxDW and vmaxDWM coincide is still open.
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1. The central point of this work is represented by the study of the duality for a
convex multiobjective optimization problem of the form
(P ) v-min
x∈A
f(x),
A =
{
x ∈ Rn : g(x) = (g1(x), . . . , gk(x))T 5
K
0
}
,
where f(x) = (f1(x), . . . , fm(x))T , fi : Rn → R, i = 1, ...,m, are proper
functions, gj : Rn → R, j = 1, ..., k, and K ⊆ Rk is assumed to be a convex
closed cone which defines a partial ordering on Rk. To (P ) is associated the
following scalarized optimization problem
(Pλ) inf
x∈A
m∑
i=1
λifi(x),
for λ = (λ1, ..., λm)T ∈ int(Rm+ ). A scalar dual to it is constructed and the
optimality conditions are derived. The structure of the scalar dual suggests
the form of the multiobjective dual (D) to (P ). Weak, strong and converse
duality between (P ) and (D) are proved (see also Wanka and Bot¸ [85]).
2. To study the duality for the scalarized problem (Pλ) the conjugacy approach
is used. A deeper look in the usage of this approach in developing duality
theories for scalar optimization problems is taken. To the problem
(P s) inf
x∈G
f(x),
G =
{
x ∈ X : g(x) = (g1(x), . . . , gk(x))T 5
K
0
}
,
where X ⊆ Rn is a non-empty set, K ⊆ Rk a is non-empty closed convex
cone with int(K) 6= ∅, f : Rn → R and g : Rn → Rk, three different dual
problems are constructed, namely, the well-known Lagrange and Fenchel duals
(denoted by (DsL) and (D
s
F ), respectively) and a ”combination” of the above
two, called the Fenchel-Lagrange dual (denoted by (DsFL)). The ordering
relations between the optimal objective values of the duals are verified and it
is proved that, under convexity assumptions on the sets and functions involved
and some regularity conditions, they become equal. Moreover, it is shown that
these assumptions guarantee the existence of strong duality between (DsL),
(DsF ), (D
s
FL) and (P
s). By means of strong duality the optimality conditions
for each of these problems are established.
3. Concerning the three duals, it is also mentioned how is possible to weaken
the convexity and regularity assumptions in a way that the optimal objective
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values of (DsL), (D
s
F ) and (D
s
FL) remain equal and the strong duality results
still hold. This offers the possibility to include in the above considerations
optimization problems (P s) for which the ordering cone K does not need to
have a non-empty interior. On the other hand, instead of the convexity of
the sets and functions involved it is enough to consider the weaker concept of
nearly convexity (cf. [1], [31]).
4. As another application of the conjugacy approach, the duality for an opti-
mization problem with the objective function being a composite of a convex
and componentwise increasing function with a convex vector function
(P c) inf
x∈X
f(g(x)) = f(g1(x), . . . , gm(x)),
where (X, ‖ · ‖) is a normed space, f : Rm → R and g : X → Rm, g(x) =
(g1(x), . . . , gm(x))T , is studied. By using some appropriate perturbations a
dual problem to (P c) is constructed. The existence of strong duality is proved
and the optimality conditions are derived. For the single facility location
problem in which the existing facilities are represented by sets of points (see
also [57]) a dual problem and the optimality conditions are introduced. The
duality for the classical Weber problem and minmax problem with demand
sets is also studied as particular instances of (P c).
5. The insights concerning duality for the general multiobjective optimization
problem (P ) give the possibility to deal with the duality for some particular
cases of it. Considering the problem with a convex objective vector function
and linear inequality constraints, some former duality results are (cf. Wanka
and Bot¸ [83], [84]) rediscovered. On the other hand, a multiobjective dual for
the vector problem with a convex objective function and positive semidefinite
constraints is proposed.
6. After the same scheme, as in the case of the problem (P ), a duality approach
is presented for the multiobjective fractional programming problem
(Pr) v-min
x∈Ar
(
f21 (x)
g1(x)
, . . . ,
f2m(x)
gm(x)
)T
,
Ar =
x ∈ Rn : Cx 5Rl+ b
 .
Here, the functions fi and gi, i = 1, ...,m, mapping from Rn into R, are
assumed to be convex and concave, respectively, such that for all x ∈ Ar and
i = 1, . . . ,m, fi(x) ≥ 0 and gi(x) > 0 hold. For λ = (λ1, ..., λm)T ∈ int(Rm+ ),
the scalarized problem
(Pλr ) inf
x∈Ar
m∑
i=1
λi
f2i (x)
gi(x)
is associated to (Pr) and, by the use of the conjugacy approach, a dual to
(Pλr ) is found. This leads to the formulation of a multiobjective dual (Dr)
to (Pr). Weak and strong duality between (Pr) and (Dr) is proved (see also
Wanka and Bot¸ [10]).
7. In addition to (D), for the primal problem (P ) with cone inequality con-
straints, other six multiobjective duals are introduced. Their construction
bases on the structure of the Lagrange, Fenchel and Fenchel-Lagrange scalar
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duals. Among the six duals one can recognize a generalization of (D) and,
on the other hand, the dual introduced by Jahn in [40] and [41], here in the
finite dimensional case.
8. In order to relate these duals to each other, some inclusion relations between
the image sets of the vector objective functions on their corresponding admis-
sible sets are verified. It is shown by some counter-examples that these sets
are not always equal. The same analysis is done for the maximal elements
sets of the image sets. Some necessary conditions for which these sets become
identical are given.
9. The investigations referring to the six duals of (P ) are completed by compar-
ing them to some other duals mentioned in the literature. A general scheme
containing the relations between all these duals is derived. This scheme in-
cludes the duality concepts of Nakayama (cf. [54], [55]), Wolfe (cf. [90],
[93]) and Weir and Mond (cf. [90], [92]).
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Index of notation
N the set of natural numbers
Q the set of rational numbers
R the set of real numbers
R the extended set of real numbers
Rk×k the set of k × k matrices with real entries
Rm+ the non-negative orthant of Rm
Sk the set of symmetric k × k matrices
Sk+ the cone of symmetric positive semidefinite k × k matrices
K∗ the dual cone of the cone K
int(X) the interior of the set X
ri(X) the relative interior of the set X
cl(X) the closure of the set X
aff(X) the affine hull of the set X
dom(f) the domain of the function f
epi(f) the epigraph of the function f
epi(f ;D) the epigraph of the function f on the set D
epiC(g;E) the epigraph of the function g on the set E with respect
to the cone C
f∗ the conjugate of the function f
∂f the subdifferential of the function f
χG the indicator function of the set G
=
K
the partial ordering induced by the cone K
=
K∗
the partial ordering induced by the dual cone K∗
=
Rm+
the partial ordering induced by the non-negative orthant Rm+
=
Sk+
the partial ordering induced by the cone Sk+
〈·, ·〉 the bilinear pairing between a topological vector space and
its topological dual
Tr(A) the trace of the matrix A ∈ Rk×k
Φ0 the dual norm of the norm Φ
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112 INDEX OF NOTATION
v −min the notation for a multiobjective optimization problem
in the sense of minimum
v −max the notation for a multiobjective optimization problem
in the sense of maximum
inf(P s) the optimal objective value of the scalar minimum
optimization problem (P s)
sup(Ds) the optimal objective value of the scalar maximum
optimization problem (Ds)
max(Ds) the notation for the optimal objective value sup(Ds)
when this is attained
vminA the set of the minimal elements of the set A ⊆ Rm
relative to the ordering cone Rm+
vmaxA the set of the maximal elements of the set A ⊆ Rm
relative to the ordering cone Rm+
A ( B the set A is included in the set B but the inclusion
may be strict
A * B the set A is not included in the set B
x 	 y the notation for x =
Rm+
y, but x 6= y, x, y ∈ Rm
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