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ABSTRACT
Forbidden substructure theorems have proved to be among of the most versatile tools in bounding the complexity of geometric objects and the running time of geometric algorithms. To apply them one typically transcribes an algorithm execution or geometric object as a sequence over some alphabet or a 0-1 matrix, proves that this object avoids some subsequence or submatrix σ, then uses an off the shelf bound on the maximum size of such a σ-free object. As a historical trend, expanding our library of forbidden substructure theorems has led to better bounds and simpler analyses of the complexity of geometric objects.
We establish new and tight bounds on the maximum length of generalized Davenport-Schinzel sequences, which are those whose subsequences are not isomorphic to some fixed sequence σ. (The standard Davenport-Schinzel sequences restrict σ to be of the form abab · · · .) 1 . We prove that N -shaped forbidden subsequences (of the form abc · · · xyzyx · · · cbabc · · · xyz) have a linear extremal function. Our proof dramatically improves an earlier one of Klazar and Valtr in the leading constants and overall simplicity. This result tightens the (astronomical) leading constants in Valtr's O(n log n) bound on geometric graphs without k = O(1) mutually crossing edges.
INTRODUCTION
A generalized Davenport-Schinzel sequence over an n-letter alphabet is one whose subsequences are not isomorphic to some fixed forbidden subsequence σ. Let Ex(σ, n) be the extremal function for σ, i.e., the maximum length of such a σ-free sequence. When is Ex(σ, n) linear or nonlinear? and what characteristics of σ let us determine its asymptotic growth? These questions have been answered with startling precision [21] when σ is an alternating sequence ababab · · · with length t + 2, also called the order-t Davenport-Schinzel sequence. These forbidden subsequences have found numerous geometric applications [2, 33, 5] , largely because they relate to the complexity of the lower envelope of curves without t + 1 pairwise crossings, e.g., degree-t polynomials. What can be said about forbidden subsequences σ with more evolved structure? It is known [15, 21] that Ex(σ, n) is bounded from above by n · 2 poly(α(n)) , where the polynomial depends on σ. However, tight asymptotic bounds on Ex(σ, n) are only known when σ fits into a couple wellstructured classes. Before discussing prior work on generalized Davenport-Schinzel sequences and our contributions we briefly review some standard notation for sequences and 0-1 matrices.
Definitions and Notation
The length of a sequence is denoted |σ|. If σ = (σi) 0≤i<|σ| is a sequence let Σ(σ) = {σi}i be its alphabet and σ = |Σ(σ)| be the alphabet size. Two equal length sequences σ, σ are isomorphic, written σ ∼ σ , if there is a bijection f : Σ(σ) → Σ(σ ) for which f (σi) = σ i . We say σ is a subsequence of σ , written σ≺ σ , if there is a strictly increasing function f : [|σ|] → [|σ |] for which σi = σ f (i) , for 0 ≤ i < |σ|. Here [k] = {0, 1, . . . , k − 1}. We write σ ≺ σ if σ is isomorphic to a subsequence of σ , that is, σ ∼ σ ≺ σ for some σ . The phrase σ appears in (or occurs in) σ means either σ ≺ σ or σ≺ σ , which one should be clear from context. A sequence σ (or class of sequences) is σ-free if σ ⊀ σ . A sequence σ is k-sparse if σi = σj implies |i − j| ≥ k. A block is a sequence of distinct symbols. If σ is understood to be partitioned into a sequence of blocks, σ is the number of blocks. Absent any knowledge of σ, the predicate σ = m asserts that there is some way to partition σ into at most m blocks. Let dbl(σ) be obtained from σ by doubling each letter save the first and last, e.g., dbl(abab) = abbaab. There are two variants for the extremal function of σ-free sequences, one that specifies the number of blocks (without a sparseness criterion) and another that demands that the sequence be σ -sparse. Either criterion ensures that the function is well defined and finite.
Ex(σ, n, m) = max{|S| | σ ⊀ S, S = n, and S = m}
and S is σ -sparse}
We say a sequence σ is linear or nonlinear depending on whether Ex(σ, n) is linear or nonlinear in n. It is minimally nonlinear if no strict subsequence of σ is nonlinear.
The terminology for forbidden subsequences can be translated to forbidden 0-1 matrices. Let S ∈ {0, 1} n×m and P ∈ {0, 1} k×l be two matrices. We say P is contained in S, or P ≺ S, if there are two strictly increasing functions
e., a 0 in P matches either 0 or 1. The two functions f, g define a submatrix of S. If P is not contained in S then S if P -free. Let P , P , P , P , P , P , P denote the horizontal, vertical, and diagonal reflections of P , and the right rotations by one, two, and three quarters, respectively. Let |S| be the number of 1s in S, also called its weight. Define Ex(P, n, m) = max{|S| | S ∈ {0, 1} n×m and P ⊀ S}. Following a common convention, we write 0-1 matrices using bullets for 1s and blanks for 0s.
There is now a large body of work devoted to forbidden 0-1 matrices; see [4, 6, 7, 9, 10, 11, 12, 14, 18, 20, 22, 23, 25, 26, 27, 28, 30, 32] . Some of our results require precise bounds on U1-free and U2-free matrices. These and other matrices referenced in the paper are defined in Figure 1 . Ex(U1, n, m) < 2n + 2m and Ex(U2, n, m) = Ex(V2, n, m) < 5n + m. Figure 1 : Several 0-1 matrices. By convention 1s and 0s are represented by bullets and blanks.
Linearity and Nonlinearity in Generalized Davenport-Schinzel Sequences
When σ ∈ {a, b} * is over a 2-letter alphabet we now understand the extremal function Ex(σ, n) almost perfectly. It is known that Ex(ababa, n) = Θ(nα(n)) [13, 21] and that Ex(dbl(abab), n) = O(n) [1, 17, 16] , which implies that ababa is the only minimally nonlinear sequence over two letters. Agarwal, Sharir, and Shor [3] proved tight bounds on Ex(ababab, n) = Θ(n2 α(n) ), and, very recently, Nivasch [21] proved essentially tight bounds on even-order DavenportSchinzel sequences and nearly tight bounds on odd-order sequences:
Pettie [27] showed that doubling an alternating sequence generally does not influence it's extremal function. In particular, the upper bounds in (2, 3, 4) continue to hold for dbl(ababab), dbl((ab) t+2 ), and dbl((ab) t+2 a). However, for dbl(ababa) the best known upper bound on Ex(dbl(ababa), n) is O(nα 2 (n)). What can we say about forbidden subsequences over larger alphabets? Klazar and Valtr [17] showed that N -shaped sequences of the form dbl(a1 · · · a k−1 a k a k−1 · · · a2a1a2 · · · a k ) are linear and that embedding one linear sequence in another results in a linear sequence. Specifically, if u = u1aau2 and v are both linear and Σ(u) ∩ Σ(v) = ∅ then u1avau2 is also linear. Using results on forbidden double permutation matrices [18, 12] , Pettie [26] showed that σ = π1dbl(π2) is linear for any two permutations π1, π2 of Σ(σ), e.g., σ = abcdeaddcceeb is such a sequence. Prior to the present work, all sequences known to be linear could be derived (via embeddings) from N -shaped sequences and double-permutation sequences.
Nivasch's nonlinear bounds on standard Davenport-Schinzel sequences are actually corollaries of a more general forbidden substructure theorem. Let Perm(r, s) be the set of all sequences of the form π1 · · · πs, where each πi is a permutation over r letters, e.g., [abcd] [acbd][dcab] ∈ Perm(4, 3). A sequence is Perm(r, s)-free if it avoids every σ ∈ Perm(r, s). It is shown [21, 15] that Ex(Perm(r, s), n, m) is:
This theorem gives a general upper bound on Ex(σ, n) since any σ-free sequence is necessarily Perm( σ , |σ|− σ + 1)-free; see [21, Lemma 1.4] . Note that the upper bounds in (1-4) are special cases of (5).
New Results
One implication of [1, 17] is that any sequence σ ∈ {a, b, c} * avoiding ababa, abcacbc, abcbcac or their reversals must be linear.
1 In Section 2 we show that abcbcac is linear and that Ex(abcacbc, n) = O(nα(n)). Together with a matching lower bound on abcacbc-free sequences [27] it follows that a repetition-free sequence over three letters is linear if and only if it avoids ababa, abcacbc or its reversal. Thus, we have a nearly perfect understanding of linear forbidden subsequences over both two-and three-letter alphabets.
In Section 3 we show that the maximum length of a sequence avoiding ababab and any M -shaped sequence (of the form ab · · · yzzy · · · baab · · · yzzy · · · ba) has length O(nα(n)), which, as a special case, implies that {ababab, dbl(ababa)}-free sequences have length O(nα(n)). As an application of this theorem we show that the complexity of the union of n δ-fat triangles is O(n log * nα(n)), which slightly improves a bound of O(n log * n2 α(n) ) by Ezra, Aronov, and Sharir [8] . Specifically, we prove that the complexity of the union of n nearly-isosceles right triangles, all of which intersect the x-axis, have complexity O(nα(n)). In the conclusion of [8] Ezra et al. claim that the 2 α(n) factor can be eliminated altogether using a different approach, that is, they do not prove an O(n) bound on the type of arrangements we consider. It is an open problem whether O(nα(n)) is tight for nearly-isosceles right triangles on the x-axis.
In Section 4 we introduce a new composition operation on forbidden 0-1 matrices called grafting and prove a lemma on the extremal functions of 0-1 matrices formed by multiple grafting operations. Among other corollaries, the grafting lemma implies that all N -shaped forbidden subsequences are linear. The leading constants in our linear bound are significantly smaller than [17] . They are both exponential in the alphabet size of the N -shaped sequence, with base of 5 in our case and about 1440 in [17] . These bounds immediately yield tighter O(n log n) bounds on the maximum number of edges in a geometric graph (and graphs whose edges are x-monotone curves) with no k mutually crossing edges; see Valtr [31] .
FORBIDDEN SEQUENCES OVER THREE LETTERS
We obtain a nearly complete characterization of linear forbidden sequences over three letters. Theorem 2.1 is a conse-1 A case analysis shows that these are the minimal sequences not contained in dbl(abcbabc) and dbl(abcbca), which are linear [1, 17] . quence of prior work [13, 17, 1, 27] and Theorems 2.3, 2.4, and 2.5.
Theorem 2.1. Let σ ∈ {a, b, c} * be a sequence on three letters.
1. The sequences ababa and abcacbc are minimally nonlinear and the only 2-sparse minimally nonlinear sequences over three letters.
2. Ex(σ, n) is Ω(nα(n)) if σ contains ababa or abcacbc and is Θ(nα(n)) if σ ∈ {ababa, abcacbc}.
3. If σ avoids ababa, abcacbc, and the three sequences obtained from abcbcac by doubling one of the underlined symbols, then Ex(σ, n) = O(n).
The Ω(nα(n)) lower bounds can be found in [13, 27] . We prove that Ex(abcacbc, n) = O(nα(n)), that abcbcac is linear, and, in fact, that abcbbccac is linear as well. Many of our proofs transform sequences into 0-1 matrices, usually in canonical form.
be an m-block sequence over an n-symbol alphabet. The canonical matrix of S, denoted A = A(S), is an n × m 0-1 matrix obtained by ordering Σ(S) according to the first appearance in S, then letting A(i, j) = 1 if and only if the ith symbol appears in sj.
Theorem 2.3. Ex(abcbcac, n) < 42n and Ex(U3, n, m) < 7n + 5m.
Proof. Let S be an abcbcac-free sequence with length Ex(abcbcac, n). Greedily partition S = s1s2 · · · sm into maximal bcbcac-free sequences (si), i.e., s1 is the longest bcbcacfree prefix of S, s2 is the longest bcbcac-free prefix of the remaining sequence, and so on. Since each si contains the first occurrence of some symbol, namely the 'a' in bcbcac, m < n. Let S = Σ(s1)Σ(s2) · · · Σ(sm) (i.e., replace each si by its alphabet Σ(si), listed according to its order in si) and let A = A(S ) be the n × m canonical matrix for S . Since si ≤ Ex(bcbcac, si ) ≤ 3.5 si , |S| ≤ 3.5|S |.
2
If A contains U3 this implies that S contains an ordered subsequence isomorphic to 42313, and, since A is canonical, that S contains 1232313 ∼ abcbcac. We will show that |A| ≤ Ex(U3, n, m) < 7n + 5m, and therefore that Ex(abcbcac, n) ≤ 3.5 · Ex(U3, n, n) = 42n.
The remainder of the proof is structured as follows. Given A, we construct a set Q of overlapping boxes (contiguous submatrices) then convert Q into a set R of disjoint boxes with several properties: (i) after removing 3n 1s, no row or column has a non-zero intersection with more than one box in R, (ii) each matrix in R is U1-free, and (iii) the number of 1s not contained in any box is less than 2n + 3m. By Theorem 1.1 the total number of 1s is 7n + 5m.
To construct the set Q we examine each 1 in increasing order by column then increasing order by row. Let (i, j)
2 To see this, observe that any 3-sparse bcbcac-free sequence is also bcbcc-free as well; its 3-sparseness guarantees that there must be some a distinct from b and c located between the last two cs. We remove the last occurrence of each symbol in the sequence, then remove up to n/2 repetitions to restore 2-sparseness. The 3-sparseness of the original sequence guarantees that n/2 suffices. Thus, the length of the original sequence is at most 3n/2 + Ex(bcbc, n) < 3.5n.
be the current 1 and let Q be the set of boxes obtained so far. If (i, j) is the first 1 in its column, skip to the next 1. If (i, j) already lies in a box in Q then skip to the next 1. Otherwise let (i , j ) ∈ A be the 1 in A maximizing i such that j < j and i > i; if there is no such 1 then skip to the next 1. Include in Q the box (i, i ) × (j, ∞). (Here (x, y) = {x + 1, . . . , y − 1}, [x, y) = {x, . . . , y − 1}, etc.) Let Q = {Q1, Q2, . . .} be the set of boxes in the order they were included in Q. Let the set of boxes R = {R1, R2, . . .} be such that
Clearly boxes in R are disjoint. See Figure 2 (A,B) for an example.
Before moving on we note that the matrix of 1s outside R is L-free, where
A , and therefore has weight less than 2n + 3m. If there were such an L outside R, the 1 in the third column would have been placed in a box when the second 1 in the second column was examined.
Let
Let f (j) be the row of the first 1 in column j.
LetÂ be derived from A be removing all 1s not contained in R and removing the first two 1s and last 1 in each row. We claim that no row inÂ has a nonzero intersection with more than one box. Suppose, to the contrary, that (i, j) and (i, j ) are 1s in boxes Rq and Rr, where j < j and q < r. Figure 2 (C)) then let (i, j ) ∈ A be the first 1 in row i intersecting a box, say Rp. Then the 1s at positions (i p , j p ), (ip, jp), (i, j ), (f (jr), jr), (i, j ) form an instance of U3. Observe that Rp, Rq, and Rr may all have the same upper boundary (contrary to the depiction in Figure 2 (C)), requiring us to use the point (f (jr), jr) rather than (ir, jr) since it may be that ip = iq = ir. We claim, further, that no column inÂ has a nonzero intersection with more than one box. Again, suppose to the contrary that (i, j) appears in box Rq and (i , j) in Rp, where i < i and p < q; see Figure 2 (D). In A, (i, j) must appear between 1s at (i, j ) and (i, j ), where j < j < j . The point (i, j ) might appear outside Rq but (i, j ) will be in Rq, for if the two 1s in A preceding (i, j) lie in another box, they would create an instance of U3, as in Figure 2 (C). Thus, the 1s at positions (i q , j q ), (iq, jq), (i, j ), (i , j), (i, j ) form an instance of U3. Finally, each box is clearly U1-free sinceÂ omits the first two 1s in each row. Together with (i p , j p ) these 1s form an instance of U3. See Figure 2 
(E).
The row-and column-disjointness properties ofÂ and the U1-freeness of each box imply that |Â| ≤ Ex(U1, n, m) < 2n + 2m. Thus, the number of 1s in A contained in R is less than 5n + 2m and |A| < 7n + 5m.
We are unable to show that dbl(abcbcac) is linear, though doubling the second bc does not affect the linearity of abcbcac. The proof of Theorem 2.4 appears in the appendix.
Theorem 2.4. Ex(abcbbccac, n) < 198n and Ex(Ũ3, n, m) < 11n + 7m.
It is possible to get an O(nα(n)) upper bound on abcacbcfree sequences via a forbidden 0-1 matrix argument [27] , but the proof is complex. We demonstrate that this bound follows directly from Equation 5.
Proof. Consider the ways in which abcacbc might appear in some γ = π1π2π3π4 ∈ Perm(3, 4), where, without loss of generality, π1 = abc. It must be that (i) c precedes a in π2, that (ii) b precedes c in π3, and that (iii) c precedes b in π4. [acb] avoids abcacbc, so we have apparently failed to obtain a contradiction. However, we can show there is no γ = π 1 π 2 π 3 π 4 ∈ Perm(4, 4) avoiding abcacbc. For each of the`4 3´d istinct Perm(3, 4) sequences contained in γ , the first two blocks must be isomorphic to [abc] [cab]. Thus, if π 1 = abcd, π 2 must contain both cab and dbc, an impossibility.
M-SHAPED SEQUENCES AND FAT TRI-ANGLES
The M -shaped sequence µ k generalized 'ababa' to an alphabet of size k, where
It is an open question whether there is a universal upper bound on µ k -free sequences, i.e., O(n2 α t (n) ) for some t independent of k. In Theorem 3.1 we prove tight Θ(nα(n)) bounds on sequences that are both ababab-free and µ k -free and in Theorem 3.2 we explain how this implies tighter bounds on the complexity of the union of δ-fat triangles.
Observe that in the special case of k = 2, Ex({dbl(ababa), ababab}, n, m) = Θ(nα(n, m) + m).
Proof. We show that the claim follows from Equation 5 . Suppose there is a γ ∈ Perm(k, 4) avoiding both µ k and ababab. Restricting our attention to two arbitrary symbols a, b ∈ Σ(γ), each permutation in γ orders them as [ab] 
, which is µ k . Thus, any {ababab, µ k }-free sequence is necessarily Perm(k, 4)-free as well. 
At one point in Ezra et al.'s [8] analysis they require a bound on the complexity of the union of n triangles with several restrictions: (i) each is a right, axis aligned triangle, (ii) each triangle intersects the x-axis, and (iii) each is nearly isosceles; the hypotenuse is between, say, 134 and 136 degrees. Matoušek et al. [19] showed that the portion of the boundary lying above the x-axis has at most O(n) points, and in general, that it is sufficient to replace (ii) with (ii ): each triangle's uppermost point is on the xaxis. They proved that the complexity of such a union is O(n2 α(n) ) (the source of the 2 α(n) factor in Ezra et al. No column inÂ has a 1 in two distinct R-boxes. (E) Every R-box is U1-free. Arrows indicate 1s that can be inferred to exist.
Figure 3: The points p and p on the hypotenuse of T (a) intersect the hypotenuses of T and T , respectively; T does not appear in the figure. proof but concluding with a different forbidden substructure argument.
Matoušek et al. [19] show that there are O(n) intersections on the boundary involving the horizontal and/or vertical edges of some triangle. It suffices to bound the number of boundary points where two hypotenuses meet. Let T (1) , T (2) , . . . , T (n) be the triangles sorted in increasing order by the x-coordinate of their uppermost points. If a point p on the boundary meets the hypotenuses of T (i) and T (j) , with i < j, it is labeled i, i.e., the edge on the boundary just below p belongs to T (i) 's hypotenuse. Let S ∈ {1, . . . , n} * be the concatenation of the labels of all boundary points involving two hypotenuses, where the points are ordered from left to right. Proof. For baab to appear in S there must be two triangles T , T whose hypotenuses intersect T (a) 's on the boundary, at, say points p and p, which lie under the horizontal edge of T (b) . See Figure 3 (A). Without loss of generality T precedes T . It follows that p must precede the vertical edge of T (otherwise p would not be on the boundary) and therefore that T (b) precedes T . Let γa, γ b , and γ be the angles of T (a) , T (b) , and T opposite their horizontal edges. Let d0 be the vertical distance between the two intersections of T with T (a) 's hypotenuse and let d1 be the height of T (b) . Thus d1 tan γ b > d0 tan γa > (d0 + d1) tan γ. The first inequality follows since baab≺ S and the second because d0 + d1 is less than the vertical distance from p to the top of T . This is clearly impossible since γa, γ b , and γ are close to 45 degrees. Proof. Suppose T (a) has two lower points, p and p, lying on the hypotenuses of T and T , respectively, where p precedes the vertical edge of T . See Figure 3 and T opposite their horizontal edges. It must be that (d/2) tan γa + d tan γ is strictly less than the length of the horizontal edge of T (a) , namely d tan γa, which is impossible since γa and γ are close to 45 degrees. Proof. (Theorem 3.2) Let S be defined as in Lemma 3.5. It follows from Lemmas 3.3 and 3.5 that S is both abaabafree and ababab-free. (These are the unique minimal sequences that contain abba, baab, abab, and baba.) It also follows that S is composed of less than 2n blocks since different occurrences of a symbol must be separated by the beginning or end of some triangle. Thus, S is at most Ex({dbl(ababa), ababab}, n, 2n), which is O(nα(n)) by Theorem 3.1 and Equation 5 . Note that abaaba-freeness alone might be sufficient to get an O(nα(n)) bound; however, the best bound [27] on Ex(dbl(ababa), n) is only O(nα 2 (n)).
N-SHAPED SEQUENCES AND THE GRAFT-ING LEMMA
We introduce a composition operation on 0-1 matrices that preserves the linearity of the constituent matrices. This operation resembles or subsumes Klazar and Valtr's composition operations for sequences [17] and Keszegh's two composition operations on 0-1 matrices [14] . The linearity of N -shaped sequences follows almost immediately.
Definition 4.1. (Grafting) Let P0 be a k×l matrix with 1s in the southwest and southeast corners, i.e., P0(k, 1) = P0(k, l) = 1, and let P1 be a k × l matrix with adjacent 1s in the top row, i.e., P1(1, r) = P1(1, r + 1) = 1 for some 1 ≤ r < l . Let Q be the (k + k − 1) × (l + l − 1) matrix obtained by identifying P1(1, r) with the 1 in the southwest corner of a copy of P0, i.e., the submatrix of Q on the positions
and Q is zero elsewhere.
(Legality) A matrix R is descending if R(i, j) = R(i , j ) = 1 and i < i imply j < j and ascending if they imply j < j. A matrix S is non-descending (or non-ascending) if no interval of S's rows is descending (or ascending). A matrix is legal if it is either non-descending or non-ascending. Proof. Let A be an n × m Q-free matrix with weight |A| = Ex(Q, n, m). Choose a parameter g > c0. Partition the 1s in each row of A into consecutive groups of g 1s, leaving up to (g − 1)n 1s ungrouped, g − 1 per row. We form a matrixÃ from A by assigning each group to a distinct row in the following way. Let hi be the number of groups in row i and h<i = P i <i h i be the number of groups in rows preceding i. If P0 is non-descending then group j of row i in A is assigned to row h<i + j ofÃ, whereas if P0 is non-ascending this group is assigned to row h<i + hi + 1 − j ofÃ. It follows thatÃ is a Ex(Q, n, m)/g × m matrix. Note that since P0 is legal, a set of rows inÃ containing an occurrence of P0 must correspond to distinct rows in A, i.e., occurrences of P0 inÃ map injectively to occurrences in A.
Call a 1 inÃ good if it is in the southwest corner of an instance of P0 and call a row inÃ bad if it contains no good 1s. The submatrix of bad rows is by definition P0-free and contains exactly bg 1s, so bg ≤ Ex(P0, b, m) ≤ c0b + c 0 m, which implies b < c 0 m/(g − c0). We form an n × m matrix A that contains exactly one 1 from each group in A that corresponds to a good 1 inÃ. We claimÂ is P1-free. Any two 1s at positions P1(1, r) and P1(1, r + 1) in an occurrence of P1 are, by definition, in different groups and, since P1(1, r) corresponds to a good 1 inÃ, it can be identified as the southwest corner of an instance of P0 in A, all of whose columns strictly precede the 1 at the position corresponding to P1(1, r + 1). Putting everything together we have:
where the second to last inequality follows by setting g = c0 + 1.
The grafting lemma implies that some rather complexlooking matrices are, in fact, linear.
Corollary 4.4. The following matrices are linear:
The first matrix is obtained by grafting U1 onto the top of U 1 , then grafting U 1 onto the left side of that matrix. The second is obtained by grafting U 1 onto the top of the matrix shown to be linear by Fulek [9] . The grafting lemma can easily be adapted to the case when c0, c 0 , c1, c 1 are not constants but functions of n and m. For example, it is shown in [27] that Ex( "
and Ex( " 
Observe that Theorem 4.5's bounds are tight to within an O(α 2 (n, m)) factor, which is remarkable given the apparent complexity of the forbidden sequences and matrices. We now show that the grafting lemma yields linear bounds on N -shaped sequences, improving the leading constants of [17] .
ν k to be ν k with the first a k and second a1 doubled, andν k to be ν k with the last two thirds doubled, i.e.,
The following bounds hold, for k ≥ 3:
Proof. Let S be an n-letter m-block ν k -free sequence and let A = A(S) be its canonical matrix. A is clearly V kfree and if we remove the first 1 in each column and every other 1 in each row the matrix becomesV k−1 -free. Similarly, if S isν k -free and we remove the first 1 in each row of A, the resulting matrix isV k -free. Finally, if S isν k -free and we remove the first 1 in each row, the resulting matrix is V k -free. To prove Parts (1-3) it suffices to prove bounds onV k -free andṼ k -free matrices. Part (4), however, requires more than a simple forbidden matrix argument.
For the induction hypothesis we actually consider something slightly stronger. LetV k be the pair of matrices includingV k and the matrix obtained from it by contracting its last two columns, e.g.,V 2 = {V2,
and (c k ) to be determined. It is known thatĉ2 = 4,c2 = 5 andĉ 2 =c 2 = 1; see [11] . Observe that for k ≥ 3,V k can be obtained by graftingV 2 ontoV k−1 and removing a spurious 1 in the second row.
3 By Lemma 4.3,ĉ k = 5ĉ k−1 + 4 andĉ k = 5(ĉ k−1 + 1). By inductionĉ k = 5 k−1 − 1 and
. This proves Parts (1) and (2). To apply Lemma 4.3 to Ex(Ṽ k , n, m), observe that V k is obtained by graftingP =
It is known that Ex(P , n, m) < 6n + m [11] , soc k andc k obey the following equalities, for k ≥ 3:c k = 7ĉ k−1 + 6, and c k = 7(c k−1 +1). It follows by induction thatc k = 6·7
. This proves Part (3). We now turn to part (4) . Let S be a dbl(ν k )-free sequence and A the canonical matrix for S. We will form a sparser matrixÂ with a corresponding sequenceŜ that is dbl(ν k−1 )-free through the same process used in the grafting lemma. Let P0 beV k with the first column duplicated. It follows from Part (2) that Ex(P0, n, m) ≤ (5 k−1 + 1)n + 5 k−1 m/2. First, delete the 1st 1 from each row of A and the corresponding letters from S. Choose the parameter g = 5 k−1 +2. Next assign the remaining 1s in each row of A to groups of g, discarding up to n(g−1) ungrouped 1s and their corresponding letters. LetÃ be the matrix obtained be assigning each group to a distinct row, as in Lemma 4.3. Identify good 1s and bad rows as in Lemma 4.3, i.e., bad rows do not occur as the bottom row in an occurrence of P0. It follows that there are at most g(5 k−1 /2)m 1s in bad rows. LetÂ be a submatrix of A containing exactly one representative good 1 from 3 Definition 4.1 only defines grafting with respect to single matrices. The definition extends to the case where P0 and P1 are sets of matrices so long as each constituent matrix satisfies all the required properties. each group and letŜ be the associated sequence. We claim S is dbl(ν k−1 )-free. Suppose there were such an occurrence a2a
Observe that the 1s in A corresponding to the adjacent a2s were good and necessarily from distinct groups, which indicates the existence of a P0 anchored at the first 1 whose columns strictly precede the second 1. This implies that the following sequence appears in S:
Where a2, b1, . . . , b k−1 are distinct symbols and each of b1 through b k−1 precedes a2 in the canonical ordering. By the pigeonhole principle there is some symbol, call it a1, in {b1, . . . , b k−1 }\{a3, . . . , a k−1 }. Due to the canonical ordering and the fact that we deleted the first occurrence of each symbol, the first a2 must be preceded by a1a2 in S, forming an instance of dbl(ν k ) in S, a contradiction. We would like to show that Ex(dbl(ν k ), n, m) <c k n +c k m for constants c k andc k to be determined. In the base casec2 = 6 and c 2 = 1 [11] . For k > 2 we can bound the size of S as follows:
Where the last line comes from the choice of g = 5
. These constants do not have a clean closed-form solution but are bounded asc k < (3/2) · 5 (
Theorem 4.7. Let ν k be as defined in Theorem 4.6.
Proof. Proof of Part (1): Define ν k and ν k as follows:
We intend to show that Ex(ν k , n) ≤ c k n for a sequence (c k ) of constants to be determined. (This bound clearly extends to ν k -free sequences.) The base case is satisfied with c2 = 28 [16] . Suppose we are given a ν k -free sequence S with maximum length. Greedily partition S = s1 · · · sm into ν kfree sequences (si) and let S = Σ(s1) · · · Σ(sm) be obtained by discarding all but one occurrence of each symbol in each si. It follows that m < 2n since each block contains the first or last occurrence of some symbol. Let A = A(S ) be the canonical matrix for S . If we remove from each row the first 1, second 1, and every other 1 thereafter, the resulting matrix is clearlyV k -free. If it is shown that Ex(ν k , n0) ≤ c k n0 then |S| = P i |si| ≤
We will now bound c k in terms of c k−2 . Let S be an arbitrary ν k -free sequence. Greedily partition S = s 1 · · · s m into sequences such that |s i | = 2k s i for i < m and |s m | ≤ 2k s m . Let S = s 1 s 2 · · · s m be the sequence where s i≺ s i retains one occurrence of each symbol in s i . We claim S is ν k−2 -free and therefore has length at most c k−2 n. Consider an occurrence of ν k−2 of the form
be the blocks containing the three adjacent a k−1 s in ν k−1 and let s j 0 , s j 1 , s j 2 be the blocks containing the three adjacent a2s. (Observe that i1 and j1 are always strictly less than m.) If we can identify some a k ∈ {a2, . . . , a k−1 } that appears thrice in s i 1 and some a1 ∈ {a2, . . . , a k } that appears thrice in s j 1 then we have found an occurrence of ν k in S . Iteratively remove all occurrences of a2, . . . , a k−1 from s i 1 . Removing a2 leaves a (k − 1)-sparse sequence with length |s i 1 | − |s i−1 /k > k−1 k |s i 1 | − 1, and, in the same manner, removing a3, . . . , a k−1 leaves a 2-sparse sequence with length
. This sequence clearly contains three occurrences of some symbol that is by definition different from a2, . . . , a k−1 . We do the same procedure on s j 1 , removing a2, . . . , a k , which leaves a sequence with length
symbols. This sequence also clearly contains a symbol different from a2, . . . , a k appearing thrice. Putting everything together, |S | ≤ 2k|S | = 2kc k−2 n, hence c k = 2kc k−2 . Finally, we determine c k based on |S| = Ex(ν k , n).
Where the last line holds for
The proof of Part (2) follows similar lines. Redefine ν k and ν k as follows:
We will prove that Ex(ν k , n) ≤ c k n holds for a sequence (c k ) to be determined. The base case is satisfied with c2 = 100 [16] . As in Part (1), we partition a ν k -free sequence S = s1 · · · sm into ν k -free sequences (si). Let S = Σ(s1) · · · Σ(sm) be obtained by discarding all but one occurrence of each symbol in each si. It follows that m < 4n since each block contains the first, second, last, or second to last occurrence of some symbol. We will prove that Ex(ν k , n0) ≤ c k n0 for some sequence (c k ). If we retain only every fourth occurrence of each symbol in S , the resulting matrix is clearly dbl(ν k )-free, which implies that |S| ≤ 4c k · Ex(dbl(ν k ), n, 4n).
We bound c k in terms of c k−2 in a manner similar to Part (1). Let S be an arbitrary ν k -free sequence. Greedily partition S = s 1 · · · s m into sequences such that |s i | = 4k s i for i < m and |s m | ≤ 4k s m . Let S = s 1 · · · s m be the sequence where s i≺ s i retains one occurrence of each symbol in s i . From the same argument as in Part (1) it follows that S is ν k−2 -free and therefore has length at most c k−2 n; hence c k = 4kc k−2 .
The last line holds for
3 +2k log k .
DISCUSSION
Davenport-Schinzel sequences have numerous applications in discrete geometry and the analysis of algorithms and data structures, but generalized Davenport-Schinzel sequences have been applied in fewer situations; see [24, 31] and Theorem 3.2. What accounts for this discrepancy? We believe it to be due partly to the naturalness of alternating forbidden subsequences (and their geometric manifestations) and partly to the underpublicized work on general forbidden patterns [1, 15, 17, 21, 29, 27, 26] . We expect that broader awareness of the diversity of forbidden substructure theorems will lead to broader applications.
There are now a variety of tools to analyze general forbidden subsequences, the two most powerful being Klazar [15] and Nivasch's [21] bounds on Perm(r, s)-avoiding sequences and the reduction from sequences to canonical 0-1 matrices [11, 27, 26] . The latter benefits from a growing library of results on forbidden 0-1 matrices [11, 30, 18, 12, 14, 9, 32, 26] , the grafting operation introduced in Section 4 being just the latest example.
We will mention only a couple open problems in generalized Davenport-Schinzel sequences. All forbidden sequences known to be linear are N -shaped ( [17] , Theorems 4.6,4.7), double-permutations [26] , the one outlier abcbbccac (Theorem 2.4), or formed from the previous three by embeddings [17] . Are there other large classes of linear forbidden sequences? Which are the linear sequences over 3-and 4-letter alphabets?
APPENDIX
The proof of Theorem 2.4 follows the same lines as that of Theorem 2.3 but requires some significant changes. Recall that Theorem 2.4 states that Ex(abcbbccac, n) < 198n and Ex(Ũ3, n, m) < 11n + 7m.
Proof. (Theorem 2.4) Let S be an abcbbccac-free sequence with length Ex(abcbbccac, n). As in the proof of Theorem 2.3, we partition S = s1 · · · sm into bcbbccac-free subsequences, where m ≤ n. Let S = Σ(s1) · · · Σ(sm) and let A = A(S ) be the n × m canonical matrix for S . Since, by [16] , |si| ≤ Ex(bcbbccac, si ) < 11 si , we have |S| ≤ 11|S | = 11|A|. The canonical matrix argument shows that A isŨ3-free. We will show that Ex(Ũ3, n, m) < 11n + 7m and, therefore, that Ex(abcbbccac, n) ≤ 11 · Ex(Ũ3, n, n) < 198n.
To show that Ex(Ũ3, n, m) = O(n+m) we require a couple nontrivial modifications to the proof of Theorem 2.3, beginning with the construction of Q. For j from 3 to n − 1, examine the 1s in row j from top to bottom. Let (i, j) ∈ A be the current 1, let Q be the boxes constructed so far, and let i be maximum such that (i, j ), (i , j ) ∈ A where i < i and j < j < j. If (i, j) is the first 1 in its column, or if it is already contained in a box in Q, or if i does not exist, then skip to the next 1. Otherwise include in Q the box (i,î) × (j, ∞), whereî is defined as:
and i ∈ [i0 + 2, i1)
ffff
In other words, we force the rows spanned by Q-boxes to be laminar. The new box would naturally span rows in the interval (i, i ) but if i ∈ [i0 + 2, i1) then it would only partially intersect the rows spanned by Q. In this case we artificially make the lower boundary of the new box meet the upper boundary of Q. See Figure 4 (A) for an illustration. As before we let R = {R1, R2, . . .} where R k = Q k \ S l>k Q l . Clearly R consists of rectangular, non-overlapping boxes. We claim the matrix A\R is J-free, where:
To see this, consider the moment the underlined 1 is examined during the construction of Q. A box will be created that contains the overlined 1, which means that it cannot appear in A\R. After removing the first 1 in each row and each column of A\R the resulting matrix is U 1 -free, which, by Theorem 1.1, implies |A\R| < 3n + 3m. Obtain the matrixÂ by removing all 1s outside R, removing the first three 1s and last 1 in each row, then removing every alternate 1 in each row. Thus, |A| < 2|Â| + 7n + 3m. An argument similar to that in the proof of Theorem 2.3 shows that no column or row has a non-zero intersection with two boxes in R. Furthermore, every 1 inÂ ∩ R, for an R ∈ R, is preceded by two 1s in its row in A ∩ R. We claim each box in R is U 1 -free, which, if true, implies that |A| < 2(Ex(U 1 , n, m)) + 7n + 3m ≤ 11n + 7m. Suppose that U 1 appeared in R ∈ R. Each 1 in R ∩Â is preceded by a 1 in its row in R ∩ A and followed by a 1 in its row in A. Furthermore, two consecutive 1s in a row in R ∩Â contain a 1 between them in A. These implied 1s and one 1 used in the formation of R give an instance ofŨ3. See Figure 4 (B).
