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Six simulation settings are listed here. (1) Step structure with low mutual information: Considering X and Y with two super categories for each, i.e. X ∈ {w 1 ,w 2 } and Y ∈ {v 1 ,v 2 }, their relation is given by 2 x 2 joint probabilities.
We consider that p(w 1 ,v 1 )=0.4, p(w 1 ,v 2 )=0.1, p(w 2 ,v 1 )=0.2, and p(w 2 ,v 2 )=0.3. Here, we assume that n/2 fine categories per each super category are actually observed instead of the super categories. Let x 1 , …, x n/2 be observed for w 1 , and x n/2+1 , …, x n be for w 2 . Similarly, y 1 , …, y n are assumed to be observed for the super categories of Y. The combinations of the fine categories are assumed to be uniformly distributed within the corresponding combination of the super categories. For example, (n/2) 2 combinations of {x 1 , x 2 , …, x n/2 }×{y 1 , y 2 , …, y n/2 }are uniformly distributed in w 1 ×v 1 of which probability is 0.4. For the simulation, the mutual information of X and Y is estimated from randomly generated data with n fine categories per variable, and compared with the true mutual information, 0.09 bits.
(2)
Step structure with high mutual information: This setting is similar with (1), but the joint probability of the super categories are given as p(w 1 ,v 1 )=0.7, p(w 1 ,v 2 )=0, p(w 2 ,v 1 )=0, and p(w 2 ,v 2 )=0.3. Here, the true mutual information is 0.61 bits.
(3) Gaussian structure with low mutual information: The joint population of X and Y is defined by a bivariate joint Gaussian distribution, of which marginal distributions are standard and the covariance (σ) is 0.49. First, continuous random samples are generated from the joint distribution.
The observed range of the continuous samples is uniformly discretized as n categories for each variable. Each sample falls into one of n 2 combinations of discretized X and Y, and has corresponding categorical values for X and Y. From the data with n categories per variable, the mutual information is estimated. Different from continuous variables, here the Gaussian structure is hardly observed because the discretized categories are observed without orders. When the marginal variance is 1, the theoretical mutual information of a joint Gaussian distribution is given as log(1/(1−σ 2 )), which is 0.14 bits in this case.
(4) Gaussian structure with high mutual information: This setting is similar with (3), but the covariance of X and Y is given as 0.81. The true mutual information is 0.53 bits.
(5) Random structure with low mutual information: A random relation between X and Y can be constructed by randomly generated joint probability masses. The probabilities of n categories of X are generated from an exponential distribution with λ=1. Let p X denote the vector of these n probability masses. Similarly, the marginal probability mass vector of Y, p Y , is randomly generated from the same exponential distribution. We obtain an n x n matrix of the joint probability distribution, P 1 = p X p Y T . P 1 is the joint probability masses of a randomly structured but independent relation. Independently, we obtain P 2 , another n x n probability matrix, by randomly generating n 2 joint probability masses from an exponential distribution (λ=1). P 2 represents a randomly structured and dependent relation. To ensure random structure and dependency, (P 1 +P 2 )/2 is used for the final joint probability distribution. Samples are randomly generated by the final joint probabilities, from which the mutual information is estimated.
Although the theoretical mutual information is hard to be obtained in this case, it can be empirically estimated with many samples (one million in this work). The true mutual information is expected to be different as the number of categories.
(6) Random structure with high mutual information: This setting is similar with (5), but only P 2 is used for the final probabilities. In this case, X and Y are more dependent to each other than (5) .
Consequently, this setting simulates a random structure with higher mutual information than (5) .
Time Complexity
The number of samples in the input data (n) is often used as the input data size for the calculation of time complexity. In the proposed algorithm, the number of categories of input discrete variables (d) can be considered as another input data size of interest. Here, we calculate the time complexity for each input data size, n and d. Consider the worst case that the whole sample space . Supplementary Table S1 . Available data sets of discrete variables with many categories. 
