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Abstract We propose a dimension reduction technique for Bayesian inverse problems with non-
linear forward operators, non-Gaussian priors, and non-Gaussian observation noise. The likeli-
hood function is approximated by a ridge function, i.e., a map which depends non-trivially only
on a few linear combinations of the parameters. We build this ridge approximation by minimizing
an upper bound on the Kullback–Leibler divergence between the posterior distribution and its
approximation. This bound, obtained via logarithmic Sobolev inequalities, allows one to certify
the error of the posterior approximation. Computing the bound requires computing the second
moment matrix of the gradient of the log-likelihood function. In practice, a sample-based ap-
proximation of the upper bound is then required. We provide an analysis that enables control of
the posterior approximation error due to this sampling. Numerical and theoretical comparisons
with existing methods illustrate the benefits of the proposed methodology.
Keywords dimension reduction · nonlinear Bayesian inverse problem · logarithmic Sobolev
inequality · certified error bound · non-asymptotic analysis
1 Introduction
Solving Bayesian inverse problems [23,42] is a challenging task in many domains of application,
due to the complexity of the posterior distribution. One of the primary sources of complexity is
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the dimension of the parameters to be inferred, which is often high or in principle infinite—e.g.,
when the posterior is a distribution over functions or their finite-dimensional discretization. High
dimensionality presents difficulties for posterior sampling: care is required to design sampling al-
gorithms that mix effectively while remaining robust under refinement of the discretization.
High dimensionality also raises significant hurdles to the use of model reduction or approxima-
tion schemes (e.g., [9,13,30,39]) that attempt to reduce the cost of likelihood or forward model
evaluations.
Successful strategies for high-dimensional Bayesian inverse problems typically exploit the
presence of some low-dimensional structure. A common structure in inverse problems is that the
posterior is a low-dimensional update of the prior, in the sense that change from prior to posterior
is most prominent on a low-dimensional subspace of the parameter space. Put another way, the
likelihood is influential, relative to the prior, only on a low-dimensional subspace (we will make
these intuitive notions more precise later). Sources of such structure include the smoothing prop-
erties of the forward operator and limitations on the number or accuracy of the observations.
In the linear–Gaussian case, this structure is already well understood. For instance, low-rank
approximations of the (prior-preconditioned) Hessian of the log-likelihood have been used in [16]
to approximate the posterior covariance. In [41], this approach is shown to yield optimal ap-
proximations of the posterior covariance and of the posterior mean. A heuristic extension of this
approach to nonlinear forward models, known as the likelihood-informed subspace (LIS) method,
is proposed in [12] and shown to perform well in many applications [4,24]. A similar idea un-
derlies the active subspace method applied to Bayesian problems [11]. Identifying the subspace
on which changes from the prior to posterior are most prominent also provides a foundation for
infinite-dimensional MCMC algorithms that “split” the parameter space, such as the dimension-
independent likelihood-informed (DILI) MCMC samplers of [14]. In [15], LIS-based dimension
reduction is shown to be an effective prelude to model order reduction, where the forward model
is replaced with a computationally inexpensive approximation. Yet all of these dimension re-
duction approaches, outside of the linear–Gaussian setting, are essentially heuristics. Optimal
low-dimensional approximations—or approximations endowed with certified error bounds—have
not yet been developed for the nonlinear/non-Gaussian setting. Such approximations are the
subject of this paper.
Other forms of dimension reduction for Bayesian inverse problems have also been proposed,
besides the “update” form of dimension reduction described above. For instance, in [27,31], a
truncated Karhunen-Loe`ve decomposition of the prior distribution is used to reduce the param-
eter dimension of the entire inverse problem. This approach exploits only the low-dimensional
structure of the prior distribution, however, and does not take advantage of structure in the
likelihood function or forward model. In [28], a greedy algorithm is used to identify a parameter
subspace capable of reproducing the forward model. This approach, in contrast, does not take
advantage of the prior correlation structure, and moreover can remove directions that are unin-
formed by the likelihood but that still retain large variation under the true posterior. More recent
results on the intrinsic dimension of linear Bayesian inverse problems [1] reinforce the idea that
the update from prior to posterior should instead be a central object, e.g., when characterizing
the performance of importance sampling schemes.
In this paper we propose a methodology to detect and exploit the low-dimensional structure
of the update from prior to posterior. Our approach addresses Bayesian inverse problems with
nonlinear forward operators, non-Gaussian priors, and non-Gaussian observation noise. The basic
idea is to approximate the likelihood function by a ridge function, i.e., a function that depends
non-trivially only on a few linear combinations of the parameters. More precisely, we seek a con-
trolled approximation of the likelihood, such that the Kullback–Leibler (KL) divergence from the
resulting posterior approximation to the exact posterior is below some user-defined threshold.
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To attain this goal, we derive an upper bound on the KL divergence and construct the ridge ap-
proximation so that the bound falls below the threshold. This bound is obtained via logarithmic
Sobolev inequalities, an important class of inequalities in measure theory [19,20,33] with many
implications on concentration of measure phenomena [7,25]. Using logarithmic Sobolev inequal-
ities requires some assumptions on the prior distribution and on the regularity of the likelihood
function. In particular, we need the gradient of the log-likelihood to be square-integrable over
the posterior distribution. A similar methodology has been proposed in [47] to reduce the input
dimension of multivariate functions. In that paper, a bound on the function approximation error
in L2 norm is obtained via Poincare´ inequalities, another class of Sobolev inequality.
The benefits of using our upper bound are threefold. First it provides a test that reveals the low
effective dimension of the problem: a quickly decaying spectrum of the second moment matrix
of the log-likelihood gradient ensures the existence of a low-dimensional ridge approximation.
Second, unlike the original KL divergence, the upper bound can easily be minimized over the
approximation class we consider. Doing so drives the construction of the ridge approximation of
the likelihood function. Third, the upper bound is a certified error estimate that allows control
of the KL divergence, a quantity not readily accessible in practice.
The proposed dimension reduction method requires computing (i) the second moment ma-
trix of the log-likelihood gradient and (ii) a conditional expectation of the likelihood function.
In practice, we approximate both quantities with Monte Carlo estimates, requiring samples from
the posterior for (i) and samples from the prior for (ii). The resulting (random) posterior approxi-
mation is not exactly a minimizer of the upper bound. We show, however, that value of the upper
bound corresponding to this random approximation is close to its minimum value, provided that
the sample sizes are sufficiently large. This quasi-optimality result is given in expectation for (ii)
and in high probability for (i). In particular, we show that the number of posterior samples to
approximate (i) should scale in proportion to the rank of the matrix to be estimated, which can
be much smaller than the ambient dimension. Finally, even if the method only requires a limited
number of posterior samples, it can be difficult to obtain the posterior samples in the first place.
Thus, we also propose several alternatives for computing (i) that do not require sampling from
the exact posterior. These alternatives include an iterative procedure that builds a sequence of
low-dimensional posterior approximations in order to obtain an accurate final estimate.
The outline of the paper is as follows. In Section 2 we introduce the theoretical tools to
derive and to minimize the error bound. We demonstrate the benefits of this method on an
analytical example. In Section 3 we propose algorithms for the numerical construction of the
low-dimensional posterior approximation. We give a theoretical analysis of the convergence of
these sample-based estimators. In order to provide some context for our developments, we show in
Section 4 how the proposed methodology compares with existing dimension reduction methods,
including a comparison with a Karhunen-Loe`ve decomposition. Finally, Section 5 illustrates the
benefits of our approach on two numerical examples.
2 Dimension reduction for the approximation of high-dimensional distributions
Let µ be a probability distribution defined over the Borel sets B(Rd) of Rd. Given a measurable
function f : Rd → R+ such that ∫ f dµ <∞, let ν be the probability distribution such that
dν
dµ
∝ f.
In the context of Bayesian inverse problems, one can view µ as the prior distribution and ν as the
posterior distribution, while f represents, up to a multiplicative constant, the likelihood function.
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We consider the problem of approximating the posterior ν by a probability distribution νr such
that
dνr
dµ
∝ g ◦ Pr, (1)
where Pr : Rd → Rd is a linear projector with rank r and g : Rd → R+ is a Borel function
called the profile function. Throughout this paper we identify the projector with its matrix
representation Pr ∈ Rd×d. Notice that Pr is not restricted to be orthogonal: it can be any matrix
Pr ∈ Rd×d which satisfies P 2r = Pr and rank(Pr) = r, but not necessarily PTr = Pr. Any vector
x ∈ Rd can be uniquely decomposed as
x = xr + x⊥ with
{
xr = Prx
x⊥ = (Id − Pr)x
where Id ∈ Rd×d denotes the identity matrix. If r  d, the approximation of ν by νr consists
essentially in replacing the high-dimensional likelihood f by a function of fewer variables. Indeed,
x 7→ g(Prx) = g(xr) depends only on the variable xr ∈ Im(Pr) ∼= Rr and is constant along
Ker(Pr) ∼= Rd−r. Yet νr cannot itself be considered a low-dimensional distribution, since its
support could be the same as that of ν.
We use the Kullback–Leibler divergence DKL( · || · ) to measure the dissimilarity between
probability distributions. It is defined as
DKL(ν1||ν2) =
∫
log
(
dν1
dν2
)
dν1, (2)
for any probability distributions ν1 and ν2 such that ν1 is absolutely continuous with respect to
ν2, and DKL(ν1||ν2) =∞ otherwise. Given a prescribed tolerance ε ≥ 0, our goal is to build an
approximation νr of ν of the form (1) such that
DKL(ν||νr) ≤ ε. (3)
Of course if Pr is the identity matrix and g = f , the distribution νr is exactly the posterior ν,
so that (3) is trivially satisfied. In that case, the rank of Pr = Id is d and there is no dimension
reduction. The goal of this section is to give sufficient conditions under which we can build an
approximation νr such that (3) holds with a rank r = r(ε) that is significantly smaller than d.
Remark 1 Instead of approximating ν by νr as given by (1), we could have considered an ap-
proximation ν˜r of the form
dν˜r
dµ
∝ h ◦Ar,
with h : Rr → R+ a Borel function and Ar ∈ Rr×d a matrix of full row rank. Functions of the
form x 7→ h(Arx) are a particular kind of ridge function [35]. They are used in various domains
to approximate multivariate functions; see [8,17,45], for example. However, any function of the
form h ◦ Ar can be written as g ◦ Pr and vice-versa, where g : Rd → R+ is some Borel function
and Pr is some rank-r projector. More precisely, for any r ≤ d we can show that{
h ◦Ar
∣∣∣h : Rr → R+,Borel function
Ar ∈ Rr×d, rank-r matrix
}
=
{
g ◦ Pr
∣∣∣ g : Rd → R+,Borel function
Pr ∈ Rd×d, rank-r projector
}
.
This means that approximating ν by νr or by ν˜r are the essentially the same problem: we do not
gain approximation power in using ν˜r instead of νr.
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2.1 Optimal profile function
We begin by characterizing the optimal profile function g∗, defined as a minimizer of g 7→
DKL(ν||νr) over the set of positive and measurable functions, where dνrdµ ∝ g ◦Pr. In this section,
we assume that the projector Pr is given (fixed). We will address the problem of constructing Pr
later in Section 2.2.
Let us denote by σ(Pr) the σ-algebra generated by Pr. It is defined by σ(Pr) = {P−1r B | B ∈
B(Rd)}, where P−1r B = {x ∈ Rd : Prx ∈ B} denotes the pre-image of B ∈ B(Rd) under Pr. The
following lemma corresponds to the Doob–Dynkin lemma; see, for example, Lemma 1.13 in [32].
It states that, for any projector Pr, the set of all functions of the form g ◦Pr for some measurable
function g is exactly the set of all σ(Pr)-measurable functions.
Lemma 1 Let Pr ∈ Rd×d be a projector. Given a measurable function g defined on Rd, the
function h = g ◦Pr is σ(Pr)-measurable. Conversely, given a σ(Pr)-measurable function h, there
exists a measurable function g defined on Rd such that h = g ◦ Pr.
We denote by Eµ(f |σ(Pr)) : Rd → R the conditional expectation of f given σ(Pr) under the
distribution µ. It is the unique σ(Pr)-measurable function that satisfies∫
Eµ(f |σ(Pr))hdµ =
∫
f h dµ, (4)
for any σ(Pr)-measurable function h : Rd → R. We consider the probability distribution ν∗r
defined by
dν∗r
dµ
∝ Eµ(f |σ(Pr)).
This distribution is well defined because Eµ(f |σ(Pr)) is a positive function (the conditional
expectation preserves the sign) and because
∫
Eµ(f |σ(Pr)) dµ =
∫
f dµ < ∞ (by letting h = 1
in (4)). By definition of the Kullback–Leibler divergence (2), we can write
DKL(ν||νr)−DKL(ν||ν∗r ) =
∫
f
Z1
log
(Z1)
−1Eµ(f |σ(Pr))
(Z2)−1g ◦ Pr dµ (5)
=
∫
Eµ(f |σ(Pr))
Z1
log
(Z1)
−1Eµ(f |σ(Pr))
(Z2)−1g ◦ Pr dµ (6)
= DKL(ν
∗
r ||νr) (7)
where Z1 and Z2 are two normalizing constants defined by Z1 =
∫
f dµ =
∫
Eµ(f |σ(Pr))dµ and
Z2 =
∫
g ◦Pr dµ. To go from (5) to (6), we used relation (4) with h = log (Z1)
−1Eµ(f |σ(Pr))
(Z2)−1g◦Pr , which
is a σ(Pr)-measurable function. By (7) we have
DKL(ν||νr) ≥ DKL(ν||ν∗r ), with
{
dνr
dµ ∝ g ◦ Pr,
dν∗r
dµ ∝ Eµ(f |σ(Pr)),
for any measurable function g. From this inequality we deduce that any function g∗ which satisfies
g∗ ◦ Pr = Eµ(f |σ(Pr)) is a minimizer of g 7→ DKL(ν||νr). By Lemma 1 such a function g∗ exists
because Eµ(f |σ(Pr)) is a σ(Pr)-measurable function.
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Remark 2 The conditional expectation Eµ(f |σ(Pr)) is known to be the best approximation of
a function f with respect to the L2µ-norm, meaning that it minimizes h 7→
∫
(f − h)2dµ among
all σ(Pr)-measurable functions h. Here we showed that it is also optimal with respect to the
Kullback–Leibler divergence. As pointed out in [3], Eµ(f |σ(Pr)) is also an optimal approximation
of f with respect to the class of expected Bregman divergences, which includes the Kullback–
Leibler divergence and the L2µ-norm distance.
The following proposition gives an explicit expression for the conditional expectation provided
the prior distribution µ admits a Lebesgue density. The proof is given in Section 7.1.
Proposition 1 (Explicit expression for the conditional expectation) Let µ be a prob-
ability distribution on Rd which admits a Lebesgue density ρ. Given a rank-r projector Pr, we
denote by U⊥ ∈ Rd×(d−r) a matrix whose columns form a basis of Ker(Pr). Let p⊥( · |Prx) be the
conditional probability density on Rd−r defined by
p⊥(ξ⊥|Prx) = ρ(Prx+ U⊥ξ⊥)∫
Rd−r ρ(Prx+ U⊥ξ
′
⊥)dξ
′
⊥
, (8)
for all ξ⊥ ∈ Rd−r and any x ∈ Rd, with the convention p⊥(ξ⊥|Prx) = 0 whenever the denominator
of (8) is zero. Then, for any measurable function f , the conditional expectation Eµ(f |σ(Pr)) can
be written as
Eµ(f |σ(Pr)) : x 7→
∫
Rd−r
f(Prx+ U⊥ξ⊥) p⊥(ξ⊥|Prx) dξ⊥. (9)
We conclude this section with a remarkable property of the conditional expectation Eµ(f |σ(Pr)).
Let Qr be any projector whose kernel is the same as that of Pr. Then the relations Pr = Pr ◦Qr
and Qr = Qr ◦ Pr hold; see, for instance, the proof of Proposition 2.2 in [47]. Then Lemma 1
ensures that any σ(Pr)-measurable function is σ(Qr)-measurable and vice-versa. In other words,
being σ(Pr)-measurable or σ(Qr)-measurable are equivalent such that, by definition of the con-
ditional expectation (4), we have
Ker(Pr) = Ker(Qr) ⇒ Eµ(f |σ(Pr)) = Eµ(f |σ(Qr)).
In other words, the conditional expectation Eµ(f |σ(Pr)) is invariant with respect to the image
of Pr—so that the error DKL(ν||ν∗r ), seen as a function of the projector Pr, is actually only a
function of Ker(Pr). In the context of Bayesian inference, this property means that when the
optimal profile function g∗ is used in (1), the important feature of Pr to be discovered is its
kernel, and not its image. Thus reducing the dimension of a Bayesian inverse problem consists
in identifying the subspace Ker(Pr) on which the data are not informative.
2.2 A controlled approximation
In this section we show how to build a projector Pr with a sufficiently large rank so that ν
∗
r ,
defined by
dν∗r
dµ ∝ Eµ(f |σ(Pr)), satisfies DKL(ν||ν∗r ) ≤ ε for some prescribed tolerance ε. We argue
that under some conditions on the likelihood f , the rank of Pr can be significantly smaller than d.
We make the following assumption on the prior distribution µ. Here, the notation A  B
means that the matrix A−B is positive semidefinite.
Assumption 1 The distribution µ admits a Lebesgue density ρ such that ρ ∝ exp(−V − Ψ),
where V and Ψ are two functions defined on Rd which satisfy the following two properties.
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(a) V is twice continuously differentiable and there exists a symmetric positive definite matrix
Γ ∈ Rd×d such that for all x ∈ Rd we have
∇2V (x)  Γ. (10)
(b) Ψ is a bounded function such that
exp(sup Ψ− inf Ψ) ≤ κ, (11)
for some κ ≥ 1.
Let us make some comments on this assumption. First consider the case κ = 1, which means
that Ψ is a constant function so that ρ ∝ exp(−V − Ψ) ∝ exp(−V ). Assumption 1(a) corre-
sponds to a strong convexity property of the function V . Intuitively, it means that V is “at least
quadratically convex.” Now, when κ > 1, Assumption 1(b) means that c exp(−V (x)) ≤ ρ(x) ≤
C exp(−V (x)) holds for all x ∈ Rd, where c > 0 and C < ∞ are two constants that satisfy
C/c ≤ κ <∞.
Example 1 (Gaussian distribution) Any Gaussian prior µ = N (m,Σ) with mean m ∈ Rd and
invertible covariance matrix Σ ∈ Rd×d satisfies Assumption 1 with κ = 1 and Γ = Σ−1. Indeed,
the density ρ associated to N (m,Σ) is such that ρ ∝ exp(−V ) where the function V : x 7→
1
2 (x−m)TΣ−1(x−m) satisfies ∇2V (x) = Γ.
Example 2 (Gaussian mixture) Let µ ∝∑ni=1 αiN (mi,Σi) with α1 > 0 and 0 ≺ Σ−11 ≺ Σ−1i for
all 1 < i ≤ n, where A ≺ B means that B −A is a positive definite matrix. The density ρ of the
Gaussian mixture µ can be written as follows,
ρ ∝
n∑
i=1
αi
exp(−Vi)
Zi
= exp(−V1)
(α1
Z1
+
n∑
i=2
αi
Zi
exp(−Vi + V1)
)
,
where Vi : x 7→ 12 (x−mi)TΣ−1i (x−mi) and Zi =
∫
exp(−Vi)dx. For any 1 < i ≤ n the function
−Vi+V1 is quadratic and, by assumption, its Hessian satisfies −Σ−1i +Σ−11 ≺ 0. This ensures that
−Vi + V1 is bounded from above, and so is the function Ψ = log(α1Z1 +
∑n
i=2
αi
Zi
exp(−Vi + V1)).
Furthermore, the relation Ψ(x) ≥ log(α1Z1 ) > −∞ holds for all x ∈ Rd, which means that Ψ is
bounded from below. As a consequence we have ρ ∝ exp(−V1−Ψ) so that µ satisfies Assumption
1 with Γ = Σ−11 and for some finite κ.
Assumption 1 provides sufficient conditions for the prior distribution µ to satisfy the following
logarithmic Sobolev inequality:∫
h2 log
h2∫
h2 dµ
dµ ≤ 2κ
∫
‖∇h‖2Γ−1 dµ, (12)
for any smooth enough function h : Rd → R, where ‖ · ‖Γ−1 denotes the norm on Rd such that
‖x‖2Γ−1 = xTΓ−1x for all x ∈ Rd. This result relies on Bakry–E´mery theorem [2,6,33], which
uses Assumption 1(a), and on Holley–Stroock perturbation lemma [22], which uses Assumption
1(b). More precisely, Proposition 3.1 in [6] states that in the case κ = 1 (i.e., Ψ is constant),
Assumption 1(a) is sufficient to have (12). Then, following the lines of the original proof in [22]
(see also the proof of Theorem 1.9 in [18], for instance), we have that (12) still holds when Ψ is
such that κ > 1.
The following proposition shows that Assumption 1 also implies another class of inequalities,
which we call the subspace logarithmic Sobolev inequalities.
8 Olivier Zahm et al.
Theorem 1 (Subspace logarithmic Sobolev inequality) Let µ be a probability distribution
that satisfies Assumption 1 for some Γ ∈ Rd×d and κ ≥ 1. Then the relation∫
h2 log
h2
Eµ(h2|σ(Pr)) dµ ≤ 2κ
∫
‖(Id − PTr )∇h‖2Γ−1 dµ, (13)
holds for any continuously differentiable function h : Rd → R such that ∫ ‖∇h‖2Γ−1dµ < ∞ and
for any projector Pr ∈ Rd×d.
The proof is given in Section 7.2. The subspace logarithmic Sobolev inequality (13) allows us
to derive an upper bound for the Kullback–Leibler divergence DKL(ν||ν∗r ).
Corollary 1 Let µ be a distribution which satisfies the subspace logarithmic Sobolev inequality
(13) for some Γ ∈ Rd×d and κ ≥ 1, and let ν be such that dνdµ ∝ f for some continuously
differentiable function f such that
∫ ‖∇ log f‖2Γ−1dµ < ∞. Then for any projector Pr ∈ Rd×d,
the distribution ν∗r such that
dν∗r
dµ ∝ Eµ(f |σ(Pr)) satisfies
DKL(ν||ν∗r ) ≤
κ
2
RΓ(Pr, H), (14)
where RΓ(Pr, H) = trace(Γ−1(Id − PTr )H(Id − Pr)) and where H ∈ Rd×d is the symmetric
positive matrix defined by
H =
∫
(∇ log f)(∇ log f)Tdν. (15)
Proof The proof consists in rewriting (13) with h = (f/Z)1/2, where Z =
∫
Eµ(f |σ(Pr)) dµ =∫
f dµ. We have ∇h = 12 (f/Z)1/2∇ log f so that inequality (13) becomes∫
f
Z
log
f/Z
Eµ(f |σ(Pr))/Z dµ ≤
κ
2
∫
‖(Id − PTr )∇ log f‖2Γ−1
f
Z
dµ.
and yields DKL(ν||ν∗r ) ≤ κ2
∫ ‖(Id − PTr )∇ log f‖2Γ−1dν. By the definition of H, we can write∫
‖(Id − PTr )∇ log f‖2Γ−1dν =
∫
(∇ log f)T (Id − Pr)Γ−1(Id − PTr )∇ log f dν
=
∫
trace
(
Γ−1(Id − PTr )∇ log f(∇ log f)T (Id − Pr)
)
dν
(15)
= trace
(
Γ−1(Id − Pr)TH(Id − Pr)
)
= RΓ(Pr, H),
which yields (14) and concludes the proof.
Corollary 1 provides an upper bound for DKL(ν||ν∗r ) that is proportional to RΓ(Pr, H), where
H is given in (15). As noticed in the previous proof, the relation
RΓ(Pr, H) =
∫
‖∇ log f − PTr ∇ log f‖2Γ−1 dν, (16)
holds and shows that RΓ(Pr, H) is the mean squared error of the approximation of the random
vector ∇ log f(X) by PTr ∇ log f(X), where X ∼ ν. In principal component analysis,RΓ(Pr, H) is
called the reconstruction error. In contrast to DKL(ν||ν∗r ), the reconstruction error is quadratic in
Pr. The following proposition gives a closed form expression for a minimizer of Pr 7→ RΓ(Pr, H)
over the set of the rank-r projectors. It corresponds to Proposition 2.6 in [47] where Σ is replaced
by Γ−1.
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Proposition 2 Let Γ ∈ Rd×d be a symmetric positive definite matrix and H ∈ Rd×d be a
symmetric positive semidefinite matrix. Denote by (λi, vi) ∈ R≥0×Rd the i-th generalized eigen-
pair of the matrix pencil (H,Γ), meaning Hvi = λiΓvi with λi ≥ λi+1 and ‖vi‖Γ = 1, where
‖ · ‖Γ =
√
(·)TΓ(·). For any r ≤ d we have
min
Pr∈Rd×d
rank-r projector
RΓ(Pr, H) =
d∑
i=r+1
λi . (17)
Furthermore, a solution to (17) is the following Γ-orthogonal projector (i.e., satisfying xTΓx =
‖x‖2Γ = ‖Prx‖2Γ + ‖(Id − Pr)x‖2Γ for all x ∈ Rd) given by
Pr =
( r∑
i=1
viv
T
i
)
Γ . (18)
Corollary 1 and Proposition 2 ensure that, provided µ satisfies the subspace logarithmic
Sobolev inequality (13) and provided Pr is defined as in (18), the approximation ν
∗
r of ν defined
by
dν∗r
dµ ∝ Eµ(f |σ(Pr)) is such that
DKL(ν||ν∗r ) ≤
κ
2
d∑
i=r+1
λi,
where λi is the i-th generalized eigenvalue of H =
∫
(∇ log f)(∇ log f)Tdν. This relation holds for
any r ≤ d. Then for any ε ≥ 0, the choice r = r(ε) := min{r : κ2
∑d
i=r+1 λi ≤ ε} is sufficient to
obtain DKL(ν||ν∗r ) ≤ ε. Observe that a strong decay in the generalized eigenvalues of H ensures
that r(ε)  d. In particular, if H is rank deficient, we have λi = 0 for all i > rank(H) so that
r ≥ rank(H) implies DKL(ν||ν∗r ) = 0. The matrix H can be seen as a test that reveals the low
effective dimensionality of the posterior distribution: a strong decay in the generalized spectrum
of H, or certainly a rank deficiency of H, ensures that there exists an approximation ν∗r of ν
such that DKL(ν||ν∗r ) ≤ ε with small r(ε) d.
2.3 Prior-based dimension reduction
To provide some context for the preceding developments, we now derive a prior-based dimension
reduction method which requires knowledge only of the prior distribution µ. Observe that for
any projector Pr we have
RΓ(Pr, H) = trace(H(Id − Pr)Γ−1(Id − PTr ))
≤ ‖H‖ trace((Id − Pr)Γ−1(Id − PTr ))
= ‖H‖RId(PTr ,Γ−1).
Here ‖H‖ denotes the spectral norm of the symmetric positive semidefinite matrix H, meaning
‖H‖ = sup{|xTHx| : x ∈ Rd, ‖x‖2 ≤ 1}. To derive this inequality, we used the fact that
trace(HB) ≤ ‖H‖ trace(B) holds true for any symmetric positive semidefinite matrix B, in
particular for B = (Id − Pr)Γ−1(Id − PTr ). Together with Corollary 1, the previous relation
allows us to write
DKL(ν||ν∗r ) ≤
κ‖H‖
2
RId(PTr ,Γ−1), (19)
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for any Pr. By Proposition 2, the rank-r projector which minimizes Pr 7→ RId(PTr ,Γ−1) is given
as the orthogonal (self-adjoint) projector onto the leading eigenspace of Γ−1. This projector is
entirely determined by the knowledge of the matrix Γ, which itself comes from the prior µ though
Assumption 1. This explains the phrase prior-based dimension reduction.
When Pr is a minimizer of RId(PTr ,Γ−1), the right-hand side of (19) is proportional to the
sum of the last d − r eigenvalues of Γ−1. Thus a sharp decay in the spectrum of Γ−1 indicates
a low effective dimension of the inverse problem. Notice, however, that the bound (19) still
involves the quantity ‖H‖. Therefore, a certified approximation (meaning one that controls the
error DKL(ν||ν∗r )) would still require knowing ‖H‖ and cannot in general be realized using prior
information alone.
Finally, let us consider the Gaussian prior µ = N (m,Σ) for which Γ = Σ−1. In that case the
minimizer of RId(PTr ,Γ−1) is the orthogonal projector onto the leading eigenspace of the prior
covariance Σ. This type of projector is also encountered in the Karhunen–Loe`ve decomposition;
see Section 4.1 for a detailed discussion.
2.4 An illustrative example
To illustrate how sharp the bound given by Corollary 1 can be, we consider a simple example
for which the Kullback–Leibler divergence DKL(ν||ν∗r ) is computable in closed form. This allows
a comparison of the error DKL(ν||ν∗r ) and its upper bound κ2RΓ(Pr, H).
Assume that the prior µ is the standard Gaussian distribution N (0, Id) and let the likelihood
function be given by
f : x 7→ exp(−1
2
xTAx),
where A ∈ Rd×d is a symmetric positive semidefinite matrix. The Lebesgue density of µ is
ρ(x) ∝ exp(− 12xTx), so that µ satisfies Assumption 1 with Γ = Id and κ = 1. The posterior
ν defined by dνdµ ∝ f is also Gaussian with zero mean and covariance Σ = (Id + A)−1. In this
setting, the matrix H defined by (15) can be written as follows
H =
∫
(∇ log f)(∇ log f)Tdν =
∫
(Ax)(Ax)T ν(dx) = A(Id +A)
−1A.
Consider the generalized eigenvalue problem Hvi = λiΓvi which, since Γ = Id, is simply the
standard eigenvalue problem Hvi = λivi. Notice that H is a rational function in A, so that H
and A have the same eigenvectors and their eigenvalues satisfy the relation
λi =
α2i
1 + αi
,
for all 1 ≤ i ≤ d, where αi is the i-th largest eigenvalue of A. According to Proposition 2,
a projector minimizing Pr 7→ RΓ(Pr, H) over the set of rank-r projectors is Pr =
∑r
i=1 viv
T
i .
Corollary 1 ensures that the distribution ν∗r defined by
dν∗r
dµ ∝ Eµ(f |σ(Pr)) is such that
DKL(ν||ν∗r ) ≤
1
2
d∑
i=r+1
λi =
1
2
d∑
i=r+1
α2i
1 + αi
. (20)
To analyze the sharpness of this inequality, we now compute DKL(ν||ν∗r ). Using Proposition 1,
we can express the conditional expectation Eµ(f |σ(Pr)) as follows:
Eµ(f |σ(Pr)) : x 7→ (det(Σ−1r Σ))1/2 exp(−
1
2
xTPrAPrx), (21)
Certified dimension reduction in nonlinear Bayesian inverse problems 11
where Σr = (Id + PrAPr)
−1. Then ν∗r such that
dν∗r
dµ ∝ Eµ(f |σ(Pr)) is Gaussian with zero mean
and covariance Σr. The Kullback–Leibler divergence from ν
∗
r = N (0,Σr) to ν = N (0,Σ) admits
the following closed form expression:
DKL(ν||ν∗r ) =
1
2
(
trace(Σ−1r Σ)− log(det(Σ−1r Σ))− d
)
.
To continue the calculation, one needs the eigenvalues of Σ−1r Σ. Let U be the orthogonal
matrix containing the eigenvectors of A and let D = diag(α1, . . . , αd) so that A = UDU
T .
By construction, PrAPr = UDrU
T where Dr = diag(α1, . . . , αr, 0, . . . , 0), so that Σ
−1
r Σ =
(Id + PrAPr)(Id +A)
−1 = U(Id +Dr)(Id +D)−1U. From this relation, we deduce that the i-th
eigenvalue of Σ−1r Σ is 1 when i ≤ r and (1 + αi)−1 otherwise. Then we have
DKL(ν||ν∗r ) =
1
2
(
r +
d∑
i=r+1
1
1 + αi
+
d∑
i=r+1
log(1 + αi)− d
)
=
1
2
d∑
i=r+1
(
log(1 + αi)− αi
1 + αi
)
.
We now analyze the deficit in inequality (20). With a Taylor expansion as αi goes to zero for
all i ≥ r, we can write
DKL(ν||ν∗r ) =
1
4
d∑
i=r+1
(
α2i +O(α3i )
)
, and
1
2
d∑
i=r+1
α2i
1 + αi
=
1
2
d∑
i=r+1
(
α2i +O(α3i )
)
.
If the function f is nearly constant (αi ≈ 0) along the subspace span{vr+1, . . . , vd}, then the
upper bound (20) is close to 2DKL(ν||ν∗r ). In that case, the upper bound is, up to a multiplicative
factor of two, the same as the true error.
In this particular example, the projector obtained by minimizing the upper bound in fact
yields the optimal approximation of ν in Kullback–Leibler divergence, for any given rank r. This
can be shown by Theorem 2.3 in [41]. Of course, minimizing the upper bound does not produce
the optimal projector in general.
3 Building the approximation
In this section we propose and analyze algorithms for the numerical construction of a low-rank
projector Pr and of a profile function g, such that the distribution νr given by
dνr
dµ ∝ g ◦ Pr is a
controlled approximation of the posterior distribution ν. Recall that in the previous section (see
(7)) we obtained the following decomposition of the Kullback–Leibler divergence:
DKL(ν||νr) = DKL(ν||ν∗r ) +DKL(ν∗r ||νr), (22)
where ν∗r is given by
dν∗r
dµ ∝ Eµ(f |σ(Pr)). The first term in this decomposition depends only
on Pr, not on g; using the material presented in Section 2.2, one can build Pr to ensure that
DKL(ν||ν∗r ) is arbitrarily small. The second term DKL(ν∗r ||νr) can be interpreted as a distance
between g◦Pr and Eµ(f |σ(Pr)) so that the construction of g consists essentially in approximating
a conditional expectation. The computational strategy we adopt here is to: (i) construct Pr in
order to control the first term; and (ii) given such a projector, build the function g so that the
second term is arbitrarily close to zero—or, at least, of the same order as the first term.
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3.1 Construction of the projector
Let us recall some of the results of Section 2.2. Under Assumption 1 and provided that f is
sufficiently regular, Corollary 1 provides an upper bound for the first term DKL(ν||ν∗r ) in the
decomposition (22) by means of the reconstruction error RΓ(Pr, H) = trace(Γ−1(Id−PTr )H(Id−
Pr)) where H =
∫
(∇ log f)(∇ log f)Tdν. This bound holds for any projector Pr. We denote by
P ∗r a rank-r projector which minimizes the reconstruction error, meaning
RΓ(P ∗r , H) = min
Pr∈Rd×d,
rank-r projector
RΓ(Pr, H). (23)
By Proposition 2, P ∗r can be obtained by means of the generalized eigendecomposition of H.
In practice, however, the matrix H may be difficult to compute exactly because it requires
computing a high-dimensional integral when d  1. Instead, we consider the rank-r projector
P̂r that is a minimizer of the approximate reconstruction error RΓ(Pr, Ĥ), i.e.,
RΓ(P̂r, Ĥ) = min
Pr∈Rd×d,
rank-r projector
RΓ(Pr, Ĥ), (24)
where Ĥ is a Monte Carlo approximation of H defined by
Ĥ =
1
K
K∑
i=1
(∇ log f(Xi))(∇ log f(Xi))T . (25)
Here X1, . . . , XK are independent samples from the posterior distribution ν. This corresponds
to principal component analysis (PCA) of the random vector ∇ log f(X), X ∼ ν. An important
question is how large should K be in order to control the reconstruction error RΓ(P̂r, H)? We
refer to [5,36] for recent progress in this direction. The following proposition gives a new sufficient
condition on K so that P̂r is a quasi-optimal solution to (23). This result relies on concentration
properties of sub-Gaussian random vectors; see [7,46]. The proof is given in Section 7.3.
Proposition 3 Let µ, ν be two probability distributions and f be a sufficiently smooth function.
Assume there exists a constant L ≥ 0 such that the random vector ∇ log f(X) with X ∼ ν
satisfies
‖uT∇ log f(X)‖ψ2 ≤ L
√
uTHu, (26)
for any u ∈ Rd, where H = ∫ (∇ log f)(∇ log f)Tdν. Here ‖ · ‖ψ2 denotes the sub-Gaussian
norm, meaning ‖ξ‖ψ2 = supk≥1 k−1/2E(|ξ|k)1/k for any real-valued random variable ξ. Let Ĥ be
a K-sample Monte Carlo approximation of H. For any 0 < δ, η < 1, the condition
K ≥ Ωδ−2L4(√rank(H) +√log(2η−1))2, (27)
for some absolute (numerical) constant Ω, ensures that with probability at least 1−η, the following
relation holds for any projector Pr:
(1− δ) RΓ(Pr, H) ≤ RΓ(Pr, Ĥ) ≤ (1 + δ) RΓ(Pr, H). (28)
Assumption (26) means that ∇ log f(X) is a sub-Gaussian vector. Intuitively it says that the
tails of the distribution of ∇ log f(X) are at most Gaussian. Together with the independence of
X1, . . . , XK , the sub-Gaussian property is an essential ingredient in the proof of Proposition 3.
We give now examples for which (26) is satisfied.
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Example 3 (Bounded gradients) Assume x 7→ ∇ log f(x) is uniformly bounded and assume H is
full rank. Let L <∞ be such that ‖∇ log f(x)‖H−1 ≤ L for all x ∈ Rd. We have
sup
u∈Rd\{0}
|uT∇ log f(x)|√
uTHu
= ‖∇ log f(x)‖H−1 ≤ L
for any x ∈ Rd so that |uT∇ log f(x)| ≤ L
√
uTHu for all x, u ∈ Rd. This means that |uT∇ log f(X)|
is almost surely bounded by L
√
uTHu. Since the ψ2-norm is bounded by the L
∞-norm, we have
‖uT∇ log f(X)‖ψ2 ≤ L
√
uTHu. This shows that relation (26) holds true for all u ∈ Rd.
Example 4 (Unbounded gradients) We now consider an example where ∇ log f(X) satisfies (26)
without being bounded. As in Section 2.4, let µ = N (0, Id) be the standard normal prior and let
f : x 7→ exp(− 12xTAx) for some symmetric matrix A  0. Notice that ∇ log f(x) = −Ax can be
arbitrarily large when ‖x‖ → ∞. We have X ∼ ν = N (0, (Id + A)−1) and H = A(Id + A)−1A.
For any u ∈ Rd, the random variable Z = uT∇ log f(X) = −uTAX is Gaussian with zero mean
and variance σ2Z = u
TA(Id+A)
−1Au = uTHu. Then Z is sub-Gaussian and ‖Z‖ψ2 ≤ LσZ holds
for some absolute constant L; see, for instance, Example 5.8 in [46]. This means that (26) holds
for all u ∈ Rd with a constant L which, surprisingly, does not depend on A.
Proposition 3 gives a sufficient condition for (28) to hold with high probability. This relation
yields the following quasi-optimality result:
RΓ(P̂r, H)
(28)
≤ 1
1− δRΓ(P̂r, Ĥ)
(24)
≤ 1
1− δRΓ(P
∗
r , Ĥ)
(28)
≤ 1 + δ
1− δRΓ(P
∗
r , H).
Then, even though P̂r is not a minimizer of Pr 7→ RΓ(Pr, H), the reconstruction error RΓ(P̂r, H)
is no greater than an arbitrary multiplicative constant 1+δ1−δ ≥ 1 times the minimum of the
reconstruction error RΓ(P ∗r , H). In particular RΓ(P ∗r , H) = 0 implies RΓ(P̂r, H) = 0.
Now let λi and λ̂i be the i-th eigenvalues of the matrix pencils (H,Γ) and (Ĥ,Γ), respectively.
Together with Corollary 1 and Proposition 2, the above quasi-optimality result allows us to
deduce that, with probability at least 1− η, we have
DKL(ν||ν∗r ) ≤
κ
2(1− δ)
d∑
i=r+1
λ̂i ≤ κ(1 + δ)
2(1− δ)
d∑
i=r+1
λi, (29)
where
dν∗r
dµ ∝ Eµ(f |σ(Pr)) with Pr = P̂r. The first inequality above shows that the eigenvalues
λ̂1, λ̂2, . . . can be used to control the error DKL(ν||ν∗r ): a fast decay in the spectrum of (Ĥ,Γ)
reveals the low effective dimension of the posterior ν. The second part of this relation ensures
that, up to a multiplicative constant 1+δ1−δ , the error DKL(ν||ν∗r ) decays with r at the same rate
as if we had used the projector Pr = P
∗
r that minimizes the true reconstruction error.
We note that condition (27) requires K to be at least proportional to the rank of H. If H
is full rank and if d 1, then K ought to be large in order to satisfy (27). In practice, though,
we observe that suitable projectors can be obtained by choosing K proportional to the rank r
of P̂r (which is PCA’s “rule of thumb”). Here there is a challenge in finding weaker conditions
on K that nonetheless allow one to obtain a quasi-optimality result. As in [36], one should try
to exploit some properties of H such as a rapid spectral decay or a large spectral gap.
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3.2 Approximation of the conditional expectation
In this section we assume that a rank-r projector Pr ∈ Rd×d is given. We consider the problem
of approximating the conditional expectation Eµ(f |σ(Pr)). Recall that, using the notation of
Proposition 1, we have
Eµ(f |σ(Pr)) : x 7→
∫
Rd−r
f(Prx+ U⊥ξ⊥) p⊥(ξ⊥|Prx) dξ⊥. (30)
For any x ∈ Rd, an approximation of Eµ(f |σ(Pr))(x) can be obtained via a Monte Carlo estimate
of the form 1M
∑M
i=1 f
(
Prx + U⊥Ξi
)
, where Ξ1, . . . , ΞM ∈ Rd−r are independent copies of the
random vector Ξ ∼ p⊥( · |Prx). In general, the law of Ξ depends on x and we should redraw the
samples Ξ1, . . . , ΞM for each different value of x, which can be computationally demanding.
Instead, we will consider an approximation of Eµ(f |σ(Pr)) of the form
F̂r : x 7→ 1
M
M∑
i=1
f(Prx+ (Id − Pr)Yi), (31)
where Y1, . . . , YM are independent samples from the prior µ. From a computational perspective,
the samples Yi will be drawn once and reused for each evaluation of x 7→ F̂r(x). We define ν̂r to
be the random probability distribution defined by
dν̂r
dµ
∝ F̂r. (32)
Notice that the laws of (Id−Pr)Yi and of U⊥Ξi are in general different, so that F̂r(x) is a biased
estimate of Eµ(f |σ(Pr))(x). In this case we cannot hope for DKL(ν∗r ||ν̂r) to go to zero with M .
In order to analyze this bias, let us introduce the probability distribution µ′ such that∫
h dµ′ = E
(
h(PrX + (Id − Pr)Y )
)
, (33)
for any Borel function h, where X and Y are independent random variables with distribution µ.
Equation (33) is equivalent to saying that µ′ is the probability distribution of the random vector
PrX + (Id − Pr)Y . The following proposition is proven in Section 7.4.
Proposition 4 The conditional expectation Eµ′(f |σ(Pr)) is such that
Eµ′(f |σ(Pr)) : x 7→ E
(
f(Prx+ (Id − Pr)Y )
)
.
By Proposition 4 we can write E(F̂r) = Eµ′(f |σ(Pr)) which allows us to interpret F̂r as a
Monte Carlo estimate of Eµ′(f |σ(Pr)). The following proposition gives a bound for the expecta-
tion of the error DKL(ν
∗
r ||ν̂r). The proof is given in Section 7.5.
Proposition 5 Let ν′r be the distribution such that
dν′r
dµ ∝ Eµ′(f |σ(Pr)). We have
E
(
DKL(ν
∗
r ||ν̂r)
) ≤ DKL(ν∗r ||ν′r) + 12 E
∫ ( F̂r − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)2
dν∗r
+ E
∫
O
(( F̂r(x)− Eµ′(f |σ(Pr))(x)
Eµ′(f |σ(Pr))(x)
)3)
ν∗r (dx). (34)
Certified dimension reduction in nonlinear Bayesian inverse problems 15
Proposition 5 shows that, up to a third order term, the expectation of the error DKL(ν
∗
r ||ν̂r)
is bounded by the sum of two terms. The first term is the Kullback–Leibler divergence from ν′r
to ν∗r and corresponds to a measure of the bias E(F̂r) 6= Eµ(f |σ(Pr)). The second term can be
interpreted as a measure of the variance of F̂r. Under some assumptions on the distribution µ,
the following proposition provides an upper bound for those two terms.
Proposition 6 Assume µ admits a Lebesgue density ρ ∝ exp(−V − Ψ), where Ψ is a bounded
function such that exp(sup Ψ− inf Ψ) ≤ κ and where V : x 7→ 12‖x−m‖2Γ for some m ∈ Rd and
for some symmetric positive-definite matrix Γ ∈ Rd×d. Then, for any ‖ · ‖Γ-orthogonal projector
Pr, we have
DKL(ν
∗
r ||ν′r) ≤ κ7(κ2 − 1)EΓ(Pr, f), (35)
and
1
2
E
∫ ( F̂r − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)2
dν∗r ≤
κ7
2M
EΓ(Pr, f), (36)
where
EΓ(Pr, f) =
∫
‖(Id − PTr )∇ log f‖2Γ−1
f
Eµ(f |σ(Pr))dν. (37)
The proof is given is Section 7.6. Proposition 6 requires µ to be a bounded perturbation
of a Gaussian distribution N (m,Γ−1). This is a stronger assumption than Assumption 1. Ne-
glecting the third order term in (34), Proposition 6 allows one to bound E(DKL(ν∗r ||ν̂r)) by
(C1 +
C2
M )EΓ(Pr, f) where C1 and C2 are two constants which depends only on κ. If µ is Gaussian
(κ = 1) then C1 = 0 and C2 = 1/2. In that case, E(DKL(ν∗r ||ν̂r)) goes to zero with M . This
is not surprising because µ′ = µ holds whenever µ is Gaussian,1 so that ν∗r = ν
′
r and hence
DKL(ν
∗
r ||ν′r) = 0. In the general case κ 6= 1, (35) and (36) show that both the variance and the
bias of F̂r are no greater than a constant independent of Pr times EΓ(Pr, f). Note that the quan-
tity EΓ(Pr, f) differs from the reconstruction error RΓ(Pr, H) only by the term f Eµ(f |σ(Pr))−1;
compare (16) and (37). Provided that this term is uniformly bounded from above, we can write
EΓ(Pr, f) ≤
(
sup
f
Eµ(f |σ(Pr))
)
RΓ(Pr, H).
The above relation shows that the error E(DKL(ν∗r ||ν̂r)) can be controlled by the reconstruction
error RΓ(Pr, H), provided the supremum of f Eµ(f |σ(Pr))−1 is finite. Then a small number of
samples M will be enough to have a guarantee that DKL(ν
∗
r ||ν̂r) is, in expectation, of the same
order of magnitude as the first term DKL(ν||ν∗r ) in the decomposition (22), which was our initial
motivation. We now give an example for which the term sup f Eµ(f |σ(Pr))−1 decreases to one
with the rank of the projector.
Example 5 As in Section 2.4, consider µ = N (0, Id) and f : x 7→ exp(− 12xTAx) for some sym-
metric matrix A  0. Again, let Pr =
∑r
i=1 viv
T
i where vi is the i-th eigenvector of A and let
Σ = (Id+A)
−1 and Σr = (Id+PrAPr)−1. Using the closed-form expression (21) for Eµ(f |σ(Pr))
and since A− PrAPr = (Id − Pr)A(Id − Pr)  0, we have
sup
f
Eµ(f |σ(Pr)) = supx∈Rd
exp(− 12xT (A− PrAPr)x)
det(Σ−1r Σ)1/2
=
1
det(Σ−1r Σ)1/2
=
d∏
i=r+1
(1 + αi)
1/2,
1 Recall that Pr is an orthogonal projector with respect to the norm induced by the precision matrix of µ.
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where αi ≥ 0 is the i-th eigenvalue of A. This shows that when Pr is a minimizer of the recon-
struction error, the supremum of f Eµ(f |σ(Pr))−1 goes monotonically to one with the rank r of
Pr.
Remark 3 In the way they are presented, the error analyses of the projector and of the con-
ditional expectation (i.e., the two terms on the right-hand side of (22)) are not unified: the
first term is bounded in high probability (29), while the second is controlled in expectation (via
Proposition 5 and subsequent discussion). One could unify these results, for instance by using a
Markov inequality to control the probability that DKL(ν
∗
r ||ν̂r) exceeds a certain value. However,
we believe this step is not essential to the purpose of this section, which is to show that the
associated sample approximations are feasible and sound.
3.3 Algorithms
3.3.1 Ideal algorithm
Algorithm 1 can be used to construct an approximation ν̂r of the posterior distribution ν. It
assumes that we can draw samples from the posterior distribution ν. Since this is typically not
possible in actual practice, this algorithm is called ”ideal”.
Algorithm 1 Ideal algorithm
Require: Error threshold ε, sample sizes K and M .
1: Draw K independent samples X1, . . . , XK from ν
2: Compute ∇ log f(Xk) for k = 1, . . . ,K
3: Assemble the matrix Ĥ = 1
K
∑K
k=1
(∇ log f(Xk))(∇ log f(Xk))T
4: Compute a rank-r projector Pr with the smallest rank such that RΓ(Pr, Ĥ) ≤ ε
5: Draw M samples Y1, . . . , YM from µ
6: Return the approximate distribution ν̂r defined by
dν̂r
dµ
∝ F̂r, where F̂r = 1
M
M∑
i=1
(Prx+ (Id − Pr)Yi)
3.3.2 Construction using approximate measures
Obtaining samples from the posterior distribution ν at step 1 of Algorithm 1 can be difficult in
practice; indeed, this challenge is one of the motivations for the dimension reduction approach
presented here. To alleviate this difficulty, we can construct Ĥ using samples from another
distribution ν˜ that can be directly simulated. By the definition (15) of H, we have
RΓ(Pr, H) =
∫
‖(Id − PTr )∇ log f‖2Γ−1
dν
dν˜
dν˜
≤ ( sup dν
dν˜
) ∫ ‖(Id − PTr )∇ log f‖2Γ−1dν˜,
so that, thanks to Corollary 1, we can write
DKL(ν||ν∗r ) ≤
(
sup
dν
dν˜
)κ
2
RΓ(Pr, H˜), where H˜ =
∫
(∇ log f)(∇ log f)Tdν˜, (38)
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for any projector Pr. Assuming ν˜ satisfies sup
dν
dν˜ < +∞ (a common assumption in importance
sampling [34,37]), the above relation suggests that minimizing the approximate reconstruction
error Pr 7→ RΓ(Pr, H˜) can yield suitable projectors. In particular if H˜ is rank deficient, then
RΓ(Pr, H˜) = 0 and thus DKL(ν||ν∗r ) = 0 for a suitable projector Pr with r = rank(H˜). In general,
however, the constant sup dνdν˜ will be unknown in practice, and we will not be able to use (38) as
a quantitative error bound for the error DKL(ν||ν∗r ).
By drawing samples from ν˜ rather than from ν at step 1 of Algorithm 1, the matrix Ĥ
computed at step 2 is a Monte Carlo approximation of H˜. Proposition 3 still applies when
replacing ν by ν˜. Then for K sufficiently large (K = O(rank(H˜)), for instance), it holds with
high probability that any rank-r projector that minimizes Pr 7→ RΓ(Pr, Ĥ) will be a quasi-
optimal solution to the minimization problem of Pr 7→ RΓ(Pr, H˜); see the discussion of Section
3.1. Here we list two common choices of ν˜.
1. Laplace approximation. The Laplace approximation constructs a Gaussian distribution
ν˜ = N (m˜, Σ˜), where m˜ is the mode of ν and the matrix Σ˜−1 is obtained from Hessian of the
negative log density of ν evaluated at m˜. Note that if ν is Gaussian then ν˜ is exactly ν. Even
though Laplace’s method is a simple way to obtain a Gaussian approximation of ν, there is
no guarantee that sup dνdν˜ is finite in general.
2. Prior distribution. Sampling from the prior distribution µ is usually tractable. With the
choice ν˜ = µ, we have dνdν˜ =
dν
dµ =
f∫
fdµ
. For most applications, the likelihood function f is
bounded so that sup dνdν˜ <∞. Note that this choice has been considered in [11].
3.3.3 Iterative construction
As suggested by [15], rather than limiting ourselves to a fixed approximation H˜, we can ap-
proximate the true H (15) using a sequential importance sampling framework. Let us consider
a sequence of posterior approximations ν˜
(0)
r , . . . , ν˜
(L)
r where ν˜
(0)
r = µ and, for any 1 ≤ l ≤ L, the
distribution ν˜
(l)
r is associated with a projector P
(l)
r by
dν˜
(l)
r
dµ
∝ F̂ (l)r , where F̂ (l)r : x 7→
1
M
M∑
i=1
f
(
P (l)r x+ (Id − P (l)r )Yi
)
.
Notice that the same samples Yi are used for every 1 ≤ l ≤ L. The idea is to use ν˜(l)r as a biasing
distribution for the estimation of H. Let X
(l)
1 , . . . , X
(l)
K be K independent samples from ν˜
(l)
r . We
can write
H =
∫ (∇ log f(x))(∇ log f(x))T dν
dν˜
(l)
r
dν˜(l)r ,
so that
Ĥ(l) =
1∑K
k=1 w
(l)
k
K∑
k=1
w
(l)
k
(∇ log f(X(l)k ))(∇ log f(X(l)k ))T , w(l)k = f(X(l)k )
F̂
(l)
r (X
(l)
k )
is a self-normalized importance sampling estimator of H. Having computed Ĥ(l), the (l + 1)-
th projector P
(l+1)
r is defined as a projector with minimal rank such that the approximate
reconstruction error RΓ(P (l+1)r , Ĥ(l)) is below some prescribed tolerance.
This iterative construction is detailed in Algorithm 2. Notice that at the first iteration, the
importance weights w
(0)
k are set to one. We make this choice in order to avoid the potential
degeneracy (i.e., large variance of the weights) that might occur when µ is a poor approximation
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of ν. Also, our implementation includes a constraint on the rank of the projector, so that it
cannot exceed a user-defined maximum rank rmax. By doing so, we avoid any explosion of the
rank in the earlier stages of the algorithm, i.e., when a poor posterior approximation might yield
a crude approximation of H.
Algorithm 2 Iterative algorithm
Require: Threshold ε, sample sizes K and M , maximum number of iterations L, maximum rank rmax
1: Draw M samples Y1, . . . , YM from µ
2: for l = 0, . . . , L do
3: if l = 0 then
4: Draw K samples X
(l)
1 , . . . , X
(l)
K from µ
5: Compute ∇ log f(X(l)k ) and set the weights w
(l)
k = 1 for k = 1, . . . ,K
6: else
7: Draw K samples X1, . . . , XK from ν̂
(l)
r using MCMC
8: Compute ∇ log f(X(l)k ) and w
(l)
k =
f(X
(l)
k
)
F̂
(l)
r (X
(l)
k
)
for k = 1, . . . ,K
9: end if
10: Assemble the matrix
Ĥ(l) =
1∑K
k=1 w
(l)
k
K∑
k=1
w
(l)
k
(∇ log f(X(l)k ))(∇ log f(X(l)k ))T
11: Compute the lowest rank rε such that RΓ(P, Ĥ(l)) ≤ ε for some rank-rε projector P
12: Put r = min(rmax, rε) and form the rank-r projector P
(l+1)
r which minimizes P 7→ RΓ(P, Ĥ(l))
13: Define the approximate distribution ν̂
(l+1)
r as
dν̂
(l+1)
r
dµ
∝ F̂ (l+1)r , where F̂ (l+1)r : x 7→ 1
M
M∑
i=1
f
(
P
(l+1)
r x+ (Id − P (l+1)r )Yi
)
14: end for
15: Return the approximate distribution ν̂
(l+1)
r .
4 Alternative approaches to dimension reduction
4.1 Karhunen–Loe`ve-based dimension reduction
The Karhunen–Loe`ve decomposition is a simple and powerful tool for reducing the dimension of
a given random vector X ∈ Rd. Letting m = E(X), this method exploits the fact that X−m may
take values mostly on a low-dimensional subspace of Rd, so that X−m can be well approximated
by Pr(X−m) for some low-rank projector Pr ∈ Rd×d. The standard approach is to seek Pr such
that the mean squared error E(‖(X −m) − Pr(X −m)‖22) is below some prescribed tolerance.
We can write
E(‖(X −m)− Pr(X −m)‖22) = trace((Id − Pr)Σ(Id − PTr )),
where Σ = E((X −m)(X −m)T ) is the covariance matrix of X. Using Proposition 2, we have
that the orthogonal projector onto the r-dimensional leading eigenspace of Σ is a minimizer of
the mean squared error over the set of rank-r projectors. Furthermore we have
min
Pr∈Rd×d,
rank-r projector
E(‖(X −m)− Pr(X −m)‖22) =
d∑
i=r+1
σ2i ,
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where σ2i is the i-th eigenvalue of Σ. This relation shows that a strong decay in the spectrum of
Σ ensures the mean squared error can be arbitrarily small for some r  d. The eigenvectors of
Σ are called the Karhunen–Loe`ve modes of X and m+Pr(X −m) corresponds to the truncated
Karhunen–Loe`ve decomposition of X.
This methodology can be used to approximate the prior distribution µ. Assuming X ∼ µ has
mean m = E(X) and covariance matrix Σ, let µr be the distribution of m+ Pr(X −m), where
Pr is the rank-r orthogonal projector onto the dominant eigenspace of Σ. As proposed in [27,31,
26], we can then introduce the approximate posterior ν˜r such that
dν˜r
dµr
∝ f.
This Karhunen–Loe`ve-based dimension reduction and the dimension reduction method primarily
considered in this paper yield different approximation formats for the posterior measure: the
latter considers approximate measures that are fully supported on Rd, while the former seeks an
approximate measure that is defined on a low-dimensional affine subspace of Rd (i.e., m+Im(Pr)).
The difference in support makes the two approximations hard to compare since, by construction,
the divergence DKL(ν||ν˜r) is infinite. This is hardly surprising, as Karhunen–Loe`ve dimension
reduction does not try to minimize DKL(ν||ν˜r), but rather focuses on the the mean squared error
E(‖(X −m)− Pr(X −m)‖2), with X ∼ µ.
From a computational perspective, Karhunen–Loe`ve dimension reduction relies only on the
prior measure µ: there is no need to compute expectations over the posterior measure ν or to
evaluate gradients of the likelihood function, and hence the resulting approximation is easy to
compute. Yet these computational advantages highlight some fundamental limitations of the
method. The efficiency of the reduction strategy is limited to cases where there is a sharp decay
in the eigenvalues of the covariance matrix Σ; the method does not exploit any low-dimensional
structure that the likelihood function might have.
Note that the orthogonal projector onto the leading eigenspace of the prior covariance was
already considered in Section 2.3, to construct a different kind of a priori dimension reduction—
one yielding approximations that are again fully supported on Rd. In that case, we obtained an
upper bound (19) for DKL(ν||ν∗r ), where dν
∗
r
dµ ∝ Eµ(f |σ(Pr)).
Remark 4 It is also possible to apply the Karhunen–Loe`ve dimension reduction method to the
posterior measure ν. In that case, we seek an approximation of ν defined as the distribution
of m + Pr(X −m) for some projector Pr, where X ∼ ν follows the posterior distribution and
m = E(X) is the posterior mean. As before, the projector can be defined as the minimizer of
Pr 7→ E(‖(X −m) − Pr(X −m)‖22) for X ∼ ν, which turns out to be an orthogonal projector
onto the leading eigenspace of the posterior covariance. This approach is no longer an a priori
method since it requires computing an integral over the posterior distribution.
4.2 Likelihood-informed subspace
The likelihood-informed subspace (LIS) reduction method [12] leverages optimality results avail-
able for the Bayesian linear–Gaussian model [41] to propose a structure-exploiting approximation
of the posterior distribution. The method assumes the prior to be Gaussian µ = N (m,Σ) and
the likelihood function f , up to a multiplicative constant, to have the following form:
f : x 7→ exp
(
− 1
2
‖G(x)− y‖2
Σ−1obs
)
.
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Here G is a suitably regular forward operator, y is the observed data vector, and Σobs is the
covariance matrix of the observational noise which is assumed to be additive and Gaussian. The
LIS reduction approximates the posterior ν by νLISr , defined as
dνLISr
dµ
(x) ∝ f(Prx+ (Id − Pr)m).
Here Pr is a projector that is self–adjoint with respect to the inner product induced by Σ
−1 and
whose range is spanned by the leading generalized eigenvectors of the matrix pencil (HLIS,Σ
−1),
where
HLIS =
∫
∇GT Σ−1obs∇Gdν. (39)
The matrix HLIS is the expectation over the posterior ν of the Gauss–Newton Hessian of the
log-likelihood ∇GT Σ−1obs∇G. The work of [15] generalizes the construction of the matrix HLIS
to reference measures other than the posterior—for example, replacing ν with the prior measure
or the Laplace approximation to the posterior.
The LIS methodology differs from the methodology considered in this paper in the following
ways. First, the likelihood function is approximated by x 7→ f(Prx+ (Id−Pr)m), rather than by
the conditional expectation Eµ(f |σ(Pr)). This choice leads to a suboptimal approximation with
respect to the Kullback–Leibler divergence; see Section 2.1. Notice however that this approxi-
mation choice is quite similar to the Monte Carlo approximation of the conditional expectation
presented in Section 3.2. Indeed, using only M = 1 sample, the approximation of the conditional
expectation defined by (31) is F̂r : x 7→ f(Prx + (Id − Pr)Y ), where Y is a sample drawn from
the prior distribution µ.
The other important difference is in the definition of the projector. Recall that in Section
2.2, Pr is defined as the projector onto the leading eigenspace of the pencil (H,Σ
−1), where H
is defined in (15). The matrices H and HLIS are in general different, and so are the resulting
projectors. The projector Pr in the present paper is defined as the minimizer of an upper bound on
the Kullback–Leibler divergence between ν and its approximation (see Section 2.2). In contrast,
the projector introduced in [12] is only justified by analogy with optimality results developed in
the linear–Gaussian case [41]. As a consequence, the LIS projector does not come with certified
error bounds on the resulting posterior approximation, while the strategy presented in this paper
does. Yet both methodologies can perform remarkably well in applications, and can be even
comparable; cf. Section 5.
4.3 Active subspace for Bayesian inverse problems
The active subspace (AS) method [10,38] is a dimension reduction technique which addresses the
approximation (in the L2 sense) of a real-valued function by means of a ridge function. These
directions span the so-called active subspace [40]. In [11], this methodology is used to approximate
the log-likelihood function in a Bayesian inverse problem. Denoting the prior covariance by Σ,
the posterior distribution ν is approximated by
dνASr
dµ
∝ expEµ(log f |σ(Pr)), (40)
where Pr is defined as the Σ
−1-orthogonal projector onto the leading generalized eigenspace of
the matrix pencil (HAS,Σ
−1), with
HAS =
∫
(∇ log f)(∇ log f)T dµ. (41)
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Active subspace reduction differs from the methodology introduced in this paper in the follow-
ing aspects. First, the conditional expectation in (40) applies to the log-likelihood function rather
than to the likelihood function itself. This choice is motivated by the fact that Eµ(log f |σ(Pr))
yields an optimal approximation of log f in the set {g ◦ Pr, g : Rd → R} with respect to the
L2µ-norm. However, the function expEµ(log f |σ(Pr)) is not optimal with respect to the Kullback-
Leibler divergence; see Section 2.1
Another difference is in the choice of projector. Comparing (41) with (15), we see that the
integral in (41) is taken over the prior µ rather than the posterior ν, and thus the matrices HAS
and H are in general different. Notice that HAS corresponds to the matrix H˜ defined in (38)
with the choice ν˜ = µ.
Finally, we mention that the active subspace method comes with an upper bound on the
Hellinger distance between ν and its approximation; see Theorem 3.1 in [11]. This analysis
relies on a Poincare´ inequality rather than on a logarithmic Sobolev inequality. Moreover, the
Hellinger bound in [11] contains unknown (and uncontrolled) constants. In this paper, we provide
sufficient conditions on the prior µ to control the constants associated with the logarithmic
Sobolev inequality and hence with our Kullback–Leibler error bound. From a theoretical point of
view, it is challenging to relate the two bounds, and we cannot make a definitive statement about
their relative merit: comparing upper bounds of two different metrics is not really informative.
Instead we will compare the two methodologies by means of numerical experiments in Section 5.
5 Numerical illustration
We use two Bayesian inverse problems to numerically demonstrate various theoretical aspects of
the proposed dimension reduction method. In both examples we assume that the prior distri-
bution is Gaussian, µ = N (m,Σ). This choice of prior distribution satisfies Assumption 1 with
Γ = Σ−1 and κ = 1. In both examples, we suppose that the data y correspond to predictions
of a nonlinear forward model x 7→ G(x) that are corrupted by measurement noise, where the
latter is additive and normally distributed with zero mean and covariance Σobs. Thus we have a
likelihood function, up to a multiplicative constant, of the form
f : x 7→ exp
(
−1
2
‖G(x)− y‖2
Σ−1obs
)
. (42)
5.1 Example 1: Atmospheric remote sensing
Our first example is a realistic atmospheric remote sensing problem, where satellite observations
from the Global Ozone MOnitoring System (GOMOS) are used to estimate the concentration
profiles of various gases in the atmosphere.
5.1.1 Problem setup
The GOMOS instrument repeatedly measures light intensities at different wavelengths λ and
different altitudes “alt.” The light transmissions Tλ,alt are modeled using Beer’s law:
Tλ,alt = Tλ,alt
(
κ1, . . . , κNgas
)
= exp
−∫
path(alt)
Ngas∑
gas=1
agasλ (z(ζ))κ
gas(z(ζ)) dζ
 , (43)
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where the integral is taken along the ray path, and z(ζ) is the height in the atmosphere of a point
ζ on the path. The curvature of the earth is taken into account; see the illustration in Figure 1.
The quantity agasλ (z), known from laboratory measurements, is called the cross-section. It is a
measure of how much a gas absorbs light of a given wavelength λ at a given height z. In this model
there are Ngas gases, and for each we would like to infer the density profile κ
gas : z 7→ κgas(z).
Each of the Ngas profiles are modeled as independent random processes with log-normal prior
distributions. That is, log κgas(·) follows a Gaussian distribution N (mgas,Σgas) where Σgas is the
covariance operator associated with the squared exponential kernel
(z, z′) 7→ σ2gas exp
(
−‖z − z
′‖2
2z20
)
. (44)
These priors are chosen to promote smooth gas density profiles with large variations.
Henceforward, we consider a discretization of the vertical axis z into Nalt layers with piecewise
constant densities. We denote by x ∈ RNalt·Ngas the vector containing the logarithms of the
(unknown) Ngas gas densities in the Nalt layers, i.e.,
x = vec
 log(κ
1(z1)) . . . log(κ
Ngas(z1))
...
. . .
...
log(κ1(zNalt)) . . . log(κ
Ngas(zNalt))
 ,
where z1, . . . , zNalt denote the Nalt altitudes and vec(·) the vectorization operator. Because κgas
is log-normally distributed, the prior distribution µ = N (m,Σ) of the parameter x is Gaussian,
and its prior mean m and its prior covariance Σ are derived from the discretization of mgas and
Σgas.
The data y is a noisy measurement of the light transmissions Tλ,alt at Nλ different wavelengths
and at Nalt different altitudes. It is a vector y ∈ RNλNalt given by
y = G(x) + εobs
where the forward model G(x) results from the discretization of Beer’s law (43), and where
εobs ∼ N (0,Σobs) is centered Gaussian noise with known observation covariance Σobs. With this
model, the likelihood function f takes the form of (42).
Here we adopt the same model setup and synthetic data set used in [12,15]. The atmosphere
is discretized into Nalt = 50 layers and with Ngas = 4 profiles to infer so the total parameter
dimension is d = NaltNgas = 200. We have observations at Nλ = 1416 wavelengths, and thus the
dimension of the data is NaltNλ = 70800. We refer the readers to [43,21] for a further description
of the model setup, the data set, and the Bayesian treatment of this inverse problem.
5.1.2 Comparison of approximations
We compare the posterior approximations obtained by the proposed method (see Sections 2
and 3) to those obtained by the existing methods described in Section 4. The comparison is
summarized in Figures 2 and 3.
Except for the prior-based method described in Section 2.3, which builds a projector only from
the prior covariance matrix Σ, the projector Pr is built with a generalized eigendecomposition of
H(∇ log f)ρ =
∫
(∇ log f)(∇ log f)T dρ or H(∇G)ρ =
∫
(∇G)TΣ−1obs(∇G) dρ, (45)
where ρ is either the prior µ, the posterior ν, or the Laplace approximation of the posterior
ν. Using this new notations, we have H = H
(∇ log f)
ν with ρ = ν. Each of the six possible
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Fig. 1 The principle of the GOMOS measurement. The atmosphere is represented as spherical layers around the
Earth. Note that the thickness of the layers is much larger relative to the Earth in this figure than in reality. The
figure is adopted from [21], with the permission of the authors.
combinations ({∇ log f ;∇G} × {µ; ν; Laplace(ν)}) corresponds to a subplot in Figure 2. In all
cases, we compute Monte Carlo estimates of the matricesH
(∇ log f)
ρ orH
(∇G)
ρ above usingK = 106
samples, to minimize the impact of Monte Carlo error in this first comparison. When ρ = ν, the
DILI algorithm [14] is used to obtain samples from the posterior distribution.
Once we have estimated the matrix H
(∇ log f)
ρ or H
(∇G)
ρ for a ρ ∈ {µ; ν; Laplace(ν)}, we
compute its generalized eigendecomposition (i.e., (H
(∇ log f)
ρ ,Σ−1) or (H
(∇G)
ρ ,Σ−1)) and assemble
the rank-r projector Pr onto the corresponding leading eigenspace for r ∈ {10; 15; . . . ; 50}. Then
we approximate the conditional expectation Eµ(f |σ(Pr)) by
x 7→ 1
M
M∑
i=1
f(Prx+ (Id − Pr)Yi), where Y1, . . . , YM iid∼ µ,
with either M = 10 prior samples (yellow line with squares in Figure 2) or with M = 1 prior
sample (solid grey lines). We also consider the deterministic approximation x 7→ f(Prx + (Id −
Pr)m), which corresponds to using M = 1 sample that is fixed to the prior mean, Y1 = m
(red line with crosses). Finally, the blue line with circles represents the reconstruction error
RΓ(Pr, H), where Pr is the projector constructed either from H(∇ log f)ρ or H(∇G)ρ , and where
H =
∫
(∇ log f)(∇ log f)Tdν.
Once both the projector and the approximation of the conditional expectation are defined, the
KL divergence DKL(ν‖ν̂r) is approximated with 106 samples drawn from the posterior using the
DILI algorithm [14]. This approximation is assumed to be sufficiently accurate for the purpose
of our experiments.
Among the different ways of approximating the conditional expectation, the sample-based
approach with M = 10 outperforms both the one-sample approach (M = 1) and the determin-
istic approach (Y1 = m). As shown in the theoretical analysis of Section 3.2, the error due to
approximating the conditional expectation is, in expectation, proportional to the reconstruction
error; this is why we observe that the error decays quickly with the rank of the projector even
when M is small. Note that the cost for evaluating the approximation of the conditional expec-
tation is proportional to M : it is exactly M times the cost of evaluating the exact likelihood
function f , which might be expensive when M is large. Therefore we would prefer using the
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Fig. 2 GOMOS example. KL divergence DKL(ν‖ν̂r) versus the rank of the projector Pr. The title of each plot
(except the top right one) summarizes the combination of integrand and reference measure ρ used to build the
projector, see Equation (45). For each projector, we consider three different approximations of the conditional
expectation: the prior mean approximation (crosses, Y1 = m), the sample average approximation (squares, M =
10), and the one-sample approximation (grey lines, M = 1). The reconstruction error 1
2
RΓ(Pr, H) is illustrated
by circles.
deterministic prior mean approach (Y1 = m) which, in addition to having a low evaluation cost,
has an accuracy comparable to that of the sample-based approach with M = 10 and seems better
than the one-sample approach (M = 1).
Figure 2 also shows that the reconstruction error RΓ(Pr, H) provides a good estimate of the
KL divergence, a quantity which is rarely available in practice. In theory, the reconstruction error
gives a certified bound on the KL divergence for any projector, provided that the conditional
expectation is computed exactly—which is not what we do here. In practice, however, we observe
that the reconstruction error is in general a fairly good error indicator even when using a sample
approximation of the conditional expectation. This might not be true when sample sizes are very
small; see, for instance, the cases ρ = ν and M = 1 in Figure 2.
In Figure 3 we compare the performance of the different definitions of the projector. Here
we only consider the KL divergence of posterior approximations obtained using the sample-
based approximation of the conditional expectation with M = 10 (left) and the prior mean
approximation Y1 = m (right). The projector obtained from H
(∇ log f)
ρ with ρ = ν achieves the
best accuracy overall. The LIS method, obtained from H
(∇ logG)
ρ with ρ = ν, also performs
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Fig. 3 GOMOS example. KL divergence DKL(ν‖ν̂r) for posterior approximations ν̂r obtained using various
projectors Pr. The left plot shows results when a sample average (M = 10) is used to approximate the conditional
expectation, while the right plot shows results using the prior mean approximation (Y1 = m).
reasonably well. We observe a performance gap between these two projectors and the other five:
the latter lead to significantly less accurate posterior approximations, at any given rank.
5.1.3 Demonstration of Algorithm 2
Now we demonstrate the iterative procedure given in Algorithm 2 for constructing projectors
and posterior approximations. In this exercise, we approximate the conditional expectation using
the prior mean option (Y1 = m). For each iteration l, the rank of the projector, the reconstruc-
tion error RΓ(P (l)r , H), and the KL divergence from the posterior measure ν to the resulting
approximation ν̂
(l)
r , are shown in Figure 4. The left column of Figure 4 illustrates the iterative
procedure where the error threshold ε = 10−2 is used to determine the rank of the projector in
each iteration. Here we also set the maximum rank of the projector to be rmax = 40. The right
column of Figure 4 shows a fixed-rank variant of the iterative procedure. In this variant, the rank
of the projector is held constant at r = 30.
The iterative procedure appears to be effective in approximating the posterior. When the rank
of the projector is dynamically adjusted (left column of Figure 4), the iterative procedure achieves
the desired level of accuracy within the first two iterations; then the rank of the projector, the
reconstruction error, and the KL divergence are stabilized in later iterations. When the rank of
the projector is fixed (right column of Figure 4), the KL divergence decays significantly in the
first two iterations, and then is stabilized in later iterations.
5.1.4 Impact of sample size
We now analyze the impact of the sample size K in the Monte Carlo approximation Ĥ of H; see
Section 3.1. Recall that Ĥ is used to construct the projector P̂r that minimizes the approximate
reconstruction error Pr 7→ RΓ(Pr, Ĥ) over the set of all rank-r projectors. We will measure the
impact of the sample size K via the following criteria:
1. Is RΓ(P̂r, H) close to the minimum of the true reconstruction error RΓ(P ∗r , H)? Since our
primary goal is to minimize a bound on the KL divergence, it makes sense to measure the
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Fig. 4 GOMOS example. Rank of the projector, reconstruction error RΓ(P (l)r , H), and KL divergence from the
exact posterior measure ν to the approximate measure ν̂
(l)
r produced by the iterative procedure (Algorithm 2).
The left column shows results where a target target error tolerance ε = 10−2 and rmax = 40 is used to determine
the rank of the projector. The right column shows a fixed-rank variant of the iterative procedure, where the rank
is held at r = 30.
quality of P̂r in terms of its ability to minimize the reconstruction error. Thus we do not look
at distances between P̂r and the minimizer P
∗
r (such as the operator norm ‖P̂r − P ∗r ‖ or the
Frobenius norm ‖P̂r −P ∗r ‖F ) because these distances are not directly related to the problem
of posterior approximation.
2. Can we use RΓ(P̂r, Ĥ) as an error indicator for the KL divergence? Since the quantity
RΓ(P̂r, Ĥ) is the only one that is accessible in practice, we would like to know whether
it is safe to use as an error estimator.
Numerical results are summarized in the left plot of Figure 5 for different sample sizes K ∈
{50, 100, 200, 500, 1000, 2000}. To assess the variability of these results due to the randomness in
Ĥ, we also repeat the previous experiment 10 times for K ∈ {50, 200, 1000} (right plot of Figure
5).
Concerning the first criterion, we observe that the quality of P̂r depends not only on the
sample size K, but also on the rank r of the projector. Indeed, RΓ(P̂r, H) (solid colored lines in
Figure 5) is closest to the minimum of the reconstruction error (black line) for small r and large
K. This suggests that the sample size should be chosen larger when r is chosen to be large. Note
that this fact is not revealed by the theoretical analysis of Section 3.1.
Concerning the second criterion, we observe that the approximate reconstruction errorRΓ(P̂r, Ĥ)
(dashed colored lines) is always smaller than the true reconstruction error RΓ(P̂r, H) (solid col-
ored lines). This relationship is particularly apparent when the sample size K is small and the
rank r is large. This means that one should be careful when using RΓ(P̂r, Ĥ) in place of the
exact reconstruction error, as it tends to underestimate the error.
Overall, in this example, both criteria are validated for sufficiently large sample sizes. With
K ≥ 1000, the resulting projector P̂r has a reconstruction error comparable to that of the
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Fig. 5 GOMOS example. The approximate reconstruction error RΓ(P̂r, Ĥ) (dashed lines) and the true recon-
struction error RΓ(P̂r, H) (solid lines) for projectors P̂r obtained using different sample sizes K. Different sample
sizes are represented by lines marked with different colors. The solid black line represents the reconstruction error
RΓ(P ∗r , H). Left: errors obtained in single-trial experiments. Right: errors obtained in 10 repeated experiments.
Here, the reference matrix H is computed using 106 posterior samples generated by the DILI algorithm.
projector P ∗r , and the approximate reconstruction errorRΓ(P̂r, Ĥ) provides a fairly good estimate
for RΓ(P̂r, H).
5.2 Example 2: Elliptic PDE
Our second example is an inverse problem aiming at estimating the spatially inhomogeneous co-
efficient of an elliptic PDE, adopted from [15]. In physical terms, our problem setup corresponds
to inferring the transmissivity field of a two-dimensional groundwater aquifer from partial obser-
vations of the stationary drawdown field of the water table, measured from well bores.
5.2.1 Problem setup
Consider a three kilometer by one kilometer problem domain Ω = [0 m, 3000 m]× [0 m, 1000 m],
with boundary ∂Ω. We denote the spatial coordinate by ζ ∈ Ω. Consider the transmissivity field
T (ζ) (units [m2/day]), the drawdown field p(ζ) (units [m]), and sink/source terms q(ζ) (units
[m/day]). The drawdown field for a given transitivity and source/sink configuration is governed
by the elliptic equation:
−∇ · (T (ζ)∇p(ζ)) = q(ζ), ζ ∈ Ω. (46)
We prescribe the drawdown value to be zero on the boundary (i.e., a zero Dirichlet boundary
condition), and define the source/sink term q(ζ) as the superposition of four weighted Gaussian
plumes with standard width 50 meters. The plumes are centered near the four corners of the
domain (at [20 m, 20 m], [2980 m, 20 m], [2980 m, 980 m] and [20 m, 980 m]) with magnitudes of
−3000, 2000, 4000, and −3000 [m/day], respectively. We solve (46) by the finite element method.
The discretized transitivity field T (ζ) is endowed with a log-normal prior distribution, i.e.,
T (ζ) = exp(x(ζ)), where x ∼ N (m,Σ) ,
where the prior mean is set to log(1000 [m/day]) and the inverse of the covariance matrix Σ−1 is
defined through the discretization of an Laplace-like stochastic partial differential equation [29],
(−∇ ·K∇+ κ2)x(ζ) =W(ζ),
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Fig. 6 Setup of the groundwater inversion example. (a) “True” transmissivity field. (b) Sources and sinks. (c)
Drawdown field resulting from the true transmissivity field, with observation wells indicated by black dots. (d)
Data y; circles represent the noise-free drawdowns at each well, while crosses represent the observed drawdowns
with measurement noise.
where W(ζ) is white noise. In this example, we set the stationary, anisotropic correlation tensor
K to
K =
[
0.55 −0.45
−0.45 0.55
]
,
and put κ = 50. The “true” transmissivity field is a realization from the prior distribution. The
true transmissivity field, sources/sinks, simulated drawdown field, and synthetic data are shown
in Figure 6. Partial observations of the pressure field are collected at 13 sensors whose locations
are depicted by black dots in Figure 6(c), with additive error e ∼ N (0, σ2I13). The standard
deviation σ of the measurement noise is prescribed so that the observations have signal-to-noise
ratio 20. The noisy data are shown in Figure 6(d).
In this example, the finite element discretization of (46) uses 120 × 40 bilinear elements to
represent the drawndown field p(ζ), while the transmissivity field T (ζ) is modeled as piecewise
constant for each element. This yields the discretized forward model G : R4800 → R13, where the
parameter x is of dimension d = 4800.
5.2.2 Numerical results
We proceed with the same comparison as in the GOMOS example. We compare the KL divergence
DKL(ν‖ν̂r) for different posterior approximations ν̂r obtained using the various projectors given
in Sections 3 and 4. The projectors used in this comparison are built in the same way as in the
GOMOS example. Also we consider the same three options (M = 1, M = 10, and Y1 = m)
for approximating the conditional expectation within ν̂r. Again, 10
6 samples drawn from the
posterior using the DILI algorithm [14] are used to compute the KL divergence DKL(ν‖ν̂r). The
comparison is summarized in Figures 7 and 8.
In Figure 7 we observe that the approximation of the conditional expectation with M = 10
samples outperforms the two other options, M = 1 and Y1 = m. This holds true regardless of
how the projector is constructed. We also notice that the prior-mean approximation Y1 = m
in general performs better than the one-sample approximation M = 1. Similar to the GOMOS
example, the reconstruction error RΓ(Pr, H) provides an effective error indicator for posterior
approximations that employ the M = 10-sample estimate of the conditional expectation, for
any choice of projector Pr. Also, the KL divergence decays with r at the same rate as the
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Fig. 7 Same as Figure 2, but for the elliptic inverse problem.
reconstruction error, independently of the choice of approximation scheme for the conditional
expectation.
A direct comparison of the posterior approximations defined by different projectors is shown
in Figure 8, where approximations using the sample estimate (M = 10) and prior mean ap-
proximation (Y1 = m) of the conditional expectation are collected in the left and right plots,
respectively. The projector obtained from H
(∇ log f)
ρ with ρ = ν outperforms all the other meth-
ods. In other words—and as observed in the previous example—the method proposed in Section
2 provides more effective dimension reduction than the alternatives. Note also that the projectors
obtained from H
(∇G)
ρ with ρ = ν and with ρ = Laplace(ν) perform better than the projector
obtained from H
(∇ log f)
ρ with ρ = Laplace(ν), indicating that efficient dimension reduction can
also be obtained from gradient of the forward model itself. All other projectors have a rather
large accuracy gap relative to the abovementioned projectors. In particular, choosing ρ = µ in
this example seems to be much less effective than averaging over the posterior distribution or its
Laplace approximation.
6 Conclusion
We have addressed the problem of reducing the dimension of a Bayesian inverse problem, in
the nonlinear/non-Gaussian setting. A Bayesian inverse problem has a low intrinsic dimension
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Fig. 8 Same as Figure 3, but for the elliptic inverse problem.
when the update from the prior distribution to the posterior distribution is essentially low-
dimensional, meaning that the data only inform a few directions in the parameter space. We
proposed a methodology that reveals and exploits such structure by seeking an approximation of
the likelihood as a ridge function, i.e., a function that varies only on a low-dimensional subspace of
its input space. To obtain this approximation, we first identified the optimal profile function of the
ridge approximation, meaning the profile that minimizes the Kullback–Leibler divergence from
the posterior approximation to the exact posterior. Then, using logarithmic Sobolev inequalities,
we derived an upper bound for the remaining error. This bound admits a simple form and can be
easily minimized: this is how the informed directions are discovered. In addition, our methodology
provides a certified estimator of the approximation error in the posterior distribution, measured
with the Kullback–Leibler divergence, a quantity which is difficult to compute in practice.
Our method is fundamentally gradient-based and requires the second moment matrix of
the gradient of log-likelihood function. Computing this matrix can be challenging in practice
because it entails integrating over the posterior distribution. We thus propose several sample-
based approximation schemes, including an iterative algorithm which employs a sequence of
low-dimensional posterior approximations.
The use of logarithmic Sobolev inequalities requires some (rather strong) assumptions on the
prior distribution, e.g., being Gaussian, being a Gaussian mixture, or being a bounded perturba-
tion of a Gaussian. One open question left for future work is how to weaken the assumption on
the prior which, for now, does not encompass priors with compact support or priors with heavy
tails. Another possible improvement of the methodology is the extension to infinite-dimensional
parameter spaces.
Analytical and numerical examples demonstrate good performance of the proposed method.
In particular, we show that it outperforms other state-of-the-art gradient-based dimension re-
duction schemes. We also note that effective MCMC algorithms for large-scale Bayesian inverse
problems, such as the DILI sampler of [14], fundamentally rely on the low-dimensional structure
of the posterior distribution. In its original form, [14] uses the LIS method to discover this low-
dimensional structure, a method which is less efficient than the one we propose. Incorporating
our new developments in the DILI algorithm could thus yield better sampling performance.
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7 Appendices
7.1 Proof of Proposition 1
We denote by Ur ∈ Rd×r a matrix whose columns form a basis of Im(Pr) and we let U ∈ Rd×d
be defined as the horizontal concatenation of Ur and U⊥. We have Uξ = Urξr + U⊥ξ⊥ for any
ξ ∈ Rd, where ξr ∈ Rr and ξ⊥ ∈ Rd−r are the vectors containing respectively the r first and the
d − r last components of ξ. Let F : x 7→ ∫Rd−r f(Prx + U⊥ξ⊥) p⊥(ξ⊥|Prx)dξ⊥. By definition of
p⊥(ξ⊥|Prx) and since PrUr = Ur, this function satisfies
F (Urξr) =
∫
Rd−r f(Urξr + U⊥ξ⊥) ρ(Urξr + U⊥ξ⊥)dξ⊥∫
Rd−r ρ(Urξr + U⊥ξ
′
⊥)dξ
′
⊥
,
for any ξr ∈ Rr. Let h be σ(Pr)-measurable function. By Corollary 1, h can be written as the
composition of a function with Pr, so that h(Urξr +U⊥ξ⊥) = h(Urξr) holds for any ξr ∈ Rr and
ξ⊥ ∈ Rd−r. Thus we have∫
f h dµ =
∫
Rd
f(x)h(x)ρ(x)dx =
∫
Rd
f(Uξ)h(Uξ)ρ(Uξ)|U |dξ
=
∫
Rr
∫
Rd−r
f(Urξr + U⊥ξ⊥)h(Urξr)ρ(Urξr + U⊥ξ⊥)|U |dξ⊥dξr
=
∫
Rr
(∫
Rd−r
f(Urξr + U⊥ξ⊥)ρ(Urξr + U⊥ξ⊥)dξ⊥
)
h(Urξr)|U |dξr
=
∫
Rr
(
F (Urξr)
∫
Rd−r
ρ(Urξr + U⊥ξ′⊥)dξ
′
⊥
)
h(Urξr)|U |dξr
=
∫
Rr
∫
Rd−r
F (Urξr)h(Urξr)ρ(Urξr + U⊥ξ′⊥)|U |dξ′⊥dξr
=
∫
Rd
F (x)h(x)ρ(x)dx =
∫
F h dµ,
where |U | denotes the determinant of U . This shows that F satisfies (4). Since it is a σ(Pr)-
measurable function (as the composition of a function with Pr), then it is the conditional expec-
tation Eµ(f |σ(Pr)).
7.2 Proof of Theorem 1
Assumption 1 implies dµdx = ρ ∝ e−(V+Ψ) where V and Ψ satisfy respectively (10) and (11). Let
Pr ∈ Rd×d be a rank-r projector and let U⊥ ∈ Rd×(d−r) be a matrix whose columns form a basis of
Ker(Pr). For any x ∈ Rd, the conditional density p⊥(·|Prx) defined by (8) is such that p⊥(·|Prx) ∝
e−(V⊥+Ψ⊥) where V⊥ and Ψ⊥ are functions on Rd−r given by V⊥(ξ⊥) = V (Prx + U⊥ξ⊥) and
Ψ⊥(ξ⊥) = Ψ(Prx+ U⊥ξ⊥) for any ξ⊥ ∈ Rd−r. The function V⊥ inherits the convexity property
of V : using chain rule derivative, we have ∇2V⊥(ξ⊥) = UT⊥∇2V (Prx+ U⊥ξ⊥)U⊥ so that
∇2V⊥(ξ⊥)  UT⊥ΓU⊥  0,
for any ξ⊥ ∈ Rd−r. Also, Ψ⊥ is a bounded function which satisfies
esup Ψ⊥−inf Ψ⊥ ≤ esup Ψ−inf Ψ ≤ κ.
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Then the distribution on Rd−r with Lebesgue density p⊥(·|Prx) satisfies Assumption 1. Then it
satisfies the logarithmic Sobolev inequality (12), meaning that∫
Rd−r
g(ξ⊥)2 log
g(ξ⊥)2∫
Rd−r g(ξ
′
⊥)2p⊥(ξ
′
⊥|Prx)dξ′⊥
p⊥(ξ⊥|Prx)dξ⊥
≤ 2κ
∫
Rd−r
‖∇g(ξ⊥)‖2∗ p⊥(ξ⊥|Prx)dξ⊥, (47)
holds for any function g with sufficient regularity, where the norm ‖ · ‖∗ is defined by ‖v‖2∗ =
vT (UT⊥ΓU⊥)
−1v for any v ∈ Rd−r. Inequality (47) holds in particular when the function g is
defined by g(ξ⊥) = h(Prx + U⊥ξ⊥) for any ξ⊥ ∈ Rd−r, where h is any function on Rd with
sufficient regularity. By chain rule derivative we have ∇g(ξ⊥) = UT⊥∇h(Prx+U⊥ξ⊥) so that (47)
can be written as∫
Rd−r
h(Prx+ U⊥ξ⊥)2 log
( h(Prx+ U⊥ξ⊥)2∫
Rd−r h(Prx+ U⊥ξ
′
⊥)2p⊥(ξ
′
⊥|Prx)dξ′⊥
)
p⊥(ξ⊥|Prx)dξ⊥
≤ 2κ
∫
Rd−r
‖UT⊥∇h(Prx+ U⊥ξ⊥)‖2∗ p⊥(ξ⊥|Prx)dξ⊥.
Note that the denominator in the logarithm is the conditional expectation Eµ(h2|σ(Pr)) evaluated
at x, see Proposition 1. Let Ur ∈ Rd×r be a matrix whose columns form a basis of Im(Pr), and let
ξr ∈ Rr. Replacing x by Urξr and by definition of the conditional density (8), the above relation
yields ∫
Rd−r
h(Urξr+U⊥ξ⊥)2 log
( h(Urξr + U⊥ξ⊥)2
Eµ(h2|σ(Pr)(Urξr)
)
ρ(Urξr + U⊥ξ⊥)dξ⊥
≤ 2κ
∫
Rd−r
‖UT⊥∇h(Urξr + U⊥ξ⊥)‖2∗ ρ(Urξr + U⊥ξ⊥)dξ⊥.
By integrating over ξr we obtain∫
h2 log
h2
Eµ(h2|σ(Pr)) dµ ≤ 2κ
∫
Rd
‖UT⊥∇h‖2∗ dµ.
To conclude the proof, it remains to show that ‖UT⊥∇h‖2∗ ≤ ‖(Id − Pr)T∇h‖2Γ−1 holds. By
definition of U⊥ we have (Id − Pr)U⊥ = U⊥ so that ‖UT⊥∇h‖∗ = ‖UT⊥(Id − Pr)T∇h‖∗. Also,
note that ‖ · ‖∗ is the dual norm of the norm ‖ · ‖UT⊥ΓU⊥ defined by ‖ · ‖2UT⊥ΓU⊥ = (·)
TUT⊥ΓU⊥(·),
meaning that ‖v‖∗ = sup{|ξT⊥v| : ξ⊥ ∈ Rd−r, ‖ξ⊥‖UT⊥ΓU⊥ ≤ 1} for any v ∈ Rd−r. Thus we have
‖UT⊥∇h‖∗ = ‖UT⊥(Id − Pr)T∇h‖∗ = sup
06=ξ⊥∈Rd−r
|(U⊥ξ⊥)T (Id − Pr)T∇h|
‖U⊥ξ⊥‖Γ
≤ sup
06=x∈Rd
|xT (Id − Pr)T∇h|
‖x‖Γ
y=Γ1/2x
= sup
06=y∈Rd
|yTΓ−1/2(Id − Pr)T∇h|
‖y‖
= ‖Γ−1/2(Id − Pr)T∇h‖ = ‖(Id − PTr )∇h‖Γ−1 ,
where ‖ · ‖ = √(·)T (·) denotes the Euclidean norm of Rd and Γ1/2 denotes a symmetric positive-
definite square root of Γ. This concludes the proof.
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7.3 Proof of Proposition 3
The proof of Proposition 3 requires concentration properties of sub-gaussian random vectors. We
will need the following lemma, which is essentially Theorem 5.39 in [46].
Lemma 2 Let Z be an isotropic sub-gaussian random vector in Rn, meaning that E(ZZT ) = In
and that there exists a constant L such that
‖wTZ‖ψ2 := sup
p≥1
p−1/2E(|wTZ|p)1/p ≤ L‖w‖, (48)
for any w ∈ Rn, where ‖ · ‖ denotes the Euclidean norm of Rn. Let Σ̂ = 1K
∑K
k=1 ZkZ
T
k , where
Z1, . . . , ZK are K independent copies of Z. Then for every t ≥ 0, with probability at least 1 −
2 exp(−ct2), we have
‖Σ̂− Id‖ ≤ max{τ, τ2} where τ = C
√
n
K
+
t√
K
. (49)
where ‖Σ̂−Id‖ = max{|λ| : λ ∈ Sp(Σ̂−Id)} denotes the spectral norm of Σ̂−Id. Here, c = L−4c1
and C = L2
√
log(9)/c1, where c1 is an absolute (numerical) constant.
Proof (of Lemma 2) The proof is exactly the one of Theorem 5.39 in [46] with A ∈ RK×d the
random matrix whose rows contain the vectors Z1, . . . , ZK . By (48) the rows of A are independent
sub-gaussian isotropic vectors with sub-gaussian norm ‖Z‖ψ2 smaller than L. Then, following
[46], we have that (49), which is nothing by Equation (5.23) in [46] with Σ̂ = 1KAA
T , holds
with probability greater than 1 − 2 exp(−c1t2‖Z‖−4ψ2 ). Here c1 is an absolute constant coming
from Corollary 5.17 in [46]. Since ‖Z‖ψ2 ≤ L, Relation (49) holds with probability greater than
1−2 exp(−ct2), where c = L−4c1. Finally, as mentioned at Step 3 of the proof in [46], any constant
C such that C ≥ ‖Z‖2ψ2
√
log(9)/c1 gives the result, so we can chose C = L
2
√
log(9)/c1.
We now give the proof of Proposition 3.
Assume we are given an approximation Ĥ of H such that
(1− δ)H  Ĥ  (1 + δ)H, (50)
for some δ < 1. For any Pr we can write RΓ(Pr, H) = trace(Γ−1(Id − PTr )H(Id − Pr)) =
trace(HB) with B = (Id − Pr)Γ−1(Id − PTr ). Since B is a symmetric matrix with B  0,
the relation trace(H1B) ≤ trace(H2B) holds for any symmetric matrices H1 and H2 such that
H1  H2. Then Relation (50) yields (28). It remains to show that, under the assumptions (26)
and (27), the K-sample Monte Carlo estimate Ĥ of H satisfies (50) with probability greater than
1− η.
Let n = rank(H) and let G ∈ Rd×n be a full column rank matrix2 such that H = GGT .
Since Im(H) = Im(G) and since ∇ log f(X) ∈ Im(H) almost surely, where X ∼ ν, there exists a
random vector Z in Rn such that GZ = ∇ log f(X). We can write
GTGE(ZZT )GTG = GTE((GZ)(GZ)T )G = GTHG = (GTG)2,
so that, since GTG is invertible (G is full column rank), we have E(ZZT ) = In. Then Z is
isotropic. For any w ∈ Rn, Relation (26) allows writing
‖wTZ‖ψ2 = ‖uT∇ log f(X)‖ψ2 ≤ L
√
uTHu = L‖w‖,
2 For instance G = UD1/2 where D ∈ Rn×n is the diagonal matrix containing the non-zeros eigenvalues of the
SPD matrix H and where U ∈ Rd×n is the matrix whose columns are the corresponding eigenvectors.
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where u ∈ Rd is any vector such that w = GTu. Then Z is sub-gaussian and satisfies (48) with
the same L as in (26). Thus Lemma 2 ensures that, for any t ≥ 0 and with a probability greater
than 1− 2 exp(−ct2), the matrix Σ̂ = 1K
∑K
k=1 ZkZ
T
k satisfies (49). Let δ ∈ (0, 1) and assume
K ≥ δ−2(C√n+ t)2. (51)
This is equivalent to τ ≤ δ where τ = C
√
nK−1 + t
√
K−1. Since δ < 1 we have max{τ, τ2} =
τ ≤ δ so that (49) yields (1−δ)In  Σ̂  (1+δ)In. By multiplying by G to the left and by GT to
the right, we obtain (50). Then for any t ≥ 0, the condition (51) ensures that (50) holds with a
probability at least 1−2 exp(−ct2). Let η ∈ (0, 1) and chose t such that η = 2 exp(−ct2), meaning
t =
√
c−1 log(2η−1). Since c = L−4c1 and C = L2
√
log(9)/c1 for some absolute constant c1, we
can write
δ−2(C
√
n+ t)2 = δ−2(C
√
n+
√
c−1 log(2η−1))2
≤ Ωδ−2L4(
√
rank(H) +
√
log(2η−1))2
where Ω = log(9)/c1. Then (27) implies (51) so that (50) holds with a probability greater than
1− η, which concludes the proof of Proposition 3.
7.4 Proof of Proposition 4
Let F : x 7→ E(f(Prx+ (Id − Pr)Y )) where Y ∼ µ and let h be any σ(Pr)-measurable function.
By Doob-Dynkin’s lemma, see Corollary 1, h can be written as a composition of a function with
Pr, so that h(Prx+ (Id−Pr)y) = h(x) holds for all x, y ∈ Rd. F satisfies also the same property.
Thus, and by definition of µ′, we can write∫
F h dµ′ =
∫ ∫
F (Prx+ (Id − Pr)y)h(Prx+ (Id − Pr)y)µ(dx)µ(dy)
=
∫
F (x)h(x)µ(dx) =
∫ (∫
f(Prx+ (Id − Pr)y)µ(dy)
)
h(x)µ(dx)
=
∫ ∫
f(Prx+ (Id − Pr)y)h(Prx+ (Id − Pr)y)µ(dx)µ(dy) =
∫
f h dµ′,
which shows that F is the conditional expectation Eµ′(f |σ(Pr)).
7.5 Proof of Proposition 5
For any realization of F̂r, we can decompose DKL(ν
∗
r ||ν̂r) as follow
DKL(ν
∗
r ||ν̂r) = DKL(ν∗r ||ν′r) +
∫
Eµ(f |σ(Pr))
Z
log
(Eµ′(f |σ(Pr))
F̂r
)
dµ+ log
( Ẑ
Z ′
)
,
where Z, Z ′ and Ẑ are the normalizing constants associated with Eµ(f |σ(Pr)), Eµ′(f |σ(Pr)) and
F̂r respectively. Because E(Ẑ) = E(
∫
F̂rdµ) =
∫
E(F̂r)dµ =
∫
Eµ′(f |σ(Pr))dµ = Z ′, Jensen’s
inequality allows writing E(log(Ẑ)) ≤ log(E(Ẑ)) = log(Z ′). Then, taking the expectation in the
previous relation yields
E
(
DKL(ν
∗
r ||ν̂r)
) ≤ DKL(ν∗r ||ν′r) + E∫ log (Eµ′(f |σ(Pr))
F̂r
)
dν∗r . (52)
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Using the second order Taylor expansion log(1 + x) = x − 12x2 + O(x3) and since E(F̂r −
Eµ′(f |σ(Pr))) = 0, we can write
E
∫
log
(Eµ′(f |σ(Pr))
F̂r
)
dν∗r = −E
∫
log
(
1 +
F̂r − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)
dν∗r
= E
∫
1
2
( F̂r − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)2
+O
(( F̂r − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)3)
dν∗r ,
which together with (52) conclude the proof.
7.6 Proof of Proposition 6
To prove this proposition, we will need the following lemmas and corollaries.
Lemma 3 Let ν1 and ν2 be two probability distributions such that
dν1
dµ ∝ f1 and dν2dµ ∝ f2. Then
we have
DKL(ν1||ν2) ≤ Z2
Z21
∫
(f1 − f2)2
f2
dµ
where Z1 =
∫
f1 dµ and Z2 =
∫
f2 dµ are normalizing constants.
Proof Let χ2(ν1||ν2) =
∫ (f1/Z1−f2/Z2)2
f2/Z2
dµ be the χ2-divergence from ν2 to ν1. Using Jensen’s
inequality, we have DKL(ν1||ν2) ≤ χ2(ν1||ν2). For any α ∈ R we can write∫
(f1/Z1 − αf2/Z2)2
f2/Z2
dµ =
∫
(f1/Z1)
2
f2/Z2
dµ− 2α+ α2 = χ2(ν1||ν2) + (1− α)2.
The choice α = Z2/Z1 yields χ
2(ν1||ν2) ≤
∫ (f1/Z1−f2/Z1)2
f2/Z2
dµ which gives the result.
Lemma 4 Let µ and µ′ be two probability distributions with Lebesgue densities ρ and ρ′. Then
for any measurable function h we have(∫
h dµ−
∫
h dµ′
)2
≤ χ2(µ||µ′)
∫ (
h−
∫
hdµ′
)2
dµ′
where χ2(µ||µ′) = ∫ (ρ−ρ′)2ρ′ dx denotes the χ2-divergence from µ′ to µ.
Proof Using Cauchy-Schwarz inequality we can write
(∫
h dµ−
∫
h dµ′
)2
=
(∫
(h
√
ρ′)
(ρ− ρ′√
ρ′
)
dx
)2
≤
(∫
h2ρ′ dx
)(∫ (ρ− ρ′)2
ρ′
dx
)
Replacing h by h− ∫ hdµ′ gives the result.
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Lemma 5 Assume ρ(x) = exp(− 12‖x −m‖2Γ − Ψ(x)) where Ψ is a bounded function such that
exp(sup Ψ− inf Ψ) ≤ κ and m ∈ Rd. Given an ‖ · ‖Γ-orthogonal projector Pr, let Ur ∈ Rd×r and
U⊥ ∈ Rd×(d−r) be two matrices whose columns form an basis of Im(Pr) and Ker(Pr) respectively.
Let
p⊥(ξ⊥) =
1
C
∫
Rr
ρ(Urξ
′
r + U⊥ξ⊥)dξ
′
r
pr(ξr) =
1
C
∫
Rd−r
ρ(Urξr + U⊥ξ′⊥)dξ
′
⊥,
where C =
∫
Rr×Rd−r ρ(Urξ
′
r + U⊥ξ
′
⊥)dξ
′
rdξ
′
⊥. Then we have
κ−2pr(ξr)p⊥(ξ⊥) ≤ 1
C
ρ(Urξr + U⊥ξ⊥) ≤ κ2pr(ξr)p⊥(ξ⊥). (53)
Furthermore the relations κ−2p⊥(ξ⊥) ≤ p⊥(ξ⊥|Prx) ≤ κ2p⊥(ξ⊥) and χ2(p⊥(·|Prx)||p⊥) ≤ κ2− 1
holds for any x ∈ Rd, where
p⊥(ξ⊥|Prx) = ρ(Prx+ U⊥ξ⊥)∫
Rd−r ρ(Prx+ U⊥ξ
′
⊥)dξ
′
⊥
.
Proof We first note that x 7→ ρ(x) and x 7→ ρ(x+m) have the same structure so that, without
loss of generality, we can assume m = 0. Let α = exp(− sup Ψ) and β = exp(− inf Ψ) so that
β/α ≤ κ. For any ξr ∈ Rr, ξ⊥ ∈ Rd−r we have
α exp(−1
2
‖Urξr + U⊥ξ⊥‖2Γ) ≤ ρ(Urξr + U⊥ξ⊥) ≤ β exp(−
1
2
‖Urξr + U⊥ξ⊥‖2Γ). (54)
Using the fact that ‖Urξr +U⊥ξ⊥‖2Γ = ‖Urξr‖2Γ + ‖U⊥ξ⊥‖2Γ, and integrating over either ξr of ξ⊥,
Equation (54) yields
αCr exp(−1
2
‖U⊥ξ⊥‖2Γ) ≤
∫
Rr
ρ(Urξ
′
r + U⊥ξ⊥)dξ
′
r ≤ βCr exp(−
1
2
‖U⊥ξ⊥‖2Γ) (55)
αC⊥ exp(−1
2
‖Urξr‖2Γ) ≤
∫
Rd−r
ρ(Urξr + U⊥ξ′⊥)dξ
′
⊥ ≤ βC⊥ exp(−
1
2
‖Urξr‖2Γ), (56)
where Cr =
∫
Rd−r exp(− 12‖Urξ′r‖2Γ)dξ′r and C⊥ =
∫
Rd−r exp(− 12‖U⊥ξ′⊥‖2Γ)dξ′⊥. By integrating
(56) over ξr we get
αCrC⊥ ≤ C =
∫
Rr×Rd−r
ρ(Urξ
′
r + U⊥ξ
′
⊥)dξ
′
rdξ
′
⊥ ≤ βCrC⊥. (57)
Combining (54), (55), (56), (57) we obtain (53). Finally, dividing (53) by pr(ξr) and letting ξr
such that Urξr = Prx for some x ∈ Rd, we can write κ−2p⊥(ξ⊥) ≤ p⊥(ξ⊥|Prx) ≤ κ2p⊥(ξ⊥) and
then
χ2(p⊥(·|Prx)||p⊥) =
∫
(p⊥(ξ⊥|Prx)− p⊥(ξ⊥))2
p⊥(ξ⊥)
dξ⊥ =
∫
p⊥(ξ⊥|Prx)2
p⊥(ξ⊥)
dξ⊥ − 1
=
∫
p⊥(ξ⊥|Prx)
p⊥(ξ⊥)
p⊥(ξ⊥|Prx)dξ⊥ − 1 ≤ κ2 − 1.
This concludes the proof.
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Corollary 2 (Subspace Poincare´ inequality) Under Assumption 1, the probability distribu-
tion µ satisfies the following subspace Poincare´ inequality:∫ (
h− Eµ(h|σ(Pr))
)2
dµ ≤ κ
∫
‖(Id − PTr )∇h‖2Γ−1dµ, (58)
for any function h with sufficient regularity.
Proof It is well known that a distribution which satisfies the logarithmic Sobolev inequality
also satisfies the Poincare´ inequality. Similarly, the subspace logarithmic Sobolev inequality (13)
implies (58) by replacing h by 1 + εh in (13) and using a Taylor expansion of the logarithm as ε
goes to zero.
We now have all the material to proof Proposition 6.
We first show that (35) holds. By Lemma 3 we have
DKL(ν
∗
r ||ν′r) ≤
Z ′
Z2
∫
(Eµ(f |σ(Pr))− Eµ′(f |σ(Pr)))2
Eµ′(f |σ(Pr)) dµ, (59)
where Z and Z ′ are normalizing constants associated with Eµ(f |σ(Pr)) and Eµ′(f |σ(Pr)) re-
spectively. Fix x ∈ Rd. Using the notations of Lemma (5), and by Propositions 1 and 4 we can
write
Eµ(f |σ(Pr))(x) =
∫
Rd−r
f(Prx+ U⊥ξ⊥)p⊥(ξ⊥|Prx)dξ⊥ (60)
Eµ′(f |σ(Pr))(x) =
∫
Rd−r
f(Prx+ U⊥ξ⊥)p⊥(ξ⊥)dξ⊥, (61)
By Lemma 5, the relation
κ−2 Eµ′(f |σ(Pr))(x) ≤ Eµ(f |σ(Pr))(x) ≤ κ2 Eµ′(f |σ(Pr))(x), (62)
holds. Also, notice that both Eµ(f |σ(Pr))(x) and Eµ′(f |σ(Pr))(x) can be written as an expec-
tation of ξ⊥ 7→ f(Prx + U⊥ξ⊥) over the densities p⊥(·|Prx) and p⊥ respectively. Then, using
Lemma 4 and Lemma 5, we have(
Eµ(f |σ(Pr))(x)− Eµ′(f |σ(Pr))(x)
)2
≤ (κ2 − 1)
∫
Rd−r
(
f(Prx+ U⊥ξ⊥)− Eµ′(f |σ(Pr))(x)
)2
p⊥(ξ⊥)dξ⊥
= (κ2 − 1)
∫ (
f(Prx+ (Id − Pr)y)− Eµ′(f |σ(Pr))(x)
)2
µ(dy).
Dividing by Eµ′(f |σ(Pr))(x) and taking the expectation over x ∼ µ we obtain∫
(Eµ(f |σ(Pr))− Eµ′(f |σ(Pr)))2
Eµ′(f |σ(Pr)) dµ
≤ (κ2 − 1)
∫ ∫
(f(Prx+ (Id − Pr)y)− Eµ′(f |σ(Pr))(x))2
Eµ′(f |σ(Pr))(x) µ(dy)µ(dx) (63)
= (κ2 − 1)
∫ ∫
(f(Prx+ (Id − Pr)y)− Eµ′(f |σ(Pr))(Prx+ (Id − Pr)y))2
Eµ′(f |σ(Pr))(Prx+ (Id − Pr)y) µ(dy)µ(dx) (64)
= (κ2 − 1)
∫
(f − Eµ′(f |σ(Pr)))2
Eµ′(f |σ(Pr)) dµ
′ (65)
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Going from (63) to (64), we used the fact that, since Eµ′(f |σ(Pr)) is a σ(Pr)-measurable func-
tion, it can be writen as the composition of some function with Pr, so that relation Eµ′(f |σ(Pr))(x) =
Eµ′(f |σ(Pr))(Prx + (Id − Pr)y) holds for any x, y ∈ Rd. To obtain (65), we used the definition
of µ′, see Equation (33). The last term in (65) satisfies
∫
(f − Eµ′(f |σ(Pr)))2
Eµ′(f |σ(Pr)) dµ
′ =
∫ ( f
Eµ′(f |σ(Pr))1/2 − Eµ
′(f |σ(Pr))1/2
)2
dµ′ (66)
≤
∫ ( f
Eµ′(f |σ(Pr))1/2 −
Eµ(f |σ(Pr))
Eµ′(f |σ(Pr))1/2
)2
dµ′ (67)
≤ κ4
∫ ( f
Eµ(f |σ(Pr))1/2 −
Eµ(f |σ(Pr))
Eµ(f |σ(Pr))1/2
)2
dµ (68)
= κ4
∫ ( f
Eµ(f |σ(Pr))1/2 − Eµ(f |σ(Pr))
1/2
)2
dµ (69)
≤ κ5
∫
‖(Id − PTr )∇
( f
Eµ(f |σ(Pr))1/2
)
‖2Γ−1dµ (70)
= κ5
∫
‖(Id − PTr )∇ log f‖2Γ−1
f2
Eµ(f |σ(Pr))dµ (71)
Let us explain the previous steps.
– To go from (66) to (67) notice that Eµ′(f |σ(Pr))1/2 is a σ(Pr)-measurable function which
satisfies Eµ′(f |σ(Pr))1/2 = Eµ′(fEµ′(f |σ(Pr))−1/2|σ(Pr)). In particular, Eµ′(f |σ(Pr))1/2 is a
best approximation of fEµ′(f |σ(Pr))−1/2 among all σ(Pr)-measurable functions with respect
to the L2µ′ -norm. Then (67) follows from the fact that
Eµ(f |σ(Pr))
Eµ′ (f |σ(Pr))1/2 is σ(Pr)-measurable.
– Going from (67) to (68) is essentially a consequence of Lemma (5). First notice that (67) is
an integral of a positive function over µ′. By (53) it can be bounded by κ2 times the integral
of the same function over µ. Also by (62), we can lower bound the denominators in (67) to
get (68).
– From (69) to (70), we applied the subspace Poincare´ inequality (58) with h = fEµ(f |σ(Pr)−1/2.
Indeed, since Eµ(h|σ(Pr)) = Eµ(f |σ(Pr))1/2, (69) can be written as κ4
∫
(h−Eµ(h|σ(Pr)))2dµ,
which is κ4 times the left hand side of (58).
Together with (59) and (65), (71) yields
DKL(ν
∗
r ||ν̂r) ≤ κ5(κ2 − 1)
Z ′
Z
∫
‖(Id − PTr )∇ log f‖2Γ−1
f
Eµ(f |σ(Pr))
f
Z
dµ. (72)
Notice that by integrating (62) over x ∼ µ we obtain Z ′ ≤ κ2Z, so that (72) yields (35).
We now show that (36) holds. First note that, for any x ∈ Rd, the independence of the Yi’s
in the definition (31) of F̂r ensures that
E
(( F̂r(x)− Eµ′(f |σ(Pr))(x)
Eµ′(f |σ(Pr))(x)
)2)
=
1
M
∫ (f(Prx+ (Id − Pr)y)− Eµ′(f |σ(Pr))(x)
Eµ′(f |σ(Pr))(x)
)2
µ(dy).
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Multiplying by Eµ(f |σ(Pr))(x)/Z and taking the expectation with respect to x ∼ µ we have∫
Eµ(f |σ(Pr))
Z
E
( F̂r − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)2
dµ
=
1
M
∫
Eµ(f |σ(Pr))(x)
Z
∫ (f(Prx+ (Id − Pr)y)− Eµ′(f |σ(Pr))(x)
Eµ′(f |σ(Pr))(x)
)2
µ(dy)µ(dx)
=
1
M
∫
Eµ(f |σ(Pr))
Z
(f − Eµ′(f |σ(Pr))
Eµ′(f |σ(Pr))
)2
dµ′ (73)
≤ κ
2
MZ
∫
(f − Eµ′(f |σ(Pr)))2
Eµ′(f |σ(Pr)) dµ
′ (74)
≤ κ
7
MZ
∫
‖(Id − PTr )∇ log f‖2Γ−1
f2
Eµ(f |σ(Pr))dµ (75)
Let us detail the previous steps. To get (73) we can use similar arguments as when going from
(63) to (65), meaning exploiting the σ(Pr)-measurablility of Eµ′(f |σ(Pr)) and of Eµ(f |σ(Pr))
and the property (33) of µ′. Going from (73) to (74), we used relation (62). Using (71) we get
(75) which yields (36) and concludes the proof of Proposition 6.
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