Abstract. A new iterative algorithm for the solution of minimization problems in infinitedimensional Hilbert spaces which involve sparsity constraints in form of p -penalties is proposed. In contrast to the well-known algorithm considered by Daubechies, Defrise and De Mol, it uses hard instead of soft shrinkage. It is shown that the hard shrinkage algorithm is a special case of the generalized conditional gradient method. Convergence properties of the generalized conditional gradient method with quadratic discrepancy term are analyzed. This leads to strong convergence of the iterates with convergence rates O(n −1/2 ) and O(λ n ) for p = 1 and 1 < p ≤ 2 respectively. Numerical experiments on image deblurring, backwards heat conduction, and inverse integration are given.
1. Introduction. This article deals with the solution of minimization problems in infinite-dimensional Hilbert spaces which involve so-called sparsity constraints. Sparsity has been found as a powerful tool in several problems in recent years. It has been recognized, that sparsity is an important structure in many applications ranging from image processing to problems from engineering sciences. Throughout the article the following example will be used for illustration: Minimize the functional
where K : H 1 → H 2 is an operator between two Hilbert spaces H 1 and H 2 , {ψ k } is an orthonormal basis of H 1 , w k ≥ w 0 > 0 is a weighting sequence, and for the exponent it holds 1 ≤ p ≤ 2. In the following we will use the abbreviation u, ψ k = u k for the coefficients of u with respect to the basis {ψ k }. Problems of this type arise in different contexts: Sparse inverse problems [8] . Here K is a compact operator and one aims at solving the equation Ku = f . Furthermore one assumes that the right hand side is not known precisely but up to a certain precision f −f ≤ δ. Since K is compact the solution of the problem Ku = f is ill posed. A way out is to regularize the inversion of K by prior knowledge. As proved in [8] the minimization of the above functional Ψ provides a regularization which promotes sparsity of the solution in the basis {ψ k }. Image deblurring [1] . Consider an image f which is degraded by blurring and noise, i.e. f = Kf + δ. A standard Tikhonov regularization with a quadratic penalty Φ(u) = |u| 2 H s would lead to a smooth minimizer with still blurred edges. A regularization better adapted to the situation of images is the penalization with the total variation Φ(u) = |u| T V or (better suited for computation) the Besov semi-norm Φ(u) = |u| B 1 1, 1 , while the latter can be expressed precisely as in (1.1) with a wavelet basis {ψ k }.
Sparse representations in dictionaries [10] . The minimization problem (1.1) appears as the so-called basis pursuit in the problem of finding sparse representations in dictionaries in the case of finite-dimensional spaces. Assume we have a noisy signal f ∈ R n and seek for an approximation which is composed by a small number of "atoms" {ψ k } k=1,...,N ∈ R n . This can be stated as a constrained minimization problem has precisely the same form as (1.1). See also [18, 24] . Operator equations with sparse frame expansions [23] . One can drop the assumption that the solution has a sparse representation in a given basis and consider the solution to be sparse in a given frame {η k } (see [7] for an introduction to frames). If one wants to solve the equation Ku = f under the assumption that u has a sparse representation in the given frame, i.e. u = k a k η k with only a few a k = 0, one solves the minimization problem (a = (a k ) and F a = k a k η k ). Problems of type (1.1) are well analyzed in the case of finite-dimensional Hilbert spaces, see e.g. [5, 9, 14, 16, 17, 19, 21] . While in the finite dimensional case there are powerful minimization techniques based on convex programming [5, 3] , the infinitedimensional case is much harder. One well understood algorithm for the minimization of Ψ is the iterated soft shrinkage algorithm introduced independently in [15] and [22] . The algorithm is analyzed in [1, 6, 8] while in [6, 8] the authors also show convergence of the algorithm in the infinite-dimensional setting. In [8] the authors use techniques based on optimization transfer and in [6] the notion of proximal mappings and forwardbackward splitting is used. In this paper we utilize a generalization of the conditional gradient method, see [2] .
While the question of convergence is answered it is still open how fast the iteration converges in the infinite-dimensional case. Up to our knowledge no convergence rates have been proven for the iterated soft shrinkage. The main contribution of this article is a new minimization algorithm for which convergence rates are proved. Namely we prove that our algorithm converges linearly for p > 1 and like n −1/2 for p = 1. The article is organized as follows: In §2 we briefly introduce our new algorithm and state the main results. Section 3 is devoted to the analysis of convergence rates of the generalized conditional gradient method for functionals F + Φ with a smooth part F and a non-smooth part Φ. We consider a special case, adapted to the problem of minimizing (1.1). The application of the results to the special case (1.1) is given in §4 where explicit rates of convergence the new algorithm is derived and the main results on convergence rates are proven. Section 5 presents numerical experiments on the convergence of our algorithm and compares our algorithm and the iterated soft shrinkage. 2. An iterative hard shrinkage algorithm. We state the problem of minimizing (1.1), i.e. 
Remark 2.1. Note that we reformulated the problem. With abuse of notation we used u = {u k }, f = {f k } and the operator {u k } → K k u k ψ k mapping from 2 to H 2 also denoted by K.
To state our algorithm we introduce the following functions and constants: We
(recall that 0 < w 0 ≤ w k ) and the functions
and
sgn(x) for |x| ≤ pS
where we formally set
Note that ϕ p is the usual power for small values and becomes quadratic outside of [−S 0 , S 0 ] in a C 1 -way. The function H p is a kind of shrinkage for small values (remember that 1 ≤ p ≤ 2) and linear outside of [−S 0 , S 0 ]. Also note that H p and ϕ p satisfy H p (x) ∈ ∂ϕ The minimization algorithm, which turns out to be a special case of the generalized conditional gradient algorithm now reads as follows: Algorithm 2.2.
1. Initialization. Set u 0 = 0 and n = 0.
where
with H p according to (2.3). 3.
Step size determination. Calculate s n according to
whenever the expression makes sense, otherwise let s n = 1. 4. Iteration. Set u n+1 = u n + s n (v n − u n ), n := n + 1 and continue with Step 2.
The main results of this paper now are the convergence of the sequences generated by Algorithm 2.2 and an estimate on the distance to the true minimizer. Theorem 2.3. If 1 < p ≤ 2, then u n → u * to the unique minimizer of (2.1) in 2 with linear convergence speed, i.e.
The proof can be divided into two parts: First we examine the convergence of a general minimization algorithm, namely the generalized conditional gradient algorithm (cf. [2] ) with discrepancy term F (u) = 1 2 Ku − f 2 and derive convergence rates for this procedure under certain conditions. We then apply these results to a functional similar to (2.1) and verify that the convergence criteria are satisfied.
Convergence analysis of generalized conditional gradient methods.
The aim of this section is to provide convergence results for a general descent algorithm which turns out to be Algorithm 2.2 in the special case of the minimization problem (2.1) (up to a modification which does not change the minimizers). Its purpose is to solve the minimization problem
in a Hilbert space H 1 , with a linear and continuous operator K : H 1 → H 2 and some suitable, convex Φ. Note that throughout this section, we will always refer to the problem of general penalty functionals, i.e. Ψ will always denote a functional according to (3.1). The algorithm is inspired by the generalized conditional gradient method [2] which addresses the minimization of general functionals of the form
where F is smooth, but non-convex and Φ is convex but possibly non-smooth, resulting in a non-convex and non-smooth Ψ. Here, we consider the special case where
2 , so problem (3.1) is convex, but still potentially non-smooth. The generalized conditional gradient method applied to (3.1) and an explicit stepsize rule gives the following algorithm:
Algorithm 3.1.
1.
Initialization. Set n = 0 and choose u 0 such that Φ(u 0 ) < ∞. 2. Direction search. For n ≥ 0, calculate a minimizer of the approximate problem
and denote a solution by v n . 3.
Step size rule. Choose the step size s n according to
In order to apply the algorithm, we have to ensure that the approximate problem (3.2) in Step 2 always has a solution. This is the case if the following conditions are satisfied: Condition 3.2. Let Φ : H → R ∪ {∞} fulfill 1. Φ is proper, convex, and lower semi-continuous, 2. ∂Φ is onto with (∂Φ) −1 bounded, i.e. Φ(u)/ u → ∞ whenever u → ∞. In the following, we assume that Condition 3.2 on Φ is always satisfied. Before analyzing the convergence of the algorithm, let us recall equivalent formulations for first-order necessary conditions for solutions of problem (3.1) and introduce some auxiliary functionals which will appear in the following. Proposition 3.3. A u * ∈ H 1 is a solution of the minimization problem (3.1) if and only if one of the following equivalent conditions is satisfied:
The first statement is just a reformulation of the minimization property 0 ∈ K * (Ku * − f ) + ∂Φ(u * ) with the help of subdifferential calculus. The second statement is obviously equivalent to the first by the definition of the subgradient.
Definition 3.4. For problem (3.1) and sequences {u n } generated by Algorithm 3.1, introduce
The expressions r n and D n will be used as abbreviations for r(u n ) and D(u n ), respectively. Note that from the minimization property (3.2) immediately follows that
These terms, and especially D, play a central role in the convergence analysis of this algorithm. Since we regard it as a generalization, the ideas utilized in the following are inspired by [12] where the analysis is carried out for the well-known conditional gradient method.
To prove convergence for Algorithm 3.1 we first derive that D serves as an estimate for r, i.e. for the distance to the minimal value of Ψ in (3.1):
Lemma 3.5. For the functions D and r according to (3.4) and (3.5), respectively, we have the relation D ≥ r. In particular, D(u) = 0 if and only if u is a solution of minimization problem (3.1).
Proof. Let u ∈ H 1 be given. Choose a u * which satisfies
Since the minimization problem is well-posed (see [13] , for example), such an u * can always be found.
First observe that always
by the definition of the minimum and (3.7). The characterization D(u) = 0 if and only if u is optimal is just a consequence of the the second statement of Proposition 3.3. Remark 3.6. One immediate consequence is that the step size rule (3.3) always produces s n ∈ [0, 1]. Moreover, in case the solution is unique, s n = 0 or v n = u n if and only if u n is the solution of the problem: The sufficiency follows directly from the representation of D n in (3.6), while the necessity can be seen as follows. If
Remark 3.7. The above algorithm can be interpreted as a modification of the steepest-descent/Landweber algorithm for the minimization of
Denote by T the (set-valued) solution operator of the minimization problem (3.2).
The steepest-descent algorithm produces iterates
In comparison, Algorithm 3.1 also produces in the same manner, with similar directions and step sizes:
Note that in the generalized conditional gradient algorithm, the descent direction of the steepest descent of the quadratic part F is applied to a generally non-linear operator. Likewise, the step size is essentially the one used in the steepest descent algorithm, except for the presence of Φ. Finally, in the iteration step we can only allow convex combinations, therefore it differs with respect to this restriction.
Now for the convergence analysis we note that this generalized conditional gradient algorithm has very convenient descent properties.
Lemma 3.8. Algorithm 3.1 produces a sequence {u n } (and {v n }), for which the corresponding r n satisfy
Moreover, there exists a q > 0 such that
Putting both together we get
We will now make use of D n according to (3.5) and (3.6) . First assume that
Then the step size rule (3.3) yields s n = 1 and it follows
by Lemma 3.5. In the case where
again by Lemma 3.5. This proves the first part. For the second part, remark that in both of the latter cases, the right hand side is non-positive, so it follows r n+1 ≤ r n and especially r n /r 0 ≤ 1. Hence, we can deduce
In the other case, we want to derive an estimate for
Since {r n } is bounded and Φ is coercive, there has to be a C 1 > 0 such that u n ≤ C 1 for all n. From convex analysis we know that the solution operator of the minimization problem (2.4) in Step 2 is bounded, whenever the property Φ(u)/ u → ∞ if u → ∞ is satisfied (see [20] , for example). Thus, it follows that v n ≤ C 2 for some constant C 2 > 0. This gives the estimate
and, consequently, (3.10) implies
Finally, one obtains the desired estimate if one puts the two cases together and sets
Such an estimate immediately implies that the distances to the minimum behave like O(n −1 ).
Lemma 3.9. The distances to the minimum r n satisfy
for some C > 0 which is independent of n.
Proof. The proof is a widely known trick for the estimation of the distance to the minimum. You can find a similar proof e.g. in [11] . First note that Lemma 3.8 gives r n − r n+1 ≥ qr 2 n and in particular r n+1 ≤ r n for all n ≥ 0. Thus,
and summing up yields
Finally, since q > 0, we conclude
with a suitably chosen C > 0. A consequence of this lemma is that the sequence {u n } is a minimizing sequence for Ψ. This immediately implies weak convergence of the algorithm by standard arguments, see [13] .
Theorem 3.10. Each sequence {u n } generated by Algorithm 3.1 possesses a weakly convergent subsequence whose limit is a solution of the minimization problem min u∈H1 Ψ(u). On the other hand, each weak accumulation point of {u n } is a solution. Additionally, if K is injective or Φ is strictly convex, then the solution u * of the minimization problem min u∈H1 Ψ(u) is unique and each sequence {u n } generated by Algorithm 3.1 converges weakly to u * . In many cases, strong convergence can also be established. For this purpose, we introduce a functional which serves as an estimator of r from below: Let u * be a minimizer and define
Note that since u * is a solution of the problem (3.1), −K * (Ku * − f ) ∈ ∂Φ(u * ) by Proposition 3.3, so R can be interpreted as some kind of Bregman distance at u * with respect to Φ.
Some basic properties of R can be seen immediately: The second characterization of optimality for u * as given in Proposition 3.3 implies R ≥ 0, while from (3.7), one obtains r ≥ R. Thus, we have the relation
i.e. we are able to estimate the distance to the minimizer by above and below. Now, the key to proving strong convergence of sequences {u n } generated by Algorithm 3.1 is to examine the growth behavior of R in the neighborhood of u * . This is done in the following theorem which is also the main result on convergence rates for the generalized conditional gradient method for problems of type (3.1).
Theorem 3.11. Let {u n } be a sequence generated by Algorithm 3.1, u * ∈ H 1 a minimizer of (3.1) and M ⊂ H 1 a closed subspace with associated orthogonal projection P M .
If we have for each
⊥ is finite-dimensional, then there still exists a subsequence of {u n } which converges strongly to a solution. In particular, if K is injective, then u n → u * to the unique solution with convergence speed
In the case M = H 1 , the minimizer is unique regardless of K and we can improve the convergence speed to
, r n ≤ r 0 λ n with some 0 < λ < 1. Before we give the proof, we need to establish a short functional analytical lemma. Lemma 3.12. Let K : H 1 → H 2 be linear, continuous and injective and let M ⊂ H 1 be a closed subspace with M ⊥ finite-dimensional. Then there exists a C > 0 such that for each u ∈ H 1 holds
Proof. Assume that this is not the case. Then there exists a sequence {u n } ⊂ H 1 with u n = 1 and
n . It is immediate that there is a subsequence which converges weakly to some u ∈ H 1 . Moreover, Ku n → 0 = Ku as well as
In particular, u n → u, so u = 1 and Ku = 0, a contradiction to the injectivity of K. Proof of Theorem 3.11. From Lemma 3.9 we know that the distances r n converge to zero with estimate r n ≤ C 1 n −1 . It is also clear that u n ≤ C 2 for some C 2 > 0, so we can find an L > 0 such that u n − u * ≤ L. By assumption and convexity of F ,
which implies the convergence P M (u n ) → P M (u * ) with rate
From Theorem 3.10 we know that there is a weakly convergent subsequence of u n which converges to a solution. Denote this subsequence also by u n and its weak limit by u
The convergence statement in case of uniqueness of the solution then follows from the usual subsequence argument. Now assume that K is injective. According to Lemma 3.12 we can find a C 3 > 0 such that for each u ∈ H 1 holds
Together with (3.13) follows
which proves the asserted convergence rate n −1/2 . For the remaining statement, note that if M = H 1 , then the assumptions imply that R(v) > 0 for v = u * . But since R(v) = 0 for each solution v, the solution u * has to be unique. Now to prove the linear convergence speed, we first want to show that r n+1 ≤ λr n for some 0 < λ < 1. Note that (3.8) in Lemma 3.8 already gives
We aim at showing that the solution operator T of the minimization problem (3.2) is locally Lipschitz continuous in u * in some sense. Choose a u ∈ H 1 with u − u * ≤ L and denote by v ∈ T (u) a solution of (3.2). Since v solves the minimization problem, it holds
It follows that
which establishes some kind of Lipschitz continuity in u * . Now we can estimate
Plugging this into (3.14) gives
Finally, the estimate (3.12) on the norm yields
with C = r 0 /c(L), which proves the linear convergence speed.
4.
Convergence rates for iterated hard shrinkage. In this section, we will show how the generalized conditional gradient method can be used to compute minimizers for (1.1) (or, equivalently, solve (2.1)) and prove the convergence rates of Theorem 2.3. In particular, we apply the generalized conditional gradient method to the modified problem
(see also (2.2)) which turns out to be exactly Algorithm 2.2. It is proven that (4.1) admits exactly the same minimizers as (2.1) and the convergence rates then follow from applying Theorem 3.11. Finally, we conclude with some remarks on the algorithm. In the following, we split the functionalΨ = F + Φ with
, with weights 0 < w 0 ≤ w k < ∞ and ϕ p according to (2.2), resulting in a modification of problem (2.1). Our modification is based on the following simple observation: It is clear that for the unmodified Ψ, the objective functional of (2.1), holds Ψ(u * ) ≤ Ψ(0) = . This is made precise in the following proposition and remark: Proposition 4.1. Let problem (2.1) be given for a fixed linear, continuous K :
Consequently, the minimizers of
coincide with the minimizers of (2.1) whenever ϕ p is chosen such that
Proof. Observe that, for u = 0,
hence the estimate follows from
Further note that Ψ(u) ≤Ψ(u) with equality if u ≤ S 0 . If u * is a minimizer of Ψ, then we haveΨ
for all u ∈ H 1 . Thus, u * is also in minimizer forΨ. On the other hand, if u * is not a minimizer for Ψ, then there exists a u ∈ H 1 with u ≤ S 0 such that
meaning that u * is also not a minimizer forΨ. 
This results in a constant
In order to apply the convergence results of the previous section, we have to verify that Algorithm 2.2 corresponds to Algorithm 3.1 in the case of (4.1). This will we done in the following. First, we check that the algorithm is indeed applicable, i.e. we show that the functional Φ meets Condition 3.2.
Lemma 4.4. Let 1 ≤ p ≤ 2 and ϕ : R → R ∪ {∞} with ϕ(0) = 0 convex, lower semi-continuous, and such that ϕ(t)/|t| → ∞ if |t| → ∞ as well as ϕ(t) ≥ |t| p . Then
is proper, convex, lower semi-continuous and fulfills Φ(u)/ u → ∞ when u → ∞. Proof. To see that Φ is proper, convex and lower semi-continuous, we refer to the standard literature on convex analysis [13] .
To establish the desired coercivity, suppose the opposite, i.e. that there is a sequence with u n → ∞ and Φ(u n )/ u n ≤ C 1 for a C 1 > 0. If there exists a C 2 > 0 such that |u n k | ≤ C 2 for all k, n ≥ 1, then there follows, with the help of |u
Dividing by u n yields Φ(u n )/ u n → ∞, a contradiction. Likewise, if |u n k | is not bounded for all k, n ≥ 1, there exist sequences k l , n l such that |u
there cannot be infinitely many k l for which n l is constant, thus n l → ∞. One can furthermore assume that n l is strictly monotone increasing. Of course, for the corresponding subsequence u n l there also holds Φ(u
which is again a contradiction. It is not hard to verify that all ϕ p according to (2.2) satisfy the requirements of the lemma. In particular, the property ϕ p (t)/|t| → ∞ whenever |t| → ∞ follows from the quadratic extension outside of [−S 0 , S 0 ]. The next step is to observe that Algorithm 3.1 for the modified functional (4.1) is given by Algorithm 2.2.
Proposition 4.5. In the situation of Proposition 4.1, the generalized conditional gradient method (Algorithm 3.1) for solving the minimization problem (4.1) is realized by Algorithm 2.2.
Proof. The proof is given by analyzing the steps of Algorithm 3.1 and comparing them with Algorithm 2.2.
Regarding
Step 1, choosing u 0 = 0 as initialization is feasible since always Φ(0) = 0. The direction search in Step 2 amounts to solving the minimization problem
which can be done pointwise for each k ≥ 1. This involves the solution of
for given s, t ∈ R andw > 0, for which the solution can be derived as follows: First note that t ∈ R is a minimizer if and only if − s w ∈ ∂ϕ p (t). For 1 < p ≤ 2, this subgradient reads as
A solution t is then given by t ∈ (∂ϕ) −1 (− 
for all |s| ≤ C 1 and |t − s| ≤ L. Proof. First note that ϕ(t) = |t| p is twice differentiable with the exception that the second derivative does not exist in 0:
Since ϕ is locally integrable, the Taylor formula
with a suitably chosen c 1 (L, C 1 ) > 0. Lemma 4.8. Denote by u * a solution of the minimization problem (4.1) and by ϕ p modified functionals meeting the requirements of Proposition 4.1 and Lemma 4.4. Consider the associated functional R according to (3.11) .
Proof. First consider the case 1 < p ≤ 2. If we have a minimizer
The functional Φ is defined as a pointwise sum, thus, by standard arguments from convex analysis,
From Proposition 4.1 we know that |u * k | ≤ S 0 and applying Lemma 4.7 with C 1 = S 0 and an arbitrary L > 0 gives
This proves the desired statement for 1 < p ≤ 2. Now let p = 1 and u * be a minimizer. Then we know, analogously to the above, that
Hence, we can choose a k 0 such that |ξ k | ≤ w0 2 for k ≥ k 0 . Observe that ∂ϕ 1 is monotone and coincides with sgn( · ) in a neighborhood of 0 with ∂ϕ 1 (0) = [−1, 1], so u * k = 0 for k ≥ k 0 since the opposite leads to a contradiction. Thus,
Due to the construction of ϕ 1 we can estimate |t| ≤ ϕ 1 (t) which further leads to
which is clearly a closed subspace of 2 with finite-dimensional complement. Choose
Collecting the results of this section, we are able to apply Theorem 3.11 which finally gives our main convergence result for the iterated hard shrinkage procedure in Algorithm 2.2:
Theorem 4.9. Consider minimization problem (2.1). If 1 < p ≤ 2, then Algorithm 2.2 produces a sequence {u n } which converges linearly to the unique minimizer u * , i.e.
If p = 1 and K is injective, then the descent algorithm produces a sequence {u n } which converges to the unique minimizer u * in norm with speed
Proof. First note that by Proposition 4.1 and Remark 4.2, the minimization problem (2.1) is equivalent to (4.1) and the latter can be solved instead. Additionally, one knows that (2.1) is well-posed, so at least one optimal solution u * ∈ H 1 exists. As already remarked, Lemma 4.4 ensures that Condition 3.2 on the (modified) regularization functional Φ is fulfilled, thus Algorithm 3.1 can be applied which yields Algorithm 2.2 as a special case, see Proposition 4.5. Hence, Theorem 3.11 is applicable if the corresponding prerequisites hold.
In the case 1 < p ≤ 2, Lemma 4.8 gives the required estimate on R (associated with the above u * ) where M = H 1 . This implies the linear convergence speed by Theorem 3.11. In the case p = 1 and K injective, one can use the estimate for closed subspace M ⊂ H 1 provided by the second part of Lemma 4.8 to obtain the desired convergence behavior, again with Theorem 3.11.
Remark 4.10. The iterative hard shrinkage algorithm (Algorithm 2.2) is very simple and hence easy to implement. We just need the functions ϕ p and H p available (which can be implemented explicitly) and of course the application of the operators K and K * . In comparison to, for example the Landweber algorithm, the algorithm additionally requires the pointwise evaluation of H p and ϕ p which can be done rather fast. Moreover, since the iteration procedure in Step 4 is just a convex combination, we can reuse K(v n − u n ) for the computation of Ku n+1 , so we have to compute only one evaluation of K and K * in each iteration, respectively. 
Step 3 of the algorithm can be used as an a-posteriori error bound on the distance to the minimizer, i.e. it holds D n ≥Ψ(u n ) − min u∈ 2Ψ(u), see Lemma 3.5. So one can use the stopping criterion D n < ε to assure that the minimal value is reached up to a certain tolerance ε > 0 in case of convergence, see the Appendix for details.
Remark 4.12. Note that if p = 1 the penalty functional
A common workaround for the lack of differentiability was to regularize the modulus function by the differentiable function
with a small ε > 0 (see e.g. [25] where this way was introduced for regularizing the T V norm). This always introduced some deviation to the real solution and posed numerical difficulties for very small ε. Especially the desired property of sparseness of the solution is lost. In the algorithm presented above, we do in some sense the opposite: We modify the modulus function for large values in order to make the generalized conditional gradient method applicable. In this case, the modification is outside of the domain relevant for the minimization problem (2.1) and the solutions obtained are the exact sparse solutions.
Numerical experiments.
To illustrate the convergence behavior of the iterated hard shrinkage algorithm as stated in Algorithm 2.2, we performed numerical tests on three linear model problems and compared the results to the iterated soft shrinkage algorithm introduced in [15] and [22] . Our primary aim is to demonstrate the applicability of the new algorithm, we thus perform the experiments for problems well-known in image processing and inverse problems.
Deblurring.
The first model problem we tested is an image deblurring (deconvolution) problem with known kernel and penalization with respect to the coefficients in a Haar wavelet basis. The problem was discretized to a rectangular grid of points, i.e. we consider u = {u ij } with 1 ≤ i ≤ N and 1 ≤ j ≤ M and pose the minimization problem
where ψ k is the discrete two-dimensional wavelet basis spanning the space R N M and * denotes the usual discrete convolution with a kernel g = {g ij }.
For our computations, we used an out-of-focus kernel g with radius r = 6 pixels which has been normalized to |g| = 0.99 such that the associated operator's norm is strictly below 1. Note that if 1 < p < 2, we observed that the hard shrinkage iteration usually performs faster than the soft shrinkage algorithm although we did not optimize for computational speed. The reason for this is that the iterated soft shrinkage algorithm demands the solution of x +wp sgn(x)|x| p−1 = y for all basis coefficients in each iteration step which has to be done by numerical approximation. Experiments show that it is necessary to compute the solution sufficiently precise since otherwise an increase of the functional value is possible. This is a relatively time-consuming task even if the quadratically convergent Newton method is used. Alternatively, one can use tables to look up the required values, but this still has to be done for a wide range of numbers and up to a high precision. In comparison, the iterated hard shrinkage method (Algorithm 2.2), only the evaluation of |x|
is necessary which can usually be done significantly faster and requires no special implementation.
Backwards heat conduction.
The second model problem we considered was solving the backwards heat equation in one dimension with sparsity constraints in a point basis. In this experiment we investigated the role of p and its influence on the performance of the algorithm.
The continuous model reads as follows: Consider an initial condition u 0 ∈ L 2 ([0, 1]) and the one-dimensional heat equation with Dirichlet boundary conditions: the measurement of the heat distribution f at time T is thus formulated as solving
For the discretized model, we choose u
where u k stands for the value of u 0 at point x k = (k − 1)/(N − 1). In the case of the heat equation, the solution matrix for the forward problem reads as
The minimization problem then reads as
To test the algorithm, we created an initial distribution u 0 with one spike. The data f = Ku + δ is degraded with a relative error of 15% (see Figure 5. 3).
We solved the above minimization problem with the iterated hard shrinkage algorithm for w k = 0.03 and different values of p, namely smaller than 10 −8 or the maximum number of 1000 iterations is reached. Figure 5 .4 shows the results of the minimization process together with the estimators D n . Note that the minimizers for p = 1 and p = 1.01 do not differ too much although the estimator D n behaves very different: For p = 1 it oscillates heavily and is decaying slowly as the theory indicates. The slight change from p = 1 to p = 1.01 results in an estimator which is still oscillating but vanishing much faster and the algorithm stopped after 136 iterations. For p = 1.5 the sparsity of the reconstruction is lost but the algorithm terminated after just 29 iterations.
Inverse integration.
In the last experiment we compared the iterative soft and hard shrinkage method in the case p = 1 with considerable sparsity of the solution, and with noisy data. The problem under consideration is inverse integration, i.e. the operator The data f is given as {f (t k )} k=1,...,N with t k = 1 N k. We discretized the operator K by the matrix
The true solution u 0 is given by small plateaus and hence the data f δ = Ku 0 + δ is a noisy function with steep linear ramps. We used N = 1000 and a relative error of 5%. The minimization problem reads as
which was solved with the iterative soft and hard shrinkage method for the parameter w k = .002. The results after 1000 iterations are shown in Figure 5 .5 while Figure 5 .6 shows the decrease of the function Ψ for both methods.
6. Conclusion. We proposed a new algorithm for the minimization of functionals of type
in the infinite-dimensional setting. Our algorithm is based on iterated hard shrinkage. We established convergence rates for this algorithm, namely we proved convergence with rate O(n −1/2 ) for p = 1 and O(λ n ) for 1 < p ≤ 2. We remark that the iterative hard shrinkage is a discontinuous algorithm, hence convergence rates are not at all easy to establish. For finite-dimensional problems of the above type there are other algorithms with better performance (e.g. interior point methods, see [5, 3] ), but none of them has a proper foundation for the infinite-dimensional setting. To our best knowledge the results stated here are the first results on convergence rates for a minimization algorithm of the above functional in infinite dimensions.
We emphasize that the convergence rate is only influenced by Φ and not by F , i.e. not by the operator K. For functionals Φ(u) = |u| H s one can expect similar convergence rates. Unfortunately, the case of total variation deblurring Φ(u) = |u| T V seems not to fit into this context and further analysis in needed (while the case of the discrete T V -norm as treated in [4] goes well with this algorithm).
The change of the convergence rate from p > 1 to p = 1 is rather drastically: from convergence as λ n to convergence as n −1/2 -and this is observed in the numerical experiments. To provide an explanation: the contraction constant λ tends to 1 for p → 1 which can been seen by analyzing the respective constants, especially c(L), in the proof of Theorem 3.11. To speed up the minimization for p = 1 it could be of interest to use the minimizer of the minimization problem for p slightly larger than 1 as initial value u 0 for the iteration with p = 1. Another possibility is to decrease p during the iteration and use the framework of Γ-convergence to prove convergence of the algorithm.
The new iterative hard shrinkage algorithm works well in many cases since it seems to have 'good ideas' for finding 'unconventional' descent directions. On the other hand it sometimes runs into a situation where it can not find good ways for further descent (see Figure 5 .2: some steps reduce the functional values drastically while sometimes the functional does not decrease much for many iterations). The iterative soft shrinkage, whereas, gives well descent in every step. Hence, a combination of both may share the good features of both.
As a side result we established an estimator D n for the distance of the nth iterate to the minimizer which can be used as a stopping criterion for general iterative algorithms in case of convergence (see Remark A.3 in the Appendix).
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Appendix. Convergence of the a-posteriori error bound. For numerical computations, it is often useful to have an estimate on some error so one can formulate stopping criteria for iterative algorithms. As already mentioned in Remark 4.11, the generalized conditional gradient algorithm (Algorithm 3.1) involves the estimates to the distance to the minimizer D n according to (3.5) . The following proposition shows that they also vanish in case of convergence and therefore D n < ε for some ε > 0 can be used as a stopping criterion for Algorithm 3.1. This stopping criterion can be formulated for general penalty functionals, therefore we prove it for the general setting.
Proposition A.1. Let Φ given according to Condition 3.2 and consider a sequence {u n } which is generated by Algorithm 3.1 for the solution of (3.1). Then
for n → ∞. Proof. First observe that the descent property of Lemma 3.8 implies convergence of the functional values Ψ(u n ), especially Ψ(u n ) − Ψ(u n+1 ) → 0. In Lemma 3.8, the estimate
which is slightly different to (3.8) , is also proven. Remember that Condition 3.2 and the descent property imply v n − u n ≤ C (cf. the proof of Lemma 3.9), thus one can deduce
which proves the assertion since D n ≥ 0 and the right hand side obviously converges to 0 as n → ∞. Remark A.2. If Φ fulfills Condition 3.2, then it is possible to compute D(u) without the knowledge of v with the help of the conjugate functional Φ * (see [13] for an introduction): The requirement that v is a solution of
can equivalently be expressed by −K * (Ku − f ) ∈ ∂Φ(v) which is in turn, with the help of the Fenchel identity, equivalent to
Plugging this into the definition of D in (3.5) gives
a formula where v no longer appears. Remark A.3. Equation (A.1) can also be used as a stopping criterion for general iterative minimization algorithms in case the algorithm converges to an optimal solution u * : Assume that u n → u * with Ψ(u n ) → Ψ(u * ) = min u∈H1 Ψ(u) and Φ satisfies Condition 3.2. Then 
