We have developed a distributed DSS capable to working in a dynamic way. That is, when a domain of an organization needs a new kind of information, the system looks for this information. This system is based on the usage of mobile agents, which receive the user's queries and visit the appropriate DSS domains to gather the required information. The system itself must analyze where this information can be generated. To make this decision there is an intelligent agent (the Router) with a knowledge base (KB) where the information managed by each domain is represented. In this work, we present a strategy to obtain the initial data to be stored in the KB, a knowledge retrieval mechanism from the KB, and a learning mechanism so that the KB and the DSS operation can be continually improved. The proposed learning process is an interpretative case-based reasoning, which uses a set of rules to analyze the results of the information retrieval process and modifies the content of the router KB. Some examples are presented to illustrate the learning mechanism.
INTRODUCTION
Currently, most organizations are horizontally structured, delegating decisions to their different sections. For example, in an industrial organization, enterprise domains such as Product Design, Planning, Control, Scheduling, Forecasting and Sales, are required to cooperate so as to achieve their common goal (see Figure 1) . These domains constitute different decision points and are generally located on different functional units geographically disperse, use specific models and techniques to each decision type, and need to share knowledge and information. Therefore, a Decision Support System (DSS) that involves the whole organization should be designed as a set of geographically distributed subsystems (Domains), operating with the smallest possible level of dependence, which will be called distributed Decision Support System. Nagel et al. (1999) have designed a distributed architecture for that distributed DSS based on the federation concept [14] . This is a contract-based mechanism where each domain must specify both its responsibility for publishing the information it generates and its subscription to the information generated by other domains. This is an appropriate mechanism for situations in which the information different domains should share can be predicted on design time. But the enterprise domains change in time and they depend on human behavior, which sometimes may be unpredictable. In these cases, the system must be able to search the ad-hoc required information analyzing where it is available or can be generated. The mobile agent technology appears as the most suitable one for this case ( [18] , [9] ). Caliusco et al. (2000) proposed to develop a distributed architecture for a DSS with two mechanisms of interaction among domains: a contract-based mechanism, which supports the static (predictable on design time) decision processes, and a mobile agent-based mechanism to support dynamic (non predictable on design time) decision processes [3] .
This dynamic distributed DSS should be able to interpret a decision-maker's query (for example, "where can I find the graphics for the last year product sales?") and to distinguish the domain that is able to provide the information. In the current version of this system, only a domain user answers the information requirement. The possibility of this system gathering information from a distributed data base will be included in future works. The multiagent system proposed in [3] has a static agent that fulfills these functions: the Router agent. This agent is the intelligent component that allows achieving an efficient operation of the query mechanism. This prevents the system from being overloaded by mobile agents that look for data independently, and avoids the constant interruption to the domains with queries they might not be able to answer. These properties have not been taken into account in any other multiagent systems published up to now. Several aspects must be considered when building a multi-agent DSS: agent organization, knowledge of the agents, communication language and protocol, query processing and learning capabilities [10] . To address social aspects of the agents we used software engineering techniques, like requirement analysis, use cases and interaction diagrams.
Furthermore, we used knowledge engineering methodologies to solve knowledge acquisition, modeling and reuse problems. Specifically, strategies of information retrieval (IR) and cases based reasoning (CBR) have been adjusted to the special features of the considered problem ( [1] , [11] ). Stegmayer et al. (2000) have proposed a knowledge retrieval mechanism for the Router agent, adjusting the existing methodologies for information retrieval from big document collections [21] . It is based on a vectorial representation of the available information in each domain. An expert, who in this context is defined as a person that knows the knowledge managed at the domain, should originally dictate the keywords for this representation. For that purpose they proposed a weighting strategy for the keywords that feed the knowledge base of the Router agent, where this domain knowledge will be represented.
The initial contents of this KB could be insufficient or have certain incompatibilities as a consequence of being loaded by experts in each particular domain and probably with partial knowledge of all the other domains. So, the Router agent should have a learning mechanism to improve the domains representation in the KB according to the dynamic DSS work.
In this paper we present the learning mechanism for the Router agent using case-based reasoning, which allows maintaining and updating the KB of the Router agent.
The remainder of this paper is structured as follows. In Section 2, we present a brief discussion on related works. Section 3 presents the components that integrate the multiagent system and their interaction scheme. This section goal is to show the environment where the Router agent works. The role of the router agent and its knowledge recovery strategy to establish priorities when traveling to look for the answers are described in Sections 4 and 5. The learning mechanism used to update the Route agent KB is detailed in Section 6, together with some simple examples. illustrating the procedure. Finally, some conclusions and future works are presented in Section 7.
RELATED WORKS
Several multiagent systems have been developed to integrate the activities concerning the modeling of production processes, especially in manufacturing enterprises [20] . These systems make it possible to dynamically integrate new subsystems or to remove them, without stopping or reinitializing the working environment. But in these systems the communication structure has been designed on the basis of predictable scenarios. That is, precise knowledge exists as regards which sources provide each information type.
To detect which domain can answer to non-habitual queries, that is to say, to identify new information sources, it is necessary to know the topics that each area manages and to identify what topic is referred to in the user's query. A wide range of researchers are involved in the intensive development of methods for using machine learning techniques on text databases, which are called text learning and combine research in machine learning with information retrieval [16] . Burke et al. (1995) proposed the FAQFinder agent. This agent accesses distributed text information sources and helps users to find answers to their questions in databases such as FAQ files. It matches questions from relevant FAQ files against user questions and returns the five best matching questions together with their answers [2] . Dale and DeRoure (1997) presented an architecture that supports mobile agents, which carry out distributed information management tasks to help the user to integrate and manage their data through Internet protocols and between Internet systems such as WWW servers [6] . But in that work it is considered that whenever the information is required, mobile agents will visit all domains to gather the data from their databases. The possibility of access to different users of the network is not considered.
The mentioned works look for information that should be stored; they do not contact users that can provide answers according to the knowledge they possess. Krulwich and Burkey (1996) , presented the ContactFinder agent [12] . This agent searches the bulletin board looking for contact people and their topic areas, storing the found information in its database. Then, it searches new messages looking for questions, extracting the topic area of the found question and finding a contact person in its database for that topic area. Vivacqua (1999) analyzed the problem of finding people who can help solving problems by using software agents to assist the search for expertise and mediate the information exchange process [22] . The agent, called Expert Finder, does not provide answers to problems; it guides people to contact other people who can do it. To create the user's profile, the system accesses to the user's files and it analyzes their contents. This system has been applied to contact experts in Java programming.
Although our work consists of getting users in contact with the appropriate knowledge, its object is to determine the profile of each domain-knowledge keeping each user's privacy, especially for security reasons.
MULTIAGENT ARCHITECTURE TO SUPPORT DYNAMIC DECISION PROCESSES
Considering that the information used by company departments (called Domains from now on) changes in time because of the enterprise dynamics, the DSS has to be flexible in order to satisfy the information needs in a dynamic environment. For that purpose, it was be necessary to design a searching mechanism that analyzes where the information is available or can be generated. Firstly, we describe a searching mechanism architecture based on an agent approach, and then, we discuss some considerations about the architecture.
Multi-agent architecture
To develop a searching mechanism we have designed a multi-agent architecture [3] (see Figure 2 ) based on modular organization, in which each component performs a specific task. These components are mobile and static agents. On the one hand, mobile agents search the domain where the information needed for a domain user is available or can be generated. On the other hand, static agents act as a representative of one domain. Furthermore, there is a static agent that centralizes the searching mechanism. The centralized approach has been considered to avoid system overload by agents, that is, the domains are not constantly interrupted with many queries they might not be able to answer. Following, we describe the main features of each agent. When a decision-maker needs specific information, he/she expresses the information he/she would like to receive with the aid of an assistant. Then, the assistant passes it to the DRA, which will change the query into a format accepted by the mobile agents and will send it to the CAS. The CAS gives the query to a domain CA and it goes to a special agent server: the RA. It receives the CA that has just left its domain, reads the formulated query and according to the information kept in its KB, it gives the CA a list of domains that would provide the needed information. Then, the CA visits these domains with its query. Once it has found the answer, and before coming back to the original domain, it visits the RA again to inform it of the obtained results, allowing it to have new information to update its KB for future queries. Finally, the CA goes back to its domain, delivers the information and destroys itself.
Mobile Agent Mechanism
Agent based systems naturally support the representation of information-driven business processes. Agent based systems also offer high levels of flexibility and robustness in dynamic or unpredictable environments by virtue of their intrinsic autonomy. For example, agents can be provided with objectives and strategies; abstractions not easily supported by classical object models. Agent key tenets are abstraction, interoperability and indirect management and they represent the next evolution in integration since they can interoperate at many different levels (with the user desktop, with information and legacy systems in both local and distributed manner, and with other agent-based systems) [6] . The characteristics of mobility in agents allow the metaphor to address aspects of distribution, especially those that involve large networks of machines that are spread over wide areas. To connect different machines, we would have used a traditional client-server architecture that uses remote procedure call (RPC). But, in contrast to this mechanism, mobile agents transport data and procedure to the client, which can lead to less traffic [8] .
THE KNOWLEDGE COMPONENT OF THE ROUTER AGENT
The RA is responsible for making the information sources identification an efficient process. Its structure has been defined with a two-component model [21] :
a) The Communication Component has the function of communicating with the CAs.
b) The Knowledge Component is responsible for two tasks: i) Interpreting the query transported by the CAs, and inferring a probable set of domains able to answer the consult. We will call this task knowledge retrieval into the distributed DSS.
ii) Maintaining and updating its KB by means of a learning process.
In this paper we will concentrate our attention on the Knowledge Component. First of all, we briefly describe the information retrieval mechanism, which is explained in detail in [21] and then, we develop the learning mechanism, which allows updating the router KB starting from the experience obtained with the system operation.
KNOWLEDGE RETRIEVAL INTO A DISTRIBUTED DSS
An Information Retrieval (IR) System is a tool that allows representing and storing information to be automatically retrieved when required. There are several models of IR, and the result of the search depends on these models ( [1] , [5] ). The most developed Information Retrieval area is the one concerned with the selection of documents published in big collections as INTERNET. The analysis of the text contents of these documents allows the extraction of a set of terms that represent them. The importance of these terms regarding the description of the document (weight) is deduced by starting from the number of times that each term is repeated in the text [4] .
The problem accomplished in this work is something different. Neither texts from a documental base nor data from a database should be recovered. The goal is to find the domain from which a certain user can answer a specific query. Then, a knowledge base is required, which should contain information about the type of knowledge managed in each enterprise domain, so that once a query is formulated, it can determine which part of the system could provide the answer. We call this process "Knowledge Retrieval" (KR). Therefore, an expert is needed to define the initial set of keywords that will identify the domain knowledge and the relative importance of each keyword to define its context. For this purpose, we proposed using the Analytical Hierarchy Process (AHP) to support the expert in defining the weight of the indexing terms. Next, we present a brief description of the proposed strategy for the domains representation in the router KB and the mechanism for the knowledge retrieval.
Domain Representation
The proposed strategy for obtaining the initial representation of each domain comprises the following five steps:
Keywords Representing the Domain.
An expert of each domain d must identify a set of terms K d that are usually employed in the domain, which allows identifying the manipulated information. 
Semantic Expansion.
Not everybody uses the same terms to refer to the same concepts. That is an obstacle to produce a good ranking of domains associated to a query. A relevant domain might not match a query because their representations have no keywords in common. To take this problem into account, we suggest making a semantic expansion of the keywords defined by the expert. That is, to associate each keyword t i ∈ K d , to a set of words T i related to its concept.
T i = {t j / t j is a word related to the t i concept} includes the term t i .
For example, to the keyword sales in the Sales domain, the terms sales, salesman, sell, saleswoman, salesroom, could be a semantic expansion.
The expert must also do this task interactively.
Similarity Measure.
Let be the keyword t i ∈ K d , which has been expanded by a set of terms T i . We need a measure of similarity that enables us to evaluate a real value for each term t j ∈ T i . This value estimates how semantically close the term t j is to t i . This similarity measure should satisfy [4] :
Then we need to compute the similarity vector s i = {Sim(t i , t j )}with m elements (where m is the number of terms that expand the keyword t i , including t i ).
The AHP allows us to compute a vector v i = {v ij } that ranks the terms t j ∈ T i by their capacity for representing the same concept as t i .
The first stage to derive this vector consists of defining an m × m pair-wise matrix P i , in which the element p i jk is the importance intensity, which represents the relative importance of each term t j in respect to another term t k to describe the same concept as t i .
Starting from eigenvector v i , associated to the matrix P i , we can obtain the elements of the similarity vector s i :
In Table 3 and 4 the pair-wise P sales and the similarity vector, respectively, are showed.
Weight Assigned to each Term of the Extended Domain Representation.
Since the semantic expansion has been done and the similarity measures have been computed, it is necessary to obtain the weights we k d associated to each term t k of the expanded set of keywords
To this end, we propose to compute:
The set of terms EK d and their associated weights we k d define the taxonomy of each domain at the KB and constitute the initial elements of the router KB. (In Table 5 the Sales domain taxonomy is showed). According to the distributed DSS work, a learning mechanism will update this KB.
This two-stage (keywords definition and semantic expansion) representation strategy of each domain makes the expert task easier, since he/she should work with small groups of words to obtain an expanded set of keyword-weight couples.
Query Representation
When a user from a domain d belonging to the distributed DSS requires some information, he/she must build a query that will be taken to the RA by a CA. This query will have a two-part structure: a) An explanatory phrase with an upper bound number of words (Title) in natural language.
b) A detailed explanation about the information the user requires (only searched in the Domain that answers the query).
The set of keywords K q that represents the query q must be identified. For this purpose, the system breaks the Title into its constituent words. That is, the keywords t q ∈ K q are the terms that remain after stop-words (i.e. articles, prepositions, auxiliary verbs, etc.) are filtered.
Knowledge Retrieval Process
When a query comes to the RA, the system determines a query representation as explained in the previous paragraph. Then, it uses some relevance evaluation algorithms to compare the domains representation with the query representation. Finally, it lists the domains that best match the query (Figure 3 ).
The retrieval status value of the domain d in respect to the query q, RSV(d,q), is used to estimate the relevance of a domain in respect to a query.
where N is the total number of domains in the system and n i is the number of domains that have the keyword t i in their taxonomy. The factor (log N /n i ) allows us to consider that the words that appear in many domains are not useful to distinguish among relevant and nonrelevant domains.
The list of the RSV(d,q) for each domain is the information the RA transfers to the CA to decide the sequence of domains to be visited in order to get the answer. This is called the Knowledge Retrieval (KR) process.
LEARNING PROCESS
In the router KB there is taxonomy for every enterprise domain, which is built on the basis of the subjective knowledge of the domain experts. This knowledge could become incomplete or inaccurate as a consequence of the dynamic DSS work. The RA should realize that situation and be able to keep the KB updated and corrected.
The KR process extracts information from the KB to calculate a ranking of domains able to answer a query.
Depending on the knowledge kept in the KB, the KR process will drive the query to the correct sources of answers or not.
The RA should have a mechanism for modifying its KB (if necessary) to reflect the dynamic behavior of the system, and indirectly improving the KR process to avoid mistakes in the search for information done by the CAs. To do so, this mechanism should receive some feedback about how well the KR process is working and should use a learning approach to keep the knowledge updated ( Figure 4 ).
Once the CA has both finished its journey and obtained an answer to its query, it should inform the RA about the success of its search before returning to the original domain. In other words, in what degree the route proposed by the RA has been the correct one. The learning process begins with this.
The explicit request for reusing knowledge and experience calls for the application of Case Based Reasoning (CBR) [11] . It is a technique that considers learning as a process of accumulating experiences (named cases) in its memory and then remembering a small set of them to solve or interpret a new situation. This two different approaches lead to different types of CBR: problem solving and interpretive, respectively [14] .
For the RA learning process we have defined an interpretative type Case Based Reasoning strategy because it is the one that best applies to our learning process.
In the interpretive reasoning, cases are remembered to understand situations and to justify the election of an interpretation to begin reasoning with. Interpretive Process takes a situation as input and the output is a classification of it, with a justification of the solution [15] . The RA should select some cases and interpret them, reasoning what has happened in the cases and learning from their solutions.
It is necessary to highlight that in this paper CBR is used to update a KB and not to directly drive an information retrieval system [7] .
According to this style of CBR, we propose using a Memory of Cases to store the results of searches carried out by the CAs that arrive to the RA. Using rules, the cases will be retrieved and classified into different categories of cases (or different types of updates to the KB). The rules will analyze each case stored in the Memory in order to decide if the RA could learn from some of them. The application of the rules will indicate to the RA what to infer from those cases.
As a result of those inferences, the KB will be modified.
The CA may get a complete or partial answer to the query from one or more system domains. With the aim of carrying out an initial analysis about the learning mechanism, we assume that only one domain answered the query completely. Future works will consider the possibility that more than one domain positively answers the query or part of it.
Cases Representation in the Cases Memory
The application of CBR requires a structured representation of knowledge in the form of cases. This makes further analysis and inference processes easier.
The information needed to store the cases is:
a) a description of the situation in which the case occurred, b) the solution reached in the case, c) the consequences the solution of the case had on the environment.
For the RA, we use the frame shown in Figure 5 for the cases representation.
The RA learning should improve the KR process. The RA task is to classify the domains according to their capacity to answer a query made from another domain. This objective is not correctly fulfilled if the first domain in the list given to the CA is not the one that finally gives the answer.
CASE c
Origin: For that reason, the cases to be stored will be the ones corresponding to queries whose answers were not given by the domain that is best ranked by the RA.
Among the cases to be stored three situations can be distinguished:
a) The domain D m that answered the query q c is in the ranking, but not in the first position, and the query keywords belong to the taxonomy of D m in the KB. That is, they have indexing weights but, nevertheless, these values do not make it appear first in the list. Then, these weights turn out wrong or out of date, so they need to be corrected.
b) The domain D m that answered the query q c is in the ranking, but not in the first position, and some query keyword do not belongs to the taxonomy of D m in the KB. This could be a result of a RSV insufficient value. Then, those keywords should belong to the representation of D m . As a consequence, weights should be assigned to them.
c) The domain D m that answered the query q c is not in the ranking because any query keywords belong to the D m taxonomy in the KB. Then, those keywords should belong to the representation of D m , and they should have assigned weights.
The Inference Mechanism
Starting from the stored cases, an inference mechanism based on IF-THEN rules will identify patterns of occurrence of keywords and will point out the action to be taken.
The rules classify the cases to evaluate when additional terms are needed in the taxonomy of a domain or changes are necessary in the weights assigned to certain keywords.
Every time a case enters the Cases Memory, the rules antecedents are evaluated. The rules whose antecedents are satisfied are executed.
The rules set defined at present is the following:
Rule 1
If all the query keywords belong to the taxonomy of the domain D m that gives the answer, the weights assigned to these keywords should be modified in such a way that D m is the best ranked for this query (See Appendix A).
Also, as these terms are already in the KB, they probably have a semantic expansion, whose words should also 
Rule 2
When the same domain D m answered for n cases (n is a previously specified number) and some terms that appear as keywords in the queries do not belong to the current taxonomy of D m , these terms should be included in the D m representation. The weight to be assigned to these keywords should be such that they allow D m to be the best ranked every time those n queries enter the system (see Appendix B). The application of this rule is shown in Example 2.
Rule 3
Every time a new case is included in the Cases Memory, the system determines the rules whose antecedents are satisfied, and executes them. After executing some of the previous rules, it is necessary to compute again the rankings of the stored cases so as to eliminate those that have been already corrected. This activity is performed by rule 3. This rule application is shown in the following examples.
Examples
To illustrate the learning mechanism carried out by the RA, we present a reduced example of a distributed DSS, using only three domains: Sales, Forecasting and Planning (N=3). The taxonomy of each domain is shown in Tables 5, 6 and 7, respectively. They are not the original representation that each domain expert has derived using the strategy proposed in Section 5.1 but the current representation of each domain after the system has begun to work.
Note that these representations are extremely reduced with the only purpose of simplifying the explanations.
The number of cases that should be in the Cases Memory should be previously specified so that rule 2 antecedents are satisfied. We will assume n=2 for these examples. it belongs to all domains taxonomy, then log N/n sales = 0). According to these values, the domain presenting the greatest probability of answering the query would be Forecasting and then Sales, in this order.
This route is transferred to the CA, which goes to the Forecasting domain where the query is not answered. Then, it goes to the Sales domain where it gets an answer.
Next, the CA goes to the RA, completes the information corresponding to this search, and returns to the Planning domain to give it the requested information.
As the domain that answers does not coincide with the best ranked by the RA, the case is stored in the Cases Memory with the structure shown in Figure 6 . Once the case enters the Cases Memory the rules are applied.
CASE 1

Origin:
Planning
Query:
graphic, sales, product
Ranking:
Forecasting 0,173 Sales 0,166
Answer: Sales All query keywords belong to the taxonomy of Sales domain, which answers the query. But "Sales" is not the best ranked. Then, the conditions to apply rule 1 are satisfied.
Therefore, the weights of the three terms: graphic, sales and product will be modified by the factor ƒ = 0,173/0,166 = 1,042.
The new indexing weights associated to the keywords graphic, sales and product will be the following:
we graphic sales = 0,24 With these new weights, the RSV(forecasting,q 1 ) value becomes equal to the RSV(sales,q 1 ) value. Then rule 3 antecedents are satisfied so that case 1 is eliminated from the Cases Memory. For another similar searching, the Forecasting domain will be the best ranked.
Example 2
This example represents a scenario of application of rule 2. To this end we consider the domains taxonomy shown in Tables 5,6 and 7.
Let's assume that the user of the Planning domain requires information. To this end, he/she builds a query. When this query arrives to the RA, it is represented by the following keywords: estimate, monthly and product.
After the KR process, the RA specifies the following ordered list of RSV: RSV(sales,q 2 ) = 0,154; RSV(forecasting,q 2 ) = 0,058.
With this information, the CA first visits the Sales domain. As it does not get an answer, the CA goes to the Forecasting domain. This domain answers the query. Then, before returning to the original domain, the CA informs the RA about the results of the search.
As the domain that answers the query does not coincide with the best ranked by the RA, the case is stored in the Cases Memory with the structure shown in Figure 7 .
CASE 2
Origin:
Query:
Estimate, monthly, product The query keywords estimate and monthly do not belong to the Forecasting taxonomy, then, the antecedents required by rule 1 are not satisfied.
No case is stored in the Case Memory at this time. Therefore, the conditions for rule 2 execution are not verified and this case is stored in the Cases Memory.
In another opportunity, a user of the domain Planning requires the services of the dynamic DSS. This time, the representation of his/her query has the keywords: estimate, profits and monthly. And the ranking obtained by the KR process is:
RSV(sales,q 3 ) = 0,113; RSV(forecasting,q 3 ) = 0,011.
Again, the domain that answers the query is not the best ranked. Therefore, the case is stored in the Cases Memory (Figure 8 ).
CASE 3
Origin: Planning
Query:
estimate, profits, monthly The query keywords estimate and monthly do not belong to the Forecasting taxonomy, then, the antecedents required by rule 1 are not satisfied.
This situation is repeated in another case (case 2) where the Forecasting domain also answered. Then, the antecedents for rule 2 are satisfied.
The application of this rule indicates that the keywords estimate and monthly should be included into the Forecasting representation with the following indexing weights:
we estimate for = 0,29
we monthly for = 0,11
With the modified KB, if a query similar to the q 2 is formulated, the KR process will obtain the ranking:
RSV(forecasting,q 2 ) = 0,162 RSV(sales,q 2 ) = 0,136
With these new weights, the RSV(forecasting,q 2 ) and RSV(forecasting,q 3 ) values become the best ranked. Then the rule 3 antecedents are satisfied, so cases 2 and 3 are deleted from the Cases Memory.
With these new values, the CAs will go over fewer domains to look for the answer to similar queries as q 2 and q 3 .
As it can be observed, the system performance will improve with these new values.
CONCLUSIONS
In this paper we have analyzed the mechanisms used by the intelligent component of a mobile agent-based DSS (the Router agent) to achieve an efficient operation. The RA avoids the system overload with mobile agents, and the constant interruption to domains with queries they might not be able to answer. To implement this mobile agent-based system we are using an evolutionary prototyping approach. At this moment, we have implemented a first prototype of the agent based architecture, using the "Aglets Software Development Kit" also known as "ASDK", created by IBM's laboratories [13] . The RA is responsible for giving a route to the collecting agents, which must visit the system domains searching for an answer to queries formulated by a user. To perform this, the RA has a KB where a representation of the information managed by each domain is stored. We have proposed an information retrieval process that allows matching the query contents to the domain contents to identify a ranked list of domains to visit. To experimentally evaluate this mechanism, we have considered our college as an organization for analysis. The different departments (student, library, etc.) have been regarded as system domains. The great number of keywords defined for each domain, around 100 terms, confirmed the advantage of using a two-stage mechanism to assign the indexing weights. Using this strategy, the number of comparisons required to apply AHP to each domain diminished from approximately 4500 to about 10 sets of 45 comparisons each. The study of this particular example also allowed designing the Router KB, taking into account that it is necessary to have an accident base, a constructions base and a stop-words base, with the aim of improving the query-filtering process. This work is being prepared for its soon publication. The centralized structure used by the information retrieval process enables an updated KB, using a learning mechanism. In this paper, we have presented a casebased reasoning strategy to analyze the quality of the information offered by the KR process and to suggest improvements. To this end, we have defined a set of rules that, in function of the errors detected in the route used by the CAs, suggest modifications of the data stored in the router KB. There are a number of reasons for choosing CBR over conventional rulebased systems. The main requirement for the system is that it should be able to support a variety of business domains that change in time. If we only apply a rule-base system, it is difficult to take into account the variety and complexity of the query-response pairs. CBR allows remembering previous situations and deciding an adequate KB modification according to accumulated experiences.
Although in this work we only present three rules, our goal is to expand this set of rules because it is necessary to obtain a more detailed classification of the cases in order to improve the KB updating strategy. Currently, we are studying modifications for the proposed rules with the purpose of considering the statistical occurrence of situations, the weights decrease when necessary, the systematic evaluation of the appropriate order of rules application, etc.
APPENDIX A.
Indexing weights modification in rule 1.
If all the query's keywords belong to the domain's taxonomy D m that gives the answer, as this domain is not the best ranked, it should be assumed that its assigned weights are not the right ones. Therefore they should be modified in such a way that, for this query, RSV(D m ,q c ) is as best ranked as RSV(D 1 , q c ). Assuming that the indexing weights of all the keywords modify ƒ in same proportion:
we i Dm | new = ƒ we i Dm | current (7)
By substituting Eqs. (5) and (7) in (6): 
