In this paper we describe the use of the theory of generalized polar decompositions (MuntheKaas, Quispel & Zanna 2000b) to approximate a matrix exponential. The algorithms presented in this paper have the property that, if Z 2 g, a Lie algebra of matrices, then the approximation for exp(Z) resides in G, the matrix Lie group of g. This property is very relevant when solving Lie-group ODEs and is not usually ful lled by standard approximations to the matrix exponential.
Introduction
With the recent developements in the theory of Lie-group integration schemes for ordinary differential equations (Iserles, Munthe-Kaas, N rsett & Zanna 2000) , the problem of approximating the matrix exponential has lately received a renewed attention. Most Lie-group methods require a number of computation of matrix exponentials from a Lie algebra g R n n to a Lie group G GL(n; R), that usually constitutes a bottleneck in the numerical implementation of the schemes (Celledoni, Iserles, N rsett & Orel 1999) . The matrix exponentials need be approximated to the order of the underlying ODE method (hence exact computation is not an issue), however, it is of fundamental importance that such approximations resides in G. In generality, this property is not full lled by many standard approximations to the exponential function (Moler & van Loan 1978) unless the exponential is evaluated exactly. In some few cases (usually for small dimension) the exponential of a matrix can be evaluated exactly. This happens, for instance, for three by three skew-symmetric matrices, whose exponential can be calculated exactly by means of the well known Euler{Rodriguez 1=2 (Marsden & Ratiu 1994) . Exact formulas for skew-symmetric matrices and matrices in so(p; q) can be derived up to dimension eight making use of the Cayley{Hamilton theorem (Horn & Johnson 1985) with signi cant savings with respect to approximation techniques (Barut, Zeni & Laufer 1994 , Leite & Crouch 1999 . However, the algorithms are not practical for larger dimensions, for several reasons. First, they require high powers of the matrix in question (and each matrix-matrix multiplication amounts to O ? n 3 computations), secondly, it is well known that the direct use of the characteristic polynomial, for large scale matrices, may lead to computational instabilities. The problem of approximating the exponential of a matrix from a Lie algebra to its corresponding Lie group has been recently considered by (Celledoni & Iserles 2000 ). In the rst paper, the authors construct the approximation by rst splitting the matrix X 2 g as the sum of bordered matrices. Strang-type splittings of order two are considered, so that one could apply a Yoshida technique (Yoshida 1990 ), based on a symmetric composition of a basic scheme whose error locally expands in odd powers of time only, to increase the order. In the second paper, the authors consider techniques based on canonical coordinates of the second kind (CCSK) (Varadarajan 1984) . To follow that approach, it is necessary to choose a basis of the Lie algebra g. The choice of the basis plays a signi cant role in the computational complexity of the algorithms (Owren & Marthinsen 1999) , and, by choosing Chevalley bases (Carter, Segal & Macdonald 1995) which entail a large number of zero structure constants, it is possible to reduce signi cantly the In this paper we consider the problem of approximating to a given order of accuracy F(t; Z) exp(tZ) 2 G; Z 2 g; (1.2) so that F(t; Z) 2 G, where g gl(R; n) and G GL(R; n). The techniques we introduce consist in a Lie-algebra splitting of the matrix Z by means of an iterated generalized polar decomposition induced by an appropriate involutive automorphism : G ! G, as discussed in (Munthe-Kaas et al. 2000b ). We introduce a general technique for approximations of arbitrary high order, and discuss practical algorithms of order two, three and four. For large n, these algorithms are very competitive with standard approximations of the exponential function (for example diagonal Pad e approximants). The paper is organized as follows. In Section 2 we discuss the background theory of the polar decomposition on Lie groups and its symmetric version. Such polar decomposition can be used to induce splitting in the Lie algebra g. As long as this splitting is practical to compute, together with the exponential of each`splitted' part, it leads to splitting methods for the approximation of the exponential of practical interest.
In Section 3 we use the theory developed in x2 to derive approximations of the exponential function for some relevant matrix Lie groups as SO(R; n), and SL(R; n). Methods of order two, three and four are discussed in greater detail, together with their computational complexity. The methods are based on splittings in bordered matrices, whose exact exponentials are very easy to compute. Section 4 is devoted to some numerical experiments where we illustrate the results derived in this paper, and nally Section 5 is devoted to some concluding remarks.
Background theory
It is usual in di erential geometry to denote Lie-group elements with lower case letters and Liealgebra elements with upper-case letters, whether they represent matrices, vectors or scalars (Helgason 1978) . We adopt this convention throughout this section. Let G be a Lie group with Lie algebra g. We restrict our attention to matrix groups, i.e to the case when G GL(R; n).
It is known that, provided : G ! G is an involutive automorphism of G, every element z 2 G su ciently close to the identity can be decomposed in the product z = xy (2.1)
where y 2 G = fw 2 G : (w) = wg, the subgroup of elements of G xed under and x 2 G = fw : (w) = w ?1 g is the subset of anti-xed points of (Lawson 1994 , Munthe-Kaas et al. 2000b ). The set G has the structure of a symmetric space (Helgason 1978) and is closed under the product x 1 x 2 = x 1 x ?1 2 x 1 ; as it can be easily veri ed by application of to the right-hand-side of the above relation. The decomposition (2:1) is called the polar decomposition of z in analogy with the case of real matrices with the choice of automorphism (z) = z ?T . To keep our presentation relevant to the argument matter of this paper, we refer the reader to (Munthe-Kaas et al. 2000b , Munthe-Kaas, Quispel & Zanna 2000a and references therein for a more extensive treatement of such decompositions. However, it is of fundamental importance to note that the sets k and p possess the following properties:
We denote by p : g ! p the canonical projection onto the subspace p and by k : g ! k the projection onto k. Then,
Assume that x and y in (2:1) are of the form x = exp(X(t)) and y = exp(Y (t)). Then X(t) 2 p, Y (t) 2 k and they can be expanded in series
where the X i and Y i can be explicitely calculated by means of the following recurrence relations We also consider a symmetric-type generalized polar decomposition, z = xyx; z = exp(tZ); x = exp(X(t)); y = exp(Y (t)); (2.7)
where, as above, X(t) 2 p and Y (t) 2 k. To compute X(t), we apply to both sides of (2:7) to obtain (z) = exp(?X(t)) exp(Y (t)) exp(?X(t)): (2.8) Isolating the y term in (2:8) and (2:7) and equating the result, we obtain exp(tZ) = exp(2X(t)) exp(tW) exp(2X(t)); W = d (Z): (2.9) This leads to a di erential equation for X which is very similar to the one obeyed by Y in (2:5) (Zanna 2000) . Using the recursions in (Zanna 2000) we obtain recursions for X(t) and Y (t). The rst terms are given as X(t) = obey now the order conditions (2:10)-(2:11) to given accuracy. The same mechanism can be applied to split k 1 in p 2 k 2 by means of a suitable automorphism 2 . The procedure can be iterated and, provided that the exponential of k m is easy to compute, we have an algorithm to approximate exp(tZ) to a given order of accuracy. In this circumstance,
(t)); (3.4) both corresponding to the algebra splitting g = p 1 p m k m : (3.5)
On the choice of the automorphisms i
In what follows, we will consider automorphisms of the form (z) = SzS; z 2 G; 
Automorphisms that lead to banded matrices splittings
Let Z 2 gl(n; R) be a n n matrix and consider the automorphism Next, if Z 2 g, to obtain an approximation of the exponential in G by these automorphisms, we shall require that i 's, de ned by the above matrices S i , map g into g. Clearly, this is the case for so(n; R), since i Z = S i ZS i = Ad Si Z is a map from so(n) ! so(n) given that each S i is an orthogonal matrix; sl(n; R), since i leaves the diagonal elements of Z (hence its trace) unchanged;
quadratic Lie algebras g = fZ : ZJ + JZ T = O; J nonsingularg provided that J and the S i 's commute. This is for instance the case when J is diagonal, hence our formulas are valid for so(p; q), p + q = n, but not for the symplectic algebra sp(n; R). In the latter situation, we consider di erent choices for the automorphisms i , discussed at a greater length in (Munthe-Kaas & Zanna 2000).
Splittings of order two to four, their implementation and complexity
In this section we describe in more details the algorithms, the implementation and the complexity of the splittings induced by the automorphisms described above. The cases of a polar-type representation, z = xy, or a symmetric polar-type representation, z = xyx, are discussed separately.
Algorithm 1 (Polar-type splitting, order two) Based on the iterated generalized polar decomposition (3:3).
Note that the p j and kj projections need not be stored in separate matrices but can be stored in places of the rows and columns of the matrix Z. We truncate the expansions (2:6) to order two, hence at each step only the p j -part needs correction. Taking in mind (3:3), the matrices X j] are low rank matrices with nonzero entries only on the j-th row, column j + 1 to n, and j-th column, row j + 1 to n, for j = 1; : : :; n ? 2, which are stored in place of the corresponding Z entries. The matrix Y n?1] is diagonal and is stored in the diagonal entries of Z. terms. Note that the term K; P; K]] is of the form (3:15). We need include also the term of the form P; P; K]]. We observe that Analyzing the computations involved, the most costly part is constituted by the matrix-vector products in the computations in c j ; d j , Z(j + 1 : n; j), Z(j; j + 1 : n) and vector-vector products in the update of Z(j + 1 : n; j + 1 : n) and z(j; j). The computation of c j ; d j ; Z(j + 1 : n; j), and Z(j; j + 1 : n) amounting to contribution to the total cost of the splitting. In summary, the total cost of the splitting is 5n 3 for so(p; q) and sl(n) for so(n), note that d j need not be calculated as well as z j;j = 0. Similarly, we take into account that b j = ?a j and that only half of the elements of Z(j + 1 : n; j + 1 : n) need be updated. The total amounts to 2 1 2 n 3 operations.
It is easy to modify the splitting above to obtain order four. Note that P j ; P j ; P j ; 
On higher order splittings
The costs of implementing splittings following (3:3) or (3:4) depend on the type of commutation involved: commutators of the form P; K] and P 1 ; P 2 ], P; P 1 ; P 2 2 p; K 2 k, contribute as an O ? n 3 term to the total complexity of the splitting, however, commutators of the form K 1 ; K 2 ], for K 1 ; K 2 2 k, can easily contribute an O ? n 4 to the total complexity of the splittings if the special structure of the terms involved is not taken into consideration. If carefully implemented, also these terms can be computed with only matrix-vector and vector-vector products, contribut- for the splitting). Many of the terms are already computed for the lower order conditions, yet the complexity arises signi cantly. Therefore we recommend this splitting type techniques when a moderate order of approximation is required. To construct higher order approximations with these splitting techniques, one could use our symmetric polar-type splittings, together with a Yoshida-type symmetric combination.
3.5 Assembly of the approximation F (t; Z) to the exponential For each algorithm that computes the approximation to the exponential, we distinguish two cases: when the approximation is applied to a vector v and when instead the matrix exponential exp (Z) is required. Since the matrices X j] are never constructed explicitely and are stored as vectors, computations of the exponentials exp(X j] ) is also never performed explicitely but it is implemented as in the case of the Householder re ections (Golub & van Loan 1989 ) when applied to a vector. In the case when the output needs be applied to a n n matrix B, we can apply the above algorithm to each column of B, for a total of 3n The vectors ; and need be calculated only once and stored for latter use in the reverse-order multiplication. The cost of the assembly is roughly twice as the cost of the assembly in Algorithm 1, hence it amounts to 5n 2 operations (we save n 2 operations omitting the computation of ). When the result is applied to a matrix B, again we apply the same algorithm to each column of B, which yields n 4 Numerical experiments 4.1 Non-symmetric polar-type approximations to the exponential We commence comparing the polar-type order-2 splitting of Algorithm 1 combined with the assembly of the exponential in Algorithm 5 with the (1; 1)-Pad e approximant for matrices in sl(n) and so(n), with corresponding groups SL(n) and SO(n). We choose diagonal Pad e approximants as benchmarck because they are easy to implement, are the rational approximant with highest order of approximation at the origin and it is well known that they map quadratic Lie algebras into quadratic Lie groups (but not necessarily other Lie algebras into the corresponding Lie groups). Table 1 ) versus size for the approximation of the exponential of a matrix in sl(n) and in so(n) applied to a matrix with the order-2 polar-type algorithm (method 1+5) and (1; 1)-Pad e approximant. , revealing that the order of approximation to the exact exponential is two. The right plot shows the error in the determinant as a function of h: the Pad e approximant has an error that behaves like h 3 , while our method preserves the determinant equal to one to machine accuracy. In table 2 we report the complexity of the method 3+5, which yields an approximation to the exponential of order three. The numbers in parenthesis refer to the cost of the algorithm with order four corrections.
Symmetric polar-type approximations to the exponential
We commence comparing our method 2+6, yielding an approximation of order two, with the (1; 1) Pad e approximant. Table 3 reports the complexity of the method 2+6. Clearly, in the matrix-vector case, our methods are one order of magnitude cheaper than the Pad e approximant, and are de nitively to be preferred (see Figure 3 , for matrices in sl(n)). Furthermore, our method maps the approximation in SL(n), while the Pad e approximant does not. When comparing approximations of the matrix exponential applied to a vector, it is a must to consider Krylov subspace methods (Saad 1992 computations arising from the evaluation of the exponential of the Hessenberg matrix obtained with the Arnoldi iteration, plus 2nm operations arising from the multiplication of the latter with the orthogonal basis. However, when n is large and m n, these costs are subsumed in that of the Arnoldi iteration, and the leading factor is 2mn 2 . The error, computed as kF(1; Z)v?exp(Z)vk 2 , and the oating point operations of both approximations for n = 100; 200; 300 are given in Table 4 . The Krylov method converges very fast: in all the three cases eight-nine iterations are su cient to obtain almost machine accuracy, while two iterations yield an error which is of the order of method 2+6, at about two thirds (0:64; 0:68; 0:69respectively) the cost. On the other hand, Krylov methods do not produce an SL(n) approximation to the exponential, unless the computation is performed to machine accuracy, which, in our particular example, is 3:30, 2:84 and 2:85, circa three times more costly than the 2+6 algorithm. For what the SO(n) case is concerned, it should be noted that, if Z 2 so(n), then the approximation w exp(Z)v produced by the Krylov method has the feature that kwk 2 = kvk 2 independently of the number m of iterations: in this case, the Hessenberg matrix produced by the Arnoldi iterations is tridiagonal and skew-symmetric, hence its exponential orthogonal. Thus, Krylov methods are the method of choice for actions of SO(n) on R n (Munthe-Kaas & Zanna 1997) . One might extrapolate that, ) versus size for the approximation of the exponential of a matrix in sl(n) applied to a n n matrix with the order-4 symmetric polar-type algorithm (method 4+6) and (2; 2)-Pad e approximant. if the number of iterations is independent of n. Thus, if it is important to stay on the group, we recommend Krylov methods with iteration to machine accuracy for this kind of problems. If convergence of Krylov methods is slow, our methods might be good alternatives. See (Hochbruck & Lubich 1997) for accurate bounds on the number m of iterations of Krylov methods. For the case F(t; Z)B exp(tZ)B, with B an n n matrix: Non-symmetric polar-type methods are marginally cheaper than their symmetric counterpart; however the latter should be preferred when the underlying ODE scheme is time-symmetric. The proposed methods have a complexity very comparable with that of diagonal Pad e approximants of the same order (they require slightly less operations in the SO(n) case) in addition they map sl(n) to SL(n), a property that is not shared by Pad e approximants. For these problems our proposed methods seem to be the best choice.
It should also be noted that signi cant advantages arise when Z is a banded matrix. For instance, the cost of method 2+6 scales as O(nr) for F(t; Z) applied to a vector and O ? n 2 r for F(t; Z) applied to a matrix when Z has bandwidth 2r + 1. The savings are less striking for higher order methods since commutation usually causes ll-in in the splitting. Our schemes have an implementation cost smaller than those proposed by , that also produce an output in G when Z 2 g. For the SO(n) case, Celledoni et al. propose an order-four scheme whose complexity is 11 operations | very comparable with the diagonal Pad e approximant of the same order. Furthermore, the implementation of the schemes of Celledoni et al. requires a precise choice of a basis in g, hence the knowledge of the structure constants of the algebra. Our approach is instead based on the inclusion relations (2:3) and is easily expressed in very familiar linear algebra formalism.
