Abstract. We study the existence and uniqueness of minimal right determiners in various categories. Particularly in a Hom-finite hereditary abelian category with enough projectives, we prove that the Auslander-Reiten-Smalø-Ringel formula of the minimal right determiner still holds. As an application, we give a formula of minimal right determiners in the category of finitely presented representations of strongly locally finite quivers.
Introduction
The concept of morphisms determined by objects was introduced by Maurice Auslander in his Philadelphia Notes [2] published in 1978. Although it was originally introduced in a functorial way, it was mainly applied to studying categories of finitely generated modules over Artin algebras. Throughout thirty years, mathematicians, including Henning Krause [8] [11] , Claus Michael Ringel [13] [14] , Xiao-Wu Chen and Jue Le [5] [6] , JanŠaroch [15] and many others, have been further developing Auslander's idea of morphisms determined by objects. Krause successfully develops this theory in triangulated categories [8] . Ringel also gives a clear outline of Auslander's ideas without using functorial language [13] .
The general existence theorems of right (left) determiners in module categories were established in [2] . Although in the category of finitely generated modules over Artin algebra, the minimal right (left) determiner of a morphism does exist and is unique, their existence and uniqueness have not been studied in general. Our motivation was inspired by Question 5.3 in [8] , where the author raises the question about the existence of a minimal class of objects which can determine a morphism in some category. (See Definition 2.1.1 and 2.2.1 for definitions of (minimal) right determiners. ) We show that for a given morphism in a Krull-Schmidt category, when the socle of the cokernel functor is essential, there exists a unique minimal right determiner (Theorem A).
While these two properties are equivalent in the module categories of artin algebras, the existence of the essential socle functor only implies the existence of minimal right determiner in general. As shown in Example 7.0.9, the existence of minimal right determiner does not imply the existence of essential socle functor. However, in general for arbitary Krull-Schmidt categories the socle functor soc Coker(−, f ) being essential is equivalent only to the existence of strong minimal right determiner (See Definition 4.3.2). We also show that if a morphism has a minimal right determiner then it is unique (Theo- More importantly, the existence of the minimal right determiner is closely related with the existence of almost split sequences. We also give a formula of the minimal right determiner of a morphism in a Krull-Schmidt Hom-finite hereditary abelian category:
Theorem C. Let C be a Krull-Schmidt Hom-finite hereditary abelian k-category. Let f be a morphism in C. Then f has a strong minimal right determiner if and only if:
(1) each indecomposable summand of the intrinsic kernel Ker(f ) is the starting term of an almost split seqeunce; (2) the socle soc Coker(f ) is essential; (3) each simple subobject of Coker f has a projective cover. Furthermore, if the minimal right determiner exists, it is of the same form as in the AuslanderReiten-Smalø-Ringel formula, i.e. D = add(τ − Kerf ⊕ P (soc Coker f )). Here τ − denotes the right end terms of the almost split sequences.
As an application in Section 6 we will concentrate on the strongly locally finite quivers (see Definition 6.1.1) introduced by Raymundo Bautista, Shiping Liu and Charles Paquette [4] . Suppose Q is a strongly locally finite quiver. The category of finitely presented representations rep + (Q), as defined in 6.2.1, is a Krull-Schmidt, Hom-finite, Ext-finite, hereditary and abelian category ( [4] , 1.15) . Recall that a path of the following form:
• → • → • → · · · is called a right infinite path. We show that for a strongly locally finite quiver Q having no right infinite path, every morphism in rep + (Q) admits a minimal right determiner: Acknowledgement: This project is under the guidance of Professor Gordana Todorov. The author will thank Charles Paquette and Shiping Liu for helpful discussions at the XXVII th Meeting on Representation Theory of Algebras; Dan Zacharia for his hospitality during my visit at Syracuse University; as well as Yingdan Ji for pointing out mistakes during the seminars.
Morphisms determined by objects and subcategories
Throughout the paper, we always assume our category C is skeletally small (i.e. isomorphism classes of objects form a set).
2.1.
Definitions. Let C be an additive category. We will generalize the notion of morphisms determined by objects to morphisms determined by subcategories in D ⊆ C. Throughout the paper subcategories are considered to be full subcategories closed under direct sums and summands. If f is right determined by D, D is also called a right determiner of f . If D contains only finitely many non-isomorphic indecomposable objects, then we say f is right determined by an object.
Notice that the condition (a) always implies condition (b) . So the definition can also be equivalently phrased in the following way which will be used often: Proposition 2.1.2. A morphism f : X → Y is right D-determined if and only if for each morphism f ′ : X ′ → Y which cannot factor through f there exists an object Z ∈ D and a morphism g : Z → X ′ such that f ′ g cannot factor through f . Remark 2.1.3. Here we state some facts which are useful and not hard to check.
(1) Although D is defined as a full subcategory, we are only interested in its objects.
(2) Every subcategory of C contains the zero object. Denote by 0 the subcategory containing only the zero object in C. Then a morphism is a split epimorphism if and only if it is right 0-determined. (3) Suppose {D i } ı∈I is a complete set of representatives of isomorphism classes of indecomposable objects in D, then we say D is additively generated by {D i } (or D i 's are additive generators of D). Denote D = add{D i }. When {D i } i∈I is a finite set, we say that f is right determined by the object ⊕ i∈I D i .
(4) If C = Λ-mod for an artin algebra Λ, then any morphism is right determined by some D containing finitely many non-isomorphic indecomposable objects. i.e. every morphism is right determined by an object.
The following Lemma can be verified by the universal property of direct sums. (
Applying this Lemma, Definition 2.1.1 and Proposition 2.1.2 can be rephrased in terms of indecomposable objects in the following way: Definition 2.1.7. A morphism f : X → Y is called right minimal if for any g : X → X satisfying f g = f , the morphism g is an automorphism.
It is easy to check that the following are equivalent:
For each morphism f : X → Y , we can always assume f = (f 1 , 0) :
Let f be a morphism in an abelian category C with right minimal version f 1 . Then the object Ker f := Ker f 1 is called the intrinsic kernel of f . Auslander, Reiten, Smalø and Ringel give an explicit formula of the minimal right determiner in the category of finitely generated modules over an artin algebra.
Theorem 2.2.3. [3][14]
Let Λ be an artin algebra and C = Λ-mod be the category of finitely generated modules over Λ. Let f : X → Y be a morphism in C. Then:
(1) The minimal right determiner is a summand of τ − Ker f ⊕ P (soc Coker f ), where τ is the Auslander-Reiten translation, Ker f is the intrinsic kernel of f and P (−) is the projective cover.
The following Lemma shows that every indecomposable object in the minimal right determiner D is necessary in checking which morphisms factor through f . (1) There is a morphism ψ : Z → T such that gψ cannot factor through f .
(2) For any indecomposable object Z ′ ∈ D, Z ′ ≃ Z and any morphism ϕ : Z ′ → T , the composition gϕ can factor through f .
Proof. Let A = {g : T → Y | g cannot factor through f }. Notice that f is not an isomorphism (otherwise D = 0). Therefore A is not empty. First, suppose ∀g ∈ A condition (2) fails. Then consider the full subcategory D ′ D consisting of objects Z ′ ∈ D which have no direct summands isomorphic to Z. By Corollary 2.1.6, f is right determined by D ′ , which is a contradiction to the minimality of D.
Therefore there exists a morphism g : T → Y such that (2) holds. Then because of the fact that D is a right determiner of f , g must satisfy condition (1).
We say a morphism f has a unique minimal right determiner if both D and D ′ being minimal right determiners of f implies D = D ′ .
Notice that 0 is always the unique minimal right determiner of a split epimorphism. In the category of finitely generated modules over an artin algebra, it can be shown that the minimal right determiner of a morphism is always unique. However, it is not true in general. See Example 7.0.7.
Let S be the collection of all the right determiners of f . Then S is a poset with the partial order defined by the inclusion. A minimal element in S is a minimal right determiner of f . The minimum element in S, if it exists, is the unique minimal right determiner of f . Proof. Because S is closed under intersections, D∈S D will be the minimum element of S.
Notice that the converse of Lemma 2.2.5 is not true, see Example 7.0.8.
A functorial approach
In [2] , the original concept of morphisms determined by objects was introduced in a functorial way. We will give a brief introduction as well as fix our notation in this section. One will find that instead of being abstract, it is the most efficient way of understanding the determined morphisms. Since most results are well-known, we will not give the proofs of them. A good reference is Auslander's original paper [2] .
3.1. Subfunctors determined by objects. Recall that a category is preadditive if Hom(X, Y ) are abelian groups and the composition of morphisms (X, Y ) × (Y, Z) → (X, Z) given by (f, g) → gf is bilinear (we often use (−, −) for Hom(−, −)). An additive category is a preadditive category admitting finite products and coproducts. If C and D are both preadditive, a covariant functor F : C → D is said to be additive if the morphisms F : (X, Y ) → (F (X), F (Y )) are group homomorphisms. We assume our functors are all additive.
Denote (C, D) to be the category of additive functors from category C to D. In particular, if C is a preadditive category and D = Ab is the category of abelian groups, the category (C op , Ab) of all the contravariant functors from C to Ab is known to be an abelian category.
Let C be an additive category in this subsection. The following Lemma is crucial to the construction of subfunctors.
3.2. A construction of subfunctor G H . Let G be a functor in (C op , Ab), X be an object of C and H be an End(X) op -submodule of G(X). Using the preceding Lemma, we can construct a subfunctor G H of G in the following way such that G H is the maximal subfunctor of G satisfying G H (X) = H. For each C ∈ C define A C to be the subgroup of G(C) consisting of all x in G(C) such that for each f :
It is easy to check that for each morphism g : U → V in C we have G(g)(A V ) ⊆ A U . Thus by Lemma 3.1.1, there is a subfunctor, denoted by G H such that G H (C) = A C for all C ∈ C. Furthermore, since H is an End(X) op -submodule of G(X), G H (X) = H.
The following definition of "subfunctors determined by objects" is due to Auslander [2] . (
The notion of "subfunctors determined by objects" can be easily generalized to "subfunctors determined by subcategories":
The notion of "subfunctors determined by objects" was originally used as the definition of morphisms determined by objects by Auslander [2] . For the convenience of the readers, we show the equivalence of these two definitions in the generalized version for subcategories: Proof. "if part": Suppose a given morphism f ′ : A → C satisfies: for any Z ∈ D and morphism g :
By our assumption, it follows that Im(−, f ′ ) ⊆ Im(−, f ). Therefore, we have the following commutative diagram.
(−, A)
By Yoneda lemma, α is given by (−, h) for some h : A → B, and hence f ′ = f h. "only if part": Suppose G is a subfunctor of (−, C) and G(Z) ⊆ Im(Z, f ) for all Z ∈ D. We want to show that G ⊆ Im(−, f ). We just need to prove that
3.3. Simple functors. In this subsection, let C be an additive category. We are going to recall some basics about simple functors. Recall that a functor F in (C op , Ab) is said to be a simple functor if a) F = 0 and b) 0 and F are the only subfunctors of F . A functor F is called semisimple if F is a direct sum of simple functors.
Let {G i } i∈I be a family of subfunctors of G in (C op , Ab).
which is a subgroup of G(C). Since each G i is a functor, it follows that for each
Equivalently, F is an essential subfunctor of G if and only if for any non-zero subfunctor H ⊆ G there is a non-zero subfunctor F ′ ⊆ F such that F ′ is also a subfunctor of H.
The socle of G is the maximal semisimple subfunctor of G in (C op , Ab), denoted by soc G. By convention, soc G = 0 if G has no simple subfunctor. We say soc G is essential if it is an essential subfunctor of G. Then we have the following easy observation. Proof. Suppose soc G is essential, then for any non-zero subfunctor H, there is a subfunctor
Conversely, let H ⊆ G be a non-zero subfunctor and assume H has a simple subfunctor S. Since any simple subfunctor S is a direct summand of soc G, this implies that S ⊆ H ∩ soc G. So soc G is essential.
The following Lemma says that every simple functor is finitely generated. The radical of G is the intersection of all the maximal subfunctors of G, denoted by rG or rad G. In particular in an additive category, rad 
Krull-Schmidt categories.
Recall that an additive category C is called Krull-Schmidt if any object M ∈ C has a unique (up to permutation) decomposition:
We will summarize some well-known facts about the Krull-Schmidt categories. An additive category has split idempotents if every idempotent endomorphism φ = φ 2 of an object X splits, that is, there exists a factorization X 
3). An additive category is Krull-Schmidt if and only if it has split idempotents and the endomorphism ring of every object is semi-perfect.
Let k be a field. Recall that an additive k-category is Hom-finite if the Hom spaces are of finite k-dimension. Consequently, a Hom-finite additive k-category is Krull-Schmidt if and only if it has split idempotents. In particular, a Hom-finite abelian k-category is always Krull-Schmidt. Proof. Let S be a simple functor. By Lemma 3.3.2, S is finitely generated and hence by Proposition 3.4.2, it has a projective cover.
Recall that a functor F in an additive category (C op , Ab) is called finitely generated if there is an epimorphism: (−, C) → F for some C ∈ C. A functor F is called finitely presented if there is an exact sequence (−, B) → (−, C) → F → 0 for some B, C ∈ C. It also follows that if C is a Krull-Schmidt additive category, then every finitely presented functor F in (C op , Ab) has a minimal projective presentation:
If C is an abelian category, finitely presented functors have this well-known locally coherent property:
Lemma 3.4.4. Let C be an abelian category and suppose F in (C op , Ab) is finitely presented. If G is a finitely generated subfunctor of F , then G is finitely presented.
It is well-known that in abelian category, an epimorphism P f → X is a projective cover if and only if P is projective and f is right minimal (See Definition 2.1.7; [10], 3.4 ). Notice that it is equivalent to say that f is an essential epimorphism (See [3] I.4.1). So we have the following result about the existence of projective cover in Krull-Schmidt abelian categories.
Proposition 3.4.5. Suppose C is a Krull-Schmidt abelian category. If there is an epimorphism π : P → X in C where P is projective, then X has a projective cover.
Proof. Since C is Krull-Schmidt, P = ⊕ n i=1 P i , where P i 's are indecomposable summands of P with local endomorphism ring. Takeφ :P → X to be the right minimal version of φ. Since Im φ = Imφ = X,φ is a right minimal epimorphism. Hence P is the projective cover of X.
3.5. Almost split sequences. We recall some facts about almost split sequences in additive categories. It could be regarded as a generalization of the classical Auslander-Reiten theory in module categories.
Let C be an arbitrary category and let g : X → Y be a morphism in C. Then (1) g is said to be right minimal if for any h :
g is said to be minimal right almost split if g is both right minimal and right almost split.
For the convenience of the readers, we also give the dual definitions: (1') g is said to be left minimal if for any h : Y → Y satisfying hg = g, h is an automorphism. (2') g is said to be left almost split if (a) g is not a split monomorphism. (b) If f : X → Z is not a split monomorphism, there is a morphism h : Y → Z such that hg = f . (3') g is said to be minimal left almost split if g is both left minimal and left almost split.
The notion of right (left) almost split morphisms can be interpreted in terms of functors as the follows:
, II 2.3). Let C be an additive category and f : B → C be a morphism in C. Then the following are equivalent:
(1) Im(−, f ) is a maximal subfunctor of (−, C) and End(C) is local.
(2) f is right almost split.
is a simple functor. Then the following are equivalent:
We omit the dual versions of this proposition.
Let C be a full subcategory of an abelian category closed under extensions and summands and suppose Ext 
Last, we will focus on the specified condition that C is an abelian category. The following Lemma is also well-known:
is a minimal right almost split monomorphism if and only if Coker f is simple and B is its projective cover. (2) The morphism g : A → B is a minimal left almost split epimorphism if and only if
Ker f is simple and A is its injective hull.
With that, we have a characterization of minimal right almost split morphisms: Proof. If f is an epimorphism, then since it is minimal right almost split, it is clear that B is not projective. Now assume f is not an epimorphism, then the monomorphism i : Im f ֒→ B is not a split epimorphism. Since f is right almost split, i factors through f , which implies that Im f is a direct summand of A. It follows that A ≃ Im f because f is right minimal. Hence f is a monomorphism and by 3.5.4 the module B is projective.
Existence and uniqueness theorems
In this section, let C be an additive category. For any morphism f : X → Y , we have an induced exact sequence of functors:
Hence the cokernel functor F is finitely presented. We are going to show when the socle of the cokernel functor gives rise to the existence of the unique minimal right determiner of f .
Almost factorization.
We will recall the notion of almost factorization, which will always contribute towards finding the minimal right determiners, however sometimes it will not be enough.
Definition 4.1.1. [3, XI.2] Let f : X → Y be a morphism in an additive category C. A morphism α : Z → Y is said to almost factor through f if Z is indecomposable and it satisfies the following:
• α cannot factor through f .
• For any U and any morphism h : U → Z in rad C (U, Z), αh can factor through f .
We also say that an indecomposable object Z can almost factor through f if there is a morphism α : Z → Y which can almost factor through f .
We will also use the following functorial description of almost factorization later. 
So there is a non-zero morphism ι : (−, Z)/ rad(−, Z) → Coker(−, f ) making the right square commutative. Since (−, Z)/ rad(−, Z) is a simple functor, ι must be a monomorphism and hence (−, Z)/ rad(−, Z) is a subfunctor of Coker(−, f ). Next, we discuss the relation between almost factorization and minimal right determiners and show that all objects which almost factor through f must be in any minimal right determiner, however sometimes more objects have to be included in order to obtain a minimal right determiner.
Proof. Suppose α : Z → Y can almost factor through f and Z / ∈ D. Because α cannot factor through f and D is a right determiner of f , by Corollary 2.1.6 there is some indecomposable object U ∈ D and a morphism β : U → Z such that αβ cannot factor through f . Since Z / ∈ D, and hence β ∈ rad C (U, Z) . It contradicts the fact that α can almost factor through f . Definition 4.1.7. Let f : X → Y be a morphism in an additive category C, we say a morphism g : X ′ → Y is an absolute non-factorization of f if X ′ is indecomposable, g cannot factor through f and for any indecomposable T ∈ C and any morphism α : T → X ′ , gα cannot almost factor through f .
An example of a morphism and an absolute non-factorization is given in Example 7.0.9. We now give a typical construction of a sequence of morphisms using absolute non-factorizations, which will be used in proofs later. 
Proof. (1) By assumption, f ′ can neither factor through f nor almost factor through f . So there is some indecomposable object U and a non-isomorphism u : U → X ′ such that f ′ u cannot factor through f . Since D is a minimal right determiner, there is an indecomposable object Z ∈ D and v : Z → U such that f ′ uv cannot factor through f . Hence g = uv is the desired morphism, which is not an isomorphism.
(2) Apply (1) 
Consider the morphism gψ 0 ψ 1 : Z → Y . If it can almost factor through f , we finish. Otherwise continue the same procedure.
Notice that ψ 1 · · · ψ i−1 ψ i ∈ (rad End(Z)) i . By the assumption that (rad End(Z)) n Hom(Z, Y ) ⊆ Im Hom(Z, f ), this procedure must stop before n steps. Hence Z can almost factor through f . Therefore D is semi-strong and by Remark 4.1.6, it is unique. (a) C is a Krull-Schmidt category and for each indecomposable object Z, rad End(Z) is nilpotent.
(b) C is a Krull-Schmidt category and for each indecomposable object Z, End(Z) is artinian.
(c) C is a Hom-finite additive k-category having split idempotents.
(d) C is a Hom-finite abelian k-category.
In particular, we have: Proof. Let D 0 be the full subcategory additively generated by all indecomposable objects which can almost factor through f . Since f has no absolute non-factorizations, for any morphism f ′ : X ′ → Y which cannot factor through f , since f ′ restricts on each indecomposable summand of X ′ is an absolute non-factorization, there is some indecomposable Z and a morphism α : The notion of strong minimal right determiner follows from Auslander's idea that the minimal right determiner is given by the socle of the cokernel functor. In fact, this characterizes all the strong minimal right determiner. We are going to prove Theorem A. (2) By definition 4.3.2, we need to show that for each morphism g : T → Y which cannot factor through f , there exists some morphism h : Z → T such that gh can almost factor through f .
Let g : T → Y be a morphism which cannot factor through f , then the composition
֒→ Coker(−, f ) is a non-zero subfunctor. So it contains a simple subfunctor S i ≃ (−, D i )/r(−, D i ) by our assumption that soc Coker(−, f ) is essential. So S i is a subfunctor of Im(π • (−, g)) and we have the commutative diagram:
By Yoneda Lemma, there is h : D i → T such that η = (−, h). It follows from Lemma 4.1.2 that gh can almost factor through f . Therefore D is the strong minimal right determiner of f . Proof. Suppose D = add{D i } is a strong minimal right determiner of f . It suffices to show that any non-zero subfunctor H ⊆ Coker(−, f ) has a simple subfunctor. Suppose T is an object such that H(T ) = 0. Then there is a morphism g : T → Y which cannot factor through f . By our assumption that D is strong, there is some D i ∈ D and a morphism h : D i → T such that gh can almost factor through f . The morphism
The fact that gh can almost factor through f implies that ηi = 0 in the following commutative diagram. Throughout this section, assume C is a hereditary Hom-finite abelian k-category. In particular, C is Krull-Schmidt. A class of typical examples of hereditary Hom-finite abelian k-categories will be the categories of finitely presented representations of strongly locally finite quivers which will be discussed in next section. Also there is a classification of noetherian hereditary abelian categories in [12] . We do not require our category C to have Serre duality. By Theorem 4.2.1, for every morphism f ∈ C, if f has a minimal right determiner, it is the unique minimal right determiner. Our goal is to answer the following questions: (1) When does a morphism have a minimal right determiner in terms of properties of Ker f and Coker f ? (2) If a morphism f has a minimal right determiner, how to compute it in terms of f ?
First of all, we prove this Lemma which will be heavily used in the following.
Lemma 5.0.1. Suppose we have the following commutative diagram with exact rows:
and u is a split monomorphism. Then w can factor through g 2 if and only if g 1 is a split epimorphism.
Proof. If g 1 is a split epimorphism, then there is a morphism s :
So g 2 vs = wg 1 s = w. Hence, w can factor through g 2 .
Conversely, suppose w = g 2 t.
Since u is a split monomorphism, f 1 is also a split monomorphism and hence g 1 is a split epimorphism. We know that simple functors are finitely generated and Coker(−, f ) is finitely presented. Since C is an abelian category, by Lemma 3. 
It follows that M t → D i is a minimal right almost split morphism. By Lemma 3.5.5, it splits into two cases: (1) D i is non-projective and t is an epimorphism. (2) D i is projective and t is a monomorphism. We are going to discuss each of them separately.
Suppose D i = N is non-projective. We have an exact sequence:
By Corollary 3.5.3, it is an almost split sequence and in particular, L is indecomposable Since N can almost factor through f , there is a morphism w : N → Y such that w cannot factor through f , but wt factors through f . Hence we have the following commutative diagram:
Proof. Otherwise, u is not a split monomorphism. Since s is left almost split, there is a morphism β : M → Ker f such that βs = u. Since (v − iβ)s = 0, there is a morphism γ : N → X such that v − iβ = γt. Now, wt = f v = f (γt + iβ) = f γt, and since t is an epimorphism, it follows that w = f γ which contradicts with Lemma 5.0.1 Suppose D i = P is projective. Because t : M → P is minimal right almost split monomorphism, by Lemma 3.5.4, P is the projective cover of the simple object S ≃ Coker t.
Lemma 5.1.3. The simple object S is a subobject of Coker f .
Proof. For each indecomposable projective object P ∈ D, since P can almost factor through f , there is a morphism α which cannot factor through f such that the composition αι factors through f .
This induces a morphism s : S → Coker f where S ≃ P/ rad P is a simple object. Because α cannot factor through f , the morphism s = 0. Hence it must be a monomorphism. i.e. S is a simple subobject of Coker f .
To summarize, so far we obtain the following consequences: 
and L is a direct summand of Ker f . Notice that Ker f only has finitely many indecomposable summands. So we have the following useful Corollary.
Corollary 5.1.5. A minimal right determiner D contains only finitely many isomorphism classes of indecomposable non-projective objects.
This fact gives rise to a typical way to analyze indecomposable objects in a minimal right determiner which will be demonstrated in the following Lemmas. Proof. Suppose there are infinitely many non-projective Z i 's in such a sequence of morphisms. Since D only contains finitely many non-isomorphic indecomposable non-projective objects, there must be an indecomposable object N ∈ D such that Z j ≃ N for infinitely many j, which means rad End(Z) is not nilpotent. This contradicts with the category C being Hom-finite. 
where t is an epimorphism and g cannot factor through f . Then (1) For any projective object P and any morphism p :
There is an indecomposable non-projective object Z ∈ D and a morphism α : Z → V such that gα can almost factor through f .
Proof.
(1) Since t is an epimorphism, p factors through t. Therefore, gp factors through f .
(2) Without loss of generality, we can assume that V is indecomposable. Suppose g is an absolute non-factorization of f . Then by Lemma 4.1.8, there is a sequence of of nonisomorphisms α i :
→ Y where Z i 's are indecomposable objects in D, such that the morphism gα 1 · · · α n cannot factor through f for ∀n. By Lemma 5.1.6, there is an indecomposable projective Z N ∈ D and a morphism α = α 1 · · · α N : Z N → V such that gα cannot factor through f , which contradicts (1). Hence there is an indecomposable object Z and a morphism α : Z → V such that gα almost factors through f . Then because gα cannot factor through f , due to (1) again, Z is non-projective. Proof. Since D is not strong, there is a morphism f ′ : X ′ → Y which is an absolute nonfactorization of f . By Lemma 4.1.8, there is an infinite sequence of non-isomorphisms ϕ i :
with Z i 's indecomposable objects in D such that f ′ ϕ 1 · · · ϕ k cannot factor through f for all k. By Corollary 5.1.6, there is an integer N such that Z i is projective when i > N . Take Z N +i = P i , we have a sequence of morphisms:
are non-isomorphisms. Since C is hereditary, α i 's are proper monomorphisms for i > 1. Hence D contains infinitely many indecomposable objects. Proof. Take the left minimal version (dual of right minimal version, see 2.1.7) of the composition of the inclusions: u 1 : K ֒→ Ker f ֒→ X, we obtain a monomorphism: s 1 : K ֒→ X 1 where X 1 is the direct sum of all indecomposable summands of X which intersects K nontrivially. Hence, we have the following commutative diagram:
By the assumption that f is right minimal, the upper exact sequence does not split. Hence w 1 cannot factor through f by Lemma 5.0.1.
By Lemma 5.1.7, there is an indecomposable object Z ∈ D and α : Z → Y 1 such that the composition w 1 α almost factors through f .
Pull-back the morphism α, we have the following commutative diagram:
It suffice to show that δ is an almost split sequence. In fact, for each β : V → Z which is not a split epimorphism, taking the pull-back again we have:
Since w 1 αβ factors through f , by Lemma 5.0.1 the upper exact sequence splits. Hence β factors through t. Therefore t is minimal right almost split and δ is an almost split sequence.
Next we consider the cokernel. First, we analyze the exact sequence involving subobjects of Coker f . 
where l is the inclusion.
Proof. We have the following pull-back diagram:
Because C is hereditary, Ext 1 (C, −) preserves the canonical epimorphism j : X → Im f . i.e. there is an epimorphism of abelian groups Ext Im f ) . So the exact sequence δ can be lifted to an exact sequence ǫ : 0 → X → E → C → 0 in Ext 1 (X, C). Hence we have the following commutative diagram:
Then the first row and the third row give rise to the desired commutative diagram.
Remark 5.1.11. In the commutative diagram ( * ) above, g cannot factor through Im f .
We need the following useful Lemma: Proof. Notice that in an abelian category an object P is projective if and only if each epimorphism M → P splits. So N is not projective implies there is a non-split epimorphism π : M → N . Since α can almost factor through f , απ can factor through f . Therefore we have the following commutative diagram:
Lemma 5.1.13. In the commutative diagram ( * ), suppose there is an indecomposable object Z and a morphism α : Z → E such that gα almost factors through f . Then (1) Z is projective.
(2) top Z is a simple subobject of C.
(1) If Z is non-projective, then by Lemma 5.1.12 it follows that Im gα ⊆ Im f . That means gα can factor through Im f . So ltα = πgα = 0, which implies tα = 0. Hence α factors through s and gα factors through f which is a contradiction.
(2) By (1), Z is an indecomposable projective object. Then there is an exact sequence:
Since gαι can factor through f , πghαι = 0 which means ltαι = 0 and hence tαι = 0. So we have the following commutative diagram:
Since D is strong, there is an indecomposable Z ∈ D and a morphism α : Z → E such that gα almost factors through f . However, by Lemma 5.1.13, top Z ⊆ C which contradicts with the fact soc C = 0. Proposition 5.1.15 does not hold for non-strong minimal right determiner. However, in most cases we are interested in, any minimal right determiner is strong. We have the following observation: (1) follows directly from Corollary 5.1.8. In particular, in the category of coherent sheaves of a projective space, every minimal right determiner is strong. (2) follows from (1) and Proposition 5.1.4 (2). We need a general fact in hereditary category before showing (3):
Suppose C is an object in a Hom-finite hereditary abelian category C with enough projective objects. Let S be a simple subobject of C (w : S → C is the inclusion). Taking the minimal projective resolution of S and C, we have the following commutative diagram: Proof.
(1) Notice that P (S) is indecomposable and C is hereditary, v = 0 implies v is a monomorphism. Hence, so is u.
(2) Taking the pull-back of v, j, we have a morphism ϕ : rad P (S) → P (S) × P 1 such that aϕ = i and bϕ = u.
/ / P 0 From the pull-back, we know a is a monomorphism. Since i is a monomorphism, so is ϕ. Therefore, up to isomorphism, we have rad P (S) ⊆ P (S) × P 1 ⊆ P (S)
Since rad P (S) is the maximal submodule of P (S), either P (S) × P 1 ≃ rad P (S) or P (S) × P 1 ≃ P (S). If P (S) × P 1 ≃ P (S), then a is an isomorphism and hence v factors through j which is a contradiction. So P (S) × P 1 ≃ rad P (S).
We also have to show that ϕ is an isomorphism. Consider the commutative diagram induced by aϕ = i:
where π and ρ are epimorphisms. Since S is simple, ψ must be an isomorphism. Hence so is ϕ.
Since the left square is a pull-back, there is an exact sequence:
Since C is hereditary the morphism ( i u ) is a split monomorphism. Hence there is a morphism (s, t) : P (S) ⊕ P 1 → rad P (S) such that si + tu = 1 rad P (S) . In particular s = 0 and we have u is a split monomorphism.
Proof of Proposition 5.1.16 (3)
Assume D is non-strong. By Corollary 5.1.8 there is an infinite sequence of morphisms:
with P i 's indecomposable projective objects in D and α i 's are monomorphisms. By Proposition 5.1.4, each P i is a projective cover of a simple object S i which is a subobject of Coker f . Since Coker f has a projective cover, we can assume
is the minimal projective resolution of Coker f . By Lemma 5.1.16 (3), every rad P i is a summand of K. But · · · P i+1
· · · . Therefore, K contains infinitely many indecomposable direct summands, which is a contradiction. Proof. Denote u : L → Ker f to be the split monomorphism and i : Ker f → X to be the canonical embedding. Then, because f is right minimal, the composition iu is not a split monomorphism. Also because s is left almost split, iu factors through s. Hence we have the following commutative diagram:
By Lemma 5.0.1, w cannot factor through f . Also because t is right almost split, it is easy to see that w can almost factor through f . Lemma 5.2.2. For each simple subobject S of Coker f , if S has a projective cover P (S), then P (S) can almost factor through f .
Proof. By the assumption, we know that there is an exact sequence
Since P (S) is projective, there is a morphism α : P (S) → Y such that the right square of the following diagram commutes:
which implies that αι factors through Im f . Because C is hereditary, rad P (S) is projective. Therefore αι factors through f . Then it is clear that P (S) can almost factor through f . Proof. From the discussion above we know that N i and P (S i ) can almost factor through f .
Let g : X ′ → Y be a morphism which cannot factor through f , we need to show that either there is a non-projective object N ∈ D and a morphism φ : N i → X ′ such that gφ can almost factor through f or there is a projective object P (S i ) ∈ D and ψ : P (S i ) → X ′ , such that gψ can almost factor through f . Consider the canonical composition f : X → Im f i ֒→ Y , it separates into the following two cases:
Case 1: g can factor through Im f . Assume there is g ′ : X ′ → Im f such that g = ig ′ . Pull back using g ′ , we have the following commutative diagram:
Since g cannot factor through f , g ′ cannot factor through X. By Lemma 5.0.1, δ does not split. In particular, there is a summand K of Ker f such that the composition K ֒→ Ker f ֒→ E is not a split monomorphism. Suppose that 0 → K → M → N → 0 is an almost split sequence. Then we can obtain the following commutative diagram:
Using Lemma 5.0.1, g ′ φ cannot factor through X. Hence it is easy to see that gφ can almost factor through f .
Case 2: g cannot factor through Im f . This is equivalent to πg = 0 which implies that Im πg is a nonzero subobject of Coker f . Since soc Coker f is essential, there is a simple subobject S such that S ⊆ Im πg ⊆ Coker f . Hence there is a ψ : P (S) → X ′ such that πgψ = ιρ.
It is easy to see that gψ can almost factor through f . 
where N corresponds to each indecomposable summand of Ker f and P (S) is the projective cover of S which is a simple subobject of Coker f .
For arbitrary morphism f : X → Y , the intrinsic kernel of f , denoted by Kerf is defined to be f to be Ker f 0 where f 0 : X 0 → Y is the right minimalization of f . From Theorem 5.2.4 and Proposition 2.1.8, we can recover Theorem C.
Finally, together with Corollary 5.1.18 we state the equivalent condition of existence of minimal right determiner in the case that C has enough projective objects: 
Definition 6.3.4. We say that an additive category C is a right Auslander-Reiten category if every indecomposable object in C is the ending term of a minimal right almost split monomorphism or the ending term of an almost split sequence; a left Auslander-Reiten category if every indecomposable object in C is the staring term of a minimal left almost split epimorphism or the starting term of an almost split sequence; and an Auslander-Reiten category if it is left and right Auslander-Reiten.
When C is an abelian category, C is right Auslander-Reiten if and only if every indecomposable non-projective object is the ending term of an almost split sequence and every indecomposable projective object has a simple top; C is left Auslander-Reiten if and only if every indecomposable non-injective object is the starting term of an almost split sequence and every indecomposable injective object has a simple socle ([4], 2.2).
Due to [4] , we have the following characterization of right Auslander-Reiten category depending on the combinatorial property of the quiver: object M ∈ rep + (Q), since M is non-injective, then there is a non-split monomorphism f : M → N . Therefore M is the intrinsic kernel of the canonical epimorphism N → Coker f . Hence M is in rep b (Q). If Q has a right infinite path p with initial arrow x → y, then P y ∈ rep b (Q) because p is infinite. Therefore, P y must be an injective object in rep + (Q). However, this implies that the embedding P y ֒→ P x splits, which is absurd.
As mentioned at the beginning there is a dual notion of left determined morphisms and also minimal left determiners. It is left for the readers to formulate the details. With that, we can give the following dual statement: 
Examples
In this section, we provide examples of right determiners in various categories. In some of them, the existence or uniqueness or the formula of the minimal right determiner might fail.
Example 7.0.1. This is a classical example where C = Λ-mod for some hereditary artin algebra Λ. We will show that the minimal right determiner of a morphism agrees with AuslanderReiten-Smalø-Ringel formula.
Take the quiver Q = 1 2
. Consider the non-zero morphism of kQ-modules f : P 2 → I 2 .
The support of the cokernel functor Coker(−, f ) is indicated by the modules in the box. As we can see, the minimal right determiner of f is S 2 ⊕ P 3 ≃ τ − Ker f ⊕ P (soc Coker f ) which is exactly given by the Auslander-Reiten-Smalø-Ringel formula.
Example 7.0.2. In this example, we show that the condition C being hereditary is necessary in the Auslander-Reiten-Smalø-Ringel formula.
Consider the Nakayama algebra kQ/ < γβα, βαγ > given by:
and the morphism f :
. The AR-quiver is given below:
The minimal right determiner of f is just S 2 ≃ τ − Ker f .
Example 7.0.3. We construct morphisms that do not have minimal right determiners to illustrate that each one of the conditions in Theorem 5.2.4 (3) is necessary for the existence of a minimal right determiner. Let Q be the following strongly locally finite quiver:
(1) Let rep + (Q) be the category of finitely presented representations. The AR-quiver contains two connected components:
Consider the non-zero morphism f : P 1 → I 1 . Then f is right determined by the set of all finitely generated injective representations {I i }. However, the minimal right determiner does not exist, because Ker f ≃ P 2 is not the starting term of an almost split sequence. Consider the morphism g : 0 → P 1 . It is right determined by the set of all finitely generated projective representations {P i }. However, the minimal right determiner does not exist, because soc Coker g = soc P 1 = 0 which is not essential.
(2) rep − (Q) is the category of finitely copresented modules. The AR-quiver of rep − (Q) contains just the AR-component which contains injectives. Consider the morphism h : 0 → I 1 . It is right determined by the set of all finitely generated injective representations {I i }. However, the minimal right determiner does not exist, because I 1 ≃ soc Coker h does not have a projective cover. Consider the following quiver Q which is an infinite quiver with no infinite paths:
Take C to be the category of locally finite dimensional representations rep(Q) which is an abelian AR category. However, since the object
S i ∈ C is an infinite direct sum of indecomposable objects, C is not Krull-Schmidt (hence not Hom-finite). Let M be the indecomposable representation M (x) = k for all x ∈ Q 0 and consider the embedding f : S 0 → M . Then f has a minimal right determiner D = add{P 2i |i = 0}.
Example 7.0.6. We show an example of a non-Krull-Schmidt hereditary category and compute the minimal right determiners of some morphisms. We also show that there is a morphism such that the minimal right determiner consists of indecomposable objects which cannot almost factor through that morphism.
Let Z-mod denote the category of all finitely generated Z modules. As we all know, every finitely generated Z module is a direct sum of a torsion free module and torsion module.
Suppose p is a prime number, then all the almost split sequence for torsion modules are 0 → Z p → Z p 2 → Z p → 0 and 0 → Z p n → Z p n+1 ⊕ Z p n−1 → Z p n → 0 for n > 1.
It is also known that the Z-homomorphism f : Z → Z is irreducible if and only if f is multiplication by p for some prime number p. The Z-homomorphism f : Z → Z p n is never irreducible.
In conclusion, the AR-quiver of Z-mod consists of the following connected components for each prime number p:
together with the connected component which contains only the indecomposable module Z and irreducible morphisms given by multiplications by p for all prime numbers p:
Now consider the morphism f : Z p m → Z p n whose image is isomorphic to Z p k , k ≤ n. If k < n, then f has a minimal right determiner Z p m−k ⊕ Z. Otherwise, f has a minimal right determiner Z p m−k .
The Z-module homomorphism g : Z → Z p n is right determined by a set of modules S N = {Z p k |k ≥ N }, for all N . But g does not have a minimal right determiner.
Here is an important observation: h = ×p : Z → Z is always right determined by Z and Z is the unique minimal right determiner. However, it is not semi-strong (see Definition 4.1.5).
Example 7.0.7. In a non-Hom-finite additive category, we show that the minimal right determiner may not be unique. Let C to be the path category of the following quiver:
i.e. indecomposable objects in C are given by vertices {v 1 , v 2 }, and the set of morphisms Hom(v i , v j ) are k-linear spaces generated by finite paths from v i to v j . Consider the zero morphism f : 0 → v 1 . Both add{v 1 } and add{v 2 } are the minimal right determiners of f .
Example 7.0.8. We construct a Krull-Schmidt non-Hom-finite additive category such that (1) There is a morphism f which has a unique minimal right determiner D.
(2) The set of all the right determiners of f is not closed under intersections. (3) D is not semi-strong.
Let C be an additive category consists of non-isomorphic indecomposable objects X, Y, Z and D i , for i > 0. Let f : X → Y and a sequence of morphisms g m g m+1 · · · g n , ∀n > m > 0:
be all the non-zero morphisms between non-isomorphic indecomposable objects in C up to scalar multiplication, such that g 1 g 2 · · · g n cannot factor through f , for all n. Assume Z and D i are pairwise non-isomorphic indecomposable objects. Then f has a unique minimal right determiner D = add{Z} and f is also right determined by D k = add{D i | i ≥ k}, ∀k ≥ 1 which are not minimal. So the set S of all the right determiners of f is not closed under taking intersections. Notice that D is not semi-strong, since Z cannot almost factor through f . is not strong, since the morphism g : P 1 ′ ( 0 1 ) → M ⊕ P 1 ′ is an absolute non-factorization of f . Notice that soc(M ⊕ P 1 ′ ) = i ′ ≥1 S i ′ is not essential. The support of the functor Coker(−f ) is
We still do not know whether every minimal right determiner in a Hom-finite hereditary abelian category is strong. But this example may provide a negative answer to this question.
So we conjecture that the morphism f in this example fits in a Hom-finite hereditary abelian category C ′ which we now define: Last but not least, we are going to show a couple of examples of Hom-finite hereditary abelian k-categories which are not obtained from a strongly locally finite quiver. The category C is also called the representation of real line and has been studied in [7] . 
