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Abstract
This paper presents twonewFredholm integral equations associated to the interior and the exteriorRiemann–Hilbert
problems in simply connected regions with smooth boundaries. The kernel of these integral equations is the gen-
eralized Neumann kernel. The solvability of the integral equations depends on whether  = ±1 are eigenvalues
of the kernel which in turn depends on the index of the Riemann–Hilbert problem. The complete discussion of
the solvability of the integral equations with the generalized Neumann kernel is presented. The integral equations
can be used effectively to solve numerically the Riemann–Hilbert problems. The case of non-uniquely solvable
Riemann–Hilbert problems is treated by imposing additional constraints to get a uniquely solvable problem. Fred-
holm integral equations with generalized Neumann kernels are also derived for the problem of the interior and the
exterior harmonic conjugate functions.As applications, we study the problem of conformal mapping to a nearby re-
gion and extendWegmann’s iterative method to general regions. Numerical examples reveal that the present method
offers an effective solution technique for theRiemann–Hilbert problemswhen the boundaries are sufﬁciently smooth.
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1. Introduction
Riemann–Hilbert problems on a simply connected region G are the prototypical examples of elliptic
systems of differential equations in the plane (see e.g., Wendland [13]). They are useful for numerical
conformal mapping. They are generally treated in the context of singular integral equations (see e.g.,
Mushkelishvili [9]). They are often solved by conformal mapping of the region to the unit disc, where
the problems can be solved in closed form by harmonic conjugation. With a “regularizing factor” a
Riemann–Hilbert problem can be reduced to three Dirichlet problems on the same region G (see Hilbert
[6] and Gakhov [4]). Murid and Nasser [8,7] have shown that Riemann–Hilbert problems can be treated
with Fredholm integral equations of the second kind with continuous kernel. This is convenient for
numerical calculations.
This is in analogy with the problem of calculating the harmonic conjugate of a function, the simplest
Riemann–Hilbert problem. This can be handled via a Fredholm integral equation of the second kind with
the Neumann kernel. This plays a role in numerical conformal mapping, e.g., in Lichtenstein’s method
(see Gaier [3]).
The plan of the paper is as follows: After the presentation of some auxiliary material in Section 2, we
recall in Section 3 some known facts about the solvability of the Riemann–Hilbert problem. In Section
4 we derive from the Riemann–Hilbert problem a Fredholm integral equation of the second kind with
the generalized Neumann kernel. Some properties of the integral operator with the generalized Neumann
kernel and a related operator are discussed in Section 5. We study equations with the adjoint kernel
in Section 6. In Section 7, we determine all solutions of the homogenous problem. In Section 8 we
derive decompositions of the space of Hölder continuous functions as direct sums of the range and the
null spaces of Fredholm integral operators. A complete discussion of the solvability of the Fredholm
integral equations with the generalized Neumann kernel is presented in Section 9. In Section 10 we study
the eigenvalues of the generalized Neumann kernel. In Section 11 we discuss the problem of harmonic
conjugation. The equations with the adjoint of the Neumann kernel play a role in conformal mapping of
the region G to the unit disc. As an application we study the problem of conformal mapping to a nearby
region in Section 12 and extendWegmann’s iterative method (see [10]) to general regions in Section 13.
In Section 14 we discuss the question of how to treat the integral equations numerically and in Section
15 we give a few examples. In Section 16 we draw some conclusions.
2. Auxiliary material
LetG be a bounded simply connected Jordan regionwith 0 ∈ G. The boundary := G is parametrized
by a 2-periodic twice continuously differentiable complex function (s)with ˙(s) = 0,which transverses
 in the positive orientation. (We denote differentiation with respect to the parameter s by a dot.) The
exterior of  is denoted by G−.
Let  be a ﬁxed number with 0< < 1. In what follows Hölder continuity always means Hölder
continuity with this ﬁxed Hölder exponent . We denote by H  the space of Hölder continuous 2-
periodic real functions. With the usual Hölder norm this is a Banach space. In view of the smoothness of
, Hölder continuous functions hˆ on  can be interpreted via h(t) := hˆ((t)) also as Hölder continuous
functions h of the parameter t and vice versa.
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Let L2 be the Hilbert space of 2-periodic real functions, square-integrable over the interval [0, 2]
with inner product
(, ) :=
∫ 2
0
(t)(t) dt (1)
for ,  ∈ L2. For a Hölder continuous function h on , the function  deﬁned by
(z)= 1
2i
∫

h()
− z d (2)
for z /∈ is an analytic function inG as well as inG−. The boundary values+ from inside and− from
outside can be calculated by Plemelj’s formulas
±(	)=±1
2
h(	)+ 1
2i
∫

h()
− 	 d (3)
for 	 ∈ . The integral in (3) is a Cauchy principal value integral. Both boundary functions± are Hölder
continuous on .
Let A(s) be a complex continuously differentiable 2-periodic function with A = 0. With 
,  ∈ H 
we deﬁne the function
(z)= 1
2i
∫


+ i
A
d
− z (4)
for z /∈. The boundary values satisfy the jump relation
A+ − A− = 
+ i. (5)
We deﬁne the real kernels M and N as real and imaginary parts
M(s, t) := Re
(
1

A(s)
A(t)
˙(t)
(t)− (s)
)
, (6)
N(s, t) := Im
(
1

A(s)
A(t)
˙(t)
(t)− (s)
)
. (7)
The function N(s, t) is called the generalized Neumann kernel formed with A and .
The generalized Neumann kernel for the unit disc was already studied inWegmann’s investigation [11]
of Fornberg’s numerical method for conformal mapping [2]. For the special case of the unit disc and
functions of the special form A(s)= ei(s), the kernel N is symmetric.
Lemma 1. (a) The kernel N(s, t) is continuous with
N(t, t)= 1

(
1
2
| ˙(t)|K(t)− Im A˙(t)
A(t)
)
, (8)
where K(t) is the curvature of the boundary .
(b) The kernelM(s, t) has the representation
M(s, t)=− 1
2
cot
s − t
2
+M1(s, t) (9)
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with a continuous kernelM1 which takes on the diagonal the values
M1(t, t)= 1

(
1
2
Re
¨(t)
˙(t)
− Re A˙(t)
A(t)
)
. (10)
Proof. Straightforward calculation and application of l’Hospital’s rule using the hypothesis thatA is once
and  is twice continuously differentiable. 
We deﬁne the Fredholm integral operator with kernel N as
N :=
∫ 2
0
N(s, t)(t) dt (11)
and the singular operator with kernel M as
M :=
∫ 2
0
M(s, t)(t) dt. (12)
The integral in (12) is a principal value integral.
For the unit circle, (t) = eit , and A ≡ 1 the kernel M deﬁned in (6) reduces to the negative of the
kernel of the Hilbert transform. Therefore, one could call −M a generalized Hilbert transform.
Lemma 2. The boundary values of the function  deﬁned in (4) can be represented by
2Re [A(s)±((s))] = ±
+ N
+M, (13)
2 Im [A(s)±((s))] = ±+ N−M
. (14)
Proof. Using Plemelj’s formulas (3) for the function  we get
2A(s)±((s))=±(
(s)+ i(s))+
∫ 2
0
1
i
A(s)
A(t)
˙(t)
(t)− (s) (
(t)+ i(t)) dt. (15)
With the deﬁnition of the kernels of the operatorsM,N in (6) and (7) we get (13) and (14). 
With our assumptions about the Hölder continuity of the functions A, 
 and , the boundary functions
± are Hölder continuous on . It follows from Lemma 2 that both operators N andMmapH  intoH .
Both operators are bounded in H .
The function  can be locally represented by a Taylor series (converging near z= 0)
(z)=
∞∑
k=0
dkz
k (16)
and by a Laurent series (converging near∞)
(z)=
−1∑
k=−∞
dkz
k. (17)
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With the real functions ak, bk , deﬁned as real and imaginary parts
1
2i
˙(t)
A(t)(t)k+1
=: ak(t)+ ibk(t) (18)
the coefﬁcients in (16) and (17) are given by
dk =
∫ 2
0
(ak(t)+ ibk(t))(
(t)+ i(t)) dt. (19)
3. Riemann–Hilbert problems
Riemann–Hilbert (RH) problems are deﬁned as follows. As before, A(s) is a complex continuously
differentiable 2-periodic function with A = 0, and 
 is in H .
Interior problem: Given functions A and 
, search a function f analytic in G, continuous on the closure
G, such that the boundary values f+ satisfy
Re [A(s)f+((s))] = 
(s) for all s. (20)
Exterior problem: Given functions A and 
, search a function g analytic in G−, continuous on the
closure G− with g(∞)= 0, such that the boundary values g− satisfy
Re [A(s)g−((s))] = 
(s) for all s. (21)
We deﬁne the range spaces of the RH problems:
R+ := {
 ∈ H  : 
(s)= Re [A(s)f+((s))], f analytic in G}, (22)
R− := {
 ∈ H  : 
(s)= Re [A(s)g−((s))], g analytic in G−, g(∞)= 0} (23)
and the solution spaces of the homogeneous RH problems:
S+ := {
 ∈ H  : 
(s)= A(s)f+((s)), f analytic in G}, (24)
S− := {
 ∈ H  : 
(s)= A(s)g−((s)), g analytic in G−, g(∞)= 0}. (25)
The notation in (24) implies Im [A(s)f+((s))]=0 and the notation in (25) implies Im [A(s)g−((s))]=0.
It is also implied that the functions f and g have Hölder continuous boundary values. (Note that one can
transform the homogeneous problems Im [A(s)f+((s))]=0 and Im [A(s)g−((s))]=0 to our standard
form by replacing A by iA).
The index of the function A is deﬁned as the winding number of A with respect to 0
 := ind(A) := 1
2
arg(A)|20 , (26)
i.e., the change of the argument of A over one period divided by 2.
It is well known that the solvability of the RH problems is determined by the index of the function A
(see e.g., [9,4]). This can be expressed in short form in terms of the spaces R±, S± introduced in Eqs.
(22)–(25).
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Theorem 1. The codimensions of the spaces R± and the dimensions of the spaces S± are given by the
formulas
codim(R+)=max(0, 2− 1), (27)
codim(R−)=max(0,−2+ 1), (28)
dim(S+)=max(0,−2+ 1), (29)
dim(S−)=max(0, 2− 1). (30)
Proof. Follows from the well-known facts about the solvability of RH problems (see [9,4]). 
4. Integral equations for Riemann–Hilbert problems
There is a close connection betweenRH-problems and integral equationswith the generalizedNeumann
kernel.
Theorem 2. (a) If f is a solution of the interior RH problem (20) with boundary values
A(s)f+((s))= 
(s)+ i(s), (31)
then the imaginary part  in (31) satisﬁes the integral equation
− N=−M
. (32)
(b) If g is a solution of the exterior problem (21) with boundary values
A(s)g−((s))= 
(s)+ i(s), (33)
then the imaginary part  in (33) satisﬁes the integral equation
+ N=M
. (34)
Proof. Form with 
,  the function  as deﬁned in (4).
(a) If f solves the interior problem, then (z)= f (z) for z ∈ G and (z)= 0 for z ∈ G−. This implies
− = 0, and in particular, Im [A−] = 0, which in view of (14) is equivalent to (32).
(b) If g solves the exterior problem, then (z) = 0 for z ∈ G and (z) = −g(z) for z ∈ G−. This
implies + = 0, and in particular, Im [A+] = 0, which in view of (14) is equivalent to (34). 
We now discuss the relevance of the solutions  of the integral equations (32) and (34) for the RH
problems.
Theorem 3. Let 
 ∈ H  be given,  be a solution of (32) and  be deﬁned by (4).
(a) If 0 then f :=  in G is a solution of the interior RH problem (20). The boundary values of f are
given by (31).
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(b) If > 0 then f :=  in G satisﬁes the RH condition
Re [A(s)f+((s))] = 
(s)+ 
0(s) (35)
with 
0 ∈ S−.
Proof. Let  be the function formed with the functions 
,  according to (4). The integral equation (32)
is equivalent to
Im [A−] = 0. (36)
(a) If 0 then (36) implies − = 0. The jump relation (5) then implies that f (z) := (z) for z ∈ G
satisﬁes the RH condition (20).
(b) If > 0 then the jump relation (5) gives Re [A+] = 
 + Re [A−]. With (36) it follows that
f (z) := (z) satisﬁes (35) with 
0 ∈ S−. 
The solution of the integral equation always gives a solution of the RH problem in the easy case 0
where the RH problem has a solution for any right-hand side. In the problematic case > 0 where the
RH problem may be unsolvable, it yields a solution of an RH problem with a modiﬁed right-hand side.
It follows from Theorem 2 that the integral equation (36) has a solution when the RH problem is
solvable. Therefore, solutions of the RH problem can always be calculated via the integral equation. We
will see in Section 9 that the integral equation (32) is always solvable. Part (b) of Theorem 3 shows how
the solutions of the integral equation must be interpreted in cases where the RH problem has no solution.
The exterior RH problem can be treated with the same methods of proof.
Theorem 4. Let 
 ∈ H  be a given function,  be a solution of (34) and  be deﬁned by (4).
(a) If > 0 then g := − inG− is a solution of the exterior RH problem (21). The boundary values of g
are given by (33).
(b) If 0 then g := − in G− satisﬁes the RH condition
Re [A(s)g−((s))] = 
(s)+ 
0(s), (37)
where 
0 ∈ S+.
5. Properties of the operators M and N
In Section 9 we will study Fredholm integral equations with the generalized Neumann kernel with an
arbitrary function  ∈ H  on the right-hand side. To this aim we have to study the operatorsM and N in
more detail.
First we derive two identities.
Lemma 3. The operators N,M and the identity operator I are connected by the following relations:
I= N2 −M2, (38)
NM+MN= 0. (39)
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Proof. Let C be the operator deﬁned by C := N − iM. It follows from Cauchy’s integral formula and
Plemelj’s formula (3) that 12 (I+C) is a projector which maps the space of all complex valued functions
to functions of form A+ with  analytic in G.
This implies that C2 = I and, by the deﬁnition of C,
I= (N− iM)2 = N2 −M2 − i(NM+MN). (40)
By comparison of the real and imaginary parts in (40), identities (38) and (39) follow. 
Weuse the notationNull(B) andRange(B) for the null space and the range of an operatorB : H  → H .
The next lemma gives a ﬁrst information on the ranges of the operatorsM and I± N.
Lemma 4. The following statements about the ranges hold:
Range(I+ N) ⊂ R+, (41)
Range(I− N) ⊂ R−, (42)
Range(M) ⊂ R+ ∩ R−. (43)
Proof. The statements follow directly from Lemma 2 and the deﬁnition of the spaces R±. 
The next theorem gives precise information about the nullspaces and ranges of the operators M and
I± N.
Theorem 5. (a) The nullspace and range of the operator M are connected with the spaces R± and S±
by the relations:
Null(M)= S+ ∪ S−, (44)
Range(M)= R+ ∩ R−. (45)
(b) If > 0 then the nullspace and range of the operator I+ N are
Null(I+ N)= S−, (46)
Range(I+ N)= R+. (47)
(c) If 0 then the nullspace and range of the operator I− N are
Null(I− N)= S+, (48)
Range(I− N)= R−. (49)
Proof. (a) Let 
 be a function in H  and form with this 
 the function  according to (4) with  = 0.
Then it follows from (14) thatM
= 0 is equivalent to A+ ∈ S+ and A− ∈ S−. The jump relation (5)
implies 
 ∈ S+ + S−. Since one of the spaces S± is equal to {0}, the latter sum is S+ ∪ S−. On the other
hand, if 
 ∈ S+ then 
=Af+ with f analytic in G. Then the function  constructed as before is equal to
f in G andM
= Im [Af+] = 0. The same argument applies for 
 ∈ S−. This proves (44).
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It follows from part (b) of Lemma 1 that the singular operator M is equal to the negative −K of
the operator K of harmonic conjugation on the disc plus an operator M1 with continuous kernel. This
operator M1 is compact in L2. Therefore, M shares with K the important property that the dimension
of the nullspace is equal to the codimension of the range space. (Both numbers are equal to 1 for K.) It
follows from (44), that the dimension of Null(M) is equal to max(dim S+, dim S−) = |2 − 1|. On the
other hand we have noted in Lemma 4 that M maps H  to the space R+ ∩ R− which has codimension
|2 − 1|. Since this is the dimension of Null(M) it must also be the codimension of Range(M). Hence
the range cannot be a proper subspace of R+ ∩ R−. This proves (45).
(b) Let 
1 be in R+, then there is an analytic function f in G with Af+ = 
1+ i1 with 1 ∈ R+. Since
> 0, there is a function g analytic in G− with g(∞) = 0 such that Ag− = 
2 + i1 with 
2 ∈ H . Put

 := 
1 − 
2,  = 0, and form the function  as in (4). Then (z) = f (z) for z ∈ G, and by Lemma 2,
the function 
1 = Re [A+] = 1/2(I+ N)
 is in Range(I+ N). With (41) this proves (47).
For  ∈ S− there is an analytic function g in G− with g(∞) = 0 and boundary values Ag− = i. It
follows from Eq. (34) in Theorem 2 that + N= 0. Therefore, S− is a subset of Null(I+ N).
It follows from Fredholm’s theorems that the dimension of Null(I+N) is equal to the codimension of
the range. We have already proved Eq. (47), which means that Range(I + N) is equal to R+ which has
codimension 2 − 1. On the other hand we have already shown that S− is a subspace of Null(I + N).
Since S− has the same dimension 2 − 1 as the nullspace, it cannot be a proper subspace. Hence (46)
follows.
Statement (c) is proved with the same arguments as (b). 
6. The adjoint kernel
It follows from representation (7) that the adjoint kernel N∗(s, t) := N(t, s) is of form
N∗(s, t)= 1

Im
(
A(t)
A(s)
˙(s)
(s)− (t)
)
=−1

Im
(
A˜(s)
A˜(t)
˙(t)
(t)− (s)
)
(50)
with the function
A˜(s) := ˙(s)
A(s)
. (51)
Let N˜ be the generalized Neumann kernel formed with the function A˜. Then (50) means that N∗ = −N˜
holds, i.e., the adjoint kernel N∗ of the generalized Neumann kernel formed with the function A is the
negative of the generalized Neumann kernel N˜ formed with the function A˜. The sign in front of N in the
integral equations changes. This means that a duality principle holds: the adjoint integral equation for an
interior (exterior) RH problem corresponds to an exterior (interior) RH problem.
The index of A˜ is
˜ := ind(A˜)= 1− . (52)
This implies that 2˜− 1=−2+ 1.
Let R˜±, S˜± be the spaces introduced in (22)–(25), but formed with the function A˜ instead of A. It
follows from (52) and Theorem 1 that the spaces S˜+ and S− have the same dimensions. The same is true
for S˜− and S+.
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For ,  ∈ H  the inner product is deﬁned by (1). We can now specify the constraints which the
right-hand sides in the integral equations have to satisfy.
Theorem 6. (a) For > 0 the equation
+ N=  (53)
has a solution 0 if and only if
(, )= 0 (54)
for all functions  ∈ S˜+. The general solution has the form = 0 + 1 with 1 ∈ S−.
(b) For 0 the equation
− N=  (55)
has a solution 0 if and only if
(, )= 0 (56)
for all functions  ∈ S˜−. The general solution has the form = 0 + 1 with 1 ∈ S+.
Proof. (a) The adjoint homogeneous equation to (53) is
− N˜= 0. (57)
Since ˜0 it follows from (48) that the solutions of this equation are just the functions in S˜+. Statement
(a) of the theorem now follows from Fredholm’s theorems and (46).
Part (b) of the theorem can be proved with the same arguments. 
7. Solutions of the homogeneous problems
The spaces S± play a prominent role, since they occur as solutions of the homogeneous integral
equations (Theorem 5) as well as in the conditions for solvability (Theorem 6). Therefore, it is important
to have a convenient representation as well as knowledge of some of the properties of the functions in
these spaces.
We recall the deﬁnition of the harmonic conjugate functions.
Interior problem: When f = u+ iv is analytic in G then v is called a harmonic conjugate of u.
For reasons of analogy with the interior problem we admit for the exterior problem analytic functions
which are analytic in G− including∞ but do not necessarily vanish at∞. This leads to the deﬁnition:
Exterior problem: When u+ iv= zg(z)with a function g analytic inG− and g(∞)= 0 then v is called
a harmonic conjugate of u.
The harmonic conjugate functions are unique up to an additive constant.
There is a conformal mapping Fi ofG to the unit discD normalized by Fi(0)=0. The boundary values
have the form
F+i ((s))= exp(ii(s)) (58)
with a strictly monotonously increasing function i such that i(s)− s is 2-periodic.
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There is a conformal mapping Fe : G− → D− of the exterior of G to the exterior D− of the disc D
with Fe(∞)=∞. The boundary values are of the form
F−e ((s))= exp(ie(s)) (59)
with a strictly monotonously increasing function e such that e(s)− s is 2-periodic. The functions i
and e are uniquely deﬁned up to an additive constant.
Using the polar representation of the functions A and 
A(s)= r(s) exp(i(s)), (s)= (s) exp(i(s)) (60)
with r > 0, > 0 and continuous , , the increments in the arguments over one period are
|20 = 2, |20 = 2. (61)
Therefore, the function
v(s) := (s)− (s) (62)
is 2-periodic. Hence v is the boundary value v+ of a harmonic function v in G. We denote by wi the
boundary values of a harmonic conjugate of −v (note the minus sign!). This function wi is unique up to
an additive constant. Then
Y+((t)) := exp(wi(t)+ iv(t)) (63)
is the boundary value of a function Y (z) analytic in G with Y (z) = 0.
The function v is also the boundary value v− of a harmonic function v in G−. We denote by we the
boundary values of a harmonic conjugate of −v in the region G− as described above. Then
Z−((t)) := exp(we(t)+ iv(t)) (64)
is the boundary value of a function Z(z) analytic in G− with Z(z) = 0 in G− ∪ {∞}.
Theorem 7. (a) For > 0 the functions 
 ∈ S− have the general representation

(s)= r
exp(we)
p1(e(s)) (65)
with a trigonometric polynomial p1 of degree − 1.
(b) For 0 the functions  ∈ S+ have the general representation
(s)= r
exp(wi)
p2(i(s)) (66)
with a trigonometric polynomial p2 of degree  ||.
Proof. (a) Each function of the form
Xe(z)=
−1∑
l=1−
al(Fe(z))
l (67)
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with a−l = al has a pole of order  − 1 at ∞ since Fe(z) = cz + O(1) for large |z| with c = 0. The
function
g(z) := Xe(z)
zZ(z)
(68)
is analytic in G− and vanishes at inﬁnity. By construction of the function Z the boundary values satisfy
Ag− = r
exp(we)
X−e . (69)
It follows from form (67) of the function Xe(z) that the boundary values can be represented as p1(e(s))
with a trigonometric polynomial p1 of degree −1. On the other hand each function of form (65) with
a trigonometric polynomial p1 of degree − 1 can be obtained in this way. Eq. (65) deﬁnes a function
space of dimension 2− 1. Since this is the dimension of S−, all functions in S− are represented by (65).
(b) Each function of the form
Xi(z)=
−∑
l=
al(Fi(z))
l (70)
with a−l=al has a pole of order  || at 0 since Fi(z)=cz+O(z2) for small |z|with c = 0. The function
f (z) := Xi(z)z
||
Y (z)
(71)
is analytic in G. By construction of the function Y the boundary values satisfy
Af+ = r
exp(wi)
X+i . (72)
It follows from form (70) of the function Xi(z) that the boundary values can be represented as p2(i(s))
with a trigonometric polynomialp2 of degree  ||. Eq. (66) yields a function space of dimension−2+1.
Since this is the dimension of S+, Eq. (66) represents all functions in S+. 
Corollary 1. (a) Let > 0. Then for points 0 t1< · · ·< t2−1< 2 and values y1, . . . , y2−1 there is a
unique function  ∈ S− such that (tj )= yj for j = 1, . . . , 2− 1.
(b) Let 0. Then for points 0 t1< · · ·< t2||+1< 2 and values y1, . . . , y2||+1 there is a unique
function  ∈ S+ such that (tj )= yj for j = 1, . . . , 2|| + 1.
Proof. Since i and e are strictly monotonous, the statements follow from Theorem 7 and the interpo-
latory properties of the trigonometric polynomials. 
Corollary 2. (a) Let > 0 and l−1. Then for points 0 t1< · · ·< t2l < 2 there is a function 
 ∈ S−
which changes sign at the points tj and is = 0 at all other points.
(b) Let 0 and l ||. Then for points 0 t1< · · ·< t2l < 2 there is a function  ∈ S+ which changes
sign at the points tj and is = 0 at all other points.
Proof. (a)Choose an additional point t2l+1 and take the unique function 
of form (65)with a trigonometric
polynomial p1 of degree  l which satisﬁes 
(tj )= 0 for j = 1, . . . , 2l and 
(t2l+1)= 1. Then 
 has the
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prescribed zeros, and since the degree of p1 is  l it cannot have more than 2l zeros. Therefore, 
 has
exactly the prescribed sign changes.
Statement (b) is proved by the same arguments. 
In view of Corollary 1, one can enforce uniqueness on the solutions of the integral equations by
suitable interpolation conditions. It is also possible to enforce uniqueness by prescribing the ﬁrst Taylor
or Laurent coefﬁcients of the solutions of the corresponding RH problems. This approach seems to be
more convenient, since these constraints can be expressed via (19) as integrals, which ﬁt in a natural way
into the numerics of the integral equations.
Lemma 5. (a) Let > 0 and z0 = − i so that Re [z0Z(∞)] = 0 (with the function Z deﬁned by (64))
and let dl, l = −1, . . . ,− be complex numbers then there is a unique solution g of the homogeneous
exterior RH problem with series expansion at∞
g(z)=
−1∑
l=−∞
elz
l (73)
such that el = dl for l =−1, . . . ,−+ 1 and Re [z0el] = Re [z0dl] for l =−.
(b) Let 0 and z0 =  − i so that Re [z0Y (0)] = 0 (with the function Y deﬁned by (63)) and let
dl, l = 0, . . . , || be complex numbers then there is a unique solution f of the homogeneous interior RH
problem with series expansion at 0
f (z)=
∞∑
l=0
clz
l (74)
such that cl = dl for l = 0, . . . , || − 1 and Re [z0cl] = Re [z0dl] for l = ||.
Proof. (a) Starting from the representation (68) one calculates from the prescribed coefﬁcients dl suc-
cessively the coefﬁcients a−1, a−2, . . . , a1 in (67). The real coefﬁcient a0 can ﬁnally be determined
from the condition Re [z0el] = Re [z0dl] for l =−, since the hypothesis Re [z0Z(∞)] = 0 is satisﬁed.
(b) Starting from the representation (71) one calculates from the prescribed coefﬁcients dl successively
the coefﬁcients a, a+1, . . . , a−1 in (70). The real coefﬁcient a0 can ﬁnally be determined from the
condition Re [z0cl] = Re [z0dl] for l = ||, since the hypothesis Re [z0Y (0)] = 0 is satisﬁed. 
8. Decompositions of the space H 
In this section we give representations of the space H  as direct sums of the spaces R± and S±. The
next lemma will play a key role.
Lemma 6. The spaces R± and S± satisfy the conditions
R+ ∩ S− = {0}, (75)
R− ∩ S+ = {0}. (76)
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Proof. Assume > 0. Then S+ = {0} and (76) is trivial. Let  ∈ R+ ∩ S−. Since  ∈ R+, relation (47)
shows that it is of form (I + N)=  with  ∈ H . This means that Eq. (53) with right-hand side  has
a solution. Theorem 6 prescribes as necessary condition that (54) is satisﬁed for all functions  ∈ S˜+.
Now assume that  is not identically 0. As a function in S−,  has exactly 2l sign changes at points
0 t1< · · ·< t2l < 2with l−1. It follows from part (b) of Corollary 2 that there is a function 0 ∈ S˜+
which changes sign at the points tj and is = 0 at all other points. (Note that ˜ = 1 − 0). Then the
function (t)0(t) has zeros only at tj but has the same sign everywhere else. Hence (, 0) = 0 in
contradiction to (54).
The case 0 can be treated with the same arguments. 
Corollary 3. The space H  has direct sum decompositions
H  = R+ ⊕ S−, (77)
H  = R− ⊕ S+. (78)
Proof. Since codim(R+)= dim(S−) and codim(R−)= dim(S+) the direct sum decompositions follow
from Lemma 6. 
9. Solvability of the integral equations with general right-hand side
Now we are in position to discuss the solvability of the integral equations in full generality.
Theorem 8. (a) If > 0 then the integral equation
+ N=  (79)
has a solution if and only if  ∈ R+.
(b) If 0 then the integral equation (79) has a unique solution for any  ∈ H .
(c) Eq. (34) is solvable for each 
 ∈ H .
Proof. (a) The statement is equivalent to Eq. (47) of Theorem 5.
(b) In view of Fredholm’s theorems it is sufﬁcient to show, that the homogeneous equation
+ N= 0 (80)
has only the trivial solution  = 0. We multiply (80) from the left by M and apply the anticommutation
rule (39). We obtain the equality (I−N)M= 0. Since 0, it follows from Eq. (48) of Theorem 5, that
M ∈ S+. On the other hand (43) shows that M ∈ R−. It follows from Lemma 6 that M = 0, hence
 ∈ S+ ∪ S− = S+. Eq. (48) of Theorem 5 shows that (I − N) = 0, whence N =  follows. After
insertion into (80) it follows that 2= 0.
(c) In Eq. (34) the right-hand side has the special form  =M
. It follows from (43) that M
 ∈ R+.
Hence statement (a) of this theorem yields (c). 
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Theorem 9. (a) If 0 then the integral equation
− N=  (81)
has a solution if and only if  ∈ R−.
(b) If > 0 then the integral equation (81) has a unique solution for any  ∈ H .
(c) Eq. (32) is solvable for each 
 ∈ H .
Proof. This theorem can be proved along the same lines as Theorem 8. 
10. Eigenvalues
The following lemma shows that the geometric multiplicities of the eigenvalue  = 0 of the operator
M, and of the eigenvalues =±1 of N are the same as the algebraic multiplicities.
Lemma 7. The following relations between nullspaces hold:
(a) M2
= 0 for 
 ∈ H  holds only ifM
= 0.
(b) If 0 then (I− N)2= 0 for  ∈ H  holds only if (I− N)= 0.
(c) If > 0 then (I+ N)2= 0 for  ∈ H  holds only if (I+ N)= 0.
Proof. (a) Case > 0. AssumeM2
= 0, and denoteM
 by . Then  is in the range ofM, which is R+,
and also in the nullspace ofM which is S−. The statement (a) of the lemma now follows from Lemma 6
since  ∈ R+ ∩ S− = {0}. The case 0 is treated with the same arguments.
(b) Assume (I − N)2= 0 and denote (I − N) by . Then  is in the range of (I − N) which is R−
in view of Theorem 5. The assumption implies that  is also in the nullspace of (I − N), which is S+.
Lemma 6 shows that this implies = 0.
Statement (c) is proved with the same arguments. 
The next theorem improves results of Murid and Nasser [7].
Theorem 10. (a) = 1 is an eigenvalue of N with multiplicity max(0,−2+ 1).
(b) =−1 is an eigenvalue of N with multiplicity max(0, 2− 1).
Proof. (a) It follows from Eq. (48) of Theorem 5 that S+ is the eigenspace of N for the eigenvalue = 1
for 0. The dimension is−2+ 1. Part (b) of Theorem 9 and Fredholm’s theorem imply that for > 0
the homogeneous equation (81) has only the trivial solution = 0, i.e., = 1 is not an eigenvalue of N.
This proves statement (a).
Statement (b) is proved with the same arguments. 
It follows from Theorem 10 that N can have only one of the eigenvalues = 1 or =−1 but not both
at the same time. The next lemma shows that all other eigenvalues  = ±1 occur in pairs ±.
Lemma 8. If  is an eigenvalue of N with eigenfunction v = S+ ∪ S−, then − is also an eigenvalue
of N. A corresponding eigenfunction is w := Mv.
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Proof. When the eigenvalue equation Nv= v is multiplied byM from the left and the anticommutation
law (39) is used, the equationNMv=−Mv is obtained. Since by hypothesis v = S+ ∪S−, the function
w := Mv is not the zero function. Hence − is an eigenvalue of N with eigenfunction w. 
It is well known that the Neumann kernel has only real eigenvalues in the interval [−1, 1]. The same is
true for the generalized Neumann kernel whenG=D is the unit disc (Wegmann [11]). There is numerical
evidence that for a general region G the operator N may have nonreal eigenvalues.
11. Harmonic conjugation
Harmonic conjugate functions have been introduced in Section 7. We derive in this section integral
equations fromwhich the harmonic conjugates can be calculated, and explain some relations to conformal
mapping problems.
Lemma 9. Let f be an analytic function in G with boundary values
f+ = 
+ i, (82)
then  satisﬁes
− N=−M
, (83)
where the kernels of the operators N,M are formed with A= 1.
In this case N is simply the Neumann kernel. Lemma 9 is well known. It is used in Lichtenstein’s
integral equation for conformal mapping (Gaier [3, p. 7]). The adjoint homogeneous equation has the
form
+ N˜= 0, (84)
where the kernel of N˜ is formed with the function A˜= ˙. According to Theorem 2 this corresponds to the
exterior RH problem
Re [˙g−] = 0. (85)
The Eqs. (84) and (85) are closely connected to a conformal mapping problem:
Lemma 10. Let Fe : G− → D− be a conformal mapping of the exterior of G to the exterior D− of the
disc D with Fe(∞)=∞ and with boundary values
F−e ((s))= exp(ie(s)), (86)
then = ˙e is the unique solution of the equation
+ N˜= 0 (87)
(where the generalized Neumann kernel N˜ is formed with A˜= ˙) subject to the constraint∫ 2
0
 ds = 2. (88)
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Proof. We differentiate Eq. (86) and divide by F−e . This yields
(F ′e)−
F−e
˙= i˙e. (89)
The conformal mapping function Fe behaves near ∞ as Fe(z) = cz + O(1) with c = 0. Therefore, the
function g(z) := F ′e(z)/Fe(z) is analytic in G− with g(∞) = 0. Eq. (89) means that this function g
satisﬁes the RH condition (85). It follows from Theorem 2 that the imaginary part ˙e of the right-hand
side of (89) solves the corresponding integral equation (87). Since A˜= ˙ has index ˜= 1, the solution of
(87) is uniquely deﬁned up to a real factor c. This factor is ﬁxed by (88). 
Since the generalized Neumann kernel N˜ formed with A˜ = ˙ is just the transpose of the Neumann
kernel formed with A= 1, Eq. (87) is Banin’s equation (Gaier [3, p. 16]).
Lemma 11. If g is analytic in G− with g(∞)= 0 and the boundary values
g− = 
+ i, (90)
then  satisﬁes the equation
+ N=M
, (91)
where the kernels of the operators N,M are formed with A= .
The lemma is a special case of Theorem 2. 
The homogeneous RH problem Re [g−] = 0 has the general solution g0(z) = ci/z with real c. The
adjoint homogeneous equation for (91) can be written in the form
− N˜= 0, (92)
where the kernel N˜ is formed with the function A˜= ˙/. According to Theorem 2, Eq. (92) corresponds
to the interior RH problem
Re
[
˙

f+
]
= 0. (93)
Lemma 12. Let Fi : G → D be a conformal mapping of G to the disc, normalized by Fi(0) = 0, with
boundary values
F+i ((s))= exp(ii(s)), (94)
then = ˙i is the unique solution of the equation
− N= 0, (95)
where the kernel of N is formed with A= ˙/ and  is constrained by∫ 2
0
 ds = 2. (96)
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Proof. Proceeding as in the proof of Lemma 10 we obtain
(F ′i )
+
F+i
˙= i˙i . (97)
Since z = 0 is the only zero of Fi in G the function f (z) := zF ′i(z)/Fi(z) is analytic in G and Eq. (97)
implies that this f solves the RH problem (93). It follows from Theorem 2 that the imaginary part ˙i of the
right-hand side of (97) solves the corresponding integral equation (92). Since A˜= ˙/ has index ˜= 0,
the solution of (92) is uniquely deﬁned up to a real factor c. This factor is ﬁxed by (96). 
Eq. (95) seems to be new. An equation with the conjugate of the Neumann kernel was developed by
Warschawski and Stiefel (Gaier [3, p. 16]).
The Eqs. (83) and (91) do not determine the solution uniquely. They admit a one-dimensional space of
solutions. This reﬂects the fact that the harmonic conjugate is deﬁned only up to a constant. This constant
can be ﬁxed by a condition like Im f (0) = 0 for the interior or Im (limz→∞ zg(z)) = 0 for the exterior
problem. These conditions can be implemented in the integral equations.
Theorem 11. Let 
 be a function in H .
(a) Let  be the unique solution of the integral equation
− N=−M
, (98)
where the kernels of the operators N,M are formed with A = , then f+ = 
 + i is the boundary
value of an analytic function in G with Im f (0)= 0.
(b) Let  be the unique solution of the integral equation
+ N=M
, (99)
where the kernels of the operatorsN,M are formed withA=1 then g−=
+ i deﬁnes the boundary
value of an analytic function g in G− with g(z)= c/z+ O(z−2) near∞ with real c.
Proof. (a) Since A =  has index  = 1, Theorem 9 shows that Eq. (98) has a unique solution . We
conclude from Theorem 3 that there is a function f0 analytic in G and 
0 ∈ S− such that
f+0 = 
+ 
0 + i. (100)
The space S− consists only of constant functions, hence 
0= constant. The function f (z) := zf 0(z)− 
0
satisﬁes the conditions of statement (a) of the theorem.
(b) Since A = 1 has index  = 0, Theorem 9 shows that Eq. (99) has a unique solution . It follows
from Theorem 4 that there is a function g0 analytic in G− and 
0 ∈ S+ such that
g−0 = 
+ 
0 + i. (101)
The spaceS+ consists only of constant functions, hence 
0=constant.The functiong(z) := g0(z)/z−
0/z
satisﬁes the conditions of statement (b) of the theorem. 
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12. Conformal mapping to nearby region
Numerical methods for conformal mapping of a region G to a second regionG2 have apparently been
developed only for the casewhen one of the regions is a standard region,mostly the unit disc. Themapping
 : G→ G2 is then calculated as the composition of the maps G→ D → G2. This detour seems to be
very artiﬁcial (and unnecessary) when the region G2 is close to G. The detour is certainly not advisable
when the calculation of the mapping G → D is difﬁcult due to the crowding phenomenon. We present
now a method for direct approximation of the mapping .
Let G2 be a region bounded by a curve, parametrized by a 2-periodic complex function 2(s) which
is close to  in the sense that |2 − | and |˙2 − ˙| are small.
We consider ﬁrst the interior mapping problem:
Let : G→ G2 be the conformal mapping constrained by(0)=0,′(0)> 0. The boundary values
of  are on the boundary curve of G2. This can be described by the boundary correspondence equation
+((t))= 2(S(t)), (102)
where S(t) is so that S(t)− t is a 2-periodic function.
We linearize Eq. (102) using the notation S(t)= t+U(t) and(z)=z+zf (z) and obtain in ﬁrst order
(t)+ (t)f+((t))= 2(t)+ ˙(t)U(t). (103)
In the last term on the right we have replaced ˙2 by ˙ using the assumption that both curves are close.
Since U must be real we get a RH condition for f
Im
(t)f+((t))
˙(t)
= (t) (104)
with
(t)= Im 2(t)− (t)
˙(t)
. (105)
Eq. (104) is an RH problem where the imaginary part of the analytic function f is prescribed. It can be
transformed to the standard form by considering the function f/i instead of f. The problem can also be
directly treated when only signs are changed at a few places.
The real part 
 := Re [f+/˙] satisﬁes the integral equation

− N
=M, (106)
where N,M are formed with A(t)= (t)/˙(t). The index is = 0. The homogeneous RH problem (104)
has the solution f0(z)= iFi(z)/zF ′i(z)with a conformal mapping Fi : G→ D normed by Fi(0)=0 (see
the proof of Lemma 12). This function satisﬁes f0(0)= i. Therefore, one can enforce the side condition
Im f (0)= 0 on the solution of the RH problem (104). Hence there is a unique solution of (104) subject
to the constraint
Im f (0)= 0. (107)
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This condition is equivalent to the condition that the ﬁrst coefﬁcient d0 in series (16) is real. Using
representation (19) this can be incorporated by the condition∫
b
 dt =−
∫
a dt, (108)
with the real functions a, b deﬁned by
a(t)+ ib(t) := 1
2i
˙(t)2
(t)2
. (109)
Then U is given by
U(t)= 
(t)− Re 2(t)− (t)
˙(t)
(110)
and approximations for the boundary values of the mapping are
+((t)) ≈ (t)+ ˙(t)(
(t)+ i(t)) ≈ 2(t + U(t)). (111)
We consider now the exterior mapping problem:
Let  : G− → G−2 be the conformal mapping of the regions outside  and 2 constrained by (z)=
cz + O(1) for z → ∞ with real c. This mapping can also be described by a boundary correspondence
equation
−((t))= 2(S(t)), (112)
where S(t) − t is 2-periodic. We linearize (112) using ˙2(t) ≈ ˙(t) and S(t) = t + U(t) and (z) =
z+ z2g(z) with g analytic in G− and g(∞)= 0, and obtain the equation
(t)+ (t)2g−((t))= 2(t)+ ˙(t)U(t). (113)
Since U must be real we get an RH condition for g
Im
(t)2g−((t))
˙(t)
= (t), (114)
where the function  is the same as given by (105). Hence the real part 
 := Re [2g−/˙] satisﬁes the
integral equation

+ N
=−M, (115)
where N,M are formed with A(t)= (t)2/˙(t). The index is =+1.
The homogeneousRHproblem (114) has the solutiong0(z)=iFe(z)/z2F ′e(z)with a conformalmapping
Fe : G− → D− normed by Fe(∞)=∞ (see the proof of Lemma 10). This function g0 behaves like i/z
near∞. Hence there is a unique solution of the RH problem (114) subject to the constraint
g(z)= c/z+ O(z−2) (116)
near∞ with real c. This means that the coefﬁcient d−1 in the Laurent series (17) is real. Using represen-
tation (19) this can be expressed by integrals. Straightforward calculation shows that one arrives again at
condition (108) with the same functions a, b as deﬁned in (109) for the interior problem.
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Then U is given by (110) and approximations for the boundary values of the mapping are
−((t)) ≈ (t)+ ˙(t)(
(t)+ i(t)) ≈ 2(t + U(t)). (117)
13. Iterative method for conformal mapping
The “iterative method for conformal mapping” was originally described by Wegmann [10] in full
generality for the mapping of a region G to a regionG2. The method, however, is most efﬁcient when the
RH problems can be solved explicitly in terms of a conjugation operator which can be evaluated by FFT.
Such solution procedures are available for the disc, for ellipses, and for the circular annuli. Nevertheless,
the method can be applied in full generality with the means developed in this paper.
Let G,G2 be regions as described in the last section and let Sk be an approximation for S(t). We
consider only the interior problem. We linearize Eq. (102). We have to determine a function fk in G and
a real function Uk such that fk has boundary values
(t)f+k ((t))= 2(Sk(t))+ ˙2(Sk(t))Uk(t). (118)
Since Uk is a real function we get the RH problem
Im
(t)f+k
˙2(Sk(t))
= Im 2(Sk(t))
˙2(Sk(t))
=: (t) (119)
with A(t) := (t)/˙2(Sk(t)) which has index  = 0. The condition (0) = 0 is already implemented
by the special form of the approximation (z) ≈ zf k(z). The second constraint Im fk(0) = 0 can be
implemented by the method described in the last section. When Af+ = 
+ i is determined, then Uk is
given by
Uk(t)= 
(t)− Re 2(Sk(t))
˙2(Sk(t))
, (120)
which gives the new approximation Sk+1 := Sk + Uk for the function S.
It has been noted that the naive use of the iterative method by straightforward discretization tends to
be unstable even for the disc. An initial phase of quadratic convergence is followed by a phase of linear
convergence and then linear divergence (Wegmann [12]).
The method in its general form discretized in the way as described in Section 14 tends also to be un-
stable. This is probably due to the fact, that even though the kernels N andM1 are continuous (Lemma 1)
on the diagonal, derivatives occur, which need the derivative S˙k of the iterate Sk which is difﬁcult to
obtain numerically in a stable way.
14. Numerical implementation
Since the integrals in (11) are over 2-periodic functions, they can be best discretized on an equidis-
tant grid by the trapezoidal rule, i.e., the integral operator N is discretized by the Nyström method
(Atkinson [1]).
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For the evaluation of the right-hand side  := M
 we recall the deﬁnition in terms of the function .
We apply (14) with = 0 and get
(s)=−2 Im [A(s)±((s))] =
∫ 2
0
B(s, t) dt (121)
with a function B deﬁned by
B(s, t) := 1

Re
(

(t)/A(t)− 
(s)/A(s)
(t)− (s) A(s)˙(t)
)
(122)
for s = t . For differentiable functions 
 and A the function B is continuous. The values on the diagonal
are
B(t, t)= 1

(

˙(t)− 
(t)Re A˙(t)
A(t)
)
. (123)
The integrals in (121) can also be approximated by the trapezoidal rule.
One can also apply the representation (9) ofM in terms of the conjugation operator K and an integral
operator M1 with continuous kernel. Conjugation K
 can be conveniently evaluated in terms of the
Fourier-series using FFT (see e.g., Henrici [5]). The partM1
 is evaluated with Nyström’s method. This
method can be applied for all Hölder continuous functions 
 without any differentiability requirement.
15. Examples
In order to give an impression how the method works for different regions, and for different values of
the index , we present the results of several test calculations.
We assume that the curve  has the parametric representation
 : = (s)= R(s)eis, 0s2, (124)
where R(s) is a positive real function.
In Examples 2, 5, 8 and 10 the integral equations are used to solve uniquely solvable RH problems
(> 0 for the interior problems and 0 for the exterior problems). Using the trapezoidal rule with n
node points for the Nyströmmethod to discretize the integral equation (32) ((34)), we obtain an equivalent
n by n linear system. In this case, the integral equations (32) and (34) are uniquely solvable. Hence, for
sufﬁciently large values of n the linear system is uniquely solvable [1].
Examples 1, 3, 4, 6, 7 and 9 solve non-uniquely solvable RH problems (0 for interior prob-
lems and > 0 for the exterior problems). The problems are made uniquely solvable as explained in
Lemma 5 where we set in all examples z0= 1− i. It is easy to prove that the conditions Re [z0Y (0)] = 0
for the interior RH problem and the condition Re [z0Z(∞)] = 0 for the exterior RH problem are satisﬁed.
The integral equation (32) ((34)) has−2+1 (2−1) linearly independent solutions. Thus for sufﬁciently
large values of n, the linear system becomes nearly singular.
By Lemma 5 (b) ((a)), to make the interior problem (the exterior problem) uniquely solvable, the
solution of the integral equations (32), ((34))  is required to satisfy −2 + 1 (2 − 1) extra equations.
By discretizing these conditions and adding the resulting equations to the linear system, we end up with
an −2+ 1+ n by n (2− 1+ n by n) over-determined system.
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In each example, the right-hand side of the integral equation is computed as explained in Section 14
and the obtained linear system is solved using the MATLAB’s\operator that makes use of the Gauss
elimination method for square systems and the QR factorization with column pivoting method for the
over-determined systems.
Once the approximate solution n of the integral equation (32) (or (34)) has been computed, the
approximate boundary values f±n of the solution of the interior RH problem (or exterior RH problem)
can be computed by substituting n into (31) (or (33)). The maximum error norm ‖f± − f±n ‖∞ between
the exact boundary values f± and approximate boundary values f±n at the node points is presented.
Example 1. Let R(s)= 1 ( is the unit circle), A(s)= eie2is (= ind(A)= 0), 
(s)= ecos s cos(sin s)
and d0 = 1. The interior RH problem has the unique solution f (z)= ez−iz2 (Table 1).
Example 2. Let R(s) = 3 + 2 cos 2s ( as shown in Fig. 1) A(s) = eis ( = ind(A) = 1) and 
(s) =
R(s) cos 2s. The interior RH problem has a unique solution f (z)= z (Table 2).
Table 1
Error norm of Example 1
n ‖f − fn‖∞
8 9.52(−01)
16 1.04(−03)
32 3.74(−12)
64 1.51(−14)
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 −4
 −3
 −2
 −1
0
1
2
3
4
Re t
Im
 
t
Fig. 1. The contour for Example 2.
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Table 2
Error norm of Example 2
n ‖f − fn‖∞
8 9.37(−02)
16 6.81(−03)
32 5.22(−05)
64 1.12(−07)
128 8.37(−14)
−5 0 5
 −3
 −2
 −1
0
1
2
3
Re t
Im
 
t
Fig. 2. The contour for Example 3.
Table 3
Error norm of Example 3
n ‖f − fn‖∞
16 5.15(−01)
32 1.41(−01)
64 1.88(−02)
128 3.02(−04)
256 6.96(−08)
512 1.27(−13)
Example 3. Let R(s) = 3 + cos 2s + sin 5s ( as shown in Fig. 2), A(s) = e−is ( = ind(A) = −1),

(s) = 2R(s), d0 = 0 and d1 = 2 + i. The interior RH problem has the unique solution f (z) = (2 + i)z
(Table 3).
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Fig. 3. The contour for Example 4.
Table 4
Error norm of Example 4
n ‖f − fn‖∞
16 5.49(−01)
32 1.79(−02)
64 6.53(−04)
128 7.84(−07)
256 9.84(−13)
512 2.80(−14)
Example 4. Let R(s) = 1 + 0.25 cos34s ( as shown in Fig. 3), A(s) = e−is ( = ind(A) = −1),

(s) = R(s) sin(R(s) cos s) cosh(R(s) sin s), d0 = 0 and d1 = 0. The interior RH problem has the
unique solution f (z)= z sin z (Table 4).
Example 5. LetR(s)= ecos s cos2 2s+ esin s sin2 2s ( as shown in Fig. 4),A(s)= e2is (= ind(A)=2)
and 
(s)= cos 2s. The interior RH problem has the unique solution f (z)= 1(Table 5).
Example 6. LetR(s)=1 (i.e. as the unit circle),A(s)=ei(s+sin s) (= ind(A)=1), 
(s)=ecos s(sin s−
/2) and d−1=−/2. The exterior RH problem has the unique solution f (z)= ((2+iz)/2z2) exp((2+
iz)/2z) (Table 6).
Example 7. Let R(s)= 3+ 2 cos 2s ( as shown in Fig. 1), A(s)= R(s)eis (= ind(A)= 1), 
(s)=
cos(cos s/R(s)) cosh(sin s/R(s)) and d−1=1. The exterior RH problem has the unique solution f (z)=
(1/z) cos(1/z) (Table 7).
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Fig. 4. The contour for Example 5.
Table 5
Error norm of Example 5
n ‖f − fn‖∞
8 4.38(−01)
16 1.72(−01)
32 8.72(−02)
64 8.64(−03)
128 7.77(−05)
256 4.72(−09)
512 2.97(−14)
Table 6
Error norm of Example 6
n ‖f − fn‖∞
8 9.40(−04)
16 3.20(−12)
32 2.70(−15)
Example 8. Let R(s) = 3 + cos 2s + sin 5s ( as shown in Fig. 2), A(s) = e−2is ( = ind(A) = −2),

(s)=cos 2s sinh(cos s/R(s)) cos(sin s/R(s))−sin 2s cosh(cos s/R(s)) sin(sin s/R(s)).The exterior
RH problem has the unique solution f (z)= sinh(1/z) (Table 8).
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Table 7
Error norm of Example 7
n ‖f − fn‖∞
8 6.51(−02)
16 9.20(−03)
32 2.90(−05)
64 3.35(−08)
128 4.00(−14)
Table 8
Error norm of Example 8
n ‖f − fn‖∞
32 7.85(−01)
64 3.83(−02)
128 4.97(−04)
256 9.70(−08)
512 1.37(−14)
Table 9
Error norm of Example 9
n ‖f − fn‖∞
32 1.47(−01)
64 5.98(−03)
128 6.50(−06)
256 7.64(−12)
512 4.65(−14)
Example 9. Let R(s) = 1 + 0.25 cos34s ( as shown in Fig. 3), A(s) = R(s)e2is ( = ind(A) = 2),

(s)= cos(s), d−1 = 1 and d−2 = i. The exterior RH problem has the unique solution f (z)= 1/z+ i/z2
(Table 9).
Example 10. LetR(s)=ecos s cos22s+esin s sin22s ( as shown inFig. 4),A(s)=4R(s)2−4 cos sR(s)+1
(= ind(A)= 0) and 
(s)= 2R(s) cos s − 1. The problem has the unique solution f (z)= 1/(2z − 1)
(Table 10).
16. Conclusions
A boundary integral equation method was proposed for the numerical solution of Riemann–Hilbert
problems. Two integral equations have been derived for the interior and the exterior problems. The proofs
of the equivalence of the derived integral equations to the interior and the exterior Riemann–Hilbert
problems were given for any smooth Jordan curve. Several examples of Riemann–Hilbert problems were
solved numerically using the proposedmethod. The numerical examples illustrate that the present method
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Table 10
Error norm of Example 10
n ‖f − fn‖∞
32 1.17(−01)
64 3.03(−02)
128 1.93(−04)
256 8.11(−09)
512 1.28(−14)
yields approximations of high accuracy for solutions of the Riemann problem in the test regions with
smooth boundaries.
Unlike the classical methods for solving the Riemann–Hilbert problems which require the availability
of a conformal mapping from the problem domain to a circle domain, the present method can be used to
solve the Riemann–Hilbert problem in any regionwhose boundary is a smooth Jordan curve. Furthermore,
the presentedmethod has the advantage that it needs less numerical operations and is easier to programme.
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