Range search is a fundamental query-retrieval problem, where the goal is to preprocess a given set of points so that the points lying inside a query object (e.g., a rectangle, or a ball, or a halfspace) can be reported efficiently. This paper considers a new version of the range search problem: Several disjoint sets of points are given along with an ordering of the sets. The goal is to preprocess the sets so that for any query point q and a distance δ, all the ordered sequences (i.e., tuples) of points can be reported (one per set and consistent with the given ordering of the sets) such that, for each tuple, the total distance traveled starting from q and visiting the points of the tuple in the specified order is no more than δ. The problem has applications in trip planning, where the objective is to visit venues of multiple types starting from a given location such that the total distance traveled satisfies a distance constraint. Efficient solutions are given for the fixed distance and variable distance versions of this problem, where δ is known beforehand or is specified as part of the query, respectively.
Introduction

Motivation
Range search is a fundamental query-retrieval problem. In this problem, we are given a set, S, of n points in R d and for any query object q (e.g., a rectangle, or a ball, or a halfspace) we wish to report the points of S lying inside q. Since many queries may be asked, it is worthwhile investing effort to preprocess S into a suitable data structure (i.e., index) so that the query time is small. Thus, the resource measures of interest are the query time and the space used by the data structure. Due to its many applications in diverse domains such as spatial databases, robotics, VLSI design, CAD/CAM, computer graphics etc., the range search problem has been studied extensively in the computational geometry and database literature and space-and query time-efficient solutions have been devised for many instances of the problem (see, for instance, [2, 3, 8, 20, 22] ).
In this paper, we consider a new type of range search problem that is motivated by applications in trip planning. Consider the following scenario: Suppose that we are given a database that contains the locations of venues of different types (e.g., restaurants and theaters) in a large city. A tourist is interested in visiting a restaurant and a theater, in that order, but has a constraint on the maximum travel distance (due to reasons such as cost of travel, time, mileage restriction etc.). She wishes to identify a subset of (restaurant, theater) tuples, among the set of all such tuples, so that, for every tuple in the subset, the distance from her current location to the restaurant plus the distance from the restaurant to the theater is no larger than the specified distance. Therefore, she issues such a query from her location using, say, an application running on her smartphone and gets back the set of (restaurant, theater) tuples satisfying the distance constraint. The returned set is usually much smaller than the set of all (restaurant, theater) tuples and enables the user to make a more informed choice of the tuple to visit.
A naïve solution for this problem is to first find all the restaurants and theaters that are reachable from the query location within the specified travel distance and then check this set for the tuples to output. Unfortunately, this can be very expensive. For example, consider Fig. 1 which depicts a small data-set of restaurants (modeled as blue points b i in the plane) and theaters (red points r j ). The user's location is denoted by the query point q. Let us assume that the maximum travel distance, denoted by δ, is 4 units. This distance constraint is represented as a disk of radius δ centered at q. In this example, it is clear that even though points b 1 , b 2 , b 3 , r 3 , and r 4 are all reachable within travel distance δ, only the (blue, red) tuples (b 2 , r 3 ), (b 3 , r 3 ), and (b 3 , r 4 ) with total travel distance 3.4, 3.4, and 4, respectively, are part of the answer set. The other (blue, red) tuples formed by the points reachable from q within travel distance δ have total travel distance more than δ. ( The other possible (blue, red) tuples are (b 2 , r 4 ), (b 1 , r 4 ), and (b 1 , r 3 ) with total travel distance 5.7, 7 and 8.1, respectively.) Now consider a scenario where all the blue points lie on the perimeter of a disk centered at q and of radius δ and all the red points lie inside the disk. It is clear that all the points are reachable from q and yet the total travel distance for every (blue, red) tuple is larger than δ, so that the answer set is empty! This is the worst case scenario for the naive solution.
Our search problem generalizes naturally to more than two types of venues (e.g., restaurants, theaters, gas stations, grocery stores, etc.) where the objective is to start from the query point, q, and visit one venue of each type, in a pre-specified order, so that the total distance traveled is no larger than the specified maximum travel distance δ.
In fact, depending on the application there are two versions of the problem that are of interest. In the first version, δ is known beforehand (during preprocessing) while in the second version δ is known only at query time. (In both versions, q is known only at query time.) We will refer to these versions as the fixed distance and the variable distance problems, respectively.
For example, some car rental companies place a restriction on the maximum distance a user can travel. In this case the maximum travel distance, δ, is fixed for all the users and is pre-specified. This is an instance of the fixed distance problem.
On the other hand, for some applications, the distance constraint can be imposed by reasons like travel time, travel cost etc. In this scenario, the maximum travel distance, δ, depends on the user and is specified only during the query. This is an instance of the variable distance problem. One might suspect that the fixed distance problem might admit a more efficient solution than the variable distance problem and, as we will see, this is indeed the case.
Problem statement and contributions
In what follows, it will be convenient to associate with each type of venue a distinct color and formulate our problem over colored point-sets in the plane.
Let S be a set of n points in R 2 , where each point is assigned a color c i from a palette of m colors (m ≥ 2). Let C i be the set of points of color c i and let Throughout, we will discuss the CTRQ problem for m = 2 colors, which will henceforth be called the 2-CTRQ problem. As we will discuss in Section 4, our solutions for 2-CTRQ generalize to m > 2 colors. For simplicity, we define the 2-CTRQ problem as follows.
Let B be a set of blue points, B = {b 1 , b 2 , . . . , b n 1 }, and R be a set of red points, R = {r 1 , r 2 , . . . , r n 2 }, in R 2 , where n 1 + n 2 = n. We wish to preprocess the sets, B and R, so that for any query point q : (x q , y q ) ∈ R 2 and distance δ > 0, we can report all tuples
In this paper, we present efficient solutions to the fixed and variable distance versions of the CTRQ problem. Our results include:
• An algorithm for the fixed distance 2-CTRQ problem that exhibits a trade-off between space and query time. Specifically, our algorithm uses O (nt) space and has a query time of O ((1 + k t ) log n), where t is a user-specified integer parameter that controls the trade-off, 1 ≤ t ≤ log n, and k is the output size, i.e., the number of tuples reported. For instance, at the two extremes of the trade-off, i.e., t = 1 (resp. t = log n), our algorithm uses O (n) (resp. O (n log n)) space and has a query time of O ((1 + k) log n) (resp. O (log n + k)). This is discussed in Section 2.
• Several algorithms for the variable distance 2-CTRQ problem that exhibit different space and query time bounds. These include, for instance, an O (n)-space algorithm with a query time of O ( √ n log
algorithm with a query time of O ((k + 1) log n). In fact, if we allow probabilistic preprocessing then it is possible to reduce the query time to (deterministic) O (log n + k) while still using O (n log 2 n) space. These results are discussed in Section 3. (Moreover, as in the fixed distance problem, it is possible to obtain a general trade-off in terms of the parameter t, but we omit further discussion of this as it mirrors the approach for the fixed distance problem.)
• Algorithms for the CTRQ problem for m > 2 colors. Specifically, for the fixed distance CTRQ problem, our algorithm uses O (n) (resp. O (n log 2 n)) space and the query time is O (log n + km √ n log
. For the variable distance CTRQ problem, our algorithm uses O (n) (resp. O (n log 2 n)) space and the query time is
. Also, if we allow probabilistic preprocessing then it is possible to reduce the query time for the fixed and the variable distance CTRQ problem to (deterministic) O (log n + k) while still using O (n log 2 n) space. These results are discussed in Section 4. (Note that the results for 2 colors are not a special case of the result for m > 2 colors. As will be seen in Section 4, the reason is that the solutions for m > 2 colors involve solving the variable distance 2-CTRQ problem, instead of circular range search, in the second step.)
Approach and key ideas
Our algorithms employ a 2-step approach. In the first step, we identify an appropriate subset of blue points from which to search for (blue, red) pairs to output (with respect to the query point, q, and query distance δ). In the second step we search from each such blue point and identify those red points that are reachable from q within distance δ and output the corresponding (blue, red) pairs.
The identification of blue points in the first step needs to be done with care. Selecting too few of these will result in some valid (blue, red) pairs not being reported. On the other hand, selecting too many will lead to a high query time since many of them may not be part of any reported pair (as the example in Section 1.1 shows).
Thus, a key idea underlying our (exact) algorithms is to select efficiently precisely those blue points that are guaranteed to be part of at least one reported (blue, red) pair, with respect to the query point, q, and query distance δ. This, combined with the second step above, ensures that only those pairs that should be reported are actually reported. Moreover, time is not wasted in processing blue points that will not contribute to the output. We will refer to the blue points so selected as fruitful points. A second key idea concerns tuning the query algorithm to the (unknown) output size. In general, a straightforward application of the 2-step method above does not necessarily result in the best possible query time, particularly if the output size is "small" since then the overall query time is dominated by other terms in the query time. To help balance these costs, we show how to identify a suitable threshold on the output size as a function of the input size, n, and how to query judiciously on the two sides of the threshold to achieve the desired balance; however, this improvement usually comes at the expense of more space. (We note that this is just a rough description of the approach and the general idea manifests itself in different ways in the fixed and the variable distance problems.)
Related work
To the best of our knowledge, there is no prior work on the CTRQ problem. However, as mentioned earlier, range search is a well-studied problem and several theoretical and practical solutions have been proposed for different instances of this problem (see, for instance, [2, 3, 8, 20, 22] ). The CTRQ problem is closely linked to the circular range query problem, whose goal is to preprocess a given set of n points in R d so that the points inside a query ball can be reported efficiently. Due to applications in proximity queries, the circular range query problem has been studied extensively [20] . Furthermore, via a standard lifting transformation [9] , the circular range query problem in R In the context of spatial databases, the CTRQ problem is closely related to the optimal sequenced route (OSR) query [23] (also called multi-type nearest neighbor query [18] or transitive nearest neighbor query [25, 26] ). The goal of the OSR query is to preprocess the given m sets of points into a data structure such that given a query point and an order in which to visit the sets, we can report an m-tuple of points, one per set, that minimizes the total travel distance when visited in the specified order. The main difference between the CTRQ problem and the OSR problem is that, in the latter, the goal is to output only one tuple that minimizes the total travel distance, whereas in the former all m-tuples within a specified distance from the query point are to be reported. For the OSR problem, Sharifzadeh et al. [23] have proposed three algorithms, LORD, R-LORD, and PNE that utilize certain threshold values to filter out the non-candidate points. The proposed PNE technique can be adapted to report top-k optimal routes also. A version of the OSR problem where the order of visit to the sets is not specified is proven to be NP-hard and is known as the trip planning query (TPQ). In [15] , Li et al. have developed approximation algorithms for the instance of TPQ where a source and a destination are specified. Kanza et al. [12] have shown polynomial-time heuristics for the constrained version of the TPQ problem. In [6] , Chen et al. have proposed a generalization of the OSR query, called multi-rule partial sequenced route (MRPSR) query, where the order of traversal is defined by a partial order. Due to its practical applications, the OSR problem has been studied extensively and practical solutions have been proposed for many different versions of the problem such as OSR on road networks [17] , k-OSR [24] , interactive route search [13] , traffic-aware OSR [14] , and many others [4, 10, 11, 16, 19] .
Fixed distance 2-CTRQ
Recall the problem that we wish solve: Let B be a set of blue points, B = {b 1 , b 2 , . . . , b n 1 }, and R be a set of red points, R = {r 1 , r 2 , . . . , r n 2 }, in R 2 , where n 1 + n 2 = n. We wish to preprocess the sets, B and R so that for any query point q : (x q , y q ) ∈ R 2 and distance δ, we can report all tuples
Note that in the fixed distance version, δ is known beforehand (during preprocessing).
We first describe an algorithm that uses O (n) space and has a query time of O ((k + 1) log n), where k is the output size.
We then show how to generalize this to a space-query time tradeoff. As mentioned in Section 1.3, the notion of fruitful blue points is central to our approach. Recall that a blue point is a fruitful point if it is part of at least one output tuple for a given q and δ. The following lemma provides a useful characterization of such points. 
Lemma 1. For any b i ∈ B, let r j ∈ R be its closest red point. Let q be a query point and δ the (fixed) query distance. Then b i is fruitful if and only if d(q, b i
To facilitate the identification of such red points, r k , we build a data structure for circular range queries on the set, R, of red points. The above preprocessing steps are shown as Algorithm 1.
As noted in Section 1.4, circular range search in R 2 can be transformed to halfspace range search in R 3 via the lifting map [9] . Likewise, disk stabbing can also be transformed to halfspace range search in R 3 using the lifting map followed by geometric duality [9] . Therefore, the structure DS f and DS t in Algorithm 1 can be implemented as the halfspace range search structures developed in [1] . They occupy O (n) space and answer queries in O (log n + k) time, where k is the output size. 6:
: for all r j ∈ R i do 8:
end for 10: end for 11: return O Additionally, the nearest neighbor-finding structure (Voronoi diagram and point location structure) can be implemented in O (n) space and has a query time of O (log n) [8] .
The query algorithm is shown as Algorithm 2. The first step identifies the set F of blue points by querying DS f and the second step identifies tuples to output by querying DS t .
We argue that a tuple
is found when DS t is queried with b i and radius 
, which implies that r j is found by the query. Hence, (b i , r j ) is reported. This establishes the correctness of the query algorithm.
The first step takes O (log n + k F ) = O (log n + k) time, where k F = |F | is the number of fruitful points and k is the size of the output for the 2-CTRQ query. Crucially, note that k F ≤ k since, by definition, every fruitful point belongs to at least one output tuple. The second step takes O (log n + k i ) time for each b i ∈ F , where k i is the size of output of the circular range search from b i , i.e., the number of red points reported, hence the number of tuples that b i is a part of in the answer set. Therefore, the total time for the second step is
Thus, the second step dominates the overall query time, which is O ((k + 1) log n). Each of the structures V r , DS f , and DS t uses O (n) space, so the total space used is O (n).
An example
We illustrate our algorithm using the point-set of 
Space-time trade-off
Ideally, one would like a query time of O (log n +k) for the 2-CTRQ problem instead of
The roadblock to this is the second step, i.e., the time to perform a circular range query from each fruitful blue point.
For a fruitful point b i , the circular range query takes O (log n + k i ) time, where k i is the number of red points reported. An important observation is that if
Based on this observation, we can divide the fruitful points into two sets; heavy fruitful points, b i , for which k i ≥ log n and light fruitful points, b i , for which k i < log n. The heavy fruitful points are, in fact, "good" points because the output size (k i ) dominates the query overhead (O (log n)), which allows us to absorb the latter inside the former and obtain a query bound of O (k) for such points. On the other hand, for the light fruitful points, the query overhead dominates the output size and, therefore, results in the k log n term in the query time.
Therefore, our approach is to use a simpler data structure for the light fruitful points that avoids the O (log n) query overhead. For the heavy fruitful points, we will continue to use the circular range search structure DS t . Note that we do not know ahead of time which blue points are fruitful and which among these are light or heavy, as this depends on q.
Therefore, we will build the simpler data structure for each blue point b i ∈ B. This structure is merely a linked list, L i , which contains the (log n)-nearest red points to b i , stored in non-decreasing order of their distances from b i (ties broken arbitrarily). To answer a query q, we first identify the set, F , of fruitful blue points using DS f . Next, we classify each b i ∈ F as light or heavy as follows. Let r i denote the last point in L i , i.e., the one that is (log n)-nearest from b i . It is easy to see that if 
Thus the query time for all heavy points queried is O (k). Thus the total time for the second step of the 2-CTRQ query is O (k). The overall query time, inclusive of the first step, is hence O (log n + k), which improves upon the bound of O ((k + 1) log n) obtained previously. This improvement comes at the expense of a slightly higher space bound of O (n log n) since we store a list L i of length log n with each b i ∈ B.
The preceding approach can be generalized. For a user-specified integer parameter t, 1 ≤ t ≤ log n, we store a list of the 
log n) over all heavy points. The time for the light points continues to be O (k), as before. Therefore, the overall time for the 2-CTRQ query, inclusive of the first step, is
) log n) and the space requirement is O (nt). For example, if t = log n then we get a scheme with O (n log n) space and O (log n + k log n) query time. ) log n) time using O (nt) space, where t is a user-specified parameter, 1 ≤ t ≤ log n and k is the output size. In particular, t = 1 (resp. t = log n) yields a solution with O ((k + 1) log n) (resp. O (log n + k)) query time and O (n) (resp. O (n log n)) space.
Variable distance 2-CTRQ
In this section, we discuss our solution for the variable distance 2-CTRQ problem. As before, we present a two-step solution for this problem, where, in the first step, we find the set of fruitful points and, in the second step, we explore B and R using the fruitful points to form and report the tuples. However, the challenge now is that δ is not known at preprocessing time. Therefore it is not possible to build the disk stabbing data structure DS f to find the fruitful blue points. In the rest of this section we discuss alternative methods to find these fruitful points. (The second step of our query algorithm remains unchanged as it does not rely on knowing δ at preprocessing time.)
It an algorithm for finding fruitful points that is based on a certain geometric transformation. Then in Section 3.2, we describe a method based on additively-weighted higher-order Voronoi diagrams to find the fruitful points. In Section 3.2.1 we show how to improve the storage requirement of the method of Section 3.2 using a graph traversal technique to record certain information compactly. In Section 3.2.2 we discuss briefly how to also improve the query time by using a probabilistic method to suitably partition the points in preprocessing. (The query time remains deterministic.) Finally, in Section 3.3, we describe the overall algorithm for the variable distance 2-CTRQ problem.
Geometric transformation-based algorithm for fruitful points
The main idea behind this approach is to transform the weighted blue points in R 2 to (unweighted) points in R 4 in such a way that the solution to a certain half-space range search problem on these points in R 4 yields the desired fruitful points in R 2 . We propose the following transformation:
2. Query point q = (x q , y q ) in R 2 with query distance δ is mapped to hyperplane q in R 4 defined by the equation
The following lemma establishes the desired property of this transformation.
Lemma 2. Consider the transformation given above. Then, for any b i ∈ B, d(q, b i ) + w(b i ) ≤ δ if and only if b i is on or below q .
Proof. We have
Based on Lemma 2, we transform the weighted blue points in R 2 to points in R 4 and create a data structure for half-space range search on these points in R 4 . Given q and δ, we compute q and query the data structure with q to find the points that are on or below q , hence the fruitful points. The query algorithm is shown as Algorithm 3.
As mentioned in Section 1. 
Finding fruitful points via additively-weighted higher-order Voronoi diagrams
Recall that each of the k F fruitful blue points, b i , satisfies a distance constraint relative to q; specifically, d(q, b i ) + w(b i ) ≤ δ. Therefore, if the points of B are ordered by non-decreasing weighted distance from q, then the fruitful points are exactly the first k F points in this order. In other words, the fruitful points constitute the set of k F -closest neighbors of q, under the weighted distance function.
Thus, we find fruitful points by finding the k F -closest neighbors of q, under weighted distance. To accomplish this, we could build on the points of B an order-k F additively-weighted Voronoi diagram in the plane [21] . This diagram partitions the plane into cells and associates with each cell a set of k F blue points (called generators) that are the k F -closest neighbors, under weighted distance, of any point p ∈ R 2 lying in the cell. (The ordering of the generators can be different for different points p in the cell.) Thus, the generators associated with the cell containing q (determined via point location in the diagram) constitute the desired fruitful points.
Unfortunately, this approach is not feasible since q and δ are not known beforehand, hence k F is not known at preprocessing time. Therefore, we build the following data structure. We create a complete binary tree, T , on the points of B where at most h = c log n points, in any order, are stored at the leaves, for some constant c ≥ 1. (In Section 3.2.2, we show that a more careful distribution of points can further improve the query time.) At each non-leaf node v ∈ T (including the root), we store an order-h additively-weighted Voronoi diagram V h (v) built on the set, B(v), of points stored at the leaves of the subtree rooted at v. We also build a data structure for doing point location in V h (v) .
Given q and δ, we explore T , starting at the root, to determine the fruitful points as follows. We analyze the query time as follows. For a given q and δ, each node v of T that is explored in the search is of one of two types: (i) v is a non-leaf node for which k v ≥ h. We do not report any fruitful points at v but instead explore v's children. We call v a non-terminal node. And (ii) v is a non-leaf for which k v < h or a leaf. We report fruitful points (if any) at v and abandon the search below v. We call v a terminal node.
The time spent at a non-terminal node, for point location and for checking the generators, is O (log n + h) = O (log n). Similarly, for the time spent at a terminal node that is not a leaf of T . At a terminal node that is a leaf, we spend O (h) = O (log n) time. Therefore, to complete the query time analysis, we need to only upper-bound the number of terminal and non-terminal nodes.
The number of terminal nodes is at most twice the number of non-terminal nodes, since a terminal node that is not the root has a non-terminal node as parent and since T is binary. Therefore the total number of terminal and non-terminal nodes is at most three times the number of non-terminal nodes plus one. (The one extra node in the count handles the case where the root is the only terminal node in the search.) To upper-bound the number of non-terminal nodes, consider any such node v. We charge one unit for v and distribute this charge uniformly over the k v ≥ h fruitful points in v's subtree, which results in a charge of at most 1/h to each of these fruitful points. In the worst case, any fruitful point in T is charged at most 1/h in this way for each non-terminal node to whose subtree it belongs. Since the height of T is O (log n), this results in a total charge of O ((log n)/h) = O (1) per fruitful point. It follows that the total number of terminal and non-terminal nodes is O (1 + k F ) . Thus, the query time is [21] . For nodes v at the same depth in T , the sets B(v) are pairwise disjoint. Therefore, the total size of V h (v) at these nodes v is O (h 2 n). Since the maximum depth in T is O (log n), the total space used is O (h 2 n log n) = O (n log 3 n).
Reducing the space used
The space usage can be improved as follows. We record the "time" when a vertex is visited during the tour using a sequence of integers 1, 2, . . . , 2|V h (·)| − 1. (The largest label is easily seen to be 2|V h (·)| − 1.) During the traversal, we maintain a list of h "active" generators, i.e., generators associated with the Voronoi cell corresponding to the current vertex in tour. Each edge traversal results in deletion of a generator and insertion of another generator in this list. With each generator, we associate a time interval when it was active during the traversal. Note that each edge traversal ends an interval for a generator (deletion of a generator) and starts a new interval for another generator (insertion of a generator). Therefore, the total number of intervals is O (|V h (·)|) . We store these intervals in an interval tree T I . With each Voronoi cell, we also store a time-stamp of the visit of the corresponding vertex of the dual graph during the traversal. (If multiple time-stamps are associated with a vertex, we pick any one.)
To find the generators of the cell containing q, we query T I with the time-stamp associated with the cell to find the intervals stabbed by it and report the generators corresponding to the stabbed intervals. 
With this technique, the space at any node v of T (inclusive of the interval tree) is 
Improving the query time
We describe a different way of creating the data structure described in Section 3.2 so that the desired fruitful points can be found in O (log n + k F ) time. The data structure is built in preprocessing using a probabilistic method; however, the query time is deterministic. The approach follows closely the techniques used by Chazelle et al. [5] , so our discussion here is brief. We refer the reader to [5] for details.
One drawback of assigning h = c log n points in any order to the leaf nodes of T is that, for some q and δ, it is possible that the number of fruitful points is h (for example) and all of them are stored in a single leaf node. In this case the fruitful points are each assigned a charge of 1/h at O (log n) nodes, which is too much as it leads to the O ((1 + k F ) log n) query time shown in Section 3.2.1. To avoid this situation, we use a probabilistic approach to assign points to the leaf nodes of T is such a way that for any pair of intermediate nodes v, w ∈ T , if w is a child of v, then the following holds true for any q:
where N h(·) (B(·), q) represents the set of h(·) = c log |B(·)| points in B(·) that are closest to q and d > 0 is a constant. This condition ensures that sufficiently many new fruitful points are "exposed" at w to absorb the cost of exploring at w. It has been shown by Chazelle et al. [5] , in the context of circular range search, that there exist constants c, d, and n 0 such that for n ≥ n 0 , the desired assignment is possible with probability at least 1/2. Their result does not depend on the underlying distance metric and, therefore, is valid for our weighted distance too. Based on this discussion, we create the data structure mentioned in Section 3.2 with the following modifications. We create a complete binary tree T on points of B and assign max{h, n 0 } points of B to the leaves of T as described above. Also, at each intermediate node v ∈ T , we build an order-h(v) additively-weighted Voronoi diagram, V h(v) (v), on B(v) and a point location data structure on V h(v) (v) . The query process remains the same. It is clear that the space usage for this data structure remains O (n log 2 n). By an analysis similar to the one in [5] it can be shown that the query time for this approach is O (log n + k F ). 
Putting it all together: The overall algorithm for variable distance 2-CTRQ
Recall that the first step is to find the fruitful blue points with respect to q and δ and the second step is to explore from each fruitful blue point and form and report (blue, red) tuples. Section 3.1, Section 3.2.1, and Section 3.2.2 have addressed the first problem and the bounds are summarized in Lemma 3, Lemma 4, and Lemma 5, respectively. The second step is identical to the second step for the fixed distance 2-CTRQ problem in Section 2. Theorem 1 summarizes the bounds for the fixed distance 2-CTRQ problem and these are also the bounds for the second step for that problem.
For simplicity, we will focus on the pair of bounds at the extremes, i.e., O (n) (resp. O (n log n)) space and O ((k + 1) log n) (resp. O (log n + k)) query time, corresponding to the parameter value t = 1 (resp. t = log n), although it is possible to consider bounds corresponding to other values of t as well.
It is now straightforward to combine a pair of bounds, one for each step, to obtain the overall bounds for the variable distance 2-CTRQ problem. (Note that the number, k F , of fruitful points is at most the output size k.) Theorem 2 below lists the four possibilities. (Of the six possibilities, two have the same space and query time bounds and one is strictly worse than the others; these have been eliminated.)
Theorem 2. A variable distance 2-CTRQ query on a set of n red and blue points can be answered in either
(i) O ( √ n log O (1) n + k log n) time using O (n) space, or (ii) O ( √ n log O (1) n + k) time using O (n log n) space, or (iii) O ((1 + k) log n) time using O (n log 2 n) space, or (iv) O (log n + k) time using O (n log 2 n) space.
(The bounds in (iv) involve a data structure that is built probabilistically in
preprocessing; the query time is deterministic.)
Handling more than two colors
In this section, we discuss an approach to solve the CTRQ problem for m > 2 colors using the solution for 2-CTRQ. Recall the CTRQ problem for m > 2 colors: Let S be a set of n points in R (c 1 , . . . , c m ) be a given ordering of the colors. We wish to preprocess S into a suitable data structure so that for any query point q in R 2 and a distance δ > 0, we can report all tuples (p 1 , . . . , p m ) ,
Note that here δ > 0 can be fixed or variable.
As before, we present a two-step solution for this problem: In the first step, we find the set of fruitful points of color c 1 and, in the second step, we explore from each such fruitful point the points of color c 2 , . . . , c m to form and report the tuples. However, the challenge now is that we have more than two colors and therefore Lemma 1 cannot be applied directly to assign weights to the points of color c 1 . Also, due to the same reason, in the second step we cannot use circular range search to explore the points of color c 2 , . . . , c m to form and report the tuples. In the rest of this section we discuss how to overcome these issues.
As mentioned in Section 1.3, the idea of fruitful points is central to our approach. 
Proof. The case i = 1 is true by assumption since P 1 = P . Let i > 1 and assume that P i is not optimal for p i and let Our goal is to eventually assign weights (as defined above) to the points of C 1 . Based on the above discussion, we preprocess the sets C m−1 , C m−2 , . . . , C 1 , in that order, and assign weights to the points of each set. For any point p i ∈ C i , 1 ≤ i < m, w(p i ) is computed by finding the point p i+1 ∈ C i+1 that minimizes the sum of w(p i+1 ) and the Euclidean distance between p i and p i+1 . This involves building an additively-weighted Voronoi diagram on the points of C i+1 , using the weights found in the previous step (or weight zero if i + 1 = m) and querying this with each point of C i .
With this weight assignment, the problem of finding fruitful points of C 1 for a q and δ boils down to finding (similar to the case of m = 2 colors) a set of weighted points p 1 ∈ C 1 such that d(q, p 1 ) + w(p 1 ) ≤ δ and, therefore, we can find the fruitful points by using the solution in Section 2 or Section 3 (for the fixed distance or the variable distance CTRQ problem, respectively).
Recall that the second step is to explore the points of color c 2 , . . . , c m to form and report the tuples, i.e., for each fruitful point p 1 ∈ C 1 , the goal is to identify all the (m −1)-tuples (p 2 , . . . , p m p 1 ), i.e., d(p 1 , p 2 ) + w(p 2 ) ≤ δ − d(q, p 1 ), i.e., p 2 ∈ C 2 is a fruitful point for the "query" point p 1 and query distance δ − d(q, p 1 ) with color sequence C S = (c 2 , . . . , c m ). (Note that p 2 is an input point that functions as a "query" point here.) Therefore, for the second step, we recursively solve the variable distance CTRQ problem using the fruitful points as "query" points with query distance and ordering of colors adjusted appropriately. (The problem to be solved is of the variable distance type since successive query distances (e.g., δ − d(q, p 1 )) are not known beforehand even if δ itself is.) We terminate the recursion when only two colors are left to process. At this point, we use the solution for variable distance 2-CTRQ. We form tuples as we backtrack and finally report the tuples so formed as the answer set.
Analysis
Let Q fix (m, n) (resp., Q var (m, n)) be the query time for the fixed (resp., variable) distance CTRQ problem on n points and m colors. Let Q F ,fix (n) (resp., Q F ,var (n)) be the time to find fruitful points in a set of n points for the fixed (resp., variable) distance CTRQ problem. For m ≥ 3, the above discussion leads to the following recurrence relations.
where k F 2 is the number of fruitful points of the second color in CS for q and δ. We use m = 3 as the base case for the above recurrences. For m = 3, the query time for the fixed distance CTRQ problem is Q fix (3, n) (2, n) We use the results mentioned in Theorem 2 for Q var (2, n) to derive the corresponding space and time bounds for Q fix (3, n) . For example, using Q var (2, n) = O (log n + k) (with space usage O (n log 2 n)), we get Q fix (3, n) 
Here, k i is the output size for ith fruitful point and
(Note that the product of the number of fruitful points of each color is at most the output size k and, hence, the number of fruitful points of each color is at most k.) The space usage for Q F ,fix (n) is O (n), therefore, the overall space usage is bounded by the space usage of the variable distance 2-CTRQ problem, and hence, is O (n log 2 n). Note that Q fix (3, n) k) log n) time using O (n log 2 n) space, (iii) O (log n + k) time using O (n log 2 n) space (using a probabilistically-computed data structure).
Using m = 3 as the base case for the recurrence relations in Eqs. (1) and (2), the space and time bounds for the fixed (resp. variable) distance CTRQ problem can be verified to be as listed in Theorem 3 (resp. Theorem 4). (Of the four possibilities, one is strictly worse than others in both space and time, and is hence eliminated.) Note that the space bounds are independent of m. This is because the structure built on points of color c i uses space proportional to |C i | = n i (e.g. O (n i ) or O (n i log 2 n i )), so the total space is proportional to m i=1 n i = n. 
Conclusion
We have presented a new query-retrieval problem on sets of colored points. Given a query point q and a distance δ, the goal is to report all tuples of points, one of each color in a prescribed ordering of the colors, such that the total distance from q through the sequence is no more than δ. We have given efficient solutions for the fixed distance and variable distance version of this problem, where δ is known beforehand or known only at query time, respectively.
We close by mentioning some avenues for further research. An obvious open question is to improve upon the algorithms presented here. A second direction is to restrict the search to a query range (e.g., an axes-parallel rectangle) specified by the user. This is quite natural since a user is often interested in visiting points (e.g. venues) in a geographical region of interest (e.g. a few city blocks). For this range version of CTRQ problem, we are able to show that it is unlikely that a solution exists that simultaneously achieves low space (close to linear) and low query time (polylogarithmic). This is via a reduction from the well-known Set Intersection problem [7] . However, it would still be useful to explore algorithms that are highly efficient in terms of space or query time or demonstrate a good trade-off between the two. Finally, it would be interesting to extend the CTRQ problem to graphs (i.e., road networks), where distances are measured along the edges of the graph (instead of in the Euclidean plane).
