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Abstract
Nearly 60 years ago, La´szlo´ Fuchs posed the problem of determining which groups
can be realized as the group of units of a commutative ring. To date, the question
remains open, although significant progress has been made. Along this line, one could
also ask the more general question as to which finite groups can be realized as the
group of units of a finite ring. In this paper, we consider the question of which 2-
groups are realizable as unit groups of finite rings, a necessary step toward determining
which nilpotent groups are realizable. We prove that all 2-groups of exponent 4 are
realizable in characteristic 2. Moreover, while some groups of exponent greater than 4
are realizable as unit groups of rings, we prove that any 2-group with a self-centralizing
element of order 8 or greater is never realizable in characteristic 2m, and consequently
any indecomposable, nonabelian group with a self-centralizing element of order 8 or
greater cannot be the group of units of a finite ring.
1 Introduction
The purpose of this paper is to describe which finite 2-groups occur as the unit group
of a finite ring. Throughout, all rings are associative and unital. For a ring R, R×
denotes the group of units of R. Given a group G, we say that G is realizable if
there exists a ring R such that R× = G. Determining whether a group or family
of groups is realizable has come to be called Fuchs’ problem after La´szlo´ Fuchs, who
posed the question of characterizing the groups that can occur as the group of units of
a commutative ring [12, Problem 72, p. 299].
To date, no complete answer has been given to Fuchs’ problem, although many par-
tial answers or modifications have been produced. In [14], Gilmer determined all finite
commutative rings R such that R× is cyclic; more recently, Dolzˇan [11] characterized
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finite rings whose group of units is nilpotent (thus correcting an erroneous solution to
this problem given in [18, Cor. XXI.10]). All finite realizable groups of odd order were
described by Ditor in [9]. In the past decade, Davis and Occhipinti determined all
realizable finite simple groups [6], as well as all realizable alternating and symmetric
groups [5]. During the same time period, Chebolu and Lockridge solved Fuchs’ prob-
lem for dihedral groups [2]. Several other recent articles have investigated realizable
groups in the traditional commutative setting [1, 3, 4, 7, 8].
A natural first generalization of Fuchs’ original problem, further motivated by
Dolzˇan’s work [11], is to ask which nilpotent groups can be realized as the group
of units of a finite ring. Given that a finite nilpotent group G is the direct product of
its Sylow subgroups, by the work of Ditor [9], sufficient conditions for G to be realizable
can be obtained by studying which 2-groups are realizable as the group of units of a
finite ring. This is the aim of the present paper.
While we are not able to provide a complete classification of realizable 2-groups,
we will present partial results that apply to large classes of 2-groups. Not every 2-
group is realizable, and the exponent of the group turns out to be a significant factor
in determining realizability. Indeed, all of our most significant theorems, which are
stated below, involve conditions on the exponent of the group.
Theorem 1.1. If G is a 2-group of exponent 4, then G is realizable as the group of
units of a ring with characteristic 2.
Higman [15] and Sims [22] determined lower and upper bounds, respectively, on the
number of isomorphism classes of finite 2-groups. It follows from their work that
log(# of groups of order 2n with exponent 4)
log(# of groups of order 2n)
→ 1
as n → ∞. Thus, Theorem 1.1 implies that many, perhaps even most, finite 2-groups
are realizable in characteristic 2. For example, a calculation in GAP [13] shows that
exactly 8791062 out of 10494213 groups of order 512 have exponent 4, which comes
out to about 83.8% of all groups of order 512.
For 2-groups of exponent at least 8, the situation is much more nebulous. In Section
2, we will prove that if G is a nonabelian, indecomposable 2-group and G = R× for
a finite ring R, then the characteristic of R must be 2m for some m > 1 (Proposition
2.4). This allows us to narrow our focus to rings of characteristic 2m. In some cases,
we are able to prove that 2-groups of large exponent are not realizable in characteristic
2, or not realizable at all.
Theorem 1.2. Let n > 1, let G be a 2-group of order 2n that is realizable in charac-
teristic 2m, and let L = ⌈log2(n+ 1)⌉. Then, the exponent of G is at most 2
L+m−1.
Theorem 1.3. Let G be a finite 2-group. Assume that there exists a ∈ G such that
|a| > 8 and CG(a) = 〈a〉. Then, G is not realizable in characteristic 2
m for any m > 1.
Theorem 1.3 can be applied to some well known families of groups of order 2n,
including cyclic groups (for n > 3), generalized quaternion groups (for n > 4), and
quasidihedral groups (for n > 4). Hence, none of these groups is realizable in char-
acteristic 2m, and the latter two families—being nonabelian and indecomposable—are
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not realized by any finite ring. By contrast, there exist realizable 2-groups of arbi-
trarily large exponent. For instance, when m > 3, the unit group of the integers mod
2m is isomorphic to C2m−2 × C2—which has exponent 2
m−2—and thus this group is
realizable in characteristic 2m.
The paper is organized as follows. In Section 2, we set up our basic notation and
translate the question of realizing a 2-group G to the study of residue rings of group
rings over G. Section 3 is devoted to the proof of Theorem 1.1, while Section 4 focuses
on Theorems 1.2 and 1.3. Finally, in Section 5, we collect a number of intriguing
examples and questions about the existence of 2-groups satisfying certain properties
(e.g., Question 5.9: Does there exist an indecomposable 2-group that is realizable in
characteristic 2m for some m > 2, but is not realizable in characteristic 2?). While
we are able to provide many answers, some examples raise more questions than they
answer, which will hopefully inspire future investigation.
2 Preliminaries
We begin by recalling some standard notation and terminology. For any positive integer
n, Zn denotes the ring of integers mod n. For a prime power pn, Fpn is the finite field
with pn elements. A group is indecomposable if it is not isomorphic to a direct product
of two nontrivial groups. Likewise, a ring is indecomposable if it is not isomorphic to a
direct product of two nontrivial rings. The characteristic of R is denoted by char(R).
For a finite group G and ring R, R[G] will denote the group ring of G over R. The
elements of R[G] are sums of the form
∑
g∈G λgg, where each λg ∈ R. These sums
are added componentwise, and are multiplied by using the rule (λgg) · (λhh) = λgλhgh
and extending linearly. Usually, our group rings will be over Zm for some m > 2. In
this situation, G is a subgroup of (Zm[G])×, and we will show shortly that much of
the work needed to decide whether G is realizable in characteristic m comes down to
considering residue rings of Zm[G].
Next, we collect some elementary, but extremely useful, observations about finite
rings and their unit groups in characteristic m.
Lemma 2.1. Let G be a finite group and let m > 2. If G is realizable in characteristic
m, then Z×m 6 Z(G). Hence, there are only finitely many possible characteristics in
which G could be realized.
Proof. Let R be a ring of characteristicm such that R× = G. Then, R contains a copy
of the ring Zm that is central in R, and hence Z×m 6 Z(G). The second claim is true
because for a fixed finite group G, it is possible to find k such that |Z×m| > |G| for all
m > k.
As noted in [6, Lem. 6] and [2, Prop. 2.2], if R is a ring of characteristic m such
that R× ∼= G, then the natural embedding G → R extends to a ring homomorphism
φ : Zm[G]→ R. The image of φ is a (possibly proper) subring of R that also has group
of units isomorphic to G. Hence, we obtain the following lemma, which is the basis for
much of our subsequent work.
3
Lemma 2.2. [6, Lem. 6], [2, Prop. 2.2] Let G be a finite group and let m > 2. If G is
realizable in characteristic m, then there exists a two-sided ideal I of Zm[G] such that
(Zm[G]/I)× ∼= G.
In the case of 2-groups, we have the following theorem of Dolzˇan that gives a broad
description of those finite rings R for which R× is a 2-group.
Theorem 2.3. [10, Cor. 4.4] Let G be a finite 2-group, and let R be a finite ring
such that R× ∼= G. Then, R is a direct product of rings, where every direct factor is
isomorphic to one of the following rings:
1. The field F2k+1, where 2k + 1 is a power of a prime.
2. The field F2.
3. A local 2-ring.
4. The ring {[ a b0 c ] : a, c ∈ F2, b ∈ V }, where V is a vector space over F2.
5. A 2-ring such that its group of units G can be written as a product of its two
proper subgroups, either e+eG and e+eG, or e+Ge and e+Ge, for a nontrivial
idempotent e.
For products of nonabelian, indecomposable 2-groups, we can say more.
Proposition 2.4. Let G =
∏k
i=1Gi, where k > 1 and each Gi is a nonabelian,
indecomposable 2-group. If G is the group of units of a finite ring R, then char(R) = 2m
for some m > 1.
Proof. Assume R is such that R× ∼= G. By Theorem 2.3, we may express R as a direct
product R ∼=
∏t
j=1 Rj , where t > 1 and each Rj one of the rings listed in Theorem 2.3.
Note that G ∼=
∏t
j=1 R
×
j . If some Rj is isomorphic to a field F2k+1, then Rj
∼= C2k ,
which violates the assumption that each direct factor of G is nonabelian. Hence, each
ring Rj must be one the types listed in parts 2–5 of Theorem 2.3, and any such ring is
a 2-ring. Therefore, R must have characteristic 2m for some m > 1.
For a direct product of nonabelian, indecomposable 2-groups to be realizable, it
is sufficient that each direct factor be realizable. If such a group G is realized as the
unit group of R, then by Proposition 2.4 the characteristic of R is 2m for some m > 1.
But, Lemma 2.2 shows that we may also assume R is a residue ring of the group ring
Z2m [G]. Hence, it is beneficial to study these group rings more closely.
Lemma 2.5. Let G be a 2-group. Then, for all m > 1, the group ring Z2m [G] is local,
with unique maximal ideal M = {
∑
i λigi :
∑
i λi ≡ 0 mod 2} and residue field F2.
Consequently, the unit group of Z2m [G] is Z2m [G] \M = 1 +M .
Proof. Let A = Z2m [G] and let J be the Jacobson radical of A. By composing the
augmentation homomorphism A→ Z2m with reduction modulo 2, we obtain a surjec-
tive ring homomorphism A→ Z2 with kernel M . The ideal M is maximal, so J ⊆M .
To complete the proof, it suffices to show that M ⊆ J .
Let π : A→ A/2A be the canonical quotient map. Then, A/2A ∼= Z2[G], and π(M)
lies in the augmentation ideal of A/2A. This augmentation ideal is nilpotent [19, Thm.
6.3.1], so π(Mk) = π(M)k = (0) in A/2A for some k > 1. Hence, Mk ⊆ 2A, which
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means that Mkn = (0) in A for some n > 1. Thus, M is a nilpotent ideal, and M ⊆ J
by [18, Prop. IV.7]. Finally, if u ∈ A \M , then u = 1 + a for some a ∈ M , and hence
u is a unit in A.
We summarize the results of this section in the following theorem.
Theorem 2.6. Let G be a finite 2-group that is realizable in characteristic 2m for some
m > 1. Then, there exists a ring R such that R× ∼= G and the following hold:
(i) R is a residue ring of Z2m [G].
(ii) R is local.
(iii) |R| = 2|G|.
(iv) G = 1 +M , where M is the maximal ideal of R.
Proof. Property (i) follows from Lemma 2.2. Let J be the Jacobson radical of Z2m [G]
and let U = 1 + J be the unit group of Z2m [G]. Since the residue field of Z2m [G] is
F2, we have |U | = |J | = 12 |Z2m [G]|. Let π : Z2m [G] → R be the quotient map. Then,
Kerπ is contained in J , so π(J) is the unique maximal ideal of R and G = R× = π(U).
The stated properties of R follow.
3 Groups of exponent 4
Proposition 2.4 and Theorem 2.6 indicate that to see if a 2-group is realizable in
characteristic 2m, we should study Z2m [G] and its residue rings. Unsurprisingly, this is
easiest to do when m = 1, and in this section we will prove the first of several theorems
on the realizability of 2-groups in characteristic 2. Among these is Theorem 1.1, which
shows that any finite 2-group of exponent 4 is realizable in characteristic 2.
Our approach is motivated by the relationship between G and the unit group of
Z2[G]. Recall that if U is a group such that G 6 U , then a normal complement of G
in U is a normal subgroup N of U such that U = GN and G ∩N = {1}.
Lemma 3.1. Let G be a finite 2-group, and let U = (Z2[G])×.
(1) Let I be a two-sided ideal of Z2[G]. Then, 1 + I is a normal subgroup of U .
(2) Assume that G has a normal complement N in U . If 1 +N is a two-sided ideal
of Z2[G], then G is realizable in characteristic 2.
Proof. (1) Let M be the maximal ideal of Z2[G]. Then, I ⊆ M , and U = 1 + M
by Lemma 2.5, so 1 + I ⊆ U . Moreover, since I is an ideal, 1 + I is closed under
multiplication and under conjugation by elements of U . Hence, 1 + I ⊳ U .
(2) Assume that I := 1 + N is a two-sided ideal of Z2[G] and let R = Z2[G]/I.
Then, U surjects onto R×, and the kernel of this map is N , so G ∼= U/N ∼= R×.
If a normal complement of G in (Z2[G])× always produced a corresponding two-
sided ideal of Z2[G], then determining whether G is realizable could be answered solely
by studying (Z2[G])×. Unfortunately, this is not the case; it is possible for a 2-group
to have a normal complement in (Z2[G])× and not be realizable in characteristic 2.
See Question 5.1, where this is discussed for the cyclic group C8 and also a nonabelian
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group of order 16. However, in the special case where G has exponent 4, we are able
to prove that a normal complement of G in (Z2[G])× exists and can be translated into
a two-sided ideal of Z2[G].
Recall that a group G is said to be nilpotent of class n if there exists a central series
of length n, that is, if there exists a normal series
1 = G0 ⊳G1 ⊳ · · ·⊳Gn = G
such that Gi+1/Gi 6 Z(G/Gi). Moreover, a group has nilpotency class 2 if G/Z(G) is
abelian. The next lemma contains properties of groups of nilpotency class 2, which we
will use to prove that all groups of exponent 4 and nilpotency class 2 are realizable. In
what follows, [a, b] denotes the commutator of two elements a, b in a group G.
Lemma 3.2. [21, Proposition VI.1.k] Let G be a group of nilpotency class 2, let a, b be
arbitrary elements of G, and let m,n be arbitrary integers. Then, the following hold:
(i) [am, bn] = [a, b]mn,
(ii) (ab)n = anbn[b, a](
n
2).
Lemma 3.3. Let G be a 2-group of nilpotency class 2 and exponent 4. Then, the
following hold:
(i) for all a, b ∈ G, [b, a]2 = 1,
(ii) for all a ∈ G, a2 ∈ Z(G).
Proof. We will show (i) first. Let a, b ∈ G. Then, since G has exponent 4 and using
Lemma 3.2(ii), we have
1 = (ab)4 = a4b4[b, a]6 = [b, a]2.
Finally, since [b, a2] = [b, a]2 = 1 for all a, b ∈ G by (i) and Lemma 3.2(i), we have that
a2 ∈ Z(G) for all a ∈ G.
In general, the unit group of Zm[G] is decomposable [19, Chap. 8], and we have
(Zm[G])× ∼= Z×m × U1(G),
where U1(G) = {
∑
i λigi :
∑
i λi = 1} is the subgroup of elements with coefficient
sum 1. Of course, when m = 2, (Z2[G])× = U1(G) because Z×2 is trivial. If m = p
is a prime, then U1(G) is known as the mod p envelope of G. The following result
by Moran and Tench provides a sufficient condition for a p-group G to have a normal
complement in the mod p envelope of G (and hence the group of units of Zp[G]) and
is crucial to proving the realizability of groups with exponent 4. (For further work
regarding whether a finite p-group G has a normal complement in U1(G), see [16, 17].)
Lemma 3.4. [20, Theorem 4] Let p be a prime and let G be a finite p-group. Suppose
that there exists a binary operation, ∗, on the set G such that G becomes an elementary
abelian p-group under ∗. Then there exists N ⊳ (Zp[G])
×
such that (Zp[G])
×
/N ∼= G
if for all a, b, c ∈ G the following two conditions hold:
(1) (c(a ∗ b)) ∗ c = (ca) ∗ (cb),
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(2) ((a ∗ b)c) ∗ c = (ac) ∗ (bc).
Moreover,
N = Z×p ×


∑
g∈G
λgg ∈ (Zp[G])
× :
∑∗
g∈G
λ∗gg = 1

 ,
where
∑∗
denotes the summation in G over ∗ and λ∗gg denotes g ∗ g ∗ · · · ∗ g (λg
times).
Let G be a 2-group of nilpotency class 2 and exponent 4, and let {x1, . . . , xn} be
an ordered minimal generating set for G. By Lemmas 3.2 and 3.3, every element of G
can be written uniquely as
n∏
i=1
x
k1,i
i
∏
{i:x2
i
6=1}
(
x2i
)k2,i ∏
{i,j:i<j,[xi,xj ]/∈{xk,x2k,1}}
[xj , xi]
k3,i,j , (3.5)
where each k1,i, k2,i, and k3,i,j is either 0 or 1. We note that, among the xi, x
2
i , and
[xj , xi], the only elements that can be noncentral are the xi. Using the representation
of each group element listed in Equation 3.5, if
a =
n∏
i=1
x
k1,i
i
∏
{i:x2i 6=1}
(
x2i
)k2,i ∏
{i,j:i<j,[xi,xj ]/∈{xk,x2k,1}}
[xj , xi]
k3,i,j
and
b =
n∏
i=1
x
ℓ1,i
i
∏
{i:x2
i
6=1}
(
x2i
)ℓ2,i ∏
{i,j:i<j,[xi,xj]/∈{xk,x2k,1}}
[xj , xi]
ℓ3,i,j ,
then we may define
a ∗ b =
n∏
i=1
x
k1,i⊕ℓ1,i
i
∏
{i:x2
i
6=1}
(
x2i
)k2,i⊕ℓ1,i ∏
{i,j:i<j,[xi,xj]/∈{xk,x2k,1}}
[xj , xi]
k3,i,j⊕ℓ3,i,j , (3.6)
where ⊕ denotes addition modulo 2. For ease of notation, we will write a as the triple
(k1,i; k2,i; k3,i,j), and, if we write b as (ℓ1,i; ℓ2,i; ℓ3,i,j), then we may write
a ∗ b = (k1,i ⊕ ℓ1,i; k2,i ⊕ ℓ2,i; k3,i,j ⊕ ℓ3,i,j).
We will now show that the operation ∗ satisfies the hypotheses of Lemma 3.4.
Proposition 3.7. Let G be a 2-group with nilpotency class (at most) 2 and exponent
4 with a representation of elements as in Equation 3.5. Then, the operation ∗ defined
in Equation 3.6 makes G into an elementary abelian 2-group, and ∗ satisfies equations
(1) and (2) of Lemma 3.4 for all a, b, c ∈ G.
Proof. First, it is clear from the definition of ∗ that (G, ∗) is elementary abelian. We
will check conditions (1) and (2) of Lemma 3.4 in two steps. To start, let xi have
order 4. We will show that the elements in 〈xi〉 satisfy conditions (1) and (2) of
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Lemma 3.4. First, the equations will always hold if any of a, b, or c is 1 or if a = b.
Second, since 〈xi〉 is abelian, equation (1) holds if and only if equation (2) holds, and
c(a∗b) = c(b∗a), (ca)∗(cb) = (cb)∗(ca). This leaves exactly nine possibilities for (a, b, c)
to check: (xi, x
2
i , xi), (xi, x
2
i , x
2
i ), (xi, x
2
i , xi(xi)
2), (xi, xi(xi)
2, xi), (xi, xi(xi)
2, x2i ),
(xi, xi(xi)
2, xi(xi)
2), (x2i , xi(xi)
2, xi), (x
2
i , xi(xi)
2, x2i ), and (x
2
i , xi(xi)
2, xi(x
2
i )). These
calculations are routine and left to the reader.
Next, since (1) and (2) of Lemma 3.4 hold for each 〈xi〉 of order 4, each xi that does
not have order 4 has order 2, and all squares of elements are central (Lemma 3.3(ii)).
Hence, to verify (1) and (2) of Lemma 3.4, it suffices to check that the exponents of
the nontrivial commutators coincide. Let a = (k1,i; k2,i; k3,i,j), b = (ℓ1,i; ℓ2,i; ℓ3,i,j),
and c = (m1,i;m2,i;m3,i,j). For (1), it is routine to verify that the exponent of the
commutator [xj , xi] for each of (c(a∗b))∗c and (ca)∗(cb) is k3,i,j+ℓ3,i,j+(k1,i+ℓ1,i)m1,j .
A similar calculation shows that the exponent of the commutator [xj , xi] for each of
((a∗b)∗c)∗c and (ab)∗(bc) is k3,i,j+ℓ3,i,j+(k1,j+ℓ1,j)m1,i. Therefore, each of conditions
(1) and (2) of Lemma 3.4 hold for G with the operation ∗ for all a, b, c ∈ G.
Let G be a group with exponent 4. In general, there exists a polycyclic generating
sequence x1, . . . , xk for G such that each element g ∈ G may be expressed uniquely as
g =
k∏
i=1
xdii ,
where each di is either 0 or 1. Moreover, we may assume that
Z(G) = 〈xi : i > r〉
for some integer r, 0 6 r 6 k − 1. Given such a polycyclic presentation for G, if
a =
k∏
i=1
xkii , b =
k∏
i=i
xℓii ,
then define the operation ∗ as above by
a ∗ b :=
k∏
i=1
xki⊕ℓii , (3.8)
where ⊕ indicates addition modulo 2.
Proposition 3.9. Let G be a 2-group with exponent 4. Then, there exists a polycyclic
generating set for G such that the operation ∗ defined as in Equation 3.8 makes G into
an elementary abelian 2-group, and ∗ satisfies equations (1) and (2) of Lemma 3.4 for
all a, b, c ∈ G.
Proof. We will proceed by induction on the nilpotency class of G, with the base case
provided by Proposition 3.7. Assume that the result is true for all groups with exponent
4 and nilpotency class n, for some n > 2, and let G be a group with exponent 4 and
nilpotency class n+ 1. This means that G/Z(G) has exponent 4 and nilpotency class
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n, and so there exists a polycyclic generating set for G/Z(G) such that the operation ∗,
defined as in Equation 3.8, satisfies equations (1) and (2) of Lemma 3.4 for all elements
of G/Z(G). Moreover, if x denotes the image of an element x of G in G/Z(G), we
may assume that there exists an s > 1 and a polycyclic generating sequence x1, . . . xk
of G such that x1, . . . xs is a polycyclic generating sequence of G/Z(G) satisfying the
inductive hypothesis and xs+1, . . . , xk is a polycyclic generating sequence for Z(G).
For y ∈ G, if y =
∏k
i=1 x
ti
i , where each ti is either 0 or 1, let y = y0yz, where
y0 =
s∏
i=1
xtii , yz =
k∏
i=s+1
xtii ∈ Z(G).
Note that, for all g, h ∈ G, g ∗ h = (g0 ∗ h0)(gz ∗ hz).
Let a, b, c ∈ G. Then,
(c(a ∗ b)) ∗ c = (c0cz((a0az) ∗ (b0bz))) ∗ (c0cz)
= (c0cz((a0 ∗ b0)(az ∗ bz))) ∗ (c0cz)
= (c0(a0 ∗ b0)cz(az ∗ bz)) ∗ (c0cz),
and, if c0(a0 ∗ b0) = d, we have
(c(a ∗ b)) ∗ c = (d0dzcz(az ∗ bz)) ∗ (c0cz)
= (d0 ∗ c0)((dzcz(az ∗ bz)) ∗ cz).
On the other hand,
(ca) ∗ (cb) = ((c0cz)(a0az)) ∗ ((c0cz)(b0bz))
= (c0a0czaz) ∗ (c0b0czbz),
and, if c0a0 = e and c0b0 = f , we have
(ca) ∗ (cb) = (e0ezczaz) ∗ (f0fzczbz)
= (e0 ∗ f0)((ezczaz) ∗ (fzczbz)).
By inductive hypothesis, d0 ∗ c0 = e0 ∗ f0. We also note that ezaz is precisely the
central part of c0a, i.e., using somewhat clunky notation, ezaz = (c0a)z. Similarly,
fzaz = (c0b)z and dz(az ∗ bz) = (c0(a ∗ b))z, and it hence follows that
dz(az ∗ bz) = (c0(a ∗ b))z = (c0a)z ∗ (c0b)z = (ezaz) ∗ (fzbz),
since both (c0(a ∗ b))z and (c0a)z ∗ (c0b)z represent the central elements xs+1, . . . , xk
that are present in the unique expression in the polycyclic generating set of either c0a
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or c0b but not both. Putting this all together, we have
(c(a ∗ b)) ∗ c = (d0 ∗ c0)((dzcz(az ∗ bz)) ∗ cz)
= (e0 ∗ f0)(cz((ezaz) ∗ (fzbz)) ∗ cz)
= (e0 ∗ f0)((ezczaz) ∗ (fzczbz))
= (ca) ∗ (cb),
where the next to last equality follows from the fact that an abelian group of exponent
4 satisfies equations (1) and (2) of Lemma 3.4. The proof that ((a∗ b)c)∗ c = (ac)∗ (bc)
for all a, b, c ∈ G is analogous, and, therefore, equations (1) and (2) of Lemma 3.4 hold
for all groups of exponent 4.
Proposition 3.9 proves that every group of exponent 4 has a normal complement in
its mod 2 envelope; again, we refer the curious reader to [16, 17, 20] for more details.
We can now prove Theorem 1.1, which shows that any 2-group of exponent 4 is
realizable in characteristic 2.
Proof of Theorem 1.1. By Proposition 3.9, G satisfies the hypotheses of Lemma 3.4
with the binary operation ∗ as defined in Equation 3.8. By Lemma 3.4, the subgroup
N :=


∑
g∈S
g : S ⊆ G, |S| odd,
∑∗
g∈S
g = 1


is normal in (Z2[G])
×
and (Z2[G])
×
/N ∼= G. In order to show that G is realizable, it
suffices to show that I := 1 +N is an ideal of Z2[G]. Indeed, we have
I =


∑
g∈S
g : S ⊆ G, |S| even,
∑∗
g∈S
g = 1

 .
Since ∗ is an associative, commutative binary operation, it is clear that I is closed under
addition. Moreover, using (1) and (2) of Lemma 3.4 and proceeding by induction on
n, if g ∈ G and each gi ∈ G, then
n∑∗
i=1
(gig) =
(
n∑∗
i=1
gi
)
∗
(
n∑∗
i=1
g
)
and
n∑∗
i=1
(ggi) =
(
n∑∗
i=1
g
)
∗
(
n∑∗
i=1
gi
)
.
When n is even and x =
∑n
i=1 gi ∈ I, this shows that both gx, xg ∈ I. Since I is
closed under addition, this shows that I is an ideal, and, therefore, the group of units
of Z2[G]/I is isomorphic to G by Lemma 3.1(2).
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As was mentioned in the introduction, it is possible to show that many groups of
order 2n have exponent 4, and we will expand upon that further here. Suppose that
there are 2A(n)·n
3
groups of order 2n. Higman [15] showed that A(n) > 2/27+O(n−1)
by considering only groups of exponent 4 and nilpotency class 2. On the other hand,
Sims [22] proved that A(n) 6 2/27 +O(n−1/3), which indeed proves that
log(# of groups of order 2n with exponent 4)
log(# of groups of order 2n)
→ 1
as n→∞. It seems very likely that a large ratio of groups of order 2n have exponent
4, perhaps even almost all as n → ∞. At any rate, our results prove that at least
22n
3/27+O(n2) out of the groups of order 2n are realizable as groups of units of finite
rings.
We end this section by noting that the condition thatG have exponent 4 is necessary
to the proof of Theorem 1.1. (It is in fact necessary to the statement as well; see
Example 5.1.) To see what goes wrong with exponent at least 8, suppose x1 is a
generator of G of order 8. We present G using a polycyclic generating sequence and
use the product defined in Equation 3.8. Since x1 has order 8, in order to make G
elementary abelian under the operation ∗, we must include x1, x
2
1, and x
4
1 in our list of
generators, so any element of 〈x1〉 can be written in the form x
n1
1 (x
2
1)
n2(x41)
n3 , where
each ni is either 0 or 1. Let a = x1, b = x1(x
2
1), and c = x1. Then,
(c(a ∗ b)) ∗ c =
(
x1
(
x1 ∗ x1(x
2
1)
))
∗ x1 = x
2
1,
whereas
(ca) ∗ (cb) = (x21) ∗ (x
4
1) = (x
2
1)(x
4
1),
showing the necessity of exponent 4 to the proofs of Propositions 3.7 and 3.9 and hence
(more generally) to the proof of Theorem 1.1.
4 Groups of large exponent
Our goal in this section is to prove Theorems 1.2 and 1.3, which allow us to conclude
that some 2-groups are not realizable in characteristic 2m. We shall prove Theorem
1.2 first by a straightforward counting argument.
Lemma 4.1. Let m > 1. Then, for all 1 6 k 6 2m−1, the product
(
2m
k
)
·2k is divisible
by 2m+1.
Proof. Let v2 be the 2-adic valuation, i.e., for all positive integers n, v2(n) equals the
exponent of the largest power of 2 that divides n. Let ℓ = ⌊log2(k)⌋. As is well-known,
Legendre’s formula states that
v2(k!) =
ℓ∑
i=1
⌊
k
2i
⌋
.
Clearly,
ℓ∑
i=1
⌊
k
2i
⌋
6
ℓ∑
i=1
k
2i
6 k
ℓ∑
i=1
1
2i
< k,
11
and since v2(k!) is an integer, we have v2(k!) 6 k − 1. Thus,
v2(
(
2m
k
)
· 2k) > v2(2
m)− v2(k!) + v2(2
k) > m− (k − 1) + k = m+ 1,
as desired.
Lemma 4.2. Let m > 1 and let t be an indeterminate. Then, (1 + 2t)2
m−1
= 1 in the
polynomial ring Z2m [t].
Proof. Apply the Binomial Theorem and Lemma 4.1.
We are now able to prove Theorem 1.2.
Proof of Theorem 1.2. Since G is realizable in characteristic 2m, by Theorem 2.6 there
is a residue ring R of Z2m [G] such that R× = G, R is local with maximal ideal M , and
M = 1 +G.
The idealM is nilpotent; let k be the smallest positive integer such thatMk = {0}.
Then, for each 1 6 i 6 k − 1, we have M i %M i+1. Since |M | = |G| = 2n, this implies
that k 6 n+ 1.
Next, fix g ∈ G. Then, 1 + g ∈ M , so (1 + g)k = 0; in fact, (1 + g)ℓ = 0 for all
ℓ > n+ 1. Let L = ⌈log2(n+ 1)⌉ as in the statement of the theorem. Then, 2
L is the
smallest power of 2 greater than or equal to n + 1, so (1 + g)2
L
= 0. Note that
(
2L
i
)
is even for each 1 6 i 6 2L − 1. Hence, applying the Binomial Theorem to (1 + g)2
L
shows that
0 = (1 + g)2
L
= 1+ g2
L
+ 2α
for some α ∈ R. Rearranging this equation gives g2
L
= −(1+ 2α), and by Lemma 4.2,
g2
L+m−1
= (g2
L
)2
m−1
= (−1)2
m−1
(1 + 2α)2
m−1
= 1.
Since g ∈ G was arbitrary, we conclude that the exponent of G is at most 2L+m−1.
The proof of Theorem 1.3 is more complicated. We will first establish Theorem
4.4, which provides more restrictions on the exponents of 2-groups that are realizable
in characteristic 2. One of these restrictions also holds in characteristic 4, and this is
enough for us to prove Theorem 1.3.
We begin with a computational lemma.
Lemma 4.3. Let t be an indeterminate, let N > 2, and let k > 1 be odd. Let I be
the ideal of the polynomial ring Z2[t] generated by 1 + t2
N
and 1 + t+ t2 + tk, and let
R = Z2[t]/I. If k ≡ 1 mod 4, then t2 = 1 in R; and if k ≡ 3 mod 4, then t4 = 1 in
R.
Proof. In what follows, all equations take place in R. Assume first that k ≡ 1 mod 4.
We will use induction onN . If N = 2, then t = tk and hence 1+t2 = 0 in R. So, assume
that N > 3 and that the lemma holds for N − 1, i.e. that t2
N−1
= 1 implies t2 = 1.
Since k ≡ 1 mod 4, we have (tk)2
N−2
= t2
N−2
. Then, (1+ t+ t2+ tk)2
N−2
= 1+ t2
N−1
,
which means that t2
N−1
= 1 and thus t2 = 1.
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Now, assume that k ≡ 3 mod 4. We again use induction on N . When N = 2, we
get tk = t3 and 1 + t+ t2 + t3 = 0. Multiplying the latter equation by 1 + t results in
1 + t4 = 0, and the lemma holds. So, assume that N > 3 and that t2
N−1
= 1 implies
t4 = 1. For readability, let y = t2
N−3
. Since k ≡ 3 mod 4, (tk)2
N−3
will equal either
y3 or y−1 depending on whether k is equivalent to 3 or 7 mod 8. Keeping this in mind,
we see that (1 + t+ t2 + tk)2
N−3
equals either 1 + y + y2 + y3 or 1 + y + y2 + y−1. If
1 + y + y2 + y3 = 0, then multiplication with 1 + y results in 1 + y4 = 1 + t2
N−1
= 0.
On the other hand, if 1 + y + y2 + y−1 = 0, then we obtain the same relation via
multiplication with y + y2. In either case, t2
N−1
= 1, and hence t4 = 1.
Theorem 4.4. Let G be a finite 2-group. For each a ∈ G, let Na > 0 be such that the
exponent of CG(a)/〈a〉 is 2
Na. That is, Na is the smallest non-negative integer such
that b2
Na
∈ 〈a〉 for all b ∈ CG(a).
Assume that there exists a ∈ G such that one of the following conditions holds:
(i) Na = 0 and |a| > 8.
(ii) Na = 1 and |a| > 16.
(iii) Na > 2 and |a| > 2
2Na+1.
Then, G is not realizable in characteristic 2.
Proof. We will prove (iii). The arguments for (i) and (ii) require only minor modifica-
tions, which we note at the end of the proof.
We proceed by contradiction. If G is realizable in characteristic 2, then there is a
residue ring R of Z2[G] such that G = R×. By Theorem 2.6, R is a local ring with
maximal ideal M and M = 1 +G.
Fix a ∈ G such that (iii) holds, and let N = Na. Let y ∈ 〈a〉 such that |y| = 2
2N+1,
and let x = y2
N
. Then, |x| = 2N+1.
Consider x2 + x and y2 + y. Both elements are in M , so there exist g, h ∈ G such
that x2 + x = 1 + g and y2 + y = 1 + h. Notice that g = x2 + x + 1, which commutes
with a, so in fact g ∈ CG(a), and similarly for h. Next, we have
1 + h2
N
= (1 + h)2
N
= (y2 + y)2
N
= (y2
N
)2 + y2
N
= x2 + x = 1 + g.
Hence, g = h2
N
, which means that g ∈ 〈a〉. Moreover,
g2
N
= (x2 + x+ 1)2
N
= x2
N
,
so g is an element of 〈a〉 such that |g| = |x| = 2N+1. Thus, 〈g〉 = 〈x〉 and g = xk for
some odd integer k. Hence, we obtain xk = x2+x+1, or equivalently 1+x+x2+xk = 0.
It follows that the subring of R generated by x is isomorphic to the ring Z2[t]/I of
Lemma 4.3 via the mapping x 7→ t. By that lemma, x4 = 1, which contradicts the fact
that |x| = 2N+1 > 8.
This proves (iii). For (i) or (ii), take y ∈ 〈a〉 such that |y| = 8, and let x = y2.
Define g and h as before. Then, one may show that g = x3 and h ∈ {y3, y7}. Lemma
4.3 may then be applied to y to conclude that |y| = 4, a contradiction.
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The lower bounds for |a| in conditions (i) and (ii) in Theorem 4.4 are the best
possible. This is because the groups C8 × C2 (with an element a such that |a| = 8
and Na = 1) and C16 × C4 × C2 × C2 (with an a such that |a| = 16 and Na = 2)
are both realizable in characteristic 2 (see Example 5.7). Moreover, the conclusion of
Theorem 4.4 does not always hold in characteristic 2m with m > 2. For instance, the
group C16 × C2 satisfies (ii), and hence is not realizable in characteristic 2; however,
C16 × C2 ∼= Z×64, and so is realizable in characteristic 64. Fortunately, we are able to
prove that condition (i) implies a group is not realizable in characteristic 2m; this is
the content of Theorem 1.3, which is restated below for convenience.
Theorem 1.3. Let G be a finite 2-group. Assume that there exists a ∈ G such that
|a| > 8 and CG(a) = 〈a〉. Then, G is not realizable in characteristic 2
m for any m > 1.
Proof. As in Theorem 4.4, if G is realizable in characteristic 2m, there is a residue ring
R of Z2m [G] such that R× = G = 1 +M , where M is the unique maximal ideal of
R. Note that Z×2m is a central subgroup of R
×, and so Z×2m 6 CG(a). By assumption,
CG(a) is cyclic, so Z×2m is also cyclic. Hence, m 6 2, and char(R) is either 2 or 4. The
case char(R) = 2 is ruled out by Theorem 4.4, so we will assume that char(R) = 4.
Let x ∈ 〈a〉 be such that |x| = 8. Then, x4 is the unique element of order 2 in 〈a〉.
Observe that Z×4 = {1,−1} is a subgroup of CG(a) = 〈a〉. By the uniqueness of x
4, we
must have x4 = −1.
Now, for any k, we have (2ak − 1)2 = 1. This means that 2ak − 1 is a unit of R
that commutes with a. So, 2ak − 1 ∈ 〈a〉 and has order 1 or 2. If |2ak − 1| = 2, then
2ak − 1 = −1, which implies that 2ak = 0; this contradicts the fact that char(R) = 4.
Thus, 2ak − 1 = 1, and so
2ak = 2 for all k > 0. (4.5)
As in the characteristic 2 case, let g ∈ G be such that x2 + x = 1 + g. Then, g
commutes with a, so g ∈ 〈a〉. Keeping in mind (4.5), on the one hand we have
(x2 + x)4 = x8 + 2x6 + x4 = 1 + 2− 1 = 2,
while on the other hand
(1 + g)4 = 1 + 2g2 + g4 = −1 + g4.
Thus, −1 + g4 = 2, which means that g4 = −1 = x4. Since g ∈ 〈a〉, we must have
g ∈ {x, x3, x5, x7} = {x, x3,−x,−x3}.
Suppose that g = ±x. Then, x2 + x = 1± x. Subtracting x from both sides of this
equation gives either x2 = 1 or x2 = 1− 2x = −1. Both equations contradict the fact
that |x| = 8.
Next, suppose that g = x3, so that x2 + x = 1 + x3. Multiplying both sides of the
equation by 1 + x and simplifying produces 2 = 1 + x4, which means that x4 = 1. A
similar contradiction is reached when x2 + x = 1− x3 after multiplication by 1 + x.
We reach a contradiction in all cases, so we conclude that G is not realizable in
characteristic 4.
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Corollary 4.6. Let G be a nonabelian group of order 2n, where n > 4. If G has
exponent 2n−1, then G is not realizable as the group of units of a finite ring.
Proof. Assume that G has exponent 2n−1, and let a ∈ G with |a| = 2n−1. Then,
〈a〉 is a maximal subgroup of G contained in CG(a). If CG(a) = G, then a ∈ Z(G)
and [G : Z(G)] 6 2. This implies that G is abelian, which is a contradiction. So,
CG(a) = 〈a〉. By Proposition 2.4 and Theorem 1.3, G is not realizable.
Example 4.7.
(1) By Theorem 1.3, for every n > 3 and for all m > 1, the cyclic group C2n is
not realizable in characteristic 2m. Of course, if 2n + 1 is a prime, then C2n is
realizable in characteristic 2n + 1, since F×2n+1 ∼= C2n .
(2) Recall that the generalized quaternion group Q2n has presentation
Q2n = 〈a, b : a
2n−1 = 1, a2
n−2
= b2, bab−1 = a−1〉.
The group Q2n has exponent 2
n−1 and is both nonabelian and indecomposable
when n > 3. By Proposition 2.4 and Corollary 4.6, Q2n is not realizable when
n > 4. Note, however, that the ordinary quaternion group Q8 is realizable in
characteristic 2, because Q8 has exponent 4.
(3) Similar to the last example, the quasidihedral group QD2n of order 2
n has pre-
sentation
QD2n = 〈a, b : a
2n−1 = b2 = 1, a2
n−2
= b2, bab−1 = a2
n−2−1〉.
When n > 4, this group is also nonabelian, indecomposable, and has exponent 8.
Hence, it too is not realizable in these cases.
5 Intriguing examples and open questions
As we have seen, the realizability of 2-groups is not a simple matter. Factors that
can affect the realization of a group G as the unit group of the finite ring R include
the exponent of G, the nilpotency class of G, the characteristic of R, and whether or
not G has a normal complement in (Zm[G])×. In this final section, we have collected
a number of examples and open questions related to these variables. We begin with
some examples that we find interesting, and we end with some questions we would like
to see answered.
Example 5.1. There exists a 2-group G that has a normal complement in (Z2[G])×,
but is not realizable in characteristic 2.
Proof. The group C8 is not realizable in characteristic 2 by Theorem 1.3. However,
calculations performed with GAP [13] show that (Z2[C8])× ∼= C8 ×C4 ×C2 ×C2, and
that the image of C8 under the natural embedding C8 → Z2[C8] has multiple normal
complements in (Z2[C8])×.
15
For a nonabelian example, we can takeM16, the Modular or Isanowa group of order
16, which is group SmallGroup(16,6) in GAP. This group has presentation
M16 =
〈
x1, x2 : x
8
1 = x
2
2 = [x2, x1]
2 = x41[x2, x1] = 1
〉
,
order 16, exponent 8, and nilpotency class 2. First, this group has a normal comple-
ment in (Z2[M16])× by [16, Theorem 2]. On the other hand, since M16 is nonabelian
and indecomposable, Proposition 2.4 tells us that M16 can only be realized by R if
char(R) = 2m for some m > 1. However, M16 has a self-centralizing subgroup 〈x1〉
of order 8, so, by Theorem 1.3, M16 is not realizable in characteristic 2
m for any m;
hence, M16 is not realizable.
Example 5.2. There exists a 2-group of exponent 8 and nilpotency class 2 that is not
realizable.
Proof. Once again, we can take M16, as described in Example 5.1.
Example 5.3. There exists a 2-group of exponent 8 and nilpotency class 2 that is
realizable.
Proof. Consider SmallGroup(32,37), which has presentation
G =
〈
x1, x2, x3 : x
8
1 = x
2
2 = x
2
3 = x
4
1[x2, x1] = [x3, x1] = [x3, x2] = 1
〉
,
then G has order 32, exponent 8, and nilpotency class 2. If we define the ideal I by
I := 〈1 + x1 + x2 + x
5
1x2, 1 + x1 + x
2
1 + x
7
1x3, 1 + x1 + x
4
1 + x
5
1〉,
then the ring Z2[G]/I has a group of units isomorphic to G, and hence at least some
groups of exponent 8 and nilpotency class 2 are realizable. What makes this example
even more striking is that, ifM16 is the group SmallGroup(16,6) presented in Example
5.1, then G ∼= M16 × C2, showing that, in certain cases, there are 2-groups that are
realizable as a group of units even when not all of their direct factors are.
Example 5.4. There exists a 2-group that is realizable in characteristic 2m for some
m > 2 but is not realizable in characteristic 2.
Proof. The group C16×C2 is isomorphic to the unit group of Z64, and so is realizable in
characteristic 64. However, C16×C2 satisfies part (ii) of Theorem 4.4, and hence is not
realizable in characteristic 2. More generally, the same is true for Z×2m ∼= C2m−2 × C2
for all m > 6.
Example 5.5. There exists an indecomposable nonabelian 2-group with exponent 8
that is realizable in characteristic 2.
Proof. We give two examples, both of order 64. Let G1 be SmallGroup(64,88), with
presentation
G1 = 〈x1, x2, x3 : x
8
1 = x
2
2 = x
2
3 = [x2, x1]
2 = [x2, x
2
1] = x
4
1[x3, x1] = [x3, x2] = 1〉
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and let G2 be SmallGroup(64,104), with presentation
G2 = 〈x1, x2, x3 : x
8
1 = x
4
2 = x
2
3 = x
2
2[x2, x1] = x
4
1[x3, x1] = [x3, x2] = 1〉.
Then, G1 and G2 are realized as (Z2[G1]/I1)× and (Z2[G2]/I2)×, respectively, where
I1 and I2 are the ideals below:
I1 = 〈1 + x1 + x
2
1 + x
3
1[x2, x1], 1 + x1 + x1x2 + x2x3, 1 + x1 + x1x3 + x
3
1x3〉,
I2 = 〈1 + x1 + x
2
1 + x
3
1x
2
2, 1 + x1 + x1x2 + x2x3, 1 + x1 + x1x3 + x
4
1x3〉.
Example 5.6. There exists an indecomposable 2-group that is realizable in character-
istic 2m for some m > 2.
Proof. Following [14, Part (F)], the ring
R = Z[X ]/〈4, 2X,X2 − 2〉 ∼= Z4[X ]/〈2X,X2 + 2〉
has characteristic 4 and unit group isomorphic to C4. Note that if C4 = 〈a〉, then R is
also isomorphic to Z4[C4]/〈2a+ a, a2 + 1〉 via the mapping X 7→ 1 + a.
As for noncommutative examples, the dihedral group D8 is realizable in character-
istic 4 by [2, Thm. 1.1]. Also, the quaternion group
Q8 = 〈i, j : i
4 = j4 = 1, i2 = j2, jij3 = i3〉
is realized in characteristic 4 via Z4[Q8]/I, where I is the two-sided ideal
I = 〈2i+ 2, 2j+ 2, 1 + i+ i2 + i3, 1 + i+ j+ ij〉.
Example 5.7. There exists a decomposable 2-group that is realizable with a direct
factor that is not realizable.
Proof. The unit groups Z×2m ∼= C2m−2 × C2 with m > 6 are examples, since C2m−2
need not be realizable. Other examples are also possible. In characteristic 2, neither
C8 nor C16 is realizable. However, if C8 = 〈a〉, then C8 × C2 occurs as the unit group
of Z2[C8]/〈1 + a + a4 + a5〉. Also, if C16 = 〈a〉, then C16 × C4 × C2 × C2 is the unit
group of Z2[C16]/I, where I is the two-sided ideal
I = 〈1 + a+ · · ·+ a15, 1 + a+ a8 + a9, 1 + a2 + a8 + a10〉.
More generally, [7, Prop. 4.8] shows that if G is a finite abelian 2-group of exponent
2k, where k > 2, then for all m > k − 2, the group G × C2m × C2 is realizable in
characteristic 2m+1.
Lastly, for a nonabelian example, we return again to M16. The group M16 is
not realizable, but M16 × C2 (SmallGroup(32,37) from Example 5.3) is realizable in
characteristic 2.
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Finally, we end with some open questions.
Question 5.8. For a given integer m > 4, is there a nonabelian, indecomposable 2-
group of exponent 2m that is realizable in characteristic 2? If such a 2-group exists for
all m, then what is the behavior of f(m), where 2f(m) is the smallest order of such a
2-group?
We have seen that all groups of exponent 4 are realizable, and the smallest non-
abelian group of exponent 22 = 4 has order 23 = 8, so f(2) = 3. Moreover, direct
calculation using GAP shows that there are no nonabelian, indecomposable groups of
exponent 8 and order 16 or 32 that are realizable in characteristic 2, whereas Exam-
ple 5.5 shows that there do exist nonabelian, indecomposable groups of exponent 8
and order 64 that are realizable in characteristic 2, so f(3) = 6. Furthermore, Exam-
ple 5.5 provides some evidence that perhaps there exist nonabelian, indecomposable
groups with larger exponents that are realizable in characteristic 2 at large enough
orders, although it is still an open question as to whether there exists a nonabelian,
indecomposable group of exponent 16 or greater that is realizable in characteristic 2.
Question 5.9. Does there exist an indecomposable 2-group that is realizable in char-
acteristic 2m for some m > 2, but is not realizable in characteristic 2?
Let G be such an indecomposable 2-group. If G is abelian, then G is cyclic, and
hence to be realizable in characteristic 2m, G must be either C2 or C4, both of which
are realizable in characteristic 2. Moreover, if G has exponent 4, then G is realizable
in characteristic 2 by Theorem 1.1. Thus, if such a G exists, it must be nonabelian
and have exponent at least 8.
Question 5.10. Let G be a nonabelian 2-group that is not realizable. Does there exist
a 2-group H such that G×H is realizable?
This question is inspired by the situation with C2n (for n > 3) and M16. These
groups are not realizable in characteristic 2m, but they become realizable after attach-
ing a direct factor of C2. If G is abelian, then such an H always exists [7, Prop. 4.8],
but the question is open in the case where G is nonabelian.
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