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ABSTRACT
Correctly inferring relatedness among samples is essential for genetic analysis.
It can be helpful for preventing false signals in genetic association studies and
finding relatives in forensic genetics. However, relatedness among samples is
not always obtained when collecting sample data; in most cases, the relatedness
is unknown and needs to be determined. Here, we develop an algorithm to
infer relatedness among samples that we aim to be more efficient than current
related approaches such as PLINK. Our approach is based on finding stretches
of shared alleles across windows of moderate length (3-5 centiMorgans) in the
genome. With this information, the algorithm infers the degree of relatedness
up to the third degree from the number of windows that are similar between a
pair of individuals.
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CHAPTER 1
INTRODUCTORY INFORMATION
1.1 Significance
Genomic data contains valuable information regarding the traits and charac-
teristics that an individual will inherit and possibly transmit to their children.
Many genetic variants have been linked to a variety of diseases and phenotypes,
including some associations to specific genes.[1, 2] Studying the inheritance
patterns of phenotypes among close relatives can provide clues about which
genes (or portions thereof) are responsible for specific conditions or traits.[3] Re-
searchers use pedigrees to determine genetic heritability models for traits and
disorders.[4] This knowledge about pedigrees and inheritance has the potential
to help us better understand diseases and combat them by helping to identify
causal genes and potential therapeutic targets. Aside from genetic disease asso-
ciation studies, relatedness inference is also important for reconstructing pedi-
grees that can be used for recombination and mutation studies.
1.2 Background
Studying genetic information has been of interest throughout the 20th century.
The launch of the Human Genome Project with the goal of determining the se-
quence of base pairs constituting human DNA revolutionized the scientific com-
munity in 1990. In the early 2000s, the sequencing of the human genome was
declared complete. [5] With its completion and advancing technology, many
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projects such as the International HapMap Project [6] and the 1000 Genomes
Project [7] began sequencing the DNA of thousands of individuals. In fact, there
are now many commercial services that use DNA to trace genealogy for the
general public at relatively affordable prices. [8] For such projects and services,
since current sample sizes range from the hundreds of thousands to millions
of subjects, it is important to be able to analyze the genomic data quickly and
efficiently.
With the completion of the human genome project, one of the next steps was
to pursue studies to identify genetic variants responsible for specific traits and
diseases. The inheritance patterns for traits and diseases can be studied using
heritability models. These models can be analyzed using pedigrees, which can
be inferred from relationships revealed from analysis of the genomic data.[10]
Therefore, knowing a pedigree structure enables correct identification of the
mode of inheritance. This knowledge has the potential to help us better un-
derstand diseases and ultimately combat them. [4]
Family genetic data is also used for linkage analyses of diseases and quan-
titative traits. These studies typically assume that the relationships between
individuals within families are known with good confidence. Misclassification
of relationships can lead to reduced or inappropriately increased evidence for
linkage. Therefore, it is important to ensure that the relationship between a
given pair of individuals is correct.[9] In situations where the relationship is ei-
ther unknown or uncertain, genetic analysis can be used to validate presumed
relationships. Additionally, analysis of genetic data to infer relationships and
relatedness has been used in a wide variety of other applications. In genetic as-
sociation studies, close relatives must be accounted for to avoid biased genetic
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signals and associations.[3] In forensic genetics, analysis of genetic data is used
to aid in determining relatives of missing persons or victims of disasters.[12]
In population genetic analyses, relationships need to be inferred to avoid bias.
However, the reach of relationship inference has now grown outside the scien-
tific community. Relationship inference has made an impact within the indus-
try as well. There are some companies that allow the general public to explore
their ancestry and genealogy.[8] Additionally, marriage and inheritance laws
are sometimes based on the degree of relatedness between individuals.[11]
There are now many existing genetic analysis tools to infer relationships.
However, many of these are not designed to handle large datasets efficiently. Of
these pre-existing tools, PLINK, an open-source C/C ++ whole-genome associ-
ation study tool set, is one of the more efficient methods.[13] With PLINK, large
data sets comprising hundreds of thousands of markers genotyped for thou-
sands of individuals can be rapidly manipulated and analyzed in their entirety.
A second-generation version of PLINK was released to improve performance
and compatibility across platforms. However, there is still room for further
development.[14] The aim of this project is to infer relationships more efficiently
than PLINK but with comparable accuracy.
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CHAPTER 2
METHODS
Our method primarily focuses on improving efficiency for inferring relatedness
between a pair of individuals by analyzing the sharing of single alleles across
multiple adjacent markers in unphased data. The process of phasing (i.e. in-
ferring haplotypes) is computationally expensive and our approach of allele-
sharing avoids this expense. Some other considerations to improve efficiency
include less use of branching and use of bitwise operations. The algorithm
identifies sets of individuals that share genomic data up to the third degree of
relatedness. The pseudocode below in Algorithm 1 gives a general overview of
how the algorithm works. The upcoming sections will explain the algorithm in
more specific terms and details.
Algorithm 1 Inferring relationship between individuals
Require: x is the input file containing the genomic data
1: function RELATIONSHIPINFERENCE(x)
2: Read in genomic data from x
3: Create sets to store which samples carry each allele at each marker
4: . Analyze genome in windows and superwindows
5: . A window is a sequence of markers
6: . A superwindow is a sequence of windows
7: for each individual i do:
8: for each superwindow sw do:
9: Divide sw into w smaller windows
10: Find the set of individuals that share alleles with i in each w
11: if considering genotyping error then
12: Taking the union of the sets for each w gives the set for the sw
13: else
14: Intersecting the sets for each w gives the set for the sw
15: end if
16: end for
17: Infer relatedness from number of superwindows that share alleles
18: end for
19: end function
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2.1 Algorithm Details
First, the algorithm parses the input file to obtain the number of individuals
and markers in the dataset by using the genetio library. The library constructs
a data structure that contains genotype data for each individual. The PLINK
format genotype data read by the algorithm is a sequence of 0s, 1s, 2s, and 3s as
indicated by the definitions below[13, 14]:
• 0 = homozygous for minor allele
• 1 = missing data
• 2 = heterozygous for both alleles
• 3 = homozygous for major allele
Using this genotype data, we construct sets to indicate which individuals carry
each allele at each marker. See Figure 2.1 for an illustration of this data structure.
For each marker position, we store two sets to denote which individuals carry
the major allele and which individuals carry the minor allele. If the data is het-
erozygous (2) at a given marker position, then the individual carries both alleles
and we place this individual in both the sets for the major and minor alleles. If
the data is missing (1) at a given marker position, we do not know whether the
individual carries the major or minor allele. Rather than make an assumption
towards one of the two alleles, we assume that the individual is equally likely to
carry either the major or minor allele and therefore put individuals with missing
data into both sets.
With the construction of these sets of allele sharing, we analyze the genome
in windows — where a window is determined by a consecutive set of markers.
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Figure 2.1: Left: Sets of major and minor allele sharing for each marker with-
out any missing data or heterozygousity. Right: Sets of major and minor allele
sharing for each marker with both missing data and heterozygousity. Both: Ho-
mozygousity for the minor allele is shown in red, homozygousity for the major
allele is shown in blue, heterozygousity for both alleles is purple and missing
data is white. A representative sample size of three individuals is used in this
illustration.
A window is also constrained to have a maximal span in terms of Morgans.
An input parameter to the algorithms supplies this constraint. The sequence of
markers within a window must have a span (in terms of Morgans) that is less
than the maximal span.
We do analysis with respect to a reference individual and obtain the set of
individuals that share alleles with this person within a specified window. Al-
gorithm 2 shows how this works. We initially assume that all individuals share
alleles with the reference individual. Then, we obtain the set of individuals that
share an allele for each marker where the reference individual is homozygous
for one of the alleles and use set intersection to ”remove” the individuals that
don’t share an allele at a given marker. This will give us the set of individu-
als that share alleles across all the markers in the window. We consider this
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set to be a set of ”matching” individuals where a pair of individuals in this set
”match” in that they share alleles at every marker in the window. Theoretically,
we can use the entire genome as one window and obtain the set of individuals
that share alleles with a reference individual in its entirety - though doing so is
not practical or useful as almost no relationship types share an allele at every
marker. Therefore, we use smaller windows and experiment with the window
length to find the size that produces the best performance, as discussed later in
the thesis.
Algorithm 2 Obtaining the set of individuals that share alleles in a window
Require: i refers to the reference individual
Require: start and end correspond to the start and end markers of a window
1: function WINDOWSHARING(i, start, end)
2: Let matchset initially be a set containing all individuals
3: for each marker m in start...end do
4: Let g = genotype for individual i at marker m
5: if g is homozygous for either the major or minor allele then
6: Let a = allele of homozygosity
7: Let alleleData = set of individuals for marker m and allele a
8: matchset = matchset AND alleleData . bit-wise AND
9: end if
10: end for
11: return matchset
12: end function
With window analysis made possible, we further analyzed the genome as
”superwindows” and smaller windows. The motivation behind using super-
windows is to aid in accounting for genotyping errors. A superwindow is a set
of consecutive windows. Figure 2.2 shows an illustration depicting the differ-
ence between a window and a superwindow. The number of superwindows
and the window length are provided as parameters to the algorithm. Now that
we have a function (Algorithm 2) to get the set of the individuals that match a
specific sample in a given window, we use that as a helper function to get the
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set of individuals that share alleles in each superwindow. The pseudo-code for
this is seen in Algorithm 3. Given the number of superwindows, we calculate
the average number of markers per superwindow. Now for each superwindow,
we iterate over the markers within it to find the smaller windows contained in
it. When finding the smaller windows, we define the end point of a window
to be the marker that is at most one window’s length away from the start posi-
tion. Once an end point is found, we find the match set for the defined window
and then update the starting marker. When iterating over the markers to find
windows, if the current marker is on a different chromosome from the starting
position, then we end the window. When accounting for genotyping error, we
define the set of individuals that share alleles in a superwindow as the set of
individuals that share alleles in at least one of the smaller windows within that
superwindow. In other words, the union of the match sets for the smaller win-
dows will give the match set for the superwindow. The other approach that does
not account for genotyping error uses superwindows that are the intersection of
the sets from smaller windows. In the approach that does not account for geno-
typing error, individuals have to share alleles in the entirety of a superwindow.
In this case, the superwindows are just larger windows.
Figure 2.2: Illustration of the difference between a window and a superwindow
Given the data structure that stores the sets for each superwindow, we used
Algorithm 4 to obtain the set of individuals that share alleles in a specified num-
ber of superwindows. This algorithm works by first initializing the set of indi-
viduals that match to be empty. For each individual, we check if it matches in
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Algorithm 3 Obtaining match sets across each superwindow
Require: numsw refers to the total number of superwindows in the genome
Require: i refers to the individual to compare the dataset against
Require: markers is the number of markers in the genome
Require: len is the maximum length of a window in cM
1: function SUPERWINDOWS(i, numSW,markers, len)
2: Let superwindows be an array of size numsw to contain the set of individ-
uals that match i per superwindow
3: mpsw = markers / nums; . avg. no. markers per sw
4: start = 0 . First window starts at first marker
5: for each superwindow s in 1...numsw do
6: Initialize superwindows[s] to be the empty set
7: for each marker m in 1...mpsw do
8: dist = distance of m to start
9: if dist > len then
10: end = m - 1
11: wm = WindowSharing(i, start, end)
12: superwindows[s] OR wm . bit-wise OR
13: start = m
14: else if m == mpsw then
15: end = m
16: wm = WindowSharing(i, start, end)
17: superwindows[s] OR wm . bit-wise OR
18: start = m + 1
19: end if
20: if m is on different chromosome from start then
21: start = m
22: end if
23: end for
24: end for
25: return superwindows
26: end function
at least a threshold number of windows. If it matches, then we add it to the set
of related individuals.
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Algorithm 4 Obtaining matches in at least t windows
Require: swData refers to the result of SuperWindows
Require: t represents the threshold number of superwindows to match to
Require: sw refers to the total number of superwindows
Require: numIndivs refers to the total number of individuals
1: function THRESHOLDMATCH(swData, t, sw, numIndivs)
2: Let tData initially be the empty set.
3: for each individual i in 1...numIndivs do
4: Let sum = the number of windows that individual i matches
5: if sum ≥ t then
6: Add individual i to tData
7: end if
8: end for
9: return tData
10: end function
2.2 Parameters
There are many parameters that the algorithm takes into consideration in order
to infer relatedness. This section provides an explanation of the various param-
eters that are used.
2.2.1 Number of Superwindows and Window Length
The first parameter considered is the number of superwindows to divide the
sequence into. Each of the superwindows is then further divided into windows.
These windows are determined by a specified window length. The window
length is provided to the algorithm in terms of Morgans. A centiMorgan(cM),
one hundredth of a Morgan, is a unit of recombination frequency and measures
genetic distance. In humans, 1 cM corresponds to roughly about 1 million base
pairs. [16] Given that the human genome is approximately 3 billion base pairs,
if we have 500 superwindows and a 3 cM window length, there are about 2
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windows per superwindow on average.
2.2.2 Threshold values
The algorithm requires threshold values to aid in differentiating between the
degrees of relatedness. The threshold values correspond to the number of su-
perwindows where allele-sharing needs to occur in order for a pair of individ-
uals to be inferred as related. The algorithm requires one threshold value for
each degree of relatedness that it attempts to identify. On average, first degree
relatives share 50% of their DNA, second degree relatives share 25% and third
degree relatives share 12.5%.[15]. We used these averages as starting points in
choosing the threshold values. We typically run the algorithm in a mode that
tolerates errors, so allele-sharing in a superwindow means that there is allele-
sharing in at least one window contained within it.
2.3 Testing
At one stage of the algorithm development, we had two versions of the pro-
gram. One version used branching and the other bypassed use of branching.
In a program, branching occurs when it executes different sets of instructions
under different conditions. For example, use of if-statements is one form of
branching where the evaluation of a boolean statement determines the set of
instructions to execute. Our approach used mathematical operations that are
guaranteed to have no effect when a given condition is not true and would
have the needed effect when the condition is true. We compared the runtime of
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the two algorithms at this point to see if it was worthwhile to continue develop-
ment without the use of branching. We found that branching made little to no
difference in the runtime (data not shown.)
After the branching analysis, we completed the algorithm with superwin-
dow matches defined as the intersection of the smaller window matches, i.e.
non-error tolerant. At this point, we did some parameter tuning to determine
the set of parameters that results with the best performance. Using ped-sim
[17], we simulated genomic data that is consistent with a specified pedigree
structure. Figure 2.3 shows an illustration of the simulated pedigree structure.
Though the figure has the sexes specified, ped-sim randomizes the sexes of
the individuals in distinct copies of the pedigree. We supplied a collection of
European-descent individuals to ped-sim to use as founder individuals for
simulation. [18] We initially simulated 10 families giving a sample size of 380
individuals. To find the set of parameters that yielded the best results for our
approach, we varied the following parameters and then obtained accuracy re-
sults: the number of superwindows, maximum length of a window, and the
threshold requirements for an individual to be a first, second, or third degree
relative.
Figure 2.3: Example pedigree chart/tree for one family of simulated data.
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Algorithm 5 prints the inferred relationships to a file for analysis of perfor-
mance. It takes as input a name for the output file (that Algorithm 5 writes the
results to), an id of a reference individual, and the sets for the first, second, and
third degree relatives of that individual which are found by using Algorithm 4.
If an individual is in the set of first degree relatives, then the algorithm prints
the pair to file as a first degree relationship. If an individual is in the second
degree set (but not in the first degree set), then the algorithm prints the pair to
file as a second degree relationship. Lastly, if an individual is in the third degree
set (but not in the second degree set), then the algorithm prints the pair to file as
a third degree relationship. We used an additional python script to analyze the
output files for accuracy. Table 2.1 lists the different parameter combinations
that we used during testing.
Algorithm 5 Prints inferred relationships to file
Require: set1 refers to the first degree relatives
Require: set2 refers to the second degree relatives
Require: set3 refers to the third degree relatives
Require: f ile is the output file to write to
Require: numIndivs is the number of individuals
Require: j is the reference individual
1: function PRINTMATCHES(set1, set2, set3, j, f ile)
2: for each individual i in 1...numIndivs do
3: inset1 = true if i is in set1
4: inset2 = true if i is in set2
5: inset3 = true if i is in set3
6: if inset1 then
7: Print ids of individuals j and i with degree 1 to f ile
8: else if inset2 then
9: Print ids of individuals j and i with degree 2 to f ile
10: else if inset3 then
11: Print ids of individuals j and i with degree 3 to f ile
12: end if
13: end for
14: end function
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Superwindows First Second Third Window length(cM)
100 35 15 7 3.5
100 35 15 7 1
100 50 25 15 3.5
100 50 25 20 3.5
100 70 35 20 3.5
100 75 50 25 3.5
100 80 20 10 3.5
100 80 25 10 3.5
100 75 50 25 1
500 350 150 70 3.5
500 350 150 70 1
500 325 135 60 3.5
500 325 135 60 1
500 300 150 70 3.5
500 300 150 70 1
500 250 125 75 3.5
500 250 100 50 1
500 250 100 50 3.5
1000 350 150 70 3.5
1000 350 170 75 3.5
1000 360 160 70 3.5
1000 365 165 70 3.5
1000 400 200 60 3.5
1000 500 250 100 3.5
1000 800 200 100 3.5
1000 350 150 70 1
1000 365 165 70 1
Table 2.1: Different parameters used for degree prediction testing on a sample
of 380 individuals.
2.4 Results
2.4.1 Without Genotyping Error
We examined the results shown in Figures 2.4 to 2.6 to determine the best thresh-
old values when the method used intersection across window match sets for the
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superwindow match sets. Figure 2.4 shows the results of inferring relatedness
on the sample of 380 individuals using 100 superwindows. Figure 2.5 shows
the results of inferring relatedness on the sample of 380 individuals using 500
superwindows. Figure 2.6 shows the results of inferring relatedness on the sam-
ple of 380 individuals using 1000 superwindows. For each superwindow count,
each case uses a different combination of threshold percentages. We used some
combinations across the superwindow counts. From analysis of these figures, it
appears that using 500 superwindows performs the best across first, second, and
third degree relatedness prediction. This may be due to the combinations that
we used as they are more representative of the average thresholds than those
used with 100 or 1000 superwindows. The threshold combinations used for
1000 superwindows are more on the lower side, which could explain the poorer
performance. More discussion and testing of parameter values is covered later
in this thesis when accounting for genotyping errors.
We examined the runtime of the algorithm using various parameter combi-
nations as shown in Figure 2.7. On average, with the simulated data of 380 indi-
viduals, the algorithm takes roughly 8 seconds. To get a better understanding of
our algorithm’s efficiency, we used PLINK to infer relatedness on the simulated
dataset and compared its runtime to that of the algorithm. Table 2.2 compares
the runtime of PLINK to our algorithm with 500 superwindows, window length
of 3.5 cM, and threshold values of 70%, 30%, and 14% for first, second, and third
degrees when inferring relatedness on a sample of 380 individuals. The run-
times between the two methods are comparable. According to a benchmarking
study by Ramstetter et al., PLINK is currently the fastest method for relatedness
inference. [15]
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Figure 2.4: Accuracy, Precision, and Recall values of degree prediction using 100
superwindows on a sample of 380 individuals
Our Algorithm PLINK
6.306 s 6.421 s
Table 2.2: Average runtimes of the developed algorithm and PLINK to infer
relatedness on a sample size of 380 individuals.
In addition to runtime, we also compared the two algorithms for accuracy
on relatedness inference. Since our algorithm only labels up to the third degree
of relatedness, we ran PLINK’s --genome command with the --min 0.088
option since 8.8% is the lower bound for third degree relatedness used by Ram-
stetter et al.[15] We inferred the predicted degree of relatedness from PLINK by
using the proportion IBD value (”the pi value”) given by the --genome com-
mand. Each degree of relatedness corresponds to a range of IBD proportion val-
ues. For first degree relatedness, the IBD proportion is greater than 35.4%. For
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Figure 2.5: Accuracy, Precision, and Recall values of degree prediction using 500
superwindows on a sample of 380 individuals
second degree relatedness, the range of IBD proportion is from 17.7% to 35.4%.
For third degree relatedness, the range is from 8.8% to 17.7%. The average ac-
curacy values from using PLINK and our algorithm using 500 superwindows,
window length of 3.5 cM, and threshold values of 70%, 30%, and 14% for first,
second, and third degrees are shown in Table 2.3. Based on these values, PLINK
outperforms our algorithm for inference of all degrees of relatedness. Further
comparisons of the algorithm and PLINK for runtime and performance are done
on larger sample sizes and with consideration of genotyping errors.
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Figure 2.6: Accuracy, Precision, and Recall values of degree prediction using
1000 superwindows on a sample of 380 individuals
First Degree Second Degree Third Degree
Our Algorithm 0.933366 0.879543 0.778915
PLINK 0.999436 0.977991 0.935102
Table 2.3: Average accuracy of degree prediction of the developed algorithm
using 500 superwindows, window length of 3.5 cM, and threshold values of
70%, 30%, and 14% for first, second, and third degrees and PLINK on a sample
of 380 individuals.
2.4.2 With Genotyping Error
With genotyping error incorporated, we determined the combination of thresh-
old values that yielded the best results. Figures 2.8 to 2.16 summarize the ac-
curacy, precision, and recall results for the various threshold combinations that
we tested. We used the same combinations when using 100, 500, and 1000 su-
perwindows on a sample size of 380 individuals with a window length of 3.5
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Figure 2.7: Runtimes of the algorithm without consideration of genotyping error
under various parameter combinations
cM. We found that the performance values are not the same with differing su-
perwindow counts for the same threshold combinations. For some threshold
combinations, we found high accuracy but low precision and recall for degree
prediction. This is because the selected threshold value is too high for correctly
inferring the degree of relatedness. For example, the threshold combination of
80%, 90%, and 100% in Figure 2.9 results in high accuracy but very low preci-
sion and recall. The accuracy is high because this combination does not label
non-second degree relatives as second degree. The precision and recall are low
because this combination does not label many pairs as second degree relatives.
From analyzing Figures 2.8 to 2.16, the best threshold combinations are as fol-
lows:
• With 100 superwindows, threshold values of 80%, 60%, and 40% for first,
second, and third degrees were best.
• With 500 or 1000 superwindows, threshold values of 80%, 40%, and 30%
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for first, second, and third degrees were best.
We used these threshold values in the next set of testing that looks at the influ-
ence of window length and sample size on relatedness inference efficiency and
accuracy.
Figure 2.8: Accuracy, Precision, and Recall values of first degree prediction
on 380 individuals using 100 superwindows and window length of 3.5cM and
varying threshold values.
Figure 2.9: Accuracy, Precision, and Recall values of second degree prediction
on 380 individuals using 100 superwindows and window length of 3.5cM and
varying threshold values.
To study the influence of window length on the algorithm, we varied the
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Figure 2.10: Accuracy, Precision, and Recall values of third degree prediction
on 380 individuals using 100 superwindows and window length of 3.5cM and
varying threshold values.
Figure 2.11: Accuracy, Precision, and Recall values of first degree prediction
on 380 individuals using 500 superwindows and window length of 3.5cM and
varying threshold values.
window length from 1 cM to 10.5 cM (varying by 0.5 cM) for a total of 20 dif-
ferent window lengths. Each superwindow count was run with these window
lengths for varying sample sizes. The different sample sizes differed in the num-
ber of families present, where each family had the same pedigree structure as
shown in Figure 2.3. The family counts of the different sample sizes were: 1, 5,
10, 15, 20, 50, 75, 100, and 130. These correspond to sample sizes of: 38, 190, 380,
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Figure 2.12: Accuracy, Precision, and Recall values of second degree prediction
on 380 individuals using 500 superwindows and window length of 3.5cM and
varying threshold values.
Figure 2.13: Accuracy, Precision, and Recall values of third degree prediction
on 380 individuals using 500 superwindows and window length of 3.5cM and
varying threshold values.
570, 760, 1900, 2850, 3800, and 4940 respectively.
Figures 2.17 to Figure 2.19 represent an example of the accuracy, precision,
and recall plots under varying the window length. The plots provided are from
using 1000 superwindows. As can be seen from the plots, after a certain win-
dow length, the values do not change. This is because the window length is
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Figure 2.14: Accuracy, Precision, and Recall values of first degree prediction
on 380 individuals using 1000 superwindows and window length of 3.5cM and
varying threshold values.
Figure 2.15: Accuracy, Precision, and Recall values of second degree prediction
on 380 individuals using 1000 superwindows and window length of 3.5cM and
varying threshold values.
specified to be much larger than the superwindow itself. In this case, the algo-
rithm would treat the entire superwindow as one window. Similar trends are
also seen when using 100 and 500 superwindows. On average, the algorithm
has the best performance when there are about 3 windows within a superwin-
dow. The number of windows within a superwindow depends on the window
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Figure 2.16: Accuracy, Precision, and Recall values of third degree prediction
on 380 individuals using 1000 superwindows and window length of 3.5cM and
varying threshold values.
length and number of superwindows as described in section 2.2.1.
Figure 2.17: Accuracy, Precision, and Recall values of first degree prediction on
a population of 38 using 1000 superwindows and a threshold of 80% for varying
window lengths
As far as efficiency is concerned, the only parameters that impact the algo-
rithm’s runtime is the sample size and the number of superwindows. Figure
2.20 shows a comparison of the runtime of PLINK and the algorithm using 100,
500, and 1000 superwindows with varying sample sizes. As mentioned earlier,
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Figure 2.18: Accuracy, Precision, and Recall values of second degree prediction
on a population of 38 using 1000 superwindows and thresholds of 40% for vary-
ing window lengths
Figure 2.19: Accuracy, Precision, and Recall values of third degree prediction on
a population of 38 using 1000 superwindows and thresholds of 30% for varying
window lengths
we used threshold values of 80%, 60%, and 40% for first, second, and third de-
grees when using 100 superwindows and threshold values of 80%, 40%, and
30% when using 500 or 1000 superwindows. The algorithm was run with win-
dow lengths varying from 1 cM to 10.5 cM for each superwindow count on each
sample size. We averaged the runtimes for each window length together. For
smaller sample sizes, the runtimes of all algorithms appear to be comparable.
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However, the algorithm performs much more efficiently than PLINK for larger
sample sizes, with use of 100 and 500 superwindows outperforming use of 1000
superwindows. As expected, the runtime of the algorithm increases with sam-
ple size. However, on average, it is still faster than PLINK for larger sample
sizes. The other parameters of window length and the threshold values are not
significant factors of the runtime (data not shown).
We also compared PLINK to our algorithm for performance on degree pre-
diction. We ran the algorithm using the same parameter combinations as in the
runtime comparison above. We averaged the performance for different sam-
ple sizes together. The results are shown in Figure 2.21. We found that PLINK
has an overall performance that is better in comparison to our algorithm. How-
ever, the results of our algorithm are roughly comparable to those of PLINK. We
expected the performance of our algorithm to be below PLINK’s performance
since we focused on improving the runtime efficiency.
2.4.3 Future Directions
One possible extension of this study is to look into alternate approaches to find-
ing the windows and superwindows. Currently, the algorithm finds a super-
window and then breaks it down into windows. An alternate approach would
be to find windows first and then specify how many windows constitute a su-
perwindow. Other expansions of this study include identification of relation-
ships between more distantly related individuals such fourth and fifth degree
relatives.
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Figure 2.20: Average Runtime Comparison of PLINK against the algorithm for
varying superwindow counts and sample sizes. With 100 superwindows, we
used threshold values of 80%, 60%, and 40% for first, second, and third degrees.
With 500 or 1000 superwindows, we used threshold values of 80%, 40%, and
30% for first, second, and third degrees. The algorithm was run with window
lengths varying from 1 cM to 10.5 cM for each superwindow count on each
sample size. We averaged the runtimes for each window length together.
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Figure 2.21: Performance Comparison of PLINK versus the algorithm for the
same combinations used in the runtime comparison. The performance values
for each sample size were averaged together.
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