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Abstract
Recently, higher-order Markov random field (MRF) models have been successfully
applied to problems in computer vision, especially scene understanding problems.
One successful higher-order MRF model for scene understanding is the consistency
model [Kohli and Kumar, 2010; Kohli et al., 2009] and earlier work by Ladicky et al.
[2009, 2013] which contain higher-order potentials composed of lower linear enve-
lope functions. In semantic image segmentation problems, which seek to identify
the pixels of images with pre-defined labels of objects and backgrounds, this model
encourages consistent label assignments over segmented regions of images. How-
ever, solving this MRF problem exactly is generally NP-hard; instead, efficient ap-
proximate inference algorithms are used. Furthermore, the lower linear envelope
functions involve a number of parameters to learn. But, the typical cross-validation
used for pairwise MRF models is not a practical method for estimating such a large
number of parameters. Nevertheless, few works have proposed efficient learning
methods to deal with the large number of parameters in these consistency models.
In this thesis, we propose a unified inference and learning framework for the
consistency model. We investigate various issues and present solutions for inference
and learning with this higher-order MRF model as follows. First, we derive two vari-
ants of the consistency model for multi-class pixel labeling tasks. Our model defines
an energy function scoring any given label assignments over an image. In order to
perform Maximum a posteriori (MAP) inference in this model, we minimize the en-
ergy function using move-making algorithms in which the higher-order problems
are transformed into tractable pairwise problems. Then, we employ a max-margin
framework for learning optimal parameters. This learning framework provides a
generalized approach for searching the large parameter space.
Second, we propose a novel use of the Gaussian mixture model (GMM) for en-
coding consistency constraints over a large set of pixels. Here, we use various over-
segmentation methods to define coherent regions for the consistency potentials. In
general, Mean shift (MS) produces locally coherent regions, and GMM provides glob-
ally coherent regions, which do not need to be contiguous. Our model exploits both
local and global information together and improves the labeling accuracy on real
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xdata sets. Accordingly, we use multiple higher-order terms associated with each
over-segmentation method. Our learning framework allows us to deal with the large
number of parameters involved with multiple higher-order terms.
Next, we explore a dual decomposition (DD) method for our multi-class consis-
tency model. The dual decomposition MRF (DD-MRF) is an alternative method for
optimizing the energy function. In dual decomposition, a complex MRF problem is
decomposed into many easy subproblems and we optimize the relaxed dual problem
using a projected subgradient method. At convergence, we expect a global optimum
in the dual space because it is a concave maximization problem. To optimize our
higher-order DD-MRF exactly, we propose an exact minimization algorithm for solv-
ing the higher-order subproblems. Moreover, the minimization algorithm is much
more efficient than graph-cuts. The dual decomposition approach also solves the
max-margin learning problem by minimizing the dual losses derived from DD-MRF.
Here, our minimization algorithm allows us to optimize the DD learning exactly and
efficiently, which in most cases finds better parameters than the previous learning
approach.
Last, we focus on improving labeling accuracies of our higher-order model by
combining mid-level features, which we call region features. The region features
help customize the general envelope functions for individual segmented regions.
By assigning specified weights to the envelope functions, we can choose subsets of
highly likely labels for each segmented region. We train multiple classifiers with
region features and aggregate them to increase prediction performance of possible
labels for each region. Importantly, introducing these region features does not change
the previous inference and learning algorithms.
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Chapter 1
Introduction
Many challenging problems in computer vision involve decomposing images (or
videos) into meaningful parts. For example, object detection [Felzenszwalb et al.,
2010; Torralba et al., 2004; Viola and Jones, 2004], which has been heavily investi-
gated, is a task of locating specific objects in the input image by placing bounding
boxes around the objects. Semantic scene segmentation [He et al., 2004; Shotton et al.,
2006], geometric interpretation [Hoiem et al., 2007], and image denoising [Roth and
Black, 2009] can be formulated in terms of pixel labeling tasks. The goal of pixel
labeling is to assign a value, from a pre-defined label set, to each pixel in the image.
Typically, the labels are integer values that represent object classes (e.g., car, cow, sky
and so on), a range of values to denote gray levels of pixels, or disparities of pixels
between two images.
A Markov random field (MRF) [Koller and Friedman, 2009; Bishop et al., 2006],
also known as an undirected graphical model, is a general framework that has been
used for pixel labeling problems, pose estimation [Sigal and Black, 2006], object track-
ing [Sudderth et al., 2004], and part-based object recognition [Andriluka et al., 2009].
The MRF combines probability theory and graph theory for modeling probability
distributions over large structured output spaces. Each node of a graph is associated
with a random variable which corresponds to a specific event (e.g., a pixel’s label),
and edges between nodes encode prior knowledge about the corresponding vari-
ables. The model provides compact representations of joint probability distributions
addressed by the structure of the graph, and then the inference can be computed by
Maximum a posteriori (MAP) estimation.
As a baseline model, a pairwise MRF model has been widely used in many com-
puter vision problems. But recent higher-order models [Kohli and Kumar, 2010;
Kohli et al., 2009, 2007; Ladicky et al., 2013; Ladicky` et al., 2012; Komodakis and
Paragios, 2009] have demonstrated significant improvements over pairwise models
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by incorporating constraints over large groups of nodes, i.e., cliques1. A successful
example of higher-order models is the lower linear envelope model, which is also
called a consistency model. The consistency model smoothes label assignments over
cliques like pairwise models do over adjacent variables in pixel labeling problems. A
simple consistency model is the Pn Potts model [Kohli et al., 2007]. Later, the Robust
Pn model [Kohli et al., 2009] and the generalized model [Kohli and Kumar, 2010] with
lower envelope functions were proposed, which allowed some inconsistent labels in
cliques.
Figure 1.1 compares the multi-class pixel labeling tasks performed by a unary, a
pairwise, and a higher-order model. As shown in Figure 1.1d, the label assignments
by the unary model are too noisy and not coherent enough to recognize objects in
the image. To improve the accuracy of the label assignment, the pairwise model
employs additional constraints, e.g., the Potts model or contrast-sensitive terms to
smooth out label assignments over adjacent variables. This model regularizes the
assignment by the unary model by assuming that spatially close pixels tend to be in
the same category. However, its capability to assign correct labels is limited as shown
in Figure 1.1e due to its restricted connection to adjacent pixels. In Figure 1.1f, the
higher-order model assigns labels consistently over cliques defined2 in Figure 1.1c,
and the result is much better than that of the pairwise model. This higher-order
consistency model utilizes low-level vision information such as color consistency
and spatial closeness for clique definition.
In order to determine the best assignment for a given MRF problem, inference
is performed via MAP estimation by minimizing the energy function of the MRF.
Typically, exact MAP estimation is intractable for most graph structures. Only a few
special structures of graphs are guaranteed to be solved exactly in polynomial time.
Due to the limited inference solutions, the above multi-class pixel labeling prob-
lems can be solved approximately, for example, by using move-making algorithms.
Furthermore, higher-order models are required to develop their own inference algo-
rithms since the structures are so diverse and complex that no standard solution for
direct use is yet available. For instance, in Figure 1.1f, the image is represented by
a densely connected graph containing a set of cliques. The subset of variables de-
fined for the cow has an exponential number of possible assignments in the region.
1If the largest clique size is two, the model becomes a pairwise model. In the higher-order models
that we consider, the largest clique size is typically in the thousands.
2The boundaries of cliques are shown in red color in the figure.
3grass tree cow sheep face body
(a) Image (b) True Labels (c) Superpixels (Cliques)
(d) Unary Model (e) Pairwise Model (f) Higher-Order Model
Figure 1.1: Examples of MRF models and semantic segmentation results for a pixel labeling
problem. (a) is an example image and (b) is the ground-truth labels. (d)–(f) show the unary,
pairwise, and higher-order results, together with the corresponding simplified structures
of the graphs. The blue rectangle represents a factor node which explicitly defines joint
conditional random variables. A variable node is drawn as a white circle, and a gray node
represents an observation variable. Each pixel is associated with a variable node, and the
graph in (f) is densely connected. In (f), the factor node combines a group of nodes which
contains the nodes within the cow, for example. (c) provides cliques to the higher-order
model (f). The red contours in (c) represent the boundaries of each clique.
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Thus, the joint distribution of variables over each clique is too large to estimate as a
whole. One possible solution is to transform a higher-order model into a series of
pairwise models by using additional auxiliary variables, but the computation time
increases due to the increasing number of variables and the solution is approximate.
Developing efficient inference algorithms for higher-order models is a difficult issue.
Along with the demands for good model representations and efficient inference
algorithms, an efficient training method is essential to maximize the performance
of higher-order models. Model parameters are weighted to control the strength of
individual terms in the model representation. By learning the parameters, we can
generalize the model performance to novel examples. For pairwise models, sim-
ple cross-validation has been generally used to find a small number of parameters,
e.g., one or two parameters. However, as higher-order models involve a large number
of parameters, the typical cross-validation approach is not a practical solution due
to the increased search space. Instead, max-margin frameworks for the structured
outputs [Tsochantaridis et al., 2006; Taskar et al., 2003; Joachims et al., 2009] can be
considered an effective way of dealing with the large number of higher-order model
parameters. In this learning, the energy function should be represented as a linear
combination of the model parameters and the corresponding feature vectors that en-
code each label assignment. In order to exploit this principled learning method, a
higher-order model requires an encoding scheme to transform the energy function
into a linear form. Another issue is that the max-margin learning problem can find
suboptimal parameters [Finley and Joachims, 2008] if approximate inference algo-
rithms are used in the framework, which is not limited to the learning problem of
higher-order models.
The dual decomposition approach [Komodakis et al., 2011; Komodakis and Para-
gios, 2009] was employed as an alternative inference method via a message-passing
scheme for efficiently finding approximate solutions. In a similar way, Komodakis
[2011a] showed that dual-decomposition can be applied to learning higher-order
model parameters. The dual decomposition approach provides nice properties (such
as convergence to a global optimum in the dual space and concurrent processing),
but the higher-order models they used were too simple to be applied to generalized
consistency models composed of multiple linear envelope functions.
Considering the above issues of inference and learning in higher-order MRF mod-
els, previous consistency models [Kohli and Kumar, 2010; Kohli et al., 2009; Ladicky
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et al., 2013] have not been completely investigated with a learning method for se-
mantic scene segmentation. Kohli et al. [2009] proposed the Robust Pn model ex-
tended from the previous model [Kohli et al., 2007] and derived efficient graph-cut
based algorithms. But their approximate algorithms were restricted to the special
form of consistency potentials (e.g., two linear functions per label). Then the robust
model was generalized to the lower linear envelope potentials [Kohli and Kumar,
2010] composed of arbitrary number of linear functions. They showed how to apply
a message-passing algorithm with multi-valued auxiliary variables, which provides
approximate solutions. However, the models proposed above did not address the
problem of learning the large number parameters except cross-validation. A hierar-
chical consistency model [Ladicky et al., 2013, 2009] provided efficient move-making
algorithms based on the Robust Pn model, and also undertook experiments with real
data sets. But they did not introduce a general training method such as the max-
margin learning framework, rather they chose parameters based on greedy search-
ing.
In this thesis, we search for and develop a unified framework for the consistency
model. First, we employ a max-margin learning framework to treat an arbitrary
number of parameters. Recently, Gould [2011] proposed a method for training a bi-
nary consistency model using a max-margin learning framework. Inspired by Gould
[2011], we propose a variant of the lower linear envelope model, which satisfies the
linear constraint condition, to exploit the max-margin framework. Then, we extend
this unified framework via a dual decomposition approach. In the dual decomposi-
tion paradigm, we derive an efficient inference algorithm for the consistency model,
expecting that it can find good model parameters by exactly minimizing surrogate
functions encoded by the dual decomposition method. In the other part of this the-
sis, we focus on improving the prediction performance of our model. We introduce a
novel way of using global constraints to define cliques, and present regional features
to customize general envelope potentials for each clique.
1.1 Contributions
This thesis proposes a unified framework for the consistency model in terms of rep-
resentation, learning, and inference. We also present some methods to improve the
performance of the model. The followings are the main contributions towards that
goal:
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1. Generalized representation of the multi-class consistency model. We derive
two different variants (i.e., ‘sum’ and ‘min’) of the consistency potential, which
is the extension of the binary lower linear envelope function [Gould, 2011], to
the multi-class case. Similar to Kohli and Kumar [2010], our model defines
a concave penalty function over the number of variables taking a given label
within a clique. This derivation generalizes the higher-order consistency terms
with the lower linear envelope function in a compact form.
Considering the structured learning method, existing consistency models [Kohli
and Kumar, 2010; Kohli et al., 2009] require iteratively estimating latent vari-
ables in the model, which leads to a non-convex learning framework such as
a latent structure SVM framework [Yu and Joachims, 2009]. However, using
the ‘sum’ model, we can employ a standard max-margin framework, which is a
convex problem, for our learning method.
2. Efficient MAP inference algorithms. The higher-order MRF models in se-
mantic pixel labeling problems have heavily connected nodes. Solving this
multi-class MRF problem exactly is generally intractable. Thus, we propose ef-
ficient approximate inference algorithms for our consistency models. We derive
graph-cut based move-making algorithms using order-reduction techniques.
Our algorithms can solve the energy function with general lower linear enve-
lope functions, unlike Kohli et al. [2009] who showed how to perform approxi-
mate move-making inferences with limited concave functions, but an arbitrary
concave function can be decomposed as the sum of these limited functions.
Compared to the message-passing algorithms proposed by Kohli and Kumar
[2010], our move-making algorithms are generally faster according to the ex-
periments performed by Kappes et al. [2013] and Szeliski et al. [2008].
Additionally, we evaluate the MAP inference method via dual-decomposition.
The dual-decomposition approach divides the original problem into tractable
subproblems, and the relaxed dual problem converges to a global optimum in
the dual space. Our main contribution here is to introduce a new minimization
algorithm which runs in polynomial time. The new algorithm, with its consis-
tency constraint, provides exact solutions to the subproblems, which allows the
dual problem to be optimized exactly. Moreover, the proposed minimization
algorithm is much more efficient than graph-cuts.
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3. Exploration of max-margin learning for the lower linear envelope model.
Like most higher-order MRF models, the consistency model has a large number
of parameters to learn because of multiple lower linear envelope functions.
Thus, we require a principled learning framework to deal efficiently with an
arbitrary number of parameters. We employ a structured learning paradigm,
e.g., max-margin learning framework [Taskar et al., 2003, 2005; Tsochantaridis
et al., 2006; Joachims et al., 2009]. Extending from Gould [2011], we show
how to transform the energy functions into linear combinations of parameters
and feature vectors, and derive additional linear constraints to maintain the
concavity of our linear envelope functions.
We also exploit the max-margin framework via dual decomposition in which
the dual surrogate losses are derived from the dual decomposition inference
approach. We show that by minimizing the dual losses exactly through apply-
ing our new minimization algorithm to the subproblems, this learning method
can find better model parameters than the previous primal learning method. In
addition, because latent variables need to be estimated in the ‘min’ model, we
cannot apply the standard max-margin framework. At this time, we provide
latent max-margin learning via dual-decomposition [Komodakis, 2011b] with
the ‘min’ model. Thus, we can accommodate our model within the standard
learning frameworks.
4. Use of global constraints for clique definition. We use multiple over-segmen-
tations to define cliques for the consistency potentials in which pixels belonging
to the same segment are grouped into a clique. Usually, Mean shift [Comaniciu
and Meer, 2002] is used to decompose an image into locally coherent regions in
terms of color and spatial distance. We introduce the Gaussian mixture model
(GMM) as an alternative method for defining cliques over a large set of pixels.
Importantly, these cliques do not need to be contiguous regions, but share com-
mon features over disjointed regions as global constraints over the image. We
show that GMM segmentation produces good cliques with clear object bound-
aries and improves labeling accuracy in the model. Accordingly, we associate
multiple higher-order terms with each segmentation, where the max-margin
learning framework allows us to learn any number of parameters.
5. Using mid-level features for each clique. We propose an approach to fur-
ther improve labeling accuracy by combining region features. The consistency
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Figure 1.2: Comparison of consistency models. Here we summarize the inference and learn-
ing approaches of consistency models. The dotted boxes represent our contributions.
model depends very much on the quality of cliques, but not all cliques are
defined over coherent regions. We define region features over cliques and mea-
sure the quality of cliques. Then we use the feature responses for customizing
general envelope functions for individual segmented regions. This additional
mid-level feature increases the labeling accuracy significantly, but we reuse the
previous inference and learning algorithms without modification.
Figure 1.2 and Figure 1.3 describe our contributions with the related works in
terms of model representation and learning.
1.2 Thesis Outline
The remainder of this thesis is organized as follows:
Chapter 2: Background. This chapter includes the related background theory needed
to understand the basic mathematical notations and theories used in this thesis. The
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Figure 1.3: Comparison of learning methods for structured outputs. This chart summaries a
max-margin learning framework and its variants. The dotted boxes represent our contribu-
tions to the problem of learning parameters.
major theoretical parts are based on various machine learning techniques, e.g., proba-
bilistic graphical models, MAP inference algorithms, classification, and optimization.
We also review relevant higher-order MRF models and superpixel generation.
Chapter 3: Higher-Order Consistency Models. We propose a generalized repre-
sentation of the consistency model. We also analyze the properties of the lower linear
envelope functions, then show how to minimize the energy function of the proposed
consistency model using efficient approximate move-making algorithms. Then we
exploit a max-margin learning framework to learn the model parameters. In partic-
ular, we present the key notion of encoding the lower linear envelope functions with
a set of parameters and how to represent the energy function in a linearized form.
Chapter 4: Multiple Higher-Order Consistency Models. We introduce a new use
of the Gaussian mixture model (GMM) for clustering a large set of pixels. Then
we provide a simple extension to using multiple higher-order terms associated with
multiple over-segmentations. We evaluate this model with real data sets.
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Chapter 5: Learning via Dual Decomposition. We show how to integrate a dual
decomposition method into the MRF inference and the max-margin framework. Our
new minimization algorithm to solve higher-order subproblems is proposed here.
Also, we conduct experiments with real data sets and compare the results with pre-
vious experiments.
Chapter 6: Using Region Features. We describe the idea of customizing general
linear envelope potentials for each clique. We define region features as ‘mid-level’
features and show how to modulate the envelope functions for individual cliques.
After that, we evaluate the model with region features and compare the performance
of all the models proposed in this thesis.
Chapter 7: Conclusion. Last, we conclude with a summary of contributions, open
issues, and future directions.
1.3 Publications
The publications produced during this PhD course are:
1. Park, K. and Gould, S., 2012. On learning higher-order consistency potentials
for multi-class pixel labeling. In Computer Vision–ECCV 2012, 202–215. Springer
2. Park, K.; Shen, C.; Hao, Z.; and Kim, J., 2011. Efficiently learning a distance
metric for large margin nearest neighbor classification. In AAAI 2011.
The generalized consistency models and the max-margin learning method in Chap-
ter 3, were published in Park and Gould [2012]. Chapter 3 and Chapter 4 are works
extended from Park and Gould [2012]. Chapter 5 and Chapter 6 are unpublished.
Chapter 2
Background and Related Work
Our work on a consistency model for multi-class pixel labeling problems is built on
the foundation of a probabilistic graphical model [Koller and Friedman, 2009]. In
this framework, we utilize compact representations, inferences, and learning meth-
ods for our model. First, we explore the properties of probabilistic graphical mod-
els. The graphical model describes the structure of a model in a compact form and
provides an efficient joint reasoning process by combining local evidence and inter-
dependence relationships. Then we explore some methods for Maximum a posteriori
(MAP) inference in graphical models. However, such MAP inference problems are
generally NP-hard [Cooper, 1990; Koller and Friedman, 2009]. Thus, we make use of
computationally efficient approaches for establishing approximate inferences.
Our graphical model is parameterized for each term, e.g., unary, pairwise, and
higher-order terms, and the model is trained from a set of observed data in order to
increase the prediction performance of the model given new instances of data. We ex-
ploit various learning techniques for graphical models. Regression and classification
algorithms provide pixelwise feature responses for unary potentials. A structured
learning approach discovers optimal parameters needed to adjust each term of the
graphical model.
The other part of this chapter introduces some examples of higher-order Markov
random field (MRF) models and superpixel generation. Our model falls into a cate-
gory of higher-order MRF problems and some existing higher-order models provide
important notions and approaches for our model. Also, superpixels are an essential
part of higher-order MRF models in computer vision. The segmented regions cre-
ated by superpixel generation include groups of random variables which correspond
with higher-order terms. We review the fundamental ideas of generating superpixels
here.
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2.1 Probabilistic Graphical Models
Probabilistic graphical models [Koller and Friedman, 2009] combine probability the-
ory and graph theory to model joint probability distributions of structured random
variables. In a graphical model, each node is associated with a random variable1
and an edge between nodes encodes the probabilistic interdependence between the
corresponding variables. There are two different types of graphical representations:
directed graphical models (also known as Bayesian networks) and undirected graph-
ical models (also known as Markov random fields). All the graphical models are
useful to denote certain conditional dependencies between random variables. In this
thesis, we focus on Markov random fields (MRFs), which satisfy local Markov prop-
erties. The local Markov property requires that a random variable is conditionally
independent of all other variables given its neighboring variables.
A benefit of graphical models is that they provide joint probability distributions
in a compact form. Consider an undirected graph G with a set of random variables
Y = {Yi}ni=1. Then the joint probability distribution of Y is represented in a factorized
form as
Pr(Y) =
1
Z ∏
c∈C(G)
Fc(Y c) , (2.1)
where C(G) is a set of cliques2 in the graph G and Y c ⊆ Y is a subset of random
variables in a clique c. The functions Fc(Y c) are called factors and map the local
assignments to positive real values, which are not necessarily probabilities. The nor-
malizing constant Z, also known as the partition function, ensures that the sum of the
probability distribution is 1. It is given by
Z = ∑
y∈Y
∏
c∈C(G)
Fc(Y c = yc) , (2.2)
where Y is the output domain of Y , y is a joint assignment to Y , and yc is the joint
assignment to Y c. The factor graph shows explicitly which random variables build
joint distributions. Examples of graphs are shown in Figure 2.1.
Conditional random fields (CRFs) [Lafferty et al., 2001] encode a conditional prob-
ability distribution Pr(Y | X) of random variables Y and observed variables X . The
CRFs also satisfy the local Markov properties conditioned on X . Thus, the condi-
1Because we associate a node with a random variable, we use the term ‘node’ to refer to the associ-
ated random variable, or vice versa if there is no ambiguity.
2A clique is defined as a subset of nodes which are fully connected in the graph.
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(a) A Undirected Graph
(b) A Factor Graph (c) An Example of CRF
Figure 2.1: Examples of Markov Random Fields and Factor Graphs. (a) is an example of an
undirected graph and (b) is the factor graph of (a). The rectangles represent factor nodes. (c)
is the factor graph specified by a conditional distribution, where the gray nodes are observed
variables.
tional joint probability distribution is factorized with the observed condition X = x
as
Pr(Y = y | X = x) = 1
Z(x) ∏
c∈C(G)
Fc(yc; x) , (2.3)
where yc is an assignment to the corresponding variables in clique c. Note that the
factors Fc(yc; x) are conditioned on x. Also, the main difference between MRF and
CRF is that in CRFs, the normalization constant Z(x) becomes a function of X as
Z(x) = ∑
y∈Y
∏
c∈C(G)
Fc(yc; x) . (2.4)
Because the variables X are always observed explicitly, we are not concerned about
the distributions over X , which gives us the flexibility to incorporate observed vari-
ables into CRF models. The flexibility allows us to use the informative potential
functions which depend on an abundance of domain knowledge without worrying
about the joint distribution of X .
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2.1.1 Energy Function
In Equation (2.1), the factors Fc(yc), which are positive, can be transformed into the
logarithmic representation as
ψc(yc) = − log Fc(yc) , (2.5)
where we refer to ψc(yc) as the potential function or clique potential on clique c. Then
the joint distribution of Y can lead to an alternative representation of the energy
function E(Y = y) as
Pr(Y = y) =
1
Z
exp
(
− ∑
c∈C
ψc(yc)
)
(2.6)
=
1
Z
exp
(
− E(Y = y)
)
. (2.7)
The energy function provides a compact representation for many distributions; in-
stead of encoding factors with a complete set of values of variables, clique potentials
can have sparse representations capturing certain patterns of values of variables,
e.g., 1 when two variables take the same value and 0 otherwise. Furthermore, the
sum of potential functions makes it easy to be parameterized with a family of distri-
butions associated with feature functions (e.g., factors). Significantly, the main bene-
fit of the transformation into log-space is to avoid numerical issues with multiplying
many small probabilities.
To be concise, we denote the probability of Y = y as Pr(y) and the energy function
of Y = y as E(y), and use the terms MRF and CRF interchangeably if there is no
ambiguity.
2.1.2 MAP Inference and Energy Minimization
Since the logarithmic transformation of Equation (2.7) leads to an inverse propor-
tional relationship between the log probability distribution and the energy function
as
logPr(y) ∝ −E(y) , (2.8)
a Maximum a posteriori (MAP) inference is equivalent to the energy minimization:
argmax
y∈Y
Pr(y) = argmin
y∈Y
E(y) . (2.9)
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An advantage of MAP inference is that it does not require computation of the normal-
ization constant Z, which is summed over all possible joint assignments. However,
MAP inference is still computationally intractable for general graphs [Cooper, 1990;
Koller and Friedman, 2009]. Only a few special cases are known for exact inference.
For example,
• For a chain- or tree-structured graph, message-passing algorithms can yield
exact solutions [Barber, 2012; Pearl, 1988, 1982].
• For binary pairwise MRF/CRF models with sub-modular energy functions,
there exist graph-cut based algorithms for exact inference [Kolmogorov and
Zabih, 2004].
If exact inference is not available, we need to use approximate inference algorithms
such as loopy belief propagation [Yedidia et al., 2005; Weiss and Freeman, 2001],
move-making algorithms [Kolmogorov and Zabih, 2004; Boykov et al., 2001; Besag,
1986], or linear programming relaxation [Wainwright and Jordan, 2008; Werner, 2007;
Schlesinger, 1976].
2.1.3 Min-Cut / Max-Flow
Graph-cuts are a family of algorithms to efficiently minimize a certain type of energy
function (e.g., a binary pairwise submodular function) exactly in polynomial time
regardless of the structure of the graphs. The basic idea of the algorithm is to trans-
form the energy function into a special graph that contains two auxiliary terminal
nodes, i.e., the source s and the sink t, and a non-negative weight for each edge. By
minimizing the cost to cut this st-graph, we obtain an optimal solution which mini-
mizes the original energy function [Kolmogorov and Zabih, 2004]. After cutting the
graph, the nodes are separated into two groups which belong to each terminal node.
This min-cut problem is also known to be equivalent to the maximum flow problem
by the theorem of Ford and Fulkerson [1962].
As stated above, the special case of the energy function – a binary pairwise sub-
modular function – can be solved exactly using graph-cuts. To encode the special
energy function, we define a quadratic pseudo-Boolean function (QPBF), which is
convenient for mapping to an st-graph directly.
Definition 2.1.1. Let us denote B = {0, 1} as a Boolean domain, n a nonnegative integer,
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and R a real domain. A mapping
f : Bn → R (2.10)
is then called a pseudo-Boolean function [Boros and Hammer, 2002].
A quadratic pseudo-Boolean function is a polynomial of degree 2 and can be
written as
f (y) = c0 +
n
∑
i=1
ciyi + ∑
i<j
cijyiyj , (2.11)
with variables yi ∈ B and coefficients ci and cij. A pairwise binary MRF is equiva-
lently represented as a quadratic pseudo-Boolean function (QPBF) [Boros and Ham-
mer, 2002]. Here we write the QPBF in posiform as
f (y) = θconst + ∑
i
θi;0yi + θi;1yi
+ ∑
(i,j)
θij;00yiyj + θij;01yiyj + θij;10yiyj + θij;11yiyj , (2.12)
where yi = 1− yi and all coefficients θa;b are non-negative with the possible exception
of the constant term θconst. Note that this posiform parameterization is not unique.
For example, we can add an arbitrary non-negative constant to both θi;0 and θi;1 and
subtract it from θconst without changing the energy of any assignment.
A quadratic pseudo-Boolean function is called submodular if each set of pairwise
coefficients {θij;ab | a, b ∈ B} satisfies
θij;00 + θij;11 ≤ θij;01 + θij;10 (2.13)
[Boros and Hammer, 2002], or equivalently in (2.11),
cij ≤ 0 (2.14)
for all pairwise coefficients [Nemhauser et al., 1978]. With respect to pixel label-
ing problems, for instance, both Potts prior and the contrast-sensitive prior satisfy
submodularity3, which implies that θij;00 = θij;11 = 0 and θij;01 = θij;10 > 0 for all
variable pairs (i, j). Figure 2.2 illustrates the st-graph constructed from (2.12) with
3Potts prior θij(yi, yj) = λJyi 6= yjK is defined with the positive parameter λ and the indicator func-
tion J·K which takes 1 when the argument is true and 0 otherwise. Also, for binary variables the Potts
prior is commonly referred to as the Ising prior. See (4.6) for a formal definition of the contrast-sensitive
prior.
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Figure 2.2: Example of an st-graph of a pairwise binary submodular energy function with
θij;00 = θij;11 = 0. Given a graph G, we add two auxiliary nodes, the source node s, and
the sink node t to the graph. Once all edges of the resulting graph are assigned by clique
potentials of the original problem, computing max-flow gives an equivalent solution to min-
imizing the original problem. The maximum flow (capacity) of an st-graph is known to be a
graph-cut for a minimum path from the node s to the node t.
θij;00 = θij;11 = 0. Given an st-graph, there exist many algorithms to solve the problem
such as augmented paths [Ford and Fulkerson, 1962] and push-relabel algorithms
[Goldberg and Tarjan, 1988].
The goal of inference is to find the assignment y⋆ with minimum energy. Message-
passing algorithms can be suitable for the purpose, but it is well known that for
submodular pairwise energy functions, this can be done efficiently by finding the
minimum-cut in a suitably constructed graph [Szeliski et al., 2008; Boykov et al.,
2001; Kolmogorov and Zabih, 2004]. Unfortunately, in general, for multi-label CRFs
(or indeed, non-submodular binary CRFs), inference is intractable and we need to
resort to approximate routines.
2.1.4 Move-making Inference
Move-making algorithms reduce the inference problem to a series of smaller infer-
ence problems in which the algorithm maintains the current best assignment to the
variables and attempts to further minimize the energy by proposing moves in a re-
stricted label space. The algorithm keeps proposing moves until no further improve-
ment in the assignment can be found, and hence converges to a local optimum. The
algorithm can be formalized as follows: let L be the set of possible labels for each
variable and yprev ∈ Ln be the current best assignment found by the algorithm.
Then, the t-th move in a generic move-making algorithm considers all joint assign-
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ments yt ∈ {yprev} ∪ Y t, where Y t is a subset of candidate assignments at the t-th
iteration and in general Y t ⊂ Ln. If the algorithm finds a lower energy E(yt) than
the previous energy E(yprev), the assignment yt is updated as y
next. Otherwise, yprev
is kept as ynext.
An early example of move-making algorithms is Iterated Conditional Modes
(ICM) [Besag, 1986]. For a given variable, it finds the optimal assignment condi-
tioned on all the other variables. However, the update of a single variable makes
its convergence slow and can easily get stuck in poor local optima. More advanced
examples of move-making algorithms are α-expansion and αβ-swap [Boykov et al.,
2001; Kolmogorov and Zabih, 2004]. They use graph-cuts for finding the optimal
move in which each move restricts the label space of variables to at most two values
from the label set and the resulting binary energy function must be submodular. In
α-expansion, each label α is chosen from L iteratively. Then each variable switches
to the chosen label α or keeps the current assignment, which expands the current
label α to other variables. It continues to iterate through the label set until the energy
reduces no more. Similarly, during αβ-swap, a pair of labels α and β is chosen from
L iteratively. Then it makes moves by swapping only between the variables with
either of the two labels and holds fixed all the other variables which do not take the
label α or β. In summary, the three algorithms are characterized as follows:
• ICM: for a given variable i, we choose the ynexti ∈ L that minimizes the energy
with ynextj = y
prev
j for all the other variables (j 6= i).
• α-expansion: for all i, we choose the ynexti ∈ {yprevi , α} that jointly minimize the
energy.
• αβ-swap: for all i such that yprevi ∈ {α, β}, we choose the ynexti ∈ {α, β} that
jointly minimize the energy and ynextj = y
prev
j for all other variables (j 6= i).
For α-expansion and αβ-swap, an efficient graph-cut based implementation has been
proposed to minimize the energy functions found in computer vision [Boykov and
Kolmogorov, 2004].
2.1.5 Higher-Order MRF Models
Higher-order MRF models involve clique potentials which depend on more than two
variables. The higher-order terms defined on large cliques allow better statistics and
deeper interactions between random variables than pairwise MRF models and have
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shown superior performance to pairwise models (e.g., in semantic image segmenta-
tion [Ladicky et al., 2013, 2009]). Given a graph G = {V , E , C} composed of nodes V ,
edges E , and cliques C, a higher-order energy function is generally represented with
potential functions ψ = {ψi,ψij,ψc} respectively as follows:
E(y) = ∑
i∈V
ψi(yi)︸ ︷︷ ︸
Unary Terms
+ ∑
(i,j)∈E
ψij(yi, yj)
︸ ︷︷ ︸
Pairwise Terms
+ ∑
c∈C
ψc(yc)︸ ︷︷ ︸
Higher-Order Terms
, (2.15)
where the cliques can be defined on subsets of nodes, or even all nodes to encode
global constraints. As the large number of variables are jointly estimated over the
cliques, efficient inference algorithms are demanded for solving the higher-order
models. One popular method is to reduce a higher-order energy function to a group
of pairwise potentials and use the existing inference algorithms such as graph-cuts
[Kohli et al., 2009, 2007; Ladicky et al., 2013; Delong et al., 2012]. Such methods are
able to solve the problems efficiently; however, they are limited to a specific range
of problems, e.g., submodular energy functions. Other attempts include dual ap-
proaches [Komodakis et al., 2011; Wang et al., 2010; Werner, 2008, 2010] and belief
propagation based methods [Lan et al., 2006; Tarlow et al., 2010] which extend pair-
wise cases to higher-order models.
Here, we review some important examples of existing higher-order models, which
are relevant to the work presented in this thesis.
2.1.5.1 Extended Pn Models
The Pn Potts model [Kohli et al., 2007] and its successors encourage all variables
belonging to a clique to take the same label. These models encode a penalty, with
the number of variables taking a given label, and hence they smooth the annotations
within cliques, which is similar to pairwise smoothness prior between neighboring
variables. The Pn Potts model is defined as
ψc(yc) =

γℓ if yi = ℓ, ∀i ∈ cγmax if yi = ℓ′( 6= ℓ) ∃i ∈ c , (2.16)
where γmax ≥ γℓ, ∀ℓ ∈ L. This model rigidly enforces consistent label assignments
over each clique. For example, the same maximum penalty γmax is imposed unless
all the variables in a clique take the same label. Similarly, the Robust Pn model [Kohli
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(a) Pn Model (b) Robust Pn Model (c) Lower Envelope Model
Figure 2.3: Three examples of consistency models. These potentials take the number of vari-
ables for a given label and penalize the number of inconsistent assignments over a clique. (a)
prefers complete agreement within variables. (b) has some robustness for some inconsistency.
(c) generalizes the robustness with a piecewise lower linear envelope function.
et al., 2009] defines a linear truncated function of the number of inconsistent variables
as
ψc(yc) = min
{
min
ℓ∈L
(|c| − Xℓ)θℓ + γℓ,γmax
}
, (2.17)
where Xℓ is the number of variables which take a label ℓ in clique c and θℓ is a po-
tential function parameter. Unlike the Pn Potts model, the Robust Pn model reduces
the penalty if only a small number of variables in a clique take different labels. Later,
this model was generalized as the lower linear envelope model composed of multiple
linear functions [Kohli and Kumar, 2010]. Three models are illustrated in Figure 2.3.
Note that Kohli and Kumar [2010] also proposed the lower linear envelope model
as well as the upper linear envelope model. This type of higher-order potential for-
mulates size prior and not-null set constraints, which, for instance, enforce a fixed
number of scene elements such as pixels or regions to be assigned a particular label.
However, this involves a difficult min-max optimization problem and is not consid-
ered in this thesis.
2.1.5.2 Other Models as Global Constraints
A Label Co-occurrence Model. The co-occurrence model [Ladicky` et al., 2012] in-
corporates global object co-occurrence statistics into MRF models. Unlike typical
MRF models using local interactions between variables, this model includes the
global constraints that involve all variables. The co-occurrence statistics measure
which objects are likely to appear together in the same image and suppress uncom-
mon object combinations. Thus, the model aims to impose lower energy on the
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subsets of highly correlated object classes. They showed how energy functions incor-
porated with such global constraints could be minimized in various ways (e.g., lin-
ear program relaxation, using message-passing algorithms, and move-making algo-
rithms).
A Label Cost Model. Another global potential appears in the label cost model [De-
long et al., 2012]. Their model is concerned with the number of labels or subsets
of labels in an image and forces certain subsets of labels to be present. This work
has demonstrated some applications – such as unsupervised image segmentation
and motion segmentation where the number of segmentations is unknown – and has
employed graph-cut based formulations. This potential function can be constructed
with the (robust) Pn Potts model by encoding a penalty over all variables taking a
specific subset of labels.
2.2 Superpixels and Regions
A superpixel is an over-segmented image patch in which the pixels are grouped
with respect to similar features. Superpixels have been employed in many computer
vision problems since Ren and Malik [2003] proposed it for reducing computational
complexity. They represented a large set of pixels as a single superpixel, reducing
the number of random variables to a single random variable.
In our consistency model, superpixels are used to define cliques for higher-order
terms rather than for efficiency. Therefore, our approach is more flexible than adding
the hard constraint that all pixels in a superpixel be labeled the same. Here, we
review the superpixel algorithms used in our work as well as other vision problems.
2.2.1 Mean Shift
Mean shift [Comaniciu and Meer, 2002] is a non-parametric clustering method which
considers feature space as a probability density distribution. Given a set of data
points, the main idea is to find a higher density location of them by assuming that
they are sampled by a probability density function (pdf). After iteratively updating
the mean shift vector, all points that have converged to the same stationary point are
considered as belonging to the same cluster.
Mean shift does not require any fixed number of clusters in prior and only sets
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the size of windows for kernel function estimation. Here the kernel functions (or
pdfs), generally refer to uniform, Gaussian, and Epanechnikov distributions.
Assume each of n data points xi ∈ Rd has a probability density function K(·).
The multivariate kernel density estimate f (·) is written as
f (x) =
1
nhd
n
∑
i=1
K
(
x− xi
h
)
, (2.18)
where the kernel function K(·) has a window size h (called a radius of the kernel or
bandwidth). By taking gradient steps of the function f (·), we can compute the mean
shift vector m(x)
m(x) =
∑
n
i=1 xig
( x−xi
h
)
∑
n
i=1 g
( x−xi
h
) − x , (2.19)
where g(x) = −K′(x). In short, the mean-shift procedure can be summarized as
follows: For each point xi
1. Compute mean shift vector m(xt) for the t-th iteration.
2. Update the density estimation center, i.e., xt+1 = xt +m(xt).
3. Repeat until all points have converged.
4. Then group all points which have the same convergence point.
For superpixel generation, (Luv) color and spatial distances are used for the band-
width. Other applications using mean shift include discontinuity preserving smooth-
ing applications and tracking [Comaniciu et al., 2003].
2.2.2 Gaussian Mixture Models
A Gaussian mixture model (GMM) is defined by the sum of multiple weighted prob-
ability density functions, in particular a strong assumption as to a Gaussian distribu-
tion
N(x | µ,Σ) = 1
(2π)
d
2
√|Σ| exp
(
−1
2
(x− µ)⊤Σ−1(x− µ)
)
, (2.20)
where d is the dimension of x and (µ,Σ) is a pair of parameters such as the mean and
the covariance matrix of the Gaussian. Given a set of data X = {x} sampled from
an unknown distribution, we model the unknown distribution with mixture of K
components (e.g., Gaussians). Then our objective is to estimate the GMM parameters
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and the mixture components that the data belong to. The probability density function
of the GMM is defined as
p(x) =
K
∑
k=1
ωkN(x | µk,Σk) (2.21)
s.t.
K
∑
k=1
ωk = 1 (2.22)
0 ≤ ωk ≤ 1 , (2.23)
where ωk is the prior probability (weight) of the k-th Gaussian. If the model parame-
ters are known, it is easy to estimate which distribution each data point belongs to or
vice versa. However, the main objective is to find out the label belonging to each data
point and to approximate the model parameters at the same time. In this case, the
EM algorithm [Dempster et al., 1977; McLachlan and Krishnan, 2007] is used to opti-
mize the above problem. The ‘E’ step estimates the probability of each Gaussian for
each data point and the ‘M’ step updates the parameters to maximize the likelihood
of the data. After training this model, we can produce superpixels by evaluating the
data xp of each pixel p as
k⋆ = argmin
k
N(xp | µk,Σk) , (2.24)
where k⋆ is the cluster to which the pixel p belongs. However, this model has some
issues. First, it is very sensitive to initialization. Second, the user has to set up the
number of Gaussians.
2.2.3 Other Clustering Algorithms
Any segmentation (or clustering) algorithm can create superpixels, so that the size
or shape of superpixels depends on how each algorithm specifies the prior knowl-
edge of problems. Some popular superpixel algorithms are Normalized Cuts [Shi
and Malik, 2000; Malik et al., 2001], Superpixel Lattices [Moore et al., 2008], ex-
pansion moves-based superpixels [Veksler et al., 2010], and Graph Segmentation
[Felzenszwalb and Huttenlocher, 2004]. However, the purpose or the properties of
algorithms have to be carefully considered since some algorithms do not allow one
to control the size or the shape of superpixels.
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(a) Convex (b) Concave (c) Neither Convex nor Con-
cave
Figure 2.4: Three examples of general functions: convex, concave, and neither. The circle
represents saddle points (of either global or local optima).
2.3 Convex Optimization and the Dual Problem
Many computer vision problems involve various multi-dimensional functions and
constraints. The aim of the optimization of a multi-dimensional function is to find a
saddle point of the function subject to constraints. That is, let a function f be defined
as a mapping of x ∈ X to the real domain, i.e.,
f : X → R , (2.25)
where X is a subset of the real space Rn. Then the minimization of the function f ,
minimize
x∈X
f (x) (2.26)
finds a point x⋆ ∈ X such that
f (x⋆) ≤ f (x) ∀x ∈ X . (2.27)
Here, the function f is called an objective function or a cost function. In general, the
domain X is bounded by some conditions known as constraints.
Depending on the shape of the function f , we may get one or multiple saddle
points. In (2.27), f (x⋆) is called a global minimum if the function f (·) is convex on
the domain X . In Figure 2.4, each of the convex and the concave function have a
global optimum point. However, convex functions can have more than one global
minimum point.
Due to the property of global minimization, convex functions have received con-
siderable interest in various problem domains. This type of minimization problem is
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defined as a convex optimization problem [Boyd and Vandenberghe, 2004] as follows.
Definition 2.3.1. A constrained minimization problem
minimize
x
f0(x) (2.28)
subject to fi(x) ≤ 0 ∀i
hj(x) = 0 ∀j
is a convex optimization problem if the objective function f0 and the inequality constraints fi
are convex, and the equality constraints hj are affine.
Similarly, a concave maximization problem is another form of convex optimiza-
tion problem when the negative objective function − f0 is maximized.
2.3.1 Dual Problem
Consider the problem (2.28), which is called a primal problem. The Lagrangian func-
tion of Equation (2.28) is
L(x,λ, µ) = f0(x) + ∑
i
λi fi(x) + ∑
j
µjhj(x) , (2.29)
where we associate Lagrangian multipliers λi ≥ 0 and µj with constraint functions fi
and hj. We call the Lagrangian multipliers the dual variables associated with (2.28).
Using the Lagrangian function (2.29), we define the Lagrangian dual of the primal
problem as the minimum value of (2.29) over x:
LD(λ, µ) = inf
x
L(x,λ, µ) . (2.30)
This dual becomes −∞ when the Lagrangian (2.29) is unbounded below in x. Note
that the Lagrangian dual is a concave function of λ and µ because the dual function
is a pointwise infimum of affine functions of λ and µ. Thus, this leads to a concave
problem. Even though the primal is not convex, the dual function is still concave,
which is why the dual is preferred.
Because the dual function provides lower bounds to the primal problem, the dual
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problem is presented to find the optimal lower bound as follows:
maximize
λ,µ
LD(λ, µ) (2.31)
subject to λi ≥ 0 ∀i .
Let d⋆ be the optimal value of the dual problem at (λ⋆, µ⋆) and p⋆ be a counter
value of the primal problem at x⋆. The difference between the two values p⋆ − d⋆
is called the optimal duality gap. If the inequality d⋆ ≤ p⋆ holds, it is called a weak
duality. If the gap is zero, we call it a strong duality. In particular, if we know a dual
optimal solution (λ⋆, µ⋆) and a strong duality holds, we can sometimes interpret
the primal solution x⋆ in terms of the dual solution. For more detail on convex
optimization, refer to Boyd and Vandenberghe [2004]
2.4 Learning Model Parameters
Our work exploits various machine learning algorithms. Here, we are concerned
with supervised learning in which a set of training data is used to adjust model
parameters and to lead the model to determine the best outputs for a set of novel
data. The outputs can be discrete values, continuous values, or structured outputs.
In this section, we provide an overview of learning algorithms related to our model.
2.4.1 Regression and Classification
Regression is a statistical process to predict a target value y ∈ R which is continuous.
Specifically, a function f of unknown parameters θ and an observed value x estimates
the corresponding true value y, i.e.,
f (x; θ) ≈ y . (2.32)
One simple regressionmodel, linear regression assumes the target variable y can be ap-
proximated by a linear combination of values and parameters, i.e., f (x; θ) = θ⊤x + η,
where η is unknown random noise (typically assumed to be a zero-mean Gaussian
distribution). Using a set of training data {(xi, yi)}Ni=1, we can estimate the param-
eter vector θ by minimizing the sum of squared residuals (differences between true
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Figure 2.5: Example of logistic regression. The logistic (or sigmoid) function measures prob-
abilities of data points which range from −∞ to ∞. The circles and squares are two different
types of data, labeled 0 and 1.
values and predicted values) as
minimize
θ
N
∑
i=1
‖yi − f (xi; θ)‖22 . (2.33)
To prevent the model being overfitted, the ℓ2-regularizer ‖θ‖22 is added to the cost
function (2.33), which maintains the convexity of the problem. While the ℓ2 norm
can provide numerical stability and prevent overfitting, the ℓ1 norm can provide
robustness to outliers having sparse parameters.
2.4.1.1 Logistic Regression Models
Logistic regression is a classification method rather than a regression, which uses a
probabilistic interpretation. This method introduces a non-linear mapping where the
linear regression cannot fit to a data set. To understand logistic regression, let us
review a binary classification problem first, and a multi-class classification problem
next. Logistic regression (LR) uses a logistic function σ(z)
σ(z) =
1
1+ e−z
(2.34)
in order to consider a probability p of data x. As shown in Figure 2.5, z goes from −∞
to ∞ and σ ranges from 0 to 1. We define a logit z = θ⊤x + b to assign probabilistic
relations to two distinct cases symmetrically. The logit is the logarithm of odds, which
is a proportion of the probability of a case ‘1’ and the probability of ‘0’. That is, a
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logit is written as
z = log(odds) = ln(
p
1− p ) (2.35)
= θ⊤x + b , (2.36)
where p is the probability of the case ‘1’. By using the notion of odds, we can con-
vert non-linear mapping to linear mapping, which makes the optimization possible
as in linear regression. We get the σ(z) as the posterior probability that y = 1,
i.e., Pr(y = 1 | x) = σ(z). For classification, we interpret σ(z) > 0.5 as y = 1, and
otherwise as y = 0.
For learning the parameters (θ, b), we compute the maximum likelihood of target
values Y given observed values X
Pr(Y | X) =
N
∏
i=1
1
1+ e−yiz(xi)
(2.37)
assuming that N training examples are independent. Then a loss function is defined
by the negative log likelihood. With a convex regularizer ‖θ‖2, the learning problem
is given as
minimize
θ
N
∑
i=1
log(1+ e−yiz(xi)) + λ ‖θ‖22 , (2.38)
where λ is the regularization constant.
Multi-class logistic regression, also called softmax regression, is the extension of
the binary model to discriminate a set of more than two classes. Instead of taking
one linear parameter vector, we combine multiple linear parameters with a feature
vector for multi-class cases. For a class ℓ and a feature vector x, a logit function
z(ℓ, x; θ) = θ⊤ℓ x is defined, where θℓ is the parameter vector for class ℓ. After com-
puting all the regression values by using a set of binary regressions, we normalize
the probability of each class. Thus, the probability of class ℓ is defined as
Pr(y = ℓ | x; θ) = exp(θ
⊤
ℓ x)
∑
L
i=1 exp(θ
⊤
i x)
, (2.39)
where L is the number of classes. This multi-class LR discriminates the most likely
assignment which gives the maximum probability, e.g., y⋆ = argmaxy Pr(y | x; θ).
For training this model, we build a maximum likelihood objective function with
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a regularization term, i.e.,
minimize
θ
N
∑
i=1
(
− logPr(yi | xi; θ)
)
+ λ‖θ‖22 , (2.40)
where λ is the regularization constant.
In CRF models, we use this multi-class logistic regression as unary potentials to
score local features.
2.4.1.2 Boosting Algorithms
Boosting [Schapire, 1990, 2003; Meir and Rätsch, 2003] is an additive classification
method. The main idea is to build a strong classifier by combining weak classifiers.
Here a weak classifier means any classifier with accuracy better than a random guess
(e.g., the accuracy is higher than 0.5 in binary classification problems). There are
many variations of boosting such as AdaBoost [Freund and Schapire, 1997], LPBoost
[Demiriz et al., 2002], TotalBoost [Warmuth et al., 2006], BrownBoost [Freund, 2001],
MadaBoost [Domingo and Watanabe, 2000], LogitBoost [Friedman et al., 2000], and
AnyBoost [Mason et al., 2000].
We will assume a binary classification problem in this section. A decision func-
tion H(x) is constructed out of a linear combination of weighted weak classifiers
ht(x) : Rn → {−1, 1}:
H(x) = sign
(
T
∑
t=1
αtht(x)
)
, (2.41)
where αt is a weight for the t-th weak classifier and T is the maximum number of
weak classifiers. A simplified learning algorithm is given in Algorithm 1, where the
important steps in most boosting algorithms are:
1. to select one or more weak classifiers with a weight (or weights) αt at each
iteration.
2. to update the weights ωi with respect to a distribution of input data xi, which
leads misclassified data to be more strongly considered in the next iteration.
The variants of boosting algorithms differ in updating the weights αt and ωi
(i.e., Step 4 and 5 in Algorithm 1). For instance, AdaBoost, which is the most popular
framework in boosting, manages the two important steps as follows. After comput-
ing error rate ǫt = ∑i ωiJyi 6= ht(xi)K, Step 4 adds a weak hypothesis with the weight
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Algorithm 1 General Learning Procedure for Boosting.
Require: A set of training data with labels {(xi, yi)}Ni=1
1: Initialize weights ωi for all training data
2: for t = {1, . . . , T} do
3: Find the best weak hypothesis ht(·) with minimum error on the weighted train-
ing data
4: Compute αt
5: Update weights ωi for all data xi
6: end for
7: return A strong classifier H(x) = sign
(
∑
T
t=1 αtht(x)
)
αt =
1
2
log
(
1− ǫt
ǫt
)
. (2.42)
In step 5, the weights ωi are reweighted as
ωi ← ωi exp
(
− αtyiht(xi)
)
for all i = 1, . . . ,N (2.43)
for assigning more weights to misclassified training data, which should be normal-
ized later.
2.4.2 Structured Support Vector Machine
Structured support vector machine (SSVM) [Tsochantaridis et al., 2006; Taskar et al.,
2005, 2003; Joachims et al., 2009] is a learning method for general structured output
spaces, e.g., sequences, strings, and graphs. The SSVM is also called max-margin
learning due to its main idea of finding the maximum decision boundary in a struc-
tured output space. There are two variants of this framework known as margin
rescaling and slack rescaling, both of which construct convex problems. In this sec-
tion, we will review the margin rescaling framework due to its convenient imple-
mentation.
Consider an input-output pair (x, y) ∈ X × Y , where X denotes the input space
and Y represents the output space. A joint feature function of (x, y) is defined by a
mapping
φ(x, y) : X × Y → Rd . (2.44)
Assuming a score function4 is encoded as a linear combination of a parameter vector
4The score function can be maximized to get a prediction in a probabilistic model. In that case, some
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θ and the feature φ, the particular structured output yˆ for a given instance x can be
predicted by
yˆ(x; θ) = argmin
y∈Y
score function︷ ︸︸ ︷
θ⊤φ(x, y) , (2.45)
which is referred to as an inference problem. Note that standard max-margin presen-
tations assume ‘argmax’ in the score function, but we use ‘argmin’ to be consistent
with the energy minimization view of structured prediction.
Given a structured data set {(xt, yt)}Tt=1 where the t-th pair represents a training
instance xt and the ground-truth output yt, the structured prediction learning aims
to find a parameter vector θ that leads the prediction to best fit the ground-truth, i.e.,
yˆt(xt; θ) ≈ yt . (2.46)
Therefore, we can set up an empirical loss for learning as
L(θ) =
1
T
T
∑
t=1
△(yˆt, yt) , (2.47)
where a loss function △(yˆt, yt) measures the dissimilarity cost between two outputs
yˆt and yt such that△(yˆt, yt) ≥ 0. Since the function△(·, ·) is typically discontinuous
and non-convex (e.g., Hamming loss), we exploit a surrogate loss which is convex
and continuous,
△(yˆt, yt) ≤ θ⊤φ(xt, yt)−min
y∈Y
(
θ⊤φ(xt, y)−△(y, yt)
)
︸ ︷︷ ︸
surrogate loss
, (2.48)
Then adding a regularizer to avoid overfitting, the learning problem minimizes this
non-differentiable objective function as
minimize
θ
1
2
‖θ‖2 + C
T
T
∑
t=1
θ⊤φ(xt, yt)−min
y∈Y
(
θ⊤φ(xt, y)−△(y, yt)
)
. (2.49)
Using slack variables ξt, we obtain the equivalent quadratic program (QP) which
equations should be modified with negative signs.
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contains the convex and differentiable objective function as
minimize
θ, ξ
1
2
‖θ‖2 + C
T
T
∑
t=1
ξt (2.50)
subject to θ⊤φ(xt, y)− θ⊤φ(xt, yt) ≥ ∆(y, yt)− ξt y ∈ Yt, ∀t (2.51)
ξ  0
where Yt is the t-th output space and ξ is a set of the slack variables.
To optimize this convex QP, two optimization methods can be used. The uncon-
strained non-differentiable problem (2.49) can be solved by a subgradient descent
method. However, the subgradient method is slow to converge (refer to Ratliff et al.
[2007] and Lucchi et al. [2013] for further detail). Another solution for minimizing
this QP problem (2.50) is to use the cutting-plane method (or bundle method [Teo
et al., 2010]). The cutting-plane method [Tsochantaridis et al., 2006] builds lower
bounds of the objective by adding most violated constraints iteratively. Algorithm 2
summarizes the cutting-plane method to optimize the QP (2.50). Note that the cost
function Ht(·) in line 6 varies according to margin definition: either margin rescaling
or slack rescaling.
Algorithm 2 Cutting-plane algorithm to solve SSVM.
Require: A set of training data with labels: {(xt, yt)}Tt=1,
1: tolerance ǫ ≥ 0, regularization constant C > 0
2: Initialize a set of active constraints At = ∅ for all t
3: repeat
4: Solve QP (2.50) with {At} for θ and ξ ( 0)
5: for each training example t do
6: Ht(y; θ) = θ
⊤φ(xt, yt)− θ⊤φ(xt, y) +△(y, yt)
7: Compute y⋆ = argminy∈Yt
(
θ⊤φ(xt, yt)− Ht(y; θ)
)
8: if Ht(y⋆; θ) > ξi + ǫ then
9: At ← At ∪ {y⋆}
10: end if
11: end for
12: until no more violated constrains for all t
13: return An optimal parameter vector θ⋆
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2.4.3 Latent Structured Support Vector Machine
In many structured prediction tasks, hidden variables, also called latent variables,
provide more expressive power to structured prediction models, but the hidden vari-
ables are not fully observed in the training data set. Latent Structured SVM [Yu and
Joachims, 2009] is extended from SSVM to account for the latent variables h in the
learning framework.
Similar to (2.44), a joint feature function defines a mapping
φ(x, h, y) : X ×H×Y → Rd , (2.52)
where H denotes the hidden variable space. Then the predicted output for a given x
is determined by
(yˆ, hˆ) = argmin
(y,h)∈Y×H
θ⊤φ(x, h, y) . (2.53)
Following a similar analysis to (2.49), we can define the learning problem with latent
variables as
minimize
θ
1
2
‖θ‖2 − C
T
T
∑
t=1
min
(y,h)∈Y×H
(
θ⊤φ(xt, h, y)−△(yt, y, h)
)
︸ ︷︷ ︸
convex
− C
T
T
∑
t=1
(
−min
ht∈H
θ⊤φ(xt, ht, yt)
)
︸ ︷︷ ︸
convex
. (2.54)
This difference of convex functions does not fit into the class of a convex problem.
Thus, we employ the Concave-Convex Procedure (CCCP) [Yuille and Rangarajan,
2003] to solve this non-convex problem, which converges only to a local minimum,
but produces good results in practice. In short, the algorithm takes alternating steps
between observing hidden variables and finding the model parameters in a modified
convex problem. First, we observe the value
h⋆t = argmin
ht∈H
θ⊤φ(xt, ht, yt) ∀t (2.55)
which best explains the output yt in the concave part of (2.54), and then we can
compute a hyperplane that upper bounds the concave part by summing the feature
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vectors for the observed values h⋆t . Next, replacing the concave function with the
linear function of the hyperplane, we have a convex problem
minimize
θ
1
2
‖θ‖2 − C
T
T
∑
t=1
min
(y,h)∈Y×H
(
θ⊤φ(xt, h, y)−△(yt, y, h)
)
︸ ︷︷ ︸
convex
+
C
T
T
∑
t=1
θ⊤φ(xt, h⋆t , yt)︸ ︷︷ ︸
linear
. (2.56)
Algorithm 3 shows the steps involved in optimizing our learning problem with latent
variables. Similar to the cutting-plane method, the Non-Convex Regularized Bundle
Method (NRBM) [Do and Artières, 2009] can be used to optimize this learning prob-
lem.
Algorithm 3 Concave-Convex Procedure to solve Latent SSVM.
Require: A set of training data with labels: {(xt, yt)}Tt=1
1: Set the iteration r = 0, regularization constant C > 0
2: Initialize the parameter θ0
3: repeat
4: Compute h⋆t by (2.55) with the current parameter θr
5: Solve (2.56) to get parameter θr+1
6: Set r← r+ 1
7: until no more decrease in Equation (2.54) for the current parameter θr+1
8: return An optimal parameter vector θ⋆
Chapter 3
Higher Order Consistency Models:
Inference and Learning for
Multi-class Pixel Labeling
A key challenge in computer vision is the problem of pixel labeling where the goal
is to annotate every pixel in an image with a label from a pre-defined label set. This
general problem can be applied to a number of different scene understanding and
image processing tasks such as multi-class semantic segmentation [He et al., 2004;
Shotton et al., 2006], geometric interpretation [Hoiem et al., 2007], and image denois-
ing [Roth and Black, 2009]. Conditional Markov random fields (CRFs) [Lafferty et al.,
2001] are a powerful framework for solving these problems. Motivated by the obser-
vation that adjacent pixels typically take the same label, the pixel labeling problem
is usually formulated in terms of a pairwise CRF, where the CRF encodes labeling
preferences via unary terms conditioned on individual pixel features and a pairwise
smoothness prior over adjacent pixels. However, this local encoding scheme fails to
model the complex relationships over pixels.
Many authors have demonstrated a significant improvement in labeling accu-
racy by incorporating higher-order constraints, such as encoding topological priors
over large sets of pixels [Nowozin and Lampert, 2009; Lempitsky et al., 2009] and
restricting label appearance within an image [Ladicky` et al., 2012; Lim et al., 2010;
Rabinovich et al., 2007]. One important class of higher-order constraint is to en-
force consistency over contiguous regions in the image. This concept is an exten-
sion similar to typical contrast-sensitive pairwise models which smooth out label
annotations between two adjacent pixels. For example, the Robust Pn model [Kohli
et al., 2009] imposes consistency labels over superpixel regions, and has reported
35
36 Higher-Order Consistency Models for Multi-class Pixel Labeling
impressive segmentation results due to the soft constraint near the region boundary.
However, higher-order models generally require efficient inference algorithms to deal
with fully connected structures over large sets of nodes. One remedy is to transform
a higher-order term into a series of pairwise terms in order to apply existing efficient
inference algorithms such as graph-cuts [Boykov et al., 2001; Ford and Fulkerson,
1962].
Despite the significant improvements promised by higher-order models, the issue
of learning the model parameters efficiently and effectively has become an important
research question. As the number of parameters increases when higher-order po-
tentials are introduced, cross-validation—typically used for pairwise models—is no
longer an effective learning method. During the past several years, the introduc-
tion of max-margin learning for structured prediction [Tsochantaridis et al., 2006;
Taskar et al., 2005] has advanced CRF parameter learning. The standard max-margin
approach is to learn model parameters by preserving a large margin between the
ground-truth assignment and all the other joint assignments of the variables. Re-
cently, Gould [2011] showed how the binary lower linear envelope potentials can be
learned by the max-margin learning framework with additional linear constraints.
However, many higher-order models discussed in the literature do not propose any
principled learning methods or use their own training scheme based on greedy
search [Ladicky et al., 2013, 2009].
In this chapter, we introduce our multi-class higher-order consistency model for
pixel labeling problems. We explore variants of the higher-order potential [Kohli and
Kumar, 2010] that encodes a preference for consistency over large coherent (and pos-
sibly disjoint) regions. Our model defines a composite of concave penalty functions
over the number of pixels within a pre-defined region (or clique) that is annotated
consistently with a given label. Furthermore, by building on the work of Gould
[2011], we propose tractable move-making algorithms for this model: α-expansion
and αβ-swap moves [Boykov et al., 2001; Kolmogorov and Zabih, 2004] that perform
exact moves during the move-making inference. We also exploit the structured SVM
paradigm to learn the large number of parameters introduced by these models.
3.1 Related Work
Many semantic image segmentation problems are formulated in terms of CRF mod-
els where random variables are associated with each pixel or superpixel for anno-
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tating with a label from a pre-defined label set. Shotton et al. [2006] proposed a
pairwise CRF model for the image pixel labeling problem where they attempted to
enforce consistency globally by training an image-specific appearance model (Texton-
Boost with shape and texture) for each object class and encoded as latent variables in
the CRF. This approach has the benefit of encoding consistency between disconnected
regions. However, the approach is necessarily iterative since appearance models need
to be estimated from an initial prediction of the pixel labeling, and errors in these
appearance predictions can negatively affect the quality of the results. Moreover,
the introduction of latent variables into the model complicates parameter learning.
Other grouping methods using superpixels [He et al., 2006] rely on the assumption
that superpixels tend to share object boundaries over consistent regions. However,
the superpixels obtained are not always clearly segmented over objects. Some meth-
ods [Pantofaru et al., 2008; Russell et al., 2006; Hoiem et al., 2005] overcame the
problem by using multiple superpixels in an image, improving the result of image
segmentation, but the performance relies on the quality of superpixels due to the
ambiguity of preparing superpixels.
A class of higher-order potentials, in particular, lower linear envelope potentials,
combine unary potentials defined on individual pixels with higher-order potentials
defined on superpixels. This model is represented by arbitrary concave functions
over the number of variables taking a given label in a clique, and encourage con-
sistent labeling over each clique. One simple higher-order consistency model is the
Pn Potts model [Kohli et al., 2007], which favors the same label to be assigned to all
pixels within a region. However, the Pn Potts model can be quite brittle, especially in
poorly estimated regions. For instance, if all pixels in a clique do not take the same
label, the same penalty is incurred regardless of the number of inconsistent variables.
This case often happens because superpixels cannot capture exact object boundaries.
To overcome this problem of the consistency model, Kohli et al. [2009] proposed the
Robust Pn model which allows for some label inconsistency, and impressive seg-
mentation results have been reported due to better modeling of superpixel regions.
Their model defines a penalty proportional to the number of variables taking in-
consistent labels (up to some maximum penalty), and showed how to minimize the
limited set of linear functions: they use a lower linear envelope function with one
increasing function per label and one truncation, and minimize them with efficient
move-making algorithms based on graph-cuts. However, the algorithm cannot be di-
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rectly used for arbitrary multi-class concave potential functions like our model. This
robust model was later generalized to an arbitrary number of linear functions such as
lower linear envelope potentials [Kohli and Kumar, 2010]. In this work, the authors
introduced multi-valued auxiliary variables to select each linear function and showed
that such lower envelope functions could be minimized by standard message-passing
algorithms, which provide approximate solutions. However, these models are still
sensitive to the definition of regions. One possible remedy to using inaccurate su-
perpixels has been proposed by Ladicky et al. [2013, 2009], which combines multiple
contiguous regions hierarchically using auxiliary variables. Gould [2011] introduced
an alternative energy minimization construction for the binary case. Their work, as
with the others described above, relies on various ways of transforming higher-order
or multi-label energy functions into quadratic pseudo-Boolean functions [Ishikawa,
2003, 2009; Rother et al., 2009] (see Boros and Hammer [2002] for a survey on this
topic).
Due to the increasing number of parameters in higher-order models, efficient
learning approaches are very much demanded. The max-margin approach intro-
duced by Tsochantaridis et al. [2006] and Taskar et al. [2005] provides a generalized
method of learning the parameters of structured prediction models [Szummer et al.,
2008; Gould, 2011; Zhang et al., 2013]. Szummer et al. [2008] showed the max-margin
framework could be an efficient solution for learning parameters in pairwise CRF
models using graph-cuts. Gould [2011] proposed an alternative energy minimization
construction for the case of binary consistency potentials, and resolved the learning
issue with a modified max-margin framework. On top of the standard max-margin
framework, they included a second-order curvature constraint to ensure that the
higher-order parameters remain concave, which allows the learned parameters to be
transformed into higher-order potentials, i.e., lower linear envelope functions. Our
max-margin learning is motivated by this approach of encoding the higher-order
terms. While the existing consistency models [Kohli and Kumar, 2010; Kohli et al.,
2009, 2007] did not address the problem of learning a large number of parameters,
our consistency model can exploit the max-margin learning framework. Recently, a
different interpretation of the learning approach has been explored within the max-
margin learning framework. Komodakis [2011a] showed efficient max-margin learn-
ing via dual decomposition using a relaxed dual formulation. Zhang et al. [2013] and
Ratliff et al. [2007] optimized the standard max-margin problem using subgradient
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optimization. Extending the standard framework, Joachims et al. [2009] proposed
the equivalent ‘1-slack’ reformulation, and Yu and Joachims [2009] and Komodakis
[2011b] derived structured learning methods with latent variables. These methods
can be generally applied to various structured prediction problems. But each learn-
ing approach requires special constraints for learning higher-order potentials, which
is still an active research area.
3.1.1 Submodular Energy Functions
Consider a binary pairwise Markov random field (MRF) over discrete random vari-
ables y = (y1, . . . , yn) ∈ {0, 1}n . Let V = {1, . . . , n} denote the set of nodes and
E ⊂ V × V denote the set of edges. Then we can write the energy function for the
pairwise MRF with potential functions ψi and ψij as
E(y) = ∑
i∈V
ψi(yi) + ∑
(i,j)∈E
ψij(yi, yj) . (3.1)
The terms ψi(yi), known as unary potentials, capture the labeling preference for a
single variable in the random field. The terms ψij(yi, yj), known as pairwise potentials,
define a preference over two variables. The pairwise terms are typically defined over
a sparse subset E of all possible variable pairs (i.e. adjacent pixels in the image) and
two nodes (i, j) ∈ E are said to be neighbors.
An equivalent representation for the pairwise binary MRF is as a quadratic pseudo-
Boolean function (QPBF) [Boros and Hammer, 2002]. Here we write the energy func-
tion E : {0, 1}n → R in posiform as
E(y; θ) = θconst + ∑
i∈V
θi;0yi + θi;1yi
+ ∑
(i,j)∈E
θij;00yiyj + θij;01yiyj + θij;10yiyj + θij;11yiyj , (3.2)
where yi = 1− yi and all coefficients θa;b are non-negative with the possible exception
of the constant term θconst
1. The coefficients can be constants or some functions of
the observed features x.
A pseudo-Boolean function is called submodular if and only if f (u) + f (v) ≥
f (u ∪ v) + f (u ∩ v) for all binary vectors u, v ∈ {0, 1}n . An equivalent condition for
1Note that this posiform representation is not unique.
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the binary pairwise MRFs (i.e., quadratic pseudo-Boolean functions) can be written
in posiform notation with θij;00 = θij;11 = 0 for all variable pairs (i, j) ∈ E . With
respect to the binary pixel labeling problem, the contrast-sensitive smoothness prior
and the Potts model satisfy the submodular condition, which imposes a non-negative
potential value when two variables are different.
The goal of inference is to find the assignment y⋆ with minimum energy. Message-
passing algorithms can be suitable for the objective, but it is well known that for
submodular pairwise energy functions, this can be done efficiently by finding the
minimum-cut in a suitably constructed st-graph [Szeliski et al., 2008; Boykov et al.,
2001; Kolmogorov and Zabih, 2004]. Unfortunately, in general, for multi-label CRFs
(or indeed, non-submodular binary CRFs), inference is intractable and we need to
resort to approximate routines.
3.2 Higher-Order Consistency Potentials
Consider a graph G = {V , E , C} composed of nodes V , edges E , and cliques C. Each
random variable yi associated to node i ∈ V takes a value from a set of pre-defined
labels L. Clique c is a subset of the nodes, i.e., c ⊆ V and yc = {yi | i ∈ c} is the cor-
responding subset of random variables. The usual form of the energy function of a
pairwise MRF model is composed of the sum of unary and pairwise potentials. The
unary potential ψi(·) measures the likelihood of a label for each random variable un-
der the independence assumption, while the pairwise potential ψij(·, ·) encodes the
interaction between the neighborhood variables. The Potts model is an example of a
pairwise potential that can encourage image smoothness. Despite its improvement
of removing noisy annotations to variables, over-smoothing by the pairwise terms
can result in poor object boundaries. Due to the limitations of the pairwise potential
model, more sophisticated models with higher-order terms ψc have been developed:
E(y) = ∑
i∈V
ψi(yi)︸ ︷︷ ︸
unary
+ ∑
(i,j)∈E
ψij(yi, yj)
︸ ︷︷ ︸
pairwise
+ ∑
c∈C
ψc(yc)︸ ︷︷ ︸
higher-order
, (3.3)
where each clique c encodes interconnections over more than two variables.
In this section, we describe two variants of the lower linear envelope model intro-
duced by Kohli and Kumar [2010]. These can be defined by arbitrary concave func-
tions over the number of variables taking a given assignment. Gould [2011] showed
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that such higher-order potentials can be represented by pairwise submodular energy
functions for the case of binary MRFs. We extend the binary lower linear envelope
functions to multi-class cases and show how to perform an efficient inference using
α-expansion and αβ-swap move-making algorithms.
3.2.1 Lower Linear Envelope Potentials
Here we extend and generalize the binary lower linear envelope potential function
described in Gould [2011] to a multi-class problem. The objective of this higher-order
potential is to impose a lower energy on a consistent label assignment over a clique
compared to other inconsistent label assignments.
Consider an arbitrary set (or clique)2 of multi-class variables yc where each vari-
able is associated with a non-negative weight3 ωi. A piecewise lower linear envelope
function for label ℓ ∈ L,
f ℓc (yc) = min
k=1,...,Kℓ
{
aℓk ∑
i∈c
ωiJyi = ℓK+ b
ℓ
k
}
(3.4)
is defined by taking the minimum over a set of Kℓ linear functions where (a
ℓ
k, b
ℓ
k) ∈ R2
are parameter pairs of each k-th linear function and the indicator function JPK is 1
when its argument P is true and 0 otherwise. This lower linear envelope function
f ℓc (·) defines a higher-order consistency potential by the number of variables taking a
label ℓ in a clique c, i.e., X = ∑i∈cJyi = ℓK. We assume that the parameters are sorted
in decreasing order of aℓk, which means that
aℓk ≥ aℓk+1 (3.5)
bℓk ≤ bℓk+1 (3.6)
for each label ℓ. Figure 3.1 depicts an example of the lower linear envelope function
for clique size Nc. As more variables in the clique take label ℓ, the value of X increases
to Nc, which leads to low energy. Likewise, as less variables take label ℓ, the value
of X decreases to zero, which also leads to low energy. Thus, the label assignment to
the variables becomes consistent over the clique. This function encodes a penalty for
the binary case, e.g., either ℓ or not.
2Assume that |c| > 2 for higher-order definition.
3In this chapter we assume the weight which appeared in Kohli and Kumar [2010] and Kohli et al.
[2009] to be 1.
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Figure 3.1: Piecewise lower linear envelope function of X defined by Kℓ linear functions
where Nc is a clique size and X is the number of variables which take a label ℓ in the clique.
The parameter aℓk is sorted by decreasing order (i.e., a
ℓ
k ≥ aℓk+1 and bℓk ≤ bℓk+1). As the value
of X increases to Nc or decreases to 0, the potential energy decreases, which means the label
assignment to the variables becomes consistent over the clique.
Considering multi-class MRFs, we can generalize the single-label case of f ℓc and
define our multi-class consistency potential by combining multiple lower linear en-
velope functions as
ψc(yc) =
⊕
ℓ∈L
f ℓc (yc) (3.7)
=
⊕
ℓ∈L
min
k=1,...,Kℓ
{
aℓk ∑
i∈c
ωiJyi = ℓK+ b
ℓ
k
}
. (3.8)
Assume that we have a dominant label ℓ assigned over a clique c and the number of
variables which take the label ℓ is Nℓ ≤ Nc. Because each variable yi takes only one
label, if Nℓ increases toward Nc, the numbers of variables which take other labels such
as ℓ′ 6= ℓ become almost zero. In this case, the function f ℓc and the other functions f ℓ′c
have low potential values. On the contrary, when Nℓ is near
Nc
2 for example, all the
functions have high potential values at the same time. Thus, a set of multiple lower
linear envelope functions determine a penalty synchronized to the label assignments
of yc by aggregating each potential value from the functions f
ℓ
c .
The aggregation
⊕
can represent ‘min’ or ‘sum’ to measure various penalties over
the cliques. We consider three cases with the same objective:
Case 1: ψ1c (yc) = minℓ∈Lmink{bℓk + aℓk ∑i∈cJyi = ℓK}
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Case 2: ψ2c (yc) = ∑ℓ∈Lmink{bℓk + aℓk ∑i∈cJyi = ℓK}
Case 3: ψ3c (yc) = mink′{bk′ + ak′ ∑i∈cJyi = ℓk′K}
where the per-variable weight ωi in (3.8) is set as 1 for convenience and ℓk′ is dis-
cussed below as a different parameterization. All of the higher-order potentials en-
courage consistent label assignments over cliques. But the actual result of inference
can be different when other low-order terms such as unary and pairwise potentials
are considered together.
Case 1 finds the least potential value among all the envelope functions f ℓc , which
results in a (near-) consistent label assignment over the clique. A limited type of
this model, such as the Robust Pn model, can be minimized approximately using
graph-cut based move-making algorithms [Boykov et al., 2001]. However, we cannot
exploit the standard max-margin framework [Tsochantaridis et al., 2006; Taskar et al.,
2005] for learning parameters because the model requires iteratively estimating latent
variables (as we will see in Section 3.3.2 and Section 5.3.6).
Different from Case 1, Case 2 contains no latent variables to estimate during the
parameter learning. Still, this case encourages consistent assignments over cliques.
The sum of each potential value has the lowest value for the consistent label assign-
ment over the clique and high potential values otherwise. Here, ψ2c (yc) is a concave
function of the number of variables because it is the sum of concave functions (refer
to Boyd and Vandenberghe [2004]).
Case 3 is identical to Case 1, just with different parameterizations over all sorted
linear functions {(aℓk , bℓk)}. For example, let us consider two envelope functions for
labels ℓ1 and ℓ2. Each envelope function consists of K linear functions. Then, the
indexes are assigned k′ = {1, . . . , 2K} for all sorted linear functions. Accordingly, ℓk′
is defined as
ℓk′ =

ℓ1 if (ak′ , bk′) ∈ {(a
ℓ1
k , b
ℓ1
k )}
ℓ2 if (ak′ , bk′) ∈ {(aℓ2k , bℓ2k )}
. (3.9)
Figure 3.2 describes how two higher-order potential functions are minimized to attain
the generalized concave form ψ3c . Therefore, we can rewrite the multi-class linear
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(a) (b)
Figure 3.2: Minimization of multiple concave functions. (a) represents two piecewise linear
functions f
ℓ1
c and f
ℓ2
c . (b) describes function ψ
3
c composed of the sorted linear functions.
envelope function ψ1c as
ψ1c (yc) = min
ℓ∈L
min
k=1,...,K
{
bℓk + a
ℓ
k ∑
i∈c
Jyi = ℓK
}
(3.10)
= min
ℓ∈L
min
k′ :ℓk′=ℓ
{
bk′ + ak′ ∑
i∈c
Jyi = ℓk′K
}
(3.11)
= min
k′
{
bk′ + ak′ ∑
i∈c
Jyi = ℓk′K
}
(3.12)
where k′ = {1, . . . , |L|K}, which results in a generalized concave function ψ3c after
minimization over all the sorted linear functions. For this case, Kohli and Kumar
[2010] only proposed to use standard message-passing algorithms (by introducing
multi-valued auxiliary variables for selecting a linear function per label), but this ap-
proximate inference is not so fast as move-making algorithms [Kappes et al., 2013;
Szeliski et al., 2008]. Furthermore, this representation still includes the latent vari-
ables implicitly during the selection of each label ℓk′ .
3.2.2 Label Assignment by Consistency Model
Here we provide some insight into how the lower linear envelope function influences
label assignments to the variables. As seen in Figure 3.1, the lower linear envelope
function assigns higher potential energy to inconsistent label assignments of the vari-
ables in a clique (e.g., a half of the variables take label ℓ and the rest take any labels ℓ′
( 6= ℓ). As the number of variables taking label ℓ increases, it assigns lower potential
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energy. While low potential values force the label assignment to be consistent over a
clique, the slopes of the linear functions explain which variables in a clique can take
a dominant label rather than an arbitrary label.
We assume a simple case with a unary term ψi and a single linear envelope func-
tion {(aℓk, bℓk)}, where a label ℓ is the dominant label over a clique. Before showing an
example of how the slopes overcome label preferences of the unary terms, we define
the notion of active function as follows.
Definition 3.2.1. Given a piecewise linear envelope function f ℓc (yc) = mink=1,...,K{akX + bk},
the k-th linear function is active with respect to X if f ℓc (yc) = akX + bk [Gould, 2011].
Consider a variable yi = ℓ
′( 6= ℓ) with all other variable assignments fixed and the
k-th linear function is active with respect to the current assignment over the clique.
Then the label of yi can be changed by the trading cost between the unary potential
and the higher-order potential as
yi =

ℓ if a
ℓ
k + ψi(ℓ)−minℓ′ 6=ℓ ψi(ℓ′) < 0
ℓ′ otherwise
. (3.13)
In particular, if the slope aℓk is larger than the difference of the unary potentials
between ℓ and ℓ′, the label of yi will be switched to ℓ, which leads to overall lower
energy. Therefore, the slope of an active linear function determines the cost to change
a label assignment. Note that the rule (3.13) contributes to the fundamental ideas in
Chapter 5 and Chapter 6.
Figure 3.3 describes an example to show how a variable yi takes a label ℓ4 by an
envelope function f ℓ4c (yc). We assume that a label set L = {ℓ1, . . . , ℓ5} is given, the
minimum unary potential of yi is at the label ℓ3, and the number of variables taking
label ℓ4 is n. Then we compare the trading costs △u(yi) and △h(yi) computed by
△u(yi) = ψi(ℓ4)− ψi(ℓ3) (3.14)
△h(yi) = f ℓ4c (n)− f ℓ4c (n+ 1) (3.15)
where △u(yi) is the difference of the unary potentials of yi and △h(yi) is the dif-
ference of the higher-order potentials when the number of the variables taking ℓ4
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Figure 3.3: An example of switching a label assignment to yi. Assuming that the current
label of yi, preferred by the minimum unary potential value, is ℓ3, we compute the trading
costs with the unary and the higher-order potentials, and compare the difference of △u(yi)
and △h(yi) when the label of yi is switched from ℓ3 to ℓ4. The label of yi is changed if the
overall energy becomes lower.
increases by 1 within the same active function. So, the variable yi can take a label by
yi =

ℓ3 if △
u(yi) ≥ △h(yi)
ℓ4 otherwise .
(3.16)
3.2.3 Minimizing Consistency Potentials by Move-making Algorithms
We have provided a generalized higher-order consistency model and analyzed how
the model assigns labels consistently over cliques. In this section, we derive two
move-making algorithms, α-expansion and αβ-swap, for approximately minimizing
the energy function (3.3) containing the higher-order consistency potentials. Even
though move-making algorithms do not guarantee exact solutions, we can use fast
and efficient graph-cut algorithms by performing exact moves during the inference.
Since the multi-class higher-order functions cannot be applied directly for using
the graph-cuts, we transform our higher-order functions to a series of submodu-
lar quadratic pseudo-Boolean functions restricting label space of variables. Then we
solve the binary problem and continue to iterate the division of the label set until the
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inference algorithm finds a local minimum. Note that we derive two move-making
algorithms for a single clique, but multiple cliques can be handled by adding the
resulting binary terms.
3.2.3.1 α-Expansion Move
From the generalized higher-order potential function (3.8), we derive the α-expansion
move for approximate minimization of the linear envelope potential functions. Let
yprev ∈ L|c| be the current best assignment of labels over clique c and let Sℓ = {i |
y
prev
i = ℓ} be the subset of indexes whose variables are assigned label ℓ. For α-
expansion, we constrain the moves to ynexti ∈ {yprevi , α}. To encode the expansion
moves, a binary transfer vector t is defined as
ynexti =
{
y
prev
i ( 6= α) if ti = 0
α if ti = 1 .
(3.17)
Then we can rewrite the restricted potential function with the new transfer vector t;
ψαc (t) =
⊕
ℓ 6=α
min
k
{
aℓk ∑
i∈Sℓ
ti + b
ℓ
k
}
⊕min
k

aαk ( ∑
i∈Sα
ti + Nα) + b
α
k

 , (3.18)
where Nℓ = |Sℓ| is the number of variables which take a label ℓ, Sα is the comple-
mentary set of α in clique c, and ti = 1− ti. Substituting each coefficient and subset
with
a˜ℓk =
{
−aℓk for ℓ 6= α
aαk for ℓ = α
(3.19)
b˜ℓk = b
ℓ
k + a
ℓ
kNℓ (3.20)
S˜ℓ =
{
Sℓ for ℓ 6= α
Sα for ℓ = α
, (3.21)
we have the general form of a lower linear envelope function over binary variables
ψαc (t) =
⊕
ℓ∈L
min
k

a˜ℓk ∑
i∈S˜ℓ
ti + b˜
ℓ
k

 . (3.22)
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The negativity of the coefficient a˜ℓk in (3.19) tells us that the penalty function of the
label α is the reflection of the envelope functions of the other labels with respect to
the number of variables taking each label; the number of variables taking label α
increases as the number of variables taking each different label decreases. For the
detailed derivation of this α-expansion move, refer to Appendix A.
3.2.3.2 αβ-Swap Move
By a similar definition to the α-expansion move, the generalized higher-order poten-
tial function (3.8) can be transformed to encode αβ-swap move, where the move is
restricted between variables with either of two selected labels and other variable as-
signments are fixed. That is, we restrict the moves to ynexti ∈ {α, β} for all i ∈ Sα ∪ Sβ
and define the transfer vector t for αβ-swap move as
ynexti =
{
α if ti = 0
β if ti = 1
∀i ∈ Sα ∪ Sβ , (3.23)
ynexti = y
prev
i ∀i /∈ Sα ∪ Sβ . (3.24)
Then we have the potential function for αβ-swap move
ψ
αβ
c (t) = min
k

aαk ∑
i∈Sα∪Sβ
tiJℓ = αK+ b
α
k

⊕
min
k

aβk ∑
i∈Sα∪Sβ
tiJℓ = βK+ b
β
k

 ⊕
ℓ 6=α,β
Cℓ (3.25)
where Cℓ = mink{aℓkNℓ + bℓk} is a constant to account for all variables excluded from
the move. After the same substitution as described in the α-expansion move, we can
arrive at the pseudo-Boolean move function
ψ
αβ
c (t) =
⊕
ℓ=α,β
min
k

a˜ℓk ∑
i∈Sα∪Sβ
ti + b˜
ℓ
k

 ⊕
ℓ 6=α,β
Cℓ (3.26)
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where
a˜ℓk =
{
−aαk for ℓ = α
a
β
k for ℓ = β
, (3.27)
b˜ℓk =
{
bαk + a
α
k (Nα + Nβ) for ℓ = α
b
β
k for ℓ = β
. (3.28)
Again, this is a lower linear envelope function over binary variables. For detailed
derivation, refer to Appendix A.
3.2.3.3 Applying Auxiliary Variables
In addition to the transfer vector t represented above, we need to transform the
higher-order potential functions to the form that admits the use of graph-cuts. For
simplicity, we assume that each class has K linear functions and there are |L| differ-
ent classes. However, our method extends to the general case of Kℓ 6= Kℓ′. In Gould
[2011], an alternative way to minimize over the piecewise linear functions is intro-
duced using binary auxiliary variables. For instance, given a piecewise minimum
function
f (X) = min
k=1...K
{akX + bk} (3.29)
with X ∈ R+ and the parameter pairs {(ak, bk)}Ki=1, the minimization over K lin-
ear functions can be encoded by introducing K − 1 binary auxiliary variables z =
(z1, . . . , zK−1). By replacing k with the binary vector z, i.e.,
k = 1⊤z + 1 , (3.30)
we can represent the function f (X) equivalently as
f (X) = min
k=1...K
{akX + bk} (3.31)
= min
z
{
a1X + b1 +
K−1
∑
k=1
zk
(
(ak+1 − ak)X + (bk+1 − bk)
)}
. (3.32)
This representation is useful to convert the function f (X) containing the multi-variate
k to the form of a binary function; minimizing over the binary vector z selects the
active function from f (X). Note that contrasting the description in Gould [2011], the
explicit constraints to enforce zℓk ≥ zℓk+1 is not required because the constraints are
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implicitly sufficient to get the minimum energy.
Extended to the multi-class case, the required number of binary variables zℓk are
|L|(K− 1) for the set of all labels. Here we take an example of replacing the aggrega-
tion
⊕
with ‘sum’. Then we can derive the QPBF representation of the α-expansion
move potential function (3.18) as
ψˆαc (t, z) = minz
E˜αc (t, z
α) + ∑
ℓ 6=α
E˜ℓc(t, z
ℓ) (3.33)
where
E˜αc (t, z
α) = aαK ∑
i∈Sα
ti + a
α
KNα + b
α
1 +
K−1
∑
k=1
zαk (a
α
k − aαk+1) ∑
i∈Sα
ti
+
K−1
∑
k=1
zαk (a
α
k − aαk+1)Nα +
K−1
∑
k=1
zαk (b
α
k+1 − bαk ) ,
E˜ℓc(t, z
ℓ) = bℓ1 + a
ℓ
K ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(a
ℓ
k − aℓk+1) ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(b
ℓ
k+1 − bℓk) , (3.34)
and zℓk = 1− zℓk. The function ψˆαc (t, z) in posiform is submodular due to the non-
negative quadratic coefficients aℓk − aℓk+1 ≥ 0.
Similarly, the QPBF representation of the αβ-swap move potential function (3.25)
is derived here as
ψˆ
αβ
c (t, z) = min
z
E˜αc (t, z
α) + E˜
β
c (t, z
β) + ∑
ℓ 6=α,β
Cℓ (3.35)
where
E˜αc (t, z
α) = bα1 +
(
aα1 +
K−1
∑
k=1
(aαk+1 − aαk )
)
∑
i∈Sα∪Sβ
ti
+
K−1
∑
k=1
zαk (a
α
k − aαk+1) ∑
i∈Sα∪Sβ
ti +
K−1
∑
k=1
zαk (b
α
k+1 − bαk ) (3.36)
§3.2 Higher-Order Consistency Potentials 51
and
E˜
β
c (t, z
β) = b
β
1 +
(
a
β
1 +
K−1
∑
k=1
(a
β
k+1 − a
β
k )
)
∑
i∈Sα∪Sβ
ti
+
K−1
∑
k=1
z
β
k (a
β
k − a
β
k+1) ∑
i∈Sα∪Sβ
ti +
K−1
∑
k=1
z
β
k (b
β
k+1 − b
β
k ) . (3.37)
The function ψˆ
αβ
c (t, z) in posiform is also submodular since all the quadratic coeffi-
cients are non-negative. For detailed derivation, refer to Appendix A. Now we have
the restricted submodular potential functions, which can be minimized in time poly-
nomial in the number of variables using graph-cut algorithms [Boykov et al., 2001;
Kolmogorov and Zabih, 2004]. Figure 3.4 illustrates the st-graph constructions for the
‘sum’ model by using the move-making algorithms, i.e., α-expansion and αβ-swap
moves.
In the derivation of the move-making algorithms, the key technique was to trans-
form a multi-valued variable for selection into binary variables, i.e., k to the binary
vector z in (3.30). Case 2 contains one ‘mink’ procedure, and the derived Boolean
functions (3.33) and (3.35) are in quadratic (submodular) form. However, the conver-
sion of a multi-valued variable cannot be applied to Case 1 straightforwardly. The
nested conversion of ‘minℓ’ and ‘mink’ with additional binary variables leads the
derived functions of (3.18) and (3.25) to cubic functions containing ternary terms,
i.e., two auxiliary variables from k and ℓ and one transfer variable. For exam-
ple, replacing ℓ with the binary vector p = (1, . . . , pℓ . . . ) such that ℓ = 1
⊤p + 1
for minℓ, we have cubic terms in (3.34) such as pℓz
ℓ
k(a
ℓ
k − aℓk+1)ti. Freedman and
Drineas [2005] proposed a reduction method of a binary cubic term to quadratic
terms, i.e., axyz = minw∈B aw(x+ y+ z− 2), where a < 0 and x,y,z ∈ B. Using this
reduction with Ak = (aℓk − aℓk+1) ≥ 0, we obtain the quadratic terms such as
Akwpℓ +Akwzℓk +Akwti − 2Akw . (3.38)
Thus, these functions are not submodular functions due to the positive constant
Ak. Nevertheless, we can still perform the approximate inference by an αβ-swap
move in terms of some modified approaches. For example, as an additional step,
we compare the minimum energy values after minimizing each swap move function
(3.36) and (3.37) iteratively, or minimizing a new combined function of two swap
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(a) α-expansion
(b) αβ-swap
Figure 3.4: st-graphs for the ‘sum’ model by using α-expansion and αβ-swap moves. The
rectangles indicate replication of nodes.
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Table 3.1: This table summarizes the possible derivation of the move-making algorithms for
the generalized multi-class consistency potentials. We can derive the move-making algo-
rithms for the ‘sum’ model, but the ‘min’ model requires certain conditions.
Exact move
α-expansion αβ-swap
∑ℓ O O
minℓ X O
move functions (3.36) and (3.37). Table 3.1 summarizes the possible move-making
algorithms performed by exact moves.
3.3 Learning Parameters with Structured SVM
In this section, we describe how to train models including our lower linear envelope
potentials. Our multi-class model needs to learn 2+ (K+ 1)|L| parameters for unary,
pairwise, and higher-order terms. The cross-validation approach usually employed
for learning pairwise model parameters is not a feasible method for this large number
of parameters. To learn parameters efficiently, we adopt a variant of the max-margin
framework introduced by Tsochantaridis et al. [2004] and Taskar et al. [2005], where
we seek lower linear envelope potentials by enforcing concavity constraints. We first
review the max-margin learning for the ‘sum’ model (Case 2). For the ‘min’ model,
we need to explore learning approaches involving latent variables such as Latent
Structured SVM [Yu and Joachims, 2009], which will be discussed in Chapter 5 later.
3.3.1 Max-margin Learning
Let an energy function E(y; θ) = θ⊤φ(y) be parameterized as a linear combination
of features φ(y) ∈ Rm and parameters θ ∈ Rm where m is the number of the pa-
rameters, e.g., 2+ (K+ 1)|L|. Given a training set Y = {yt}Tt=1, the (margin rescaling)
max-margin framework learns the parameters for the energy function, where yt is
the ground-truth label. Let Yt be the set of all possible assignments for the t-th
training example. A principled approach is to maximize the margin between the
ground-truth assignment yt and all other assignments y ∈ Yt, i.e.,
θ⊤ (φ(y)−φ(yt)) ≥ ∆(y, yt)− ξt ∀t (3.39)
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where slack variables ξt allow a soft-margin condition and the loss function ∆(y, yt)
measures the dissimilarities between y and yt. In particular, we use the (normalized)
Hamming loss
∆hamming(y, yt) =
1
n
n
∑
i=1
Jyi 6= y(t,i)K , (3.40)
which is suitable for decomposing to unary potentials.
Over the standard formulation, we will impose additional linear constraintsGθ 
0 to enforce concavity on learning our higher-order potentials, whereG ∈ Rd×m. This
concavity condition will be discussed later.
Now, our max-margin framework is defined here as a quadratic program (QP)
with linear constraints:
minimize
θ, ξ
1
2
‖θ‖2 + C
T
T
∑
t=1
ξt (3.41)
subject to E(y; θ)− E(yt; θ) ≥ ∆(y, yt)− ξt y ∈ Yt, ∀t (3.42)
ξt ≥ 0 ∀t
Gθ  0 (3.43)
where C is the regularization constant.
To solve the above quadratic program, the constraints (3.42) should be satisfied by
all the possible assignments y. Due to the large number of the possible assignments,
this optimization problem is typically solved by the cutting-plane method [Teo et al.,
2010; Joachims et al., 2009], which finds the most violated constraints first and adds
them incrementally; other potential constraints are then guaranteed to have larger
margins than the subset of constraints. We can get the most violated constraints by
solving
y⋆ = argmin
y
E(y; θ)− ∆hamming(y, yt) (3.44)
= argmin
y
Eˆ(y; θ) , (3.45)
where Eˆ(y; θ) contains the decomposed loss in the unary term. Equation (3.45) is
called loss-augmented inference since we can reuse the original MAP inference algo-
rithm.
Max-margin learning is a powerful framework, but computationally expensive
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Figure 3.5: Normalized piecewise concave function of X represented as a set of sampled
parameters θℓ. By the constraint (3.43), θℓ is weighed to remain concave.
on large data sets. Specifically, it demands a comprehensive search for violated con-
straints from all training examples at every iteration. One approach to speeding it
up is to reduce the number of iterations in a move-making inference. Choosing the
optimal move space is a topic of active research area (see Batra and Kohli [2011]).
3.3.2 Encoding Higher-Order Terms
The max-margin formulation in (3.41) requires the energy functions to be represented
as linear combinations of parameters and feature vectors. Unary and pairwise fea-
tures are represented by the sum of pixel features φi(yi) or pairwise features φij(yi, yj)
for an assignment y. However, the higher-order features differ in the representation;
our higher-order potential has the form of the minimum of a set of linear functions.
As described in Gould [2011] for binary cases, we can transform the energy func-
tions into equivalent features for multi-class cases. As illustrated in Figure 3.5, let
θℓ = (θℓ0, . . . , θ
ℓ
K) be placed at regular intervals between 0 and 1 with concavity con-
straint. Then we can convert θℓ into a general concave function composed of K linear
functions with parameter pairs {(aℓk , bℓk)}Kk=1 and vice versa:
aℓk = (θ
ℓ
k − θℓk−1)K (3.46)
bℓk = kθ
ℓ
k−1 − (k− 1)θℓk = θℓk − aℓk
k
K
(3.47)
for k = 1, . . . ,K.
Corresponding to the parameter vector θℓ, a feature vector φℓ(yc) ∈ RK+1 can be
56 Higher-Order Consistency Models for Multi-class Pixel Labeling
encoded with a given assignment yc. Assume that the input X =
1
Nc
∑i∈cJyi = ℓK be
normalized, where Nc is the size of clique c. If X maps to a potential value on the
k-th linear function, the feature vector has a sparse representation as
φℓ(yc) = (0, . . . , φ
ℓ
k−1, φ
ℓ
k, . . . , 0) (3.48)
where
φℓk−1 = k− KX (3.49)
φℓk = KX− k+ 1 (3.50)
can be computed by interpolation between k− 1 and k. Note that ∑Kk=0 φℓk = 1.
This linear representation ψc(yc) = θ
h · φc(yc) for multi-class cases can be ex-
tended straightforwardly from the above approach by concatenation, where the higher-
order parameter vector is θh ∈ R|L|×(K+1) and the higher-order feature vector is
φc(yc) ∈ R|L|×(K+1). For the ‘sum’ model, we can encode the higher-order feature
vector φc(yc) = (φ
ℓ(yc))ℓ∈L by concatenating all φ
ℓ(yc). For the ‘min’ model, we
incorporate the feature vector φc(yc; ℓ
⋆) = (φℓ(yc, ℓ
⋆))ℓ∈L with the latent variable ℓ
as
φℓ(yc; ℓ
⋆) =

φ
ℓ(yc) if ℓ = ℓ
⋆
0 otherwise
(3.51)
where ℓ⋆ is the observed label selected by the minimum potential value. This encod-
ing method of lower linear envelope potentials is just one possible representation.
For other equivalent representations, refer to Gould [2011].
Along with the higher-order feature representation of envelope functions, to en-
code lower linear envelope functions, we need to ensure that θℓ is in a concave form.
This concave condition is easily explained by the inequality condition (3.5) that the
parameter pairs {(aℓk , bℓk)}Kk=1 are sorted in decreasing order of aℓk. Replacing aℓk with
(3.46), we can derive the following conditions
aℓk ≥ aℓk+1 (3.52)
⇔ (θℓk − θℓk−1)K ≥ (θℓk+1 − θℓk)K (3.53)
⇔ − θℓk−1 + 2θℓk − θℓk+1 ≥ 0 . (3.54)
Adding up (3.54) for all k, we can build a second-order difference constraint D2 ∈
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R(K−1)×(K+1), i.e.,
D2 =


−1 2 −1 0 · · ·
0 −1 2 1 · · ·
. . .
· · · 0 −1 2 −1

 (3.55)
for θℓ. Therefore, the matrix G in Equation (3.43) is a diagonal block matrix of D2 as
G =


0 · · · · · · · · · · · · 0
0 · · · · · · · · · · · · 0
0 · · · D2 0 · · · · · ·
0 · · · · · · D2 0 · · ·

 (3.56)
where the first and the second rows are placeholders for the unary and the pairwise
parameters.
Algorithm 4 summarizes the procedures for optimizing our learning problem
with the lower linear envelope functions, which is the same procedure as optimizing
the standard max-margin learning problem by the cutting-plane method. To train a
model with the unary and pairwise terms, we add the unary parameter θu and the
pairwise parameter θp to the parameter vector
θ = (θu, θp, θh) (3.57)
and the associated feature vector is denoted as
φ(y) = (φu, φp,φh) (3.58)
where φu = ∑i∈V φi(yi), φp = ∑(i,j)∈E φij(yi, yj) and φh = ∑c∈C φc(yc). Note that to
ensure the energy function remains submodular, the pairwise parameter θp and the
pairwise feature φij must be constrained to be non-negative.
3.3.3 Regarding Clique-size Invariance
Generally, clique sizes vary depending on applications or instances, e.g., images, so
the higher-order potentials need to be prepared for various clique sizes. Here, we
want to learn our higher-order function to apply for varying clique sizes. To address
the issue, we assume that the linear envelope functions are normalized in the input
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Algorithm 4 Learning parameters with lower linear envelope functions
Require: Training examples {yt}Tt=1, regularization constant C > 0, and tolerance
ǫ ≥ 0
1: Set a set of active constraints At = ∅ for all t
2: repeat
3: Solve (3.41) with {At} to get θˆ and ξ
4: Convert θˆ to {(aℓk , bℓk)} by (3.46) and (3.47)
5: for each training example t do
6: Compute y⋆t = argminy E(y; θ)− ∆(y, yt)
7: if ξt + ǫ < ∆(y⋆t , yt)− E(y⋆t ; θˆ) + E(yt; θˆ) then
8: At ← At ∪ {y⋆t }
9: end if
10: end for
11: until no more violated constraints
12: return optimal parameter θ⋆
range between 0 and 1, and the features adjust the potential value by the proportion
of clique sizes. At inference, we scale the function parameters (aℓk, b
ℓ
k) for any clique
size while keeping the learned shape.
Given a lower linear envelope function fc = mink a
ℓ
kX + b
ℓ
k where 0 ≤ X ≤ 1, we
scale the function fc with the size Nc maintaining the same concave form as
f ′c = Nc fc = min
k
{aℓkNcX + Ncbℓk} (3.59)
= min
k
{aℓkX′ + Ncbℓk} (3.60)
where 0 ≤ X′ ≤ Nc. The function f ′c is used for estimating the MAP assignment
on the k-th active linear function. In learning, we encode the higher-order features
to represent equal amounts of potential values for a given variable X′. In (3.60), we
observe the k-th active linear function with respect to the variable X′. Substituting aℓk
and bℓk with (3.46) and (3.47), the potential value of X
′ in (3.60) is represented with
respect to Nc and the normalized variable X =
1
Nc
X′ as
f ′c = (θ
ℓ
k − θℓk−1)K︸ ︷︷ ︸
aℓk
NcX︸︷︷︸
X′
+Nc (kθ
ℓ
k−1 − (k− 1)θℓk)︸ ︷︷ ︸
bℓk
. (3.61)
Further arranging the terms and replacing with (3.49) and (3.50), the envelope func-
tion can be encoded with the clique size Nc and the normalize feature vector in the
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linear combination form (3.63):
f ′c = Nc

θℓk−1(k− KX︸ ︷︷ ︸
φℓk−1
) + θℓk(KX− k+ 1︸ ︷︷ ︸
φℓk
)

 (3.62)
= Ncθ
ℓ ·φℓ(yc) . (3.63)
Alternatively, we exploit the per-variable weight ωi in (3.8) to normalize the
higher-order potential values over the input range between 0 and 1. By setting
ωi =
1
Nc
, the learned envelope functions are independent of clique sizes and we
are not required to scale the envelope function and the feature representation, i.e.,
f ′c = fc = θ
ℓ · φℓ(yc) . (3.64)
3.4 Synthetic Experiments
For evaluation, we conducted experiments with synthetic data, comparing a baseline
pairwise CRF model with our higher-order model trained by the max-margin frame-
work. This synthetic experiment will verify the overall performance of the algorithm
in a denoising task. We test the ‘sum’ model. The ‘min’ model will be evaluated in
Chapter 5, where we complete the development of inference and learning algorithms
for that case. More experiments with real data sets will be shown in the next chapter.
3.4.1 Denoising with Synthetic Data
This synthetic experiment is a toy example that verifies the overall performance
of our model and the algorithm. We prepared noisy images for this experiment,
and the consistency model performed a denoising task with pre-defined region in-
formation. Input data was an artificially generated checkerboard image, holding
8 × 8 checkerboards. Each square contained 16 × 16 variables that were consis-
tently assigned one of five labels. Unary potentials were generated for each pixel as
ψi(yi) = θ
uφi(yi), where i.i.d. uniform noise U [0, 1] was added to each pixel feature,
i.e., φi(yi) = U [1, 2]− ηU [0, 1]Jyi = y⋆i K, where y⋆i is the ground truth label for pixel
i and η = 0.3 modifies the noise strength. Pairwise potentials are defined between
every pair of adjacent variables, i.e., 8 directional Potts model such as ψij(yi, yj) =
θpJyi 6= yjK. Each checkerboard was provided for clique definition as the input of the
60 Higher-Order Consistency Models for Multi-class Pixel Labeling
higher-order term. Setting the number of the linear envelope functions per label to
Kℓ = 5, we used the higher-order potential ψc(yc) = ∑ℓmink{aℓk ∑i∈cJyi = ℓK + bℓk}
for each square in the checkerboard. We prepared 5/5 images for training and eval-
uation, and learning of the model parameters used Algorithm 4. Table 3.2 compares
three different models: a pairwise model with unary and pairwise terms, a higher-
order model with unary and higher-order terms, and a full model with unary, pair-
wise, and higher-order terms.
Figure 3.6 shows the denoised images inferred by the pairwise MRF model and
the consistency model after learning the parameters using the max-margin learning
(3.41). As expected, the pairwise model does not recover the noisy images perfectly
(Figure 3.6b and 3.6f). However, we can see that the images 3.6c and 3.6d obtained
by the α-expansion on the higher-order model are coincident with the ground truth.
In the same way, 3.6g and 3.6h obtained by the αβ-swap on the higher-order model
achieved accuracy similar to the α-expansion. However, when the αβ-swap was used,
the performance was slightly worse (see Figure 3.6f – 3.6h). This case is described in
Figure 3.7b (see the figure for detail). Figure 3.7 shows sets of learned parameters of
the full models. Interestingly, with the full models, the pairwise parameter became
negligible, which indicates that, in terms of smoothing, the higher-order term is
more dominant than the pairwise term. Note that the higher-order consistency term
is a generalized form of the Potts model. Another noticeable point is that move-
making algorithms produce approximate solutions [Kolmogorov and Zabih, 2004;
Boykov et al., 2001]. At each iteration in learning, the most violated constraints
generated by approximate inference can lead the max-margin framework to perform
poorly [Finley and Joachims, 2008], and the learning performance depends on the
inference approximation. In terms of approximate energy minimization, α-expansion
finds near-optimal solutions more often than αβ-swap [Kappes et al., 2013; Szeliski
et al., 2008]. These previous works explain why the images by learning with the
α-expansion were denoised correctly while the images by learning with the αβ-swap
move left some noise. However, Table 3.2 shows that the difference between the two
move-making algorithms is small.
3.5 Conclusion
In this chapter, we derived two variants of the piecewise lower linear envelope po-
tentials, which is also called the consistency model. Our model is an extension of the
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(a) truth (b) pairwise (c) high (d) full
(e) noisy (f) pairwise (g) high (h) full
Figure 3.6: Results of the synthetic data experiment. (a) is a ground truth with 5 different
labels and (e) is the noisy image. (b) – (d) are the results using the α-expansion and (f) –
(h) are the results using the αβ-swap move. Each column shows the images estimated by
the models: the pairwise, the higher-order, and the full model respectively. The models with
higher-order terms recover the original images from noisy ones by assigning dominant labels
correctly. The α-expansion move seems to perform better than the αβ-swap move.
Table 3.2: Accuracies conducted with the synthetic data set. The pairwise model contains
unary and pairwise terms and the higher-order model consists of unary and higher-order
terms. The ‘full’ model incorporates unary, pairwise, and higher-order terms. The mod-
els perform better when higher-order terms are involved. The α-expansion move inference
algorithm shows better results than the αβ-swap move while the difference between the
move-making algorithms is trivial.
Pairwise Higher-Order Full
α-expansion 89.60% 100.0% 100.0%
αβ-swap 89.45% 99.16% 99.99%
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(a) α-expansion
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Unary: 5.697e−4
Pairwise: 6.637e−8
(b) αβ-swap
Figure 3.7: Example of learned parameters from synthetic data. The different colors in each
graph represent different envelope functions. The pairwise weights are small enough to be
negligible. In (b), one of the envelope functions, which is blue, assigns lower values when
the number of variables goes to zero than to one, and the slope of the first linear function
is higher than those of the other linear functions. This envelope function discourages the
assignment of the label and leads to incorrect labeling. Thus, the α-expansion performed
better than the αβ-swap in this case.
arbitrary lower linear envelope function introduced by Gould [2011]. We have also
addressed the problem of how the parameters for this multi-class consistency model
can be learned.
Higher-ordermodels can encode better relational information than pairwise mod-
els, but the real challenge is how to develop tractable inference algorithms for the
models. We have shown how to perform approximate inference via move-making
algorithms. Our higher-order model could be minimized in polynomial time by con-
verting the higher-order terms to submodular quadratic binary terms, which make
it possible to apply fast and efficient move-making algorithms based on graph-cuts.
However, the conversion to quadratic terms increases the number of additional vari-
ables and computational complexity more than with pairwise MRF models.
Apart from the demand for efficient inference algorithms, higher-order models
involve a large number of parameters to learn. Therefore, we employed the princi-
pled max-margin learning approach to learn arbitrary model parameters efficiently
rather than using simple cross-validation. We modified the standard max-margin
framework by adding the additional linear constraints to encode the concavity of the
lower envelope functions, and showed how to transform parameters and features
into the higher-order potentials and vice versa.
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Our experiment with synthetic data demonstrated that the higher-order terms
could lead to consistent label assignment over cliques, e.g., removing the noise dis-
tributed on the square regions of a checkerboard.
However, some issues still remain open. First, we do not know how to define
cliques for real objects and which clique definition is good for the higher-order terms.
Second, our inference algorithms based on exact moves still produce approximate
solutions. We note that the max-margin framework cannot guarantee to find optimal
parameters using approximate inference algorithms. However, the move-making
algorithms based on graph-cuts are efficient with respect to the number of variables,
and also work well in practice. We will propose some good additional methods for
resolving the issue in the following chapters.
In the next chapter, we extend this work to a model with multiple higher-order
terms and perform additional experiments on real data sets using various over-
segmentations. The experiments with real data sets show how flexible and effective
our consistency model is, especially in semantic scene segmentation problems.
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Chapter 4
Multiple Higher-Order Consistency
Models: Multiple
Over-Segmentations and
Experiments
Semantic pixel labeling problems [Shotton et al., 2006] have presented a big challenge
to computer vision researchers: how to assign correct labels to each pixel. Many pre-
vious works on this problem were built on pairwise CRF models with densely sam-
pled local features. But pairwise models cannot ensure good estimation along object
boundaries because the fundamental structure of connections is limited to neighbor-
ing nodes. To overcome the locality of pairwise models, higher-order CRF models
have been proposed employing a wide range of interdependence. One successful
approach [Kohli and Kumar, 2010; Kohli et al., 2009, 2007] which used lower linear
envelope potentials, encouraged consistent label assignments to variables over pre-
defined cliques. These consistency models are capable of annotating an object, or
coherent parts of an object with the same label, and showed some improvements in
pixel labeling. However, the models did not show how to define good cliques nor
conduct any experiments with various real data sets for comparison.
In the previous chapter, we proposed two variants of the consistency model. We
described efficient inference methods such as move-making algorithms with graph-
cuts, and verified our model with synthetic data. However, for real images, our
model also suffers the same problem of demanding good clique definition. Real
images contain various sizes and shapes of objects, which makes it difficult to capture
precise object boundaries.
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Pairwise models have edges defined between two neighboring nodes, e.g., a set of
pairwise nodes directly connected in 4 or 8 directions. Higher-order models require
cliques to define interdependent connection over a set of nodes. Because the range of
interdependence is fixed within a clique, the better the cliques capture semantically
coherent regions, the higher the prediction performance is likely to be. Higher-order
models, however, do not have any concrete method to generate cliques. Actually, no
over-segmentation (or superpixel) approaches can capture precise object boundaries
due to their bottom-up nature; as shown in Figure 4.1, real images contain various
objects and segmented regions cover parts of multiple objects. Therefore, previous
models [Kohli et al., 2009; Ladicky et al., 2013, 2009] have suggested using multiple
over-segmentations in order to increase the chances of choosing a good segmentation
among them. They have employed Mean shift (MS) [Comaniciu and Meer, 2002],
a popular segmentation algorithm among computer vision researchers, and varied
the segmentation parameters to define different sizes of cliques. This segmentation
method is based on locality in color and spatial distance. Other popular segmenta-
tion algorithms such as Normalized Cuts [Shi and Malik, 2000; Malik et al., 2001],
Superpixel Lattices [Moore et al., 2008], expansion moves-based superpixels [Veksler
et al., 2010] can create locally coherent regions, but have to be carefully chosen with
respect to efficiency and shape control.
In addition to locally coherent regions, we propose a novel use of the Gaus-
sian mixture model (GMM) to encode global constraints over large sets of pixels.
Consequently, this combination of local and non-local constraints provides a good
balance for the prediction problem. Furthermore, we build a model with multi-
ple sets of higher-order potentials associated with each segmentation method. This
configuration of higher-order terms adjusts each higher-order potential to different
segmentations, e.g., local and non-local regions. The increased number of higher-
order parameters can be efficiently learned with the max-margin learning method.
In this chapter, we show that the non-local regions benefit this model by encoding
global constraints and improving labeling accuracy. Accordingly, we conduct further
experiments with real data sets to evaluate the performance of our model and exploit
the max-margin learning framework for real applications.
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(a) Original (b) Ground-truth (c) MS(31,6) (d) MS(7,10)
Figure 4.1: Mean shift segmentation with different parameters of kernels (i.e., spatial and
color bandwidths). (c) has the correct segmentation for the rhino but the mountain region
disappears. In (d), the mountain region is well enclosed.
Figure 4.2: Separated pixel sets by GMM segmentation. Five pixel sets are illustrated fol-
lowed by mean shift segmentation. The GMM segmentation shows both non-local regions
and contiguous regions.
4.1 Using Multiple Segmentations
4.1.1 Non-Local Consistency Constraints
The task of decomposing an arbitrary image into small regions along the precise
object boundaries is almost impossible. Large segmented regions are likely to cover
homogeneous parts of objects but may also contain multiple parts of different ob-
jects. Small regions tend to be locally consistent but disconnected from neighboring
regions of the same object. Regardless of the size, segmented regions may still con-
tain multiple object parts. Figure 4.1 shows an image and the superpixels generated
by the mean shift algorithm. Figure 4.1c shows a good segmentation for the rhino
but the mountain is not captured, while in Figure 4.1d the objects are decomposed
into small parts without any correlation between neighboring regions. MS segmen-
tation is good at generating locally coherent regions but requires us to incorporate
other higher-order correlation between cliques for further improvement. GMM mod-
els multiple probability densities that each pixel of an image belongs to, and each
group of pixels is constrained over the image. This global constraint still allows pixel
groups to be combined, which are not contiguous. Figure 4.2 shows five groups of
pixels generated by GMM. Note that the fence is defined by one superpixel over
a discontiguous region (e.g., see the holes inside the fence) while the fence itself
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is decomposed into a lot of uncorrelated regions by MS segmentation. Also, the
fence region generated by GMM captures good boundaries compared to the regions
generated by MS segmentation. As shown in the figure, the GMM regions tend to
combine many small parts of the MS regions, especially disconnected ones. Thus,
using multiple over-segmentations, GMMs and MSs can share common features in
overlapping regions. The overlapping regions naturally take advantage of message-
passing, e.g., between a master problem and subproblems in dual decomposition.
4.1.2 Multiple Consistency Terms
The performance of consistency models depends on the correct choice of over-seg-
mentation methods; accurate segmentation defined over objects can give exact label
annotation, but it is not possible to specify which over-segmentation method and
what parameters of the method will discriminate object boundaries correctly. One
possible solution is to measure the quality of superpixels by computing a consistency
rate for the number of ground-truth labels it contains. Another way is to train a clas-
sifier to evaluate the quality of superpixels that include semantically coherent labels
(Refer to Chapter 6). Generally, using a mixture of coarse and fine over-segmenta-
tions is one solution rather than using a single over-segmentation. Using multiple
segmentation was proposed by Kohli et al. [2009], Ladicky et al. [2013, 2009], and
Ladicky` et al. [2012]. But they used multiple segmentations with a single set of
higher-order parameters. To make our consistency model robust to various inac-
curate clique definitions, we can prepare multiple sets of higher-order parameters
associated with different segmentation methods. Let a set of multiple segmentation
methods be denoted by O. For example, GMMs with 5, 10, and 20 mixture com-
ponents, and MS with color and spatial parameters (11, 6), (19, 6), and (31, 6), give
the set O = {GMM5, GMM10, GMM20, MS11, MS19, MS31}, which denotes all the
segmentation methods. A set of cliques defined by segmentation method o ∈ O is
denoted as Co = {c | c ⊆ V}. Then we have multiple higher-order potentials as
∑
c∈CGMM5
ψGMM5(yc) + ∑
c∈CMS11
ψMS11(yc) + . . . , (4.1)
where ψGMM5(·) and ψMS11(·) are each linear envelope potentials associated with
the sets of cliques of GMM5 and MS11, and the subsets of random variables yc
correspond to each segmentation. Due to the ability to allow some inconsistent labels
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in cliques, the consistency model can combine multiple segmentations as above. Note
that the Pn Potts model that rigidly enforces the consistency does not handle conflicts
between multiple over-segmentations well. Still, which segmentation and how many
over-segmentations to use remain unsolved. Even though the number of parameters
increases by using multiple higher-order potential functions, our learning method
can deal with the complexity involved in searching the high dimensional parameter
space.
4.1.3 Learning Parameters with Structured SVM
Learning the parameters of multiple higher-order terms is straightforward. In the
previous chapter, we described, given an assignment, the encoding of the lower lin-
ear envelope potential and the feature vector. This linear combination is extended by
concatenation for multiple terms, which still form a linear combination of parameters
and features, i.e., E(y) = θ⊤φ(y). Recall the max-margin framework: given a train-
ing set {yt}Tt=1, the quadratic program (QP) problem is defined with the additional
concave constraints Gθ  0 as
minimize
θ, ξ
1
2
‖θ‖2 + C
T
T
∑
t=1
ξt (4.2)
subject to E(y; θ)− E(yt; θ) ≥ ∆(y, yt)− ξt y ∈ Yt, ∀t
ξt ≥ 0 ∀t
Gθ  0 (4.3)
where ξ is the slack variables and C is the regularization constant. Here we need to
expand the constraint (4.3) for the multiple higher-order terms. In the previous chap-
ter, the second-order difference constraint G˜ ∈ R|L|(K−1)×|L|(K+1) has been derived
from the coefficients of the linear envelope function which are in decreasing order of
K linear functions. Thus, the extended condition matrix G in (4.3) is in the form of a
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block diagonal matrix
G =


0 · · · · · · 0
0 · · · · · · 0
G˜ 0 · · · · · ·
0 G˜ 0 · · ·
0
. . . · · · · · ·


. (4.4)
Note that we can put zeros in the first and second rows for placeholders of the unary
and the pairwise parameters.
4.2 Data Sets
In this section, we review some standard data sets such as MSRC, Stanford Back-
ground, and Corel. These data sets include pixel-level annotations for semantic pixel
labeling problems. We will use these data sets throughout this thesis, which will
provide the same experimental conditions for evaluating the performance of our con-
sistency models and comparing them with other models such as standard pairwise
models and state-of-the-art models.
Corel Data Set This subset of the Corel data set contains 100 images of African
and Arctic natural scenes. It consists of 7 classes of precise annotation for semantic
segmentation tasks and the resolution of images is 180× 120 pixels. Due to the small
number of images, 50/50 division is used for training and testing.
MSRC 21-Class Data Set The MSRC data set contains 591 images and most of
them have a resolution of 320 × 213. The data set is typically divided into train-
ing/evaluation sets by 335/256 images for experiments. The original set includes
pixel-level ground-truth annotations for 23 classes [Shotton et al., 2006]. Usually,
two rare classes (‘horse’ and ‘mountain’) are replaced with the ‘void’ label and the
21 classes are used as a standard data set. However, the annotation is not accurate
along object boundaries. Many pixels are marked as unknown with the ‘void’ label
and the pixels marked with the void label are ignored during training and evalua-
tion. Nevertheless, this data set has been popular in semantic image segmentation
problems. To improve the quality of the annotation, Malisiewicz and Efros [2007]
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provide a cleaned MSRC data set1. This data set includes less void regions and much
more accurate object boundaries.
Stanford Background Data Set The Stanford Background data set [Gould et al.,
2009a] provides 715 images of rural and urban scenes collected from existing data
sets: LabelMe [Russell et al., 2008], 21-class MSRC [Shotton et al., 2006], PASCAL
VOC [Everingham et al., 2010], and Geometric Context [Hoiem et al., 2007]. This
8-class data set contains at least one foreground object and background labels per
image. Most images have approximately 320 × 240 pixels. The data set is divided
into 358 training images and 357 evaluation images. Note that this data set has both
semantic and geometric annotations for those models which require semantic and
geometric scene decomposition. The annotation of this data set is precise with less
void regions. However, many outdoor images have less distinct boundaries between
objects, and some small objects are difficult to discriminate.
4.3 Experiments
4.3.1 Pixel Features and Unary Potentials
Good unary potentials in CRFs produce good segmentation results. We employ a
group of features which perform well empirically for CRFs: textons [Malik et al.,
2001], multi-scale [Bosch et al., 2007] dense SIFT [Lowe, 2004], opponent SIFT [Van
De Sande et al., 2010], local binary patterns [Ojala et al., 1994], and histograms of
oriented gradients (HOG) [Dalal and Triggs, 2005]. Textons have proven effective in
generic object recognition [Winn et al., 2005] and have been used as a standard pixel
feature [Shotton et al., 2006; Ladicky et al., 2013; Park and Gould, 2012]. Textons
are defined as a clustered response of 17-dimensional filter-banks at different scales,
which consist of Gaussian, horizontal and vertical directional Gaussian derivatives,
and Laplacian of Gaussian. SIFT [Lowe, 2004, 1999] defines the 128 dimensional vec-
tor that contains a histogram of the gradients of 4× 4 cells, and each cell is quantized
into 8 bins. Opponent SIFT is a variant of color SIFT descriptors, and builds separate
color histograms of gradients for 3 color channels. Local binary pattern generates an
intensity difference vector in 8 directions from a center pixel. The HOG descriptor
represents local object appearance and shape within an image by computing inten-
1
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sity gradients and edge directions divided into cells. All the features except local
binary patterns are clustered to 150 groups by running k-means.
With the pixel features extended with additional dense features such as color and
pixel location, unary potentials are derived from TextonBoost [Shotton et al., 2006],
which is widely used in CRF image segmentation models. The unary potentials
are trained by the multi-class Joint-Boost classifier [Torralba et al., 2004]. Like other
boosting classifiers, TextonBoost builds the sum of weak classifiers sharing features
within a pool of decision stumps. The weak classifiers pick a set of thresholds against
generalized shape filters. The generalized shape filters are defined by feature type,
feature cluster, and rectangular region, and densely calculated for the rectangular
region around each point. For more details on features and boosting classifiers, see
Torralba et al. [2004], Shotton et al. [2006], and Ladicky` et al. [2012]. The unary
potentials are computed by taking negative log-likelihood of the boosting responses
as
ψi(yi = ℓ) = − log e
Hℓ(i)
∑ℓ′∈L eHℓ′ (i)
= −Hℓ(i) + Ki , (4.5)
where Hℓ(i) is the boost response for label ℓ and pixel i, and Ki is a normalizing
constant. To compare with the state-of-the-art performance, we adopted the baseline
unary model from the original code (ALE) [Ladicky` et al., 2012].
4.3.2 Pairwise Potentials
In pixel labeling problems, contrast-sensitive smoothness potentials are generally
employed for pairwise terms. Given a pair of pixels (i, j) with variables yi and yj, the
pairwise potential ψij is defined as
ψij(yi, yj; x) = Jyi 6= yjK 1
dij
exp
(
− 1
2β
‖xi − xj‖2
)
, (4.6)
where dij is the distance between pixel i and j, xi and xj are RGB color vectors for pixel
i and j, and β is the average squared distance between adjacent color vectors over the
image. While the unary potentials usually result in noisy pixel labels, the pairwise
terms smooth out neighboring labels as regularization of the noisy pixel labels. In
particular, we have seen in the background chapter that the above pairwise potentials
reflect the submodular condition when a binary pairwise MRF energy function is
represented in posiform. In this work, we define pairs of nodes for 8 neighbors.
Given the limited number of pre-defined constants, learning of the baseline model
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parameters for the unary and pairwise terms is done by cross-validation.
4.3.3 Performance Evaluation for Multi-class Segmentation
Here we conduct experiments to demonstrate the performance of our model with
real data sets. First, we compare the quality of superpixels generated by non-local
segmentation and local segmentation, i.e., GMMs and MSs with different parameters.
Then we see how the labeling accuracy changes when a set of cliques created by
each segmentation method is added one by one. Thus, we can see the difference in
using a single segmentation or multiple segmentations. Also, we will show which
approach performs better compared to other methods. Next, the actual performances
on various real data sets will be compared with the result of the state-of-the-art
model.
The performance of pixel labeling algorithms is often measured by per-pixel ac-
curacy, such as ‘global’ and ‘average’ accuracies. For a problem with a set of labels L,
ground-truth labels {yti}Ni=1, and corresponding predicted labels {yi}Ni=1, the global
accuracy (GA) and the average accuracy (AA) are calculated respectively as
GA =
∑
N
i=1Jy
t
i = yiK
N
(4.7)
AA =
1
|L| ∑
ℓ∈L
∑
N
i=1Jy
t
i = yiKJy
t
i = ℓK
∑
N
i=1Jy
t
i = ℓK
. (4.8)
We report both the accuracies throughout the experiments in this thesis. Note that
the Hamming loss corresponds to global accuracy. In addition to global accuracy
we also report average accuracy even though the model is trained to optimize global
accuracy.
4.3.3.1 Using Non-local Regions and Multiple Segmentations
GMM is not a popular method for generating superpixels in semantic segmentation
problems. One of our contributions is to demonstrate the effectiveness of segmen-
tation by GMMs in the consistency models. Usually, GMM segmentation tends to
give lower quality of superpixels (in terms of the consistency of ground-truth labels)
because they spread over a larger region than in MS. Table 4.1 shows the consistency
rate which is calculated from a training set of the Corel data set. Here, the consis-
tency rate means the proportion of dominant ground-truth labels in cliques. This
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Table 4.1: An example of ground-truth consistency rates from a training set of the Corel
data set. Four different Gaussian mixture model (GMM) segmentations and three different
parameters of mean shift (MS) kernels are selected. The MS parameters are spatial and LUV
color bandwidth respectively. MSs generate more consistent regions than GMMs.
Gaussian mixture model Mean shift
5 10 20 50 (11,6) (19,6) (31,6)
80.28% 80.58% 79.55% 81.57% 94.35% 94.06% 93.96%
average percentage shows that no segmentation can generate perfect clusters for seg-
menting various objects2. Consequently, Table 4.1 says that GMM clusters tend to be
relatively less consistent than MS clusters.
As shown in Figure 4.1 and Figure 4.2, the superpixels vary in size and shape.
Unlike the contiguous regions, GMM segmentation defines non-local regions, which
share common features (i.e. colors or textures) of similar objects globally over an
image. Recall that the fence in Figure 4.2 is not a contiguous object and its superpixel
successfully defines the fence as one clique.
The following experiments verify quantitative results between using different sin-
gle segmentations and using multiple segmentation. We prepared five random sets
from the Corel data set and divided them into training/evaluation sets as explained
in Section 4.2. We used a model with unary and higher-order terms and set the num-
ber of linear functions per class as K = 3. Table 4.2 shows the averaged accuracies
of the experiments conducted with the different single segmentation methods. In
the following graphs, each dotted line represents an average accuracy over GMMs
or MSs. The quality of the consistency rates in Table 4.1 shows that MSs had higher
rates than GMMs, but Table 4.2 shows that using GMM segmentation provides em-
pirically better accuracy than using MS segmentation. The difference in accuracy
may be small, but it nevertheless demonstrates that both global accuracy and aver-
age accuracy are better with GMMs than with MSs. From the results, we can deduce
that GMM cliques tend to capture better semantic regions with clear boundaries than
MS cliques. GMM segmentations have lower consistency rates, and probably contain
different objects, but the object boundaries remain correct. This inconsistency can be
taken into account by the lower envelope potentials, which allow multiple objects to
2We assume that the ground-truth is generated correctly along boundaries. If objects are annotated
with over-segmented or under-segmented regions, the consistency rate may vary. However, the relative
rates between GMM and MS is informative, more so than the absolute rates.
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Table 4.2: Comparison of accuracy achieved on the Corel data set with different single seg-
mentations. Seven single segmentations were chosen and performed five times. GMM seg-
mentations show better accuracies than MS segmentations. The following graphs illustrate
the comparison. Each dotted line represents an average accuracy over GMMs or MSs.
Accuracy GMM5 GMM10 GMM20 GMM50 MS11 MS19 MS31
Global 75.20% 75.62% 75.87% 75.68% 74.64% 75.27% 75.20%
Average 70.61% 71.06% 71.22% 71.28% 70.37% 70.88% 70.94%
reside in a clique. However, the inconsistency allowed in MS cliques can end up pro-
ducing incorrect labels if it does not capture the boundaries correctly. Actually, the
regions segmented by MSs are locally constrained by distances in color and location,
while the regions segmented by GMMs are globally considered. We leave further
discussion of the differences for future work.
In our model, we used multiple segmentations to obtain correct object segmenta-
tion. As shown in Figure 4.1 and Figure 4.2, basically a single segmentation method
cannot, regardless of segmentation methods, capture various objects exactly. Instead,
we expect to improve overall accuracy by using multiple segmentations in order to
allow for the various sizes of objects. Due to the ability to allow some inconsistency
in cliques, multiple higher-order terms lead to better segmentation in overlapped
regions. To show the advantage of multiple segmentations, we compare the accura-
cies achieved by a number of segmentations. We ran experiments with an arbitrary
single segmentation method, and then added other segmentation methods to see the
changes in overall accuracy. The experiments were performed on the Corel data set
with the same conditions as above. Table 4.3 shows the empirical results achieved by
adding each segmentation one by one. The accuracy increases as the number of seg-
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Table 4.3: Comparison of the accuracies achieved with a single and multiple segmentation
methods. We performed the experiments on the Corel data set. Four single segmentations
were chosen. Adding multiple segmentations one by one, the accuracies increased. Signifi-
cantly, the accuracy increased most by adding the GMM5 segmentation. The following graph
sets out the change in accuracies.
Accuracy MS19 MS(11+19)
MS(11+19) MS(11+19)
GMM5 GMM(5+20)
Global 75.27% 75.31% 76.35% 76.64%
Average 70.88% 71.03% 71.84% 72.19%
mentations increases, which confirms that using multiple segmentation methods is
better than using a single segmentation method in terms of both global and average
accuracy. Note that there is a big improvement after adding GMM5 segmentation.
This confirms that the GMM5 contains good segmented regions with correct object
boundaries, but GMM5 alone only gives 75.20% from Table 4.2.
4.3.3.2 Experiments on Multiple Real Data Sets
In the following experiments, we evaluate the performance of our model with the real
data sets explained above. These data sets are typically used in semantic pixel label-
ing problems. We keep the same conditions for all the experiments unless we specify
otherwise. The experiments were conducted on five randomized sets from each data
set and the results were averaged. For the model parameters, we set the number
of linear envelope functions per class as K = 3 and the regularization constant C
was chosen from the set of constants {10−3, 10−4, 10−5, 10−6} by cross-validation. For
inputs to the multiple higher-order terms, we defined coarse to fine superpixels us-
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ing mean shift (MS) segmentation with six different parameters, i.e., (11,6), (19,6),
(31,6), (7,7), (7,10), and (7,15), and four different Gaussian mixture models (GMM)
with 5, 10, 20, and 50 mixture components. The MS parameter pairs represent the
spatial distance between pixels and LUV color distance. The GMM segmentation
was performed in RGB color space. We selected two GMM segmentations and two
MS segmentations which had the highest consistency rates in each training fold, and
used the selected segmentation methods for training and evaluation3. The parame-
ters of the baseline pairwise model were searched directly from a pre-defined set by
cross-validation.
The abbreviations used in the following experiments are as follows:
• ’Unary’ means a model with unary terms only.
• ’Pairwise (CV)’ is a baseline model with unary and pairwise terms, which is
trained by cross-validation.
• ’Pairwise’ is a model which is trained by the max-margin learning framework.
• ’Higher-Order’ or ’Higher’ means a model with unary and higher-order terms.
• ’Full’ or ’All’ means a model with unary, pairwise, and higher-order terms.
• We also compare our models with Ladicky’s model [Ladicky` et al., 2012], where
it is named ’ALE’.
For fair comparison, we downloaded the original ALE code and ran it with the same
randomized data sets. We compare to ALE because it is a state-of-the-art model
in semantic segmentation and is based on a consistency model like ours. However,
note that ALE has additional factors such as hierarchical representation and uses
co-occurrence statistics.
Before we review the results in detail, we foreshadow some conclusions: (1) The
higher-order and full models outperform the pairwise models both qualitatively and
quantitatively. (2) The full model does not give better results than the higher-order
model. Sometimes, the full model performed worse than the higher-order model
and produced over-smoothed labeling (removing small objects or giving some incor-
rect labelings). This is because the pairwise potentials perform the same smoothing
3However, the differences within each segmentation method, e.g., GMM or MS, were small and all
the segmentation methods had relatively high variances.
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Table 4.4: Averaged results of five experiments on the Corel data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 72.91% 71.28% – – – –
Pairwise (CV) 73.79% 71.99% 0.88% 0.71% 220.0 8.0
Pairwise 74.53% 72.67% 1.62% 1.39% 142.4 3.8
Higher-Order 76.48% 72.18% 3.57% 0.91% 1448.0 11.2
Full 76.69% 72.23% 3.78% 0.95% 1422.4 15.4
ALE 82.84% 81.4% 9.94% 10.12% – –
task but without using clique boundaries. (3) The pairwise model trained by max-
margin learning tends to show better results than the pairwise model trained by
cross-validation.
Corel Data Set. Quantitative results of Corel are given in Table 4.4. The table illus-
trates the above conclusions, that the higher-order models perform better than the
baseline models. Some qualitative results are shown in Figure 4.3.
MSRC Data Set. We conducted experiments on the 21-class MSRC data set, divid-
ing it into training/evaluation sets (335/256 images). While we used the whole train-
ing set for training the unary and the pairwise models, we randomly selected only
59 files for training our higher-order models. This was in order to compare all the ex-
periments under the same conditions throughout the thesis; the dual-decomposition
method, which will be shown in the next chapter, consumes too large amount of
§4.3 Experiments 79
void rhino/hippo polar bear water snow vegetation ground sky
(a) Image (b) True (c) Unary (d) Pair(CV) (e) Pairwise (f) High (g) Full (h) ALE
Figure 4.3: Qualitative results on the Corel data set.
memory to train our higher-order model on all the training examples.
Table 4.5 compare the evaluation accuracies achieved with the original MSRC
data set. The best global accuracy was still achieved by ALE, but our full model has
the best average accuracy. Our higher-order model (without pairwise terms) seems
to show no significant improvement over the baseline unary model and does not
outperform ALE. However, our higher-order models give more consistent regions
than the pairwise models (see Figure 4.5 for qualitative results). In Table 4.6, model
accuracies with the cleaned MSRC data set are shown. ALE still performs better than
our models here.
Our higher-order model shows more improvement with the cleaned data set than
the original MSRC data set. To understand the results, we need to consider the
difference between the two data sets. The MSRC data set contains a large number
of ‘void’ regions, particularly between objects. The annotations are also inaccurate
along the boundaries, with annotations usually outside the exact object boundaries.
The ’void’ regions are ignored in both learning and evaluation, which may lead to
unexpected outcomes. Thus, the max-margin framework searches for parameters
with inaccurate loss estimation, and the unary potentials are over-generated outside
the boundaries. For example, Figure 4.4 and Figure 4.5 include the same images,
i.e., a cow, a wooden bench, and a dog. The label assignments for those images differ
in segmentation quality; the segmentation in Figure 4.5 is likely to be accurate while
the images in Figure 4.4 tend to be labeled over boundaries.
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Table 4.5: Averaged results of five experiments on the 21-class MSRC data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 84.49% 77.16% – – – –
Pairwise (CV) 84.74% 77.51% 0.25% 0.35% 1233.8 187.8
Pairwise 84.99% 77.51% 0.50% 0.35% 2424.2 531.8
Higher-Order 84.95% 76.81% 0.46% -0.35% 24980.8 1133.2
Full 84.85% 77.72% 0.36% 0.56% 22232.8 1635.4
ALE 86.19% 76.61% 1.7% -0.54% – –
However, the performance of our higher-order models dropped on class-averaged
accuracy with the cleaned data set. We suppose two reasons. First, we used the
Hamming loss in the max-margin framework. This loss function measures only dif-
ferences between variables, which directly encourages to improve global accuracy
rather than class-averaged accuracy and sometime do not lead class-average accu-
racy to a optimum. The other underlying reason in the higher-order model (‘sum’) is
that all the classes are considered together with all the corresponding linear envelope
functions. Regardless of actual object classes in a clique, penalties are added for all
the classes. However, a ‘min’ model can directly produce penalty for a single class,
and influence class-averaged accuracy with the class-specific penalty.
Stanford Data Set. Like the previous experiments on the MSRC data sets, we pre-
pared the same experimental conditions. For training higher-order models, 71 images
were randomly selected from the training sets (due to the same memory issue with
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void building grass cow sky water bird chair road dog
(a) Image (b) True (c) Unary (d) Pair(CV) (e) Pairwise (f) High (g) Full (h) ALE
Figure 4.4: Qualitative results on the MSRC data set.
Table 4.6: Averaged results of five experiments on the cleaned 21-class MSRC data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 81.48% 73.20% – – – –
Pairwise (CV) 82.36% 73.77% 0.88% 0.58% 1209.2 159.6
Pairwise 82.07% 73.70% 0.59% 0.51% 1958.3 289.0
Higher-Order 83.16% 72.21% 1.68% -0.99% 28109.6 966.8
Full 83.08% 71.91% 1.60% -1.28% 25327.2 1288.0
ALE 85.31% 75.05% 3.83% 1.85% – –
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void building grass cow sky water bird chair dog
(a) Image (b) True (c) Unary (d) Pair(CV) (e) Pairwise (f) High (g) Full (h) ALE
Figure 4.5: Qualitative results on the cleaned MSRC data set.
the dual decomposition method as explained in the previous experiment). Table 4.7
shows the average results over five sets. Our higher-order models perform well com-
pared to the other models. Figure 4.6 shows some good examples. This data set
contains precise annotations. However, foreground objects are ambiguously defined
as a single class instead of specific labels that discriminate various object classes,
which gives the unary and the higher-order potentials a difficult classification prob-
lem. In addition, the images contain small objects and most of them are merged as
one blurred instance in the results. Like the result from the cleaned MSRC data set,
the class-averaged accuracy decreased due to the same reasons with the cleaned data
set.
4.4 Conclusion
In this chapter, by applying our higher-order MRF model to the pixel labeling prob-
lem, we have made two main contributions. First, we have introduced a novel use of
the Gaussian mixture model to define cliques. The Gaussian mixture model estimates
groups of pixels over an image and those superpixels are useful for imposing global
constraints on the higher-order potentials. These non-local regions share common
global features across disjoint pixel groups. Next, we combined multiple segmenta-
tions decomposed in sequence from coarse to fine, and associated each segmentation
with a consistency potential function. This approach increased the number of higher-
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Table 4.7: Averaged results of five experiments on the Stanford Background data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary 77.86% 68.90% – – – –
Pairwise (CV) 78.39% 69.31% 0.53% 0.41% 3555.0 543.4
Pairwise 78.54% 69.43% 0.68% 0.54% 3012.8 368.0
Higher-Order 80.19% 68.63% 2.33% -0.27% 11526.4 401.0
Full 80.04% 68.60% 2.18% -0.3% 17293.6 602.4
ALE 79.42% 69.48% 1.56% 0.58% – –
sky tree road grass water building mountain foreground
(a) Image (b) True (c) Unary (d) Pair(CV) (e) Pairwise (f) High (g) Full (h) ALE
Figure 4.6: Qualitative results on the Stanford Background data set.
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order parameters, but the max-margin learning framework can easily be extended
with the additional constraints.
Our two approaches were evaluated on real data sets. First, by progressively
increasing the number of segmentations, we have seen that the use of multiple seg-
mentations increases label accuracies compared to using a single segmentation. In
particular, adding superpixels generated by GMM was more effective than adding
superpixels generated by MS. We then conducted experiments on various data sets
and compared our higher-order model with other models, including the state-of-the-
art model ALE. We have shown that our model gave better label annotation than the
baseline models, although ALE was still better than our higher-order model in some
cases. Essentially, ALE includes a hierarchical structure for combining regions gen-
erated by MS segmentation, making it perform better than our model. However, we
think that in this case, the max-margin learning failed to find the optimal parame-
ters, probably because of our approximate inference algorithm [Finley and Joachims,
2008]. Nevertheless, the max-margin learning was useful in search for a large num-
ber of parameters, and the trained models produced consistently labeled regions for
real data sets containing various objects.
We believe there is still room for further improvement, for example, through
discovering good cliques or from learning the higher-order terms conditioned on
refined image features. However, it remains an open question concerning how many
segmentations to use and how to best define cliques for higher-order terms. In the
following chapters, we will provide another approach to improving the performance
of this consistency model.
Chapter 5
Learning Consistency Models via
Dual Decomposition
In the previous chapters, we built a higher-order MRF model with consistency poten-
tials and used it to solve multi-class pixel labeling problems. In practice, such com-
puter vision applications involve cyclic graphs or non-submodular energy functions,
so exact minimization of the energy functions is not tractable. Instead, we derived
approximate inference algorithms for the model, i.e., move-making algorithms such
as α-expansion and αβ-swap moves [Boykov et al., 2001]. Those graph-cut based
algorithms worked efficiently in practice. Meanwhile, we adopted a standard max-
margin framework [Taskar et al., 2003, 2005; Tsochantaridis et al., 2006; Joachims
et al., 2009] to learn the parameters of the higher-order model. The max-margin
learning method performed well in searching for good model parameters, especially
in high dimensional parameter space. However, a loss-augmented inference that
uses approximate solutions could lead the learning problem to early termination
and probably to suboptimal parameters [Finley and Joachims, 2008]. Besides, the
‘min’ model of the consistency models involved latent variables in its learning, which
requires a complex non-convex optimization procedure using a variant of structured
supported vector machines (SSVMs). We have not yet provided a solution for learn-
ing the parameters of the ‘min’ model.
Due to the approximate solutions of the higher-order MRF energy functions and
their complexity, in this chapter we propose an alternative way of solving MRF prob-
lems: dual decomposition MRF (DD-MRF). Recently, various dual relaxation ap-
proaches for MRF energy minimization have been proposed [Komodakis et al., 2011;
Schlesinger and Giginyak, 2007; Jojic et al., 2010; Savchynskyy et al., 2011; Kappes
et al., 2012; Sontag et al., 2011]. The methods divide a complex problem (a primal
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problem) into small problems (subproblems or slaves) which are each tractable. Using
the Lagrangian dual function, the subproblems are decoupled and relaxed. At each
iteration, the subproblems are solved independently and the dual problem (master
problem) exchanges messages to adjust the subproblems. After the master problem
converges, a solution of the complex primal problem can be decoded in various
ways, e.g., accumulated subgradients [Larsson et al., 1999; Komodakis et al., 2011].
This dual decomposition (DD) approach in MRF problems provides the following
advantages: (1) It leads to a flexible and general way to decompose graphs or en-
ergy functions in a principled manner; it does not restrict the type of MRF energy
functions nor the structure of a graph (as long as the subproblems are tractable).
(2) By maximizing the relaxed dual function, which is concave, we can reach a global
optimum in dual space where the relaxed problem provides a lower bound of the
original problem. (3) The subproblems are decoupled and can be computed concur-
rently, allowing faster computation. With the benefits of DD-MRF inference (DDI), a
dual decomposition method can be applied to max-margin learning approaches [Ko-
modakis, 2011a,b]. The learning framework via dual decomposition (DDL) divides a
complex learning problem into many easy problems such as in DD-MRF inference,
which produces a very efficient learning method.
In this chapter, we explore new algorithms to solve two complex optimization
problems — to obtain both efficient inference and learning parameters for a higher-
order consistency model in a unified framework of dual decomposition, where the
problems are solved by a projected subgradient method [Komodakis et al., 2011; Ko-
modakis, 2011a,b]. In the DDI method [Komodakis et al., 2011], the solutions of sub-
problems lead to a subgradient of the dual function; exact subgradient steps require
exact solutions of subproblems. Based on this insight, we decompose our higher-
order MRF problem into tractable subproblems for which exact solvers are available.
In particular, we propose a new algorithm to minimize the higher-order subprob-
lems containing the consistency potentials exactly in polynomial time of variables in
a clique. Therefore, by obtaining exact solutions of the subproblems, we can ensure
that the relaxed dual problem converges to a global optimum. Moreover, unlike the
inference methods in Chapter 3, this new algorithm can be applied for both the ‘min’
model and the ‘sum’ model of the consistency models.
The dual decomposition method also has already been successfully incorporated
into max-margin frameworks [Komodakis, 2011a,b], an approach which inherits all
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the benefits from DD-MRF inference. In particular, this DDL reduces a complex loss-
augmented MRF problem into small tractable MRF problems which can be solved
concurrently. The standard DDL [Komodakis, 2011a] provides an upper bound of the
original loss. In the same way as in the DDI, our exact minimization algorithm also
guarantees correct minimizing steps within a dual decomposition learning method.
Therefore, by minimizing the upper bound exactly, we are able to find good param-
eters at the global optimum of the relaxed problem. Additionally, in this chapter,
we will exploit a structured SVM with latent variables via the dual decomposition
method [Komodakis, 2011b] for our ‘min’ model.
To evaluate our approach, we conduct experiments on semantic image segmen-
tation with real data sets, demonstrating how the dual decomposition approach pro-
vides solutions for large cyclic MRFs problems. In the experiments, we compare two
different learning methods: the max-margin framework with approximate inference
algorithm (which was shown in Chapter 4) and our dual decomposition learning
method which minimizes a dual upper bound as an alternative. Also, two different
inference methods – a move-making algorithm and a dual decomposition inference
provided in this chapter – will be compared in terms of accuracy and running time.
5.1 Related Work
Minimizing MRF energy functions is generally NP-hard [Cooper, 1990; Koller and
Friedman, 2009]; tractable inference algorithms are limited to special cases, e.g., sub-
modular binary pairwise functions or problems with limited tree-width. Thus, in-
stead of seeking exact solutions, approximate algorithms have been generally pro-
posed for MRF energy minimization. Move-making algorithms, e.g., ICM [Besag,
1986], α-expansion, and αβ-swap moves [Boykov et al., 2001; Kolmogorov and Zabih,
2004], maintain the current best assignment to the variables and attempt to further
minimize the energy by proposing moves in a restricted label space. The algorithm
searches the minimizing moves iteratively until it converges to a local minimum.
ICM, an early example of the move-making algorithms, updates a single variable
conditioned on all the other variables, making it converge slowly, and it often gets
stuck in a poor local optimum. α-expansion and αβ-swap moves are efficient algo-
rithms for minimizing the energy functions, but they can deal only with submodular
functions due to the requirement to use graph-cuts.
An early example of approximate inference, linear programming (LP) relaxation
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was proposed to address MRF problems [Schlesinger, 1976; Werner, 2007; Wain-
wright and Jordan, 2008]. This relaxation can be solved in polynomial time, but
in practice requires huge memory to solve typical computer vision problems. In-
stead, a family of tree-reweighted message passing (TRW) algorithms [Wainwright
et al., 2005; Kolmogorov, 2006] used LP relaxation via a dual problem in which they
considered sub-trees as subproblems. However, in general such algorithms converge
to a local optimum.
Another important dual relaxation approach is dual decomposition (DD) which
was introduced into computer vision by Komodakis et al. [2011, 2007] and Schlesinger
and Giginyak [2007]. This method reduces a complex problem into tractable small
problems and solves the relaxed dual energy function based on (projected) subgra-
dient optimization. The subgradient method is simple to compute and guarantees
the convergence of non-differentiable dual problems to a global optimum. Thus, this
Lagrangian dual, which is concave and non-smooth, can be globally optimized by
the subgradient scheme. However, the subgradient method has some drawbacks in
practice: (1) Subgradient directions may not reduce objective functions, so it re-
quires a lot of iterations to converge. In particular, it can take up to O( 1
ǫ2
) iterations
for an ǫ-approximate solution. (2) There is no effective stopping condition. To im-
prove the convergence of the subgradient method, Kappes et al. [2010] used averaged
directions to find better updating directions. Kappes et al. [2012] replaced the sim-
ple subgradient based updates with a bundle approach [Kiwiel, 1990; Lemaréchal,
2001], which maintains upper bounds locally. To overcome the non-smoothness
of the dual objective functions, another approximation method has been proposed
[Johnson et al., 2007; Savchynskyy et al., 2011; Jojic et al., 2010]; they smooth the
dual objective functions and apply established optimization methods to the convex
continuous functions, e.g., gradient-based algorithms. This approximation can lead
to less runtime complexity, e.g., O( 1ǫ ). However, these approaches provide approxi-
mate solutions and rely on a smoothing parameter. Furthermore, the per-evaluation
of the dual becomes more complicated. In comparison, our approach uses an exact
optimization scheme for both inference and learning, which leads our model to high
prediction accuracy. For more details of optimization techniques for minimizing the
dual relaxation, refer to Sontag et al. [2011] which compares the subgradient method
and block coordinate algorithms.
The above relaxation approaches require a rounding method to recover the so-
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lution to the original problem. For example, DD methods can decode the primal
solution from subgradients of the dual objective [Larsson et al., 1999; Komodakis
et al., 2011]. However, reconstruction of the primal optimal solution is generally
infeasible; the infeasible solutions can be projected to a primal feasible set, which
does not guarantee the optimality of the primal solution. Savchynskyy and Schmidt
[2012] proposed an efficient method to obtain feasible solutions from infeasible ones
for certain cases of separable convex problems.
For structured prediction problems, a standard max-margin learning framework
has been proposed by Taskar et al. [2003] and Tsochantaridis et al. [2006, 2004]. In
Taskar et al. [2003], they formulated a max-margin framework by a dual formu-
lation of a Markov network, but they could not support arbitrary loss functions.
Tsochantaridis et al. [2006] generalized loss functions by margin re-scaling and slack
re-scaling. They also presented a cutting-plane algorithm [Kelley, 1960] for optimiz-
ing this learning problem efficiently. An alternative way to optimize the max-margin
problem is the subgradient method [Ratliff et al., 2007]. This generalized learning
method for structured output becomes important for learning higher-order MRF
problems due to a number of parameters to learn [Gould, 2011; Park and Gould,
2012]. Despite its success, this standardized learning method may not find optimal
parameters if the subgradients are approximate [Finley and Joachims, 2008]. Lucchi
et al. [2013] suggested a probabilistic approach to obtain good approximate sub-
gradients by estimating the average error of ǫ-subgradients when the most violated
constraints are not exact. However, this approximation is feasible only when the
movement of current parameters is not large, e.g., subgradient based methods, and
samples of approximate subgradients are sufficient for the expected error to converge
to zero.
Komodakis [2011a] combined dual decomposition directly with a max-margin
learning framework, so this method inherits the flexible configuration of the dual
decomposition leveraged by small tractable problems. In particular, this dual de-
composition learning algorithm (DDL) provides a convex upper bound of the origi-
nal loss. Thus, it opens up the possibility of finding good parameters at the global
optimum by minimizing the upper bound. However, it has the same drawbacks
as DD inference because of the slow convergence of the subgradient optimization
method. Later, Komodakis [2011b] extended this dual decomposition technique to a
max-margin framework for latent variables [Yu and Joachims, 2009]. Another dual
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loss scheme has been proposed by Meshi et al. [2010]. They applied LP relaxation
and dual losses to the max-margin learning algorithm. Their method comprised
a relaxed convex program optimized by a coordinate descent method, and it con-
verged faster than existing algorithms such as the cutting-plane method or Pegasos
[Shalev-Shwartz et al., 2007], but it relies on approximate inference.
Of recent works on higher-order MRFmodels, our work on the higher-order infer-
ence method in this chapter is most similar to that of Komodakis and Paragios [2009],
who explored higher-order MRF models in a dual decomposition scheme. However,
available models are limited to sparse higher-order MRF models, e.g., pattern-based
models including the Pn Potts model [Kohli et al., 2007], which are unable to be
extended to the general case of a large-scale problem.
5.2 Inference by Dual Decomposition
Dual decomposition (DD) methods give us flexible decompositions of MRF energy
functions, but the idea is simple. Given a difficult problem (a primal problem) to
solve, we decompose it into small and easy problems (subproblems or slaves). This
transformation is based on a Lagrangian dual problem (a master problem), which
is relaxed. After solving the subproblems at each iteration, if the solutions to the
subproblems disagree, the master problem reweights the subproblems in order to
get consensus. A solution of the original problem can be extracted in various ways
from the optimization of the master problem, e.g., an aggregation of the subgradients.
Furthermore, minimization methods for subproblems are not restricted to the dual
decomposition framework.
In this section, we review the dual decomposition method for energy minimiza-
tion problems [Komodakis et al., 2011] and then introduce our new minimization
algorithm for the multi-class lower linear envelope model, which gives an exact so-
lution to each higher-order subproblem in an efficient way.
5.2.1 Dual Decomposition MRF Method
We denote by G = {V , C} a graph consisting of nodes V and cliques1 C. Here a
clique c ⊆ V means a subset of nodes. We assume that a random variable yi for
each node i ∈ V takes a value from a label set L, yc = {yi | i ∈ c} is a subset
1Here the set of cliques C includes a set of edges E without loss of generality.
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of variables for a clique c and y represents all the random variables of G. Let also
ψ = {{ψi}, {ψc} | i ∈ V , c ∈ C} be a set of potential functions defined respectively
on the nodes and the cliques of the graph G. Then the energy function of the graph
G is defined as
E(y;ψ) = ∑
i∈V
ψi(yi) + ∑
c∈C
ψc(yc) . (5.1)
In order to facilitate a following dual decomposition, we express the minimiza-
tion of E(y;ψ) as an equivalent representation of a binary integer program (BIP).
We denote binary indicator vectors µi = (µ
ℓ
i )ℓ∈L for yi, and µc = (µ
q
c)q∈Yc for
yc, where µ
ℓ
i , µ
q
c ∈ {0, 1}, and Yc is the set of all possible assignments for clique
c. After all possible potential values are unfolded with binary indicator variables
µ = {{µi}i∈V , {µc}c∈C}, the energy function E(y;ψ) can be minimized as
min
µ
∑
i∈V
∑
ℓ∈L
ψi(ℓ)µ
ℓ
i + ∑
c∈C
∑
q∈Yc
ψc(q)µ
q
c (5.2)
s.t. ∑
ℓ∈L
µℓi = 1, ∀ i ∈ V (5.3)
∑
q:yi=ℓ
µ
q
c = µ
ℓ
i , ∀ c ∈ C, i ∈ c (5.4)
µℓi , µ
q
c ∈ {0, 1} . (5.5)
Note that the constraint (5.4) ensures an arbitrary assignment q ∈ Yc can be uniquely
assigned to µc. Thus, the energy function E(y;ψ) is simply represented in a linear
combination form as
E(µ;ψB) = ψB · µ , (5.6)
where ψB is shorthand for the unfolded potentials of ψ. From now on, we assume
that discrete potential functions can be switched from the unfolded ones without loss
of generality or vice versa, e.g., ψB can be switched for ψ.
To apply the dual decomposition method for the MRF problem (5.2), the decom-
position of the graph should satisfy the following conditions. We choose a set of
sub-graphs S = {Gs | G = ∪Gs}, where each sub-graph Gs = {V s, Cs} also has its
own nodes V s and cliques Cs, and sub-energy functions Es(ys;ψs) defined with their
own potential functions ψs and corresponding variables ys. Also, the sub-graphs
should cover every node and every clique of the original graph G, i.e., V = ∪V s and
C = ∪Cs with constraint that E(·) = ∑s∈S Es(·). Then we can transform the original
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minimization problem into the sum of easy problems defined on Gs as
min
y
E(y;ψ) = min
y,{ys} ∑s∈S
Es(ys;ψs) (5.7)
subject to ys = [y]s , (5.8)
where [y]s is a subset of random variables y projected to a subgraph Gs. In Equa-
tion (5.7), two minimization problems are equivalent: by the constraint (5.8), each
sub-energy function has duplicate variables ys of the original random variables [y]s,
and the sum of potentials ψs over all subproblems is the same as the original po-
tentials by the coupling constraint (5.8). For example, each subproblem has its own
unary potential ψsi which satisfies
∑
s∈Si
ψsi (·) = ψi(·), ∀i ∈ V , (5.9)
where Si = {s | i ∈ V s} is a set of the indexes of the sub-graphs which share node
i. This property ensures the sum of the unary potentials over all subproblems is the
same as the unary potential of the original problem. In a similar way, the original
higher-order potentials can be divided across sub-energy functions. More often a
higher-order term will be associated with an individual sub-energy function. This
satisfies the above constraint trivially2.
To remove the coupling constraints (5.8), we introduce Lagrange multipliers λ =
{λs} to the problem (5.7) in the BIP representation, i.e.,
g(λ) = min
µ,{µs} ∑s∈S
ψs · µs + ∑
s∈S
λs · (µs − [µ]s) (5.10)
= min
µ,{µs} ∑s∈S
(ψs + λs) · µs − ∑
s∈S
λs · [µ]s , (5.11)
where µs and [µ]s are the indicator vectors associated with ys and [y]s respectively.
After minimizing over µ (or y), the Lagrangian dual g(λ) consists of the sum of the
2This configuration is called a partial update and guarantees the same relaxation as the full update
[Komodakis et al., 2011].
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sub-energy functions as
g(λ) =min
{ys} ∑s∈S
Es(ys;ψs + λs) (5.12)
s.t. ∑
s∈S
λs = 0 , (5.13)
where the constraint (5.13) results in the dual feasible set Λ = {λ | ∑s λs = 0}. Note
that we replaced µs with ys so as to apply general minimization methods. This dual
function g(λ) is concave and provides a lower bound of the primal problem (5.7). By
maximizing this lower bound, we set up a relaxed dual problem (master problem) as
min
y
E(y;ψ) ≥
master problem︷ ︸︸ ︷
max
{λs} ∑s∈S
subproblem︷ ︸︸ ︷
min
ys
Es(ys; ψ¨
s
) (5.14)
s.t. ∑
s∈S
λs = 0 , (5.15)
where ψ¨
s
= ψs + λs. Here, we pushed the minimization ‘min{ys}’ inside ‘∑s’ since
the sub-energy functions are decoupled in the variables ys. Consequently, the sub-
problem that we should solve is gs(λs) = min{ys} Es(ys; ψ¨
s). Note that the constraint
(5.15) is identical to
∑
s∈Si
λsi (·) = 0, ∀i ∈ V , (5.16)
and the unary potentials of subproblems in in the dual problem can be defined as
ψ¨si (·) = λsi (·) +
ψi(·)
|Si| . (5.17)
We optimize the dual problem (5.14) using a projected subgradient method since
the dual function (5.12) is not differentiable. By subgradient steps and the projection
on the dual feasible set Λ, the dual variables λs are updated by step size αr at each
iteration r as
λs ← Proj[λs + αrdgs(λs)]Λ , (5.18)
where dgs(λs) denotes a subgradient of gs(λs). Consequently, the subgradient of
gs(λs) turns out to be an optimal solution of the subproblem gs(λs) at λs 3, where
we denote the optimal solution ys⋆i by the binary indicator variable µ
s⋆(·) = Jys⋆i = ·K.
3For proof, we refer the reader to Komodakis et al. [2011]
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According to the definition of the set Λ, this projection results in the subtraction of
the average solution vector from each solution vector µs⋆. Hence, with the update of
λs, the sub-potentials ψ¨
s
can be rewritten in closed-form as
ψ¨si (·) ← ψ¨si (·) + αr
(
µs⋆i (·)−
∑j∈Si µ
j⋆
i (·)
|Si|
)
. (5.19)
In practice, the subgradient method does not provide a good stopping criterion
and converges slowly. But it guarantees the convergence of an optimization problem
by setting up step size αr with specific rules. The following are examples of step size
schedules [Nedic and Bertsekas, 2001; Komodakis et al., 2011].
Diminishing step rule. This step size rule satisfies
αr ≥ 0, lim
r→∞ αr = 0, and
∞
∑
r=0
αr = ∞ (5.20)
and an example is αr =
a√
r
for a > 0.
Nonsummable diminishing step rule. Since this condition holds
br ≥ 0, lim
r→∞ br = 0, and
∞
∑
r=0
br = ∞ , (5.21)
the step size is chosen as αr =
br
‖dgr‖2 , where dgr represents the subgradient of the
dual function at the r-th iteration.
Adaptive step rule. To improve convergence speed, this rule adjusts the step size
dynamically over the iterations. One example has the following form:
αr = γr
Approxr − dr
‖dgr‖22
, (5.22)
where dr is the current dual value at the r-th iteration and γr = (0, 2). This rule
estimates the gap between the unknown dual optimal value and the current value.
Typically, we can assume that Approxr is the best value of the primal function found
so far, which requires decoding to be done during optimization.
The recovery of the primal solution for subgradient methods has been a signif-
icant research topic in the optimization literature [Komodakis et al., 2011; Larsson
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et al., 1999; Sherali and Choi, 1996; Shor et al., 1985]. Obtaining a feasible primal so-
lution from dual subgradients is shown by Larsson et al. [1999]. The methods utilize
ergodic sequences of dual subgradients dgr in the forms of
µ⋆ ← lim
r→∞
∑r αrdgr
∑r αr
(5.23)
or
µ⋆ ← lim
r→∞
∑r dgr
r
. (5.24)
Komodakis et al. [2011] provides another heuristic method for getting a good feasible
primal solution. The idea is that a variable gets the label which has the highest
count voted by the subproblems that share the variable. For theoretical properties
of convergence and recovering a primal solution, we refer the reader to Komodakis
et al. [2011].
The overall algorithm is summarized in Algorithm 5.
Algorithm 5 Dual decomposition MRF inference
Require: A set of subproblems {gs(λs)}
1: repeat
2: ys⋆ = argminys E
s(ys; ψ¨s) for all s
3: choose a step size αr
4: update ψsi (·) for all s using (5.19)
5: until maximum iteration number
6: Reconstruct feasible primal solution y⋆
7: return the optimal assignment y⋆
5.2.2 Decomposition for Higher-Order Models
DD-MRF provides the flexibility to decompose an MRF problem into various sub-
graph structures. Based on the configuration of decomposition, the convergence
speed and tightness of relaxation vary in DD-MRF. In particular, we are interested
in the decomposition of higher-order MRF models, e.g., the higher-order consistency
model. Importantly, we focus on the efficiency in finding exact solutions of the
subproblems, which allows us to compute exact subgradients in DD-MRF inference
as well as learning parameters via dual decomposition.
Given a graph G = (V , E , C) with sets of nodes, edges, and cliques, let an energy
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(a) Original Graph
(b) Vertical Tree (c) Horizontal Tree (d) Higher-Order Sub-graphs
Figure 5.1: An example of decomposition for a higher-order factor graph. The circles rep-
resent nodes and the squares represent factors. The original graph is divided into two tree
structures and individual cliques for which exact minimization algorithms are provided. For
the ‘sum’ case of the multi-class consistency model, (d) has |L| times multiple subproblems
defined over each clique.
function of MRF be defined with unary, pairwise, and higher-order terms as
E(y;ψ) = ∑
i∈V
ψi(yi) + ∑
(i,j)∈E
ψij(yi, yj) + ∑
c∈C
ψc(yc) (5.25)
where ψ = {ψi(·),ψij(·, ·),ψc(·)} is the set of respective potential functions.
Figure 5.1 shows that a factor graph with pairwise and higher-order connections
can be decomposed into subproblems: two subproblems for horizontal tree (HT) and
vertical tree (VT) structures, and one or more subproblems per clique. Accordingly,
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we define the sub-energy functions corresponding to this decomposition as,
min
y
E(y;ψ) = min
y,{ys}
EHT(ys;ψs) + EVT(ys;ψs) + ∑
c∈C
Ec(ys;ψs) (5.26)
s.t. ys = [y]s , (5.27)
where
EHT or VT(ys;ψs) = ∑
i∈V s
ψsi (y
s
i ) + ∑
ij∈E s
ψsij(y
s
i , y
s
j ) (5.28)
Ec(ys;ψs) = ∑
i∈s
ψsi (y
s
i ) + ψ
s
c(y
s) . (5.29)
In order to satisfy the coupling constraint (5.27), each subproblem adjusts its own
unary potentials ψsi by (5.9) and pairwise potentials ψ
s
ij in a similar way to (5.9). How-
ever, Ec(ys;ψs) inherits the same higher-order potentials from the original problem4,
i.e., ψc = ψsc. Thus, we have 2+ |C| subproblems. Considering the ‘sum’ model of
the multi-class consistency potentials, we will provide an alternative decomposition
which has 2+ |C||L| subproblems by copying individual cliques |L| times.
As stated in Algorithm 5, the overall process follows the projected subgradient
updates by aggregating the optimal solution of each subproblem. Note that if the
solutions of the subproblems are not exact, we cannot reach the global maximum
of the dual problem because the approximate solutions produce approximate sub-
gradient steps. For tree-structured graphs, message passing algorithms, e.g., belief
propagation algorithms [Barber, 2012; Yedidia et al., 2005; MacKay, 2003; Kschis-
chang et al., 2001], minimize the problems exactly. For higher-order subproblems
(Equation (5.29)), we need to design an exact minimization algorithm.
5.2.3 Exact Inference for Lower Linear Envelope Functions
In this section we derive an exact minimization algorithm for the function (5.29),
where the higher-order term ψsc(y
s) is a multi-class lower linear envelope function.
4In (5.29), we assume that the superscript ‘s’ is the same as ‘c’ in this sub-graph.
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Multi-class Consistency Model. In Chapter 3, the multi-class consistency potential
function is defined by multiple piecewise lower linear envelope functions f ℓc as
ψc(yc) =
⊕
ℓ∈L
f ℓc (yc) (5.30)
=
⊕
ℓ∈L
min
k=1,...,Kℓ
{
aℓkX + b
ℓ
k
}
, (5.31)
where {(aℓk, bℓk)}Kℓk=1 is the set of parameter pairs for f ℓc and X = ∑i∈c ωiJyi = ℓK is
the number of variables taking label ℓ in clique c, and
⊕
= {‘min’, ‘sum’}5. Note
that X can be normalized by the clique size Nc, and the parameters a
ℓ
k are sorted by
decreasing order (aℓk ≥ aℓk+1). As the value of X increases to the number of variables
in the clique (or decreases to zero), the lower linear envelope function encourages
consistent label assignments over cliques by lower potential energies, as seen in Fig-
ure 3.1
Based on the insight from (3.13), we will derive a new minimization algorithm
for solving subproblems associated with each consistency potential function. Before
minimizing Ec(ys), let us define ℓ′⋆i = argminℓ′ 6=ℓ ψ
s
i (ℓ
′) and ∆ℓψsi = ψ
s
i (ℓ)−ψsi (ℓ′⋆i ) in
terms of a given label ℓ, i.e., the difference between the unary potential for ysi = ℓ and
the next smallest unary potential. For each label ℓ, we denote the unary potentials of
a subproblem
ψsi (y
s
i ) = ψ
s
i (ℓ)Jy
s
i = ℓK+ ψ
s
i (y
s
i )Jy
s
i 6= ℓK (5.32)
= ψsi (ℓ)σ
ℓ
i + ψ
s
i (y
s
i )(1− σℓi ) (5.33)
by the indicator function σℓi = Jy
s
i = ℓK. Then the unary potentials can get the lower
bound with respect to label ℓ as
ψsi (y
s
i ) ≥ ψsi (ℓ)σℓi +
(
min
ℓ′ 6=ℓ
ψsi (ℓ
′)
)
(1− σℓi ) (5.34)
= ∆ℓψsi · σℓi +min
ℓ′ 6=ℓ
ψsi (ℓ
′) . (5.35)
Note that this inequality becomes tight when ψsi (y
s
i ) has a minimum value. Adding
the above unary potentials and a lower linear envelope function of label ℓ, we solve
5For binary MRFs, the aggregation
⊕
can be ignored and the indicator function J·K is not necessary.
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a minimization problem of a function f s
ℓ
(σ)q
min
σ
f s
ℓ
(σ) = min
σ
A lower linear envelope function
of label ℓ︷ ︸︸ ︷
min
k
{
aℓk ∑
i∈V s
σℓi + b
ℓ
k
}
+
Unary potentials
from (5.35)︷ ︸︸ ︷
∑
i∈V s
∆ℓψsi · σℓi + κsℓ (5.36)
= min
σ
min
k
{
∑
i∈V s
(
aℓk + ∆
ℓψsi
)
σℓi + b
ℓ
k
}
+ κs
ℓ
(5.37)
where κs
ℓ
= ∑i∈V s minℓ′ 6=ℓ ψsi (ℓ
′) is constant and σ is the binary indicator vector.
This function f s
ℓ
(σ) can be exactly minimized by the following steps. In (5.37),
let i ∈ V s be sorted in increasing order of ∆ℓψsi . For any assignment to σ such that
∑i σ
ℓ
i = m, the assignment that minimizes
∑
i∈V s
(
aℓk + ∆
ℓψsi
)
σℓi + b
ℓ
k (5.38)
is the one that selects the m-smallest ∆ℓψsi . Specifically, let i
⋆ be the largest i such
that aℓk + ∆
ℓψsi ≤ 0. Then the minimizing assignment σ for a given k can be found in
closed form as
σℓi =

1 for i ≤ i
⋆
0 otherwise
. (5.39)
Now we can incrementally search the minimum penalty among Kℓ linear functions.
After getting the minimizing assignment σ⋆ among Kℓ candidates of σ, decoding the
assignment σ⋆ into ys⋆ is simple:
ys⋆i =

ℓ for σ
ℓ⋆
i = 1
ℓ′⋆ for σℓ⋆i = 0
. (5.40)
In short, to find argminσ f
s
ℓ
(σ), we iterate over each k and evaluate each candidate
σ. The overall procedure for minimizing the function f s
ℓ
(σ) is summarized in Algo-
rithm 6.
Therefore, replacing the operator
⊕
with ‘minℓ’, we consider an equivalent min-
100 Learning Consistency Models via Dual Decomposition
Algorithm 6 Minimizing the function f s
ℓ
(σ)
1: find ℓ′⋆ = argmin
ℓ′ 6=ℓ ψ
s
i (ℓ
′) for all i ∈ V s
2: compute ∆ℓψsi = ψ
s
i (ℓ)− ψsi (ℓ′⋆)
3: sort ∆ℓψsi in increasing order
4: for all k = 1, . . . ,Kℓ do
5: search the largest index i∗ such that aℓk + ∆
ℓψsi ≤ 0
6: mark the vector σℓi according to (5.39)
7: end for
8: find the minimum assignment σ for all Kℓ functions
9: return the minimum assignment σ⋆
imization problem for our subproblem minys E
c(ys) as
min
ys
∑
i∈V s
ψsi (y
s
i ) + ψc(y
s) = min
ℓ∈L
min
σ
f s
ℓ
(σ) . (5.41)
The next propositions show the correctness and efficiency of our solution to the
subproblems.
Proposition 5.2.1. (Correctness) The subproblem minys E
c(ys) in (5.41) can be exactly
minimized over σ and L.
Proof. Algorithm 6 can minimize the function f ℓc (σ) exactly for a given label ℓ. We
evaluate f ℓc (σ) for all the labels L and select the minimum assignment σ⋆ among all
candidate assignments σ. By (5.40), the optimal assignment σ⋆ can be converted into
the minimizing assignment ys⋆.
Proposition 5.2.2. (Running Time) The subproblem minys E
c(ys) in (5.41) can be mini-
mized in O (|L|(K + n) log n), where n is the number of random variables ys.
Proof. If we efficiently minimize f s
ℓ
(σ) by Algorithm 6, we can solve (5.41) in O(|L|).
Assuming n = |V s|, it takes O(n log n) to perform the initial sort on the indexes, i⋆
can be found by binary search inO(log n), and we need to evaluate f s
ℓ
(σ) at Kℓ differ-
ent assignments to σ. Therefore, we can solve (5.41) exactly in O (|L|(K + n) log n).
Similar to the ‘minℓ’ case, we can define a slightly different decomposition for the
case of ‘∑ℓ’. Instead of defining subproblems per clique, we define subproblems per
label per clique. Thus, each subproblem is defined as
min
ys
Ec
ℓ
(ys) = min
σ
f s
ℓ
(σ) (5.42)
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and ‘∑ℓ’ is controlled by the master problem in this case because the master problem
is the sum of subproblems. So, the number of subproblems becomes |L| times the
previous number of subproblems, which yields
∑
ℓ∈L
min
ys
(
f ℓc (y
s) + ∑
i∈V s
ψsℓi (y
s
i )
)
(5.43)
= ∑
ℓ∈L
min
ys
Ec
ℓ
(ys) (5.44)
= ∑
ℓ∈L
min
σ
f s
ℓ
(σ) (5.45)
where ψsℓi (y
s
i ) is the unary potential whose value is |L| times smaller than that of
the ‘minℓ’ case. Note that the required memory for this model increases by |L| times
that of the ‘minℓ’ case.
Corollary 5.2.3. The higher-order subproblems (5.41) and (5.42) defined over a clique can be
exactly solved in polynomial time.
Proof. Following Proposition 5.2.1 and Proposition 5.2.2, subproblems (5.41) can be
solved exactly in polynomial time. In the same way, subproblems (5.42) can be solved
based on Proposition 5.2.1 and Proposition 5.2.2.
5.3 Learning Model Parameters
We now show how to train our model using a max-margin framework. To learn the
model parameters, especially for the linear envelope functions, we review a variant
of the max-margin learning algorithm shown in Chapter 3. We then address how
a similar approach can be applied to learning by dual decomposition [Komodakis,
2011b]. The standard max-margin learning framework introduced by Tsochantaridis
et al. [2006] and Taskar et al. [2005] was used for training the ‘sum’ model, and
we adopt a max-margin learning with latent variables [Komodakis, 2011b; Yu and
Joachims, 2009] for the ‘min’ model in this section.
5.3.1 Max-Margin Framework
Suppose we have an energy function E(y; θ) = θ⊤φ(y) represented as a linear combi-
nation of a parameter vector θ and a feature vector φ(y). Given a training set {yt}Tt=1,
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our aim is to find the optimal parameters for best estimating the ground-truth assign-
ment of a novel example. A principled approach is to train by maximizing the margin
between the ground-truth assignment yt and all other assignments y ∈ Yt for each
training example t. As seen in Chapter 3, we impose additional linear constraints
Gθ  0 to define our higher-order potentials. Our (margin re-scaling) max-margin
learning framework searches the optimum parameter vector by minimizing a regu-
larized risk function with slack variables ξ as
minimize
θ, ξ
1
2
‖θ‖2 + C
T
T
∑
t=1
ξt (5.46)
subject to E(y; θ)− E(yt; θ) ≥ ∆(y, yt)− ξt y ∈ Yt, ∀t (5.47)
ξt ≥ 0 ∀t
Gθ  0 (5.48)
where C > 0 is the regularization constant and a loss function ∆(y, yt) measures the
energymargin between yt and y. Usually, the Hamming loss, defined as ∆
hamming(y, y′)
= ∑ni=1Jyi 6= y′iK, is used for measuring the dissimilarity. The slack variables ξ allows
soft margins in the training set.
Due to the exponential number of constraints (5.47), this convex quadratic pro-
gram (QP) is typically optimized by the cutting-plane method, which adds the most
violated constraints to a constraint set iteratively and minimizes the QP until no more
constraints are found. Another method to optimize the objective function is to use a
subgradient method. By rewriting the tight margin constraints of (5.47) as
ξt = E(yt; θ)−miny (E(y; θ)− ∆(y, yt)) , (5.49)
the slack variables ξt are placed directly into the QP. Then after replacing the con-
stants TC with γ, we convert our learning problem to an equivalent one,
minimize
θ
γ
2
‖θ‖2 +
T
∑
t=1
Lt(ψˆt; θ) (5.50)
subject to Gθ  0 , (5.51)
where the slack variable is rewritten as the loss function Lt(·)which will be discussed
below. This problem can be optimized by a (projected) subgradient method due to
the non-smooth function Lt(·).
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To evaluate the subgradient steps, let us define the loss augmented potential ψˆt
by embedding the t-th (Hamming) loss function ∆(y, yt) in the t-th unary potential,
i.e.,
ψˆ(t,i)(·) = ψ(t,i)(·)− J·, y(t,i)K (5.52)
where y(t,i) and ψ(t,i)(·) are the ground-truth label and the unary potential of variable
i, respectively. Then the loss function Lt(ψˆt; θ) is denoted as
Lt(ψˆt; θ) = E(yt,ψt; θ)−miny (E(y,ψt; θ)− ∆(y, yt)) (5.53)
= E(yt, ψˆt; θ)−miny E(y, ψˆt; θ) , (5.54)
where the minimization problem with the loss-augmented potential ψˆt,
y⋆ = argmin
y
E(y, ψˆt; θ) (5.55)
can be solved efficiently by reusing the original MAP inference algorithms.
5.3.2 Encoding Parameters and Features
The max-margin formulation (5.46) requires the constraints to be in a linear form.
In particular, we should represent a piecewise linear envelope function as a linear
combination of a parameter vector θℓ = (θℓ0, . . . , θ
ℓ
K) and a feature vector φ
ℓ ∈ RK+1.
Suppose the piecewise linear envelope function consists of a set of linear functions
with parameter pairs {(aℓk , bℓk)}Kk=1. We approximate this general concave function
with K + 1 points sampled at regular intervals between 0 and 1 with concave con-
straint (see Figure 3.5). Then the coefficient pairs {(aℓk, bℓk)} can be easily transformed
into a parameter vector θℓ and vice versa:
aℓk = (θ
ℓ
k − θℓk−1)K (5.56)
bℓk = θ
ℓ
k − aℓk
k
K
= kθℓk−1 − (k− 1)θℓk (5.57)
for k = 1, . . . ,K.
Let the number of variables taking label ℓ be defined as X = 1Nc ∑i∈cJyi = ℓK,
which is normalized with respect to a clique size Nc and a given assignment yc. If
X maps to a potential value on the k-th linear function, the corresponding feature
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vector φℓ(yc) ∈ RK+1 can be computed by interpolation as a form of
φℓ(yc) = (0, . . . , φ
ℓ
k−1, φ
ℓ
k, . . . , 0) , (5.58)
where
φℓk−1 = k− KX (5.59)
φℓk = KX− k+ 1 . (5.60)
From the above approach, the higher-order term ψc(yc) = θ
h · φc(yc) for multi-
class cases can be extended straightforwardly by concatenation, where θh ∈ R|L|×(K+1)
and φc(yc) ∈ R|L|×(K+1). For example, we can encode the higher-order feature vec-
tor for the ‘sum’ model as φc(yc) = (φ
ℓ(yc))ℓ∈L by concatenating all φ
ℓ(yc). For
the ‘min’ model, we express the feature vector φc(yc; ℓ
⋆) = (φℓ(yc, ℓ
⋆))ℓ∈L with the
latent variable ℓ as
φℓ(yc, ℓ
⋆) =

φ
ℓ(yc) if ℓ = ℓ
⋆
0 otherwise
, (5.61)
where ℓ⋆ is the observed label selected by the minimum potential value.
Considering the model with unary and pairwise terms, and higher-order terms,
we can represent the energy with the parameter vector θ and the feature vector φ(y)
as
E(y) = (θu, θp, θh) · (φu, φp,φh) , (5.62)
where φu = ∑i∈V φi(yi), φp = ∑(i,j)∈E φij(yi, yj) and φh = ∑c∈C φc(yc) are the features
associated with the unary parameter θu, the pairwise parameter θp, and the higher-
order parameter vector θh.
Now, we can derive the concave constraint (5.48). Using (5.56) and (5.57), the
sorted parameter condition aℓk ≥ aℓk+1 can be transformed into −θℓk−1+ 2θℓk− θℓk+1 ≥ 0.
Applying this conversion in a piecewise linear envelope function, we can build a
second-order difference constraint D2 ∈ R(K−1)×(K+1) as
D2 =


−1 2 −1 0 · · ·
. . .
· · · 0 −1 2 −1

 , (5.63)
which ensures the parameters θℓ to be concave. Then G is trivially extended as a
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block diagonal matrix of D2 to constrain multiple linear envelope functions to be
concave. For more detail on encoding the parameter and feature vectors, refer to
Chapter 3 and Gould [2011].
5.3.3 Learning Parameters by Dual Decomposition
Either by a cutting-plane method or by a subgradient method, the max-margin frame-
work requires solving the complex energy function contained in the loss function
Lt(·), which is generally intractable in many cases. Dual decomposition learning
adopts the same idea as dual decomposition inference, of solving many small and
easy problems instead of solving a large and difficult problem. Using the dual de-
composition method, we transform the loss function Lt(·) into its dual loss which is
relaxed.
Suppose that the t-th training example is decomposed into a set of sub-graphs in
the same configuration of DD-MRF, e.g., St = {Gst | Gt = ∪Gst }. Each subproblem
has true assignments yst , potentials ψ
s
t , and dual variables λ
s
t . Applying (5.14) to the
following (5.64), let us develop the relaxed dual loss function,
Lt(ψˆt; θ) = E(yt, ψˆt; θ)−miny E(y, ψˆt; θ) (5.64)
≤ E(yt, ψˆt; θ)−max{λst} ∑s∈St
min
ys
Es(ys, ψ¨
s
t ; θ) , (5.65)
where we define sub-unary potentials augmented by the dual variables λst as
ψ¨
s
t = λ
s
t + ψˆ
s
t . (5.66)
Using ‘−max(a) = min(−a)’, Equation (5.65) can be rewritten as
min
{λst}
(
E(yt, ψˆt; θ)− ∑
s∈St
min
ys
Es(ys, ψ¨st ; θ)
)
. (5.67)
Furthermore, the following equality holds from the constraint (5.9) that the original
potentials are same as the sum of the unary potentials of subproblems:
E(yt, ψˆt; θ) = ∑
s∈St
Es(yst , ψ¨
s
t ; θ) . (5.68)
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By combining (5.68) into (5.67), we derive this relaxed dual loss
min
{λst}
∑
s∈St
min
ys
(
Es(yst , ψ¨
s
t ; θ)− Es(ys, ψ¨st ; θ)
)
(5.69)
=min
{λst}
∑
s∈St
Lst(ψ¨
s
t ; θ) (5.70)
in terms of sub-dual losses Lst(ψ¨
s
t ; θ) for the t-th example. Finally, substituting (5.70)
into the max-margin objective function (5.50), we solve the following learning prob-
lem
minimize
θ,{λst}
γ
2
‖θ‖2 +
T
∑
t=1
∑
s∈St
Lst(ψ¨
s
t ; θ) (5.71)
subject to ∑
s∈St
λst = 0 ∀t = 1, . . . , T (5.72)
Gθ  0 . (5.73)
This learning framework provides an important property as follows.
Observation 5.3.1. The minimum of the objective function (5.50) is upper bounded by the
minimum of the objective function (5.71) [Komodakis, 2011a].
According to the inequality (5.65), the above observation holds true and our ex-
act minimization algorithm for the subproblem ensures our relaxed convex problem
(5.71) will converge to the global optimum. Thus, we probably find good parameters
by exactly solving the learning problem (5.71).
Due to the non-differentiable dual loss and the constraints on the dual variables,
we can solve this QP problem by the projected subgradient optimization used in
DD-MRF inference. The parameters θ and the dual variables λst are updated at each
iteration by the projected subgradient descent rules:
θ ← Proj[θ− αrdθ]Θ (5.74)
λst ← Proj[λst − αrdλst ]Λ (5.75)
where dθ and dλst are subgradients of the objective function, and Θ = {θ | Gθ  0}
is the feasible parameter set. Note that due to the concave constraint (5.73), we
require another projection step for the parameter θ in (5.74).
The projected subgradient method requires the proper setting of the step size αr
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at each iteration r for the convergence of the objective function. One example is a
nonsummable diminishing step rule: the step-size αr at the r-th iteration is computed as
αr =
br
‖{dθ,dλst}‖
, (5.76)
where
br ≥ 0, lim
r→∞ br = 0, and
∞
∑
r=0
br = ∞ . (5.77)
However, this optimization scheme does not propose a good stopping condition in
practice. Instead, a large number of iterations is set to make the problem converge.
5.3.4 Updating Model Parameters θ
To update the parameter vector θ by Equation (5.74), we have to compute subgradi-
ents of the problem (5.71). Assume that an energy function Es(ys, ψ¨st ; θ) = θ
⊤φ¨st(y
s)
is in the form of linear combination of parameters θ and feature vector φ¨
s
t . Given
minimizing assignments ys⋆ of all subproblems, the subgradient before projection is
dθ = γθ+
T
∑
t=1
∑
s∈St
dθ¨
s
t , (5.78)
where
dθ¨
s
t =
∂Lst
∂θ
(5.79)
=
∂
∂θ
(
Es(yst , ψ¨
s
t ; θ)− Es(ys⋆, ψ¨st ; θ)
)
(5.80)
= φ¨st(y
s
t)− φ¨st(ys⋆) . (5.81)
After updating θ by step size αr, projection to the feasible set Θ requires solving
the following quadratic program to get the closest parameters in the feasible set:
θ⋆ = argmin
θ∈Θ
1
2
‖θ− θ′‖22 (5.82)
s.t. Gθ  0 , (5.83)
where θ′ is the parameter vector before projection. This quadratic program with
inequality constraints (5.83) can be solved using an off-the-shelf QP solver if θ′ is
outside the domain. Of course, if θ′ satisfies the constraint (5.83), this operation is
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not required (i.e., θ⋆ = θ′).
5.3.5 Updating Dual Variables λst
The dual variables λst of the t-th example can be updated similarly as in the DD in-
ference method. Recall the constraint (5.17) that the unary potentials of subproblems
ψ¨s(t,i)(·) are adjusted by dual variables λs(t,i)(·) and shared unary potentials ψˆ(t,i)(·) as
ψ¨s(t,i)(·) = λs(t,i)(·) +
ψˆ(t,i)(·)
|Si| (5.84)
and that the subgradient of Es(·) = ψ¨st · µs⋆ is given by the optimal assignment of the
subproblem. Thus, the subgradient (5.85) results in (5.86), i.e.,
dλst =
∂
∂λst
(
Es(yst , ψ¨
s
t ; θ)− Es(ys⋆, ψ¨st ; θ)
)
(5.85)
∴ dλs(t,i)(·) = µs(t,i)(·)− µs⋆i (·) (5.86)
where µs(t,i) and µ
s⋆
i are the associated indicator vectors of the ground-truth assign-
ment yst and y
s⋆ in the t-th example.
After the subgradient update of λst in (5.75), the projection to the feasible set Λ
is also required. This projection of the dual variables λst is known to be equivalent
to subtracting the average vector (i.e., the solutions of all shared subproblems) from
each solution vector µs⋆, which satisfies the condition ∑s λ
s
t = 0. Hence, the update
of λst can be expressed as
λs(t,i)(·) ← λs(t,i)(·) + αr
(
µs⋆(t,i)(·)−
∑j∈Si µ
j⋆
i (·)
|Si|
)
. (5.87)
The overall algorithm is summarized in Algorithm 7.
5.3.6 Dual Decomposition Learning with Latent Variables
The standard max-margin learning formulation is applicable only to the ‘sum’ model
of our consistency models. The ‘sum’ model enables the energy function to be rep-
resented as a linear combination of parameters and features, i.e., E(y; θ) = θ⊤φ(y).
This representation satisfies the condition of a convex QP problem that the con-
straints should be linear. However, for the ‘min’ model, the objective function (5.71)
is no longer convex on θ because Es(yst ; θ) has the higher-order terms, i.e., piecewise
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Algorithm 7 Learning dual decomposition MRF
Require: Training examples and the subgraphs {yt,St}Tt=1
1: set λst = 0 for all t
2: initialize ψ¨s(t,i)(·) for all t and s using (5.84)
3: repeat
4: for all t and s do
5: ys⋆ = argminys E
s(ys, ψ¨
s
t ; θ)
6: update λst using (5.87)
7: end for
8: update θ ← Proj[θ− αrdθ]Θ using (5.78)
9: update ψ¨s(t,i)(·) for all t and s using (5.84)
10: until maximum iteration number
11: return optimal parameter θ⋆ with respect to the relaxed dual problem
minimum functions depend on the latent variable ℓ. That is, we can rewrite a dual
loss for the ‘min’ model as
Lˆst(ψ¨
s
t ; θ) = min
ℓ∈L
θ⊤φ¨st(y
s
t , ℓ)− min
(ys,ℓ)∈Y s×L
θ⊤φ¨st(y
s, ℓ) , (5.88)
where φ¨
s
t(·, ℓ) is a joint feature vector with an extra argument ℓ and Y s is all other
assignments for subgraph s. Applying ‘−max(a) = min(−a)’ for the above equation,
it is easy to see that the objective function (5.71) falls into the problem of Differ-
ence of Convex (DC) programming [Tao and An, 1997]. Therefore, we do not have
an efficient process to find the global optimum parameters with guaranteed conver-
gence. For this sort of problem, a sum of convex and concave functions, we can use
the Concave-Convex Procedure (CCCP) [Yuille and Rangarajan, 2003]. This locally
optimal optimization technique does not guarantee convergence to the global mini-
mum, but works in practice. Thus, this non-convex optimization problem has been
introduced to structured SVM with latent variables by Yu and Joachims [2009], and
Komodakis [2011b] also discussed a learning method with latent variables via dual
decomposition.
We can solve our optimization problem by following simple steps like an expecta-
tion-maximization (EM) algorithm [Dempster et al., 1977; McLachlan and Krishnan,
2007]: alternating procedures between observing latent variables and finding param-
eters in a modified convex problem. Given the current parameters, we observe the
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value ℓs⋆t which best explains y
s
t in the concave part of the objective function, i.e.,
ℓ
s⋆
t = argmin
ℓ∈L
θ⊤φ¨(yst , ℓ) . (5.89)
For all subproblems in (5.71), the sum of the feature vectors
T
∑
t=1
φ¨t =
T
∑
t=1
∑
s
φ¨(yst , ℓ
s⋆
t ) (5.90)
becomes a hyperplane which upper bounds for the concave part. Then we simplify
the piecewise minimum functions as linear functions, which makes the objective
(5.71) convex:
γ
2
‖θ‖2 −
T
∑
t=1
∑
s
min
(ys,ℓ)∈Y s×L
θ⊤φ¨(ys, ℓ)︸ ︷︷ ︸
convex
+
T
∑
t=1
∑
s
θ⊤φ¨t(y
s
t ; ℓ
s⋆
t )︸ ︷︷ ︸
linear
(5.91)
because the minimum of a set of linear functions, i.e., min(ys,ℓ)∈Y s×L θ⊤φ¨(ys, ℓ) is
concave. The overall procedure is summarized in Algorithm 8. At line 9, R iterations
of the projected subgradient algorithm are used for solving (5.91). A small iteration
number R can be sufficient for convergence, i.e., 1. The algorithm stops when the
objective function (5.71) does not decrease any more.
5.4 Experiments
We conduct experiments with our model in two parts. First, we evaluate our new
minimization algorithm for the higher-order model discussed in Section 5.2.3. Next,
we demonstrate the performance of our approach on various real data sets: Corel,
MSRC, and Stanford Background. In the experiments, we compare our max-margin
learning framework with dual decomposition inference and graph-cut based infer-
ence.
Most of the following experiments share common settings if not specified in each
experiment. We prepared five randomly shuffled training and evaluation sets from
each data set and averaged the results over the evaluation sets. As model parameters,
we set the number of linear envelope functions per class to K = 3. To define coarse to
fine cliques for the higher-order terms, we prepared Mean shift (MS) segmentation
with six different parameters, i.e., (11,6), (19,6), (31,6), (7,7), (7,10), and (7,15). The first
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Algorithm 8 Learning dual decomposition MRF with latent variables
Require: Training examples and the sub-graphs {yt,St}Tt=1
1: set λst = 0 for all t
2: initialize ψ¨s(t,i)(·) for all t and s using (5.84)
3: repeat
4: for all t and s do
5: ℓ⋆t = argminℓ∈L θ
⊤φ(yst , ℓ)
6: end for
7: compute a hyperplane according to (5.90)
8: /* Solve (5.91) */
9: for R iterations do
10: for all t and s do
11: (ys⋆, ℓ⋆) = argminys,ℓ E
s(ys, ψ¨st ; θ)
12: update λst using (5.87)
13: end for
14: update θ with φ¨t(·) by (5.78)
15: update ψ¨s(t,i)(·) for all t and s by (5.84)
16: end for
17: until no more improvement
18: return learned parameter θ⋆
parameter of MS is for the spatial distance between pixels and the other parameter
is for the LUV color distance. In addition to this contiguous local segmentation, we
also employed four different Gaussian mixture models (GMM) with 5, 10, 20, and 50
mixture components in order to apply non-local region segmentation. We select two
GMMs and two MSs which have the highest ground-truth consistency rates over each
training fold, where the ground-truth consistency rate is the proportion of a domi-
nant true label in each clique. Then we use them for training and evaluation. In dual
decomposition inference, we consider the duality gap as the stopping condition and
set it to 10−9. For learning, we chose one regularization constant from the set of con-
stants {0, 10−1, 10−2, 10−3, 10−4, 10−5, 10−6} by cross-validation on the first set. The
selected constant was used for training the five training sets. The maximum iteration
number for dual decomposition learning was set to 9000 throughout the experiments.
For the baseline pairwise model, a contrast-dependent smoothness prior on image
labeling was encoded. The parameters for this baseline model were searched directly
from a pre-defined set by cross-validation. But the higher-order models below do
not include pairwise terms because: (1) in Chapter 4, the higher-order model with
the pairwise terms did not show better performance than the higher-order model
without them, and (2) the dual decomposition method requires quite big additional
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memory for the duplicate pairwise models. For using the graph-cut algorithm in
the experiments, we followed the conversion method proposed in Chapter 3, which
transforms a higher-order energy function to binary pairwise submodular functions.
5.4.1 Validation of Complexity and Correctness with Single Clique Im-
ages
In this section, using synthetic data, we verify that our new subproblem solver min-
imizes the higher-order energy function correctly and efficiently. We trained the
model with five randomly generated noisy images via dual decomposition learning.
With the learned parameters, we compared our new minimization algorithm with
a graph-cut based inference algorithm [Goldberg et al., 2011], which has a guaran-
teed quadratic time bound, O(mn2).6 In order to see how processing time increased
with size of cliques, we prepared various size of cliques: 64x64, 128x128, 512x512,
and 1024x1024. Each image contained only one clique defined over the whole image
with one ground-truth label assigned from a binary label set. To accurately compare
the exact solution and computation time of the inference algorithms, we restricted
this experiment to a binary labeling problem with a single clique; for the binary
MRF problems, the ‘sum’ model and the ‘min’ model are the same and the graph-cut
algorithm provides the exact solution. However, in multi-class problems, the infer-
ence algorithms have different optimization schemes which produce approximate
solutions, so it is difficult to prepare conditions for comparing the complexity and
correctness of the algorithms. We defer the comparison with complex problems to
the following experiments with real data sets.
To make our synthetic data, we added random noise generated from a uniform
distribution U [·, ·] to unary potentials, for instance, ψi(yi) = U [0, 1]−U [0, 0.2]Jyi = y⋆i K
where y⋆i is a ground-truth label. We performed the evaluation with five different
noisy images. Table 5.1 shows the average time in seconds for different clique sizes.
Note that the clique size increases quadratically. As analyzed in Proposition 5.2.2,
the computation time of our algorithm increases on a log-linear scale. The ratio of
graph-cut to dual decomposition shows that our algorithm is much faster than the
graph-cut algorithm. The minimum energies computed by both algorithms are iden-
6Instead of the de-facto graph-cut algorithm in computer vision [Boykov and Kolmogorov, 2004],
we chose this iterative breadth-first search (IBFS) graph-cut algorithm since Pletscher and Kohli [2012]
reported the IBFS algorithm was more efficient than the Boykov and Kolmogorov’s implementation on
the densely connected graphs with higher-order terms.
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Table 5.1: Comparison of complexity with increasing clique size. A set of binary noisy images
were used for dual decomposition learning. Graph-cut and dual decomposition inference
algorithms were evaluated with five noisy images. Both algorithms generate exact minimum
energies. Ratio =
Graph-cuts
DD . The graph is on a log scale.
Size
Time (sec)
Graph-cut Dual decomposition Ratio
64x64 0.032 ≈ 0 -
128x128 0.0398 0.0040 9.95
256x256 5.4760 0.0180 304.22
512x512 158.422 0.0660 2400.33
1024x1024 29842 0.3840 7771.54
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tical throughout this experiment, which means that our inference algorithm solves
the problem exactly, since a graph-cut algorithm solves binary pairwise submod-
ular MRF problems exactly. Consequently, these results tell us that our inference
algorithm is efficient for solving large scale MRF problems with the consistency po-
tentials and useful to apply to other combinatorial optimization problems.
5.4.2 Performance Evaluation on Real Data Sets
We here continue to evaluate our MRF models with real data sets. We follow the
same experimental conditions as in Chapter 4, where the experiments with real data
sets were performed for the ‘sum’ model by the α-expansion move-making algo-
rithm. In this section, we compare the graph-cut (GC) based algorithm with dual
decomposition methods. In particular, both the ‘sum’ and ‘min’ models are tested in
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inference and learning via dual decomposition. As a baseline, we prepare a pairwise
model with contrast-sensitive potentials which is trained by cross-validation (CV). A
higher-order ‘sum’ model is trained by the max-margin framework and evaluated by
the graph-cut based inference. To evaluate two variants of the consistency model via
dual decomposition, dual decomposition learning is used for finding good parame-
ters and then dual decomposition inference is performed. The same parameters are
also used for evaluating the graph-cut based inference algorithm. This cross evalua-
tion will give us some ideas about how speed and accuracy can be traded.
To compare with state-of-the-art performance, we adopted the baseline unary
model from ALE [Ladicky` et al., 2012]. As explained in Ladicky` et al. [2012] and
Chapter 4, the unary potentials are trained by a multi-class Joint-Boost classifier with
local features derived from TextonBoost [Shotton et al., 2006], multi-scale dense SIFT
[Van De Sande et al., 2010], opponent SIFT [Lowe, 2004], and local binary patterns
[Ojala et al., 1994]. The pixel-wise features were extended with additional dense fea-
tures such as color, histogram of oriented gradient (HOG) and pixel location. The
unary potentials are converted by taking the negative log-likelihood of the boost-
ing responses. We ran the ALE code with the same five sets of training/evaluation
examples to compare the results with ours.
Summary of the Experiments. From the experimental results, we can make these
general conclusions: (1) The ‘min’ model performed best in accuracy and running
time. (2) In the experiments of ‘SVM+GC’ and ‘DDL+GC’, i.e., using the same
inference method, we compared the performance of different learning methods.
DDL found better parameters than SVM. (3) In the experiments of ’DDL+GC’ and
’DDL+DDI(‘sum’)’, i.e., using the same learning method, we aimed to compare the
performance of GC and DDI(‘sum’). Given the same parameters, GC showed simi-
lar accuracies to DDI(‘sum’), but less running time. Thus, we can combine different
approaches in learning and inference to get an overall speedup with accuracy in the
case of the ‘sum’ model. The DDI(‘sum’) is usually slow because the decomposition
requires more memory to process for the increased number of subproblems, e.g., |L|
times the ‘min’ model. Furthermore, the large number of subproblems will take a
longer time to reach agreement.
The qualitative results in Figure 5.2 – Figure 5.5 show clearly that the higher-order
models are better than the pairwise model. The annotations by the pairwise model
tend to over-smooth object labels, while the higher-order models show clear object
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rhino/hippo polar bear water snow vegetation ground
(a) Image (b) Truth (c) Pair(CV) (d) GC (e) DDLGC (f) (sum) (g) (min) (h) ALE
Figure 5.2: Qualitative results on the Corel data set. (d) SVM+Graph-cut(sum), (e)
DDL+Graph-cut(sum), (f) DDL+DDI(sum), (g) DDL+DDI(min)
boundaries. But the difference in the results between each approach of the higher-
order models seems to be small. Some interesting examples are shown in Figure 5.4.
For example, the duck in the fourth row gets clear shapes from (d) to (g). The exam-
ple has the same clique definitions over the different approaches, so the difference
in quality of labeling is shown between the learning methods, SSVM and DDL, and
then slight improvements are noticed between the DD inference algorithms.
5.4.2.1 Corel Data Set
This data set includes small images of 180 × 120 pixels with 7 classes. We prepared
50/50 images for training and evaluation. Table 5.2 summarizes the overall results
and the following graphs compare the accuracies and process time. In terms of
running time, the comparison is not significant because the size of the images is
small.
5.4.2.2 MSRC Data Set
We ran the experiments on the 21-class MSRC data set [Shotton et al., 2006] and the
cleaned MSRC data set [Malisiewicz and Efros, 2007].7 The cleaned data set includes
7The original data set has 23 classes. Usually, two rare classes (’horse’ and ’mountain’) were replaced
with the ’void’ label. It includes images of resolution 320 × 213 with ground-truth labels.
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Table 5.2: Averaged results of five random sets on the Corel data set. The ‘ALE’ is the result
that we tested with the original code.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 72.91% 71.28% – – – –
Pairwise (CV) 73.79% 71.99% 0.88% 0.71% 220.0 8.0
SVM+Graph-cut 76.48% 72.18% 3.57% 0.91% 1448.0 11.2
DDL+Graph-cut 77.31% 72.96% 4.40% 1.69%
10332.6
10.4
DDL+DDI (sum) 77.27% 72.98% 3.99% 1.70% 128.6
DDL+DDI (min) 78.64% 75.60% 5.73% 4.33% 3795.3 5.8
ALE 82.84% 81.4% 9.94% 10.12% – –
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void building grass tree cow sky airplane chair road
(a) Image (b) True (c) Pair(CV) (d) GC (e) DDLGC (f) (sum) (g) (min) (h) ALE
Figure 5.3: Qualitative results on the MSRC data set. (d) SVM+Graph-cut(sum), (e)
DDL+Graph-cut(sum), (f) DDL+DDI(sum), (g) DDL+DDI(min).
less void regions and much more accurate object boundaries. We randomly divided
the original data set into training/evaluation sets (335/256 images). To train our
higher-order models, we randomly selected only 59 files due to the large memory
consumption of the ‘sum’ model. That is, the ‘sum’ model copies 21 times more vari-
ables than the ‘min’ model to generate sub-graphs. Table 5.3 and Table 5.4 show the
comparison of evaluation accuracies and processing time. The ‘min’ model achieved
slightly better results than the ALE with the MSRC data set. Figure 5.3 and Figure 5.4
show some qualitative results of good examples.
5.4.2.3 Stanford Background Data Set
The Stanford Background data set [Gould et al., 2009a] contains 715 images of rural
and urban scenes with 8 classes of labels. Most images have approximately 320 × 240
pixels. Like the previous MSRC data set, we divided the original data set into train-
ing/evaluation sets (358/357 files) randomly and performed five-fold experiments.
For training our higher-order models, 71 images were randomly selected from the
training sets due to the same memory issue of the ‘sum’ model. As before, the ‘min’
model provides slightly better performance than the other methods. Table 5.5 shows
the average results over five sets and Figure 5.5 shows some qualitative results of
good examples.
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Table 5.3: Averaged results of five random sets on the 21-class MSRC data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 84.49% 77.16% – – – –
Pairwise (CV) 84.74% 77.51% 0.25% 0.35% 1233.8 187.80
SVM+Graph-cut 84.95% 76.81% 0.46% -0.35% 24980.8 1133.20
DDL+Graph-cut 85.65% 77.69% 1.15% 0.53%
264182.4
788.25
DDL+DDI (sum) 85.44% 77.37% 0.95% 0.21% 2973.00
DDL+DDI (min) 86.48% 78.67% 1.99% 1.51% 32800.8 365.60
ALE 86.19% 76.61% 1.7% -0.54% – –
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Table 5.4: Averaged results of five experiments on the cleaned 21-class MSRC data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 81.48% 73.20% – – – –
Pairwise (CV) 82.36% 73.77% 0.88% 0.58% 1209.2 159.60
SVM+Graph-cut 83.16% 72.21% 1.68% -0.99% 28109.6 966.80
DDL+Graph-cut 84.07% 75.29% 2.59% 2.09%
224528.6
701.75
DDL+DDI (sum) 84.04% 75.26% 2.56% 2.07% 26381.40
DDL+DDI (min) 84.10% 74.36% 2.62% 1.16% 45120.6 313.20
ALE 85.31% 75.05% 3.83% 1.85% – –
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void building grass tree cow sky airplane bird
(a) Image (b) True (c) Pair(CV) (d) GC (e) DDLGC (f) (sum) (g) (min) (h) ALE
Figure 5.4: Qualitative results on the cleaned MSRC data set. (d) SVM+Graph-cut(sum), (e)
DDL+Graph-cut(sum), (f) DDL+DDI(sum), (g) DDL+DDI(min).
sky tree road grass water building foreground
(a) Image (b) True (c) Pair(CV) (d) GC (e) DDLGC (f) (sum) (g) (min) (h) ALE
Figure 5.5: Qualitative Results on the Stanford Background data set. (d) SVM+Graph-
cut(sum), (e) DDL+Graph-cut(sum), (f) DDL+DDI(sum), (g) DDL+DDI(min).
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Table 5.5: Averaged results of five experiments on the Stanford Background data set.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 77.86% 68.90% – – – –
Pairwise (CV) 78.39% 69.31% 0.53% 0.41% 3555.0 543.4
SVM+Graph-cut 80.19% 68.63% 2.33% -0.27% 11526.4 401.0
DDL+Graph-cut 80.15% 70.30% 2.29% 1.41%
95220.0
655.2
DDL+DDI (sum) 80.11% 70.26% 2.25% 1.37% 10938.8
DDL+DDI (min) 80.28% 70.38% 2.36% 1.58% 26477.8 247.8
ALE 79.42% 69.48% 1.56% 0.58% – –
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5.5 Conclusion
In this chapter, we have shown an alternative method by which higher-order models
such as the lower linear envelope functions can be efficiently trained and evaluated
for multi-class pixel labeling problems. We used the dual decomposition approach
for learning and inference, and compared it to a max-margin learning framework
with a graph-cut based move-making inference.
The dual decomposition method is based on a projected subgradient scheme,
which requires exact solvers for subproblems in order to converge to a global opti-
mum. We provided a new minimization algorithm for solving the higher-order sub-
problems exactly in polynomial time. This new algorithm also ensures that the dual
decomposition learning frameworks can be optimized efficiently for convergence to
a (global) optimum in the dual space. Using this new algorithm, we could also train
the ‘min’ model with a latent SVM via dual decomposition.
As demonstrated in the experiments, our dual decomposition method learned
better parameters than the max-margin learning framework, which suggests the
method provides a sufficiently tight upper bound to the empirical loss in the max-
margin learning framework with the approximate move-making algorithm. The new
algorithm was faster than a graph-cut based algorithm and scalable to large MRF
problems. We believe that our minimization algorithm can be easily adapted to
other similar minimization problems. Specifically, it offers an alternative method for
exact solution of binary label problems with the consistency potential.
Dual decomposition methods support concurrent execution for speedup. How-
ever, the dual decomposition framework requires more memory to run due to its
duplication of shared variables.
Chapter 6
Using Region Features with
Multi-class Consistency Models
Markov random fields typically combine locally constrained information and inter-
actions between local constraints. In pixel labeling problems, unary potentials inde-
pendently measure label preference for single pixels or superpixels, and pairwise
potentials encode smoothness preference between pairs of neighboring variables.
To improve labeling accuracy, MRF models often incorporate additional strong evi-
dence, e.g., a bounding-box prior around a specific object [Ladicky` et al., 2010], or
probabilities that objects appear together in the same image [Galleguillos et al., 2008;
Toyoda and Hasegawa, 2008], together with locally collected evidence, e.g., pixelwise
features and pairwise prior. Some joint approaches to scene segmentation refine an-
notated regions by using additional constraints, e.g., user-provided bounding boxes
[Lempitsky et al., 2009] or object shape priors [Kumar et al., 2005]. Recently proposed
approaches incorporate object detection into the semantic segmentation problem and
define a joint energy function [Ladicky` et al., 2010; Gould et al., 2009b; Wojek and
Schiele, 2008; Heitz et al., 2008]. These approaches can improve performance, but
they depend on the correctness of the detectors.
Another research direction is to impose global constraints on traditional MRF
models, where the additional term involves all variables together. In Ladicky` et al.
[2012], co-occurrence potentials measure global occurrence statistics, i.e., which ob-
jects are more likely to appear together, and suppress unlikely combination of object
classes in an image. However, measuring co-occurrence statistics has drawbacks
when it comes to generalization. It ignores rarely occurring cases in favor of frequent
cases. For instance, it is not helpful if a sheep and a cow exist together with grass
as the background in an image and the constraint enforces only the sheep or the
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(a) Image (b) MS(19,6) (c) MS(31,6) (d) MS(7,15)
(e) True (f) Unary Model (g) HO Model (h) Region Feature
Figure 6.1: Using region features can change wrong labelings to correct ones. (b) – (d) Mean
shift (MS) segmentation with different parameters – (color, distance) bandwidths. Super-
pixels span multiple objects by different parameters. The higher-order (HO) model (g) has
parts of the ‘cat’ labeled ‘road’ due to incorrect unary potentials (f). (h) refines (g) by using
additional region features.
cow with the grass (although sheep, cows, and grass sometimes appear together in
images). Similarly, Delong et al. [2012] proposed a higher-order potential to limit
the number of object classes in an image. Their approach penalizes a large subset
of labels. The Robust Pn model is a special case of this label cost function if all the
variables are constrained globally.
From the consistency potentials we have proposed in the previous chapters, we
now come to a method for improving segmentation accuracy using additional evi-
dence. We use mid-level visual cues in a similar way to the case that restricts a label
set to a subset of classes. Our fundamental assumption for good labeling in the con-
sistency model is that cliques include the whole or a part of a single object, hopefully
along clear object boundaries. However, it remains unclear how to define coherent
cliques along object boundaries, so we use unsupervised over-segmentation methods
to define cliques in which pixels belonging to the same segment are grouped into a
clique. However, as shown in Figure 6.1b – Figure 6.1d, cliques are usually defined
across multiple objects. Furthermore, Figure 6.1f illustrates that the local information
encouraged by unary potentials can be erroneous. Previously, multiple clique defini-
tions were used to support various types of objects, and label assignments were deter-
mined within multiple clique definitions, allowing some inconsistency over cliques.
However, the label assignment at the lowest energy is sometimes different to the true
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assignment. One underlying reason in this model is that all the classes are consid-
ered together with all the corresponding linear envelope functions. For example, the
‘cat’ region is estimated by all the envelope functions (see Figure 6.1g), not by just
the envelope function of the ‘cat’ class. If we can discard unlikely classes from a
given label set for individual cliques, we can expect better chances of assigning cor-
rect labels to cliques. Figure 6.1h shows the result performed by removing unrelated
classes in the ‘cat’ regions, so that the ‘cat’ regions become labeled correctly. Thus,
we tackle the task of improving pixel labeling accuracy in the consistency model
by using region features generated from coherent regions (e.g., cliques). Ladicky
et al. [2013, 2009] also used region features to measure the quality of superpixels,
but they used different features and trained only a single classifier with them. To
predict the most probable classes for individual cliques, we train multiple classifiers
and the aggregated feature responses provide the probabilities of likely classes for
each clique. This additional constraint is pre-processed for each clique, and does not
increase computation time in the max-margin learning framework nor the inference
algorithms for our consistency model.
6.1 Weighted Envelope Functions
Recall that the multi-class consistency model is composed of multiple lower linear
envelope functions. Each lower linear envelope function is approximated by using a
set of linear functions, i.e., pairs of linear function parameters {(aℓk , bℓk)}Kℓk=1 for label
ℓ. Then, the higher-order consistency potential
ψc(yc) =
⊕
ℓ∈L
min
k=1,...,Kℓ
{
aℓk ∑
i∈c
Jyi = ℓK+ b
ℓ
k
}
(6.1)
encourages consistent label assignments over clique c, where the model has two
variant forms with
⊕
= {‘sum’, ‘min’}1.
Figure 6.2a describes how an envelope function controls label assignments with
the number of variables taking a label ℓ in a clique. The lower linear envelope func-
tion for label ℓ imposes low potential energies as the number of variables increases
to the clique size or decreases to zero. On the contrary, it imposes high potential
energies as the number takes other values in the middle of the range. For multi-class
1We have only considered these cases, but there may be others.
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(a) A Envelop Function (b) Multi-class Case (c) Weighted Function
Figure 6.2: Multi-class consistency potentials with weights. (a) the function has low values
at the leftmost or rightmost position and high values in the middle. (b) multiple envelope
functions compete in deciding a dominant label at the lowest value. (c) a weight is applied
to the gray envelope function and the slopes of the linear functions decrease.
cases, each envelope function measures the potential energy and a dominant label is
determined by the lowest value in the aggregate, i.e., ‘sum’ and ‘min’. Figure 6.2b il-
lustrates this multi-class case. While the potentials are compared, a correct dominant
label may not be chosen over a clique because the dominant label is selected within
a whole label set only by the lowest value. Therefore, by incorporating regional fea-
tures for cliques, we want to customize our consistency potential for improving label
assignments. That is, we discard unlikely classes and consider only the subset of
possible classes for each clique. This selection is derived by multiplying the enve-
lope functions and some weights (see Figure 6.2c). We can modulate the envelope
functions using the weights λℓc(xc) ∈ R+ as
ψc(yc, xc) =
⊕
ℓ∈L
λℓc(xc) min
k=1,...,Kℓ
{
aℓk ∑
i∈c
Jyi = ℓK+ b
ℓ
k
}
, (6.2)
where xc is a regional feature of clique c, and λ
ℓ
c(xc) is a feature response of the
regional feature xc. Note that Equation (6.1) and Equation (6.2) become the same if
λℓc(xc) = 1 for all ℓ. The feature response assigns a different weight to each enve-
lope function, and then it changes the slopes of the envelope function against other
envelope functions. Specifically, in Chapter 3, we saw an example where the slopes
of a linear function were in charge of switching label assignments of random vari-
ables. If the slopes are not big enough, the envelope function cannot change pixel
labels. Thus, we expect that linear functions with small weights do not influence
label assignments.
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The main challenge here of changing mislabeled assignments to correct ones, is
how to define the feature xc and the response function λ
ℓ
c(xc) so that they lead to
the correct weights of labels customized for each clique. Next, we give a generalized
method for prediction by training classifiers with region features.
6.1.1 Training Classifiers for Region Feature Responses
Superpixels vary in size and shape depending on the segmentation algorithm and
its parameters, which makes it difficult to generalize the features of cliques and the
responses of the features. Here, we propose a ‘region feature’ to represent each
clique and employ a generalized prediction approach to train a classifier with the
region features.
Consider a set of superpixels generated by a single segmentation method. The
regional feature xc is defined as a vector of mean and variance of pixel features col-
lected from clique c (i.e., superpixel c). Each pixelwise feature is a vector of the
following densely sampled features: a bank of 17 filters, RGB color channels and
dense HOG features. The mean and variance of these dense features are also aggre-
gated over grid cells and along rows and columns of an image around each pixel
position. In addition, the relative location of each pixel in an image, i.e., the pixel
location divided by image width and height respectively, is included in the pixelwise
features.
After collecting all the region features, we train a one-versus-all boosted decision
tree classifier [Zhu et al., 2006] and then calibrate the boosting response to a range
between 0 and 1 by training a multi-class logistic regression. To prepare for various
segmentations, we train multiple classifiers for each segmentation method such as
Gaussian mixture model (GMM) segmentations and Mean shift (MS) segmentations
(refer to Chapter 2 for more detail of the segmentations). In the following section,
these classifiers are aggregated to produce reliable weights λℓc(xc).
6.1.2 Integrating Class Responses
As the basic unit of region feature responses, we deal with overlapped regions
(i.e., intersections) of multiple over-segmentations. The over-segmentation meth-
ods generate coherent regions of low-level visual features such as color and texture.
By using various over-segmentation methods with different parameters, we believe
that the overlapped regions share common visual cues over each over-segmentation
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method. Thus, we evaluate each overlapped region (i.e., intersection) with all the
classifiers associated with the overlapping segmentation (i.e., superpixels), and con-
fidence in the overlapped region will increase as more classifiers agree. Our approach
is inspired by Pantofaru et al. [2008]. They proposed a similar model which builds
a probability map over images, and showed that multiple over-segmentations gen-
erate a better probability map of the image than a single (best) over-segmentation.
However, their probability map determined the final annotation with the maximum
probability, while we use the agreed responses jointly with other potentials for mod-
ulating the strength of each envelope function, which will be shown below.
Assume that we use a set of over-segmentation methods O and each method
o ∈ O has a multi-class logistic classifier f o trained by the set of superpixels So =
{so} generated by the over-segmentation o, and that a region (i.e., intersection) r is
overlapped by a set of superpixels Sr = {so | r ⊆ so}. Let the feature vector of region
r be xr, and the corresponding random variable yr ∈ L takes a label of the region r.
Then assuming that the confidence increases by getting more agreements from the
classifiers, the probabilities Pr(yr | xr) to take each label for an overlapped region r
are proportional to the sum of the feature responses of each classifier f o(xr):
Pr(yr | xr) ∝ ∑
o∈O
f o(xr) (6.3)
where f o = ( f o
ℓ
)ℓ∈L and ∑ℓ∈L f oℓ = 1.
However, the sum in (6.3) is not normalized yet to be used directly for relative
weights. Let fr(xr) = ∑o∈O f o(xr) be denoted in short for a region r in (6.3). Nor-
malizing this vector fr(xr) ∈ R|L| by the maximum element, we obtain the feature
response of xr as
λr(xr) =
fr(xr)
maxℓ∈L f ℓr (xr)
. (6.4)
Next, we combine the normalized responses of overlapped regions r in such a clique
c = {r} that for any two regions r, r′ ∈ c with r 6= r′, r∩ r′ = ∅. Note that c represents
any superpixel so. Therefore, we define the regional feature response vector for clique
c by merging the overlapped region responses λr(xr) as
λc(xc) = ∑
r∈c
λr(xr) . (6.5)
§6.2 Weighted Learning and Inference 129
Figure 6.3: Simple example to show how to compute a weight vector over a clique. We have
two segmentation methods g and m for Gaussain mixture model and Mean shift respectively.
Also, the corresponding classifiers are f g and fm. Two superpixels sg and sm are generated
by the segmentations g and m. The clique sm includes a set of overlapped regions (i.e., inter-
sections) such as r1, r2 and so on. We compute the confidence values of the region r1 with
each classifier whose segment contains region r. Then the sum fr(xr1) = f
g(xr1) + f
m(xr1)
becomes λr(xr1) after normalization. Similarly, we can compute λr(xr2) assuming the region
r2 is shared by another superpixel generated by the segmentation g. Thus, the region feature
response for the clique sm is obtained by λc(xsm) = ∑i λr(xri).
Note that the response values are bounded by max{λℓc(xc), 1}. Figure 6.3 describes
the above steps using a simple example. This weight vector λc(xc) assigns relative
strengths to each lower linear envelope function over clique c.
6.2 Weighted Learning and Inference
6.2.1 Weighted Inference
In the previous chapters, we have already seen two different energy minimization
algorithms for our consistency model: the move-making algorithms and dual de-
composition inference. The weight λℓc(xc) is treated as a constant in (6.2) because the
feature xc does not change during inference. Thus, this modified higher-order term
in (6.2) can be integrated straightforwardly into the previous algorithms, i.e.,
E(y, x) = ∑
i∈V
ψi(yi) + ∑
(i,j)∈E
ψij(yi, yj) + ∑
c∈C
⊕
ℓ∈L
min
k=1,...,Kℓ
{
aˆℓk ∑
i∈c
Jyi = ℓK+ bˆ
ℓ
k
}
, (6.6)
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where
aˆℓk = λ
ℓ
c(xc)a
ℓ
k (6.7)
bˆℓk = λ
ℓ
c(xc)b
ℓ
k .
6.2.2 Learning Parameters with Regional Feature Response
Recall that the max-margin formulation requires the energy functions be represented
as linear combination forms of parameters θ and a feature vector φ(y), i.e., E(y) =
θ⊤φ(y). The regional feature responses λℓc(xc) are pre-determined values generated
from data sets, which do not depend on the parameters θ, any assignments y, nor yt.
Thus, we can take the response values as constants directly into the constraints in the
max-margin framework. In Chapter 3, the conversion from a higher-order potential
ψℓc(yc) into a feature vector φ
ℓ
c(yc) was given as
ψℓc(yc) = min
k=1,...,Kℓ
{
aℓk ∑
i∈c
Jyi = ℓK+ b
ℓ
k
}
(6.8)
= Ncθ
ℓ
c ·φℓc(yc) , (6.9)
where θℓc is a parameter vector corresponding to {(aℓk , bℓk)}Kℓk=1 and Nc is a clique size.
Applying (6.7) to the above higher-order potential (6.9), we derive a higher-order
parameter vector θℓc(xc) of the observed regional feature xc as
ψℓc(yc, xc) = Ncλ
ℓ(xc)θ
ℓ
c︸ ︷︷ ︸
θℓc(xc)
·φℓc(yc) . (6.10)
This transformation is applied for the ‘min’ model without modification in the infer-
ence and the latent SSVM learning method.
6.3 Experiments
Adding the region features to the existing consistency models does not change our
learning and inference methods. So, the experiments in this section are focused on
a comparison with the previous experiments. All the experiment conditions will be
kept the same as in the previous chapters. For example, the data sets we test with
are Corel, MSRC, and Stanford Background. The data sets are prepared for five
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random sets. For fair comparison, the lists of the random sets and the pixel features
used in the previous experiments are reused. The regularization constant is chosen
from the set {10−2, 10−3, 10−4, 10−5, 10−6} as in the previous chapters. The number
of linear functions is K = 3 and cliques are defined by multiple over-segmentations
with various parameters: GMM for 5, 10, 20, and 50 mixed models and MS for
(11,6), (19,6), (31,6), (7,7), (7,10), and (7,15). However, for training a model with
region features via dual decomposition, we set the maximum number of iterations to
20000 at this time since the optimization requires more iterations than the previous
experiments, which will be discussed later. Refer to Chapter 4 and Chapter 5 for
further details of the experiments.
The following tables contain the results from the previous chapters and the new
results performed by the model presented in this chapter: Table 6.1 for Corel, Ta-
ble 6.3 for the MSRC, Table 6.5 for the cleaned MSRC, and Table 6.7 for Stanford
Background. Then the following graphs illustrate the change of accuracies. The
subsequent table shows the accuracy of the regional feature responses: Table 6.2, Ta-
ble 6.4, Table 6.6, and Table 6.8. All the quantitative results are averaged over five
sets of experiments. Lastly, some examples of the qualitative results are given for
comparison: Figure 6.4, Figure 6.5, Figure 6.6, Figure 6.7, and Figure 6.8.
Based on the quantitative results, the move-making inference approach trained by
the structured SVM shows substantial improvements across all the data sets. Refer to
the tables and graphs for specific comparisons. The qualitative results are arranged
to show how the models improve the labeling accuracies. In particular, note that
in the last columns of the figures, objects or parts of objects have correct regions
that are switched from the wrong labeling assigned by the previous experiments.
This correction overcomes the preference for other potentials (e.g., unary potentials
and pairwise potentials) within the fixed clique boundaries, and the region feature
responses lead the model to switch the dominant local evidence. For example, the
sheep and the bench in Figure 6.5 had been labeled incorrectly by the higher-order
model, but the labeling over the objects has been corrected in terms of the region
feature responses. Similar examples are shown in Figure 6.6. In Figure 6.4 and
Figure 6.8, we can see that the label assignments of objects performed by the new
model have clearer boundaries than the previous results performed by the higher-
order model without region features. On the other hand, Figure 6.7 shows examples
of failure. The images in the last column have incorrect labelings, switched from
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rhino/hippo polar bear water snow vegetation ground sky
(a) Image (b) True (c) Unary (d) HO Model (e) Region Feature
Figure 6.4: Qualitative results on the Corel data set. (d) Graph-cuts without region features,
(e) Graph-cuts with region features. Compare (d) and (e) to see which parts are switched to
correct labels.
correct labels. For example, the images of cows in the second and third rows have
precise boundaries around the cows, but the water is recognized as sky.
Therefore, overall performance depends on the quality of the regional feature
responses. In order to achieve reliable prediction, we have exploited multiple clas-
sifiers rather than using only a single one. Note that each single classifier does not
provide high prediction accuracies (see Table 6.2, Table 6.4, Table 6.6, and Table 6.8)2.
However, the sum of single feature responses led our model to perform better than
the previous model.
Regarding the dual decomposition MRF (DD-MRF) approaches, the dual decom-
position (DD) methods do not always improve accuracies. Sometimes, DD-MRFs
showed no improvement or somewhat degraded the accuracy compared to previous
experiments. We think the reason that DD-MRFs did not always show better per-
formance with region features is due to the different optimization method, i.e., the
2We cannot provide an estimation method (e.g., accuracies) for the sum of single feature responses
because we have a vector of response values for a clique.
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Table 6.1: Averaged results of five random sets on the Corel data set. ‘ALE’ is the result
that we generated with the original code. The previous results are followed by the results
performed by the new model in this chapter.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 72.91% 71.28% – – – –
Pairwise (CV) 73.79% 71.99% 0.88% 0.71% 220.0 8.0
SVM+Graph-cut 76.48% 72.18% 3.57% 0.91% 1448.0 11.2
DDL+Graph-cut 77.31% 72.96% 4.40% 1.69%
10332.6
10.4
DDL+DDI (sum) 77.27% 72.98% 3.99% 1.70% 128.6
DDL+DDI (min) 78.64% 75.60% 5.73% 4.33% 3795.3 5.8
Region Feature Model (RFM)
SVM+Graph-cut 84.94% 84.39% 12.04% 13.11% 1020 27.4
DDL+Graph-cut 77.36% 74.51% 4.45% 3.24%
9387
32.9
DDL+DDI (sum) 77.24% 72.69% 4.34% 1.42% 188.0
DDL+DDI (min) 77.93% 76.48% 5.02% 5.20% 2097 13.1
ALE 82.84% 81.4% 9.94% 10.12% – –
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Table 6.2: Comparison of accuracies performed on the Corel data set with different single
segmentations. Seven single segmentations were chosen and performed five times. The
accuracy represents the performance of predicting the dominant class of each superpixel.
Segmentation GMM5 GMM10 GMM50 MS11 MS19 MS31 MS7
Accuracy 75.28% 77.00% 73.97% 79.66% 78.17% 76.31% 81.68%
void building grass tree cow sheep sky water bird chair road
(a) Image (b) True (c) Unary (d) HO Model (e) Region Feature
Figure 6.5: Qualitative results on the MSRC data set. (d) Graph-cuts without region features,
(e) Graph-cuts with region features. Compare (d) and (e) to see which parts are switched to
correct labels.
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Table 6.3: Averaged results of five random sets on the 21-class MSRC data set. The previous
results are followed by the results achieved by the new model in this chapter.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 84.49% 77.16% – – – –
Pairwise (CV) 84.74% 77.51% 0.25% 0.35% 1233.8 187.8
SVM+Graph-cut 84.95% 76.81% 0.46% -0.35% 24980.8 1133.2
DDL+Graph-cut 85.65% 77.69% 1.15% 0.53%
264182.4
788.2
DDL+DDI (sum) 85.44% 77.37% 0.95% 0.21% 2973.0
DDL+DDI (min) 86.48% 78.67% 1.99% 1.51% 32800.8 365.6
Region Feature Model (RFM)
SVM+Graph-cut 86.43% 78.89% 1.94% 1.73% 19888.8 1397.5
DDL+Graph-cut 86.53% 79.85% 2.04% 2.70%
218207.0
1945.0
DDL+DDI (sum) 86.31% 79.85% 1.82% 2.69% 7047.0
DDL+DDI (min) 86.03% 78.40% 1.54% 1.25% 50223.4 587.7
ALE 86.19% 76.61% 1.7% -0.54% – –
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Table 6.4: Comparison of accuracy performed on the MSRC data set with different single
segmentations. Seven single segmentations were chosen and performed five times. The
accuracy represents the performance of predicting the dominant class of each superpixel.
Segmentation GMM5 GMM10 GMM20 GMM50 MS11 MS19 MS31
Accuracy 62.70% 64.50% 63.55% 62.55% 68.17% 67.79% 67.32%
void building grass tree sky water bird chair road
(a) Image (b) True (c) Unary (d) HO Model (e) Region Feature
Figure 6.6: Qualitative results on the cleaned MSRC data set. (d) Graph-cuts without region
features, (e) Graph-cuts with region features. Compare (d) and (e) to see which parts are
switched to correct labels.
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Table 6.5: Averaged results of five experiments on the cleaned 21-class MSRC data set. The
previous results are followed by the results achieved by the new model in this chapter.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 81.48% 73.20% – – – –
Pairwise (CV) 82.36% 73.77% 0.88% 0.58% 1209.2 159.6
SVM+Graph-cut 83.16% 72.21% 1.68% -0.99% 28109.6 966.8
DDL+Graph-cut 84.07% 75.29% 2.59% 2.09%
224528.6
701.7
DDL+DDI (sum) 84.04% 75.26% 2.56% 2.07% 26381.4
DDL+DDI (min) 84.10% 74.36% 2.62% 1.16% 45120.6 313.2
Region Feature Model (RFM)
SVM+Graph-cut 85.03% 75.06% 3.55% 1.86% 20423.2 1283.8
DDL+Graph-cut 83.33% 73.89% 1.85% 0.69%
225854.6
1552.7
DDL+DDI (sum) 83.29% 73.89% 1.80% 0.69% 16225.6
DDL+DDI (min) 84.18% 73.95% 2.70% 0.75% 59894.6 1427.0
ALE 85.31% 75.05% 3.83% 1.85% – –
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Table 6.6: Comparison of accuracy performed on the cleaned MSRC data set with different
single segmentations. Seven single segmentations were chosen and performed five times. The
accuracy represents the performance of predicting the dominant class of each superpixel.
Segmentation GMM5 GMM10 GMM20 GMM50 MS11 MS19 MS31
Accuracy 64.27% 65.50% 64.40% 63.63% 68.01% 67.48% 66.96%
void building grass cow sky water chair road dog
(a) Image (b) True (c) Unary (d) HO Model (e) Region Feature
Figure 6.7: Failure Examples on the cleaned MSRC data set. (d) Graph-cuts without region
features, (e) Graph-cuts with region features. Compare (d) and (e) to see which parts are
switched to wrong labels.
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Table 6.7: Averaged results of five experiments on the Stanford Background data set. The
previous results are followed by the results achieved by the new model in this chapter.
Model
Evaluation Accuracy Improvement Time (sec)
Global Average Global Average Training Eval.
Unary (B) 77.86% 68.90% – – – –
Pairwise (CV) 78.39% 69.31% 0.53% 0.41% 1209.2 159.6
SVM+Graph-cut 80.19% 68.63% 2.33% -0.27% 28109.6 966.8
DDL+Graph-cut 80.15% 70.30% 2.29% 1.41%
224528.6
701.7
DDL+DDI (sum) 80.11% 70.26% 2.25% 1.37% 26381.4
DDL+DDI (min) 80.28% 70.38% 2.36% 1.58% 45120.6 313.2
Region Feature Model (RFM)
SVM+Graph-cut 82.18% 70.52% 4.32% 1.62% 3693.0 1253.0
DDL+Graph-cut 79.43% 70.08% 1.57% 1.19%
83092.4
1017.2
DDL+DDI (sum) 79.39% 70.07% 1.53% 1.17% 8705.0
DDL+DDI (min) 80.24% 70.30% 2.38% 1.41% 28188.0 440.7
ALE 79.42% 69.48% 1.56% 0.58% – –
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Table 6.8: Comparison of accuracy performed on the Stanford Background data set with
different single segmentations. Seven single segmentations were chosen and performed five
times. The accuracy represents the performance of predicting the dominant class of each
superpixel.
Segmentation GMM5 GMM10 GMM20 GMM50 MS11 MS19 MS31
Accuracy 71.33% 72.13% 66.90% 65.46% 72.40% 72.21% 72.01%
sky tree road grass water building foreground
(a) Image (b) True (c) Unary (d) HO Model (e) Region Feature
Figure 6.8: Qualitative results on the Stanford Background data set. (d) Graph-cuts without
region features, (e) Graph-cuts with region features. Compare (d) and (e) to see which parts
are switched to correct labels.
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Figure 6.9: Learning parameters in the multi-class consistency models with region features.
The horizontal dotted line is the x-axis. (a) is a set of envelope functions trained by SSVM.
All functions are spread along the x-axis. (b) is a set of envelope functions trained by dual
decomposition learning for the ‘min’ model. (c) is a set of envelope functions trained by dual
decomposition learning for the ‘sum’ model. This case has not converged enough to show
the x-axis.
projected gradient method. Regional feature responses are usually either very small
or almost one. Linear envelope functions shrink with very small response values and
the model parameter vector θ moves toward zeros. This means that if all the param-
eters are above zero as shown in Figure 6.9c, the shrunk envelope functions provide
lower potential values than the original envelope function. Then, the label assign-
ments become dominated by the shrunk function due to the lowered potential value.
Therefore, when regional feature responses are used, the envelope functions need to
be spread evenly along the x-axis (see Figure 6.9a and Figure 6.9b). In that case, the
envelope function multiplied by a small response value has higher potential values
for consistent labelings than the original (see Figure 6.2c). The subgradient method
moves the model parameters θ toward zeros (e.g., x-axis) due to the second-order reg-
ularizer ‖θ‖2, but it requires many steps to approach the x-axis. The cutting-plane
method does not have this issue because of its large movement in the parameter
space. In our experiments by DDLs, we tried up to 20000 iterations, which were
not always enough to find good parameters. Figure 6.9 shows three cases trained by
SSVM and DDLs, where the DDLs result in either case Figure 6.9b or Figure 6.9c,
depending on the subgradient set-up, (i.e., step size rules and iteration numbers),
and the regularizer C in the max-margin learning. If the region features were not
used as in the previous experiments, the absolute values of the model parameters
were not considered.
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6.4 Conclusion
In this chapter our contribution has been to incorporate region features into multi-
class consistency models. Basically, labeling accuracy of the consistency models de-
pends only on local evidence and clique definitions. On top of the original model,
we have exploited region features as a mid-level feature to improve model accuracy.
Specifically, the parameters of the envelope functions became the functions of the
observed region features and were customized for each clique.
Superpixels vary in size and shape, which makes it hard to define the features
of cliques. We followed a generalized approach to predict the property of cliques,
e.g., dominant labels of cliques. We first defined region features over cliques and
trained the classifiers with the region features. The feature responses provide prob-
abilities that classes are likely to appear in cliques, and small probabilities weaken
the envelope functions of the labels, which reduces errors in consistency labeling. To
increase the prediction performance over cliques, we used multiple classifiers with
various over-segmentations. Furthermore, our approach to using region features did
not change the existing inference and learning algorithms for this consistency model.
Our experiments showed that a model with region features outperformed the
same model without them. However, because of the slow parameter updates we need
to further investigate the optimization scheme for the dual decomposition method
with region feature responses. For future work, we suggest developing special fea-
tures for cliques: pixel features defining region features are mostly the same as pixel
features training unary potentials.
Chapter 7
Conclusions and Future Directions
Higher-order MRF models have demonstrated improvements over pairwise models
in terms of the quality of label assignments, although due to the large number of pa-
rameters they do increase computational complexity and require a generalized learn-
ing method. Following the introduction of the consistency model and its variants,
there has been a push toward more efficient algorithms for inference and learning
for this higher-order model. In this thesis, we have focused on establishing unified
frameworks for learning and inference with the multi-class consistency model, and
have solved image pixel labeling problems in this approach. Our work involved vari-
ous aspects of MAP inference: move-making algorithms and the dual decomposition
method. The proposed model was combined with max-margin learning frameworks
for finding optimal parameters. We also made use of low to high level features to
improve the performance of our model. In this concluding chapter, we summarize
our approaches and contributions and discuss some open problems and future work.
7.1 Summary and Contribution
In Chapter 3, we formulated a generalized form of the multi-class consistency model
as two variants: the ‘sum’ and ‘min’ models. Both models fulfill the purpose of en-
couraging consistent label assignments over cliques. This property was extended
from pairwise smoothness constraints to higher-order smoothness constraints. As-
suming that cliques are well defined using low-level visual features, e.g., color, the
model decides which dominant label is assigned to each clique, a facility that is
particularly useful in semantic image segmentation problems. For MAP inference
of the ‘sum’ model, we derived move-making algorithms, namely, α-expansion and
αβ-swap. The ‘sum’ model allowed us to use a max-margin framework as a learn-
ing method, although the ‘min’ model had difficulty in providing a standard convex
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learning framework. Using synthetic data, we verified that the move-making al-
gorithms work well for the task of consistently assigning labels over regions. The
α-expansion move algorithm slightly outperformed the αβ-swap move algorithm in
accuracy and computation time.
In Chapter 4, we introduced a novel way of applying global constraints to higher-
order MRF models, which typically use only local observations. We incorporated
Gaussian mixture models (GMMs) for defining cliques. Gaussian mixture model
segmentation provides a group of globally coherent regions which combine disjoint
regions into higher-level connections between cliques, while Mean shift (MS) seg-
mentation, which has been widely used in pixel labeling problems, provides only
locally coherent regions. Using multiple over-segmentations by GMM and MS, we
performed experiments on various real data sets and showed that our consistency
model successfully achieved consistent label assignments over the cliques. As stated
before, our max-margin framework performed well for learning the large number of
parameters involved in multiple higher-order terms.
In Chapter 5, we took account of an alternative method for solving the problem
of inference and learning with the consistency model, i.e., a dual decomposition
method based on projected subgradient optimization. Our approach to inference
and learning in Chapter 4 had some limitations: move-making algorithms provide
approximate solutions to MAP inference, which can lead the max-margin learning to
end up with suboptimal parameters. In contrast to the approximate primal solutions,
dual decomposition methods can provide better solutions in inference and learning
because a dual relaxed problem, which is concave, can converge to a global optimum
in a dual space. In order to optimize the dual problem efficiently, we proposed
an exact minimization algorithm to solve the higher-order subproblems. Here the
exact solution is essential to provide exact subgradient steps when optimizing the
relaxed dual problem. The benefit of the exact minimization algorithm was, in the
same way, applied to reducing dual surrogate losses in dual decomposition learning.
Therefore, our learning method found better parameters than the previous learning
method in Chapter 4. In addition, our inference algorithm was faster than a graph-
cut algorithm.
In the final chapter, Chapter 6, we further improved our model by combining mid-
level features, which we called region features. Region features change the strength
of envelope functions and affect label assignments over each clique. We trained
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multiple classifiers using region features generated from various superpixels, which
generalized a weighting scheme to select subsets of the most likely labels for cliques.
Even though each classifier had weak prediction performance, the aggregation of
multiple classifiers provided reliable results for choosing the best subset of labels.
On real data sets, our experiments showed the weighted consistency model improved
pixel annotation compared to previous models. In addition, our approach did not
alter the learning and inference algorithms because the weights for the envelope
functions were treated as constants in the consistency models during learning and
inference.
7.2 Open Problems and Future Work
On the ConsistencyModel. The fundamental assumption behind consistency mod-
els is that it is possible to maximize accuracy by assigning labels consistently over
cliques. That strong assumption was supported when we could generate almost
perfect superpixels containing coherent regions of objects along precise boundaries.
However, it still remains unclear how to define good cliques. Instead, existing re-
search (including ours) captures good cliques combining multiple over-segmenta-
tions using sets of different parameters. Thus, if we can achieve good clique defini-
tions and reduce the number of required cliques, the consistency model will perform
with better accuracy and less computation time. One simple method of choosing
good segmentation parameters is to use cross-validation. The parameters can be
chosen dynamically: for example, fine over-segmentations are chosen if the images
contain small objects, and coarse over-segmentations are chosen if the images contain
large objects. The shape of cliques can be also adjusted dynamically during inference
if necessary.
Cliques have been defined over regions by constraining visual features, in most
cases, color or spatial distance. However, there exist other low-level visual features
which we can use, e.g., intensity, texture, depth, and motion. We expect that other
types of coherent regions might give interesting results in terms of consistency poten-
tials. Furthermore, it may be possible to use special cameras to identify coherent re-
gions, e.g., Microsoft Kinect and hyperspectral cameras. These cameras provide spe-
cial information such as depth and a range of spectral colors. Combining consistency
models with the additional information they could lead to interesting applications
such as motion segmentation, action recognition, and semantic scene understanding.
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Turning to model definition, the types of higher-order models available are not
yet diverse enough. Counting the number of variables has been a key measurement
in assigning potential energies in the model. Instead of the count of variables, diverse
consistency models can be delivered based on other pixel features: encouraging con-
sistent color, intensity, or texture. Further investigation into other pixel features will
generate new higher-order constraints for computer vision applications.
On Higher-Order MRF Inference. The energy minimization problem is generally
NP-hard. Due to complex structures, higher-order models suffer the same prob-
lem as typical pairwise models. One technique to solve higher-order models is to
use order-reduction and graph-cut algorithms. This converts higher-order potentials
into a series of pairwise potentials by adding auxiliary variables, and solves the re-
sulting pairwise model with graph-cuts. The approach increases complexity due to
added auxiliary variables and usually results in approximate solutions. We have
exploited the same approach to solve multi-class consistency models. Another ap-
proach to inference is to use convex optimization by relaxing the original problem,
e.g., dual decomposition MRF in Chapter 5. However, such an approach requires in-
terpreting from a dual optimal solution to a feasible primal solution, which is usually
approximate. Inspired by the new minimization algorithm used in the dual decom-
position method, we are now interested in using combinatorial optimization to ex-
plore higher-order inference algorithms. We would like to extend the minimization
algorithm for higher-order subproblems to solve general consistency energy func-
tions, which would have the benefit of computing a MAP estimate efficiently without
adding auxiliary variables.
On Max-margin Learning. In max-margin learning, the loss function ∆ is not lim-
ited to specific functions. Typically, the Hamming loss function has been used in pixel
labeling problems because of convenient decomposition to existing energy functions.
Recently, based on specific tasks, other types of higher-order loss functions are now
performing better in measuring distances of label assignments. Some recent exam-
ples of higher-order loss functions are binary count loss [Pletscher and Kohli, 2012],
PASCAL loss, proportion loss, and local border loss [Hazan et al., 2013; Tarlow and
Zemel, 2012]. We have seen that a binary count loss function has similar properties
to the binary consistency model. The latest work augmented the count loss to an
existing energy function and exploited the same inference algorithm as the binary
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consistency model during the optimization procedure. Higher-order loss functions
are therefore similar to existing higher-order potential functions. We want to explore
the possibility of applying our multi-class consistency models to define new higher-
order loss functions. Our unified solutions set out in this thesis could present an
efficient solution to the general higher-order count loss function or a proportional
loss function.
During the learning process, typically involving a large number of parameters,
the max-margin framework was an effective method for searching high dimensional
parameter space. However, the learning method could not overcome some limita-
tions of MRF models. One serious issue is that the learning process will probably
converge to a suboptimal point because most MRF inference algorithms have only
approximate solutions. Since tractable algorithms to obtain exact solutions are not
always available, a practical solution was proposed by [Lucchi et al., 2013], who cal-
culated statistically approximated gradient steps. Our dual decomposition learning
procedure provides another solution to this problem. To optimize a problem of learn-
ing MRF parameters, huge computing power and memory are usually required, so
an efficient optimization technique will need to consider scalability. However, these
open problems are not limited to higher-order MRF model problems, and they apply
to almost every MRF learning problem.
7.3 Conclusion
Research into higher-order MRF models is still expanding from traditional pairwise
models. Many current computer vision applications are calling out for new higher-
order models, and efforts to explore novel connections between models and applica-
tions are needed. At the same time, algorithms for finding the best model parameters
must combine efficient inference and learning and reduce computational complexity.
We hope our work lays good foundations for further research on higher-order MRF
models.
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Appendix A
Appendix
A.1 Deriving Move-making Algorithms
A.1.1 Multi-class Representation
In Chapter 3, we extended the binary lower linear envelope function described in
Gould [2011] to a multi-class problem and defined it as
ψc(yc) =
⊕
ℓ∈L
min
k=1,...,Kℓ
{
aℓk ∑
i∈c
Jyi = ℓK+ b
ℓ
k
}
, (A.1)
where the aggregation
⊕
represents ‘min’ or ‘sum’, and {(aℓk, bℓk)} are the linear func-
tion parameter pairs. The above consistency potential imposes a lower energy on a
consistent label assignment over a clique than other inconsistent label assignments.
We consider three cases to measure various penalties over cliques:
Case 1: ψ1c (yc) = minℓ∈Lmink{bℓk + aℓk ∑i∈cJyi = ℓK}
Case 2: ψ2c (yc) = ∑ℓ∈Lmink{bℓk + aℓk ∑i∈cJyi = ℓK}
Case 3: ψ3c (yc) = mink′{bk′ + ak′ ∑i∈cJyi = ℓk′K} .
All of the higher-order potentials are equivalent for the purpose of encouraging con-
sistent label assignments. Case 3 is identical to Case 1 just with different parame-
terization over all sorted linear function. But the actual result of inference can be
different when other low-order terms such as unary and pairwise potentials are con-
sidered together.
In the following sections, we derive two move-making algorithms such as α-
expansion and αβ-swap moves for the higher-order consistency potentials (A.1).
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A.1.1.1 α-expansion move
From the generalized higher-order potential function (A.1), we derive the α-expansion
move for approximate minimization of the linear envelope potential functions. Let
yprev ∈ L|c| be the current best assignment of labels over clique c and let Sℓ = {i |
y
prev
i = ℓ} be the subset of indexes whose variables are assigned label ℓ. For α-
expansion, we constrain the moves to ynexti ∈ {y
prev
i , α}. To encode the expansion
moves, a binary transfer vector t is defined as
ynexti =
{
y
prev
i ( 6= α) if ti = 0
α if ti = 1 .
(A.2)
Then we can rewrite the restricted potential function with the new transfer vector t;
ψαc (t) =
⊕
ℓ 6=α
min
k
{
aℓk ∑
i∈Sℓ
ti + b
ℓ
k
}
⊕min
k

aαk ( ∑
i∈Sα
ti + Nα) + b
α
k

 , (A.3)
where Nℓ = |Sℓ| is the number of variables which take a label ℓ, Sα is the comple-
mentary set of α in clique c, and ti = 1− ti. Substituting each coefficient and subset
with
a˜ℓk =
{
−aℓk for ℓ 6= α
aαk for ℓ = α
(A.4)
b˜ℓk = b
ℓ
k + a
ℓ
kNℓ (A.5)
S˜ℓ =
{
Sℓ for ℓ 6= α
Sα for ℓ = α
, (A.6)
we have the general form of a lower linear envelope function over binary variables
ψαc (t) =
⊕
ℓ∈L
min
k

a˜ℓk ∑
i∈S˜ℓ
ti + b˜
ℓ
k

 . (A.7)
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A.1.1.2 αβ-swap move
By a similar definition to the α-expansion move, we restrict the moves to ynexti ∈
{α, β} for all i ∈ Sα ∪ Sβ and define the transfer vector t for αβ-swap move as
ynexti =
{
α if ti = 0
β if ti = 1
∀i ∈ Sα ∪ Sβ , (A.8)
ynexti = y
prev
i ∀i /∈ Sα ∪ Sβ . (A.9)
Then we have the potential function for αβ-swap move
ψ
αβ
c (t) = min
k

aαk ∑
i∈Sα∪Sβ
tiJℓ = αK+ b
α
k

⊕
min
k

aβk ∑
i∈Sα∪Sβ
tiJℓ = βK+ b
β
k

 ⊕
ℓ 6=α,β
Cℓ (A.10)
= min
k

−aαk ∑
i∈Sα∪Sβ
ti + a
α
k (Nα + Nβ) + b
α
k


⊕min
k

aβk ∑
i∈Sα∪Sβ
ti + b
β
k

 ⊕
ℓ 6=α,β
Cℓ , (A.11)
where Cℓ = mink{aℓkNℓ + bℓk} is a constant to account for all variables excluded from
the move. After the same substitution as described in the α-expansion move, we can
arrive at the pseudo-Boolean move function
ψ
αβ
c (t) =
⊕
ℓ=α,β
min
k

a˜ℓk ∑
i∈Sα∪Sβ
ti + b˜
ℓ
k

 ⊕
ℓ 6=α,β
Cℓ (A.12)
where
a˜ℓk =
{
−aαk for ℓ = α
a
β
k for ℓ = β
, (A.13)
b˜ℓk =
{
bαk + a
α
k (Nα + Nβ) for ℓ = α
b
β
k for ℓ = β
. (A.14)
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A.1.2 Applying Auxiliary Variables
In addition to the transfer vector t represented above, we need to transform the
higher-order potential functions to the form of a quadratic pseudo-Boolean function
(QPBF) for energy minimization to be tractable. For simplicity, we assume that each
class has K linear functions and there are |L| different classes. However, our method
extends to the general case of Kℓ 6= Kℓ′ . In Gould [2011], an alternative way to
minimize over the piecewise linear functions is introduced using binary auxiliary
variables. For instance, given a piecewise minimum function
f (X) = min
k=1...K
{akX + bk} (A.15)
with X ∈ R+ and the parameter pairs {(ak, bk)}Ki=1, the minimization over K lin-
ear functions can be encoded by introducing K − 1 binary auxiliary variables z =
(z1, . . . , zK−1). By replacing k with the binary vector z, i.e.,
k = 1⊤z + 1 , (A.16)
we can represent the function f (X) equivalently as
f (X) = min
k=1...K
{akX + bk} (A.17)
= min
z
{
a1X+ b1 +
K−1
∑
k=1
zk
(
(ak+1 − ak)X + (bk+1 − bk)
)}
. (A.18)
This representation is useful to convert the function f (X) containing the multi-variate
k to the form of a binary function; minimizing over the binary vector z selects the
active function from f (X). Note that the constraints zℓk ≥ zℓk+1 is enforced when the
minimum energy is achieved.
Extended to the multi-class case, the required number of binary variables zℓk are
|L|(K− 1) for the set of all labels. Here we take an example of replacing the aggrega-
tion
⊕
with ‘sum’. Then, we can derive the QPBF representation of the α-expansion
move potential function (A.3) as
ψˆαc (t, z) = minz
E˜αc (t, z
α) + ∑
ℓ 6=α
E˜ℓc(t, z
ℓ) (A.19)
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where
E˜αc (t, z
α) = aα1( ∑
i∈Sα
ti + Nα) + b
α
1 +
K−1
∑
k=1
zαk (a
α
k+1 − aαk )( ∑
i∈Sα
ti + Nα)
+
K−1
∑
k=1
zαk (b
α
k+1 − bαk )
(A.20)
= aα1( ∑
i∈Sα
ti + Nα) + b
α
1 +
K−1
∑
k=1
(1− zαk)(aαk+1 − aαk )( ∑
i∈Sα
ti + Nα)
+
K−1
∑
k=1
zαk (b
α
k+1− bαk )
(A.21)
= aα1( ∑
i∈Sα
ti + Nα) + b
α
1 +
K−1
∑
k=1
(aαk+1 − aαk )( ∑
i∈Sα
ti + Nα)
+
K−1
∑
k=1
zαk (a
α
k − aαk+1)( ∑
i∈Sα
ti + Nα) +
K−1
∑
k=1
zαk (b
α
k+1 − bαk )
(A.22)
= aα1 ∑
i∈Sα
ti + a
α
1Nα + b
α
1 +
K−1
∑
k=1
(aαk+1 − aαk ) ∑
i∈Sα
ti +
K−1
∑
k=1
(aαk+1 − aαk )Nα
+
K−1
∑
k=1
zαk (a
α
k − aαk+1) ∑
i∈Sα
ti +
K−1
∑
k=1
zαk (a
α
k − aαk+1)Nα +
K−1
∑
k=1
zαk (b
α
k+1 − bαk ) (A.23)
= aαK ∑
i∈Sα
ti + a
α
KNα + b
α
1 +
K−1
∑
k=1
zαk (a
α
k − aαk+1) ∑
i∈Sα
ti
+
K−1
∑
k=1
zαk (a
α
k − aαk+1)Nα +
K−1
∑
k=1
zαk (b
α
k+1 − bαk ) ,
(A.24)
E˜ℓc(t, z
ℓ) = aℓ1 ∑
i∈Sℓ
ti + b
ℓ
1 +
K−1
∑
k=1
zℓk(a
ℓ
k+1 − aℓk) ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(b
ℓ
k+1 − bℓk) (A.25)
= aℓ1 ∑
i∈Sℓ
ti + b
ℓ
1 +
K−1
∑
k=1
(1− zℓk)(aℓk+1 − aℓk) ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(b
ℓ
k+1 − bℓk) (A.26)
= aℓ1 ∑
i∈Sℓ
ti + b
ℓ
1+
K−1
∑
k=1
(aℓk+1 − aℓk) ∑
i∈Sℓ
ti
+
K−1
∑
k=1
zℓk(a
ℓ
k − aℓk+1) ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(b
ℓ
k+1 − bℓk)
(A.27)
= bℓ1 + a
ℓ
K ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(a
ℓ
k − aℓk+1) ∑
i∈Sℓ
ti +
K−1
∑
k=1
zℓk(b
ℓ
k+1 − bℓk) , (A.28)
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and zℓk = 1− zℓk. The function ψˆαc (t, z) in posiform is submodular due to the non-
negative quadratic coefficients aℓk − aℓk+1 ≥ 0.
Similarly, the QPBF representation of the αβ-swap move potential function (A.11)
is derived here as
ψˆ
αβ
c (t, z) = min
z
E˜αc (t, z
α) + E˜
β
c (t, z
β) + ∑
ℓ 6=α,β
Cℓ (A.29)
where
E˜αc (t, z
α) = aα1 ∑
i∈Sα∪Sβ
ti + b
α
1 +
K−1
∑
k=1
zαk (a
α
k+1 − aαk ) ∑
i∈Sα∪Sβ
ti +
K−1
∑
k=1
zαk (b
α
k+1 − bαk ) (A.30)
= bα1+
(
aα1 +
K−1
∑
k=1
(aαk+1 − aαk )
)
∑
i∈Sα∪Sβ
ti
+
K−1
∑
k=1
zαk (a
α
k − aαk+1) ∑
i∈Sα∪Sβ
ti +
K−1
∑
k=1
zαk (b
α
k+1 − bαk )
(A.31)
E˜
β
c (t, z
β) = a
β
1 ∑
i∈Sα∪Sβ
ti + b
β
1 +
K−1
∑
k=1
z
β
k (a
β
k+1 − a
β
k ) ∑
i∈Sα∪Sβ
ti +
K−1
∑
k=1
z
β
k (b
β
k+1 − b
β
k ) (A.32)
= b
β
1+
(
a
β
1 +
K−1
∑
k=1
(a
β
k+1 − a
β
k )
)
∑
i∈Sα∪Sβ
ti
+
K−1
∑
k=1
z
β
k (a
β
k − a
β
k+1) ∑
i∈Sα∪Sβ
ti +
K−1
∑
k=1
z
β
k (b
β
k+1 − b
β
k ) .
(A.33)
The function ψˆ
αβ
c (t, z) in posiform is also submodular since all the quadratic coeffi-
cients are non-negative.
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