



























Submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy in Economics 
in the Graduate College of the  










 Professor Nolan H. Miller, Chair 
Professor Dan Bernhardt 
 Assistant Professor Tatyana Deryugina 
 Professor Don Fullerton 








 Chapter 1 studies unintended consequences of intermittent air pollution monitoring. 
Compliance monitoring of environmental standards is often conducted intermittently due to its 
expense. Intermittent monitoring, however, may encourage polluters to show compliance during 
monitoring, but to increase polluting activities at other times. I document strategic responses to a 
cyclical, once-every-six-day monitoring schedule under a national outdoor air quality regulation. 
Using an independent satellite-based measure of air pollution, I show that air quality where this 
cyclical monitoring takes place is significantly worse on unmonitored days. Larger effects are 
observed in areas that (1) are out-of-compliance with air quality standards, and thus face steeper 
potential penalties, (2) have a high concentration of certain industries, such as wood product 
manufacturing, and (3) are intersected by highways. Consistent with this last finding, I show that 
local governments are more likely to issue air quality warnings to coordinate reduced automobile 
usage and outdoor activities on days when pollution monitoring is scheduled. 
 Chapter 2 studies noise pollution and health effects of wind farms. Current technology 
uses wind turbines’ blade aerodynamics to convert wind energy to electricity. This process 
generates significant low-frequency noise that reportedly results in residents’ sleep disruptions, 
among other annoyance symptoms. However, the existence and the importance of wind farms’ 
health effects on a population scale remain unknown. Exploiting over 800 utility-scale wind 
turbine installation events in the United States from 2001-2013, I show robust evidence that wind 
farms lead to significant increases in suicide. I explore three indirect tests of the role of low-
frequency noise exposure. First, suicide effect concentrates among at-risk individuals to noise-




blows in directions that would raise residents’ exposure to low-frequency noise radiation. Third, 
data from a large scale health survey suggest increased sleep insufficiency as new turbines began 
operating. These findings point to the value of noise abatement in future wind technology 
innovations. 
 Chapter 3 (coauthored with Nolan Miller and David Molitor) studies drifting wildfire 
smoke plumes and how they affect health outcomes in downwind cities. Long-range transport of 
wildfire smoke affects air quality on a broad geographic and temporal scale. We introduce a 
satellite-based dataset that tracks daily smoke plume coverage for almost every location in the 
US from 2006 to 2013. We show that transport of wildfire smoke generates frequent and 
significant variations in air pollution, especially fine particulate matter, for cities hundreds of 
miles away from the fire itself. Linking these smoke events to Medicare administrative data on 
the near-universe of US elderly population, we show that (1) exposure to wildfire pollution poses 
a significant mortality risk for the elderly, and (2) a same increase in pollution level induces 
much stronger mortality damages in regions with generally good air quality. We discuss 
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CHAPTER 1: UNWATCHED POLLUTION: THE EFFECT OF INTERMITTENT 
MONITORING ON AIR QUALITY 
 
1. Introduction  
Enforcement of environmental regulation relies on accurate monitoring of compliance 
behavior. In practice, limited budgets often force monitoring to be conducted on an intermittent 
basis. A consequence of intermittent monitoring is that it creates an opportunity for polluters to 
show compliance during monitoring but to increase polluting activities when no monitoring takes 
place. The potential for such strategic responses is exacerbated in contexts where the polluters 
anticipate the regulator’s monitoring schedules and have the ability to adjust polluting activities 
on a short-term basis, as demonstrated by the recent Volkswagen emissions scandal (Gates, 
Ewing, Russell, and Watkins, 2016). Strategic responses to intermittent monitoring, however, are 
generally difficult to detect due to two main challenges. First, independent measurement of 
polluting behavior during unmonitored times is usually unavailable. Second, the timing of 
monitoring is often non-random. A simple comparison of monitored and unmonitored polluting 
activities likely confounds strategic responses with latent factors (such as pollution leaks) that 
may have triggered monitoring or inspections in the first place. 
This paper documents strategic responses to a broad-scale federal air pollution regulation. 
I explore a unique empirical context where monitoring is based on a publicly available, quasi-
random schedule. Under the Clean Air Act, the U.S. Environmental Protection Agency (EPA) is 




particulate matter, henceforth PM) that all counties are required to achieve. 1  A network of 
monitoring sites tracks compliance with the standard. Due to high operating and maintenance 
costs, the EPA grants permission for many sites to monitor pollution on an intermittent basis. To 
balance between the goal of obtaining representative monitoring results and the administrative 
costs that would be incurred by a random monitoring scheme, the EPA pre-announces a cyclical, 
once-every-sixth-day (“1-in-6 day”) monitoring schedule each year to be followed by 
intermittent monitors. I leverage this monitoring policy experiment to examine whether higher 
concentrations of pollution are observed during days when monitoring is not scheduled. I begin 
by constructing an indirect measure of particle pollution using 13 years of satellite observations. 
This measure allows me to observe air quality both during monitor “on-days” and monitor “off-
days”. Because the incentive to avoid monitoring is plausibly the only factor that changes on a 1-
in-6 day basis, the difference in the level of pollution during off-days and on-days provides 
evidence of strategic responses to the monitoring schedule.    
In the baseline specification, I use the satellite measure to compare pollution levels on 
off-days and on-days around monitoring sites that follow the 1-in-6 day schedule. The results 
suggest a significant pollution gap between on-days and off-days. The satellite detects 1.6 
percent less particle pollution during on-days than during off-days, while pollution levels 
between off-days do not differ significantly from each other. While the size of the average effect 
                                                 
1 For example, the EPA required every county to maintain concentrations of fine particulate 
matter (PM2.5) at levels below 15 ug/m
3 (see more detail in Section 2.1 below). Failure to comply 
with the EPA’s outdoor air quality regulation is understood to incur tremendous economic costs 
for the county. For example, Walker (2013) estimates that the Clean Air Act’s 1990 
Amendments for particulate matter pollution costs workers about $8 billion in earnings in the 
years following non-attainment designations; Greenstone, List, and Syverson (2012) show that 
ambient pollution regulations led to reduced productivity representing a loss of approximately 
$20 billion in revenues annually among U.S. manufacturers. Notably, air quality often improves 
in non-compliance areas, as substantial resources are spent to limit polluting activities, see e.g., 




is moderate (comparable to the average difference in air quality observed between an average 
weekday and an average weekend), strategic responses concentrate at times when reducing 
pollution helps avoid regulatory punishments. For example, pollution gaps over 7 percent are 
observed when a county’s  PM level had approached the regulatory standard in the previous 
month. On the other hand, placebo tests show that no pollution gap is detectable in the absence 
of an incentive to avoid monitoring. For example, the effect disappears when a monitor retires; 
and the pollution gap is not found around sites that monitor pollution every day. 
Next, I explore sources of the pollution gap to shed light on mechanisms. I begin by 
documenting substantial cross-sectional variation in the magnitude of the 1-in-6 day pollution 
gap across counties. Notably, this exercise identifies a number of regional clusters where the 
pollution gap is exceptionally large. I then present evidence on observable characteristics of 
these “hot-spot” regions. There are two main sets of findings. First, the correlations are 
consistent with the intuition on the role of regulatory incentives. For instance, I find that regions 
out of compliance with the air quality regulations are much more likely to be pollution gap hot 
spots; this is consistent with the higher regulatory costs borne by non-compliance regions, which 
give them a stronger incentive to reduce measured pollution levels. Second, hot spots are more 
common in regions with high concentrations of certain polluting industries, such as wood 
product manufacturing and mining. While these correlational findings need not reflect causal 
effects, I provide complementary evidence that the 1-in-6 day pollution gap exists around 
facilities in relevant industries. Moreover, the pattern is most clearly observed near facilities that 
are close to 1-in-6 day monitors. 
The findings on industrial sources raise an obvious question regarding coordination. Non-




atmospheric pollution level, which is a consequence of all polluters’ activities. Why, then, would 
any polluter take individual actions to reduce emissions on monitored days? To pursue this 
inquiry, I provide two sets of related findings on coordination mechanisms. I first show that the 
pollution gap is significantly larger in regions where ambient air quality is more likely to be 
manipulated by major polluters, e.g., counties with a high Herfindahl-Hirschman index-style 
measure of emission concentrations. Next, I report evidence that the observed pollution gap need 
not be the consequences of individual polluters’ “self-initiated” strategic responses. For example, 
the data suggest larger pollution gaps are correlated with the presence of highways in the local 
area. To the extent that traffic responses to the monitoring schedule are unlikely to arise without 
coordination at a central level, this evidence suggests that local governments might have played a 
role in coordinating the avoidance of pollution on monitoring days. I test the plausibility of this 
mechanism in the context of local governments’ strategic issuance of air quality advisories. 
These advisories call for citizens to reduce outdoor activities and vehicle use to prevent air 
quality deterioration. I show that these advisories are 10 percent more likely to be issued on days 
when pollution monitoring is scheduled. These results only speak to coordination of public 
behavior, but they raise the possibility that local government coordination might occur in 
industrial settings as well.  
The idea that underpins cyclical pollution monitoring in use dates back at least to the 
1970s (Akland, 1972). The methodology passed all subsequent evaluations of its statistical 
efficacy and was implemented as part of the first regulation of particulate matter under the Clean 
Air Act. 2  This paper presents the first retrospective evaluation of the monitoring method’s 
                                                 
2 The typical approach in this literature is to compare summary statistics (such as mean and 




enforcement efficacy. I demonstrate how the economic incentive to avoid regulation, coupled 
with a non-continuous enforcement scheme, can lead to significant deviation in pollution levels 
from the levels observable to the regulator  ̶  even if the monitoring method itself is statistically 
unbiased. My findings support two emerging themes in environmental regulatory policy making: 
that advanced continuous monitoring technologies should be promoted to replace discrete, 
sampling-based monitoring of the environment (e.g., Giles, 2013), and that regulation design 
needs to have retrospective and independent evaluations built in, in addition to traditional 
elements such as ex-ante cost-benefit effectiveness calculations (e.g., Greenstone, 2013; 
Auffhammer, 2015). 
This paper adds to the growing literature on the economics of environmental regulation 
monitoring and enforcement, as reviewed by Gray and Shimshack (2011) and Shimshack (2014). 
With unprecedented access to better data, researchers have begun reveal enforcement challenges 
that previously were largely theoretical in nature. Several recent examples of analysis of 
monitoring avoidance include Oliva (2015) and Reyneart and Sallee (2017) in the context of 
vehicle exhaust testing, and Vollaard (2017) in the context of illegal dumping of oil waste. This 
paper extends this literature to a setting of a broad scale, national ambient pollution regulation; 
strong responses are found in various regions across the country, suggesting that strategic 
responses are much more pervasive than previously documented. Moreover, this paper suggests 
that polluters’ ability to respond to environmental regulations on a short-term basis may be 
stronger than appreciated by previous literature that focuses on medium- and long-term regional 
or sectorial substitution of polluting activities (e.g., Becker and Henderson, 2000; Hanna, 2010; 
Fowlie, Reguant, and Ryan, 2016). 
                                                                                                                                                             
of days drawn using the cyclical method. See Akland (1972), Nehls and Akland (1973), Gilbert 




This paper also contributes to a developing understanding of the value of satellite data in 
regulatory decision making. Partly due to an inherent difference in their missions of operation, 
cooperation between environmental regulation agencies such as the U.S. EPA and agencies that 
operate satellite surveillance of atmospheric pollutants, including the National Aeronautics and 
Space Administration (NASA) and the National Oceanic and Atmospheric Association (NOAA), 
remains in a nascent stage. While regulators increasingly recognize the value of satellite data in 
certain fields such as wildfire surveillance (Ruminski et al., 2006; Ichoku, Kahn and Chin, 2012) 
and air quality forecasting (Kittaka et al., 2004), it is believed that the potential of satellite data is 
far from being fully exploited (see e.g., Duncan et al., 2014). This paper presents a specific 
example where the satellites’ unique ability to complement intermittency of ground-based 
pollution monitoring can be leveraged to inform the desirability of a pollution monitoring policy. 
More broadly, this paper is linked to the growing use of remote sensing data in economic and 
policy research, reviewed by Donaldson and Storeygard (2016). An excellent and closely related 
study to mine is Grainger, Schreiber, and Chang (2016), who rely on satellite data to investigate 
state governments’ strategic decisions on the placement of ozone and NO2 monitors.  
The remainder of the paper is organized as follows. Section 2 provides a brief 
background on particulate matter (PM) regulation and monitoring in the United States. Section 3 
presents the main identification of the off-days vs. on-days pollution gap. Sections 4 and 5 
explore sources and mechanisms underlying the pollution gap. Section 6 discusses policy options 





2. Background on PM Regulation and Monitoring 
2.1. PM Regulation 
Regulation of ambient PM (PM2.5 and PM10) pollution in the United States is coordinated 
under the Clean Air Act. The act contains multiple provisions that address the oversight of PM 
emissions at various industry levels. The regulation on ambient PM can be viewed as a policy 
lever to achieve one of the act’s ultimate goals: to maintain outdoor PM concentrations below the 
established safety levels of the National Ambient Air Quality Standards (NAAQS).3  
Three effective PM standards were in place during my study period: 1) The 3-year 
average of daily “fine” PM (i.e., PM2.5 ) level had to be below 15 ug/m3 (“PM2.5 annual 
standard”), 2) the 3-year average of annual 98th percentile PM2.5 level had to be below 35 ug/m3 
(“PM2.5 24-hr standard”), and 3) the maximum “coarse” PM (i.e., PM10 ) level had to be below 
150 ug/m3. From 2001 to 2013, roughly 30% of monitored counties had ever been assigned a 
non-attainment status. Among them, roughly 60% of county × years are associated with the 
violation of the PM2.5 annual standard. 
The Clean Air Act authorizes the EPA to enforce these standards. To make sure that the 
standards are met nationally, every year the EPA categorizes counties into “attainment” and 
“non-attainment” groups based on monitoring results. Non-attainment counties face substantially 
elevated regulation costs. In cases of non-attainment, the parent state is required to develop a 
State Implementation Plan that details how plant-specific regulations will be implemented in 
order to achieve compliance. These regulations typically involve the adoption of pollution 
abatement technologies and emission limits that affect both existing and new polluters. Local 
governments and individual polluters occasionally receive direct penalties from the EPA in cases 
                                                 
3  Separate standards have been established for PM10 and PM2.5, and for four other outdoor 




of sustained non-attainment. These include financial sanctions that prohibit the approval of 
almost any highway projects or grants, as well as emission sanctions that require reduced 
emissions from existing pollution sources for any new or modified emission sources, where the 
reductions from existing sources must be at least twice the increases from new sources.  
Non-attainment regulation poses real regulatory threats. Existing literature has shown that 
PM non-attainment leads to significant losses in employment and earnings (Walker, 2013), 
reductions in factories’ productivity (Greenstone, List, and Syverson, 2012), and notably, 
reductions in ambient PM pollution (Auffhammer, Bento, and Lowe, 2009).4  
 
2.2. PM Monitoring 
Ambient PM concentration is monitored through a network of more than 1,200 
monitoring sites across the country. These sites are usually placed in areas with high population 
density to ensure a reasonably representative measure of population pollution exposure. During 
my study period, 2001 to 2013, the PM monitoring network spanned more than 600 counties, 
accounting for roughly 70 percent of U.S. population.  
Unlike monitoring of many gaseous air pollutants (such as ozone) that uses automated 
laser-based methods, PM monitoring is filter-based and is associated with substantial manual 
operation and maintenance tasks such as field sample collection and subsequent laboratory 
analysis. By the EPA’s data on the estimated cost break-down of PM monitoring (U.S. EPA, 
1993), the annualized per-site cost of PM monitoring associated with monitor procurement, 
operation, and maintenance is estimated to be roughly $21,000 with a 1-in-6 day schedule and 
                                                 
4 A rich literature documents the significant effects of other provisions of the NAAQS targeting 
at different air pollutants, such as Total Suspended Particulate and Ozone, on air quality 
(Henderson, 1996; Chay and Greenstone, 2005) and industrial activities (Becker and Henderson, 




$41,000 with daily (1-in-1 day) monitoring (both estimates in 2013 dollars). With roughly 600 
sites operating on a 1-in-6 day schedule, the cost savings from intermittent monitoring 
aggregates to about $12 million per year (vis-à-vis the status quo spending of $48 million per 
year on the entire PM monitoring network).  
 High operation and maintenance costs prompt the practice of intermittent monitoring, 
which has been adopted since the initiation of atmospheric particle pollution sampling in the 
1950s (U.S. Public Health Service, 1957). The cyclical 1-in-6 day monitoring method was 
introduced by Akland (1972) in the wake of regulatory monitoring of total suspended 
particulates in the 1970s. This practice was subsequently adopted for PM monitoring starting in 
the 1980s. By that time, the EPA also introduced more frequent 1-in-3 day and daily sampling 
schedules. These more frequent schedules are used at sites with higher levels of pollution where 
higher data capture rates are desired (U.S. EPA, 1985). Since the initiation of PM2.5 monitoring 
in the 1990s, the EPA has been tending toward more frequent monitoring. For example, in the 
initiation of PM2.5 monitoring, the EPA requires all PM2.5 monitors to operate on a minimum of 
1-in-3 day basis (40 CFR 58.13, 1997; U.S. EPA, 1998a). However, in response to states’ 
concerns over cost burdens and a continuing interest in less frequent monitoring, the EPA allows 
exemptions for lower monitoring frequencies on a case-by-case basis (U.S. EPA, 1998b). From 
2001 to 2013, the vast majority of PM monitors followed either a 1-in-6 day (42 percent of 
monitors), 1-in-3 day (33 percent), or daily (22 percent) schedule.5 Although this paper focuses 
on the 1-in-6 day schedule where gaming is most likely to occur, I also report responses to the 1-
                                                 
5 A small number of monitors were granted the exemption to conduct seasonal sampling or, in 
rare cases, to follow a once-every-12-day schedule. The appendix includes a more detailed 
discussion of the history of intermittent PM monitoring and how monitoring frequencies are 
assigned. In general, more frequent sampling rates are assigned to areas with a higher chance of 
violating the NAAQS. For a comprehensive study on ambient monitoring network design, see 




in-3 day schedule. In addition, I report “placebo” tests around 1-in-1 day sites where no strategic 
responses are expected. 
As a guideline for states to schedule their monitoring routine, the EPA publishes a 
monitoring calendar on its website at the end of each calendar year, informing states of the 
monitoring schedule for the next calendar year. Figure 1 presents the calendar for 2001. Notice 
that the monitoring schedule is not staggered across 1-in-6 day monitors; put differently, all 1-in-
6 day monitors are scheduled to sample pollution on Jan 1st, 2001, followed by Jan 7th, 2001 and 
so forth. Also, starting from year 2001, the 1-in-6 day monitoring schedule follows strictly six-
day cycles beginning with the first monitoring date of Jan 1st, 2001. Therefore, monitoring status 
of any day post Jan 1st, 2001 is predetermined. In this sense, the annual calendar publication can 
be viewed as only providing reminders to states of the monitoring schedule. 
 
3. The 1-in-6 Day Pollution Gap 
3.1. Data and Summary Statistics 
Monitor Data. I obtain PM monitor characteristics from the EPA's Air Quality System 
(AQS) for the years 2001 to 2013. The annual summary data files of the AQS are the source of 
monitor-level information on scheduled number of monitored days, actual monitored days, 
latitude and longitude location, and annual PM concentration statistics, such as the mean and the 
max. I identify 1-in-6 day (1-in-3 day, 1-in-1 day) monitors by finding monitors that are required 
by the EPA to sample 60 or 61 (121 or 122, 365 or 366) days a year.   
Satellite Data. I construct a measure for atmospheric particle pollution (“aerosol”) using 
satellite data from the NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS) 




atmospheric aerosol concentration by measuring the extinction of sunlight, based on knowledge 
of aerosol’s ability to scatter and absorb light at different spectral wavelengths. MODIS 
summarizes aerosols in a dimensionless index called aerosol optical depth, which has a 
theoretical range of -0.05 to 5, with smaller value corresponding to lower level of aerosol 
concentration (Kaufman, et al., 1997; Remer et al., 2005; Voiland, 2010). In the United States, 
the vast majority of the index’s value falls within the range of 0 to 1, with a mean of roughly 
0.12. To simplify language, in subsequent sections I refer to this measure as “aerosol” or 
“aerosol concentration.” 
To facilitate interpretation, it is perhaps helpful to proceed with three connections 
between the concept of the satellite-based aerosol measure and the traditional ground monitor-
based PM measure. First, despite the difference in measurement approaches, ground monitor and 
satellite have a similar target of measurement. PM monitors retrieve the concentration of small 
air particles (e.g. nitrates, sulfates and black carbons) by measuring the amount of particles 
deposited when air is passed through a size-discriminating filter media; when in the atmosphere, 
these particles interact with sunlight, and therefore are picked up by the satellite measure. Such 
an overlap in the measurement target has been the foundation of a large body of atmospheric 
science literature that documents a strong correlation between the satellite measure and ground-
monitoring data.6  
Second, unlike PM monitors, which measure pollution concentration at the ground level, 
the satellite orbits at a height of roughly 700 km; when the satellite passes over a given point on 
                                                 
6 See e.g., Liu, Franklin, Kahn, and Koutrakis (2007), Lee, Coull, Bell, and Koutrakis (2012), 
Zhang and Li (2015). Previous economic research has also used the aerosol measure as the proxy 
for air pollution in developing-country contexts where monitoring data are sparse, see e.g. Foster, 
Gutierrez, and Kumar (2009), Chen, Jin, Kumar, and Shi (2013), and Bombardini and Li (2016). 




the ground, it captures aerosol conditions for the entire column of air from its viewpoint. 
Therefore, the aerosol measure should be interpreted as the amount of particle pollution in the 
entire atmosphere corresponding to a given location, rather than a precise measure of population 
exposure at that location. For example, while the satellite may see a tall smoke stack generating 
pollution, the population in the local area is probably exposed to that pollution to a lesser extent, 
as the wind blows.  
Finally, most ground-monitoring data provide the average pollution concentration within 
a given time period (usually within a 24-hour period) on days when monitoring is conducted; in 
contrast, satellites provide daily snapshots of pollution in a given area at an (almost) fixed time 
of day. Aboard the polar-orbiting satellite Terra, MODIS continuously observes the earth’s 
atmosphere with a 2,330km-wide sweeping swath, scanning each point on the planet every day at 
approximately 10:30am local time.7 The swaths are then merged together to form daily imagery 
of aerosol concentration with a spatial resolution of 10km×10km (i.e. half of the size of the 
average U.S. ZIP Code). My key outcome dataset is a daily panel of aerosol concentration 
linking each 10km×10km grid cell from 2001 to 2013.8 
Summary Statistics. Table 1 presents satellite aerosol and ground monitor summary 
statistics by calendar year. Columns 1 to 4 show 10km×10km grid × daily-level satellite aerosol 
                                                 
7 MODIS is also installed on the satellite Aqua, Terra’s sister satellite, although data from 
Aqua’s platform is available only since 2004. For that reason, this paper uses data from Terra. 
8 Pixel arrays in the original satellite imagery do not identically overlap on a daily basis. To 
create the panel dataset, the imagery is mapped onto a fixed map of 10km×10km grid cells, 
which I obtain from the U.S. National Grid Information Center. This procedure ensures that the 
grid dataset preserves the original resolution of the satellite imagery, while each grid tracks 




statistics.  Over the period of study, the aerosol level stayed relatively stable, declining by an 
average of 0.5 percent per year from 2001 to 2013.9  
Columns 5 to 7 of Table 1 show monitor-level statistics, including, for each year, the total 
number of monitors, number of 1-in-6 day monitors, and number of 1-in-6 day monitors 
exceeding PM NAAQS.10 Columns 5 and 6 show that the total number of monitors decreased 
over time. This trend began in 1997, with a NAAQS revision that initiated PM2.5 monitoring and 
redirected sources from monitoring of PM10 (U.S. EPA, 1997a). As will be described in further 
detail below, I exploit monitor retirement events to show that the pollution gap between off- and 
on-days disappears as monitors retire.  Column 7 shows that, every year, about 7 percent of 1-in-
6 day monitors exceed NAAQS.11  
Columns 8 and 9 present counts of monitoring site. A monitoring site is a geographic unit 
that may contain multiple monitors. The main analysis is done at the monitoring site level 
because the locations of different, individual monitors within the site are not distinguished 
among one other.  To be conservative in aggregating individual monitor-level schedules to the 
site level, I define a site to be a 1-in-6 day site if any PM monitor in that site follows the 1-in-6 
day schedule. Defining the sample this way is expected to bias against finding strategic 
responses to the six-day monitoring schedule. For example, some monitoring sites may have a 
                                                 
9 The rate of decline of aerosol is about 1.42 percent per year around PM2.5 monitors and about 
1.05 percent around PM10 monitors. These are roughly on par with trends of pollution measured 
using ground monitor data, which show an annual decline rate of 2.3 percent for PM2.5 and 1.35 
percent for PM10.  
10 In all following analyses, I restrict to NAAQS-eligible monitors, i.e., monitors that obtain at 
least 75 percent of required samples for each quarter of the year. Monitors that fail to satisfy such 
requirement are not eligible to be used by states to demonstrate NAAQS compliance. Results are 
not sensitive to the inclusion of ineligible monitors.     
11  The number of NAAQS-exceeding monitors decreases over the sample period, with a 





daily monitor and a 1-in-6 day monitor, where the latter is used to provide quality assurance data 
for the former. 12  In the analysis below, I confirm that the evidence of schedule gaming is 
stronger if I restrict to sites with a standalone 1-in-6 day monitor.    
Columns 10 to 13 present monitor-level statistics aggregated to the county level. Column 
10 shows the number of counties that have PM monitors. Column 11 shows that a population of 
roughly 200 million people  live in these counties in the lower 48 states, and column 13 shows 
that about 65 percent of them live in counties that have at least one 1-in-6 day monitor. Note that, 
although total population coverage of PM-monitoring counties has stayed almost constant over 
time, population that live in 1-in-6 day counties has declined significantly during the study 
period, driven by the substantial decrease in the number of 1-in-6 day monitors (column 6).  
 
3.2. Empirical Framework 
Empirical Specification. The strictly 1-in-6 day design of the monitoring schedule 
motivates a straightforward identification strategy that estimates the causal effect of the schedule 
on pollution by simply comparing levels of air pollution across days of a 1-in-6 day monitoring 
cycle. The estimation equation is  
  
   (1) 
    
where  is the logged satellite aerosol concentration at monitoring site s at time t, 
measured by the daily aerosol level within the 10km×10km grid cell that corresponds to the land 
                                                 
12 For quality assurance purpose, the EPA requires a certain percentage of 1-in-1 day and 1-in-3 





area containing the site.13 The key coefficients of interest are the 's ( , , , , ) that 
represent air pollution on each day of cycle, running from three days before to two days after the 
on-day. The on-day is marked as day 0, which is the omitted category in the regression, so the 
's should be interpreted as percentage changes in air pollution during the off-days relative to the 
on-day. The strictly 1-in-6 day cyclicality of the off-days treatment implies that very few 
confounders may bias 's from identifying the causal effect of the monitoring schedule, 
especially given the extensive length of the panel dataset. To confirm this point, I report results 
from two types of specifications. In the first, I report estimates of 's conditional on no 
covariates, so that  simply shows the raw difference between pollution on day d of a cycle 
relative to the on-day. Second, I report regressions that include a rich array of controls including 
time fixed effects  (year, month-of-year, and day-of-week fixed effects), monitoring site 
fixed effects , as well as , which is a matrix of time-variant weather controls including daily 
temperature categorized into ten 10-degree bins, daily wind speed quartiles, and quadratic daily 
precipitation. Since pollution observed at a site is likely driven by emissions elsewhere that also 
affect nearby sites, all inferences allow for correlations in errors across different monitoring sites 
within the same county, clustering standard errors at the county level. 
I also estimate a more parsimonious version of equation (1) which takes the following 
form 
   
   (2) 
                                                 
13 For the sake of description, in the main analysis I ignore the fact that a 10km×10km grid may 
contain multiple monitoring sites. In fact, during the study period the most populous grid 
contains 13 monitoring sites. However, more than 85 percent of grids contain a single site, and 
less than 1 percent of grids contain more than three sites. I confirm that dropping duplicative 





All components in this estimation equation are the same with equation (1), with the only 
difference being that, rather than having five dummies separately indicating days of a 1-in-6 day 
monitoring cycle, equation (2) includes the  dummy which indicates all five off-
days. The coefficient  therefore represents the gap in pollution levels between an average off-
day vs. an average on-day.  
To interpret  as the causal impact of the monitoring schedule on air pollution, the 
identification assumption must hold that no differential pollution levels would have been 
observed between on- and off-days in the absence of the monitoring schedule. Put differently, I 
assume that the only reason that ambient air quality might show a significant pattern once every 
six days is because polluters react to the incentive of monitoring avoidance generated by the 1-
in-6 day sampling schedule. While this assumption is not directly testable, in section 3.5 I 
implement placebo tests; these tests are based on the idea that a pollution gap is not expected to 
occur in areas that lack incentives to reduce pollution during monitored days, such as would be 
the case in regions in which monitors sample air quality every day. 
Interpretation: changes versus levels. The estimation framework above identifies the 
causal effect of intermittent monitoring on strategic responses by looking at changes in pollution 
levels on off-days relative to on-days (“Is off-days pollution higher than on-days?”). The 
framework, however, does not identify the effect of intermittent monitoring on the average level 
of pollution. For example, the research design does not speak to the counterfactual levels of air 
pollution if places that currently undertake 1-in-6 day monitoring conduct 1-in-1 day monitoring 
instead (“If polluters face 1-in-1 day monitoring instead, will pollution levels on off-days reduce 




responses, knowledge of counterfactual pollution levels is important when thinking about the 
social damages, such as health costs, due to intermittent monitoring.14   
 
3.3. Baseline Results: 1-in-6 day Pollution Gap 
I first estimate equation (1) using my preferred sample, which includes all monitoring 
sites containing at least one 1-in-6 day PM monitor from 2001-2013. The sample includes 1,193 
monitoring sites that span 563 counties in the lower 48 states. Figure 2 reports the results. I do 
not condition the regression on any covariates, so the solid line simply represents the time path 
of air pollution in a 1-in-6 day monitoring cycle, averaged across all cycles in the sample. As 
described in the introduction, within a typical monitoring cycle, air pollution exhibits a flat path, 
except for a sharp drop during the on-day. This pattern provides a striking revelation of polluters’ 
ability to manipulate ambient air quality at the monitoring sites on a short-term basis.  
Table 2 reports the average 1-in-6 day off-days vs. on-days pollution gap using equation 
(2). Results in column 1 correspond to Figure 2 and show that air pollution is on average 1.6 
percent higher on an off-day relative to an on-day. Column 2 reports that adding the full set of 
controls does not change the estimates. In column 3, I restrict the estimation sample to sites with 
a standalone 1-in-6 day PM monitor. This action is expected to reduce the diluting impact from 
sites where the 1-in-6 day monitor is collocated with high-frequency monitors, such as ones that 
sample every day. In this case, the pollution gap rises to about 1.8 percent. The effect persists if I 
further restrict the sample to counties with only 1-in-6 day monitors (column 4). The fact that 
                                                 
14 In ongoing work, Zou, Miller, and Molitor (2017) present evidence that the higher levels of 
pollution experienced on unmonitored days lead to worse outcomes, such as increased mortality 




gaming on average appears stronger in standalone sites provides suggestive confirmation that 
gaming is in fact targeting 1-in-6 day monitors.15 
 
3.4. When Do Strategic Responses Arise?  
Naturally, we expect avoidance actions to concentrate in regions out of compliance as 
they are most strongly incentivized to reduce measured levels of pollution (e.g., Auffhammer, 
Bento, and Lowe, 2009). I present such evidence in section 4 below. Here I make the observation 
that, although the monitoring schedule follows strictly six-day cycles, avoidance actions are 
unlikely to arise every six days. To investigate when strategic responses arise, I test for 
heterogeneous pollution gap by the county’s measured pollution levels in the recent past. 
Specifically, I begin by augmenting equation (2) with an interaction between the  
dummy and the county’s average PM2.5 level in the previous month. In this exercise, I include 
the control matrix (containing geographic and time fixed effects, and time-variant weather 
controls, etc.) as specified in section 3.2 in order to leverage the idiosyncratic variation of 
monthly PM2.5 levels within the same county.  
Figure 3, panel A summarizes the results. The figure plots pollution gap estimates 
separately by bins of the county’s previous month PM2.5 level (< 6 ug/m
3, 6 – 10 ug/m3, 11 – 15 
ug/m3, and > 15 ug/m3). Results suggest a strongly positive correlation: pollution gaps of over 7 
percent are observed when the previous month’s pollution level exceeded the regulatory standard 
of 15 ug/m3. In contrast, no pollution gap is detected at times when pollution level is far below 
the standard (< 6 ug/m3).  
                                                 
15 Coefficient estimates obtained using the preferred sample and the restrictive sample are not 
statistically distinguishable. A joint test of equal effects across sites with multiple monitors and a 




This result appears to indicate a strikingly short-term “no-game low, game high” strategy: 
monitoring avoidance efforts are allocated to “pull down” the measured pollution level when it is 
approaching or has recently exceeded the regulatory guideline.16 But note that high levels of 
pollution in a month may also represent serial correlation in a county’s monthly PM2.5 levels. To 
tease out the short-term component, I estimate a separate specification that correlates the 
magnitude of the pollution gap with six lags of monthly average PM2.5 levels, and, as a placebo-
style exercise, six leads of monthly pollution as well. Figure 3, panel B shows that the previous 
month’s pollution level predicts a pollution gap, but longer-term lags in pollution non-
compliance in the county do not; reassuringly, leads of pollution terms are not predictive of this 
month’s pollution gap. 
In sum, the results indicate a high level of sophistication in monitoring avoidance. Even 
though counties do not fall into non-compliance for just a month’s exceedance, close attention 
appears to be paid to pollution levels in the recent past, and monitoring avoidance efforts are 
allocated to target those most polluted time periods. Who has the capacity to carry this out? 
Individual polluters may, but that probably requires a set of very conscientious factory managers 
who understand their relative contributions to ambient air quality, the federal monitoring 
schedule, and what pollution levels have recently been recorded in the county. From a 
plausibility perspective, this information is much more readily available to the local government 
agencies who oversight air quality on a day-to-day basis. I explore coordination issues in 
sections 4 and 5.  
 
                                                 
16 Note that this is different from mean-reverting, as the result indicates a larger percentage 




3.5. Placebo Tests 
The identification assumption states that no pollution gap would have been observed in 
the absence of the 1-in-6 day monitoring schedule. To boost the confidence in the internal 
validity of the empirical design, I provide two types of placebo tests that establish a null 1-in-6 
day pollution gap in places where gaming is not expected. 
The first test explores the retirement of 1-in-6 day monitoring sites. If gaming is indeed 
targeting the 1-in-6 day schedule, then one should expect the disappearance of the pollution gap 
after sites are removed.17 To operationalize this test, I first draw upon information in the EPA’s 
monitor listing file and identify 490 cases of 1-in-6 day monitoring sites retirement events. The 
analysis then uses the satellite measure to track air quality in the areas where these sites are 
located, and compares the off-days vs. on-days pollution gap before and after sites’ retirement. 
Note that I can estimate the pollution gap even after the site was removed because the monitoring 
calendar is universally applied, and, hence, even in the absence of a working monitoring site, I 
know what the sampling dates would have been. Figure 4 reports the results, where the 1-in-6 
day pollution gap is shown as a function of years relative to sites’ retirement. The gap is about 
2.1 percent for the time frame when the site was still operating; for the exact same area, the gap 
closes immediately after monitor retires.  
In the second type of placebo check, I apply the same methodology to estimate the 1-in-6 
day pollution gap near sites where gaming is either not feasible or not necessary. These include 
about 560 monitoring sites that follow the 1-in-1 day schedule, and about 800 hazardous air 
pollutants (HAPs) monitoring sites that also follow a 1-in-6 day schedule for the monitoring of 
                                                 
17 Monitoring sites retire for two main reasons: (1) budgets are reallocated to the monitoring of 
other pollutants; (2) very occasionally, pollution sources in the monitored area exit, leaving little 
need to continue monitoring. These reasons are not distinguished in the test which simply 




other pollutants not subject to any regulatory standards.18 Table 3 reports that no significant 1-in-
6 day pollution pattern is detected near these sites. Table 3 also reports a simple power 
calculation that shows that the placebo tests have enough statistical power to detect an effect that 
is similar in size to the effect found in the main analysis (Table 2) at a conventional significance 
level. These findings again support the identification assumption that no 1-in-6 day pollution gap 
would have been observed in the absence of the 1-in-6 day monitoring schedule.  
  
3.6. Pollution Gap Near 1-in-3 day Monitoring Sites 
Are strategic responses observed around 1-in-3 day monitoring sites? I now repeat the 
same analysis for sites that follow the 1-in-3 day monitoring schedule. Despite the relatively high 
sampling frequency, it is an empirical question whether polluters can engage in effective gaming 
against a sampling schedule operating on a one-in-three-day basis. 
My analysis finds no strong evidence of gaming against the 1-in-3 day sites. Figure 5 
shows that, on average, the pollution path within a typical 3-day monitoring cycle exhibits a “V” 
shape, but the difference in pollution levels on off-days vs. on-days is not significant. Regression 
estimates in Table 4 confirm this finding. Columns 1 and 2 show that the average 1-in-3 day 
pollution gap is about 0.3 percent and is not statistically significant whether or not control 
variables are included. Column 3 reports that restricting to sites with standalone 1-in-3 day 
monitors does not increase the estimate. When the estimation sample is further restricted to 
counties with only 1-in-3 day monitors (column 4), I find a pollution gap of 0.54, and it is 
marginally significant (p = 0.076). Again, a simple power calculation suggests sufficient 
                                                 
18 These sites monitor a total of 734 different toxic air pollutants among which the five most 




statistical power to detect an effect size similar to the 1-in-6 day pollution gap (power > 0.999 for 
detection of a 1.5 percent effect that is significant at the 5 percent level).  
 
4. Sources of the Pollution Gap 
This section explores correlates of the pollution gap to shed light on the sources of the 1-
in-6 day pollution gap. Section 4.1 begins by documenting the cross-sectional variation in the 
magnitude of the pollution gap across counties. In section 4.2, I present a data-driven exercise to 
explore economic and industrial characteristics of regions with large pollution gaps.  
 
4.1. Identifying Pollution Gap “Hot Spots”  
Pollution Gaps across Counties. I begin by estimating one off-day vs. on-day pollution 
gap per county in the contiguous U.S. For each county c, the following estimation equation is 
fitted:   
 
   (3) 
 
where  denotes logged aerosol level in grid i inside county c on date t. 
Seasonality controls  include year, month-of-year, and day-of-week dummies. County 
fixed effects  are not actually included in the estimation, because regressions are run 
separately by county. The average county-level regression contains 35,236 observations (median 
= 21,086 observations) at the 10km×10km-by-daily level.19 
                                                 
19 Alternatively, one could employ a county fixed effects approach and obtain the same point 
estimates of  in a single regression where the off-days dummy and the time fixed effects are 




        Figure 6 plots ’s, the county-level estimates of the pollution gap from equation 
(3). The map is drawn so that warmer colors indicate areas where pollution is higher during 
monitor off-days relative to on-days. The map exhibits two features. First, areas with large 
pollution gaps exhibit a strong “clustering” pattern that is evident in parts of California, parts of 
Montana, Southern Texas, as well as a group of states in the Midwestern U.S. In the following 
analysis, I define pollution gap “hot-spot” counties as those with a top-decile pollution gap 
estimate. However, due to the spatial nature, most conclusions I present in this section are not 
qualitatively sensitive to alternative definitions of hot spots, such as defining hot spots as 
counties with pollution gaps in the top quintile. Second, some counties exhibit a negative 
pollution gap, which indicates that aerosol levels are lower during off-days in comparison to on-
days. These areas are usually observed in between hot spots, and are more common in the eastern 
United States. In the following discussion, I show that wind transport can provide a potential 
explanation for negative pollution gaps. 
Wind Transport and Pollution Gap Shifts. Wind transport of air pollutants can create 
complex dynamics, and therefore complicates the interpretation of the magnitude of 1-in-6 day 
pollution gaps across counties. Two complications may arise. First, even if a county does not 
respond strategically to the monitoring schedule, it may exhibit a pollution gap if it locates near a 
county that does respond. Second, because the pollution gap is a measure of pollution differences 
relative to the on-days pollution levels, pollution transport may cause a positive pollution gap in 
the “source” county to appear as a negative gap in other counties.  
                                                                                                                                                             
computational burden. Results are very similar in estimating equation (3) with alternative levels 
of stringency, such as removing all controls or further including for grid cell-specific effects in 




Figure 7 presents a test of whether the geographic pattern of a pollution gap (Figure 6) is 
consistent with such dynamics. In this heat chart, a color cell represents the pollution gap 
estimate for a given group of counties, with warmer color indicating larger pollution gap. Row-
wise, the heat chart shows pollution gap estimates by counties in each decile of distance to hot-
spot counties, starting from the hot-spot counties themselves on the bottom row. Column-wise, 
the chart shows estimates from the exact same data, but using different days of cycle for 
normalization. Take color cells on row “94” for an example. This row shows pollution gap 
estimates for the decile of counties that are on average 94 miles away from hot-spot counties; the 
color cell in column 0 (column 1) shows the pollution gap estimate when pollution on day 0, i.e., 
the on-day (day 1, i.e., the day following the on-day) is normalized to zero.  
The graph exhibits three patterns: (1) begin with column 0, where pollution gap is 
defined by normalizing the on-day to zero. This shows that pollution gaps in hot-spot counties 
are large, but gradually turns smaller, and eventually become negative, as one moves away from 
the hot spots; (2) these negative pollution gaps in column 0 appear as positive gaps in some other 
columns where the normalization is based on alternative days of cycle. Notably, the solid arrows 
show that the timing of “pollution-decline-day”, indicated by the warmest color cell within each 
row, shifts systematically to the right. As a result, the visual pattern shows a “plume-like” shape; 
and (3) the speed of the pollution gap shifts is consistent with the average vector wind speed in 
the United States of 3 miles per hour. For example, the dashed arrows show the predicted path of 
pollution gap shifts, where a 1-in-6 day pollution gap is assumed to be generated by the hot-spot 
counties and shifts at a speed of 3 miles per hour. 
In the Appendix, I report additional analysis that further disaggregates the wind-transport 




a strong shifting pattern of the pollution gap in downwind counties, and little shifting in upwind 
counties. In subsequent sections, I focus primarily on characteristics of hot spots and set aside 
the variation in the magnitude of the pollution gap, because the latter is more likely to reflect a 
complex mix of local strategic responses and a blown-in pollution pattern from neighboring 
areas. 
  
4.2. Characteristics of the Pollution Gap Hot Spots 
My previous analysis uncovered substantial variation in the 1-in-6 day pollution gap 
across counties. Here, I explore cross-sectional correlates of the pollution gap to shed light on 
potential mechanisms. The empirical exercise seeks to determine which economic and industrial 
characteristics are explanatory of counties being pollution gap “hot spots,” defined as those with 
pollution gap estimates in the top decile of magnitude.  
Compliance Status and Emission Concentration Characteristics. While the analysis is 
ultimately a data-driven exploration of the roles of a broad range of characteristics, I begin with a 
set of characteristics whose expected direction of correlation is informed by the incentive 
structure of regulation. These characteristics are: 
(1) A county’s PM2.5 or PM10 NAAQS non-attainment history. As discussed in section 
2.1, non-attainment counties bear higher regulation costs and have a higher incentive to reduce 
measured air pollution levels. Strategic responses therefore are expected to be more likely in 
these counties. I assign each county its non-attainment indicator based on whether any PM2.5 and 
PM10 non-attainment status was designated by the EPA from 2001 to 2013;   
(2) Presence of 1-in-6 day PM monitoring sites. To the extent that gaming is targeting the 




higher likelihood of being a pollution gap hot spot. Because the monitoring network changes 
over time, 1-in-6 day monitoring counties are defined as those ever had any standalone 1-in-6 
day PM monitors from 2001 to 2013;   
 (3) County’s emission share concentration (Herfindahl Index). In the context of ambient 
pollution manipulation, it is reasonable to think that strategic responses should be larger in areas 
with major polluters than in areas where total emissions are scattered among many smaller 
polluters. I construct a county-level air pollutants emission Herfindahl Index using annual plant-
level emission observations drawn from the EPA’s Toxic Release Inventory (2001-2013). This 
measure ranges from 0 to 1, where higher value represents counties with higher emissions 
concentrations. In the subsequent analysis, a county is said to have high emission concentrations 
if the Herfindahl Index is greater than 0.9.20  
Table 5 presents the association between a county’s hot-spot status and the characteristics 
described above. Columns 1 to 3 report bivariate specifications where the hot-spot indicator is 
regressed on the characteristics one by one. Columns 1 and 2 show that both non-attainment and 
1-in-6 day monitor presence are positively and statistically significantly correlated with hot 
spots. Both correlations are large in magnitude. Non-attainment status is associated with a 5.2 
percentage point increase in the chance of being a hot-spot county, while having 1-in-6 day 
monitors is associated with a 3.9 percentage point increase in the likelihood. Both correlation 
estimates are based on a dependent variable mean of 10 percent, reflecting the definition of hot 
spots in terms of the decile with the largest pollution-gap estimates. On the other hand, column 3 
                                                 
20 Results are robust to using alternative cuts of the Herfindahl Index, such as defining high 
concentration as having a single polluter in the county, or using the Index directly as the 
explanatory variable. I also could have built the Herfindahl Index using plant-level PM emission 
measures from the EPA’s National Emission Inventory (NEI) available every three years since 




shows that the correlation between hot spots and the Herfindahl Index is insignificant and small 
in magnitude. Because counties’ regulatory and emission characteristics are likely to correlate 
with each other, I also report a joint regression where the three characteristics are used to jointly 
explain hot spots. Column 4 suggests that the correlational estimates are similar to those from 
columns 1 to 3.  
While results in columns 3 and 4 suggest a weak correlation of the emission Herfindahl 
Index with hot spots, I cannot rule out the possibility that the role of emission concentrations 
may differ across areas. For example, heterogeneity may arise if emission concentrations only 
matter in areas with a higher propensity to respond to the monitoring schedule. Consistent with 
that view, column 5 of Table 5 reports that the Herfindahl Index is a very strong predictor of hot 
spots in counties with 1-in-6 day monitors - as shown by the coefficient on the interaction term 
between a high Herfindahl Index and the presence of a 1-in-6 day monitoring schedule. In the 
Appendix, I report additional evidence that a larger pollution gap is indeed observed around 1-in-
6 day monitoring sites locate in high Herfindahl Index counties. As an important note to 
interpretation, the results on the role of emission concentrations is consistent with the view that 
ambient air quality is easier to manipulate in areas with major polluters. However, the results do 
not necessarily imply that strategic responses are initiated and coordinated among major 
polluters themselves. As I discuss in further detail toward the end of this section, these findings 
can alternatively be explained by the fact that it is easier for the local governments to coordinate 
monitoring avoidance in areas with high concentrations of emissions.   
Industry Characteristics. Because industries differ across various dimensions such as 
PM emission intensity, location, production technology and so forth, they may respond 




linking pollution gap hot spots to variation in industry concentration. The conceptual exercise is 
to compare the maps of pollution gap hot spots and industry concentrations. A stronger industry 
correlation is therefore indicated by a better line-up between hot spots and counties with a high 
concentration of that particular industry. I implement this exercise in a simple statistical learning 
framework. Begin with the following estimation equation:   
 
     (4) 
 
The key explanatory variables are a set of dummies , each indicating 
whether county c is in the top decile of industry j’s county-level concentration distribution, 
where concentration is measured by the share of industry-j employment relative to the county 
total. In other words, for each industry j, I compute its employment share in each county c, and 
 indicates counties in the top decile for that industry. To construct the employment 
share measures, I use 3-digit NAICS-level employment data from the Census County Business 
Pattern. All measures are computed as averages from 2001 to 2013. The key coefficients of 
interest are αj’s, which tell us if a high concentration of industry j is predictive of hot spots, 
conditional on other industry profiles in the county. Other county-level characteristics  include 
the 1-in-6 day monitoring dummy, the PM non-attainment status, and other controls, such as 
state fixed effects dummies, described in more detail below. 
While the exercise does not aim to tease out the causal relationship between hot spots and 




of hot-spot counties by exploring robustness of industry correlates through a variety of 
specification changes. I begin by enriching the specifications to capture omitted variables that 
potentially correlate with observable industry characteristics. Several actions are taken. First, I 
present an augmented version of equation (4) where, in addition to “polluting” industries 
(defined 2-digit NAICS industries that contribute to at least 1 percent of national total PM10 
emissions 21 ), I control for dummies indicating high concentrations of all available 3-digit 
industries included in the County Business Pattern. To capture potential influence from mobile 
pollution sources, I also include dummies for whether highways and/or major (Class 1) railroads 
intersect the county. Second, I report models that use within-state variations in industrial 
concentrations by including state fixed effects. This action is expected to reduce the influence of 
unobserved geographic correlates that don’t vary much within a confined area. Third, I estimate 
the model in subsamples that are restricted to counties that fall within 50 miles of the hot spots. 
In a related specification, I further restrict to hot-spot counties themselves, and use the same 
estimation model to predict the intensity of the pollution gap. This estimation uses  from 
equation (3) as the outcome variable while weighting observations by the precision measure 
1/  where  is the standard error for the pollution gap estimate .  
Next, I simplify specifications by seeking sparse solution to the econometric modeling. 
While the dummy-variable approach enjoys flexibility, having too many explanatory variables 
can potentially make the estimation inefficient and reduce the generalizability of the results. I 
pair OLS estimation with the Least Absolute Shrinkage and Selection Operator (LASSO) which 
performs variable selection on the entire set of regulatory, industrial, and state dummies 
                                                 
21 Emission shares are computed using the EPA’s 2011 National Emissions Inventory which 





(Tibshirani, 1996). I employ a simple version of LASSO which regularizes the complexity of the 
model by imposing a penalty on the sum of absolute values of all regression coefficients. This 
procedure yields a sparse solution of the original optimization problem by shrinking coefficients 
of certain explanatory variables to zero.22  
Figure 8 offers a visualization of the results. In this heat chart, a cell represents t-statistics 
of a coefficient estimate; cells on a same column are obtained from a joint regression which is 
specified by the chart’s header section. The color scheme is such that redness indicates positive 
correlation; blueness indicates negative correlation; and darker color indicates stronger 
correlation. I organize polluting industries into sector blocks, ranked from sectors that emitted 
the highest share of PM (Utilities) to the lowest (Administrative, Support, Waste Management, 
and Remediation Services). In the interest of space, I do not report coefficients for all other non-
polluting industries that contribute less than 1 percent of total PM emissions.    
Begin with the panel on the left-hand side, which corresponds to OLS estimation. There 
are two evident color patterns. First, strong signals (i.e., dark red) are observed from the upper 
part of the chart, while signals from the lower part of the chart are weak. This pattern is 
consistent with the view that strategic responses are expected to come from polluters that emit 
high volumes of particulate matter pollution and therefore have a chance to manipulate ambient 
air quality. Second, a number of polluting industries exhibit consistently strong positive 
correlations with hot spots. These include wood product manufacturing, chemical product 
manufacturing, and mining. Moreover, counties with highway segments are more likely to be 
pollution gap hot spots (I discuss this finding in further detail in the next section). The LASSO 
                                                 
22 Conceptually, this imposes a constraint of  when solving the original OLS problem 
for equation (4). This would yield a path of solution depending on the degree of penalization , 




estimation results on the right hand side panel largely confirm the OLS findings. Industries with 
low emission contributions tend not to be selected as relevant predictors; on the other hand, 
coefficient estimates remain largely unchanged for industries that are recognized by the OLS as 
consistent and significant correlates.   
Complementary Evidence at the Facility Level. The results thus far point to the 
number of polluting industries, such as wood product manufacturing, as a strong correlate with 
pollution gap hot spots. In light of this finding, I use the satellite pollution measure to test if a 1-
in-6 day pollution gap is indeed observed around plants in these industries. To further attribute 
this behavior to monitor-schedule gaming, I estimate a flexible specification that allows the 
pollution gap to depend on the plant’s distance to the nearest 1-in-6 day monitoring site. Because 
polluters are not expected to have control over ambient air pollution over long distances, gaming 
is expected to decrease over the distance between the polluter and the monitoring site. The 
specific estimation equation is as follows 
 
   (5) 
 
The outcome variable  is the log aerosol level of the 10km×10km area that 
contains plant p on date t. The indicator function  is a categorical variable that 
indicates distance bins from plant p to the nearest 1-in-6 day monitoring site.23 Interacting this 
categorical variable with the off-days dummy  allows the key coefficient  to vary 
by distance bin . In implementation, I focus on all plants that are within 50 miles of monitoring 
                                                 
23 Note that the distance measure has a time subscript as a plant’s distance to the nearest monitor 




sites, and I group them by distance deciles. All other plants are pooled into a single “> 50 miles” 
group. Therefore, the  will have 11 entries, tracing out a “distance gradient” of the -in-6 day 
pollution gap. The rest of the notation is analogous to that in equation (1), except that  is 
understood to include the main distance bin variables .24  
In the interest of space, the analysis focuses on the wood product manufacturing industry, 
which emerges as the strongest industry that correlates with hot spots in the aggregate-level 
analysis. In the Appendix I report examinations for other sectors, including chemical product 
manufacturing and mining, and for the presence of highways. The results for these sectors are 
qualitatively similar to the wood industry. 
I draw location information of wood product manufacturing plants from the EPA’s 
annual Toxic Release Inventory (TRI) data. The 1986 Emergency Planning and Community 
Right-to-Know Act (EPCRA) requires facilities in selected industries, including wood product 
manufacturing, to report to the TRI if they have at least 10 full-time employees, and if they 
process or use any one of EPCRA-listed toxic pollutants by more than a threshold amount. The 
final estimation sample contains 988 plants in the wood product manufacturing industry. 
Figure 9, panel A plots the  estimates from equation (5). Results show clear evidence 
that for plants that are the closest to 1-in-6 day monitoring sites (i.e., plants that fall in the first 
decile of distance distribution with the average distance equal to 1.9 miles), air quality on an off-
day is roughly 4 percent worse than on an on-day, according to the satellite measure. By contrast, 
this gap is not observed for plants further away from monitoring sites. While the distance 
gradient curve exhibits average off-days vs. on-days pollution difference, Figure 9, panel B 
                                                 
24  In practice, a 10km×10km grid area may include multiple plants. To avoid repetitive 
observations, the data are usually collapsed to the grid × daily level before the estimation is done. 





reports the 1-in-6 day pollution pattern for plants in the first decile as well as for plants in the 
other distance deciles. Around plants close to monitoring sites, the pollution path appears to be 
flat except for a ramp-up on the day preceding the scheduled monitoring day, followed by a 
significant decrease during the monitored day itself. This pattern sheds some light on the 
operative nature of gaming. It suggests that, at least among wood product manufacturers, the gap 
appears to be explained by substitution between emissions on the day before and during 
monitoring.        
Interpretation. While the empirical exercise provides a clear characterization of hot-spot 
counties’ industry correlates, it provides minimal answers regarding why some industries may 
respond strategically to the monitoring schedule while others may not. A capacity-related 
explanation seems reasonable for certain industries. For example, while the utility sector is a 
major PM emitter, power plants, especially coal plants, often run around the clock; for them, 
ramping up and down production in response to short-term monitoring schedule is very costly. 
By contrast, wood product manufacturers also contribute to a significant 3 percent of total PM 
emissions among point sources, but usually run on a low-capacity factor. In fact, wood plants, 
which operate at roughly 60 percent of capacity, have the lowest utilization rate among all 
polluting manufacturers examined in this study. The unused capacity might enable these plants to 
shift production activities around in avoidance of the pollution monitoring schedule.25  
Results thus far also do not directly speak to the organization of strategic responses. 
There are at least two mechanisms through which strategic responses may be operating. Polluting 
                                                 
25  Capacity utilization statistics are drawn from the Census Bureau’s 2008-2013 Quarterly 
Survey of Plant Capacity Utilization. The wood industry’s low capacity utilization rate is 
partially explained by the fact that it is usually a hard hit during recessions. Capacity utilization 
for wood (entire manufacturing) dropped from 70 percent (78 percent) at the beginning of 2008 




facilities that face the threat of non-attainment regulation may self-initiate strategic responses. 
Alternatively, one can imagine a setting where local governments coordinate the avoidance of 
federal pollution monitoring by encouraging reductions of pollution during monitored days. The 
data are not equipped to distinguish between these two mechanisms. For instance, the fact that 
larger responses are correlated with a Herfindahl Index showing high emission concentrations in 
certain counties does not necessarily imply that the effect works through major polluters’ self-
initiated responses. Instead, it may simply reflect the fact that it is easier for the local 
governments to coordinate monitor avoidance in such areas. Similar arguments can be used to 
explain industry findings. Nevertheless, some evidence points to a potential role of government 
coordination. Most notably, Figure 8 suggests that pollution gap hot spots consistently correlate 
with the presence of highway segments in the county. To the extent that traffic responses to 
monitoring schedules are unlikely to arise without manipulation at a central level, the evidence is 
suggestive of a role of coordination. I provide further evidence on this topic in the following 
section. 
 
5. An Example of Local Government Coordination: Strategic Air Quality Advisory 
Issuance 
Previous analysis hypothesizes a role of local government coordination in strategic 
responses to the EPA’s PM monitoring schedule. To test such possibility, I focus on an empirical 
setting where a specific form of coordination behavior is observable. Throughout the country, 




public warnings when ambient pollution concentration is expected to reach unhealthy levels.26 
When an action day is announced, citizens are advised to “take actions,” such as reducing energy 
and automobile use, to prevent deterioration of air quality. Previous research shows that these 
advisories affect outdoor activities and transportation decisions (Neidell, 2009; Cutter and 
Neidell, 2009; Graff Zivin and Neidell, 2009). I obtain all Action Day records from the EPA’s 
AirNow program. From 2004 to 2013, 346 reporting areas voluntarily adopted Action Day 
programs. These areas are a mix of cities, counties, metro areas, and states covering roughly 50 
percent of the U.S. population. To avoid double counting issuances in cases of overlapping or 
nested jurisdictions, I aggregate the data to the core-based metro area (CBSA) level.27 This gives 
me a total of 14,945 issuances at the CBSA × daily level from 2004 to 2013.  
I examine whether Action Day advisories are more likely to be issued on days when PM 
monitoring is scheduled. The hypothesis is tested using the same estimation framework outlined 
in equation (1), with the outcome variable changed to a dummy that indicates whether an Action 
Day advisory is issued on the CBSA × day. Since Action Days are often issued on an “episode” 
basis spanning multiple days, to better capture issuance timing I also estimate a variant of the 
model where only the first issuance (6,232 out of 14,945 total Action Days) is count for a period 
of consecutive Action Days.  
                                                 
26 Prediction of future pollution is based on previous days’ continuous monitoring data. These 
data are obtained from proxy (i.e. non-regulatory) monitors that are able to provide pollution 
estimates in real-time. See the Appendix for more detailed discussion of these continuous 
monitors.  
27 CBSAs are urban-centered geographic units representing county groups. Each CBSA has a 
population size of at least 10,000 and has commuting patterns tied to the urban center. 
Aggregation of pollution advisories to the CBSA level is motivated by the EPA's rule which 
specifies that public broadcast of the Air Quality Index (AQI), which usually serves as the base 
for Action Day issuances, should be implemented at the CBSA level (U.S. EPA, 2013). I have 




The main result is summarized in Figure 10, panel A, which tests for strategic timing of 
Action Day declarations adjusted for consecutive issuance. The graphical pattern provides 
evidence of a significant excess of advisories that are issued on pollution sampling days. On 
average, an action day is 0.108 percentage points more likely to be issued on an on-day, based on 
an average daily issuance probability of roughly 1 percent at the CBSA level.  
Returning to the main pollution gap specification as outlined in equation (2), I test 
whether Action Day warnings are in fact effective in generating a difference in air quality on off- 
an on-days. For each monitor, I group its 1-in-6-day cycle into three broad categories: (1) those 
that are located in which the metropolitan area has received a warning; (2) those that are located 
in areas that have not received warnings but have  adopted Action Day programs;  and (3) those 
that are located in metropolitan areas with no Action Day programs. Results in Table 6 appear to 
suggest that warnings are effective in generating pollution reduction on monitored days: cycles 
that contain warnings realize pollution reductions of 5 percent to 7 percent during on-days 
relative to off-days. On the other hand, strategic warnings are unlikely to fully explain the 
pollution gap finding. For example, I find a statistically significant, albeit smaller, pollution gap 
when no warnings are issued. There is also some evidence that a pollution gap exists in areas that 
did not adopt warning infrastructure. Overall, these findings on coordination in the specific 
setting of public behavior manipulation makes it possible to expect that coordination also exists 
in industrial settings. It appears reasonable to conclude that the observed 1-in-6 day pollution gap 
may result from a mixture of self-initiated strategic polluting activities and local governments’ 
effort to coordinate polluting activities. 





Fiscal constraints often motivate environmental regulators to monitor polluting behavior 
on an intermittent basis. A largely overlooked issue with intermittent monitoring is its 
vulnerability to polluters’ strategic responses, as is highlighted by recent evidence on the vehicle 
emission scandals. This paper reinforces these recent findings and extends the literature to a 
broader setting of ambient air quality regulation. I have presented evidence that a widely used 
once-every-six-day monitoring schedule for outdoor particle pollution causes significant 
deterioration in air quality on unmonitored days as compared to the levels observable to the air 
regulator on monitored days.  
The key finding of strategic responses is based on an atmospheric measure of air quality. 
Although I cannot precisely attribute the effect to individual polluting sources in a causal 
manner, I provide indirect tests of on the mechanisms by which strategic responses may arise. In 
particular, I show that the intensity of responses differs substantially across geographic regions, 
depending strongly on the characteristics of local areas’ economies and industries. Overall, my 
results are consistent with the view that strategic responses are more likely to arise where the 
incentives to avoid monitoring are stronger, such as areas subject to non-compliance 
punishments, and where the scope for avoidance is larger, such as areas with high-emission 
industries that often do not operate on full capacity. In addition, my results reveal the possibility 
that strategic responses may arise through coordination by the local governments who, by design 
under the federal regulation, share non-compliance costs. As an illustration of this mechanism, I 
show that some local governments issue air quality advisories strategically in response to the 
monitoring schedule, an action that is likely intended to manipulate public behavior such as 




Several policy options are available. First, rather than having a fixed schedule, the 
monitoring days can be determined randomly. In theory, this approach has the potential to 
remove strategic responses while keeping a similar sampling frequency and, thus, similar 
administrative costs. But in actual implementation, this approach can be challenging. Because 
filter-based PM monitoring requires intensive field work ranging from sampling to subsequent 
laboratory analyses, monitoring can be problematic for state and local agencies to carry out these 
activities with short notice. Alternatively, a random schedule can be generated ex-ante, e.g., at 
the beginning of the year, and be handed over to the state and local agency for implementation. 
However, in light of the findings on strategic air quality warnings, it is unclear whether the ex-
ante schedule would be strictly hidden from the polluters.  A second solution is to simply 
advance to a system in which all monitoring is done on every day. But this is perhaps the least 
likely to be implemented, especially in a world where regulatory budget is non-increasing.  
Another interesting option is to move to a system that utilizes continuous monitoring 
technologies that are more advanced and less costly, though, very often, less accurate.28 The core 
problem, both in the specific context of this paper and generally in environmental monitoring, is 
how much we are willing to trade off accuracy for more continuous monitoring. How does the 
magnitude of errors from continuous pollution measurements compare to the pollution gap 
induced by monitoring intermittency? What is the public welfare ground for continuous 
monitoring? I leave these issues for future research. 
 
                                                 
28As I discuss in the Appendix, continuous PM monitors are available, although they typically 
rely on proxy methods (e.g., measuring the amount of laser pass-through of a continuously olling 
PM-deposited tape) and are less accurate than the filter-based method. The argument is similar 




CHAPTER 2: WIND TURBINE SYNDROME: THE IMPACT OF WIND FARMS ON 
SUICIDE 
 
1. Introduction  
 The rising use of large machinery in industrial operation brings about significant noise 
pollution. A common feature of machinery noise is that it contains significant amounts of energy 
in the low-frequency (< 100 Hz) range. With a low pitch, these sounds are less attenuated by 
barriers, travel longer distances, and their “rumbling” nature appears to be particularly annoying 
to many.29 Over the past decade, the rapid growth of the wind energy industry has triggered an 
increase in the public and academic interest of the health risks of low-frequency noise. By 
current technology, energy in wind flow is captured using large wind turbines that, with three 
giant and properly curved blades, convert air motions to rotational energy which is in turn used 
to generate electricity. As a byproduct of blade aerodynamics, wind turbines emit substantial 
low-frequency sound. Around the world, communities near some wind farms have made 
complaints, and on occasion have filed lawsuits, about health effects reportedly due to wind 
farms’ low-frequency noise. Complainants contend that the noise causes headache, nausea, 
dizziness, and, most predominantly, sleep disruptions.  
 The phenomenon, usually referred to as “wind turbine syndrome” (Pierpont, 2009), has 
generated great academic and policy controversy. The debate can be summarized into three pairs 
of conflicting facts and views. First, industry groups deny the relevance of wind farms noise 
                                                 
29 Atmospheric attenuation of sound energy increases at the rate of the square of the sound’s 
frequency. Barriers’ ability to absorb sound also decreases at lower frequencies. As a 
consequence, low-frequency noise exposure may appear stronger in indoor environments where 
walls block higher-frequency sounds (Ambrose, Rand, and Krogh, 2012; Moller and Pedersen, 




beyond certain distances, usually 500 meters. In contrast, independent measurements from the 
physics literature show that wind farms’ low-frequency noise can be measured in homes 
kilometers away from the source (e.g. van den Berg, 2004; Moller and Pedersen, 2011; Ambrose, 
Rand, and Krogh, 2012). Second, wind turbines’ noise contains a significant component at 
extremely low frequencies (< 20 Hz). Sound in this frequency region is typically inaudible to 
humans (“infrasound”), and so it should have no health effects through auditory channels (e.g. 
Basner et al., 2014). However, recent medical research suggests, although not yet conclusively, 
that exposure to infrasound can cause non-auditory responses such as the excitement of neural 
pathways responsible for attention and alerting, which might contribute to sleep loss (Weedman 
and Ryugo, 1996; Danzer, 2012; Salt, Lichtenhan, Gill, and Hartscok, 2013). Finally, while 
anecdotal evidence of wind turbine syndrome exists in almost every country that has wind farms, 
the epidemiology literature, which predominantly focuses on survey reports of various 
annoyance symptoms, has reached little consensus regarding the existence and the importance of 
wind farms’ health impacts on a population scale (Bakker et al., 2012; McCunney et al, 2014; 
Schmidt and Klokker, 2014). Against this backdrop of uncertainty over whether and how wind 
turbines may affect health, the use of wind energy is growing. Better understanding of any 
potential health risks associated with wind farms is crucial in informing future policies that relate 
to a growing source of electricity generation.   
 This paper presents a new step toward greater understanding of wind turbine syndrome. 
There are two main innovations. First, to characterize wind turbine syndrome and to learn about 
its external costs, I study wind farms’ impact on suicide, which can be consistently measured 
across the population using death records data. While suicide is an extreme situation, 




and Deaton, 2017), it is likely to be an enveloping measure of the many, disparate annoyance 
symptoms associated with wind turbine syndrome. In particular, suicide is closely related to 
sleep loss -- the signature symptom among wind turbine syndrome sufferers -- which has long 
been understood as a significant risk factor for suicidal ideation (Choquet and Menke, 1990; 
Roberts, Roberts, and Chen, 2001), suicide attempts (Tishler, McKenry, and Morgan, 1981), and 
suicide deaths (Farberow and MacKinnon, 1974; Fawcett, et al., 1990; Rod, et al., 2011). Suicide 
also merits study because of its high social costs, especially given the fact that suicides often 
occur as a result of impulsive behavior,  sometimes independent of any accompanying medical 
conditions (see e.g., Simon et al., 2001) – thereby cutting short lives for people who might 
otherwise have been expected to reach normal life expectancies. While the analysis focuses on 
suicide, I also use the death records data to consider potential responses of other major causes of 
death, as I describe in more detail below.  
 The second innovation of this paper is the use of a quasi-experimental estimation 
framework that delivers causal estimates on wind farms’ adverse health effects. The basis of my 
research design is over 800 events of utility-scale wind turbines installation across the United 
States from 2001 to 2013, including both openings of new wind farms as well as major additions 
of turbines to existing farms. These events allow me to explore quasi-experimental variations in 
exposure to wind farms along three dimensions: (1) the abrupt change in exposure before and 
after the new turbines began operation, (2) the geographic variation in residents’ exposure by 
their proximity to the wind farms, and (3) the year-to-year variation in whether installation 
events occur during a given time of year. Each of these variations - alone and in combination - 
produce effect estimates that are based on alternative natural comparison groups. Taken together, 




saturated triple-difference method that exploits all three dimensions of variations yields very 
similar results to ones obtained using simpler designs, such as a pure before-versus-after event 
study style approach. This lends confidence to the identifying assumption that the installation of 
wind turbines can serve as a valid source of exogenous shocks for the purposes of this study.   
 My empirical analysis yields robust evidence that wind farms increase suicide. I find no 
significant changes in the suicide rate over the two years (which likely covers the entire 
construction period) before the turbines’ installation, followed by a prompt increase by about 2 
percent in the month when new turbines began generating power. This effect stays relatively 
stable for the following year. The suicide impact appears to be geographically widespread; 
effects can be detected at least within 25 km, but no farther than 100 km, to the wind farm. I find 
that wind farms have fairly precise zero effects on other major causes of deaths, except for some 
suggestive evidence of increases in deaths related to mental and nervous system disorders. These 
later estimates, however, are not precise enough to be conclusive. Importantly, the finding on 
suicide effect is robust to overrejection adjustments when the hypothesized effects of wind farms 
on other major causes of deaths are simultaneously tested for (Anderson, 2008). 
 I explore three tests to shed light on the role of low-frequency noise exposure. I begin by 
documenting an age profile for suicide, which shows that the most concentrated increase in 
suicide occurs among the elderly population. This is consistent with the view that individuals are 
increasingly sensitive to noise exposure at older ages (e.g., Miedema and Vos, 2003; Kujawa and 
Liberman, 2006; Muzet, 2007).  
 Second, exploiting changes in wind patterns, I find evidence of an agreement between 
wind farms’ low-frequency noise radiation profile and suicide effects heterogeneity with respect 




residents spend downwind or upwind wind farms, while crosswind days are not predictive of the 
suicide effects. This is consistent with the “acoustic dipole” property that low-frequency noise 
typically exhibits: measured noise levels are higher at upwind and downwind locations while 
suppressed at crosswind locations (e.g., Hubbard and Shepherd, 1990; Oerlemands and Schepers, 
2009).  
 Finally, the paper documents evidence of sleep responses to wind farms. I analyze self-
reports of sleep in a sample of respondents from a large-scale health survey. I find a significant 
increase in reported number of nights of insufficient sleep following wind turbine installation. 
This effect appears to be explained by an increase in reports of sustained (more than seven nights 
per month) sleep insufficiency.     
 This paper contributes to the literature by delivering the first national-scale causal 
evidence on wind farms’ adverse health effects. Results of this paper imply that the costs of wind 
farms are significant even if one considers solely the consequences of suicides. My calculation 
suggests that wind farms installed between 2001 and 2013 resulted in a total of 34,000 life years 
lost (LYL) due to increased suicides within a year after installation. To put this number in 
perspective, during the same one-year time window, the new wind capacity generated roughly 
150 million megawatt hours (mwh) of clean energy; by comparison, based on existing estimates 
of the per mwh health cost of coal-generated electricity (Epstein et al., 2011), generating the 
same amount of electricity with coal would have resulted in around 53,000 life years lost due to 
air pollution.  
 More broadly, this paper is related to the economic literature for developing empirically 
grounded cost-benefit analysis of wind energy. Existing literature has documented wind farms’ 




(Krekel and Zerrahn, 2017) and, more predominantly, reduced property values (e.g., Ladenburg 
and Dubgaard, 2007; Gibbons, 2015; Dröes and Koster, 2016). Importantly, wind farms’ impact 
on property value is found to be highly local (usually within few kilometers), and there is 
evidence that housing price effects are largely explained by whether wind farms are visible from 
the location of the house (Gibbons, 2015). My estimates show that the health effects of wind 
farms can occur far beyond “sightline” properties where declining property values have been 
observed. On the benefit side, wind industry operations may benefit local economies (e.g., Kahn, 
2013); wind energy production also displaces electricity generation from fossil fuel sources 
(Cullen, 2013; Novan, 2015), and therefore may have both short-term air quality benefits and 
also longer-term climate benefits. Together, these cost-benefit parameters have a broad range of 
policy and regulatory implications such as wind farm siting decisions, the determination of 
subsidy levels to existing wind farms, and the social return to the development of quieter wind 
technologies.30  
 This paper’s findings also contribute to the understanding of the external determinants of 
suicide, a leading causes of death that claims around 0.8 million lives per year globally. While 
suicide is widely recognized as a consequence of the interplay between multiple medical and 
social determinants, existing evidence predominantly focuses on internal risk factors such as 
psychiatric illnesses (e.g., Mann, et al., 2005; Hawton and Heeringen, 2009; Zalsman, et al., 
2016). However, external determinants of suicide are also important, especially from a suicide 
prevention viewpoint (e.g., Carleton, 2017). My results suggest that exposure to wind farms is a 
                                                 
30 For example, wind turbines can use vorticity, an aerodynamic effect that produces a pattern of 
vortices, to produce energy rather than using blades <http://www.wired.com/2015/05/future-
wind-turbines-no-blades/>; coating wind turbine blades may scatter turbulence when air passes 
the blades, mimicking the wing structure of owls <www.cnbc.com/id/102777259>; floating wind 
turbines are able to capture high wind speed in higher altitudes, therefore increasing wind energy 




significant stressor, which may be relevant for at-risk individuals’ location choice. Moreover, in 
subsequent analysis I show that wind farms’ suicide effects are strongly correlated with higher 
local access to firearms, which provides suggestive evidence on the scope for firearm restriction 
policies to mitigate increased propensity for suicide. 
 The remainder of the paper is organized as follows. Section 2 provides background. 
Section 3 describes primary data sources. Section 4 presents the identification strategy and main 
results. Section 5 presents evidence on the role of noise pollution. Section 6 reports the suicide 
effects heterogeneity by local gun access. Section 7 discusses the interpretation and the 
limitations of the results, and offers conclusions. 
  
2. Background  
2.1. Wind Turbine Noise 
 Noise from modern wind turbines (Figure 1, panel A) is a consequence of blade 
aerodynamics. Noise is first created upon contact between air flow and the leading edge of the 
blade. Next, turbulence is produced as air flows over the blade surface. The turbulence is 
reinforced when it passes the sharp edge of the blade, creating what is known as trailing edge 
noise. Finally, as air leaves the blade, the tail turbulence (or “wake”) interacts with the wind 
turbine tower as blades pass by, generating impulsive noises (Howe, 1978; Blake, 1986; Wagner, 
Bareib, and Guidati, 1996; Oerlemans, Sijtsma, and Mendez Lopez, 2007). See Figure 1, panel B 
for an illustration. 
 Two unique features of wind turbine noise are relevant to this study. First, acoustic 
impulses resulting from blade aerodynamics are usually of low frequency, which occurs at the 




typically three) along with its higher harmonics. Measurement using modern wind turbines show 
peak energy at frequencies typically below 20 Hz (see e.g., Hubbard and Shepherd, 1990; 
Doolan, Moreau, and Brooks, 2011). While sound in this frequency region is generally inaudible 
to human ears (i.e., “infrasonic”), exposure may nevertheless create adverse impacts (explained 
in further detail below). Moreover, low-frequency sound can travel much farther than sound in 
the audible range due to slower energy loss in propagation. Effective monitoring of the noise 
profile of wind turbines requires simultaneous measurements from a sound recorder array which 
is difficult to implement far away from the wind turbine. As a consequence, current 
understanding of wind turbine’s noise distance gradient is restricted to areas in the vicinity of 
wind farms. However, recent measurements show that receivers up to two kilometers to wind 
farm can detect low-frequency noise with the pressure level high enough to be perceived by 
human ear (van den Berg, 2004; Moller and Pedersen, 2011; Ambrose, Rand, and Krogh, 2012).    
 Second, Wind turbine’s low-frequency noise radiation exhibits “acoustic dipole,” that is, 
sound does not radiate in all directions equally, with  exposure being stronger in the upwind and 
the downwind directions while weaker in the crosswind directions (see e.g., Hubbard and 
Shepherd, 1990; Oerlemands and Schepers, 2009). Figure 1, panel C provides a graphical 
illustration. In section 5, I exploit this unique acoustic property of low-frequency noise to shed 
light on the mechanism underlying the impact of wind farms.     
 
2.2. Health Effects of Low-Frequency Noise Exposure 
 Noise pollution has long been understood as a health hazard. Most directly, noise leads to 
the loss of auditory cells in the ear, causing hearing problems such as hearing loss (e.g., Vos et 




sleep disruptions, reduced cognitive functions, and cardiovascular diseases (for a review, see 
Basner et al., 2013). One puzzle of wind turbine syndrome centers around the debate over 
whether noise in the low-frequency range can also cause these health effects.  
 Human hearing is insensitive to sound at low frequencies, especially in the infrasonic 
domain (below 20 Hz). Biomechanically, this is due to the fact that inner hair cells of the 
cochlea, the primary sensory cells responsible for conscious hearing, exhibit decreasing 
sensitivity at lower frequencies (Dallos, 1973). However, recent research has discovered a new 
micromechanism of the ear’s low-frequency sound processing. Experiments with guinea pigs 
(Salt, Lichtenhan, Gill, and Hartscok, 2013) and with humans (Kugler, et al., 2014), have shown 
that the outer hair cells of the ear are strongly activated when exposed to low-frequency sound. 
Serving as the main acoustical pre-amplifier, the outer hair cells do not directly contact auditory 
nerves in the brain. Rather, they are responsible for detecting and amplifying incoming sound 
through fast oscillation of the cell body (von Bekesy, 1960). Exposure to low-frequency sound 
triggers this amplification process, causing strong stimulation of cochlea. Whereas it remains 
unknown why the cochlea appears to process low-frequency sound before discarding it 
altogether, this mechanism underlies two potential health consequences of exposure to low-
frequency sound. First, excessive activation of the cochlea can make the ear more prone to 
permanent shifts in auditory thresholds, leading to hearing loss. Second, because outer hair cells 
are connected to neural pathways related to orientation, attention and alerting (Weedman and 
Ryugo, 1996; Danzer, 2012), exposure to low-frequency sound may explain annoyance 
responses, such as sleep disturbance, commonly reported by residents near wind farms.       
 While complaints about wind farms’ noise pollution parallel the growth of wind industry 




noise exposure from wind farms poses significant health risks. On one side, a large peer-
reviewed literature exists on the association between wind turbine operation and a broad set of 
annoyance responses such as headache, dizziness, nausea, tinnitus, and hearing loss. The most 
robust association is the link between the turbines’ presence and sleep disturbance, which was 
found in numerous cases to respond to wind turbine noise exposure in a dosage manner (Bakker 
et al., 2012; Schmidt and Klokker, 2014). The other side of the debate points out that some of the 
observed annoyance responses can be attributed to subjective factors such as attitudes toward 
wind energy rather than noise exposure (Knopper and Ollson, 2011). Also, many survey-based 
studies may suffer from biases related to study design, such as self-selection of survey volunteers 
and errors in measurement based on recall (McCunney et al, 2014).     
 
3. Data and Summary Statistics 
3.1. Primary Data Sources 
 Wind farm data are obtained from the U.S. Energy Information Administration’s form 
860 (EIA-860). EIA-860 provides annual census of existing power generators larger than one 
megawatt (MW) in generation capacity, and it contains information on plant location, nameplate 
capacity, and month and year in which the new capacity came online. I define wind turbine 
installation events as entries of new capacities whose primary energy source is specified as wind. 
My baseline event study estimation includes a total of 828 installation events spanning 39 states 
in the United States from 2001 to 2013.   
 My primary outcome variable is the suicide rate at the county × month level from 2001 to 
2013. This data come from the National Center for Health Statistics’ Vital Statistics Multiple 




died due to suicide (ICD 10 = X60-X84, Y87.0) relative to the county’s total population in the 
year. I also construct age-specific suicide rates using Vital Statistics data's information on 
descendants’ age of death. Population estimates at both the county × year level and the county × 
year × age level are obtained from the National Cancer Institute's Surveillance, Epidemiology, 
and End Results Program (SEER).  
 I derive wind data from the North American Regional Reanalysis (NARR) produced by 
the National Centers for Environmental Prediction, which contains information on wind 
conditions at a spatial resolution of 32km × 32 km grid cell. For each grid cell × day, NARR 
reports the horizontal (u-wind) and vertical (v-wind) components of the wind vector. I link each 
wind farm to the corresponding grid cell, and convert u- and v-wind into wind vectors (direction 
and speed) using trigonometry.  
 
3.2. Summary Statistics 
 Figure 2 illustrates the rapid expansion of the U.S. wind power industry since late 1990s. 
While utility-scale wind farms were almost non-existent until the turn of the 21st century, by the 
end of 2013, total generation capacity had reached 60,000 MW. That year, electricity generated 
from wind farms amounted to 167 million MWh, sufficient to meet electricity consumption for 
more than 15 million U.S. households. Figure 2 also shows that the geographic span of wind 
farms expanded rapidly: in the 1990s, an average American lived more than 800 kilometers from 
the nearest wind farm. By 2013, this number had fallen to about 200 kilometers, and to about 100 
kilometers for individuals living in states with wind farms.31 
                                                 
31 The distance calculations are based on latitude and longitude of wind farms and the Census 




 Figure 3 plots the location of wind farms throughout the study period. My preferred 
estimation sample contains a group of “close” counties that are within 25 km of wind farms. This 
selection criterion is motivated by the 32 km × 32 km spatial resolution of the wind 
measurement, which allows me to confidently infer wind conditions within a 25-kilometer radius 
of a given wind farm. In the appendix, I show that the main findings of the paper are not 
sensitive to this selection rule. I also construct a sample of "distant" counties located 25 to 100 
kilometers from the wind farms. I use this “distant” location sample in specifications that exploit 
spatial differences.   
 While all empirical specifications in this paper ultimately control for some form of 
county fixed effects, in Table 1 I examine levels of observable characteristics across counties 
that are close to wind farms versus those that are far away; I take this step to shed light on 
external validity of the research design. Column 1 reports characteristics of close (0-25 km) 
counties in the primary estimation sample. Column 2 represents distant (25-100 km) counties 
that are used in subsequent analysis for spatial comparison. Column 3 summarizes the same 
statistics for all other counties (> 100 km from wind farms) that are not examined in this study. 
Finally, column 4 reports national averages. The suicide rate in the close counties is on average 
8.56 per million population per month, slightly lower than the rest of the country, e.g., column 4 
shows that national average suicide rate is 9.76. Table 1 also reports suicide statistics for five 
separate age groups (< 20, 20-39, 40-59, 60-79, and > 80). The different in the average suicide 
rate does not appear to be driven by any particular age groups. Economic and weather 
characteristics in counties close to wind farms are generally similar to other counties. One 
exception is precipitation, which is substantially lower in close counties; this distinction is likely 




be mostly concentrated. Overall, these statistics suggest no particular concerns over non-
representativeness of the study population.  
 
4. Suicide Responses to Wind Turbine Installation Events 
4.1. Raw Trends 
 To motivate the empirical strategy, I begin with a simple trend plot of suicide rates 
around the 828 wind turbine installation events from 2001 to 2013. Figure 4 plots the average 
suicide rate from 24 months before (i.e., about one year before wind farm construction began) to 
12 months after the new wind turbines began generating power. Changes in the suicide rate is 
measured relative to the level observed one month before the installation event (even month = -
1). To remove secular trends in suicide, I condition the regression on 12 month-of-year dummies, 
and no other controls are included.  
 Figure 4 shows that the suicide rate stays flat during the two years leading up to the 
installation event, followed by a prompt increase in the month when the new wind turbines began 
generating power.32 The graphical pattern provides three key insights for the empirical strategy 
and interpretation. First, the fact that the suicide rate is flat in years before installation events 
provides evidence that the pre- “treatment” period serves as a plausible “control” for what would 
have occurred regarding suicide rates in the absence of new wind turbine installation. Second, in 
addition to a flat pre-treatment suicide trend, the evolution of suicide rate is also roughly flat 
after installation events happen. This evidence motivates a simple empirical specification that 
estimates the causal impact of wind farms by comparing changes in suicide rates before and after 
                                                 
32 In the Appendix, I use power generation data to confirm that wind power production increases 





installation events. Third, the fact that suicide responses are not experienced even in the months 
shortly before power generation actually begins suggests that the impact is unlikely due to 
factors related to the presence of the wind farm itself (e.g., facility construction, which typically 
lasts for months) but rather due to factors associated with the operation of the wind farm (e.g., 
noise emission). I provide further discussion of potential mechanisms in section 5.  
 
4.2. Empirical Strategy 
 Figure 4 motivates a straightforward event study style empirical design that estimates the 
impact of wind farms by comparing suicide rates in county c at time t shortly before and after the 
installation event. Note that, because wind farms can be close to each other, the same county can 
be linked to (i.e. within 25km to) different installation events, and therefore can appear multiple 
times in the regression sample. Hence, in subsequent analysis the subscript c is understood as a 
county linked to a nearby wind farm. I estimate the following baseline specification 
 
   (1) 
 
The key treatment variable is  that indicates periods after the installation event. Fixed 
effects controls include county fixed effects, month-of-year fixed effects and year fixed 
effects. In the analysis I also report specifications with increasingly stringent controls, such as 
ones that include county × month-of-year fix effects or wind farm × year fixed effects. More 
discussions on fixed effects controls are provided as I describe the results. Besides fixed effects 




monthly precipitation. I report standard errors clustered at the wind farm level. In the Appendix, 
I report specification checks which vary the sample restrictions and other elements of the 
baseline specification. 
 Simple before-versus-after comparison, as outlined in equation (1), may confound wind 
farms’ effects with other factors that correlate with installation events in both observable and 
unobservable ways. Next, I augment the baseline specification in three ways by introducing 
“control” counties.  
 First, I compare pre- and post- suicide differences for counties in the baseline sample to 
distant counties that are farther away from wind farms, forming a spatial difference-in-difference 
(DD) design. This design controls for potential geographic patterns in suicide and separates out 
the component that is specific to counties close to wind farms. The estimation equation is 
 
   (2) 
 
where  indicates counties near wind farms. The rest of the specification is identical to 
equation (1) except that a) the fixed effects are allowed to vary by close and distant county 
groups whenever feasible, and b)  is understood to include main effects of the interaction 
terms.34 
 Second, I implement a temporal difference-in-difference design. I compare pre- and post- 
suicide differences within the event window in the year when wind farm is installed (“event 
                                                 
34 For example, while the year and the month-of-year fixed effects can vary by , the county 
fixed effects cannot. Similar reasoning applies to other double- and triple-difference methods 
described in subsequent analysis. My conclusions are unchanged if fixed effects controls are not 





year”) to differences within the same event window but in other years when wind farm is not 
installed (“placebo year”). This specification helps tease out the pre- and post- difference in 
suicide that is specific to the event window within which an installation event actually occur. I 
estimate 
 
   (3) 
 
where  indicates whether the event window contains an actual installation event. As 
before, I allow the fixed effects controls to vary by event year whenever feasible. 
 Finally, I combine specifications (2) and (3) into a triple-difference (DDD) design, which 
separates out the part of suicide increase that is specific to counties close to wind farms and 
specific to the year installation occurred. The following equation is fitted 
 
  (4) 
 
Again, whenever feasible I allow fixed effects to vary both by  and by .  is 
understood to contain all main effects and two-way interaction terms.  
  
4.3. Main Results 
 Table 2 reports the primary results. Each panel represents a different comparison strategy 
as outlined by equations (1) to (4). Within each panel, columns 1 through 3 report specifications 
with increasingly stringent fixed effects controls. I first focus on panel A, which reports the 




that, relative to the year before wind turbine installation, the suicide rate increases by a 
significant 0.183 per million population in the year after installation. Relative to the monthly 
mean suicide rate of 8.54 per million, the effect size represents a 2.1 percent increase. Column 2 
uses more stringent controls by interacting the county fixed effects and the month-of-year fixed 
effects. Conceptually, this specification makes the suicide comparison between the two 
observations for the same county on the same month-of-year, but one before installation and one 
after installation. This specification yields a similar estimate of 0.212 per million. In column 3, I 
further tight up the specification by allowing year fixed effects to vary by each wind farm, 
absorbing common variations among all counties linked to the same wind farm in a given year. 
This specification yields a slightly larger effect estimate of 0.251 suicides per million, although 
the estimate becomes less precise and the 95 percent confidence interval of the estimate overlap 
with that of the estimates in column 1 and 2.36 
 Panels B through D of Table 2 report estimates from the augmented designs that use 
richer sources of variation. These include spatial DD (equation 2), temporal DD (equation 3), 
and triple D (equation 4) approach. Reassuringly, these alternative comparison strategies produce 
results that are broadly consistent with the primary specification in panel A, which lends strong 
support to the causal interpretation of the estimates. Notably, magnitudes of these estimates are 
also consistent with what we have seen in Figure 4. Thus, in subsequent analysis I use the simple 
pre- versus post- differences in suicide rates as the preferred estimation method.  
 
                                                 
36 In the Appendix, I examine the robustness of the results to a range of additional specification 





4.4. Other Causes of Death 
 While this study focuses on suicide responses, I can also use the primary cause of death 
information contained in the vital statistics data to explore deaths due to other causes. These 
additional tests help the analysis in at least two ways. First, they may shed light on the 
underlying mechanisms by which wind farms affect health. For example, while cardiovascular 
and nervous system responses are linked to high levels of noise exposure (e.g., Basner et al., 
2014), changes in neoplasms and infectious diseases likely reflect shifts in population health due 
to reasons unrelated to noise. Second, the exercise provides a chance to examine the robustness 
of the main suicide findings with respect to multiple inference, as other causes of death could 
have been examined in addition to suicide.  
 To execute these tests, I construct mortality rates for a group of leading causes of death 
from 2001 to 2013. These include (in rank order) circulatory system, neoplasms, respiratory 
system, nervous system, accident, metabolic diseases, mental disorders, digestive system, and 
infectious diseases, all defined using ICD-10’s major disease blocks classification.37 Together 
with suicide, these 10 causes of death account for more than 90 percent of total deaths. I then 
estimate the effects of wind farms on these cause-specific mortality rates using estimation 
equation (1). I present false discovery rate adjusted significance levels, or “q-values”, that take 
into account the fact that 10 hypotheses are being tested simultaneously (Anderson, 2008). 
 Table 3 summarizes the results. For reference, I repeat the suicide effect estimate in 
column 1, which corresponds to the estimate in panel A, column 1 of Table 2. There are two 
main findings. First, the key result on suicide continues to hold at the conventional significance 
                                                 
37 The exact ICD-10 codes used are: suicide (X60-X84, Y870), circulatory (I00-I99), neoplasm 
(C00-D48), respiratory (J00-J99), nervous (G00-G99), accident (V01-X59), metabolic (E00-





level post multiple inference adjustment (q-value = 0.050). Second, coefficient estimates for 
causes other than suicide are generally positive, but there is little evidence for statistically 
significant impacts. Interestingly, the only two individually significant effects emerge in deaths 
due to nervous system and mental disorders which are intuitively related to noise exposure, 
although neither survives multiple hypothesis adjustment. Overall, the point estimates are small 
in magnitude, and in some cases small effects can be ruled out based on the estimates. For 
instance, in column 2, the 95 percent confidence interval of the circulatory death estimate implies 
that a 1 percent effect can be ruled out. Mortality rates from other plausibly “placebo” causes 
such as neoplasms and infections also show rather precise zero responses.  
 
5. Evidence on the Noise Mechanism 
 In this section, I explore wind farms’ noise pollution as a potential mechanism underlying 
the suicide effects. Section 5.1 explores age profile of the suicide effects. Section 5.2 exploits an 
acoustic property of wind farm noise radiation and leverages changes in wind direction to 
decompose the suicide effect into days with potentially high versus low noise exposure. Section 
5.3 documents responses of insufficient sleep using self-reports data from a large-scale survey. 
 
5.1. Age Profile of the Suicide Effect 
 The elderly are understood to be a particularly at-risk group for noise-induced illnesses 
(e.g., Miedema and Vos, 2003; Kujawa and Liberman, 2006; Muzet, 2007). Here, I estimate an 
age profile of wind farms’ suicide effect by allowing the effect estimates to vary by age groups. 





   (5) 
 
where the unit of observation now is suicide rate in county c at time t for age group a (< 20 years 
old, 20-39, 40-59, 60-79, and above 80 years old ).  is a set of dummies indicating 
each age group. Fixed effects  are primary fixed effects interacted with age group dummies. 
Hence, equation (5) allows the impact of wind farm installations on suicide to vary flexibly by 
age groups, yielding an age profile .  
 Figure 5 graphically summarizes the results. I find that, while suicide effect estimates are 
positive for every age group examined, the largest and the most precise effect is observed for the 
population over 80 years old. Suicide among this group increases about 0.72 per million post 
wind turbine installation. This effect also represents the largest relative change of 5.33 percent 
out of the age group’s mean rate of suicide. The second largest relative increase in suicide occurs 
among the population below age 20 years (4.53 percent). By contrast, effects on the population 
between ages 20 and 80 are more modest and less statistically precise.   
 
5.2. The Role of Wind Direction 
 In the second test for the noise mechanism, I exploit the unique acoustic property of low-
frequency noise radiation in which the level of exposure is higher at upwind/downwind locations 
while impeded in locations in the crosswind direction, as is discussed in Section 2. Moreover, 
due to wind refraction, downwind noise is expected to be stronger than upwind noise.  
 I exploit plausibly exogenous variations in wind directions to decompose the suicide 
effect by days when counties are upwind, downwind, and crosswind the wind farm. Specifically, 




c is located upwind, downwind, and crosswind of the wind farm in month t. The estimation 
equation is 
 
   (6) 
  
Consider the angle between the wind direction at the wind farm and the county c’s 
centroid. Let 0 degree (equivalently, -0 degree) denote the county being exactly downwind, and 
let 180 degree (or -180 degree) denote the county being exactly upwind. On any given day, a 
county’s downwind-ness can therefore be expressed as a number between -180 and 180. In 
equation (6),  counts the number of days the angle is within four different degree 
bins d where d = {0 to 45 and 0 to -45, 45 to 89 and -45 to -89, 90 to 134 and -90 to -134, 135 
to180 and -135 to -180}. Hence,   identifies the impact of spending one more day in relative 
direction bin d on suicide. As a concise example,  where d = {0 to 45 and 0 to -45} identifies 
the marginal suicide effect if a county has one more day of the month when it locates within a 
90-degree cone downwind a wind farm.  
 Consistent with the acoustic dipole property of noise radiation, Figure 6 presents 
evidence that the suicide effects are mostly explained by days when counties are downwind (d = 
0 to 45 and 0 to -45) and upwind (d = 135 to180 and -135 to -180) to wind farms. In contrast, 
days when counties are crosswind of wind farms have low explanatory power on suicide. My 
estimates do not provide suggestive evidence consistent with wind refraction: in fact, I find 
upwind days are slightly more explanatory than downwind days, although the two are not 




 Table 4, panel A presents a more parsimonious version of equation (6) where the suicide 
effects are allowed to vary only by upwind/downwind and crosswind days. Across different 
econometric specifications, results confirm that the effects are largely explained by 
upwind/downwind days. Panel B and panel C provide further supportive evidence of the noise 
channel, showing that the upwind/downwind versus crosswind heterogeneity is stronger when 
wind speed is higher at the wind farm (panel B) and for larger wind farms as measured by 
generation capacity (panel C).   
 
5.3. Sleep Responses    
 In the final test, I turn to survey data to directly examine the effect of wind farms on sleep 
loss. I use data from the annual Behavioral Risk Factor Surveillance System (BRFSS), a monthly 
cross-sectional telephone-based health survey of individuals aged 18 years and older, that is 
maintained by the U.S. Centers for Disease Control and Prevention. My sleep measure is based 
on a question that asks the respondents the number of days, if any, in the past month that they 
“did not get enough sleep or rest” (for an application of the same dataset in sleep medicine 
literature, see Strine and Chapman, 2005). The question is posed among a total of 706,099 
respondents for whom their county of residence can be identified in year 2002 and then from 
2004 to 2010. In my analysis, I restrict to a subset of 104,519 respondents who lived in counties 
within 25 kilometers of wind turbine installations, and who were interviewed within the one year 
before/after installation window. On average, the respondent in my sample reports 8.35 nights of 
insufficient sleep per month, with 69.9 percent / 39.1 percent / 26.9 percent report at least 1 / 7 / 
14 days of insufficient sleep. Using additional information provided by the BRFSS on the survey 




number of nights of insufficient sleep at the county × month level. I also construct three 
additional measures for the fraction of respondents who report at least k days of insufficient sleep 
in the past month, where k can take the values from 1, 7, or 14.39 
 As before, I begin by a simple event study that documents the trends for insufficient sleep 
before and after wind turbine installation. Analogous to Figure 4, Figure 7 plots changes in the 
number of nights with insufficient sleep before and after wind turbine installation events. The 
plot is again conditional on 12 month-of-year dummies and no other controls. While the 
individual month-by-month event study estimates appear noisy, a break in trend is evident 
around the time new wind turbines came online.40 Table 5, column 1 reports that the before-and-
after difference in sleep insufficiency is statistically significant at the 5 percent level. Relative to 
the year before wind turbine installations, respondents report on average 0.2 more nights of 
insufficient sleep in the year after. Based on a mean report of 8.35 nights, this effect represents a 
roughly 2.4 percent increase. Columns 2 to 4 suggest that the finding on the increased number of 
nights of insufficient sleep is likely explained by disproportionate increases in reports of 
sustained sleep insufficiency rather than increased reports of having any sleep insufficiency.         
                                                 
39 BRFSS also provides information on a range of individual characteristics. I have confirmed 
that the conclusions are unchanged if the average sleep measure is adjusted for observable 
heterogeneity using an auxiliary regression approach that first extracts the county × month fixed 
effects component of the sleep insufficiency variable when the correlations of individual 
characteristics (including age, sex, marital status, reported health condition, health insurance 
coverage, survey interview day, and survey interviewer fixed effects) are parsed out, and then 
second, uses the fixed effects coefficients as the independent variable in estimation equation (1).   
40  In Figure 7 I choose to normalize sleep insufficiency data in the second month prior to 
installation to zero. This is because the event study coefficients appear to show an increase in 
reported sleep insufficiency one month before installation. This pattern may be explained by 
measurement errors in the reference period for which sleep insufficiency is reported, although it 





 Of course, as in most survey settings, the sleep measures used in this analysis are based 
on respondents’ recall and subjective judgement of sleep quality. Nevertheless, using BRFSS 
sleep measures provides at least two improvements over previous survey studies of wind farm-
related sleep loss. First, BRFSS simply contains a much larger sample, both in terms of the 
number of respondents and the geographic span, than data used by previous studies that are 
typically based on hundreds of respondents living in the immediate vicinity of a particular wind 
farm. Notably, the BRFSS sample selection is based on random-digit telephone dialing, and the 
sample is constructed to be representative of the U.S. population along many respects, such as 
age, sex, race, and education levels (CDC, 2012). Second, information on insufficient sleep is 
elicited as one of the many questions contained in the entire BRFSS survey. This alleviates the 
concern that many small-scale surveys administered to residents in wind farms’ neighborhood 
tend to frame sleep loss as a consequence of noise or, sometimes explicitly, wind farm noise. To 
the extent that the BRFSS does not at all instruct respondents to incorporate perceptions of wind 
farms in sleep reports, it provides a more independent outcome measure for the purpose of this 
study.   
 
6. Suicide Effects of Wind Farms and Local Gun Access 
 More than a half of suicides in the United States involve firearms, and a cross-sectional 
association between gun ownership and suicide has been well documented; nevertheless, the 
extent to which access to guns influence suicide decisions remains an open question (e.g., Miller 
and Hemenway, 2008). The context of this paper’s study provides an opportunity to expand the 
current understanding of the issue. This section considers wind farms’ suicide effects 




 I examine whether places with easier access to guns experienced stronger suicide effects 
when exposed to wind farms. I employ two complementary measures of county-level gun access. 
The first measure is based on the number of Federal Firearm Licensees (FFLs) in the county. 
These data are obtained from the Bureau of Alcohol, Tobacco, Firearms and Explosives which 
provides street address of the universe of FFLs by the end of year 2012. To capture gun shops, I 
restrict to FFLs listed as “dealers in firearms other than destructive devices,” and I compute the 
number of gun stores per capita for each county.42 My second measure follows Duggan (2001) 
who proxies for gun ownership by circulation of the magazine Guns & Ammo, the most popular 
magazine dedicated to firearms, competitive shooting, and hunting. From the Alliance for 
Audited Media, I obtain county-level counts of print and digital circulation for the August 2005 
issue of the magazine. I then convert these counts to per capita scale. The two measures turn out 
to be highly correlated (raw correlation = 0.84). The geographic patterns are also generally 
consistent with survey-based measures of residential gun ownership, e.g. Kalesan, Villarreal, 
Keyes, and Galea (2015). 
 Table 6 reports estimations of heterogeneous suicide effects by gun access. For both gun 
measures, I report two types of specifications. First, in columns 1 and 3, I allow suicide effects to 
vary flexibly by bottom, middle and top terciles of gun access. Second, in columns 2 and 4, I 
interact the  dummy with continuous measures of gun access. Both types of specifications 
suggest significantly larger suicide impacts in areas with higher gun access. For example, I find 
that among counties in the top tercile for gun access, suicide following wind farm installation 
increases by 1.1 to 1.5 per million population.   
                                                 
42 This category comprises more than 70% of all the FFLs. Other major categories reported in the 






7. Discussion and Conclusion 
 I conclude the paper with a back-of-envelop calculation of the external costs of wind 
farms as the result of suicides. Given the findings on the age profile of suicide effects, life years 
lost (LYL) are computed as the summation of age-specific effects across age groups:  
 
                                (7) 
 
 
where   is the age group specific effect of a wind farm on the suicide rate obtained from 
equation (5). This is multiplied by population in county c of age group a ( ) and 
expected remaining years of life ( ) to obtain excessive life years lost in the county. 
 is computed as the difference between average Social Security Administration life 
expectancy and average age at suicide for individuals in age group a. 44  This calculation 
concludes that, from 2001-2013, new wind farms are responsible for 997 excessive suicides in 
the first year following their installation. This amounts to 33,939 life years lost. 
 I now contrast this number with life years that would have been lost in the one-year 
window had the energy instead been generated by coal. I use the estimate of the social cost of 
coal-generated electricity at $178 per megawatt hour (MWh) from Epstein et al (2011). 45  
                                                 
44 Expected remaining years of life among individuals committed suicide are: 63.7 (age < 20), 
49.4 (age 20-39), 30.9 (age 40-59),15 (age 60-79), and 4.6 (age > 80). The average expected 
remaining years of life is 34.3. This is similar to SEER’s estimates 
https://seer.cancer.gov/archive/csr/1975_2012/results_merged/topic_year_lost.pdf 
45 The estimate reflects health and environmental cost of coal during its entire life cycle from 




Applying their adopted value of statistical life (VSL) of $7.66 million and an average remaining 
life years of 15.2 years per death, this number is converted to 0.00035321 LYL per MWh coal 
electricity. New wind farms generated a total of 148.7 million MWh wind power within the first 
year of operation, which implies a total of 52,523 avoided life years lost had the power been 
generated entirely from coal. Of course, these numbers do not immediately inform welfare; 
however, they do suggest that wind farm-related suicides potentially reduce the overall value, 
even though the technology offers a renewable source of energy, providing an alternative to 
fossil fuel-based sources, which contribute to greenhouse gas emissions and detrimentally affect 
air quality.  
 This study has important limitations that bear mention. First, estimates of this paper 
reflect the effect of exposure to wind farms. While I have shown a number of tests that support 
the view that noise exposure plays a role in wind farms’ effect on suicides, more direct evidence 
is needed to establish the causal effect of noise. Ambient noise monitoring data would be 
particularly useful. Such data could be used to better measure the noise profile of wind farms, 
and, in combination with medical data, could enhance understanding of any potential effects on 
those living in proximity to turbines. In addition, such data could be used to test for a potential 
dosage relationship, to determine a possible threshold at which noise exposure is likely to affect 
health. Second, this paper’s analysis relies upon county-level suicide data. The growing 
availability of administrative data on health outcomes may provide more granular information 
regarding location of related health outcomes. This may benefit the study of wind turbine 
syndrome in multiple ways. For example, finer geographical data would help identify effects on 
individuals who live in the immediate vicinity of wind farms - the situation that provided the 




particularly useful for studies that use changes in wind directions as quasi-experiments to 
pinpoint the effects of noise. Third, while the analysis focuses on suicide as the key outcome of 
interest, it likely captures only the most severe consequence of wind farm exposure. Other health 
outcomes, such as emergency room visits and hospitalization, may also be important to provide a 
richer characterization of the health effects that may stem from living or working in close 
proximity to wind turbines, and to shed light on the full related costs.  
 Finally, it is perhaps most important to emphasize that this study estimates wind turbine 
syndrome clearly as a result of the way wind energy is captured with today’s technology. It is 
clear that wind energy, together with other renewable sources, will play a significant role in 
combating climate change. As noted earlier, this research may bring a new perspective to the 




CHAPTER 3: BLOWING SMOKE: HEALTH IMPACTS OF WILDFIRE PLUME 
DYNAMICS 
1. Introduction  
 The remarkable decline in air pollution in the US has led to substantial improvements in 
human health and broader welfare outcomes over the past decades. But as overall air quality 
improves, an obvious question arises as to whether pollution still matters, especially at low-
exposure levels that we have generally not experienced before. While past studies established the 
consequences of air pollution exposure, most evidence comes from high-exposure settings. For 
example, research designs have explored relatively large and permanent changes in pollution 
levels due to regulatory mandates.46 A growing number of studies also exploit variations in 
exposure due to air dispersion and transport of pollution emissions. But because tracking 
pollution over long distances is challenging, these studies often examine the population living 
near emission sources.47  
In this paper, we aim to fill this gap by exploiting space-based observations of long-range 
movement of wildfire smoke. Our beginning point is a novel satellite dataset of wildfire smoke 
plumes. This data comes from an operational group of National Oceanic and Atmospheric 
Administration (NOAA) experts who rely on satellite imageries to identify the location and the 
                                                 
46 See, for example, Chay and Greenstone (2005); Chen et al. (2013); Deschenes, Greenstone, 
and Shapiro (2017); Ebenstein et al. (2017); Isen, Rossin-Slater, and Walker (2017) 
47 See, for example, Anderson (2016); Currie et al. (2015); Currie, Greenstone, and Moretti 
(2011); Herrnstadt et al. (2016); Jayachandran (2009); Rangel and Vogl (2017); Schlenker and 
Walker (2015). Recent advances in the literature get at long-range transport of pollution by 
source-receptor modeling (e.g., Close and Phaneuf, 2017; Barwick et al., 2017), plume 






movements of every wildfire smoke plume in the US (Ruminski et al., 2006). This data allows us 
to derive daily smoke exposure status for almost every location in the US.  
Our research is motivated by three distinctive features of blowing smoke plumes. First, 
wildfire smoke travels a long way. We show that on an average smoke day, the exposed residents 
are over 200 miles away from the nearest burning. In fact, our data reveals that one of the most 
frequently exposed regions is the US Midwest – even though very little fire activities exist in the 
region – as prevailing winds send smoke from fire-active regions both in the western US and in 
Canada.   
Second, wildfire smoke generates pollution exposure that is short, moderate, but frequent. 
The vast majority of smoke events last for less than 3 days, with a modal exposure length of 1 
day. Ground-based pollution monitoring data show that smoke generates a correspondingly 
transient increase in air pollution. Smoke most significantly increases the level of fine particulate 
matter (PM2.5) by about 2 ug/m
3 upon exposure. Relative to the Environmental Protection 
Agency’s safety peak-exposure guideline of 35 ug/m3, smoke likely provides a modest shock to 
local air quality. On the other hand, smoke events are repetitive. During our study period, 
residents are exposed to an average of 23 days of smoke per year.  
Finally, wildfire smoke travels in quasi-random ways. We show that, conditional on 
obvious seasonal and geographic controls, smoke does not selectively hit regions based on their 
economic or environmental characteristics. In particular, we show that smoke generates a same 
amount of PM2.5 increase regardless of whether the exposed city has the best or worst 
“background” levels of air quality. 
Together, these features allow us to identify the causal impact of wildfire pollution 




in pollution. To allow us to exploit the rich geographic and time variations generated by blowing 
smoke, we base our analysis on 5-digit ZIP Code × day level health outcomes data which we 
derived from the universe of Medicare administrative records over the years 2005 – 2013. Thus, 
our estimates represent about over 98% of population aged over 65. Our analysis sample 
contains over 86 million observations. Among many other advantages, frequent smoke exposure 
combined with the large sample size gives us adequate statistical power to precisely identify 
smoke’s effects on highly rare but important health events, such as mortality.  
 In a staggered event study framework, we show that a day of smoke exposure raises 
elderly mortality on that day by about 0.5 deaths per million elderly population. This represents a 
0.4% increase out of baseline daily mortality rate. Even in this elderly population we examine, 
we find the mortality impact is not explained by very short-term expedition (i.e., “harvesting”) of 
deaths among frail individuals who would have died soon even without receiving pollution 
exposure. In fact, we show that the mortality effect rises in the week following the smoke day to 
an aggregate of 1.2 deaths per million in a 3-day window (the smoke day plus the two days that 
follow), and to 1.4 deaths per million in a 7-day window. Therefore, contemporaneous-run 
estimates likely only partially capture the total impact of pollution exposure.48 In the aggregate, 
we compute that annually at least 1,300 premature deaths among the US elderly are due to 
wildfire smoke exposure.   
 The same wildfire pollution event causes remarkably different health damages across 
cities. We show that the mortality effect of smoke is significantly larger in areas with generally 
good air quality. For example, our estimates suggest a per smoke day mortality effect of 2.0 
                                                 
48 To be clear, such a pattern could be generated by a model where smoke both accelerates the 
death of very frail individuals and has delayed effects that manifest only over days or weeks. 
However, the fact that we do not see a rebound in the mortality effect as the post-event window 




deaths per million among cities in the bottom decile of background PM2.5 level (average level < 8 
ug/m3 from 2005-2013, much below the World Health Organization guideline of 10 ug/m3). In 
contrast, among cities in the top decile (average PM2.5 > 13 ug/m
3), we find no statistically 
noticeable mortality damage upon smoke exposure. Note that this heterogeneity need not only 
reflect the causal effect of background pollution levels. We cannot rule out every factor that 
might correlate with background pollution, but we show that the heterogeneity finding is not 
driven by differences in certain important city characteristics such as income, access to health 
care, or information. We conclude that this evidence is broadly consistent with an emerging body 
of evidence supporting a concave pollution-mortality damage function, i.e., a larger marginal 
damage is observed at lower levels of pollution.     
This paper connects with the economics literature on identifying the causal effect of air 
pollution in specific quasi-experimental settings, as well as the epidemiology literature on the 
correlation between health outcomes and pollution exposure at the population scale. In particular, 
our exploration of differential mortality responses across high- vs. low-background exposure is 
related to the study of the PM2.5-mortality “concentration response function”, a critical policy 
object which describes health damages of pollution at different exposure levels, and therefore 
informs resource allocation in pollution regulation (e.g., Cohen et al., 2017). Our direct 
examination of mortality effects heterogeneity complements an emerging body of epidemiology 
studies that suggest a concave PM2.5-mortality concentration response using a global integrated 
modeling approach (Fowlie, 2017). This approach typically builds a concentration response 
function over a wide range of exposure levels, connecting pollution damage estimates from 




hand tobacco smoking exposure at high concentrations (e.g., Pope et al., 2009; Burnett et al., 
2014; Apte et al., 2015; Cohen et al., 2017).  
A separate contribution of this paper is to the study of wildfire. To the best of our 
knowledge, our study provides the first characterization of smoke, rather than fire, exposure in 
the US using direct observation of smoke plumes. We also deliver the first causal estimates of 
wildfire smoke’s health externality on a national scale. Previous literature – primarily consists of 
case studies of intensive fires – often struggles to achieve adequate statistical power because 
severe outcomes such as mortality or hospitalization are rare, as are wildfire occurrences (for 
reviews, see e.g., Liu et al., 2015; Reid et al., 2016). 49  A small number of studies have 
considered the link between smoke exposure and mortality but have generally been unable to 
document a positive association.50 Measurement of exposure also varies across studies, from 
focusing on neighborhoods in the immediate vicinity of the burning area, to the use of global 
pollution transport model to predict wildfire pollution (e.g., Liu et al., 2017).51 Overall, the 
                                                 
49 The strongest links between smoke exposure and health are for respiratory disease related 
primary care visits, emergency department visits and hospital admissions.  Evidence supporting 
cardiovascular responses is somewhat mixed. Some but not all studies found evidence suggesting 
a positive association between smoke exposure and conditions such as acute myocardial 
infarction, congestive heart failure, ischemic heart disease. For reviews, see e.g., Liu et al. (2015) 
and Reid et al. (2016). 
50 Vedal and Dutton (2006) study the impact of a large smoke plume that affected the Denver 
area in 2002 and find no increase on mortality in Denver relative to nearby control areas that 
were not affected by smoke.  Zu et al. (2016) analyze the impact of large forest fires in Quebec 
in 2002, which generated a large smoke plume that covered the Boston and New York City areas 
and did not find evidence of mortality increases in either of these regions.  One paper that does 
mortality effects is Jayachandran (2008), who studies the impact of very large wildfires that 
covered Indonesia in smoke in 1997 and concludes that prenatal exposure to smoke during these 
events accounts for a significant portion of the “missing children” in the 2000 Indonesian Census, 
although it is not clear whether this is a result of lower birth rates or decreased survival after 
birth. 
51 Liu et al. (2017) examine the relationship between particulate matter exposure driven by 
wildfire pollution and hospital admissions.  Like our study, Liu et al. (2017) use Medicare data, 




previous literature has provided inconclusive evidence regarding the relevance of wildfire 
smoke’s health impacts, despite the fact that the link between wildfire smoke and air pollution 
including particulate matter exposure is well-established (e.g., Reisen et al., 2015), as is the link 
between particulate matter and adult mortality (e.g., Chen et al., 2013; Ebenstein et al., 2017; 
Deryugina et al., 2016; Zanobetti and Schwartz, 2009). For example, Liu et al. (2015) report that 
of the 14 studies they review that considered the relationship between wildfire smoke and 
cardiovascular morbidity, only six reported positive associations, while Reid et al. (2016) 
summarize the literature as “inconsistent.” By using direct satellite observation to estimate a long 
panel and look at both mortality and healthcare consequences within the same estimation 
framework, our results may help reconcile evidence from previous literature.     
The paper proceeds as follows. Section 2 describes the primary data sources. Section 3 
characterizes wildfire smoke exposure in the US. Section 4 explains the empirical strategy used 
to estimate the causal effects of wildfire smoke. Section 5 presents the air pollution and mortality 
effects of wildfire smoke. Section 6 concludes. 
 
2. Primary Data Sources  
2.1. Wildfire, Smoke Plumes, and Air Pollution Data 
 Our smoke data come from the National Oceanic and Atmospheric Administration’s 
Hazard Mapping System (HMS). Every day, HMS smoke analysts incorporate information from 
animated satellite imageries to produce geo-referenced outlines that reflect their best estimate of 
                                                                                                                                                             
at the county level rather than the ZIP Code level, and only consider the Western United States. 
Methodologically, they rely on a global pollution transport model to identify pollution variation 
caused by smoke. For their main results, they do not observe an association between smoke 
exposure and respiratory or cardiovascular hospital admissions overall, although they do find an 




the location of all smoke plumes observed across the U.S. The drawing is usually performed 
twice a day, once shortly before sunrise, and once shortly after sunset, giving us daily summaries 
of wildfire smoke exposure from August 2005 to December 2013. In rare cases where a smoke 
plume is believed to originate from sources outside of the satellites' range of observation, e.g. 
plumes approaching the West Coast from the Pacific, a smoke transport model is used to 
determine the source fire in order to help drawing. However, the majority of data production is 
based solely on satellite imageries and the analysts' visual screening. 
 We complement the smoke data with two ground-based measurements. First, we obtain 
wildfire records obtained from seven major wildland and fire management agencies.52 This data 
contains detailed information on time and location of wildland fire, which we use to provide 
validation to the satellite smoke measure. Second, we draw pollution monitor readings from the 
US EPA's Air Quality System (AQS). These data contain daily pollutant concentration readings 
at the individual station level. We measure pollution reading at the ZIP Code level by spatially 
averaging readings from all monitors within 20 miles of the ZIP Code centroid, with inverse of 
distance as weights. Whereas we focus on PM2.5 pollution in this paper, wildfire smoke is also 
understood to contain other pollutants. We therefore obtain monitoring data on PM2.5 and five 
other “criteria air pollutants” as defined by the U.S. EPA, including coarse particulate matter 
(PM10), ozone (O3), carbon monoxide (CO), nitrogen dioxide (NO2), and sulfur dioxide (SO2).     
 
                                                 
52 These agencies include: Bureau of Indian Affairs, Bureau of Land Management, Bureau of 
Reclamation, California Department of Forestry and Fire Protection, National Park Service Fire 




2.2. Health Outcomes Data 
 Our health and healthcare data come from Medicare administrative records. We obtain 
access to the Medicare Master Beneficiary Summary File, an annual directory which allows us to 
observe enrollment status and individual characteristics of 100% of eligible Medicare 
Beneficiaries, including both traditional fee-for-service Medicare and Medicare Advantage 
managed care. For each year, we observe beneficiaries' ZIP Code of residence, and for 
decedents, we observe date of death. Importantly, for the vast majority of beneficiaries, Medicare 
data's date of death field is verified with the Social Security Administration, allowing us to 
measure mortality accurately. Using these information, we build daily mortality rate for 
beneficiaries aged 65 or plus at the ZIP Code level from 2005 to 2013.  
 Whereas we use mortality rate as the primary measure of health in this study, we also 
create a measure of general health care utilization defined as the combined rate of emergency 
room (ER) and hospital admissions, i.e., daily number of emergency room visits (both end up 
with hospitalization or not) plus hospital admissions from non-ER sources, divided by the 
number of elderly population alive. We create this utilization measure for the subset of 
beneficiaries enrolled in the fee-for-service Medicare (FFS) where we observe a comprehensive 
set of their Medicare claims from institutional providers. These beneficiaries make up about 75 
percent of the population in our study sample. We obtain access to the Medicare Provider 
Analysis and Review File (MEDPAR) based on the accumulation of service claims 
corresponding to a particular hospital stay. Each stay is associated with a field that identifies the 
beneficiary involved, which allows us to link to individual characteristics, such as ZIP Code of 
residence, in the Master Beneficiary Summary File. This data allows us to observe ER visits end 




with hospitalization are from the Medicare Information on Outpatient Services Standard 
Analytical File (Outpatient SAF) which contains the universe of outpatient claims submitted by 
institutional outpatient providers and include information on the date of service. 
 
3. Exposure to Wildfire Smoke in the U.S. 
 In this section we summarize wildfire smoke exposure in the U.S. While our analysis data 
contains millions of wildfire smoke events, it helps to begin with one example, the 2013 Rim 
Fire in central California, to illustrate the wildfire pollution problem, the challenges that existing 
research faces, and this paper’s approach. 
 The Rim Fire is believed to have been ignited by a hunter who illegally started a campfire 
that eventually went out of control.53 The fire began on August 17, 2013 and was not contained 
until October 24, 2013. It continued to burn for over a year before it was declared fully 
extinguished.  One of the largest fires in the US history, the Rim Fire consumed over 257,000 
acres of land and the suppression cost $127 million.54 Figure 1, Panel A is a satellite image 
showing of the Rim Fire’s pollution on August 22, 2013, as well as the location of two major 
cities in the area: Reno in Nevada, and San Jose in California. The image shows that winds from 
the south blow smoke from the Rim Fire to Reno. Figure 1, panel B shows that the smoke raised 
Reno’s level of fine particulate matter pollution (PM2.5) in the air to over 60 ug/m
3, close to the 
level observed in Beijing. In contrast, the city of San Jose, which is almost equally distant to the 
fire but located to the southeast of the burning area, observed no significant changes in air 
quality over the same time period. Of course, the Rim Fire represents one of the largest fire and 
pollution events; the average wildfire smoke event in our data leads to much less severe air 
                                                 





pollution consequences. However, the nature of the pollution shock is similar: difference in 
exposure are driven mainly by shifting wind patterns, and smoke exposure is transient, elevating 
the level of pollution for a number of days before it clears out.    
 Figure 2 plots the development of the Rim Fire over six days soon after it erupted and 
provides a series of day-to-day snapshots that represent the format of our smoke plume data. The 
figure highlights two typical challenges with the existing literature and how we approach them 
with our data. First, wildfire smoke does not only affect communities near the fire. Smoke 
plumes can rise 1 – 3 miles into the atmosphere and travel thousands of miles from the 
originating fire (Reisen et al., 2015). Figure 2 shows that the Rim Fire’s smoke indeed traveled 
quite far, covering much of the northwest US after a few days. The smoke data therefore allows 
us to capture exposure to the Rim Fire’s smoke for cities far away from the fire itself. Second, 
while large fires are not uncommon, the typical fire is small. Over the past two decades, the 
National Interagency Fire Center has identified an average of around 74,000 fires with the 
average fire burns around 80 acres.55 We can see this in Figure 2 which picks up numerous 
smaller fires in addition to the Rim Fire. While the scale of these fires are much smaller than the 
Rim Fire, our smoke data suggests that they nevertheless generate significant smoke plumes that 
travel long distances.  
 Figure 3 summarizes average wildfire exposure. The maps plot the average number of 
wildfire (panel A) and the average number of wildfire smoke days (panel B) by 5-digit ZIP Code 
over the period 2005-2013. Although in the United States wildfires are most prevalent in the 
                                                 
55 There is substantial variation in the magnitude of fires. For example, between 2012 and 2016, 
on average about around 1000 fires (1.5 percent) were classified as large (burning over 100 acres 
of timber or 300 acres of grass and brush), and around 30 fires each year were classified as 





west, wind transport of smoke-borne pollution affects a large portion of the country. More 
statistics are reported in Table 1, panel A. We compute that the typical US citizen being exposed 
to an average of 23.3 days of smoke per year. Data suggests that the average smoke event is 
created by distant fires: on days when the satellite detects smoke coverage in a ZIP Code, the 
nearest wildfire is roughly 202 miles away according to the fire registry data.  
 
4. The Effect of Wildfire Smoke on Air Pollution and Elderly Mortality 
4.1. Empirical Strategy 
 We analyze the effect of wildfire smoke exposure in two ways: visually in event-study 
style graphs and also using regression analysis.  For the event-study analysis, , we take all 6.5 
million ZIP Code-daily level smoke events and simply plot means of the outcome variables in 
the days before and after the smoke day. We remove secular components by including 366 day-
of-year dummies and 7 day-of-week dummies, and with no other controls. The simplicity of this 
event study style exercise allows us to examine break in trends by looking at an extensive time 
window around the occurrence of smoke events. In our analysis, we plot outcomes for 20 days 
before and 20 days after the smoke day.  
 In our regression analysis, we develop a panel estimation model to estimate the reduced 
form effect of a day of wildfire smoke exposure. Since both smoke, pollution, and health may 
exhibit geographic and seasonal patterns, we use an identification strategy that explores year-to-
year variation in smoke exposure within the same areas and during the same season of the year. 






           (1) 
 
 Our treatment variable is , which is an indicator equals to 1 if the ZIP Code-day 
is covered by smoke, and 0 otherwise. 56  We include 7 smoke leads ( , …, 
) and 6 smoke lags ( , …, ) in the regression. Together with 
the contemporaneous smoke indicator ( ), these coefficients trace out the effect of smoke 
exposure in the week before and the week after the smoke day. Inclusion of leads and lags also 
addresses serial correlations in smoke exposure. While our table estimates focus on the 
coefficient on the contemporaneous smoke term , we also plot leads and lags of smoke 
exposure in the preferred regression specification as a second piece of visual evidence in addition 
to the simple event study analysis. 
 The key set of controls are the ZIP Code by week-of-year fixed effects which ensure that 
the comparison is done within the same ZIP Code on the same week of the year, but across years 
with different smoke exposure (e.g., smoke in ZIP Code 61820 in week 1 of year 2008, no 
smoke in ZIP Code 61820 in week 1 of year 2009, etc.). We further control for state by year 
effects to capture variation in factors such as changes in state policies. Day-of-week effects 
capture any secular trend in the outcomes at the day-of-week level. For example, hospital 
admissions exhibit strong weekday vs. weekend pattern. Therefore, our primary specification 
                                                 
56 We define a ZIP Code to be covered by smoke if any part of it intersects smoke plumes on a 
given day. In the appendix, we report a robustness check that defines exposure by the ZIP Code 
being entirely covered in smoke (“deep” exposure). This robustness specification produces 
slightly larger results across almost every pollution and health outcome, potentially because the 




includes 1.5 million ZIP Code by week-of-year dummies, 440 state by year dummies, and 7 day-
of-week dummies. In addition, we address the omitted variable bias concern that weather 
elements, such as temperature and precipitation, may interact with air pollution and at the same 
time have direct impact on health outcomes (Deschenes and Greenstone, 2011; Barreca, Clay, 
Deschenes, Greenstone, and Shapiro, 2017; Heutel, Miller, and Molitor, 2017). We use weather 
station data from the Global Historical Climatology Network and compute temperature and 
precipitation for each ZIP Code-day. We control for a step function in daily temperature, 
allowing the mortality effect to vary arbitrarily by 10-degree Fahrenheit bins. We also control for 
a quadratic term in daily precipitation. These controls are included in the time-variant control 
matrix . While this is a relatively large number of controls, our main regression sample 
includes 84 million observations, leaving the estimation model with sufficient degrees of 
freedom.57  
 Finally, we weight the regression using number of beneficiaries alive in each ZIP Code-
date cell so that our estimates reflect the experience of a representative beneficiary. In 
subsequent analysis we report standard errors clustered at the county level. Our findings are not 
sensitive to more flexible forms of clustering, such as two-way clustering at both the county and 
the date level.  
 
                                                 
57 In the appendix, we report specification checks where we either reduce the number of fixed 
effects controls, e.g. using plain ZIP Code, year, week-of-year, day-of-week fixed effects, or 
apply more stringent identifications, e.g. allowing ZIP Code fixed effects to vary arbitrarily by 
each day-of-year, including county-by-year fixed effects, or including date (year by day-of-year) 
fixed effects. Overall, these robustness checks produce similar results. Another concern with the 
smoke quasi-experiment is that wind currents might carry both wildfire smoke and other 
atmospheric pollution to downwind cities.  We confirm that the results are robust to including 
wind direction-by-state fixed effects. To the extent that most industrial pollution is from 
geographically fixed sources, these fixed effects should help to separate out health impacts from 




4.2. Air Pollution Effects 
 We begin by examining the impact of smoke on the concentration of air pollution 
measured by ground-based pollution monitors. We first focus on PM2.5 which is best known as 
the main pollutant of wildfire emission. Panel A of Figure 4 shows that, both in the raw plot and 
in the lead/lag plot, the occurrence of smoke on day 0 corresponds to a clear spike in PM2.5 
levels. Smoke’s effect on air quality is transient: the increase in the level of PM2.5 last for about 3 
days before returning to the pre-period level. There is some evidence that PM2.5 increases on the 
day before smoke exposure. This may due to (1) serial correlations in daily smoke and pollution, 
and/or (2) measurement error in the smoke measure, as the data only captures smoke status at the 
instant when the satellite picture is taken. This evidence also suggests that it is important to 
include lead/lag terms in the regression analysis.58  
 Table 2 reports the effect of smoke on air pollution (i.e. the  coefficient in equation (1)) 
after controlling for lead/lag smoke. Column 1 shows that, on the smoke day, PM2.5 rises by 
roughly 2.3 ug/m3, relative to a daily mean of 10.7 ug/m3. By current standard established in the 
Clean Air Act, the daily safety concentration level is 35 ug/m3. Therefore, wildfire smoke 
provides a mild but meaningful shock to air quality. Smoke also increases the concentration of 
other air pollutants. Table 2 reports responses of other five “criteria pollutants” used by the EPA 
to characterize ambient air quality. Point estimates in column 2 through 6 show that the impact 
of wildfire smoke on other criteria pollutants are significant, although they are smaller in 
magnitude. Concentrated increases are observed for coarse particulate matter (PM10) which is 
                                                 
58 Without smoke leads and lags, we obtain larger coefficient estimates for pollution, mortality, 
and healthcare use; on the other hand, our main conclusions are not sensitive to having more 





another direct emission of wildfire, and ozone (O3) which is the product of chemical reactions 
between fire-emitted pollutants or background pollutants in the atmosphere.  
 The evidence that wildfire smoke increases air pollution in distance cities is important for 
interpreting our health impact estimates as driven by wildfire pollution. Beside pollution 
exposure, wildfire may affect health outcomes through a number of mechanisms such as injury, 
property damage and evacuation. However, these external mechanisms are unlikely to matter for 
our estimation when the average smoke exposure is experienced hundreds of miles away from 
the fire itself. 
 
4.3. Mortality Effects 
 Panel B of Figure 4 plots the impact of smoke on mortality for all Medicare beneficiaries 
over age 65.  Again, in both the raw plot and the lead/lag plot, the mortality rate exhibits a flat 
and stable trend in the 20 days before smoke exposure, followed by a discrete increase on the day 
when smoke hits. The size of the jump is roughly 0.5 extra deaths per million beneficiaries. The 
graph provides visual evidence of that the impact of smoke on mortality lasts for days, with 
excessive mortality visually concentrated in the first 3 days after the smoke shock. However, the 
lead/lag plot on the right illustrates that these effects essentially disappear by 7 days after the 
shock.  This pattern motivates econometric specifications that are able to capture delayed 
causation, which we describe in detail below. 
 Table 3, panel A, columns 2-4 present regression results of the impact of smoke exposure 
on elderly mortality.  For future reference, we repeat the PM2.5 estimates in column 1. Column 2 
shows that the contemporaneous (1-day) mortality rate increases significantly by 0.522 per 




seen in Figure 4. The magnitude of the contemporaneous mortality consequence of wildfire 
smoke is moderate. Our estimate implies 21 excessive deaths among the Medicare beneficiaries 
on a smoke day (0.522 additional deaths per million people multiplied by 40.5 million Medicare 
beneficiaries). Based on satellite observations, a typical Medicare beneficiary is exposed to 23.3 
smoke days per year, implying 489 annual deaths of beneficiaries due to wildfire smoke. In 
comparison, previous studies looking at the elderly population estimate that extreme heat (> 90° 
F days) related annual premature deaths range from 1,000 to 3,000 (Deschenes and Greenstone, 
2011; Barreca, Clay, Deschenes, Greenstone, and Shapiro, 2016; Heutel, Miller, and Molitor, 
2017).  
 Focusing on the contemporaneous mortality effect of smoke can mask the true impact of 
pollution exposure. On the one hand, if pollution exposure “harvests” the lives of the 
unhealthiest individuals, contemporaneous mortality effects overestimate the true cost of 
pollution since those who are killed by pollution were likely to die soon, anyway. Alternatively, 
if the health effects of pollution is persistent, individuals might survive the initial exposure but 
get killed as the impact manifests over time. In this case, same-day mortality counts fail to 
capture the full cost of pollution exposure. This is likely to be the case in our setting, as 
suggested by the visual pattern presented in Figure 4.  
 To test these hypotheses, we repeat the mortality regressions but replace the dependent 
variable with mortality in the next 3- and 7-day look-ahead windows. For example, if January 
1st, 2013 is a smoke day, our 3-day effect estimates capture the effect of smoke on mortality that 
takes place within the three days between January 1st to January 3rd, 2013. Notice that, although 
an smoke episode may last for a couple of days, since we control for 7 smoke leads and 6 smoke 




look-ahead window. Therefore, if the contemporaneous impact of mortality is driven by 
“harvesting”, i.e. displacing forward deaths that would have occurred anyway in the next couple 
of days, one would expect the multi-day mortality effects to be zero. On the other hand, if the 
effect of smoke develops over time, then the multi-day coefficients are expected to grow in size. 
 Table 3, panel A, columns 2 – 4 present results for 1-day, 3-day and 7-day event 
windows.  They indicate that the mortality impact of smoke exposure grows over time, and 
therefore that the 1-day estimate understates the true cost of smoke exposure. The point estimates 
of mortality effect grows from 0.522 on the smoke day (column 2) to 1.204 deaths per million 
over the 3-day window (column 3). Put differently, the estimate suggests that, in addition to its 
mortality impact on the initial exposure day, smoke leads to about 0.682 deaths per million over 
the next two days. The 7-day mortality estimate in column 4 suggests that beyond the third after 
since exposure, there are few additional deaths caused by the smoke.  This result is consistent 
with the visual evidence in Figure 4.  Importantly, the coefficient estimate does not decrease and 
remains significantly different from zero, suggesting the mortality impact we find is not only due 
to short-term displacement of deaths that otherwise would have occurred in the next week. Using 
the 7-day estimate, we calculate that the effect aggregates to an annual of 1,353 premature deaths 
due to wildfire smoke exposure. 
 
5. The Role of Background PM2.5 Exposure 
 An important aspect of the damage caused by pollution exposure involves understanding 
the shape of the dose-response relationship and whether how the marginal damage of pollution 
exposure varies with current pollution.  We now turn to explore heterogeneous effects by the 




to the same pollution shock, do areas with different average levels of pollution exhibit 
differential mortality responses? The answer to this question is important for both the 
understanding of the pollution-health relationship and for environmental standard making, as air 
pollution regulation often targets to reduce the average level of pollution. However, answering 
this question is difficult even if one considers quasi-experimental variation in air pollution. The 
intrinsic challenge here is that the background level of pollution is often shaped by the pollution 
variation in the first place. For instance, an area may have relatively lower level of background 
pollution simply because it benefited more from a policy change that permanently reduced 
industrial activities in the region. In this case, the policy change does not represent a 
homogeneous shock to areas with high versus low background pollution level. 
 Our study context provides a unique opportunity to investigate such heterogeneity 
because the movements of smoke plumes are driven by wind patterns and therefore whether or 
not a location is covered by smoke on a particular day is plausibly unrelated to local conditions, 
including local background pollution levels.  Further, since wind blows the same smoke over 
long distances, the intensity of the pollution impact of smoke exposure is also plausibly unrelated 
to local conditions.  Finally, since smoke exposure creates an occasional short-term increase in 
air pollution, it is unlikely to affect the average difference in air pollution levels across regions. 
 Using ground-based pollution monitor data, we first categorize each county (where the 
PM2.5 monitoring network covered) for 2005-2013 into deciles in terms of their average daily 
PM2.5 concentration over the period, ranging from an average of 6.3 ug/m
3 in the bottom decile 
to 13.7 ug/m3 in the top decile. Figure 5, panel A shows average annual smoke days by 
background PM2.5 deciles. Results indicate no evidence of a difference in the propensity of 




that high background-pollution areas experience significantly more smoke days than low 
background-pollution areas. 
 Next, we verify that the size of the PM2.5 increase associated with smoke exposure is also 
unrelated to background pollution.  Figure 5, panel B shows that smoke exposure increases PM2.5 
by around 2.5 ug/m3, which agrees with our earlier finding in Table 2, and, importantly, that 
there is no significant relationship between the magnitude of the pollution effect of smoke 
exposure and background pollution. The magnitude of the estimate for counties in the top decile 
does appear to be slightly smaller than other groups, although the difference is not statistically 
significant.  
 The above two steps provides supportive evidence that exposure to smoke causes the 
same increase in pollution regardless of background pollution, and therefore that smoke exposure 
provides a good setting in which to investigate the relationship between background pollution 
and the effect of pollution shocks. Figure 5, panel C plots the relationship between the mortality 
effect of smoke exposure and background pollution, which exhibits a clear downward trend.  The 
linear estimate predicts that a 1 ug/m3 increase in the background PM2.5 decreases mortality 
effects of a smoke day by 0.212 death per million when the average smoke effect is 0.522 death 
per million.  As can be seen in Panel C of Figure 5, the magnitude of this effect is important, 
suggesting large mortality effects in the cleanest areas, but almost zero effect in the dirtiest. 
 Areas with different background levels of air pollution can be different in many 
observable and unobservable ways. Therefore, the heterogeneity analysis need not reveal the 
causal impact of background PM2.5 level. However, to the extent that government air quality 
standards are both set and enforced based almost solely on observed pollution levels, our results 




EPA at a background average of 12 ug/m3, with an additional limit on the maximum daily 
exposure of 35 ug/m3. Because these standards apply uniformly across counties, a 
disproportionate amount of resources are devoted by both the federal and the local governments 
to the protection of public health in highly-polluted counties. We show that modest increases in 
PM2.5 at levels much below the current maximum standard imposes significant mortality risks for 
low pollution counties. This finding suggests a potential for more effective regulatory resource 
deployment through more stringent control of pollution shocks in less-polluted areas.  
Finally, we concentrate on the understanding of why mortality damage is larger in low pollution 
regions. Although we cannot rule out every factor that possibly correlate with background PM2.5 
levels, we investigate three alternative explanations to our findings. The first is income. Since 
poor areas are likely to be more polluted and exhibit higher mortality rates, our results can 
potentially reflect a trend in poverty rather than in background pollution. The second is 
information. High pollution areas, such as population centers, often have access to public 
information infrastructures that disseminate air quality information. This information may cause 
residents to engage in avoidance behavior and thus reduce effective exposure to pollution. The 
third is access to healthcare. Residents in high pollution areas might have higher utilization of 
healthcare resources, which reduces the mortality risk of pollution exposure.  
 To shed light on the income and information channels, table 3, panel B, columns 2-4 
present regression results where we include interactions of background pollution with smoke 
exposure, controlling also for interactive effects between smoke and (a) the fraction of the ZIP 
code population below 200 percent of the federal poverty line, and (b) the fraction of urban 
population, which likely correlates with availability of information.  In regressions including all 




background pollution is significantly different from zero, while the coefficients on the smoke-by-
poverty and smoke-by-urban variables are small and not statistically significant.  Thus, the 
interaction with respect to background PM2.5 cannot be explained by the effect heterogeneity by 
income levels. We also find that the heterogeneity also holds in multi-day mortality regressions; 
in fact, the relative strength of this effect appears to grow larger as we expand the look-ahead 
window. 
 We directly examine differential access to healthcare by testing for a heterogeneous 
utilization (hospital admissions and ER visits) response to smoke as a function of baseline 
pollution levels. Panel B, columns 5 of Table 3 shows that, despite the negative relationship 
between background pollution and smoke related mortality, we find no relationship between 
background pollution and healthcare use. Thus, it does not appear that the healthcare system 
plays a role in moderating the impact of smoke exposure on mortality in high-pollution places. 
  
6. Conclusion 
 In this paper, we introduce space-based observation of wildfire smoke plume, and we 
exploit long-range transport of plumes to study the impact of air pollution on health outcomes at 
the population scale. We concentrate on the understanding of how similar pollution events affect 
different population subgroups in different ways, focusing particularly on the differential 
mortality damage of pollution across cities with high versus low background level of air 
pollution. We show that a moderate increase in PM2.5 concentration driven by smoke exposure 
causes significantly higher mortality damages in regions with lower background PM2.5 




pollution regulation, but in a specific way: regulatory resources may be more effectively 
allocated with more stringent control of pollution shocks in low pollution areas. 
This paper also provides the first national-scale analysis of the causal relationship 
between wildfire pollution exposure and health. By combining satellite-based data on all wildfire 
smoke plumes affecting the US with health outcomes of the universe of Medicare beneficiaries 
over a 9-year period, we are able to examine this relationship in greater detail and with greater 
statistical precision than earlier work.  We document, for the first time, a strong, positive direct 
link between smoke exposure and adult mortality. We also find that smoke exposure increases 
hospitalizations and emergency room visits. Although there have been a number of studies 
looking at the health effects of wildfire smoke exposure, the evidence in these studies has been 
inconsistent. This is true both within studies (e.g., finding hospitalization effects for some causes 
or subpopulations but not overall) and across studies, and despite the fact that the link between 
the pollutants generated by wildfires (e.g., particulate matter) and health is has been more clearly 
established.  One of the major contributions of this paper is that we are able to study how a wide 
variety of smoke events affect the universe of Medicare beneficiaries.  The result is that we find 






CHAPTER 4: FIGURES AND TABLES 
 
Figure 1. EPA's Ambient Pollution Monitoring Schedule, 2001 
Notes: Figure shows the EPA's 2001 monitoring schedule calendar. Full archives of all calendars 





Figure 2. Event Study: Off-days vs. On-days Pollution Gap 
 
Notes: Figure plots the path of pollution concentration by days of 1-in-6 day monitoring cycle. 
Sample includes all sites that contain at least one 1-in-6 day PM monitor. Pollution is measured 
by satellite-based aerosol concentration within the 10km×10km area that contains the monitoring 
site. Day 0 corresponds to the scheduled sampling day which is normalized to 0. The regression 
is not conditional any covariates. Dashed lines represent 95% confidence intervals constructed 






Figure 3. Heterogeneous Pollution Gap by County's Average PM 2.5 Level 
 
Panel A. By bins of previous month’s PM 2.5 level 
 
Panel B. By leads and lags of monthly PM 2.5 levels 
 
Notes: Panel A reports the interaction of the pollution gap with bins of realized PM 2.5 in the 
past month, controlling for interactions with other five lags and all six leads. Panel B reports the 
interaction of the 1-in-6 day pollution gap with six lags and six leads of the county's realized PM 
2.5 concentration. Both regressions include fixed effects dummies (site, year, month-of-year, and 
day-of-week) and weather controls. In both panel, dashed range bars plot 95% confidence 





Figure 4. Placebo Test: Pollution Gap by Years Relative to Monitoring Site Retirement 
 
Notes: Figure plots off-days vs. on-days pollution gap as a function of years relative to 1-in-6 
day monitoring site retirement. Average estimates show off-days effect separately estimated 
before and after monitoring site retirement. Sample includes retirement of 490 sites from 2001 to 
2013. The regression is not conditional on any covariates. Dashed lines represent 95% 





Figure 5. Event Study: Pollution Gap Near 1-in-3 Day Monitoring Sites 
 
Notes: Figure plots the path of pollution concentration by days of 1-in-3 day monitoring cycle. 
Sample includes all sites that contain at least one 1-in-3 day PM monitor. Pollution is measured 
by satellite-based aerosol concentration within the 10km×10km area that contains the monitoring 
site. Day 0 corresponds to the scheduled sampling day which is normalized to 0. The regression 
is not conditional on any covariates. Dashed lines represent 95% confidence intervals 





Figure 6. County Level 1-in-6 Day Pollution Gap 
 
Notes: Map plots county-level 1-in-6 day pollution gap estimates. Red (blue) areas correspond to 
higher (lower) aerosol levels during off-days. For all counties, off-days and on-days are defined 
using EPA's monitoring schedule. The ``N/A'' category corresponds to counties with fewer than 





Figure 7. Pollution Gap Shifts 
 
Notes: Each row represents a group of counties by their decile distance to the hot-spot counties. 
Each column represents a day in a 1-in-6 day monitoring cycle, with 0 being the on-day 
according to the EPA's monitoring schedule. Each cell shows the (log) pollution difference 
between that day and the other five days on the same row (so, for column day-0, this is just the 
off-day vs. on-day pollution gap). The underlying estimation data contains 128,065,517 
observations at the 10km×10km satellite pixel × daily level. Regression models are estimated 
separately for each row. Dashed arrows show shifts of the timing when minimum pollution level 
is expected to be observed within a six-day monitoring cycle when directivity-weighted wind 





Figure 8. Industry Correlates of Pollution Gap Hotspots 
 
Notes: Each column represents t-statistics from a single regression, with model specifications 
laid out in the header. 2-digit NAICS industry blocks are ordered by its share of national total 
PM 10 emissions according to EPA's 2011 National Emissions Inventory. In the interest of 
space, graph only reports results for polluting sectors, i.e. those contribute at least 1 % of total 
PM 10. Redness (blueness) indicates that the county being an industrial hot spot positively 





Figure 9. Pollution Gap Around Wood Product Manufacturing Plants 
Panel A. Distance gradient of the pollution gap 
 
 
Panel B. Pollution gap for plants near vs. far-away from 1-in-6 day monitors 
 
Notes: Sample includes all wood product manufacturing plants (NAICS = 321) observed in the 
EPA's annual Toxic Release Inventory from 2001-2013. The underlying estimation data contains 
610,459 observations at the 10km×10km satellite pixel × daily level. Panel A plots 1-in-6 day 
pollution gap around plants that are within 50 miles to the nearest 1-in-6 day PM monitoring site, 
grouped by decile distance. The rightmost bin groups all facilities that are more than 50 miles 
apart from the nearest site. Panel B shows 1-in-6 day pollution patterns for close and far-away 
plants. Dashed lines represent 95% confidence intervals constructed using standard errors 





Figure 10. Local Governments' Strategic ``Pollution Action Day'' Declaration 
 
Notes: Outcome variable is core based statistical area (CBSA) × daily dummy for whether any 
action day is issued. Sample spans 2004-2013 and includes 14,945 issuances across 171 CBSAs. 
In cases of issuances that span a consecutive number of days, only the first day of issuance is 
counted. See text for more details. Dashed lines represent 95% confidence intervals constructed 





Figure 11. Distribution of Wind Resources and Wind Farms 
 
Notes: Panel A is sourced from McCunney et al (2014). Panel B is sourced from Doolan (2011). 
Panel C is sourced from Hubbard and Shepherd (1990), which shows measured noise level 200 
meters from a utility-scale wind turbine when wind speed is 7.2 m/s. Measured frequency of the 





Figure 12. Growth of the U.S. Wind Power Industry 
 
Notes:  Circle-connected line plots total wind power generation capacity observed in the EIA-
860 form. Triangle-connected lines compute the average distance from county's Census 2010 
population center to the nearest wind farm, including states that have wind power capacity by the 
end of 2013. Dashed line plots distance including all states. Distance statistics before 1997 





Figure 13. Distribution of Wind Farms and Sample Counties 
 
Notes: Map plots location of wind farms and the associated sample counties. Dark color counties 





Figure 14. Event Study: Suicide 
 
Notes: Graph plots suicide rate (per million population) by months relative to wind farm 
installation month, using all installation events from 2001-2013. The month immediately before 
the installation is the omitted category. The regression is weighted by county×year population 
and is conditional on 12 month-of-year dummies. Dots show monthly point estimates. Solid lines 
show before vs. after averages of the point estimates. Dashed lines show lowess smooth of 
monthly point estimates. Shades show 95% confidence interval constructed using standard errors 





Figure 15. Age Group Heterogeneity in Wind Farm's Suicide Impacts 
 
Notes: Graph plots the interaction term between post-event window dummy (Post) and age group 
category. Percentage numbers in parentheses show coefficient as a fraction of mean suicide rate 
within each age group. Estimation uses a balanced sample of counties from to 12 months before 
to 12 months after wind turbine installations. Regressions include county, month-of-year and 
year fixed effects fully interacted with age categories. All regressions control for daily 
temperature bins and quadratic monthly precipitation. Dashed bars show 95% confidence 





Figure 16. Wind Direction Heterogeneity in Wind Farm's Suicide Impacts 
 
Notes: Graph plots the interaction term between post-event window dummy (Post) and monthly 
number of days in four relative wind direction bins, as indicated by x-axis. The ``0-44'' category 
is days when a county is within (plus/minus) 0-44 degree of the downwind direction, etc. 
Estimation uses a balanced sample of counties from to 12 months before to 12 months after wind 
turbine installations. Regressions include county, month-of-year and year fixed effects. All 
regressions control for daily temperature bins and quadratic monthly precipitation. Dashed bars 





Figure 17. Event Study: Days ``Not Get Enough Sleep'' (BRFSS Sample) 
 
 
Notes: Graph plots monthly average number of days that BRFSS respondents report ``did not get 
enough sleep'', by months relative to wind farm installation month, using all installation events in 
2002 and 2004-2010. The sample includes all respondents living in counties where the sleep 
measure is available. The omitted category is two months before the wind farm installation. The 
regression is weighted by county×year population and is conditional on 12 month-of-year 
dummies. Dots show monthly point estimates. Solid lines show before vs. after averages of the 
point estimates. Dashed lines show lowess smooth of monthly point estimates. Shades show 95% 





Figure 18. Data Illustration: The Rim Fire (California 2013) and Air Pollution Events 
Panel A. Satellite picture of the Rim fire (August 22, 2013) 
 
Panel B. PM 2.5 concentrations in San Jose, Reno, and Beijing 
 
Notes:  Panel A shows satellite picture of the Rim Fire (source: NASA Earth Observatory). Red 
cross highlights city of Reno, Nevada and blue cross highlights San Jose, California. Panel B 
shows daily PM 2.5 concentration in San Jose (ZIP code 95118) and Reno (ZIP code 89501). 5-
day moving average PM 2.5 during the same time period is shown for Beijing, China (source: 





Figure 19. Data Illustration: Smoke Plume Dynamics of the Rim Fire 
 
Notes: Graph show six daily snapshots of smoke plumes in the western US around Rim fire 
eruption. Polygon shapes represent smoke plumes. Red spots show places where MODIS 
satellite algorithm detects unusually warm surface temperatures associated with wildfires. Plume 
contours are presented to show relative thickness of the smoke plumes, although the density 





Figure 20. Average Wildfire and Smoke Exposure by ZIP Code, 2006-2013 
Panel A. Annual number of wildfire days 
 
Panel B. Annual number of smoke days 
 
Notes:  Panel A plots average annual number of wildfires using records from seven major 
wildland management agencies (Bureau of Indian Affairs, Bureau of Land Management, Bureau 
of Reclamation, California Department of Forestry and Fire Protection, National Park Service 
Fire and Aviation Management, US Fish & Wildlife Service, and Forest Service). Panel B plots 





Figure 21. Event Study: Effects of Wildfire Smoke Exposure on Pollution and Mortality 
Raw trends (left); leads & lags coefficients of referred specification (right) 
 
Panel A. PM 2.5 concentration 
 
Panel B. Mortality rate 
 
Notes: Left panels show mean outcomes within a 40-day window around the coded smoke day 
(event day = 0), controlling for day-of-year fixed effects and day-of-week fixed effects with no 
other controls. Right panels show baseline regression coefficients on 7 smoke leads, 
contemporaneous smoke, and 6 smoke lags. Bars show 95% confidence intervals constructed 





Figure 22. Heterogeneous Effects by ``Background'' PM 2.5 Concentration 
Panel A. Smoke Exposure Heterogeneity 
 
Panel B. PM 2.5 Effect Heterogeneity 
 
Panel C. Mortality Effect Heterogeneity 
 
Notes: Figure plots heterogeneity by bins of county's decile average daily PM 2.5 concentration 
from 2005-2013. Mean PM 2.5 concentration (ug/m3) is shown on the x-axis. Panel A plots 
average number of smoke exposure days by PM 2.5 deciles. Panel B plots heterogeneous PM 2.5 
effects of a smoke day by PM 2.5 deciles. Panel C plots heterogeneous mortality effects of a 
smoke day by PM 2.5 deciles. In all panels, dots show coefficient for each decile. Dashed lines 
show the slope of the decile estimates, obtained from separate regressions where the dependent 




Table 1. Summary Statistics 
 
Notes: Each row represents statistics for a calendar year. Column 1, 2, and 3 shows 25th-
percentile, mean, and 75th-percentile values of grid-daily level aerosol concentration. Column 4 
shows total number of grid-daily observations. Monitor sample includes all monitors that 
collected enough samples during the year to be considered eligible for NAAQS comparison. 
Column 5 reports total number of particulate matter (PM) monitors, including all PM 2.5 and PM 
10 monitors that are eligible for NAAQS comparison (see the text for more details). Column 6 
counts number of 1-in-6 day monitors, defined by monitors that are required to sample either 60 
or 61 days of PM data for each calendar year. Column 7 counts number of 1-in-6 day monitors 
that exceeded any PM standard in that year (but not necessarily violating the NAAQS, as 
violation is based on 3-year average values). Column 8 aggregates monitor counts from column 
1 to the monitoring site level, acknowledging the fact that there might be multiple PM monitors 
within the same monitoring sites. Column 9 counts number of sites that contain at least one PM 
monitor that follows the 1-in-6 day schedule. Column 10 and 12 aggregate site counts in column 
8 and 9 to the county level, respectively. Column 11 and 13 report corresponding population that 




Table 2. Off-days vs. On-days Pollution Gap: 1-in-6 Day Monitoring Sites 
 
Notes: Each column reports a separate regression. Column name indicates the sample used. 
Column 1 & 2 use all sites that have at least one 1-in-6 day PM monitor. Column 3 includes sites 
that have standalone 1-in-6 day monitor. Column 4 includes sites in counties with only 1-in-6 
day monitors. Controls include fixed effects dummies (site, year, month-of-year, and day-of-
week) and weather controls. Standard errors are clusterd at the county level. *: p < 0.10; **: p < 




Table 3. Off-days vs. On-days Pollution Gap: ``Placebo'' Sites 
 
Notes: Each column reports a separate regression. Column name indicates the sample used. 
Column 1 includes areas that had 1-in-6 day PM monitoring sites which retired. Column 2 
includes 1-in-1 day sites. Column 3 includes 1-in-6 day HAPs sites. Controls include fixed 
effects dummies (site, year, month-of-year, and day-of-week) and weather controls. Power 
calculation estimates power of tests detecting a 1.5% mean difference between off-days vs. on-
days at a 5% significance level. Standard errors are clusterd at the county level. *: p < 0.10; **: p 




Table 4. Off-days vs. On-days Pollution Gap: 1-in-3 Day Monitoring Sites 
 
Notes: Each column reports a separate regression. Column name indicates the sample used. 
Column 1 & 2 use all sites that have at least one 1-in-3 day PM monitor. Column 3 includes sites 
that have standalone 1-in- day monitor. Column 4 includes sites in counties with only 1-in-3 day 
monitors. Controls include fixed effects dummies (site, year, month-of-year, and day-of-week) 
and weather controls. Standard errors are clusterd at the county level. *: p < 0.10; **: p < 0.05; 




Table 5. Correlates of Pollution Gap Hotspots: Compliance Status and Emission 
Concentration 
 
Notes: Each column reports a separate regression. A unit of observation is a county. Dependent 
variable is a dummy which equals one if a county is among the ``hot-spot'' counties, i.e. those in 
the top decile of pollution gap magnitude, and therefore has a mean value of roughly 0.10. 
``1(Non-attainment)'' indicates counties ever designated PM 10 or PM 2.5 non-attainment status. 
``1(Has 1-in-6 day sites)'' indicates counties where any 1-in-6 day PM monitors existed. 
``1(Emission Herfindahl > 0.9)'' indicates counties where the 2001-2013 annual average 
emission Herfindahl Index is larger than 0.9, based on the Toxic Release Inventory. Standard 




Table 6. Pollution gap estimates by ``Action Day'' declaration 
 
Notes: Each column represents a separate regression. ``1(warning)'' and ``1(no warning)'' indicate 
whether the 1-in-6 day cycle includes an Action Day issuance or not. ``1(no ``Action Day'' 
program)'' indicate monitors that live in counties that had never issued any Action Day warnings 
from 2004-2013. Coefficient estimates on the group main effects are not reported in the interest 
of space. Controls include FEs (site, year, month-of-year, day-of-week), daily temperature bins, 
precipitation, and wind speed bins. Standard errors are clustered at the county level. *: p < 0.10; 




Table 7. Summary Statistics 
 
Notes: All statistics are computed at the county level. Standard deviations in brackets. Suicide, 
wind speed, temperature, and precipitation statistics are computed as monthly average from 
2001-2013. Population, poverty, income, and home values are from Census 2000, extracted from 
Minnesota Population Center National Historical Geographic Information System (NHGIS) 
Version 11.0. Gun store is measured by per capita number of Federal Firearms Licensees in 
December 2012.  Guns & Ammo magazine circulation is measured at August 2005. Statistics are 
weighted by 2001-2013 average annual population (suicide, gun access) and average age-group 
specific population (age-specific suicide), and census 2000 population (poverty, income, home 




Table 8. Wind Farms' Impact on Suicide 
 
Notes: Each column × panel cell reports a separate regression. Estimation uses a balanced 
sample of counties from to 12 months before to 12 months after wind turbine installations. (Post) 
indicates months after installation. (Close) indicates counties close to wind farms. (Event year) 
indicates event windows that contain the actual installation event. All regressions control for 
daily temperature bins and quadratic monthly precipitation. Standard errors are clustered at the 




Table 9. Wind Farms' Impact on Other Causes of Death 
 
Notes: Each column reports a separate regression in which the dependent variable is mortality 
rate by cause of death, indicated by column name. Causes are defined using the 10th revision of 
the International Statistical Classification of Diseases and Related Health Problems (ICD-10) 
codes: suicide (X60-X84, Y870), circulatory (I00-I99), neoplasm (C00-D48), respiratory (J00-
J99), nervous (G00-G99), accident (V01-X59), metabolic (E00-E90), mental (F00-F99), digest 
(K00-K93), and infection (A00-B99).  Estimation uses a balanced sample of counties from to 12 
months before to 12 months after wind turbine installations. (Post) indicates months after 
installation. Regressions control for county fixed effects, month-of-year fixed effects, and year 
fixed effects. All regressions control for daily temperature bins and quadratic monthly 
precipitation. Standard errors are clustered at the wind farm level. p-value is the unadjusted 
significance level. q-value is false discovery rate adjusted significance level based on Anderson 




Table 10. Wind Farms' Impact on Suicide, by Wind Directions 
 
Notes: Each column × panel cell reports a separate regression. Estimation uses a balanced sample 
of counties from to 12 months before to 12 months after wind turbine installations. (Post) 
indicates months after installation. ``Up/downwind'' (``crosswind'') counts number of days in a 
month that the county spend downwind (crosswind) a wind farm. ``Bot./Mid/.Top tercile wind 
speed'' (``Bot./Mid/.Top tercile wind speed'') is a categorical variable for terciles of monthly 
wind speed at the wind farm (MW size of the wind farm). All regressions control for daily 





Table 11. Wind Farms' Impact on Sleep Insufficiency (BRFSS Sample) 
 
Notes: Each column reports a separate regression. Dependent variables are monthly measures of 
insufficient sleep, as indicated by column names. Estimation uses a balanced sample of counties 
from to 12 months before to 12 months after wind turbine installations. (Post) indicates months 
after installation. All regressions include county fixed effects, month-of-year fixed effects, and 
year fixed effects. Regressions also control for daily temperature bins and quadratic monthly 




Table 12. Wind Farms' Impact on Suicide, by Firearm Access 
 
Notes: Each column reports a separate regression. Estimation uses a balanced sample of counties 
from to 12 months before to 12 months after wind turbine installations. (Post) indicates months 
after installation. ``Bot./Mid./Top gun access'' is a categorical variable for terciles of gun access. 
Gun access measure is county level Federal Firearms Licensees per 100,000 residents (column 1 
and 2) and county level  Guns & Ammo circulation per 100,000 residents (column 3 and 4). All 
regressions include county fixed effects, month-of-year fixed effects, and year fixed effects. 
Regressions also control for daily temperature bins and quadratic monthly precipitation. Standard 




Table 13. Summary Statistics 
 
Notes: Statistics are computed over ZIP Code-daily observations. Except for number of 
beneficiaries, all statistics are weighted by number of living Medicare beneficiaries aged 65 and 




Table 14. Effects of Wildfire Smoke on Air Pollution 
 
Notes: NAAQS standards are shown for PM 2.5 (24 hours), PM 10 (24 hours), O3 (8 hours), CO 
(8 hours), NO2 (1 year), and SO2 (1 hour). Regressions control for ZIP Code×week-of-year 
fixed effects, day-of-week fixed effects, state×year fixed effects, 3-day smoke leads and lags, 10-
degree daily temperature bins, and quadratic daily precipitation. Standard errors are clustered at 




Table 15. Effects of Wildfire Smoke on Mortality 
 
Notes: Outcome variables are ZIP Code-daily pollution (column 1), mortality rates in the next k-
day window, where (k=1,3,7) as indicated by column names (column 2 - 4), and healthcare 
utilization rate (column 5, measured among the FFS population). Regressions control for ZIP 
Code×week-of-year fixed effects, day-of-week fixed effects, state×year fixed effects, 7 smoke 
leads and 6 smoke lags, 10-degree daily temperature bins, and quadratic daily precipitation. 
Time-invariant characteristics ``Avg. PM 2.5'' (ug/m3), ``Poverty200% FPL'' (percent) and 
``urban'' (percent) are de-meaned. Standard errors are clustered at the county level. *: p < 0.10; 
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APPENDIX A: APPENDIX FIGURES AND TABLES TO CHAPTER 1 
Figure A1. Location of Monitors, 2001 
 




Figure A2. Predicted Probability of Monitoring Schedule Assignment by Annual PM 
Concentration 
 
Notes: Graph reports predicted probability of monitoring schedule assignment for PM 10 (left 
panel) and PM 2.5 (right panel) by annual PM concentration. Predictions are obtained from a 
multinomial logistic model that predicts selection into monitoring schedule by annual average 
and 99th percentile PM value fully interacted with Census region dummies, 5 year lags in annual 
average as well as 99th percentile value, and calendar year dummies. Each dot on the graph 
represent a monitor-pollutant metric. Lines show quadratic fits of predicted probability over 




Figure A3. 10km×10km Level Aerosol Concentration, 2001-2013 Average 
 
Notes: Map shows 13 year (2001-2013) average 10km×10km pixel level aerosol optical depth, 




Figure A4. PM and Aerosol Correlation, 2001-2013 
 
Notes: Graph presents the correlation between monitor PM 2.5 readings and the satellite aerosol 
optical depth measure, defined as the aerosol level within the 10km×10km area where the 
monitor lives in. Dots show average PM 2.5 within 100 equally-sized aerosol bin. Histograms 




Figure A5. Wind Direction and Pollution Gap Shifts 
 
Notes: Each row represents a group of counties by distance to the hotspot counties. Each column 
represents a day in a 1-in-6 day monitoring cycle, with 0 being the on-day according to the 
EPA's monitoring schedule. Each cell shows the (log) pollution difference between that day and 
the other five days on the same row (so, for column day-0, this is just the off-day vs. on-day 
pollution gap). Regression models are estimated separately for each row. Sample restricts to 
counties within 50 miles to hotspots, cut by quintile distance, and then further grouped into ones 
that are downwind and upwind the hotspot counties. A county is downwind if its centroid falls 
within a 30-degree cone relative to the prevailing wind direction at the nearest hotspot county. 
Upwind counties are defined symmetrically. Prevailing wind direction is measured by 13 year 




Figure A6. Pollution Gap by Local Emission Concentration 
 
Notes: Figure displays 1-in-6 day pollution pattern separately for high Herfindahl index > 0.9 vs. 
low Herfindahl index < 0.9 counties. Estimates are obtained from a single regression. 
Foreground graph objects represent estimates for the high Herfindahl index counties while the 
background graph objects show estimates for the rest of the samples. Dashed lines and the shades 
represent 95% confidence interval constructed from standard errors clustered at the county level. 
Point estimates shown on the upper-right corner shows average pollution gap. Equality p-value 
corresponds to the null hypothesis that there is no difference in the off-days effect for the two 
groups. The regression includes fixed effects dummies (site, year, month-of-year, and day-of-




Figure A7. Mining Sites Responses 
Panel A. Pollution effects 
 
Panel B. Worker injury effects: mining units 
 
Panel C. Worker injury effects: non-mining units 
 
Notes: Sample includes all mines with positive annual employee counts from 2001-2013. Mine 
data is sourced from the Mine Safety and Health Administration. Sample includes 3,656 coal 
mines and 12,784 non-coal mines. Graph plots 1-in-6 day aerosol concentration gap (panel A) 
and injury per 1,000 employees gap (panel B and C) in mines that are within 50 miles to the 
nearest 1-in-6 day PM monitoring site, grouped by decile distance. The rightmost bin groups all 
mines that are more than 50 miles apart from the nearest site. In panel B, small panels show 1-in-
6 day injury patterns for close and far-away mines. Dashed lines represent 95% confidence 




Figure A8. Pollution Gap for Near Road 1-in-6 Day PM Monitors 
 
Notes: Figure plots interaction of pollution gap with the 1-in-6 day PM monitor's distance (bins) 
to the nearest highway. The group ``> 3'' pools all monitors that fall more than 3 miles from the 
nearest highway. Dashed lines represent 95% confidence intervals constructed using standard 




Figure A9. Pollution Gap Around Chemical Product Manufacturing Plants (TRI Sample) 
 
Notes: Sample includes all chemical product manufacturing plants (NAICS = 325) observed in 
the EPA's annual Toxic Release Inventory, 2001-2013. The underlying estimation data contains 
2,187,839 at the 10km×10km satellite pixel × daily level. Graph plots 1-in-6 day pollution gap 
around plants that are within 50 miles to the nearest 1-in-6 day PM monitoring site, grouped by 
decile distance. The rightmost bin groups all facilities that are more than 50 miles apart from the 
nearest site. Small panels on the right show 1-in-6 day pollution patterns for close and far-away 
plants. Dashed lines represent 95% confidence intervals constructed using standard errors 




Table A1. Particulate Matter Monitor Sampling Compliance 
 
Notes: Statistics are computed from monitor-year observations. Sample includes all monitors 




APPENDIX B: APPENDIX FIGURES AND TABLES TO CHAPTER 2 
Figure B1. Event Study: Wind Power Generation 
 
Notes: Graph plots wind power generation (MWh) by months relative to wind farm installation 
month, using all installation events from 2001-2013. In cases where installations are capacity 




Figure B2. Robustness Checks: Closeness Bandwidth 
 
Notes: Each group of range plot items use the same estimation sample, including counties within 
certain distance to the wind farm as indicated by the x-axis. Bar plots number of counties 
included in each estimation sample. Within each group, each range plot item shows a separate 
regression with different fixed effects controls as indicated by the legend. Range bar represents 
95% confidence interval constructed using standard errors clustered at the wind farm level. Solid 




Figure B3. Gun Access by County, December 2012 
 
Notes: Map plots county level number of gun shops per 100,000 population in December 2012. 





Figure B4. Correlation of Gun Access Measures 
 
Notes: Graph plots state level gun access measured by per capita number of gun shops 




Table B1. Robustness Checks: Wind Farms' Impact on Suicide 
 
Notes: Each cell reports a separate regression. Unless noted, estimation uses a balanced sample 
of counties from to 12 months before to 12 months after wind turbine installations. ``PTC driven 
installations'' refer to installations which occurred on months when the Federal Production Tax 
Credit expired. As all expirations are all on December, the specifications in column 2 and 3 
cannot be estimated as they exploit within month-of-year variations. Unless noted, regressions 
control for daily temperature bins and quadratic monthly precipitation. Unless noted, standard 




APPENDIX C: APPENDIX FIGURES AND TABLES TO CHAPTER 3 
Figure C1. Trends: Healthcare Utilization around Wildfire Smoke Exposure 
Panel A. Emergency room visits 
 
Panel B. Hospital admissions 
 
Panel C. ``Utilization'' (emergency room visits + non-emergency hospitalization) 
 
Notes: Figure presents mean daily utilization within a 40-day window around the coded smoke 
day (event day = 0). Sample includes all Medicare fee-for-service beneficiaries aged 65 and over. 
There are 6,511,390 smoke events at the ZIP Code-day level. Panel names indicate outcome 
variables. All regressions control for day-of-year fixed effects and day-of-week fixed effects 




Figure C2. Heterogeneity by Average PM 2.5 Concentration: Alternative Definitions of 
``Background'' PM 2.5 
 
 
Notes: Average daily PM 2.5 concentration defined using all data (blue circles); excluding June - 
September data (green squares); June - September data (red crosses); excluding smoke ZIP 




Table C1. Effect of Wildfire Smoke on Air Pollution and Mortality: Fixed Effects Strategy 
Robustness 
 
Notes: Each column presents a different fixed effects strategies. All regressions control for 3-day 
smoke leads and lags, 10-degree daily temperature bins, and quadratic daily precipitation. 




Table C2. Effect of Wildfire Smoke on Air Pollution and Mortality: Other Robustness 
 
Notes: Each row presents a different specification. As a baseline, all regressions control for 3-
day smoke leads and lags, 10-degree daily temperature bins, and quadratic daily precipitation. 
``Deep smoke'' indicates days when a ZIP Code is entirely covered by smoke plume. ``Wind 
direction bins'' is daily wind direction at the centroid of the ZIP Code's parent county, 
categorized into 60-degree bins. ``May to September'' is the usual wildfire season in our data. 
``Western U.S.'' refer to the states of Arizona, California, Colorado, Idaho, Montana, Nevada, 
New Mexico, Oregon, Utah, Washington, and Wyoming. ``Eastern U.S.'' are lower 48 states 
except the western states. Standard errors are clustered at the county level. *: p < 0.10; **: p < 
0.05; ***: p < 0.01. 
