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Abstract
For any σ -algebra of measurable subsets of the unit disk generated by a finite Blaschke product, we prove that the associated
conditional expectation operator commutes with the Bergman projection operator if and only if the σ -algebra is generated by
a monomial. In the process, a formula for the conditional expectation operator (under certain assumptions) is obtained. When
compared with earlier results of A.B. Aleksandrov concerning conditional expectation associated with σ -algebras of measurable
subsets of the circle, our results exhibit a stark contrast between the way conditional expectation operators act in the Bergman and
Hardy space settings.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
If (X,M,μ) is any measurable space (where μ is a positive measure), and A⊂M is any σ -subalgebra, then the
conditional expectation operator associated with A maps a function h in L1(X,M,μ) to an A-measurable function
EA(h) satisfying the equation∫
Δ
EA(h) dμ =
∫
Δ
hdμ (1)
for every Δ in A. Note that (1) and the Radon–Nikodým theorem define EA(h) uniquely up to A-measurable sets
of μ-measure zero. Indeed, for each h in L1(X,M,μ), the right-hand side of (1) defines a measure on A which
is absolutely continuous with respect to the restriction of μ to A. Thus the Radon–Nikodým theorem guarantees
an A-measurable function, which we denote by EA(h), satisfying (1).
When the underlying space X is the unit circle T = {z ∈ C: |z| = 1} with normalized Lebesgue measure m, there
is another important operator called the Riesz projection P which (for 1 < p < ∞) allows one to write a function f
in Lp(T,m) as the sum of the function Pf in the Hardy space Hp , and the function f −Pf whose complex conjugate
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B.J. Carswell, M.I. Stessin / J. Math. Anal. Appl. 341 (2008) 270–275 271belongs to Hp . (See [4] for details.) In 1986, A.B. Aleksandrov proved that on the space L2(T,m), the conditional
expectation operator associated with a σ -algebra of Lebesgue measurable subsets of T commutes with the Riesz
projection if and only if the σ -algebra is singly generated by a classical inner function [1].
Numerous papers on the topic of conditional expectation operators have appeared in the literature. (In addition
to [1], see, for example, [2] or [7].) These operators are significant for many reasons, one of which being that they
shed light on why algebras of functions that are generated by classical inner functions are among the most important
algebras.
The present paper is motivated by the question to what extent does Aleksandrov’s result hold in the setting of the
unit disk D = {z ∈ C: |z| < 1}? To be precise, recall that the Bergman space Ap consists of the analytic functions
in Lp(D, σ ), that is, the functions f analytic in D whose area integral
‖h‖pp =
∫
D
|h|p dσ
is finite. Here, σ denotes Lebesgue area measure in D, normalized so that σ(D) = 1. The analog of the Riesz projection
is the Bergman projection P which (for 1 < p < ∞) takes the function h in Lp(D, σ ) to the function P(h) in Ap and
is given by the formula
P(h)(w) =
∫
D
h(z)
(1 − wz¯)2 dσ(z)
for w in D. We also mention here that the set of polynomials is dense in Ap for each 0 < p < ∞. (The reader should
consult [5] or [6] for details.)
Interpreting (1) in the setting of the disk, we see that if A is any σ -algebra of Lebesgue measurable sets, then the
conditional expectation operator associated withA takes a function h in L1(D, σ ) to anA-measurable function EA(h)
satisfying∫
Δ
EA(h) dσ =
∫
Δ
hdσ (2)
for every Δ in A. An important property of the conditional expectation operator is that for every 1  p ∞, the
operator EA maps Lp(D, σ ) into Lp(D,A, σ |A), which is a subspace of Lp(D, σ ), and its norm as on operator
on Lp(D, σ ) is equal to one. (See [3, p. 184].)
Motivated by [1], we would like to know which σ -algebras A of measurable subsets of D have the property that
EAP =PEA on L2(D, σ ). It should be noted that saying that EAP =PEA on L2(D, σ ) is another way of saying that
EA maps the Bergman space A2 back into itself. (See Lemma 4.) Although the present paper does not fully answer
this question, it does answer it in the case whereA is assumed to be singly generated by some finite Blaschke product.
Generally, we will use the notation A(f ) for the σ -algebra generated by the single Lebesgue measurable func-
tion f . In other words, A(f ) is the σ -algebra generated by {f −1(U): U ⊂ C is open}.
The main result of the paper is the following.
Theorem 1. Suppose that A = A(f ) for some finite Blaschke product f with f (0) = 0. Then the property
EAP =PEA holds on L2(D, σ ) if and only if A=A(zn) for some positive integer n.
Evidently, this result illustrates that the natural Bergman space analog of Aleksandrov’s result fails severely. In
addition, although we acknowledge that Theorem 1 is limited by the assumption that the generating function is a
finite Blaschke product, we nevertheless point out that Aleksandrov’s result in the circle setting suggests that this
is an important case to consider. Moreover, for most of the paper, we make a less restrictive assumption about the
generating function than we do in Theorem 1. Indeed, in all that follows, we let A(D) denote the disk algebra of
functions continuous in D and analytic in D. In addition, we say that f has finite multiplicity if there exists N such
that for each a ∈ f (D), the level set f −1(a) contains at most N points. For much of our work, we will assume that
the generating function belongs to A(D) and has finite multiplicity.
In order to prove Theorem 1, we also establish the following formula.
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Let a ∈ f (D) and let ξ1, ξ2, . . . , ξn denote the points in the level set f −1(a). Suppose that none of the ξk belong to
{z: f ′(z) = 0} and that a /∈ f (T). Then
EA(h)(ξ) =
∑n
k=1 h(ξk) 1|f ′(ξk)|2∑n
k=1 1|f ′(ξk)|2
for each h in A2 and each ξ in f −1(a).
2. Algebras generated by monomials
One direction of the proof of Theorem 1 does not require Theorem 2, and so we establish this first.
Proposition 3. Suppose A=A(zn) for some positive integer n. Then EAP =PEA holds on L2(D, σ ).
Proof. Write f (z) = zn. Suppose ξ ∈ D \ {0}, and take a = f (ξ). Observe that for each δ > 0, the set Eδ =
f −1(Δ(a, δ)) belongs to A(f ), and consequently
∫
Eδ
EA(h) dσ =
∫
Eδ
hdσ (3)
for any h in L2(D, σ ) by (2). (Actually, (3) holds for h in L1(D, σ ), but that is not needed here.)
Next, let ξk = ekξ , where ek = e 2kπin . It is clear that ξ1, ξ2, . . . , ξn comprise the set f −1(a), and that |ξk| = |ξ | for
each k. Notice that for small enough δ, the set Eδ is comprised of n disjoint open sets U1, . . . ,Un, for which ξk ∈ Uk
for all k, and for which the functions fk := f |Uk map Uk bijectively to Δ(a, δ). Thus for any h in L2(D, σ ), we have
1
δ2
∫
Eδ
hdσ = 1
δ2
n∑
k=1
∫
Δ(a,δ)
h ◦ f −1k
1
|f ′ ◦ f −1k |2
dσ
→
n∑
k=1
h(ξk)
|f ′(ξk)|2 =
n∑
k=1
h(ξk)
n2|ξ |2(n−1)
as δ → 0. Similarly, for δ approaching 0, we have
1
δ2
∫
Eδ
EA(h) dσ →
n∑
k=1
EA(h)(ξk)
n2|ξ |2(n−1) =
EA(h)(ξ)
n|ξ |2(n−1)
since EA(h) is constant on level sets of f . Combining these results with (3), we obtain the relation
EA(h)(ξ) = 1
n
n∑
k=1
h(ekξ).
Finally, observe that this implies that for h in L2(D, σ ) and w in D,
PEAh(w) =
∫
D
EAh(ξ)
(1 − ξ¯w)2 dσ(ξ) =
1
n
n∑
k=1
∫
D
h(ekξ)
(1 − ξ¯w)2 dσ(ξ)
= 1
n
n∑
k=1
∫
D
h(z)
(1 − z¯ekw)2 dσ(z) =
1
n
n∑
k=1
Ph(ekw) = EAPh(w),
as desired. 
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Before proving Theorem 2, we first record two useful results. The reader should note that although in the proof of
Theorem 2 we will be assuming that A=A(f ) for some f ∈ A(D) with finite multiplicity, in the next two results we
will only assume that the generating function f belongs to H∞(D).
The next result allows us to discuss, with no ambiguity, the function EA(h)(w), for h ∈ A2 and w in D.
Lemma 4. Let A=A(f ) for some function f in H∞(D) and suppose that EAP = PEA on L2(D, σ ). If h belongs
to A2, then EA(h) belongs to A2, and in particular, EA(h)(w) is well defined, for w in D.
Proof. If h ∈ A2, then EA(h) = EAP(h) = PEA(h) ∈ A2. In particular, EA(h) is analytic in D, and as such, is well
defined in D. 
Before giving the next result, we fix some notation which will be used for the rest of the paper. For a nonconstant
function f in H∞(D), and for a point a ∈ f (D), let Ea = {z ∈ D: f (z) = a}. For each δ > 0, let Eδ = f −1(Δ(a, δ)),
where Δ(a, δ) is the open Euclidean disk centered at a with radius δ, and define the probability measure νδ by
νδ = σ |Eδ
σ (Eδ)
.
The next lemma identifies a relationship between these measures and the conditional expectation on level sets.
Lemma 5. Let A = A(f ) for some function f in H∞(D) and suppose that EAP = PEA on L2(D, σ ). Let a, Ea ,
and νδ be defined as above. If h belongs to A2, then∫
D
hdνδ → EA(h)(ξ)
as δ → 0, for every ξ ∈ Ea .
Proof. Let h ∈ A2. Then, since EA(h) belongs to the algebra of functions measurable with respect to A(f ), we have
EA(h) = H ◦ f for some function H . It is easy to see that H is analytic in a neighborhood of a. Indeed, letting
w = f (z), and applying Lemma 4 and the chain rule, we have
0 = ∂
∂z¯
EA(h) = ∂H
∂w
∂w
∂z¯
+ ∂H
∂w¯
∂w¯
∂z¯
= ∂H
∂w¯
∂w¯
∂z¯
where the last equality follows from the analyticity of f . Thus, since we are assuming f is nonconstant, ∂H
∂w¯
= 0, and
so H is analytic in a neighborhood of a.
Since H is analytic near a, so is H ′. Thus we may choose δ small enough so that H ′ is analytic in Δ(a, δ). In
particular, given an arbitrary 	 > 0, the number δ may be chosen so small that |H ′(a) − H(τ)−H(a)
τ−a | < 	 whenever
τ ∈ Δ(a, δ). This implies that for each z in Eδ and ξ in Ea ,∣∣EA(h)(z) − EA(h)(ξ)∣∣= ∣∣H (f (z))− H(a)∣∣

∣∣H (f (z))− H(a) − (f (z) − a)H ′(a)∣∣+ ∣∣(f (z) − a)H ′(a)∣∣
< 	
∣∣f (z) − a∣∣+ δ∣∣H ′(a)∣∣
< δ
(
	 + ∣∣H ′(a)∣∣).
This estimate, and the fact that Eδ belongs to the σ -algebra A(f ), implies that for all ξ ∈ Ea ,∣∣∣∣
∫
D
hdνδ − EA(h)(ξ)
∣∣∣∣=
∣∣∣∣ 1σ(Eδ)
∫
Eδ
hdσ − EA(h)(ξ)
∣∣∣∣
=
∣∣∣∣ 1σ(Eδ)
∫
EA(h) dσ − EA(h)(ξ)
∣∣∣∣
Eδ
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σ(Eδ)
∣∣∣∣
∫
Eδ
[EA(h)(z) − EA(h)(ξ)]dσ(z)
∣∣∣∣
 1
σ(Eδ)
∫
Eδ
∣∣EA(h)(z) − EA(h)(ξ)∣∣dσ(z)
 δ
(
	 + ∣∣H ′(a)∣∣).
Since 	 was arbitrary, |∫
D
hdνδ − EA(h)(ξ)| can be made arbitrarily small by choosing δ sufficiently close to 0. 
Next, we will use Lemma 5 to obtain the formula for the conditional expectation operator.
Proof of Theorem 2. We now assume that A=A(f ) for some f ∈ A(D) with finite multiplicity, and we continue to
use the notation a,Ea,Eδ, and νδ which were defined previously.
For small enough δ, the set Eδ is comprised of n disjoint open sets U1, . . . ,Un, for which ξk ∈ Uk for all k, and for
which the functions fk := f |Uk map Uk bijectively to Δ(a, δ). Thus for any h in A2, we have
1
δ2
∫
Eδ
hdσ = 1
δ2
n∑
k=1
∫
Δ(a,δ)
h ◦ f −1k
1
|f ′ ◦ f −1k |2
dσ →
n∑
k=1
h(ξk)
|f ′(ξk)|2
as δ → 0. In particular, if we let h ≡ 1, then as δ → 0, we have
σ(Eδ)
δ2
→
n∑
k=1
1
|f ′(ξk)|2 .
Combining these two limits with Lemma 5 yields the result. 
4. Completion of the proof of Theorem 1
In this section we will finish the proof of Theorem 1, and this will require Lemma 6 and Corollary 1 below. We
remind the reader that one direction of Theorem 1 has been established (Proposition 3).
Again, we assume that A = A(f ) for some f ∈ A(D) with finite multiplicity. Next, we define the weight func-
tion w(ξ) by
w(ξ) =
1
|f ′(ξ)|2∑ 1
|f ′(ξk)|2
. (4)
Here, the sum is taken over all ξk in the level set Ef (ξ). Note that w(ξ) is defined for each ξ in D for which the level
set Ef (ξ) does not intersect the zero set of f ′.
Our next result utilizes the analyticity of EA(h), for h in A2, to show that this weight w must be constant in our
setting.
Lemma 6. LetA=A(f ) for some f ∈ A(D) with finite multiplicity. Suppose that EAP =PEA on L2(D, σ ) and that
f (T) is contained in the boundary of f (D). Then the function w defined in (4) is constant.
Proof. It is clear that we may fix a point a ∈ f (D) in such a way that the level set Ea does not intersect the zero set
of f ′. Let τ1, τ2, . . . , τn comprise Ea . As in the proof of Theorem 2, for sufficiently small δ, the set Eδ is comprised
of disjoint open sets U1,U2, . . . ,Un, for which τk ∈ Uk for all k, and for which the functions fk := f |Uk map Uk
univalently onto Δ(a, δ). Set τ = τ1 and U = U1, and define ϕk = f −1k ◦ f . Notice that each ϕk maps U univalently
onto Uk , and that, of course, ϕ1 is the identity mapping on U .
Next, define the function h by h(z) = f (z)−f (τ)
z−τ for z = τ , and let h(τ) = f ′(τ ). By hypothesis, a /∈ f (T), and so
Theorem 2 implies that
B.J. Carswell, M.I. Stessin / J. Math. Anal. Appl. 341 (2008) 270–275 275EA(h)(ξ) = h(ξ)w(ξ) +
n∑
k=2
h
(
ϕk(ξ)
)
w
(
ϕk(ξ)
)
= h(ξ)w(ξ) + [f (ξ) − f (τ)]
n∑
k=2
w(ϕk(ξ))
ϕk(ξ) − τ
for ξ in U , since h ∈ A2 and f (ξk) = f (ξ) for all k. Recall that the function EA(h)(ξ) is analytic by Lemma 4, and
as such ∂
∂ξ¯
EA(h)(ξ) = 0. Therefore,
[
∂
∂ξ¯
(
h(ξ)w(ξ) + [f (ξ) − f (τ)]
n∑
k=2
w(ϕk(ξ))
ϕk(ξ) − τ
)]
ξ=τ
= 0.
Since h(ξ) and f (ξ) are analytic, and h(τ) = 0, we obtain [ ∂
∂ξ¯
w(ξ)]ξ=τ = 0. (Here, we have used the fact that
[ ∂
∂ξ¯
∑n
k=2
w(ϕk(ξ))
ϕk(ξ)−τ ]ξ=τ is a complex number since the functions ϕk are bounded away from τ in the neighborhood U
for k  2.) Now, since the point τ was chosen arbitrarily (outside a discrete set), we see that ∂
∂ξ¯
w(ξ) = 0 in D, and thus
w is analytic. However, since the analytic function w is also real, it must be constant, which establishes the result. 
One immediate consequence of this result is that if f is any function satisfying the hypotheses of Lemma 6, then
|f ′(τ1)| = |f ′(τ2)| whenever f (τ1) = f (τ2).
If, in addition, we further assume that the generating function f is a finite Blaschke product, then Lemma 6 implies
that |τ1| = |τ2| whenever f (τ1) = f (τ2). To see this, suppose that f (τ1) = f (τ2) with τ1 = τ2. (Technically, we
assume that τ1 and τ2 do not belong to the zero set of f ′.) Then there are disjoint open sets U1 and U2 containing
τ1 and τ2, respectively, for which f (U1) = f (U2), and for which the maps fi := f |Ui are univalent, for i = 1,2. Let
ϕ = f −12 ◦ f1, and observe that for ξ ∈ U1, we have f (ξ) = f (ϕ(ξ)). Thus f ′(ξ) = f ′(ϕ(ξ))ϕ′(ξ), which implies|ϕ′(ξ)| = 1 since |f ′(ξ)| = |f ′(ϕ(ξ))| by the earlier observation. Therefore, the analytic function ϕ′ is constant and
has modulus 1. Thus ϕ(ξ) = λξ + b for some λ ∈ T and b ∈ C, and moreover, the identity theorem shows that
f (ξ) = f (λξ + b) for all ξ in D for which λξ + b is also in D. Observe next that the linear map ϕ(ξ) = λξ + b cannot
map the disk completely outside the disk because otherwise ϕ would map τ1 to the point τ2, lying outside the disk.
From this, we may deduce that b = 0, for otherwise, there is an arc of the circle T that ϕ maps into D. But this cannot
be the case, since if w is a point on such an arc, then 1 = |f (w)| = |f (λw + b)| < 1, since f is a Blaschke product.
In particular, since b = 0, it follows that τ2 = λτ1, proving the claim.
These observations are summarized in the following result:
Corollary 1. Suppose that A = A(f ) for some finite Blaschke product f and that EAP = PEA on L2(D, σ ). If
τ1, τ2, . . . , τn constitute any level set of f , then |τ1| = |τ2| = · · · = |τn|.
Proof of Theorem 1. Let f be a finite Blaschke product of order n with f (0) = 0 and suppose that EAP = PEA on
L2(D, σ ) where A=A(f ). If τ1, τ2, . . . , τn constitute a level set of f , and if we let τ1 approach 0, then Corollary 1
shows that f has a zero at the origin of order n. It follows easily from here that f (z) = λzn for some |λ| = 1,
completing the proof. 
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