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Abstract
We present a ridge polynomial wavelet-type system on the unit ball inRd such that any continuous
function can be expanded with respect to these wavelets. The order of the growth of the degrees
of polynomials is optimal. Coefﬁcient functionals are the inner products of the function and the
corresponding elements of a “dual wavelet system”. The “dual wavelets” is also a ridge polynomial
system with the same growth of the degrees of polynomials. The system is redundant.
© 2005 Elsevier Inc. All rights reserved.
1. A function F(x · ), where x,  ∈ Rd , x ·  is the inner product and F is an univari-
ate function, is called a wave function (in x) with the wave direction . Ridge functions
are linear combinations of wave functions. These functions appear naturally in harmonic
analysis, special function theory, and in several applications such as tomography and neural
networks. Ridge approximation in L2 was actively studied in the last years by Oskolkov
[16–18], Majorov [10], Temlyakov [23], Petrushev [19] and others. Many unexpected phe-
nomena were found. For example, it turned out that the equidistributed wave directions are
not necessary optimal even for approximation of radial functions. Logan and Schepp [8]
found an orthonormal basis in L2(B2) (B2 is the unit disk) consisting of Chebyshev wave
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polynomials with equispaced wave directions. Their ideas were developed in [16]. Petru-
shev [19] found a tight frame inL2(Bd), whereBd is the unit ball inRd , consisting of wave
polynomials, which provides a ridge polynomial expansion for any function f ∈ L2(Bd)
with the minimal possible growth of the degrees of polynomials.
The goal of this paper is to ﬁnd ridge polynomial expansions for the space C(Bd). In
the one-dimensional case, polynomial expansions of continuous functions on the circle and
on the interval was actively studied by many mathematicians for almost forty years. First
polynomial basis for C[a, b] was found in 1961 by Foias and Singer [5]. The growth of the
degrees of polynomials in this basis was exponential. In 1987, Privalov [20] constructed
optimal polynomial bases (regarding the growth of the degrees of polynomials) for the
space of continuous functions in both the trigonometric and the algebraic cases. However,
his bases were not orthogonal. Optimal trigonometric polynomial orthogonal bases were
found due to development ofwavelet theory. OfﬁnOskolkov [15] noted that periodic version
of Meyer wavelets provides trigonometric polynomial Schauder basis of optimal (up to a
constant factor) growth of the degrees. Lorentz and Sahakian [9] proved that the packets
of periodic Meyer wavelets form required bases. Using some generalized shift operators
Skopina [21] found a similar wavelet system in L2[a, b] and proved that the corresponding
wavelet packets are optimal polynomial orthogonal bases for the spaceC[a, b]. Though this
construction can be realized in any Hilbert space with a polynomial orthogonal basis, it is
not clear if the Lebesgue functions of the wavelet Fourier sums are bounded in general. In
particular, it is very doubtful that in this way we can provide uniform convergent expansions
for continuous functions on the ball and on the sphere. Wavelet-type polynomial systems
on the two-dimensional sphere were proposed by Freeden and Schreiner [6]. In contrast
to classical wavelet bases these systems are not orthogonal. Moreover, they are even not
L2-bases, and the expansion of an arbitrary function does not converge in L2, generally
speaking.Nevertheless, expansionswith respect to such systems are very alike usualwavelet
series. In particular, a multiresolution structure is preserved in a certain sense. In [22]
Skopina investigated a special cases of Freeden–Schreiner’s wavelets and proved that in
this case the wavelet expansion of any continuous function uniformly converges to the
function. This construction was transferred to the disk due to some special connections
between a weighted orthonormal polynomial basis on the disk and the Laplace series.
Moreover, since this basis consists of wave polynomials, ridge polynomial expansions
for C(B2) have been found. It was important that d = 2 for both the construction and
the proofs. In the present paper we will use other ideas to ﬁnd a similar construction
for d > 2.
Another construction of ridge wavelets (ridgelets) was proposed by Candes [2–4]. He
studied ridgelet expansions of functions in L2([0, 1]d). His construction is essentially dif-
ferent from ours.
2. Throughout the paper we consider that a positive integer d is ﬁxed and use the following
notations: x · y = x1y1 + · · · + xdyd , |x| = √x · x for x, y ∈ Rd , ∏dn is the space
of polynomials in d variables of degree at most n, Pn := ∏dn ∏dn−1, Gn denotes the
standard nth Gegenbauer polynomial of order ,
Un := (hn,d/2)−1/2Gd/2n ,
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where
hn, =
∫ 1
−1
(Gn)
2,
Bd = {x ∈ Rd : |x|1} is the unit ball in Rd , |Bd | is the volume of Bd , Sd−1 = Bd is
the unit sphere in Rd , for functions f, g ∈ L2(Bd), the inner product is
〈f, g〉 =
∫
Bd
f (x)g(x) dx,
n := (n+ 1)(n+ 2) . . . (n+ d − 1)2(2)d−1 .
Our arguments will be essentially based on the following results obtained in [19].
The polynomials Un( · x),  ∈ Sd−1 are in ∏dn, Un( · x), is orthogonal to ∏dn−1 in
L2(Bd), in particularly, if m = n, then∫
Bd
Un(x · )Um(x · ) dx = 0, (1)
for all ,  ∈ Sd−1, and∫
Bd
Un(x · )Un(x · ) dx = Un( · )
Un(1)
. (2)
For each x ∈ Bd and for each  ∈ Sd−1, we have∫
Sd−1
Un(x · )Un( · ) d = Un(1)Un(x · )
n
. (3)
Theorem 1 (Petrushev [19]). Each function f ∈ L2(Bd) can be represented uniquely as
f
L2=
∞∑
n=0
Qn(f ),
where
Qn(f, x) := n
∫
Sd−1
An(f, )Un(x · ) d
with
An(f, ) =
∫
Bd
f (y)Un(y · ) dy.
Moreover, the operatorsQn, n = 0, 1, . . ., are the orthogonal projectors fromL2(Bd) onto
Pn and the Parseval identity holds
‖f ‖2
L2(Bd)
=
∞∑
n=0
‖Qn(f )‖2L2(Bd) =
∞∑
n=0
n‖An‖2L2(Sd−1).
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It follows from Theorem 1 that∫
Bd
dy
∫
Sd−1
Un(y · )Un(x · ) d = 0 (4)
for all n > 1 and for all x ∈ Bd because the left-hand side of (4) is the orthogonal projection
of the function f ≡ 1 onto Pn.
Integral representation of Qn given in Theorem 1 can be rewritten as a discrete sum by
using a quadrature formula on Sd−1:∫
Sd−1
f () d
∑
∈n
f (),
where n is a set of distinct points on Sd−1, #n  nd−1, 0, which is exact for all
spherical polynomials of degree atmost 2n, i.e. for every spherical polynomial S, deg S2n,
we have∫
Sd−1
S() d =
∑
∈n
S(). (5)
Realization of this quadrature is possible for a large class of sets n due to Theorem 3. It
follows from (5) that, for all x, y ∈ Bd ,∫
Sd−1
Un(x · )Un(y · ) d =
∑
∈n
Un(x · )Un(y · ), (6)
and
Qn(f, x)= n
∑
∈n
An(f,)Un(x · )
= n
∫
Bd
f (y)
∑
∈n
Un(x · )Un(y · ) dy. (7)
Furthermore, we have the following equality:
‖An‖2L2(Sd−1) =
∑
∈n
|An(f,)|2.
By Theorem 1 and (7), we have a ridge representation for the orthogonal projection of a
function f ∈ L2(Bd) ontoPn. On the other hand, this projection can be explicitly expressed
via an orthonormal polynomial basis for L2(Bd). Such a basis was found by Xu [24]. This
basis consists of algebraic polynomials Pnk , n = 0, 1, . . ., k = 1, . . . , rn, rn  nd−1, the
degree of Pnk is exactly n. So, we have
Qn(f, x) =
rn∑
k=1
〈f, Pnk〉Pnk(x) =
∫
Bd
f (y)
rn∑
k=1
Pnk(y)Pnk(x) dy (8)
for all f ∈ L2(Bd) and all x ∈ Bd .
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Theorem 2 (Xu [24]). The (C, d + 1) Cesáro means of the Fourier orthogonal series with
respect to the system {Pnk} deﬁne a positive operator, i.e. for each positive integer N and
for all x, y ∈ Bd , the following inequality holds:
N∑
n=0
(
N − n+ d + 1
d + 1
) rn∑
k=1
Pnk(y)Pnk(x)0. (9)
Due to (8), the operator
f −→
N∑
n=0
(
N − n+ d + 1
d + 1
) rn∑
k=1
〈f, Pnk〉Pnk
coincides with the operator
f −→
N∑
n=0
(
N − n+ d + 1
d + 1
)
Qn(f ).
Hence, by Theorem 2, the latter one is also a positive operator, and we have
N∑
n=0
(
N − n+ d + 1
d + 1
)
n
∫
Sd−1
Un(x · )Un(y · ) d0 (10)
for each positive integer N and for all x, y ∈ Bd .
3. We need a cubature formula on Bd with nonnegative coefﬁcients. Maybe appropriate
formulas are known. Since we could not ﬁnd them, we present our construction based on
the method of iterating quadratures (see, e.g., [14, Chapters 3, 6.4] or [7,13]) and on the
following statement summarized the results given in [12] (see also [11, Theorem 2.1]).
Theorem 3. There exist constantsNd andAd depending only on d so that for any ﬁnite set
{}∈ of distinct points  ∈ Sd−1 and for any positive integer NNd satisfying
N max
x∈Sd−1
min
∈
|x − |Ad,
there exist nonnegative weights a,  ∈ , such that∫
Sd−1
P(x) dx =
∑
∈
aP ()
for all P ∈∏dN .
Due to this theorem, we can assign to each positive integer j a set {(j)m }m∈j of distinct
points (j)m ∈ Sd−1 and a set {(j)m }m∈j of nonnegative weights such that  j ∼ 2j (d−1)
and ∫
Sd−1
P(x) dx =
∑
m∈j
(j)m P (
(j)
m ) (11)
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for any P ∈∏d2j+1 . Iterating this with the Gauss-type quadrature formula∫ 1
−1
(1+ 	)d−1
(	) d	
2j+1∑
k=1
(j)k 

(
	(j)k
)
, (12)
where (j)k > 0 and 	
(j)
k , k = 1, . . . , 2j + 1, are the zeros of the Jacobi polynomial J (0,d−1)2j+2
(see, e.g., [1, Chatper 6, Section 2]), we can arrange the following cubature for Bd :∫
Bd
f (x) dx =
∫ 1
0
d−1 d
∫
sd−1
f () d
= 1
2d
∫ 1
−1
(1+ 	)d−1 d	
∫
sd−1
f
(
	+ 1
2

)
d	

1
2d
2j+1∑
k=1
∑
m∈j
(j)k 
(j)
m f
(
	(j)k + 1
2
(j)m
)
=
2j+1∑
k=1
∑
m∈j
(j)km f
(
	(j)k + 1
2
(j)m
)
.
Redenote the set of points
	(j)k + 1
2
(j)m , k = 1, . . . , 2j+1, m ∈ j
by {t (j) }∈Dj and the corresponding factors (j)km by a(j) ,  ∈ Dj . It is clear that t (j) ∈ Bd for
all  ∈ Dj and  Dj ∼ 2dj . Since the quadrature formula (12) is exact on the set 12j+1+1,
due to (11), we have∫
Bd
P (x) dx =
∑
∈Dj
a
(j)
 P (t
(j)
 ) (13)
for any P ∈ d2j+1+1. Additionally we introduce the set D0 := {0} and put a
(0)
0 = |Bd |.
3. Let
hj (n) =
(
2j−n+d+1
d+1
)
(
2j+d+1
d+1
)
for n = 0, . . . , 2j , hj (n) = 0 for n > 2j , and set gj (n) = hj (n) + hj−1(n), g˜j (n) =
hj (n) − hj−1(n) for j = 1, 2, . . ., n = 0, 1, . . ., g0(0) = h0(0) + 1, g˜0(0) = h0(0) − 1,
g0(n) = g˜0(n) = 0 for n = 1, 2, . . . . For each nonnegative integer j and for each  ∈ Dj+1,
deﬁne the wavelet function j, the dual wavelet function ˜j and the scaling function

(j+1) by
j(x)=
∞∑
n=0
gj (n)n
∑
∈n
Un(t
(j+1)
 · )Un(x · ),
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˜j(x)=
∞∑
n=0
g˜j (n)n
∑
∈n
Un(t
(j+1)
 · )Un(x · ),

(j+1)(x)=
∞∑
n=0
hj (n)n
∑
∈n
Un(t
(j+1)
 · )Un(x · ).
Complete this collection by the function 
0 = 
00 ≡ 1/
√|Bd |.
For f ∈ C(Bd), we will study the convergence of the series
〈f,
0〉
0 +
∞∑
i=0
∑
∈Di+1
a
(j+1)
 〈f, ˜i〉i. (14)
Lemma 4. For any f ∈ C(Bd),
〈f,
0〉
0 +
j−1∑
i=0
∑
∈Di+1
a
(i+1)
 〈f, ˜i〉i =
∑
∈Dj
a
(j)
 〈f,
j〉
j. (15)
Proof. On the basis of (13) and (6),∑
∈Dj
a
(j)
 〈f,
j〉
j =
∫
Bd
dt
∫
Bd
dy f (y)
·
∞∑
n=0
hj−1(n)n
∫
Sd−1
Un(t · )Un(y · ) d
×
∞∑
n=0
hj−1(k)k
∫
Sd−1
Uk(t · )Uk(x · ) d.
Using (1), (2) and (3), we derive the right-hand side to∫
Bd
dy f (y)
∞∑
n=0
h2j−1(n)2n
Un(1)
∫
Sd−1
d
∫
Sd−1
dUn( · )Un(y · )Un(x · )
=
∫
Bd
dy f (y)
∞∑
n=0
h2j−1(n)n
∫
Sd−1
dUn(y · )Un(x · ).
Hence,
∑
∈Dj
a
(j)
 〈f,
j〉
j =
∞∑
n=0
h2j−1(n)Qn(f, x). (16)
Similarly,
∑
∈Di+1
a
(i+1)
 〈f, ˜i〉i(x) =
∞∑
n=0
g˜i (n)gi(n)Qn(f, x). (17)
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Since g˜i (n)gi(n) = h2i (n)− h2i−1(n), it follows that∑
∈Di
a
(i)
 〈f,
i〉
i =
∑
∈Di−1
a
(i−1)
 〈f,
(i−1)〉
(i−1)
+
∑
∈Di
a
(i)
 〈f, ˜(i−1)〉(i−1).
Summing these equalities over all i = 1, . . . , j we obtain (15). 
Lemma 4 shows that the expansionswith respect to the systems {
jk}, {jk} havewavelet
structure.
Assign to each  ⊂ Dj+1 the partial sum of (14)
j,(f )= 〈f,
0〉
0 +
j−1∑
i=0
∑
∈Di+1
a
(i+1)
 〈f, ˜i〉i
+
∑
∈
a
(j+1)
 〈f, ˜j〉j.
Theorem 5. For any f ∈ C(B2),
lim
j→∞ ‖f − j,(f )‖∞ = 0, (18)
where the convergence is uniform over all  ⊂ Dj+1.
Proof. First we will prove that the operators j, taking C(B2) to C(B2) are uniformly
bounded. By (6), (10) and (13),
|j,∅(f, x)| =
∣∣∣∣∣∣
∑
∈Dj
a
(j)
 〈f,
j〉
j
∣∣∣∣∣∣
=
∣∣∣∣∣
∫
Bd
dt
∫
Bd
dy f (y)
∞∑
n=0
hj−1(n)n
∫
Sd−1
Un(t · )Un(y · ) d
×
∞∑
n=0
hj−1(k)k
∫
Sd−1
Uk(t · )Uk(x · ) d
∣∣∣∣∣
 ‖f ‖∞
∫
Bd
dt
∫
Bd
dy
∞∑
n=0
hj−1(n)n
∫
Sd−1
Un(t · )Un(y · ) d
×
∞∑
k=0
hj−1(k)k
∫
Sd−1
Uk(t · )Uk(x · ) d.
From this, using (4), we obtain
‖j,∅‖20. (19)
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Similarly, taking into account that a(j) 0, we have∣∣∣∣∣∣
∑
∈
a
(j+1)
 〈f, ˜j〉j(x)
∣∣∣∣∣∣

∑
∈
a
(j+1)

∫
Bd
dy|f (y)|
j∑
s=j−1
∞∑
n=0
hs(n)n
×
∫
Sd−1
Un(t
(j+1)
 · )Un(y · ) d
×
j∑
r=j−1
∞∑
k=0
hr(k)n
∫
Sd−1
Uk(t
(j+1)
 · )Uk(x · ) d
‖f ‖∞
∑
∈Dj+1
a
(j+1)

∫
Bd
dy
j∑
s=j−1
∞∑
n=0
hs(n)n
×
∫
Sd−1
Un(t
(j+1)
 · )Un(y · ) d
×
j∑
r=j−1
∞∑
k=0
hr(k)
∫
Sd−1
Uk(t
(j+1)
 · )Uk(x · ) d
= ‖f ‖∞
∫
Bd
dt
∫
Bd
dy
j∑
s=j−1
∞∑
n=0
hs(n)n
∫
Sd−1
Un(t
(j+1)
 · )Un(y · ) d
×
j∑
r=j−1
∞∑
k=0
hr(k)n
∫
Sd−1
Uk(t
(j+1)
 · )Uk(x · ) d
= 420‖f ‖∞.
This and (19) yield ‖j,‖5.
Now, by the Banach–Steinhaus theorem, it sufﬁces to check that (18) holds on the set of
polynomials. Let
f =
N∑
n=0
rn∑
k=1
nkPnk.
It follows from (8) and (16) that
j,∅(f )=
N∑
n=0
h2j−1(n)Qn(f )
=
N∑
n=0
h2j−1(n)
rn∑
k=1
〈f, Pnk〉Pnk
=
N∑
n=0
h2j−1(n)
rn∑
k=1
nkPnk.
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Since
lim
j→∞ hj (n) = 1, (20)
whenever n is ﬁxed, we obtain
lim
j→∞ ‖f − j,∅(f )‖∞ = 0. (21)
Due to Theorem 1,∣∣∣∣∣∣
∑
∈
a
(j+1)
 〈f, ˜j〉j
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
∈
a
(j+1)

N∑
n=0
g˜j (n)
rn∑
k=1
nkPnk(t
(j+1)
 )j
∣∣∣∣∣∣
 N max
0nN
|hj (n)− hj−1(n)|
rn∑
k=1
|nk|‖Pnk‖∞
×
∑
∈
|a(j+1) j(x)|. (22)
By (6), (10) and (13), taking into account the positivity of a(j+1) , we have∑
∈
|a(j+1) j(x)| 
∑
∈Dj+1
a
(j+1)

(∣∣∣∣∣
∞∑
n=0
hj (n)
∫
Sd−1
Uk(t
(j+1)
 · )Uk(x · ) d
∣∣∣∣∣
+
∣∣∣∣∣
∞∑
n=0
hj−1(n)
∫
Sd−1
Uk(t
(j+1)
 · )Uk(x · ) d
∣∣∣∣∣
)
=
∫
Bd
(∣∣∣∣∣
∞∑
n=0
hj (n)
∫
Sd−1
Uk(t · )Uk(x · ) d
∣∣∣∣∣
+
∣∣∣∣∣
∞∑
n=0
hj−1(n)
∫
Sd−1
Uk(t · )Uk(x · ) d
∣∣∣∣∣
)
dt
= 2
∫
Bd
dt = 2|Bd |.
Combining this with (22), we obtain
lim
j→∞
∥∥∥∥∥∥
∑
∈
a
(j+1)
 〈f, ˜j〉j
∥∥∥∥∥∥∞ = 0,
where the convergence is uniform over all  ⊂ Dj+1. Due to Lemma 4 and (21), this proves
(18). 
Acknowledgments
The authors are grateful to I.K. Daugavet for very useful discussions of the paper.
A.A. Hemmat et al. / Journal of Approximation Theory 136 (2005) 129–139 139
References
[1] K.I. Babenko, Fundations of Numerical Analysis, Nauka, Moscow, 1986 (in Russian).
[2] E.J. Candes, Ridgelets theory and applications Doctoral Dissertation, Department of Statistics, Stanford
University, 1998.
[3] E.J. Candes, Monoscale ridgelets for the representation of image with edges, Technical Report, Department
of Statistics, Stanford University, 1999.
[4] E.J. Candes, Ridgelet representations of new smoothness classes, Technical Report, Department of Statistics,
Stanford University, 1999.
[5] C. Foias, I. Singer, Some remarks on strongly independent sequences and bases in Banach spaces, Revue de
Mathematiques Pures et Appliqués Acad. R.P.R. VI 3 (1961) 589–594.
[6] W. Freeden, M. Schreiner, Orthogonal and non-orthogonal multiresolution analysis, scale discrete and exact
fully discrete wavelet transform on the sphere, Constructive Approximation 14 (1998) 493–515.
[7] L.V. Kantorovich, On special methods for numerical integration of even and odd functions, Trudy Matem.
in-ta im. V.A. Steklova 28 (1949) 3–15 (in Russian).
[8] B. Logan, L. Schepp, Optimal reconstruction of function from its projections, Duke Mathematical Journal
42 (1975) 645–659.
[9] R.A. Lorentz, A.A. Sahakian, Orthogonal trigonometric Schauder bases of optimal degree for C(0, 2), J.
Fourier Anal. Appl. 1 (1) (1994) 103–112.
[10] V.E.Majorov, On best approximation by ridge functions, Department ofMathematics, Technion, Haifa, Israel,
1997, Preprint.
[11] H.N. Mhaskar, F.J. Narcowich, J. Prestin, J.D. Ward, Polynomial frames on the sphere, Adv. Comput. Math.
13 (2000) 387–403.
[12] H.N. Mhaskar, F.J. Narcowich, J.D. Ward, Spherical Marcinkiewicz–Zygmund inequalities and positive
quadrature, Math. Comp. 70 (235) (2001) 1113–1130 Corrigendum: Math. Comp. 71 (2001) 453–454.
[13] I.P. Mysovskikh, Qubature formulas of integrals over the hyperball, DAN SSSR 15 (5) (1962) 953–976 (in
Russian).
[14] I.P. Mysovskikh, Interpolated Qubature Formulas, Nauka, Moscow, 1981 (in Russian).
[15] D. Ofﬁn, K. Oskolkov, A note on orthonormal polynomial bases and wavelets, Constr. Appr. 9 (1) (1993)
319–325.
[16] K.I. Oskolkov, Ridge approximation, Chebyshev–Fourier analysis and optimal quadrature formulas, Proc.
Steklov Inst. Math. 219 (1997) 265–280.
[17] K.I. Oskolkov, Ridge approximation and Kolmogorov-Nikol’skii problem, Doklady Mathematics 360(4)
(1999) 445–448, Preprint.
[18] K.I. Oskolkov, Non-linear Versus Linearity in RidgeApproximation, Metric Theory of Functions and Topics
of Analysis, Collection of Papers dedicated to the 70th Aniversary of P.L. Ul’yanov. Actuary and Finance
Publ., 1999, pp. 165–195.
[19] P. Petrushev, Approximation by Ridge Functions and Neural Networks, SIAM J. Math. Anal. 30 (1998)
155–189.
[20] Al.A. Privalov, On the growth of degrees of polynomial bases and approximation of trigonometric projectors,
Matem. Zametki 42 (2) (1987) 207–214 (in Russian).
[21] M.A. Skopina, Orthogonal polynomial Schauder bases for C[−1, 1] of Optimal Degree, Matem. Sbornik
192 (3) (2001) 115–136 (in Russian).
[22] M. Skopina, Polynomial expansions of continuous functions on the sphere and on the disk, Department of
Mathematics, University of South Carolina, 2001, Preprint.
[23] V.N. Temlyakov, On approximation by ridge functions, Department of Mathematics, University of South
Carolina, 1996, Preprint.
[24] Y. Xu, Summability of Fourier orthogonal series for Jacobi weight on a ball in Rd , Trans. Amer. Math. Soc.
351 (6) (1999) 2439–2458.
