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Abstract
One of the most difﬁcult problems in applications of semi-parametric partially linear single-index models
(PLSIM) is the choice of pilot estimators and complexity parameters which may result in radically different
estimators. Pilot estimators are often assumed to be root-n consistent, although they are not given in a
constructible way. Complexity parameters, such as a smoothing bandwidth are constrained to a certain
speed, which is rarely determinable in practical situations.
In this paper, efﬁcient, constructible and practicable estimators of PLSIMs are designed with applications
to time series. The proposed technique answers two questions from Carroll et al. [Generalized partially linear
single-index models, J. Amer. Statist. Assoc. 92 (1997) 477–489]: no root-n pilot estimator for the single-
index part of the model is needed and complexity parameters can be selected at the optimal smoothing rate.
The asymptotic distribution is derived and the corresponding algorithm is easily implemented. Examples
from real data sets (credit-scoring and environmental statistics) illustrate the technique and the proposed
methodology of minimum average variance estimation (MAVE).
© 2005 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcation: 62G07; 62G20; 62F10
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1. Introduction
Although the presence of nonlinearities in statistical data analysis is often modelled with non-
and semi-parametric methods, there are still few noncritical semi-parametric techniques. One
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argument that has been advanced is that—despite a reduction in dimensionality—the practical
estimation still depends heavily on pilot estimators and complexity parameters. Another argument
against ﬁnely tuned semi-parametrics is that mathematical tools for inferential decisions and
software implementations are either missing or not readily accessible. The purpose of this paper
is to show that such critiques may be refuted even for the very ﬂexible class of partially linear
single-index models (PLSIM):
y = T0 Z + g(T0 X) + ε, (1.1)
where E(ε|X,Z) = 0 almost surely, 0 and 0 are unknown parameters, g(·) is an unknown
link function. The PLSIM (1.1) was ﬁrst analyzed by Carroll et al. [4] and contains the single-
index models (0 ≡ 0), generalized partially linear models (X one-dimensional and y observed
logits) and generalized linear models (0 ≡ 0 and g known). The advantage of the PLSIM lies
in its generality and its ﬂexibility. The wide spread application of PLSIMs though is somewhat
obstructed by the facts described above: necessity of pilot estimators for 0 and complexity
parameters such as bandwidths (to estimate the link function g). In this paper, we further assume
‖0‖ = 1 and that the ﬁrst entry of 0 is positive for model identiﬁcation; see [26].
The issue of the order of magnitude of the complexity parameter was addressed in [4, Eq. (18),
p. 483]. The convenience of a root-n pilot estimator for 0 was employed in [7] but was found
to severely inﬂuence the ﬁnal estimate. In practical application, these two important questions
will be addressed in this paper: we will show that a simple multi-dimensional kernel estimator
sufﬁces to ensure root-n consistency of the parametric parts of (1.1) and that no under-smoothing
is required for the proposed algorithm.
One motivation of our work comes from credit scoring and the study of nonlinear effects in
retail banking. Another motivation comes from the analysis of circulatory and respiratory prob-
lems in Hong Kong and the study of the complicated effect of weather conditions on the health
problems. Credit scoring methods are designed to asses risk measures for potential borrowers,
companies, etc. Typically, the scoring is reduced to a classiﬁcation or (quadratic) discriminant
analysis problem, see [1,10]. The credit data set of Müller and Rönz [17] consists of 6180 cases
with 8 metric variables (x2, . . . , x9) and 15 categorical explanatory variables (x10, . . . , x24). Co-
variates x3, x4, x5 are of themost interest and represent, respectively, duration of payment, amount
of loan and customer’s age. The response variable y was 0 if customers paid their installments
without problem, or 1 otherwise. There were 513 cases with a y value of 1. A scatterplot matrix
of the observations (x2, x3, x4, x5) is given in Fig. 1.
The distribution of the variable y (black points in Fig. 1) shows a clear nonlinear structure and
speaks therefore against a linear discriminant analysis. A logit model
logit{P(y = 1|X,Z)} = T0 Z + T0 X (1.2)
(also of linear structure) shows clear nonlinearity in the residuals, see [17]. Here X denotes the
vector ofmetric variables andZ the vector of categorical variables.Müller andRönz [17] therefore
applied a partially linear approach as in [22] by replacing one linear term in (1.2) operating on
the metric variable x5 by a nonparametric function g(x5) as shown in Fig. 2.
We partition the range of x4 (or x5) into 50 intervals with equal lengths. We cluster the obser-
vations with x4 (or x5) in the same interval as one class. We calculate the relative frequencies pˆ
for y = 1. In Fig. 2, the variable x4 (or x5) is plotted against the logit(pˆ) = log(pˆ/(1 − pˆ)).
Using bootstrap, the nonlinearity was tested and found to be signiﬁcant. The question of how
to integrate further nonlinear inﬂuences by the other metric variables was analyzed in [17] at a
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Fig. 1. Scatterplots: variables x2 to x5, observations corresponding to y = 1 are emphasized in black.
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Fig. 2. Marginal dependency. Thicker bullets correspond to more observations in a class. The lines are local linear
smoothers.
multi-dimensional kernel regression (e.g. on (x4, x5), see Fig. 5.6 in their article) and found to be
too difﬁcult to implement due to the high-dimensional kernel smoothing. The technique that we
develop here will make it possible to overcome the dimensionality issue and indicate nonlinear
inﬂuences on the logits via the PLSIM. Based on these discussion, we can consider ﬁt the relation
between Y = log(p/(1 − p)) and (X,Z) by
y = T Z˜ + g(1x4 + 2x5) + ε, (1.3)
where Z˜ = (x2, x3, x6, . . . , x24).
The other motivation of this research comes from the investigation of the number of daily hos-
pital admissions of patients suffering from the circulatory and respiratory (CR) problems in Hong
Kong from 1994–1996. There is a jump in the numbers at the beginning of 1995 due to the addi-
tional hospital beds released to accommodate CR patients from the beginning of 1995. We remove
this jump by a simple kernel smoothing over time and denote the remaining time series by yt . The
pollutants and weather conditions might cause the CR problems. The pollutants include sulfur
dioxide (x1t , in gm−3), nitrogen dioxide (x2t , in gm−3), respirable suspended particulates (x3t ,
in gm−3) and ozone (x4t , in gm−3), and weather conditions include temperature (x5t , in ◦C)
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Fig. 3. The ﬁrst and third panels are the plots of daily y against NO2 and humidity, respectively. In the second and fourth
panels, the central lines are kernel smoothers of y on NO2 and humidity, respectively, the upper and lower lines are the
corresponding 95% pointwise conﬁdence intervals.
and relative humidity (x6t , in %). It is obvious that the higher the levels of air pollutants are, the
stronger they tend to cause health problems. Furthermore, simple kernel smoothing suggests that
we can approximate the relations between yt and the pollution levels linearly; see Fig. 3. However,
for the other covariates such as temperature and humidity, the relations are unknown and might
be nonlinear. Fig. 3 is simple regression analyses based on kernel smoothing. The relation of yt
with NO2 is almost linear, but the relation of yt with humidity is nonlinear and hard to explain.
To explore the relation between yt and air pollutants and weather conditions, we may consider
the following model:
yt = T Zt + g(T Xt ) + εt , (1.4)
where Zt consists of levels of pollutants and their lagged variables, and Xt consists of weather
conditions and their lagged variables.
A nonparametric estimation method can be evaluated in the following four aspects: (1) com-
putational cost, (2) efﬁciency, (3) conditions necessary for the consistency, and (4) the range
of the bandwidth. Most nonparametric methods for the estimation of model (1.1) or its special
cases are criticized in one or another aspects. The methods in [4,8,13,23,24] include complicated
optimization techniques and no simple algorithm is available up to now. The method of Li [14]
required symmetric distribution of the covariate; Härdle and Stoker [9] and Hristache et al. [12]
required that |Eg′(T0 X)| is away from 0. If these conditions are violated, their methods cannot
obtain useful estimators. The method of Härdle and Stoker [9] and the method of Hristache et
al. [11,12] are not asymptotically efﬁcient in the semi-parametric sense. Most of the methods
mentioned above require a bandwidth that is much smaller than the data-driven bandwidth in
order to allow the estimator of the parameters to achieve root-n consistency, i.e. under-smoothing
the link function is needed; see, [4,6,9,11,12] among others. More discussions on the selection of
bandwidth for the partially linear model can be found in [15].
In this paper, we present the minimum average variance estimation (MAVE) method that will
provide a remedy to these four weak points.
2. Estimation method and asymptotic results
The basic algorithm for estimating the parameters in (1.1) is based on observing that
(0, 0) = argmin
,
E
[
y − {T Z + g(T X)}
]2
(2.1)
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subject to T  = 1. By conditioning on  = T X, we see that (2.1) equals E2,() where
2,() = E
[
(y − {T Z + g()})2|T X = 
]
.
It follows that
E
[
y − {T Z + g(T X)}
]2 = E2,(T X).
Therefore, minimization (2.1) is equivalent to,
(0, 0) = argmin
,
E
2
,() (2.2)
subject to T  = 1. Let {(Xi, Zi, yi) i = 1, 2, . . . , n} be a sample from (X,Z, y). The conditional
expectation in (2.2) is now approximated by the sample analog. For Xi close to x, we have the
following local linear approximation:
yi − T0 Z − g(T0 Xi) ≈ yi − T0 Zi − g(T0 x) − g′(T0 x)XTi00,
whereXi0 = Xi−x. Following the idea of local linear smoothing [5], wemay estimate 2,(T x)
by
ˆ2,(
T x) = min
a,d
n∑
i=1
{
yi − T Zi − a − dXTi0
}2
wi0. (2.3)
Here, wi00, i = 1, 2, . . . , n, are some weights with ∑ni=1 wi0 = 1, typically centering at x.
Let Xij = Xi − Xj . By (2.2) and (2.3), our estimation procedure is to minimize
1
n
n∑
j=1
G(T Xj )In(Xj )
n∑
i=1
{
yi − T Zi − aj − djXTij
}2
wij (2.4)
with respect to (aj , dj ) and (, ), where G(·) is another weight function that controls the contri-
bution of (Xj , Zj , yj ) to the estimation of  and . For example, when the model is assumed to
be heteroscedastic and V ar(y|X,Z) = V (T0 X), then G(.) = V (.); see [4,7]. In(x) is employed
here for technical purpose to handle the boundary points. It is given in the next section. See also
[7]. For simplicity, we can take In(·) = 1 in practice. If the noise term is negligible, the true pa-
rameter (0, 0) is a solution to the minimization problem in (2.4) withwij → 0 ifXi −Xj → 0.
This observation can give us an intuition about why minimizing (2.4) can generate a consistent
estimator. We call the estimation procedure the MAVE (conditional) method. The main differ-
ence between our method and those in [4,7] is that our method estimate all the parameters and
the nonparametric function by minimizing a single common loss function as in (2.4) while those
in the two papers estimated nonparametric functions and parameters by minimizing two different
loss functions, respectively. This difference is the reason that under-smoothing is not necessary
in our method. Similar spirit appeared in [7] for the single-index model, where they minimized
a common loss function with respect to both smoothing parameter h and the single-index, but
employed another one for the nonparametric function.
Minimizing (2.4) can be decomposed to two typical quadratic programming problems by ﬁxing
(aj , dj ), j = 1, . . . , n and (, ) alternatively. They can be solved easily with simple analytic
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expressions. Given (, ), we have from minimizing (2.4)
(
aj
dj
)
=
{
n∑
i=1
wij
(
1
XTij
)(
1
XTij
)T}−1 n∑
i=1
wij
(
1
XTij
)
(yi − T Zi). (2.5)
Given (aj , dj ), we have from minimizing (2.4)
(


)
=
⎧⎨
⎩
n∑
j=1
G(T Xj )In(Xj )
n∑
i=1
wij
(
Zi
djXij
)(
Zi
djXij
)T⎫⎬
⎭
−1
×
n∑
j=1
G(T Xj )In(Xj )
n∑
i=1
wij
(
Zi
djXij
)
(yi − aj ) (2.6)
and standardize  := sgn1 /||, where sgn1 is the sign of the ﬁrst entry in . Here and later,
|| = (T )1/2 for any vector . The minimization in (2.4) can be solved by iterations between
(2.5) and (2.6). We call the above procedure the PLSIM algorithm.
The choice of the weights wij plays an important role in different estimation methods. See
[11,12,25]. In this paper, we use two sets of weights. Suppose H(·) and K(·) are a p-variate
symmetric density function and a univariate symmetric density function, respectively. The ﬁrst
set of weights is wij = Hb,i(Xj )/∑n=1 Hb,(Xj ), where Hb,i(Xj ) = b−pH(Xij /b) and b
is a bandwidth. This is a multivariate dimensional kernel weight. For this kind of weights, we
set In(x) = 1 if n−1∑n=1 Hb,(x) > c0; 0 otherwise for some constant c0 > 0. Iterating
(2.5) and (2.6) until convergence, denote the estimators (i.e., the ﬁnal values) of  and  by ˜
and ˜, respectively. Because of the so-called “curse of dimensionality”, the estimation based
on this kind of weights is not efﬁcient. However, the multivariate kernel weight can help us to
ﬁnd consistent initial estimators for 0 and 0. We then use single-index kernel weights wi,j =
Kh,i(
T Xj )/
∑n
=1 Kh,(
T Xj ), where Kh,i(v) = h−1K{(T Xi − v)/h}, h is the bandwidth
and  is the previous estimate of 0. Here, we take In(x) = 1 if fˆ(T x) > c0; 0 otherwise, where
fˆ(v) = n−1
∑n
=1 Kh,(v). Iterating (2.5) and (2.6) until convergence, denote the estimators
(i.e. the ﬁnal values) of  and  by ˆ and ˆ, respectively. After obtaining estimates ˆ and ˆ, we
can then estimate g(v) by the solution of aj in (2.5) with T Xj replaced by v, denote the estimate
by gˆ(v).
Lemma 1. Let ˜ and ˜ be the estimators based on the multi-dimensional kernel weight. Suppose
that (C1)–(C6) in Section 6 hold, b → 0 and nbp+2/ log n → ∞. If we start the estimation
procedure with  such that T 0 	= 0, then
˜ − 0 = oP (1), ˜ − 0 = oP (1).
This lemma suggests that we can obtain consistent initial estimators of 0 and 0 using multi-
dimensional kernel. Although these initial estimators have a slow consistent rate, they sufﬁce
for us to obtain root-n consistent estimators eventually. If the design of X is symmetric, the
method of Li [14] can also be used to get consistent initial estimators. There are other numerical
methods available for the choice of the initial values. See, for example, [2,20]. However, those
methods cannot guarantee the consistent properties for the initial estimators. The consistency is
needed for the technical purpose to get the following theorem. Let (x) = E(X|T X = T x),
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(x) = E(Z|T X = T x), and for k = 0 and 2,
Wk =E
{
G(T0 X)I (f0(
T
0 X) > c0)
(
Z − 0(X)
g′(T0 X){X − 0(X)}
)
×
(
Z − 0(X)
g′(T0 X){X − 0(X)}
)T
|ε|k
}
.
Theorem 1. Let (ˆ, ˆ) be the estimators based on the single-index kernel weight starting with
(, ) = (˜, ˜). Suppose (C1)–(C6) in Section 6 hold, h ∼ n− with 1/6 <  < 1/4 and that
E{εi |(Xj , Zj , yj ), j < i} = 0 almost surely. Then
n1/2
(
ˆ − 0
ˆ − 0
)
D→ N(0,W−0 W2W−0 ),
where W−0 is the Moore–Penrose inverse of W0. If further the density function f0(v) of T0 X is
positive and the derivative of E(ε2|T0 X = v) exists, then
(nh)1/2{gˆ(v) − g(v) − 1
2
	2g′′(v)h2} D→ N(0, f−10 (v)
∫
(K(v))2 dvE(ε2|T0 X = v)),
where 	2 =
∫
K(v)v2 dv.
If E{εi |(Xj , Zj , yj ), j < i} 	= 0, then the asymptotic normal distribution still holds, but the
covariance matrix in the distribution depends on the structure of the stochastic process of the
observations. If E(ε2|X,Z) = 2 is constant, then the asymptotic distribution of (ˆ, ˆ) is the
same as that obtained by Carroll et al. [4]. They further showed that their estimator is efﬁcient in
the semi-parametric sense if the conditional density of Y givenX andZ belongs to the exponential
distribution family. Therefore, our estimator is also efﬁcient in the semi-parametric sense under
the same conditions. If Theorem 1 is used for statistical inference about the parameters, we need to
have a consistent estimator for the covariancematrix. Here, we provide such a consistent estimator
for Wk as
Wˆk = n−1
n∑
i=1
G(ˆ
T
Xi)I (fˆˆ(ˆ
T
Xi) > c0)
(
Zi − ˆˆ(Xi)
di{Xi − ˆˆ(Xi)}
)
×
(
Zi − ˆˆ(Xi)
di(ˆ
T
X){Xi − ˆˆ(Xi)}
)T
(Yi − ˆT Zi − ai)k,
where ˆˆ(x) = n−1
∑n
i=1 K ˆh,i(Xi)Xi/fˆˆ(ˆ
T
x), ˆˆ(x) = n−1
∑n
i=1 K ˆh,i(Xi)Zi/fˆˆ(ˆ
T
x) and
fˆˆ(v) is deﬁned above and k = 0 and 2.
Bandwidth selection is always an important issue for nonparametric smoothing. One of the
advantages of our method is that we do not need under-smoothing the link function. Therefore,
most commonly used bandwidth selection methods can be employed here. Consider estimation
of g at the ﬁnal step of the iterations. For a given function w(·) with compact support, minimizing
the asymptotic weighted mean-squared error with weight f0(·)w(·) yields the optimal global
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bandwidth
h0 =
{
2
∫
w(u) du
∫
(K(u))2 du
	22
∫
g′′(u)f0(u)w(u) du
}1/5
n−1/5.
See also the discussion in Carroll et al. [4]. Both the cross-validation bandwidth selection method
and the plug-in method [21] can be used to obtain bandwidths that are asymptotically consistent
of h0. Here, we give the details for the cross-validation bandwidth selection method. For any 
and , let
CV0(b) = n−1
n∑
i=1
{Yi − T Zi − a˜\ii }2 and CV (h) = n−1
n∑
i=1
{Yi − T Zi − aˆ\ii }2,
where a˜\ii and aˆ
\i
i are, respectively, given in
(
a˜
\i
i
d˜
\i
i
)
=
⎧⎪⎨
⎪⎩
n∑
j=1
j 	=i
wji
(
1
XTji
)(
1
XTji
)T⎫⎪⎬
⎪⎭
−1
n∑
j=1
j 	=i
wji
(
1
XTji
)
{Yj − T Zj }
and
(
aˆ
\i
i
dˆ
\i
i
)
=
⎧⎪⎨
⎪⎩
n∑
j=1
j 	=i
wji
(
1
XTji
)(
1
XTji
)T⎫⎪⎬
⎪⎭
−1
n∑
j=1
j 	=i
wji
(
1
XTji
)
{Yj − T Zj }.
The bandwidth in each step is then bˆ = arg minb CV0(b) for the weight function wij and hˆ =
arg minh CV (h) for the weight function wji .
3. Numerical comparisons
In this section, we ﬁrst use an example to demonstrate the relation between estimation errors
and the bandwidth. We then use the examples in [4,7] to check the performance of our estimation
method for ﬁnite data sets. In our simulations, kernel functions H(x) = 3(1− |x|2)I (|x| < 1)/4
and K(u) = 3(1 − u2)I (|u| < 1)/4 are used. A computer code for the calculation is available at
http://www.stat.nus.edu.sg/˜staxyc/plsi.m
Example 3.1. Consider the following model:
yt = 01z1t + 02z2t + 2 exp{−3(01xt−1 + 02xt−2 + 03xt−3)2} + 0.5εt ,
where xt = 0.4xt−1 − 0.5xt−2 + ut with ut , t = 1, 2, . . . , IID∼ Unif orm(−1, 1); z1t and z2t , t =
1, 2, . . . are IID as binary distribution taking values 0 and 1 with probability 0.5 each; εt , t =
1, 2, . . . , IID∼ N(0, 1); and that {ut }, {z1t }, {z1t } and {εt } are independent series. Here, Zt =
(z1t , z2t )T and Xt = (xt−1, xt−2, xt−3, . . . , xt−p)T . The true parameters are  = (01, 02)T =
(1, 2)T and  = (01, 02, 03, . . . , 0p)T = (−2/3, 1/3, 2/3, 0, . . . , 0)T . We deﬁne the esti-
mation errors as e = (|ˆ1 − 01| + |ˆ2 − 02|)/2 and e = 1 − |ˆ
T
0| for ˆ = (ˆ1, ˆ2)T
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Fig. 4. Simulation results of Example 3.1. The solid lines are logarithms of the means of the estimation errors from
200 replications; the dash lines are those of the 90% quantiles of the estimation errors; the vertical lines are averages of
corresponding cross-validation bandwidths.
and ˆ, respectively. We use the MSE for the estimation error of the link function g as MSE =
n−1
∑n
i=1 {gˆ(ˆ
T
Xi)−g(T0 Xi)}2. With different dimension p, sample sizes and bandwidths, the
logarithm of the average errors (the solid lines) and the 90% quantiles of the errors (the dash line)
are shown in Fig. 4 (the number of replications is 200). The vertical lines are the corresponding
average values of cross-validation bandwidths. Fig. 4 shows that the estimation procedure works
quite well and stable and that the cross-validation bandwidth is applicable to the estimation of the
parameters as well as the nonparametric function.
Example 3.2. Consider the following two models:
y = 4{(x1 + x2 − 1)/
√
2}2 + 4 + 0.2ε, (3.1)
y = sin{
((x1 + x2 + x3)/
√
3 − A)/(B − A)} + Z + 0.1ε, (3.2)
where x1, x2, x3 are independent uniformly distributed on [0, 1], A = 0.3912 and B = 1.3409.
Model (3.1) was used by Härdle et al. [7], in which 0 = (11, 12)T = (1/
√
2, 1/
√
2)T . Model
(3.2) was used by Carroll et al. [4], in which 0 = (21, 22, 23)T = (1/
√
3, 1/
√
3, 1/
√
3)T .
We start the simulation for model (3.1) with  = (1, 3)T /√10 and model (3.2) with  =
(0, 1, 2)T /
√
5. The cross-validation bandwidth is used. The number of replications is 100. With
sample size n = 50, 100 and 200, respectively, the simulation results are listed in Table 1.
For model (3.1), the corresponding simulation results of  = arccos(11) were 0.766(0.103),
0.792(0.084), 0.782(0.045) forn = 50, 100 and 200, respectively, in ofHärdle et al. [7].Our results
outperform theirs. A possible reason is that minimizing the cross-validation type of residuals was
used to estimate the parameters in their paper, which reduces the estimation efﬁciency. See [24]
for details. For model (3.2), the corresponding simulation results of Carroll et al. [4] for 21, 22
and 23 were (1.4e − 4), (1.6e − 4) and (1.3e − 4), respectively, when n = 200. Our results also
improve theirs.
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Table 1
Mean and mean-squared error (in parentheses) of the estimated parameters for models (3.1) and (3.2)
Model (3.1) Model (3.2)
n 11 12  = arccos(11) 21 22 23 
0.7117 0.6965 0.7746 0.5793 0.5727 0.5785 0.2967
50 (0.0040) (0.0045) (0.0918) (5.5e − 4) (5.7e − 4) (6.5e − 4) (1.1e − 3)
0.7074 0.7047 0.7835 0.5785 0.5780 0.5748 0.2972
100 (0.0015) (0.0015) (0.0541) (2.8e − 4) (2.6e − 4) (2.2e − 4) (4.7e − 4)
0.7071 0.7059 0.7845 0.5776 0.5770 0.5772 0.2992
200 (0.0008) (0.0008) (0.0403) (1.2e − 4) (1.3e − 4) (1.2e − 4) (2.5e − 4)
4. Real data analysis
Now we return to our real data sets in Section 1. The Epanechnikov kernel and the cross-
validation bandwidths are used in the calculations below.
4.1. Credit scoring
We partition x4 and x5 into 20 intervals separately. All the observations in a combination of one
interval of x4 and one interval of x5 form a group. In all the groups, the proportion pˆi , of customers
who paid their installmentswithout problem, and yi = log(pˆi/(1−pˆi) are calculated.We consider
model (1.3) with all the covariates by taking Z = (x2, x3, x6, x7, x8, x9, x10, x11, x12, x13, x14,
x15, x16, x17, x18, x19, x20, x21, x22, x23, x24)T ,X = (x4, x5)T . Because x10, . . . , x24 are categor-
ical variables, they are denoted by dummyvariables.Here, x4 and x5 are standardized, respectively,
for ease of calculations. For simplicity, we assume E(ε2|X,Z) = 2 is a constant. Applying the
estimation procedure to the data set, we obtain the estimates of the parameters as listed in Table
2. See [17] for more explanations. The estimate of the unknown function is shown in the right
panel of Fig. 5. The nonlinearity in x4 and x5, i.e. ˆ
T
X = 0.249x4 + 0.969x5, is clear as shown
in Fig. 5.
Based on the estimation results as shown in Fig. 5, we have the following conclusion. Recall
that x4 is the amount of loan. Fig. 2 in Section 1 shows that as the loan increases, the costumer’s
ability to pay the installment increases, i.e. y decreases. This seems misleading. For age x5, Fig. 2
suggests that there is a range for the age at which the costumer has less problem to pay their loan. In
comparison, the estimated model can give us a more reasonable explanation. Fig. 5 suggests that
as the age and the loan, ˆ
T
X = 0.249x4 + 0.969x5, increases, the ability to pay the installments
decreases. However, there is an age range, in which the costumer has high ability to pay the loan.
4.2. Circulatory and respiratory (CR) problems in Hong Kong
Due to the hospital booking system, the day-of-the-week can affect yt .We use dummy variables
to describe the day of the t th observation by a 6-dimension vector (Dt1, . . . , Dt6), whereDtk = 1
if the observation is taken on the kth day of a week; 0 otherwise. Together with lagged variables
of pollutants and weather conditions in 1 week, we take Zt = (Dt1, . . . , Dt6, x1,t−1, . . . , x1,t−7,
x2,t−1, . . . , x2,t−7, x3,t−1, . . . , x3,t−7, x4,t−1, . . . , x4,t−7)T andXt = (x5,t−1, . . . , x5,t−7, x6,t−1,
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Fig. 5. Estimation results of the credit scoring data. The left panel is y − ˆT Z plotted against ˆT X. The right panel is the
estimated g and 95% symmetric pointwise conﬁdence interval.
Table 2
Estimation results of the credit scoring data
Variable Coeff. SE Variable Coeff. SE Variable Coeff. SE
2 0.159 0.163 17#2 −1.718 0.472 20#3 −0.082 0.294
3 0.021 0.114 17#3 −1.211 0.433 20#4 0.263 0.251
6 −0.109 0.105 17#4 1.977 0.576 21#2 −2.194 0.683
7 −0.454 0.119 17#5 4.715 0.932 21#3 −1.490 0.363
8 0.189 0.120 17#6 −1.327 0.316 22#2 −1.102 0.582
9 0.032 0.091 18#2 2.145 0.528 22#3 −0.785 0.490
10#2 0.817 0.302 18#3 1.037 0.413 22#4 0.753 0.715
11#2 0.188 0.293 18#4 0.878 0.447 22#5 0.770 0.584
12#2 0.635 0.303 18#5 1.756 0.359 22#6 −3.837 0.957
13#2 −0.815 0.276 18#6 1.876 0.449 22#7 2.253 0.608
14#2 1.680 0.544 18#7 1.770 0.551 22#8 0.838 0.531
15#2 1.416 0.347 19#2 0.416 0.369 22#9 1.441 0.526
15#3 2.411 0.469 19#3 1.287 0.307 22#10 −1.519 1.199
15#4 3.247 0.520 19#4 −0.966 0.539 22#11 −0.644 0.510
15#5 2.782 0.617 19#5 1.343 0.673 23#2 0.087 0.350
15#6 0.987 0.374 19#6 1.691 0.465 23#3 0.787 0.499
16#2 0.214 0.476 19#7 0.992 0.539 24#2 1.717 0.612
16#3 0.680 0.431 19#8 −1.170 0.566 4 0.249 0.026
16#4 1.714 0.539 19#9 0.173 0.608 5 0.969 0.007
16#5 1.218 0.442 19#10 1.070 0.348
16#6 1.588 0.465 20#2 2.021 0.539 ˆ2 = 0.1589
The bold coeff. are statistically signiﬁcant with “t-value” greater than 2.0.
. . . , x6,t−7)T in model (1.1). Here, x1,t , . . . , x6,t are standardized. We further assume that E(ε2t |
Xt, Zt ) = 2 is a constant. By the asymptotic distribution of the parameters, we remove those
covariates with smallest t-values in the estimated model one by one and re-estimate the model.
Continue this procedure until all the covariates have t-values larger than 1.8. We ﬁnally obtain
the following model (the values in the parentheses are the corresponding standard errors of the
estimators):
yt = −0.3831Dt1 − 0.1728Dt2 − 0.5636Dt3 − 0.7399Dt4 − 1.0871Dt5 − 1.1562Dt6
(0.0942) (0.0943) (0.0945) (0.0947) (0.0946) (0.0942)
+ 0.0957x2,t−1 + gˆ(0.4257x5,t−2 − 0.6079x5,t−5 + 0.4974x6,t−4 + 0.4492x6,t−7).
(0.0287) (0.1576) (0.1104) (0.1745) (0.1475)
The estimated link function gˆ is shown in Fig. 6.
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Fig. 6. Estimation results for the circulatory and respiratory problems in Hong Kong. The left panel is yt − ˆT Zt plotted
against ˆ
T
Xt . The right panel is the estimated g and 95% symmetric pointwise conﬁdence interval.
Based on this model, the effects of weather conditions on the CR problems are as follows. The
coefﬁcients of temperatures x5,t−2 and x5,t−5 forms a contrast. Together with Fig. 6, it suggests
that a rapid temperature variation (rather than the temperature itself) will increase the hospital
admission yt . The coefﬁcients of humidity x6,t−4 and x6,t−7 have about the same value, which
can be taken as an average. Together with Fig. 6, it suggests that extreme dry or wet weather will
increase the hospital admission in Hong Kong.
5. Conclusion
This paper proposes an estimation method for the partially linear single-index model. Good
properties of themethod has been demonstrated theoretically and by simulations. These properties
are: (1) a √n-consistent pilot estimator is not needed, see Theorem 1. This solves the problems
addressed in [4]; (2) convergence of the PLSIM algorithm is proved, see the proof of Theorem 1
in Section 6; (3) a wide range of bandwidth can be used including the cross-validated bandwidth.
This makes the algorithm stable and frees it from the audible critique on “the necessity of uncon-
trollable hyperparameters"; (4) under normal noise assumptions, the estimators of the parameters
are asymptotically efﬁcient in semi-parametric sense, see [4]; and (5) the PLSIM algorithm is
applicable to time series. Of course, there are some limitations to the method. Because the esti-
mators are based on minimizing the sum of residual squares, they are not the most efﬁcient in
the semi-parametric sense when the noise is not normally distributed. Extending the approach in
this paper to more complicated models such as the generalized partially linear single-index model
given in [4], the simple algorithm proposed in this paper cannot be used.
Some important problems for the model and the estimation method need to be investigated in
further work. These problems include variable selection and model checking. However, since the
estimation has been simpliﬁed in this paper to solving simple regression problems as in (2.5) and
(2.6). It is possible that those problems can be solved based on the methods in this paper.
6. Assumptions and proofs
Let U = (XT , ZT )T . Suppose {(Ui, yi), i = 1, . . . , n} is a set of observations. We make
the following assumptions on the stochastic nature of the observations, the link function and the
kernel functions.
(C1) The observations are a strongly mixing and stationary sequence with geometric decaying
mixing rate (k).
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(C2) With Probability 1, X lies in a compact set D; the marginal density functions f of X
and f of T X for any || = 1 have bounded derivatives; regions {x : f (x)c0} and
{x : f(T x) > c0} for all  : || = 1 are nonempty.
(C3) For any perpendicular unit norm vectors  and ϑ, the joint density function f (u1, u2) of
(T X,ϑT X) satisﬁes f (u1, u2) < cfT X(u1)fϑT X(u2), where c is a constant.(C4) g has bounded, continuous third-order derivative; the conditional expectations E(Z|X =
x), E(ZZT |X = x), E(U |T X = v) and E(UUT |T X = v) have bounded derivatives;
E(yr |X = x), E(|Z|r |X = x), E(|Z||Z1| |X1 = x1, X = x) and E(|Z||Z1|
∣∣∣T X1
= u, T X = v) are bounded by a constant for all  > 0, x1, x, x, u and v, where r > 3.
(C5) H is a density function with bounded derivative and compact support {|x|a0} for some
a0 > 0; K is a symmetric density function with bounded derivative and compact support
[−b0, b0] for some b0 > 0 and that the Fourier transform of K is absolute integrable.
(C6) Matrix E{(Z − E(Z|X))(Z − E(Z|X))T } is a positive deﬁnite matrix.
The mixing rate [3] in (C1) can be relaxed to algebraic rate (k) = O(k−). Suppose the
bandwidth h ∼ n−. Then the mixing rate satisfying the following equation is sufﬁcient:
∞∑
n=1
n−{
1
2− 1r −( 12+ 1r )}+2p+1+ 1r +( 12+ 1r )(log n)/2 < ∞.
The regions with positive densities in (C2) are needed to avoid zero values of the denominator of
kernel estimator of regression. There are different approaches for this purpose. See, e.g. [7,9,15].
However, their ideas are the same. We can further assume that c0 decreases to 0 with n at a slow
speed, but it makes no difference in practices. Assumption (C3) ensures successful searching for
the direction  globally. If we restrict the searching area, the assumption can be removed; see
[7]. The third-order derivatives in (C4) is needed for higher-order expansion. Actually, existence
of second-order derivative is sufﬁcient for the root-n consistency. In this paper, we only employ
kernel functions with compact support as in (C5). We further assume that 	2 def=
∫
K(v)v2 = 1
and H2 def=
∫
H(U)UUT dU = Ip×p; otherwise we may take K(v) =: K(v/√	2)/√	2 and
H(U) =: H(H−1/22 U)(det (H2))−1/2. (C6) is imposed for identiﬁcation. Similarly, if we search
for the direction  in a small neighbor of 0 as in [4,7], (C6) can be removed.
6.1. Proof of the main results
The basic tools are given in Lemmas A.1–A.3. Some simple calculation results are listed in
Lemmas 6.1–6.3. Based on these lemmas, Lemma 1 and Theorem 1 are proved. Let  = |−0|,
 = | − 0| and  =  + . In a bounded parameter space, ,  and  are bounded.
Let pn = {log n/(nbp)}1/2, pn = b2 + pn, n = {log n/(nh)}1/2, n = h2 + n and 0n =
(log n/n)1/2. By the condition h ∼ n− with 1/6 <  < 1/4, we have 0n>h2>h−1n and
n>h. We shall use these relations frequently in our calculations. Let = { : || = 1}. Suppose
An is a matrix. An = O(an) (or o(an)) means every element in An is O(an) (or o(an)) almost
surely. We adopt the consistency in the sense of “almost surely” because we need to prove the
convergence of the algorithm, which theoretically need inﬁnite iterations. Let c, c1, c2, . . . be a set
of constants. For ease of exposition, c may have different values at different places. We abbreviate
Kh(
T Xi0) and Hb(Xi0) as Kh,i(x) (or Kh,i) and Hb,i(x) (or Hb,i), respectively, in the following
context. We take G(·) ≡ 1 in the proofs for simplicity.
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In the following context, we abbreviate L for any function L(x), and L or L(x) for any
function L(T x). Let  and  be deﬁned as in Section 2, and
 = E(Z|X = x), 
 = E(ZZT |X = x), 
 = E(ZZT |T X = T x),
˜ = E(XXT |T X = T x) − xT − xT + xxT .
Let
0 = 1
n
n∑
i=1
Hb,i, S1 = 1
n
n∑
i=1
Hb,iXi0, S2 = 1
n
n∑
i=1
Hb,iXi0X
T
i0,
T1 = 1
n
n∑
i=1
Hb,iZi, T2 = 1
n
n∑
i=1
Hb,iZiZ
T
i , C2 =
1
n
n∑
i=1
Hb,iXi0Z
T
i ,
E1 = 1
n
n∑
i=1
Hb,iZiyi, D1 = 1
n
n∑
i=1
Hb,iXi0yi, Wn = 0S2 − S1ST1
and
w¯a,i(x) = {T S2}Hb,i − T S1Hb,iT Xi0, w¯d,i(x) = 0Hb,iT Xi0 − T S1Hb,i .
Based on (2.4), we can obtain initial estimators of 0 and 0 as follows. Choose a vector  with
norm 1 and any vector . Let w¯j = T Wn(Xj ) and calculate
a¯j = {w¯j }−1
n∑
i=1
w¯a,i(Xj ){yi − T Zi}, d¯j = {w¯j }−1
n∑
i=1
w¯d,i(Xj ){yi − T Zi}, (6.1)
(
¯
¯
)
= {D¯n}−
n∑
j=1
In(Xj )
(
E1(Xj ) − a¯j T1(Xj )
d¯j D1(Xj ) − a¯j d¯j S1(Xj )
)/
0(Xj ),
¯ := sgn1 ¯/|¯|, (6.2)
where sgn1 is the sign of ﬁrst entry in ¯ and
D¯n =
n∑
j=1
In(Xj )
(
T2(Xj ) d¯

j C2(Xj )
d¯j C
T
2 (Xj ) (d¯

j )
2S2(Xj )
)/
0(Xj )
andA− denotes the Moore–Penrose inverse of matrixA. Repeat the calculations in (6.1) and (6.2)
with (, ) replaced by (¯, ¯) until convergence. Denote the ﬁnal value by (˜, ˜). Next, we shall
improve the efﬁciency of the estimators using a univariate kernel. Let
k =
1
n
n∑
i=1
Kh,i{T Xi0}k, k = 0, 1, 2, 3,
wa,i = 2Kh,i − 1Kh,iT Xi0, wd,i = 0Kh,iT Xi0 − 1Kh,i ,
w = 1
n
n∑
i=1
wa,i , S

1 =
1
n
n∑
i=1
Kh,iXi0, S

2 =
1
n
n∑
i=1
Kh,iXi0X
T
i0,
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T 1 =
1
n
n∑
i=1
Kh,iZi, E

1 =
1
n
n∑
i=1
Kh,iZiyi, D

1 =
1
n
n∑
i=1
Kh,iXi0yi,
T 2 =
1
n
n∑
i=1
Kh,iZiZ
T
i , C

2 =
1
n
n∑
i=1
Kh,i
T Xi0Z
T
i ,
S1,1 =
1
n
n∑
i=1
Kh,i{T Xi0}Xi0, S2,1 =
1
n
n∑
i=1
Kh,i{T Xi0}2Xi0,
S1,2 =
1
n
n∑
i=1
Kh,i{T Xi0}Xi0XTi0, S3 =
1
n
n∑
i=1
Kh,iXi0{( − 0)T Xi0}2.
Based on (2.4), we improve the estimators ˜ and ˜ as follows. Let wj = w(Xj ). Starting with
(, ) = (˜, ˜), calculate
a˜j = (wj )−1
n∑
i=1
wa,i(Xj ){yi − T Zi}, d˜j = (wj )−1
n∑
i=1
wd,i(Xj ){yi − T Zi}, (6.3)(
˜
˜
)
= (D˜n)−
n∑
j=1
In(Xj )
(
E1 (Xj ) − a˜j T 1 (Xj )
d˜j D

1(Xj ) − a˜j d˜j S1 (Xj )
)/
0(Xj ),
˜ := sgn1 ˜/|˜|, (6.4)
where sgn1 is the sign of ﬁrst entry of ˜ and
D˜n =
n∑
j=1
In(Xj )
(
T 2 (Xj ) d˜

j C

2 (Xj )
d˜j {C2 (Xj )}T (d˜j )2S2 (Xj )
)/
0(Xj ).
Repeat the procedure (6.3) and (6.4) with (, ) replaced by (˜, ˜) until convergence. Denote the
ﬁnal value by (ˆ, ˆ).
Let ¯i (x) = yi − a¯ − T0 Zi − d¯XTi00 and ˜

i (x) = yi − a˜ − T0 Zi − d˜XTi00. We have(
¯
¯
)
=
(
0
0
)
+ D¯−n ()
n∑
j=1
In(Xj )
n∑
i=1
Hb,i(Xj )
(
Zi
Xij d¯j
)
¯i (Xj )/0(Xj ), (6.5)
(
˜
˜
)
=
(
0
0
)
+ D˜−n ()
n∑
j=1
In(Xj )
n∑
i=1
Kh,i(
T Xj )
(
Zi
Xij d˜j
)
˜

i (Xj )/

0(
T Xj ).
(6.6)
By Lemmas A.1 and A.3, we have
0 = f (x) + O(J0 + pn), S1 = O(bJ0 + bpn),
S2 = f (x)Ip×pb2 + O(b2J0 + b2pn), T1 = f (x)(x) + O(J0 + pn),
T2 = f (x)
(x) + O(J0 + pn), 1
n
n∑
i=1
Hb,iZiεi = O(pn),
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1
n
n∑
i=1
Hb,iεi = O(pn), 1
n
n∑
i=1
Hb,iXi0{T Xi0}kεi = O(bk+1pn),
1
n
n∑
i=1
Hb,i |Xi0|k = O(bk), C2 = O(bJ0 + b2 + bn), (6.7)
and
0 = f + O(J + n), 1 = O(hJ + h2 + hn), 2 = fh2 + O(h2J + h2n),
3 = O(h4 + b3J +h3n), S1 = f{ − x}+O(J + n), S2 = ˜f +O(J + n),
w = f 2 h2 +O(h2J +h2n), T 1 = f +O(J + n), T 2 = f
 +O(J + n),
C2 = O(hJ + h2 + hn), S1,1 = O(hJ + h2 + hn), S1,2 = O(hJ + h2 + hn),
S2,1 = f{ − x}h2 + O(h2J + h2n), S3 = O(2). (6.8)
Let a¯, d¯, a˜ and d˜ be, respectively, the values of a¯j , d¯j , a˜j and d˜j with Xj replaced by x. For
simplicity, we further assume that f (x) > c0 and f(T x) > c0 for all x ∈ D (otherwise, we
only need to changeD to {x : f (x) > c0} or {x : f(T x) > c0} in the proofs). Thus, In(Xj ) ≡ 1
when n is sufﬁciently large.
Lemma 6.1. Let d = 0 −  and d = 0 − . Suppose assumptions (C1)–(C5) hold. We have
a¯ = g(T0 x) + T d + O(J0 + b + pn),
d¯ = T 0g′(T0 x) + O{(1 + b−1J0) + b−1pn + b},
a˜ = g(T0 x) + g′(T0 x){ − x}T d + T d + 12g′′(T0 x)h2 + Rn,3
+O(2 + J + n + hn),
d˜ = g′(T0 x) + h−1Rn,4 + O{2 + (h−1J + 1 + h−1n) + n}
uniformly for x ∈ D and  ∈ , where Rn,3 = {nf}−1
∑n
i=1 Kh,iεi and Rn,4 = {nhf}−1
∑n
i=1
Kh,i
T Xi0εi .
Lemma 6.2. Suppose assumptions (C1)–(C5) hold. We have
1
n
D¯n()
=
(
E(ZZT ) + O(b + pn) O(b2 + bpn)
O(b2 + bpn) (T 0)2E{g′(T0 X)}2Ip×pb2 + O(bpn + b2)
)
and
1
n
D˜n() =
(
E(ZZT ) C˜12
C˜T12 2W˜0
)
+ O(h−1n + )
uniformly for  ∈ , where C˜12 = E{g′(T0 X)Z(0(X) − X)T } and W˜0 = E[{g′(T0 X)}2
{X − 0(X)}{X − 0(X)}T ].
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Lemma 6.3. Suppose assumptions (C1)–(C5) hold. Then
1
n2
n∑
j=1
n∑
i=1
Hb,i(Xj )Zi¯i (Xj )/0(Xj ) = E{(X)T (X)}( − 0) + O(b + pn),
1
n2
n∑
j=1
d¯j
n∑
i=1
Hb,i(Xj )Xij ¯i (Xj )/0(Xj )= b2(T 0)(1 − T 0)E{g′(T0 X)}20
+O(b3 + bpn + b2),
1
n2
n∑
j=1
n∑
i=1
Kh,i(Xj )Zi˜

i (Xj )/

0(
T Xj )=E{(X)T (X)}d +
1
n
n∑
i=1
{Zi − (Xi)}εi
+O{( + h + h−1n) + hn},
1
n2
n∑
j=1
d˜j
n∑
i=1
Kh,i(Xj )Xij ˜

i (Xj )/

0(
T Xj )
= W˜0d + 1
n
n∑
i=1
g′(T0 Xi){0(Xj ) − Xi}εi
+O{( + h−1n + h) + hn + h−12n},
uniformly for  ∈ .
Proof of Lemma 1. We shall prove that the equations in the Lemma 1 hold with probability 1.
From Lemmas 6.2 and 6.3 and (6.5), we have for any  and  with T  = 1,
¯ − 0 = {E(ZZT )}−1E{(Z)T (Z)}( − 0) + O(b + b−1pn). (6.9)
Note that the above equation does not depend on the choice of . This is because we use a
multivariate kernel, i.e. we use a more general multivariate function to replace g(T0 x). In the
algorithm, (6.9) can be written as
¯k+1 − 0 = {E(ZZT )}−1E((X)T (X))(¯k − 0) + O(b + b−1pn), (6.10)
where the sub-index k indicates that the corresponding values are the results of the kth iteration
in the algorithm; see (6.1) and (6.2). By assumption (C6), E(ZZT )−E{(X)T (X)} is a positive
deﬁnite matrix. Note that E{(X)T (X)} is a semi-positive matrix. Hence the eigenvalues of
{E(ZZT )}−1E{(X)T (X)} are all less than 1. After sufﬁciently many steps, we have from
(6.10)
¯k − 0 = O(b + b−1pn). (6.11)
See the proof of Theorem 1 below for more details. Therefore
˜ − 0 = O(b + b−1pn). (6.12)
If T 0 	= 0, then it follows from Lemmas 6.2 and 6.3 and (6.5) that
¯ − 0 = (T 0)−1(1 − T 0)0 + O( + b + b−1pn),
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i.e. ¯ = (T 0)−10 + O( + b + b−1pn). By (6.12), we may assume  is small enough
(otherwise, take  = ˜). Thus
¯ := sgn1 ¯/|¯| = 0 + O( + b + b−1pn),
where sgn1 is the sign of ﬁrst entry of ¯. In the algorithm, we have
¯k+1 − 0 = O(¯k + b + b
−1pn). (6.13)
Combining (6.11) and (6.13), we have,
˜ − 0 = O(b + b−1pn). (6.14)
The proof is completed. 
Proof of Theorem 1. It follows from Lemmas 6.2 and 6.3 and (6.6) that(
˜ − 0
˜ − 0
)
= D˜−Nn + D˜−C˜
(
 − 0
 − 0
)
+O{( + h + h−1n) + hn + h−12n}, (6.15)
where
C˜ =
(
E{0(X)T0(X)} 0
0 W˜0
)
, D˜ =
(
E(ZZT ) C˜12
C˜T12 2W˜0
)
,
Nn = 1
n
n∑
i=1
(
Zi − (Xi |0)
g′(T0 Xi){0(Xj ) − Xi}
)
εi .
Following the proof of Lemma 1 of Xia et al. [24], we have C˜, D˜ and W0 = D˜ − C˜ are all
semi-positive matrices with rank p + q − 1. Therefore, D def= (D˜−)1/2C˜(D˜−)1/2 is a semi-
positive matrix with all eigenvalues less than 1. There exist 1 > 12 · · · p+q−1 > 0 and
orthogonal matrix  such that
D = diag(1, . . . , p+q−1, 0)T .
Let (˜k, ˜k) be the calculation results of the kth iteration in the algorithm; see (6.3) and (6.4).
For any k, Eq. (6.15) holds with (˜, ˜) replaced by (˜k+1, ˜k+1) and (, ) by (˜k, ˜k). Let
˜k = D˜1/2(˜
T
k − T0 , ˜
T
k − T0 )T , we have
˜k+1 = (D˜−)1/2Nn + D˜k + O{(˜k + h + h−1n)˜k + hn + h−12n}. (6.16)
It follows that
˜k+1  0n + 1˜k + c(˜k + h + h−1n)˜k + c(hn + h−12n)
= 0n + {1 + c˜k + c(h + h−1n)}˜k + c(hn + h−12n) (6.17)
almost surely, where c is a constant. We can further take c > 1. Because h, h−1n, n, 0n → 0
as n → ∞, we may assume that
c(h + h−1n)(1 − 1)/3, 0n + c(hn + h−12n)(1 − 1)2/(9c). (6.18)
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By (6.12) and (6.14), we may assume
˜1(1 − 1)/(3c). (6.19)
Therefore, it follows from (6.17)–(6.19) that
˜2{1 + 2(1 − 1)/3}(1 − 1)/(3c) + (1 − 1)2/(9c) = (1 − 1)/(3c). (6.20)
From (6.17), (6.18) and (6.20), we have
˜3(1 − 1)/(3c).
Consequently, ˜k(1 − 1)/(3c) for all k. Therefore we have from (6.17) that
˜k+10˜k + 0n + c(hn + h−12n)
almost surely, where 00 < (2 + 1)/3 < 1. It follows that
˜k
k
0˜1 + {0n + c(hn + h−12n)}
∞∑
j=1
j0 = O(0n + hn + h−12n)
for sufﬁciently large k. By (6.16), we have
D˜1/2
(
ˆ − 0
ˆ − 0
)
= (D˜−)1/2Nn + DD˜1/2
(
ˆ − 0
ˆ − 0
)
+ O(20n + hn + h−12n)
= (D˜−)1/2Nn + DD˜1/2
(
ˆ − 0
ˆ − 0
)
+ o(n−1/2). (6.21)
The facts that n1/2h3 → 0 and n1/2h−12n → 0 are used in the last step above. It follows from
(6.21) that
(D˜ − D˜1/2DD˜1/2)
(
ˆ − 0
ˆ − 0
)
= Nn + o(n−1/2)
or
W0
(
ˆ − 0
ˆ − 0
)
= Nn + o(n−1/2).
The ﬁrst part of Theorem 1 follows from the above equation and the central limiting theorem
of dependent data, see e.g. [19]. The second part follows immediately from the ﬁrst part and
Theorem 1 of Carroll et al. [4]. 
6.2. Proofs of Lemmas 6.1–6.3
In this subsection, we ﬁrst give some basic lemmas. Based on these basic lemmas, the proofs of
Lemmas 6.1–6.3 are simple algebraic calculations. We will state the main ideas of the calculations
without going into the details. However, the details can be obtained on request from the authors.
It can also be downloaded from http://www.stat.nus.edu.sg/˜staxyc/plsi.pdf
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Lemma A.1. Suppose that m1(, x, z) and (x, z, v) are measurable functions with sup∈ E
{|m1(, X, Z)|r} < ∞ for some r > 2 and supx,z |m1(, x, z) − m1(0, x, z)| < c| − 0|. Let
i = (Xi, Zi, yi).Assume sup∈,v E(|i |r
∣∣∣T X = v) < ∞ and sup∈,u,v E(|i1| ∣∣∣T X1
= u, T Xi = v) < c for all i > 1. Let g(v) be any function with continuous second-order deriva-
tive,m(u, v) = g(u)−g(v)−g′(v)(u−v)−g′′(v)(u−v)2/2and k,i = m(T0 Xi, T0 x)zki (T Xi0),
where zi is any component of Zi , k = 0, 1 and  = 0, 1. If (C1) hold, then
sup
∈
∣∣∣∣∣1n
n∑
i=1
{m1(, Xi, Zi) − Em1(, Xi, Zi)}
∣∣∣∣∣ = O(0n),
sup
|−0|<an
∣∣∣∣∣1n
n∑
i=1
{m1(, Xi, Zi) − m1(0, Xi, Zi)}εi
∣∣∣∣∣ = O(an0n),
where an → 0 as n → ∞. If further (C2)–(C5) hold, h ∼ n− with 0 <  < 1 − 2/r , then
sup
x∈D
∣∣∣∣∣1n
n∑
i=1
{Hb,ii − E(Hb,ii )}
∣∣∣∣∣ = O(pn),
sup
∈
x∈D
∣∣∣∣∣1n
n∑
i=1
{Kh,ii − E(Kh,ii )}
∣∣∣∣∣ = O(n),
sup
|−0 |<an
x∈D
∣∣∣∣∣1n
n∑
i=1
{Kh,ik,i − E(Kh,ik,i )}
∣∣∣∣∣ = O{nh(a2n + h2)}.
The proof of Lemma A.1 is quite standard. The details can be found in [8,16,23].
Lemma A.2. Leti be deﬁned in Lemma A.1 and f (x, z, y) be the density function of (X,Z, y).
If (C1) and (C5) hold, then
sup
∈
∣∣∣∣∣∣
1
n2
n∑
i=1
n∑
j=1
{
Kh,i(Xj )j −
∫
Kh,i(x)(x, z, y)f (x, z, y) dx dz dy
}
εi
∣∣∣∣∣∣ = O(2n).
Proof. Let n() be the value in the absolute symbols. By the continuity of Kh,i in , there are
n1 < cn2p points n,1, . . . , n,n1 in  such that ∪n1k=1{ : | − n,k| < h22n} ⊃  and
max
1kn1
sup
|−n,k |<h22n
∣∣n() − n(n,k)∣∣ = O(2n). (6.22)
The Fourier transform (s) = ∫ exp(isv)K(v) dv will be used in the following, where i is the
imaginary unit. Thus K(v) = ∫ exp(−isv)(s) ds. We have
n(n,k)= 1
n2
h−1
n∑
j=1
n∑
i=1
∫ [
exp{−isTn,kXij /h}j
−
∫
exp{−isTn,kXi0/h}(x, z, y)f (x, z, y) dx dz dy
]
(s) dsεi
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= h−1
∫ 1
n
n∑
i=1
exp(−isTn,kXi/h)εi ·
1
n
n∑
j=1
[
exp(isTn,kXj/h)j
−
∫
exp(isTn,kx/h)(x, z, y)f (x, z, y) dx dz dy
]
(s) ds.
Similar to the proof of Lemma A.1, we have
max
1kn1
∣∣∣∣∣1n
n∑
i=1
exp(−isTn,kXi/h)εi
∣∣∣∣∣ c80n,
max
1kn1
∣∣∣∣∣∣
1
n
n∑
j=1
[
exp(isTn,kXj/h)j −
∫
exp(isTn,kx/h)(x, z, y)f (x, z, y) dx dz dy
]∣∣∣∣∣∣
c90n
almost surely, where c8 and c9 are constants which do not depend on s. Hence
max
1kn1
∣∣n(n,k)∣∣ h−1
∫
c80nc90n|(s)| ds = O(h−120n) = O(2n). (6.23)
Note that
sup
∈
|n()| max
1kn1
∣∣n(n,k)∣∣+ max
1kn1
sup
|−n,k |<h22n
∣∣n() − n(n,k)∣∣ . (6.24)
Therefore, the second part of Lemma A.2 follows from (6.22) to (6.24). 
For easy of exposition, we abuse D as the positive support of the f (x). Let d(x,Dc) =
minx′∈Rp−D |x−x′| and deﬁne bounded functions J0(x), J(v) such that J0(x) = 0 if d(x,Rp −
D) > a0b and J(T x) = 0 if d(T x, T (Rp − D)) > b0h. By the deﬁnition, we have
1
n
n∑
j=1
J0(Xj ) = O(b), 1
n
n∑
j=1
J(Xj ) = O(h). (6.25)
To cope with the boundary points, we give the following nonuniform rate of convergency.
Lemma A.3. Suppose assumptions (C3) and (C5) hold. Then
EHb(X − x){T (X − x)/b}k{ϑT (X − x)/b} = v,ϑk, f (x) + J0(x) + O(h),
EKh(
T (X − x)){T (X − x)/h} = f(T x) + J(x) + O(h)
uniformly for ,ϑ ∈  and x ∈ D, where v,ϑk, =
∫
Rp H(U)(
T U)k(ϑT U) dU and  =∫
K(u)u du.
Proof. We here only give the details for the ﬁrst part. If d(x,Dc) > a0b, we deﬁne J0(x) = 0.
From (C5), we have∫
D
Hb(U − x){T (U − x)/b}k{ϑT (U − x)/b}f (U)dU
=
∫
Rp
H(U){T U}k{T U}f (x + hU) dU = v,ϑk, f (x) + O(h).
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If d(x,Dc) < a0b, we have by (C3)
J0(x)
def=
∫
D
Hb(U − x){T (U − x)/b}k{ϑT (U − x)/b}f (U) dU

∫
Rp
H(U){T U}k{ϑT U}f (x + hU) dU = O(1).
Therefore, the ﬁrst part of Lemma A.3 follows. 
Outline of Proofs of Lemmas 6.1–6.3. The proofs are actually algebraic calculations based on
Lemmas A.1–A.3. In the proofs, we need to apply Taylor expansions to the model at T0 x and
have
yi = T0 Zi + g(T0 x) + g′(T0 x)T0 Xi0 +
1
2
g′′(T0 x){T0 Xi0}2 + O(|T0 Xi0|3) + εi
= T0 Zi + g(T0 x) + g′(T0 x)T0 Xi0 +
1
2
g′′(T0 x){T Xi0}2
+O(|T Xi0|3 + |T Xi0| + 2) + εi .
We then handle each term in the expansions separately. For this purpose, we need to handle terms
of summations like
1
n
n∑
i=1
Kh(
T Xi0)zi = E{Kh(T Xi0)zi}
+1
n
n∑
i=1
[
Kh(
T Xi0)zi − E{Kh(T Xi0)zi}
]
(6.26)
and
1
n2
n∑
i,j=1
Kh(
T Xij )zi = E{Kh(T Xij )zi}
+1
n
n∑
i,j=1
[
Kh(
T Xij )zi − E{Kh(T Xij )zi}
]
, (6.27)
where zi is deﬁned in Lemma A.1. For (6.26), we can apply Lemma A.1 to the second term on
the right-hand side and Lemma A.3 to the ﬁrst term. Similarly, we can handle the ﬁrst and the
second terms on the right-hand side of (6.27) by Lemmas A.3 and A.2, respectively.
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