Introduction
Real-Time highway traffic management and development of Intelligent Transportation Systems (ITS) remain an important area of intensive research in order to mitigate the daily problem of congestion and ensure safe and less polluting transportation of goods and people. One of the prerequisites for continuous prediction is an efficient estimation of the real-time traffic conditions, using only a limited amount of data. This paper focuses on the closed-loop full order observer techniques and tries to give comprehensive comparison of them, including a super-twisting sliding mode observer and an extended Kalman filter. It aims at giving a thorough evaluation of STSM observer and EKF from several aspects, including state estimation (convergence and stability), dynamic performance, parameter and noise sensitivity, and complexity. The simulation and experimental results, as well as theory analysis are presented to give a comprehensive comparison of them.
We can summarize the contributions of this paper as follows:
• Application of the most recent and robust algorithm of sliding mode technique (STSM) which is related to Variable Structure Systems (VSS) theory.
• The simulations are conducted, using real and fictive data. A control system is used to verify the stability of the two observer algorithms.
• Application of some indices in order to conduct a comparative study between the proposed algorithm and the extended Kalman Filter.
The paper is organized as follows: Section II recalls the used macroscopic model (METANET). Section III presents the design algorithms for the two observers. Section IV introduces the traffic control algorithm. Section V provides numerical simulation for a sample network. Section VI concludes the paper and outlines some tracks for future developments.
Macroscopic traffic flow model
The first macroscopic model was developed in [15] and [16] which are based on the conservation law: (1) , , , , where , , , and , are the traffic density in veh/km per lanes, the traffic volume in veh/h and the ramp generation term in veh/h per 1 km, respectively.
Equation (1) is supplied by , , , , where , is the mean speed and is the number of lanes. The mean speed , and the traffic density , are related by a so called fundamental diagram, , , . One of the most widely used forms of such a function is due to M a y [17] (2)
, exp , where is a parameter, is the free-flow speed and represents the critical density. Such fundamental diagram allows identifying of the free flow and congested zones (Fig. 1) .
Since the first order macroscopic model is based on a static relationship between the main traffic variables, it presents several drawbacks, such as the inability to describe the dynamics of the traffic behavior. In this context, the second order models seem to be more adapted. One of these models is the Payne's model [18] . In this section we present a second order traffic flow model proposed in [19, 20] . This model represents a freeway network as a directed graph whose links are associated with a stretch in the freeway network. Each link in the graph corresponds to a stretch that has uniform characteristics. In the model, the m-th link of a freeway is divided into n segments. For each link m and segment i, the state variables of the traffic as described above are expressed as the average density, the mean speed and flow (Fig. 2) . The studied freeway segment is then described by the following ordinary differential equations for each segment i: 3. Observer design 3.1. Super-twisting sliding mode observer
The sliding mode technique is related to the Variable Structure Systems (VSS) theory. It is essentially based on the resolution of differential equations with a discontinuous right hand side which is introduced in [22] . Historically, the twisting mode algorithm is the first 2nd order sliding mode algorithm known [23] . It features are twisting around the origin of the 2nd order sliding plane. The trajectories perform an infinite number of rotations while converging in finite time to the origin [24] . In the super-twisting algorithm the trajectories on the 2nd order sliding plane are also characterized by twisting around the origin, see Fig. 3 . The sliding mode technique has been used for the observer's design in many applications [25] [26] [27] . Let us consider a SISO nonlinear system:
, … , The sliding mode differentiator of order 2 (super twisting algorithm) is given in its general form by [28] (Fig. 4) . where, and are positive tuning parameters of the differentiator whose output is , and is the output of the observer. Applying the exact differentiator to system (7) when 2, one obtains:
sign ,
sign .
The convergence of the observation error is obtained in one step in finite time. Another feature of the differentiators, Equation (8), is the fact that the output does not depend directly on discontinuous functions but on an integrator output. Therefore, high frequency chattering is attenuated [29] . Both properties are important, since the switching function can be obtained in a continuous way without delays [30] . See [26, 27, [30] [31] [32] [33] [34] for more details and discussions.
Traffic state estimation
Consider the following freeway segments shown in Fig. 5 . Using the relationship between the three aggregated variables (flow , density (For simulation purpose, the occupancy rate T o which is provided by the loop-detector, is transformed in term of traffic density thanks to the following expression: T o 100 [35] . and are the lengths of the loop detector and the vehicle length respectively.) and the mean speed (13) : , , , . The output vector is T T . The studied freeway section (Fig. 5) can be described by the following equations: (14) 1 , 
Extended Kalman filter
The Kalman filter is a recursive state estimator capable of use of multi-input, multioutput systems with noisy measurement data and process noise. It uses the plant's input and output measurements together with a state-space model of the system to give optimal estimation of the system states. The filter is optimal in the sense that the state estimates are based on a performance criterion that minimizes the meansquare error, defined as the difference between the actual and estimated states. The extended Kalman filter is a direct extension of the standard Kalman algorithm to the nonlinear system case. In particular, the Kalman gain K is computed on the basis of the linearized system at the estimated state [36] . In our case, EKF is used to estimate the state variables (the mean speed and density) of the traffic flow simulation results.
3.2.1. Short overview on the observer EKF algorithm is shown in Fig. 6 . The state prediction, state covariance prediction, Kalman gain calculation, state covariance update and state estimation update are given in the next equations:
T T , (27) , (28) , 0 , where is the observation matrix, A is the transition matrix, both are Jacobian matrices; is the matrix of estimated values for the measured variables; is the matrix of state equations; is the measurement noise covariance; is the process noise covariance; is the Kalman gain, and is the estimation error covariance; (29) | ,
| .
Traffic state estimation
Herein we consider the same freeway segments shown in Fig. 5 . It is the same section used by the Super-Twisting Sliding Mode (STSM) observer which let us compare these two observers. At first, the initial condition for the state variables 0 and for 0 matrix must be introduced. According to the quantity of the noise in the measurement and process data, and should be tuned, respectively, to produce the satisfied result, (31) A and H are Jacobian matrices, constructed as follows: 
1 , 
Simulation results
For the comparison studies of the two observer (Super-twisting sliding mode STSM and extended Kalman filter EKF), the theoretical results are illustrated by some simulations. We consider the same example of the stretch depicted in Fig. 5 , and we assume that the loop detector at St. 2 is broken down. Thus, in order the control system not be disrupted, the state variables ( and ) have been estimated from the measured state variables ( and ) at St. 3. The origin and ramp traffic flow used in the simulation are shown in Fig. 7 . The model parameters are given in Table 1 . For the simulation purpose, MATLAB programming language and Simulink have been used. As a control algorithm, ALINEA is used. It is a first feedback control used in freeway traffic control [37, 38] . It is very well known by the highway traffic community. Here, ALINEA is only used to check the stability and convergence of the two observers (STSM and EKF).
Convergence and stability
In this section there is no parameter uncertainty. It is supposed that the model reflects 100% the reality and no external noise is present. The STSM observer gains are 0.2, 2.2 10 , 9 10 and 10 , and , , and 0 matrices of EKF are set as: Fig. 8 shows a comparison between the control value using the simulated data and the control value using STSM and EKF, respectively.
From this figure we can see that both observers converge rapidly and the control values are quite stable and can steer the system without difficulty.
Generally, one can note that the system with EKF is considerably more stable and converges better with respect to STSM. From these results, the convergence and stability of the two types of observers in terms of density and mean speed are reasonably similar under the ideal conditions of no model and parameter uncertainty, and no measurement noise (Figs 9 and 10) . 
Performance
To investigate the efficiency of the proposed STSM observer and compare it to EKF, it proves to be more informative to perform a number of experimental scenarios and verify the observers performance in real-life conditions rather than present simulation results. For this purpose we considered data collected on the M42 motorway in the United Kingdom. The identified values for the parameters of the system, given in Table 1 The accuracy of EKF's performance depends significantly on the accuracy of Q and R matrices, as these matrices determine the Kalman gain and the final value of the estimation error covariance matrix. It must be noted that the time step of the real data is 6 minutes which is relatively large. The accuracy of STSM can be improved by decreasing the step time. Thus, if the time step is reduced, a better result of STSM can be achieved. To quantify the difference in the performance, we computed RMSD [39] for the estimated errors in density and the mean speed at stations 7 and 8, which is a good measure of accuracy, defined as
where: RMSD is the square root of the mean of the squares of the deviations; is the estimated value of the variable for time ; is the measured value; is the number of samples. Our model is time-varying. The values of its parameters cannot be fixed exactly. Therefore, there is uncertainty with respect to the parameters and the accuracy of the model. Here, to investigate the robustness, the sensitivity of the two estimators with respect to the parameter variations is found. Consider the cost function (44) , where , and are the standard deviations of the mean velocity error and density error, respectively, and and are the standard deviations of the measured mean speed and density. Conceptually, the simplest method to sensitivity analysis is to repeatedly vary one parameter at a time while holding the others fixed. A sensitivity ranking can be obtained quickly by increasing each parameter by a given percentage, while leaving all the others constant and quantifying the change in the model output. This type of analysis has been referred to as a "local" sensitivity analysis, since it addresses only sensitivity relative to the point estimates chosen and not for the entire parameter distribution [40] . The parameters of the model are changed about the nominal parameter set , defined in Table 1 , one at a time within the range 0.8
1.2 while all other parameters are kept at their nominal (identified) values. Herein we consider the normalized deviation in the cost function from its nominal value, which is the most direct and linear way to quantify the changes [2] : (45) % change 100.
In Fig. 15 , the percentage of changes for each parameter are plotted, calculated by that equation. Note that EKF is more sensitive to changes in , , and compared to STSM. In contrast, STSM is more sensitive to changes in , and compared to EKF. STSM can perform as well as EKF. The robustness of the STSM to external noise can be guaranteed. In contrast, the EKF should be tuned with respect to the external noise. It means that EKF is not robust with respect to the external noise, for accurate values of the input and measurement noise covariance matrices and are required.
The performance of EKF in the sense of convergence and stability is better than STSM when the covariance matrices ( and ) are well tuned. STSM suffers from the chattering behavior. However, STSM can steer satisfactorily the system. STSM is the best choice compared to the EKF, since the estimation results are comparable to EKF, especially, where a small time step is taken. It is much simpler to implement, the dynamic performance can be altered and no knowledge of the noise statistics is required. R e f e r e n c e s
