A risk analysis tool is developed for computation of the distributions of fire model output variables. The tool, called Probabilistic Fire Simulator (PFS), combines Monte Carlo simulation and CFAST, a two-zone fire model. In this work, the tool is used to estimate the failure probability of redundant cables in a cable tunnel fire, and the failure and smoke filling probabilities in an electronics room during an electronics cabinet fire. Sensitivity of the output variables to the input variables is calculated in terms of the rank order correlations. The use of the rank order correlations allows the user to identify both modelling parameters and actual facility properties that have the most influence on the results. Various steps of the simulation process, i.e. data collection, generation of the input distributions, modelling assumptions, definition of the output variables and the actual simulation, are described.
Introduction

Setting the problem
Traditionally, the deterministic fire models have been used to estimate the consequences of the fire with some given set of input variables. Presuming the model is principally valid for the given problem, the uncertainty of the prediction depends on, how the uncertainties in input values are transferred through the system described by the model. As the systems are usually non-linear and rather complicated, the classical analytic methods of estimation of random error propagation are of little use. The possible uncertainty or distribution of the input variables can be taken into account by manually varying the inputs within allowable and rather narrow limits. This is mathematically a fairly well-posed problem, and a rough range of error can be established for the target function by carrying out a fairly small number of such calculations.
If more complete information of the error distribution is needed, Monte Carlo techniques should be used. In Monte Carlo, a large number of samples is randomly chosen from the input space and mapped through the system into the target distribution. In demanding error analyses this has been a standard technique for some time.
The problem is somewhat different when fire models are used for estimation of target fire safety. To enlighten the difference, we consider two examples. In Example 1, the scenario is taken as the author's office. While writing this paper, the computer might catch fire. The target question is: what is the probability that the fire spreads outside the room of origin, i.e. outside the author's office?
While this target question might be interesting individually, a more relevant question for the fire safety of our office building would be (Example 2): given a fire breaks out in an office, what is the probability it spreads outside the room of origin? Since various Greek letters χ combustion efficiency φ x joint probability density function τ RHR decay time rooms do not differ considerably from each other, a deterministic room fire model could be used as well for the both cases. Since in Example 2, the room of ignition could be any of the rooms in the building, an averaging over the rooms is needed to answer the final question. For Example 1, we assess only one room, for Example 2, some 100 rooms need to be assessed. To find an answer to Example 2, we have to take averages over the whole set of these 100 rooms forming our office building.
Goal of the paper
The goal of this study is to develop a calculation tool for Example 2 in the form of a probabilistic fire simulation. A specific task is the prediction of the failure probabilities of specified items in fires. If the size of the set to be assessed grows, individual assessment of each scenario becomes uneconomic. Describing variables of the set to be assessed as distributions a risk analysis model can be developed using the Monte Carlo simulation. Formally, deterministic calculations are the same for Examples 1 and 2. Backed by some experience we believe, that input distributions are generally much narrower for Example 1 than for Example 2. Typically, for Example 1, an input variable is normally distributed, whereas for Example 2, the same variable has lognormal or other skewed distribution. While using this approach, we presume further, that the epistemic uncertainty of the applied deterministic model is small as compared with the uncertainties caused by input distributions. When this is not the case, Monte Carlo is not the way to handle the problem. Instead, the modelling must be improved. We have already built this possibility in our tool: starting economically from correlations for simple cases, we can change to a zone model, and ultimately go to computational fluid dynamics.
Commercial Monte Carlo simulation software @RISK 1 is used for the random sampling and post processing. A two-zone model CFAST (Peacock et al., 1993 ) is used to model smoke spreading and gas temperature during the fire. The risk analysis software and CFAST are combined in a spreadsheet computing environment. The tool, called Probabilistic Fire Simulator (PFS), is intended to be fully general and applicable to any fire scenario amenable to deterministic numerical simulation. The main outcome of the new tool is the automatic generation of the distributions of the selected result variables, for example, component failure time. The sensitivity of the output variables to the input variables can be calculated in terms of the rank order correlations. The use of the rank order correlations allows the user to simultaneously identify both the modelling parameters and the actual facility properties that have the most influence on the results. Typically, the simulation process consists of the data collection, generation of the input distributions, modelling and assumptions, definition of the output variables and the actual Monte Carlo simulation.
The validity of the models used is not discussed here. We do not compare our results with experiments either, because the results from some 1000 random experiments are not available for any real fire scenario. There is only one potential source on such data: fire statistics. Even the best statistical data would not contain information detailed enough for comparison with deterministic calculations. In the future, we are going to enlarge the input database, and improve the fire models for the calculation of true scenarios allowing comparison with fire statistics directly. So far it is too early to say whether this goal is realistic. Meanwhile, we concentrate on the collection of good statistical data for input distributions, and use deterministic fire models, which are well evaluated.
Two example scenarios are studied here: a fire in a nuclear power plant cable tunnel and a fire in an electronics room. The cable tunnel fire was studied experimentally by Mangs and Keski-Rahkonen (1997) and theoretically by Keski-Rahkonen and Hostikka (1999) . These studies showed that the CFAST two-zone model can be used to predict the thermal environment of a cable tunnel fire, at least in its early stages. Here, the effects of the input variables, like tunnel geometry and fire source properties, are studied by choosing them randomly. The input distributions are based on the statistics collected from the power plant.
The electronics room fire was previously studied by Eerikäinen and Huhtanen (1991) . They used computational fluid dynamics to predict the thermal environment inside the room, when one electronics cabinet is burning. The same scenario is studied here using the two-zone model. The fire source is selected randomly based on the collected distribution of different cabinet types.
Monte Carlo simulation
The question set by the probabilistic safety assessment process is usually: "What is the probability that a certain component or system is lost during a fire?" This probability is a function of all possible factors that may affect on the development of the fire and the systems reaction to it. This question has not been dealt with exactly for fire in this form, but similar systems in other fields have been studied extensively (Spiegel, 1980; Vose, 1996) . Here we adapt this general theory for our specific fire problem.
Let us denote the group of affecting variables by a vector X = (X 1 , X 2 , . . . , X n ) T and the corresponding density functions by f i and distribution functions by F i . The occurrence of the target event A is indicated by a limit state function g(t, x), which depends on time t and vector x containing the values of the random variables. As an example of the target event, we consider the loss of some component. The limit state condition is now defined using function g(t, x):
Other possible target events are, for example, heat detector activation and smoke filling. The development of fire and the response of the components under consideration are assumed to be fully deterministic processes where the same initial and boundary conditions always lead to the same final state. With this assumption, the probability of event A can now be calculated by the integral
where φ x is the joint density function of variables X. Generally, variables X are dependent, and
In this work, the probability P A is calculated using Monte Carlo simulations where input variables are sampled randomly from the distributions F i . If g(t, x) is expensive to evaluate, a stratified sampling technique should be used. In Latin Hypercube sampling (LHS) the n-dimensional parameter space is divided into N n cells (McKay et al., 1979) . Each random variable is sampled in fully stratified way and then these samples are attached randomly to produce N samples from n dimensional space. The advantage of this approach is that the random samples are generated from all the ranges of possible values, thus giving insight into the tails of the probability distributions. A procedure for obtaining a Latin Hypercube sample for multiple, spatially correlated variables is given by Stein (1987) . He showed that LHS will decrease the variance of the resulting integral relative to the simple random sampling whenever the sample size N is larger than the number of variables n. However, the amount of reduction increases with the degree of additivity in the random quantities on which the function being simulated depends. In fire simulations, the simulation result may often be a strongly non-linear function of the input variables. For this reason, we cannot expect that LHS would drastically decrease the variances of the probability integrals. Problems related to LHS with small sample sizes are discussed by Hofer (1999) as well as by Pebesma and Heuvelink (1999) .
The sensitivity of the output y to the different input variables x is studied by calculating the Spearman's rank-order correlation coefficients (RCC). A value's "rank" is determined by its position within the min-max range of possible values for the variable. RCC is then calculated as
where d is the difference between ranks of corresponding x and y, and m is the number of data pairs. RCC is independent of the distribution of the initial variable. The significance of the RCC values should be studied with the methods of statistical testing. In case of small datasets, the actual values of RCC should be interpreted with caution due to the possible spurious correlations inside the input data (Hofer, 1999) .
Fire modelling
The transport of heat and smoke is simulated using a multi-room two-zone model CFAST (Peacock et al., 1993) . It assumes two uniform layers, hot and cold, in each room of the building and solves the heat and mass balance equations for each room. A PFS worksheet is used to generate the input data for CFAST. The user may combine any experimental information or functions to the fire model input. The most important source term in the simulation is the rate of heat release (RHR). The RHR can be defined using analytical curves, like t 2 -curve (Heskestad and Delichatsios, 1977; NFPA, 1985) , or specific experimental curves.
Typical results of the fire simulation are gas temperatures, smoke layer position and temperature of some solid object like cable. Usually, the actual target function is the time when some event takes place. Some examples of the target functions are smoke filling time, flash over time and component failure time. In this work, the most important target function is the cable failure time. An analytical, time dependent solution of the axially symmetric heat transfer equation is used to calculate the cable core and surface temperatures. The boundary condition is the gas temperature, given by CFAST. The analytical solution is relatively easy to implement, but the actual calculation may be time consuming, because the solution involves the roots of a non-linear equation and long convolution sums. These operations are made faster by pre-computing and tabulating the roots in advance, and by re-arranging the convolution sums to a form, where only current, and previous time step values are needed. The accuracy of the model has been validated by comparing against 1-D finite element solutions of the same problem. The failure of the cable is assumed, when it reaches some predefined failure temperature, which may be chosen randomly to consider the uncertainty of the method.
Results and discussion
Cable tunnel fire scenario
A fire in the cable tunnel of a nuclear power plant is simulated to find out the failure probability of cables located in the same tunnel with the fire. The fire ignites in a cable tray and the fire gases heat up a redundant cable, located on the opposite side of the same tunnel. The effect of a screen that divides the tunnel between the source and target is also studied. The distribution of the heat detector activation times is also calculated. A plan view of the physical geometry and the corresponding CFAST model are outlined in Fig. 1 . A vertical cut of the tunnel is shown in Fig. 2 . The tunnel is divided into five virtual rooms to allow horizontal variations in layer properties. The fire source is located in ROOM 1 and the target cable in ROOM 3, just on the opposite side of the screen. The length of the screen does not cover the whole tunnel, and therefore it is possible that smoke flows around the screen to the target. It is also possible, that smoke flows below the screen. In the end of the tunnel is a door to the ambient. The RHR from the fire source is modelled using an analytical t 2 -type curvė
where t is time, t g is the RHR growth time andQ max is the maximum RHR, that depends on the tunnel size.
I/4 t g is treated as a normally distributed random variable with mean of 1000 s and standard deviation of 300 s. Two different versions of the screen are studied. First, the screen is assumed to exist, with the lower edge below the 50% of the tunnel height. In the second scenario, the screen is removed by setting the lower edge very close to the ceiling, retaining the virtual room structure of the model. The dimensions of the tunnel and the cable tray locations are taken from the measured distributions of the power plant. About 50 tunnel cross sections have been studied to generate the distributions. The distribution of the cable diameter is based on the measurements in seven tunnel cross sections, containing 815 cables. A complete list of the random variables is given in Table 1 . Fictitious, but typical values are assumed for the heat detector properties. Detector Response Time Index (RTI) determines the thermal inertia of the detector. While most of the variables are true physical properties and dimensions, the lengths of the virtual rooms are purely associated to the numerical model. It is desirable that these variables are less important than the true physical variables.
Three output variables are considered:
1. Failure time of the target cable. 2. Activation time of the first heat detector (D1), located in the room of fire origin. 3. Activation time of the second heat detector (D2), located in the room of target cable.
The Monte Carlo simulations were performed for both scenarios to generate the distributions of the output variables, and to find out the importance of each input variable. The convergence of the simulations was ensured by monitoring the values of the 10, 20, . . . , 90% fractiles, mean values and standard deviations of the output variable distributions. The convergence was assumed, when the values changed less than 1.5% in 50 iterations. About 1000 iterations were needed to reach the convergence. The simulations took typically about 1 day on a 1.7 GHz Pentium Xeon processor.
The distributions of the target failure times are shown in Fig. 3 . The overall failure probabilities cannot be derived from the simulations because the distributions do not reach their final values during the total simulation time of 2400 s. However, the existence of the screen is found to dramatically decrease the failure probability of the redundant cable.
The distributions of the activation times of fire detectors D1 and D2 are shown in Figs. 4 and 5, respectively. The activation time distributions of detector D1 are very narrow. For D2, the distributions are wider than for D1, and the existence of the screen decreases the activation probability from 1.0 to 0.8. The probability that the fire is detected before the target failure is studied in Fig. 6 by plotting the failure times of both scenarios against the corresponding detection times. In all cases, the detection takes place before the failure. However, this does not tell about the probability of the fire extinction because the sprinkler reliability and suppression processes are not considered. The sensitivity of the target failure time for the various input variables is studied by calculating the Fig. 3 . The distributions of the target cable failure time. rank order correlations. A graphical presentation of the rank order correlation coefficients is shown in Fig. 7 . For clarity, only the values corresponding to the situation without a screen are shown. The three most important variables are the RHR growth time, assumed cable failure temperature and the cable radius. As the distributions of the first two variables do not have a solid physical background, this result can be used to direct the future research. In addition, the length of the virtual fire room has a strong correlation with the failure time. In the scenario where screen is present, the height of the lower edge of the screen has strong negative correlation with the failure time. It is therefore recommended, that the screen, when present, should reach as low as possible to prevent smoke from flowing under the screen. The correlations with absolute value less than about 0.2 are not significant.
Electronics room fire scenario
As a second example, a fire of an electronics cabinet inside the electronics room is studied. In their previous study of the similar fire, Eerikäinen and Huhtanen (1991) found that a fire of a single cabinet does not cause direct threat to the other cabinets, in terms of the gas temperature. However, the spreading of the fire, conductive heating of the components in the neighbour cabinets and the effect of smoke on the electronic components may cause failures in the other cabinets of the fire room. Therefore, the probability that the room is filled with smoke during a fire must be considered in addition to the temperature increase.
The fire room is 18.5 m long, 12.1 m wide and 3.0 m high electronics room, containing about 100 electronics cabinets in 12 rows. The geometry is outlined in Fig. 8 . The room has mechanical ventilation with a nominal flow rate (1.11 m 3 /s) and some additional leakages to the ambient. Both the ventilation flow rate and the leakage area are taken to be random variables. Separate cooling devices and smoke circulation through the ventilation system are not taken into account, nor is the heat transfer to the room boundaries. The omission of the cooling devices is known to change the predicted gas temperature sig- nificantly. The results should therefore be considered as indicative only.
The starting point of the simulation is the collection of the physical data on the electronic cabinets. The geometrical properties and fuel content of 98 cabinets were measured. Based on the collected information, the cabinets were grouped into seven groups, shown in Table 2 . The second column shows the number of cabinets in each group. P ign is the probability, that the ignition takes place in the particular group, calculated based on the amount of electronic devices (circuit boards and relays) inside the cabinets. Most differences are found in the fuel surface area A fuel and fire load. As these properties have an effect on the heat release rate curve, they are chosen to be distinctive properties like the vent properties.
The RHR is calculated using a cabinet model of Keski-Rahkonen and Mangs (2003) , that assumes that the heat release rate during the fully developed cabinet fire is determined by the ventilation openings in the upper and lower parts of the cabinet. The maximum RHR is given bẏ (6) whereQ fuel is the nominal heat release rate per unit surface of fuel, a random variable in the simulation, and A fuel is the free fuel area. A door opening indicator is used to select which equation is used to calculate the maximum RHR. The probability of the door-opening event during the fire is assumed to be 0.50. A t 2 -type RHR curve with an exponential decay rate is used.
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whereQ max is eitherQ max,vent orQ max,fuel , depending on the value of the door opening indicator. The I/8 Keski-Rahkonen (1994, 1996) . The decay phase starts (t = t d ) when 70% of the fire load is used. It is very difficult to apply the zone-type fire model to the cabinet fire, because the actual source term for the room is the smoke plume flowing out of the cabinet. A reasonable representation of the smoke flow can be found if the base of the "virtual" fire source is placed close to one-half of the cabinet height. Then the mass flow of free smoke plume at the height of the cabinet ceiling is roughly equal to the vent flow. Now, the height of the virtual fire source is considered as a random variable. A list of the random variables is given in Table 3 . The effect of the observation height is studied by observing the smoke filling at three different heights.
The convergence was ensured in the same manner, as in the previous example. Seven hundred iterations were needed for convergence this time. The simulation took about 4 h on a 2.0 GHz Xeon processor. The distribution of the target failure times is shown in Fig. 9 . Target failures start after 500 s, after which the failure probability increases to 0.8. Higher failure probability would be found inside the neighbouring cabinets with a direct contact to the burning cabinet, and in the ceiling jet of the fire gases. These results are inconsistent with the previous findings of Eerikäinen and Huhtanen (1991) , who concluded, based on the CFD simulations, that the mean gas temperatures in the room do not become high enough for component failures. The most obvious reason for the inconsistency is the difference in the simulation times. The overall simulated period employed here was 7200 s, while Eerikäinen and Huhtanen stopped their simulation after 600 s. At this point, our failure probability is still very small. Other possible reasons for the inconsistency are the omission of the cooling devices and the variation of the RHR curve, which may cause very severe conditions in some simulations.
The distributions of the smoke filling times are shown in Fig. 10 . The smoke layer reaches the height of the electronic cabinets from 500 to 1800 s after the ignition. The overall probability of getting inside the smoke layer drops from 0.8 to 0.2, when the observation height is reduced from 2.0 to 1.0 m.
The sensitivity of the failure time to the input variables is shown in Fig. 11 . The height of the virtual fire source has the strongest effect on the failure time. This is very unfortunate, because in this particular Fig. 11 . The sensitivity of the target failure time to the input variables in the electronics room scenario. application it is a numerical parameter. Other important variables are the door opening indicator, RHR growth time and the ventilation flow rate. The reliable locking of the cabinet doors is the most important physical variable that can be directly affected by engineering decisions.
Summary
Probabilistic Fire Simulator is a tool for Monte Carlo simulations of fire scenarios. The tool is implemented as a worksheet computing tool, using commercial @RISK package for Monte Carlo part. The fire is modelled using two-zone model CFAST. The Monte Carlo simulations can provide the distributions of the output variables and their sensitivities to the input variables. Typical outputs are for example the times of component failure, fire detection and flashover. The tool can also be used as a worksheet interface to CFAST. Extension to the other fire models is possible.
The presented example cases demonstrate the use of the tool. Best available information on the input distributions was used in the cable tunnel scenario, which can therefore be considered as a realistic representation of the problem. The results of the tunnel scenario show that the heat detector gives an alarm before the loss of the redundant cables, with a very high probability. However, the detector reliability was not considered. According to the sensitivity measures, the most important parameters for the safety of the redundant cables are (i) the growth rate of the fire, (ii) the screen providing a physical separation of the burning and target cable trays, (iii) the critical temperature of the cable material and (iv) the radius (mass) of the cable. Unfortunately, the failure time is also sensitive to the length of the virtual room of fire origin, which is a purely numerical parameter. This phenomenon should be studied more carefully in the future.
The second example considered an electronic cabinet fire inside an electronics room. The procedure of data collection, model development and actual simulation were described to demonstrate the use of the model in practical applications. The data collection and analysis was found to be the most time consuming part of the process. The various ways to enhance this kind of analysis are therefore needed. The simulation results showed that during a fire of a single cabinet, the thermal environment inside the room might cause a failure of an electronic component, with a probability of 0.8. The inconsistency with the earlier studies can be explained with the longer simulation time and the variation of the RHR curve. Due to the strong effect of opening the cabinet door on the RHR curve, a reliable locking of the cabinet doors is the most important physical variable that can be directly affected by engineering decisions.
