The purpose of this work is to show the real need to support theoretical research in nonlinear digital control not only for solving control problems which are specific of the context, but also for giving the intuition of new control methodologies. Digital control methods can, indeed, be used either for the design of piecewice constant feedback strategies or for the design of discontinuous and hybrid controllers.
Introduction
The paper discusses some issues on nonlinear digital control. The core of the study concerns a nonlinear continuous-time plant, under the action of piecewise constant inputs generated by a discrete-time controller from sampled measures and discrete-time reference signals. This is the natural setting for studying computer controlled systems, but may represent part of a more general design procedure.
In this context a controller can be set following three different approaches: a continuous-time controller is designed on the basis of a suitable continuous-time plant model and its discrete-time implementation is performed -continuous-time design CTD; a controller is designed on the exact or approximate discrete-time model of the plant -discrete-time design DTD; a controller is still designed on the discrete-time model of the plant but the inter sample behaviour is taken into account -sampled data design SDD. These three approaches have been extensively developed in the linear context starting from the early fifties [1] .
In the nonlinear context, a parodox stands in the fact that while the generalized effort of theoretical research in nonlinear control ( [2] ) during the early 80's stimulated the research of adequate digital solutions, the increasing performances of computers and interface devices in terms of speed and precision, suggested, at the opposite, the direct implementation of sampled versions of continuous controllers by appropriately choosing the sampling frequency [3] . This fact, together with the raised technical difficulties when digital solutions are studied, surely did not help the development of the theory.
It is well known that sampling and holding the continuous control law over time-intervals of small amplitude gives an approximated solution to the continuous-time problem; such a solution deteriorates when the sampling period increases and may induce instability of the overall control system. This facts inspired the development of continuous-time approaches, CTD, based on a modified continuous model plant or a modified design procedure for computing controllers which compensate the effects of sampling and holding devices in the feedback control system. Such an approach is also known in the literature as indirect digital control or redesign methods. First results in the non linear context in this line are in [4] , [5] , [3] . [6] , [7] , [8] and [9] give some new insight in this context.
Studying the effect of piecewice constant controls needs the computation of the sampled model and a precise study of its resulting properties. This poses difficult problems for several reasons : the sampled model does not in general admit a closed form representation [10] ; the algebraic structure of the generating function is not maintained under sampling, e.g. the linearity in the control variable and/or in the parameter dependency are lost under sampling; properties of the plant which may be relevant for the design of the controller are lost ( [11] , [12] , [13] ); the study, either for the analysis or the design, is more intricated in discrete-time ( [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] ). These facts probably explain why nonlinear digital control is still not fully handled. In addition, nonlinear discrete-time control theory generally leads to solutions which are difficult to compute so that in practice, only approximate solutions can be faced.
The purpose of this work is to show that there is a real need to support theoretical research in nonlinear digital control not only for solving control problems which are specific of the context, but also for giving the intuition of new control methodologies. In fact it will be shown how a DTD approach can be used either for the design of a piecewice constant feedbacks or for the design of discontinuous and hybrid controllers.
DTD is the natural framework for studying digital control. In spite of the difficulties mentioned above and related to the computation of the discrete-time model and the lost of structure, which could be tackled working in an approximated framework, the lost of some properties under sampling may represent a real obstruction to solve prefixed control problems. Among them the lost of the feedback linearizability [13] and minimum phase properties [12] represent a drawback for the development of the theory itself since several design methods in nonlinear control are linked to their fulfillment. Nonlinear digital control would greatly benefit from new design methodologies developed for more general classes of discrete-time models, including sampled models of affine plants. Preliminary studies in this direction are in [22] , [23] .
In this framework two aspects must be taken into account: the equivalent sampled model, which exhibit a complex dependance on the control variable, cannot, in general, be computed in closed form so that only approximate representations can be used for the design; the design methods, when available, propose elegant solutions which can be computed only in an approximated manner. Then the designer must consider that it handles approximate controllers computed on the basis of approximate models. Moreover the solutions obtained do not take into account the continuous-time dependence of the variables involved. In this context it is easy to understand that the research in nonlinear digital control might be focused on approximate and iterative design methods which integrate at a first step of approximation the continuous solution. This is the point of view here adopted which will be clarified in the sequel. For this reason the study is faced in section 3 starting from the problem of tracking the output of a given continuous-time control system. The fulfilment of typical digital requirements, such as minimum time output regulation, are also easily deduced. In this framework, requirements on the inter-sampling behaviour can also be handled (SDD), so recovering interesting solutions which are well known in the linear context such as dead beat regulation with flat response.
Approximate design approaches have been applied by several authors; in [24] , with reference to the problem of the maximal feedback linearization a procedure for achieving the same property at an approximated order under digital control is proposed; in [25] the study of singularly perturbed control systems under sampling is addressed; in [26] , the approximated design of state feedback linearization in an adaptive context is addressed under suitable conditions; while in [27] a sampled nonlinear regulation scheme is proposed. The results on the stability of sampled control schemes in both the approaches, CTD and DTD, recently stated in [28] , [29] are very important in this context. The present paper is organized as follows. Section 2 introduces nonlinear sampling procedures for nonlinear forced dynamics. Two cases are studied: single-rate sampling and multirate sampling. Section 3 discusses the exact and approximate design of sampled feedbacks which preserve the behaviours of the continuous-time control scheme at the sampling instants. These elementary aspects can be set at the basis of most of the actual literature on digital control. Single rate and multirate schemes are proposed in this context. The design approach is essentially DTD versus SDD. A recent application to attitude control stabilization puts in light the improvements which can be obtained [30] . In section 4 it is shown through two case study ([34] , [35] ) haw the DTD approach can be used for designing a discontinuous controller ( [31] ) so getting an hybrid control system resulting from the action of two feebback loops, a first continuous feedback in order to make the system 'problem solvable' under DTD, a second piecewice constant feedback to satisfy the control requirements. For the sake of simplicity, the theory is developed throughout the paper with reference to a single input single output system and the state variables are assumed available for feedback. The results can be immediately generalized to square multivariable systems with non singular decoupling matrix and extended to more general control problems and classes of systems [36] .
Nonlinear sampling
We consider a scalar-input, scalar-output continuous-time system, Σ c (f, h)ẋ
where x c ∈ IR n , u, y are scalar functions and f (·, ·) and h(·) are analytic in their arguments.
Single rate sampling
Assuming u(t) constant over time intervals of amplitude δ,
The sampled dynamics can be computed by integrating the continuous dynamics. The following Taylor series expansion holds true, An exact calculus being difficult, it is usual in practice to consider an approximated sampled representation, ASR, at a fixed order, corresponding to the truncation of the series expansion. With reference to systems affine in the control, i. e. f (., u) = f (.) + g(.)u, the sampled model does not maintain an affine structure with respect to the control variable as developed in Appendix 1.
Multirate sampling
Multirate sampling of order m means that the control variables are sampled faster (say m times) than the observed variables. Thus the input u(t) is assumed constant over subintervals of amplitude δ = δ m ,
is the m-order multirate exact sampled representation, 
A series expansion and approximated representations, MR-ASR, can be obtained as shown in Appendix 1.
To study the properties of the sampled system is an important deal ( [37] , [38] ); the lost of relative degree and changes in the properties of the zero dynamics under sampling are at the basis of some difficulties in the digital design. These aspects are briefly discussed in the sequel.
As it is well known, the notion of zero dynamics plays a key role in the solution of several control problems. Roughly speaking the zero dynamics is the dynamics under which the system evolves when the output is forced to zero. As suggested by the intuition, such a dynamics is sollicited every time a control problem is solved through inversion methods. Such a concept generalizes and restitutes the concept of zeroes of the transfer function of the linear context.
Relative degree and zero dynamics under sampling
With reference to an affine continuous-time system, Σ c (f, g, h), the relative degree, r, is the smallest positive integer such that
It is easily verified that it coincides with the first timederivative of the output which depends on the input.
With reference to a discrete-time system, Σ d (F δ , H δ ), the relative degree, r d , is the smallest positive integer such that
where for i ≥ 1
i.e., it coincides with the delay in the appearence of the input in the output.
Under sampling, independently on the relative degree of the continuous system Σ c , the ESR and ASR's of order at least r in δ, have relative degree equal to one for almost all δ. The ASR's may have a higher relative degree, up to r for the approximation at the first order, when the expansions in δ are truncated at orders less than r.
From these definitions, the appearence of extra zero dynamics under sampling can be easily understood [12] . Because the relative degree of the sampled system is equal to one, then the relative degree of its linear approximation (which coincides with the sampled equivalent of its linear approximation) is equal to one too, i.e. it has (n − 1) zeroes. This fact clarifies that the residual dynamics of the nonlinear system is n − 1-dimensional and makes clear that the problem which occurs in the nonlinear context is the same as in the linear one [39] . In other terms, the sampled version of a system with relative degree greater than 2 exhibits an unstable zero dynamics over time intervals of amplitude sufficiently small. Then, it immediately results from the previous arguments that a solution based on an inversion of the sampled model which cancels the zero dynamics may induce unstability of the control system. Moreover, this always occurs when the relative degree is bigger than two.
In [40] , it has been shown that the properties of the zero dynamics of a given continuous-time system are maintained under r-order multirate sampling if the first (r − 1) time-derivatives of the output are added to the output itself. The resulting square discrete-time system, with r inputs and r outputs, has a relative degree equal to one with reference to each output -it has a vector relative degree equal to r = (1, · · · , 1) -and it has a (n − r)-dimensional zero dynamics which has, at least locally, the same properties as the continuous zero dynamics. This fact is crucial when proving the stability of multirate sampled control schemes of order r for minimum phase plants.
Sampled control schemes
The study is addressed starting from the output reproduction of a continuous control scheme: given a continuoustime plant Σ c (f, h) together with a state feedback γ c (x, v), assuming the external control, v, piecewice constant on intervals of amplitude δ and assuming the measures available at times t = kδ, compute, if any, a piecewice constant control law, say γ d (x, v), which reproduces, at the sampling instants t = kδ, the output of the continuoustime control system. With reference to an affine plant
, with β c (x) non singular, and denoting bỹ Σ c the feedback system, the problem is to find γ d (x, v), a regular discrete-time feedback law,
It is not difficult to understand that a solution to the faced problem exists if and only if, for any k ≥ 0, the desired output at time (k + 1)δ, say y c (t = (k + 1)δ), which depends on x c (kδ) and v(kδ), belongs to the image of the
A particular case is the one step ahead output reproduction
Denoting byf andg the vector fields of the continuoustime feedback control systemΣ c , with
, a solution to the one step ahead reproduction problem can be given as follows. LetS(δ, x, v) denote the output of the continuous-time feedback control system over one sampling period and let
) denote the output of the sampled system under the constant feedback
where S −1 (δ, x, X) represents the reverse series associated with S(δ, x, X), i.e.,
The explicit computation of γ d can be performed according to two procedures. The first one makes reference to formal series reversion as proposed in [42] . In this context the computation is based on the series expansion of the nonlinear function S(δ, x, u) with respect to the control variable u. The second one, taking into account the δ-dependency ofS(δ, x, v) and S(δ, x, γ d ), is based on an iterated computation of the expansion according to δ of the exact solution γ d , i.e.,
As shown in [41] the existence of the relative degree at x(kδ) is enough to guarantee the existence of such a solution. For the first terms, one computes
These expressions can easily be generalized to square multi-inputs, multi-outputs systems.
Single rate control scheme
An interesting result can be stated with reference to a continuous-time plant with relative degree one. The onestep-ahead output reproduction ensures the output reproduction for a special class of feedbacks.
Theorem Given a linear analytic continuous-time plant, with relative degree r = 1 and minimum phase, modified by a feedback control law γ c which maximizes the unobservability of the feedback control system,Σ c then, there exists a discrete-time feedback law γ d such that the closed loop systemΣ d is stable and reproduces the input-output behaviour ofΣ c .
The proof of this result relies on the observation that the feedback system, from the input-output point of view, exhibits a monodimensional dynamics, as to maximize unobservability corresponds to cancel the (n − 1)-dimensional zero dynamics. It is worthy to note that the solution, computed on the basis of the discrete-time model, guarantees the internal stability since the zero dynamics of the sampled model preserves, at least locally, the stability property. Results strictly related to the one just stated are in [43] , [40] , [12] . An approximate solution can be computed through series expansions.
Among the feedback control laws allowing to maximize the unobservability the passivity based stabilizing controller and the input-output linearizing controller are well known. The last one take the form
which brings toẏ (x, v) in the expansion in powers of δ can be computed by solving an algebraic equation [41] . From
After suitable substitutions and comparing homogeneous terms in the expansion in powers of δ, one can show that the first terms γ d1 , γ d2 , are solutions of the equations
which bring to the solutions
is the discrete-time analogue of the continuoustime feedback defining the zeros dynamics of Σ c . Indeed, for v(k) = 0 and x(0) such that h(x(0)) = 0, the feedback γ d (x, 0) maintains, at each step, the ouput at zero:
It results that the minimum phase property of the continuous-time dynamics is preserved and internal stability is maintained, at least locally [40] .
Various choices for the external control v(t) enable to satisfy various input-output objectives such as regulation, stabilization or reference trajectory tracking.
•
This corresponds to minimum time output regulation as discussed in ( [43] , [40] )
Multirate control scheme
With reference to the feedback linearization problem for a given plant with relative degree r, easy computations show that the one-step-ahead output reproduction does not guarantee in general the output reproduction because
does not assure that
which should imply the output reproduction. With this in mind, the idea of making use of a multirate sampled system naturally comes out. It corresponds to sample the dynamics at the order r and to complete the output h with the r − 1 output-derivatives L
be such a system.
With reference to the one-step-ahead output reproduction under multirate sampling, the following result generalizes the one stated in the single-rate case. If Σ c has a relative degree r, then, given any regular feedback γ c , there exist r non singular discrete-time feedback laws γ It can easily be shown that the existence of such a MR control law follows from the definition of relative degree itself. In this case too, the explicit computation of γ d can be performed by inverting the input output link associated to the multirate sampled model on the basis of its expansion in powers of the control, or computing the terms in the expansion in powers of δ by equating the developments ofS(δ, x, v) and S(δ, x, γ d ) [41] .
Coming back to the problem of reproducing the output of the continuous control scheme on has now Theorem Given a linear analytic continuous-time plant, with relative degree r and minimum phase, modified by a feedback control law γ c which maximizes the unobservability of the whole control system, there exists a multirate feedback control law which solves the output reproduction problem and guarantees the internal stability of the feedback system.
The proof stands in showing that by solving the one step ahead output reproduction problem on the single input, r outputs continuous-time system Σ c (g, f, H), through a multirate control of order r, is sufficient to guarantee the output reproduction problem ofΣ c . Then, as pointed out before, the feedback is computed on the basis of the multirate sampled model of order r with output vector H. From the input-output point of view the resulting system exhibits an r dimensional dynamics, the resulting zero dynamics beeing unobservable. An interesting fact is that the DTD solution preserves the internal stability, at least locally, since no extra dynamics appears under sampling [17] . The computation of the control law is developed in Appendix 2 for the cases r = 2 and the linearizing feedback, but it works out along the same lines for more general cases.
• The discrete-time feedback laws γ Given two states x 1 (0) and • + iδ[, i = 1, . . . , r) , one can constraint the output and its first r − 1 derivatives to zero in one step of amplitude δ, and then maintain them at zero at each sampling instants. With r = n dead beat control with flat response is obtained [36] .
• It can be shown (see [40] ) that the remaining dynamics, i.e. the zero dynamics associated both to the closed loop continuous-time system under sampling and to the r-multirate closed loop system when v(k) = 0, coincide up to an approximation of order r in δ. This means that the minimum phase property and the internal stability are preserved at least up to an error of order r + 1 according to δ.
• When r = n, one achieves the preservation of the full linearization property, at the sampling instants, under nmultirate feedback control [11] . It results that when dealing with input-state linearization, one can proceed in the same way with respect to some dummy output function having a continuous-time relative degree equal to n.
• The main drawback is that the thus obtained control solution is an open-loop strategy over r steps. However, if the control objective is the stabilization to a constant value, it is possible ( [36] ) to rewrite such a solution as a closed-loop (over each little step) control strategy.
The approach here presented based on the use od multirate control laws can be extended to digital stabilization of controllable continuous-time systems, adaptive control with parameter uncertainties, digital control of perturbed dynamics. The interested reader may consult the authors' references both for a theoretical presentation and the discussion of case studies. Concerning applications, benefits have been obtained for the stabilization of oscillatory responses due to flexibles modes in space or robotics domains [5] . This is mainly related to the fact that multirate techniques take into account the inter sampling behaviours. In relation with the possibility to synchronize sampling and measurement or control frequencies, improvements have been noted for mimicking gaz jets control modes in aeronautics or pulse modulations in electrotechnology ( [44] , [45] ).
Attitude tracking under approximated multirate control
Three-axis attitude control of a rigid body has important applications in high performance controllers for pointing and slewing of spacecraft. Mostly for scientific missions which impose stringent constraints, modern nonlinear control methods, relying on accurate mathematical models of the spacecraft, must be used in the design. On the other hand, on-board digital implementation of the control law requires digital design procedures which avoid the deterioration in performance occurring when a digital implementation of the continuous controller is used. The performances of the multirate digital scheme proposed in the previous section has been shown in [30] and is here briefly recalled.
Let us consider a rigid spacecraft actuated by gas jets, located on the main body, and by reaction wheels. The former actuators are typically used for large slew attitude manoeuvres or for desaturating the reaction wheels, while the latter are used for fine slew attitude manoeuvres.
An appropriate mathematical model for studying the attitude control problem makes use of the kinematic equations, describing the position of the spacecraft depending on the angular rates, and the dynamic equations, linking the angular rates to the external torques acting on the spacecraft.
The attitude control problem can be qualitatively stated as follows: Find a feedback control action such that a reference frame fixed with tha main body tracks asymptotically assigned trajectories.
The problem can be solved with reference to the mathematical model of the error dynamics, e(t), which take the form:ẋ (t) = f t,
x(t) + B u(t)
where the state is the 10 × 1 vector
with constant matrices P i , a suitable matrix N of nonlinear functions depending on the state and on the reference to be tracked. The control action is represented by the torques exerced by the gaz jets, u e , and by the reaction wheels, u r .
On the basis of this model a continuous controller has been proposed in [30] so that the closed loop system is diffeomorphic to the following system with linear inputoutput dynamics,
In order to achieve asymptotic tracking and to obtain stable dynamics for the reaction wheels, the external control is set equal to
with K 1 , K 2 , K 3 appropriate positive definite matrices. The feedback control system is thus diffeomorphic to the linear error dynamics,
We note that the continuous-time control scheme ensures the asymptotic convergence to zero of e(t) andė(t) with bounded state evolution [30] .
It results that the quaternions p(t) -the parameters used to describe the real attitude of the spacecraft -and their derivativesṗ(t) converge asymptotically to the references q(t) with derivativesq(t), under the assumption of boundedness ofq 0 (t),q(t),q 0 (t), q(t) (q 0 (t), q(t) is always bounded by definition of quaternions).
Unfortunately the implementation of the continuous-time control law, by means of zero order holders, does not always give satisfactory results and may induce instability. This has been shown in [30] and is recalled in the sequel. The simulation refers to the data of a simplified model of the S.P.O.T. spacecraft, with inertia tensors given by: The desired attitude to be tracked by the spacecraft is specified by the quaternions q 0 (t) = cos
2 , with Euler unit vector axis d (t), in the RC frame, given by
while Φ d (t) = 3π sin ω 1 t rad, where ω = 0.04 rad s and ω 1 = 0.02 rad s . It is supposed that at t 0 = 0 the attitude error between the two frames is almost 160
• , namely: e 0 = 0.1736, e 1 = −0.4924, e 2 = 0.3282, e 3 = 0.7878. The controller with sampling period δ = 1 s computes u e and u r which are implemented: in pulse mode with a saturation at 10 N m, the first one, in continuous mode with a saturation at 5 N m the second one. Figures 1 and 2 show the behaviour of the attitude error e(t) and the angular rates Ω(t) of the wheels, while the controls u e (t), u r (t) are shown in Figures 3 and 4 . After nearly twenty-five seconds the error increases and e 0 (t) goes towards zero, where a singularity in the control law is present. The simulations display an unstable behaviour in less than sixty seconds.
In [30] , it has been proposed to design an approximated controller computed on the equivalent sampled model with the aim to reproduce the performance of the continuous control scheme. A multirate controller of order two, computed by approximating the expansions in δ up to the first order, an A-DTD controller, is sufficient for the problem under study. We get
Figures 5 to 8, show the results obtained under simulation when a sampling period of δ = 2 s is used, so dividing the sampling interval into two subintervals of δ = 1 s each. Under such a control action the convergence to zero of either e(t) and Ω(t) is obtained ( Figures 5 and 6 ). The inputs u e (t), u r (t) are shown in Figures 7 and 8 . The fullfilment of the tracking requirements is obtained. Once the error range is reduced, a continuous control mode should be adopted, assuming the presence of actuators powerful enough to ensure the desired tracking.
The overmentioned controller has been implemented on a pilot platform S.A.C.S. (Satellite Attitude Control Simulator). A sensible increasing of the performances has been obtained either with respect to the velocity and maximun tracking error or with respect to fuel consumption [46] . 
From digital to discontinuous and hybrid control
The purpose of this section is to show how the design of discontinuous controllers or even hybrid ones can benefit from digital control techniques.
The idea is quite simple since a discontinuous controller can be the result of combining a continuous time feedback with a discrete time one; at the same time it is more easy to design an hybrid controller on the bases of sampled models of the processes involved. Even if it may appear quite natural to set discontinuous control and hybrid control in the discrete time context the difficulties previously mentioned remain valid. To bypass the problem a natural idea is to design a preliminary continuous feedback for simplifying the design in discrete time: for example for obtaining a simple computable sampled equivalent in order to guarantee the controller computation. An appealing situation occurs when the continuous-time dynamics can be transformed into a finite discretizable dynamics. This is the case in several cases under suitable assumptions essentially based on controllability or nilpotency conditions. Briefly speaking it can be shown that, locally, a nilpotent and controllable system admits FC-ESR when described in suitable coordinates. Morevoer, a controllable system has a triangular form -which FC-ESR -in certain local coordinates if and only if it is nilpotent.
These conditions can be weakened making use of state feedback. For example, a system without drift terṁ
with g 1 (x), . . . , g m (x) linearly independent, is feedback equivalent to a nilpotent one if and only if the distribution D = span{g 1 , . . . , g m } admits a nilpotent basis. In terms of finite or exact discretizations and assuming the controllability of the previous driftless dynamics, we get that, if D admits a nilpotent basis, there exists a feedback u = β(x)v which renders computable the sampled model, and, in suitable coordinates, finitely computable too. We refer to [49] , [50] and [34] for a complete discussion about finite discretization either direct or under feedback.
It is interesting to recall that a wide class of physical systems which encompass the class of systems satisfying nonholonomic links, satisfy the conditions ensuring finite or exact discretizability under feedback. Nonholonomic systems have been widely investigated in the last years from the control point of view, expecially because of their interest in robotic motion problems and in multibody spacecraft manoeuvring. Two examples from mobile robotics and space robotics are brevly discussed in the sequel.
Motion planning of mobile robots
Let us recall that nonholonomy arises when non integrable kinematic constraints characterize the dynamics of the system. In robotic and space problems the kinematic constraints take usually the form
.e: at each point x, there exists a submanifold of dimension k over which the trajectory x(t) cannot lie. Starting from these constraints the kinematic systemẋ
is usually derived. The conditions under which these dynamics can be transformed, under feedback and coordinates change into a particular form, called the chain form, are well known [47] ; for k = n − 2 we get the chain forṁ
The interest of such a structure in digital control is due to the fact that they are particular finitely discretizable systems and moreover its sampled dynamics is linear with respect to u 2 . In fact, the condition that the (n-k)-dimensional distribution D = span{g 1 , . . . , g n−k } admits a nilpotent basis, is necessary for the existence of the chain form, under feedback and coordinates change, but also sufficient for finite discretizability. This fact provides a different solution between the ones proposed in the early 90's ( [47] , [48] ).
Let a consider the kinematic model of a three wheelsunicicle like mobile roboṫ
where u 1 and u 2 are the velocities on the wheels and L is the wheels axis length, i.e. the distance between the two wheels. As usual, x and y describe the instantaneous positions of the middle point of the axis while θ denotes the instantaneous robot orientation.
Let z = Φ(x, y, θ) be a coordinates change defined by
and let v(t) = β(z 2 (t))u(t) be an invertible static-state feedback
so that the transformed dynamics takes the forṁ
which admits a FC-ESR.
Given a sampling time δ, and assuming a multirate order 1-2, i.e. the following input configuration
one gets, after integration over two steps of amplitude δ 2 , the equivalent discrete-time dynamics
Providedv 1 = 0, it can be easily seen that the two con- It results from this simple analysis that the triplet
f , can be computed according to a simple inversion, one gets
The control law so far computed, composed by a continuous feedback and a piece wice constant one, can be directly implemented, giving rice to a discontinuous controller which acts on the velocities, partially open loop; a different approach can be adopted by using such a controller as a planner for computing the trajectories which will be used as references for a continuous control scheme. Both these approaches, have been applied in [34] and [51] respectively. The second solution is here considered. The continuous-time reference trajectory in the state for t ∈ [kδ, kδ + δ] is computed by integrating the dynamics of the z i 's and going back to (x r (t), y r (t), θ r (t)). From the state trajectory (x r (t), y r (t), θ r (t)) and the state feedback computed, by easy manipulations it is possible to obtain the piecewise continuous controls (u 1 (t), u 2 (t)); those will be used as references for the wheels velocities. A continuous controller is then computed for tracking such references.
The numerical values used for the simulations, from the experimental mobile platform Robuter II, are: L -the axis length -= 0.6m, R = 0.1m,M R = 120Kg, J R = 40Kgm 2 , J w,1 and J w,2 are assumed neglectible. While a simple PD controller has been implemented for tracking the references. Controller parameters :
Two cases are Figs. 9-14, corresponding to two manoeuvers of increasing complexity. The first picture shows, in the (x, y) plane, the reference trajectory and the real one, solid and dotted lines respectively; the second picture depicts the trajectories of the wheels, the third picture gives the torques acting on the wheels.
The results of the experimental manoeuvre performed are reported in figure 15 for the second simulated manoeuvre. The manoeuvre has been performed several times, in order to evidence the random errors. The origin of the graph represents the desired final position and each star is the real final position of the robot for each experiment. A final error smaller than 0.5% on the manoeuvre target shows the effectiveness of the control scheme adopted.
Configuration control
With reference to the articulated structure depicted in Figure 16 the Lagrangian approach brings to the mathematical model Figure 16 -the mechanical structure under the kinematic constraint -angular momentum conservation -
Under suitable feedback and coordinate change the system can be transformed into polynomial subtriangular dynamics of the formż
which is finitely discretizable
With the multirate choice of r 1 = 2 and r 2 = 3 on the control variables w 1 and w 2 respectively,
to be fixed according to the fixed time duration of the manoeuvre, a multirate sampled dynamics described by the invertible map F δ (x i , ·)
Setting the initial and final values for the velocities v i equal to zero (rest-to-rest motion), the controls w i,j 's are obtained by inversion [35] . On the basis of these results, it is possible to compute the control input τ for the initial system as a feedback from the state variables (θ,θ). In fact, according to all the transformations performed, one has 
Conclusions
The development of a general theory of nonlinear digital control systems is faced to difficult problems. To overcome such problems there is the need for new sampled schemes and new design procedures on discrete time models which include the discrete-time representations of nonlinear plants. The approach proposed in [52] for representing a discrete time dynamics may help in this direction.
Inspite of this situation some particular classes of models which are not easily tracktable under continuous-time design admit simple digital solutions. The idea of modifying by a preliminary feedback the plant for achieving such a suitable structure, introduced by the authors themselves and here recalled in section 4, should be developped and better understood. The same idea should be investigated in the swithching and hybrid contexts where the existence of sampled models which exhibite suitable structures should greatly simplify the design of the overall controller. These arguments will be the subjects of further investigations.
Appendix 1.
By integrating over a time-interval of lenght δ the continuous-time dynamics of Σ c (f, h), assumed to be affine in the control, and by equating the result with the series expansion of F δ (., u) = e δL f +δuLg (Id), one gets
The multirate sampled of an affine dynamics takes the form
An expansion according to the control variables can also be obtained from the expansions of each F δ (., u i ) in powers of u i , thus obtaining
• . . . 
f h(x) + v) we get the linear input-output linkÿ = v. The equivalent square multirate sampled system of order 2 is given by
The input-output reproduction at each step will be ensured provided the two discrete-time feedback laws, γ The computation is achieved by equating the terms of the same power inδ in the two memebers of these series equalities. Noticing that the left and right hand sides terms are coincident up to the order 1 inδ, these terms can be neglected so that the equality of series beginning at the order 2 inδ reduces to
To compute γ j d0 for j = 1, 2, we verify that the two equalities
are satisfied by setting γ To compute the γ j d1 ; j = (1, 2), we solve the equalities
by setting
• It can easily be verified that the transfer function associated to the input-output link h ←→ v of the sampled system is
which is the sampled version of H(s) = that is up to an error in 0(δ 2 )
which brings to the sampled input-output behaviours
It results that the input-output reproduction at each step is verified up to the order 4 inδ, i.e., when x c (0) = x d (0) = x(0), h(x c (kδ)) = h(x d (k)) + 0(δ 4 ),
