A Functional Connectivity Approach for Modeling Cross-Sectional Dependence with an Application to the Estimation of Hedonic Housing Prices in Paris by Georges Bresson & Cheng Hsiao   
A Functional Connectivity Approach for
Modeling Cross-Sectional Dependence with
an Application to the Estimation of Hedonic
Housing Prices in Paris
Georges Bressona, Cheng Hsiaob,∗
aERMES (CNRS), Université Panthéon-Assas Paris II / Sorbonne Universités
12 place du Panthéon, 75 230 Paris Cedex 05, France
bDepartment of Economics, University of Southern California
University Park, Los Angeles, California 90089, USA,
and City University of Hong Kong,
and WISE, Xiamen University, China.
April 20, 2011
∗Corresponding author. Office: Department of Economics, University of Southern Cali-
fornia University Park, Los Angeles, California 90089, USA. Telephone: (213) 740-2103.
E-mail adresses: chsiao@usc.edu (C. Hsiao), bresson-georges@orange.fr(G. Bresson).
We would like to thank the referees and the editor for helpful comments and suggestions
in an early version. Many thanks to Annick Vignes for providing us the dataset. We also
thank participants of the 2008 Latin American Meeting of the Econometric Society, (Rio
de Janeiro, Brazil, Nov. 20-22, 2008) for helpful comments. Usual disclaimer applies.
Abstract - This paper proposes a functional connectivity approach, in-
spired from brain imaging literature, to model cross-sectional dependence.
Using a varying parameter framework, the model allows correlation patterns
to arise from complex economic or social relations rather than being simply
functions of economic or geographic distances between locations. It nests
the conventional spatial and factor model approaches as special cases. A
Bayesian Markov Chain Monte Carlo method implements this approach. A
small scale Monte Carlo study is conducted to evaluate the performance of
this approach in finite samples, which outperforms both a spatial model and
a factor model. We apply the functional connectivity approach to estimate
a hedonic housing price model for Paris using housing transactions over the
period 1990-2003. It allows us to get more information about complex spatial
connections and appears more suitable to capture the cross-sectional depen-
dence than the conventional methods.
Keywords: Bayesian hierarchical, Functional connectivity, Hedonic housing
prices, Panel spatial dependence.
JEL classification: C21, C23, C31, C33, R21, R31.
1 Introduction
In this paper, we use a data based approach to model cross-sectional depen-
dency. Many panel data estimators assume observations, conditional on a set
of explanatory variables, are independently distributed across cross-sectional
units (see Sarafidis and Wansbeek (2010)). However, there could be com-
mon omitted factors that affect all cross-sectional units. Further, economic
theory sometimes predicts that agents take actions that lead to interdepen-
dence among cross-sectional units. Ignoring the presence of cross-sectional
dependence could lead to inconsistent estimators when the time dimension,
T , is finite no matter how large the cross-sectional dimension, N , is (e.g.,
Hsiao and Tahmiscioglu (2008), Phillips and Sul (2003)).
Contrary to the time series data in which the time label gives a natural or-
dering and structure, cross-sectional labeling is arbitrary. In regional science,
correlation across cross-sectional units is assumed to follow a certain spatial
ordering, i.e., dependence among cross-sectional units is related to location
and distance, in a geographic or more general economic or social network
space (e.g., Anselin (1988), Conley (1999), Conley and Topa (2002), Anselin,
Le Gallo and Jayet (2008)). The spatial approach assumes a known spatial
weights matrix, W = {wij}, an N ×N positive matrix in which the rows and
columns correspond to the cross-sectional units. This matrix is specified to
express the prior strength of the interaction between location i (in the row)
and location j (in the column).
An alternative that requires less prior information is to take a factor-analytic
approach in which the errors of cross-sectional units are assumed to be the
sum of two components: an idiosyncratic component and a component which
is a linear function of unobserved common shocks. However, identification of
the number of unknown factors and estimation of the factor loading matrix
require both N and T large (e.g., Bai (2003, 2004), Bai and Ng (2002)) but
many panel data sets are of large N and small T nature.
In this paper, we propose to model cross-sectional correlation as a reaction to
a stimulus, called “functional connectivity” in the brain imaging literature.
Functional connectivity is defined as the “temporal correlations between spa-
tially remote neurophysiological events” (Friston et al., (1993)). Since spa-
tial correlations do not necessarily decrease with increased separation be-
tween measurements locations, functional connectivity considers two brain
locations close if they exhibit similar functionality and distant if they show
dissimilar functional patterns. Functional connectivity is simply a statement
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about the observed (or unobserved) correlations; it does not comment on how
these correlations are mediated. Finding functional connectivity is essentially
reduced to finding whether activity in two regions share mutual information
or not. It is a statistical description of the degree to which two regions ex-
hibit similar behavior or statistical interdependence. So, the characterisation
of any activity in terms of functional connectivity is “model free”. Models
for data analysis in neuroscience are based on the analysis of functional mag-
netic resonance imaging (fMRI) data. Statistical aspects include hierarchical
models, Bayesian inference or dynamic causal modelling (e.g., Friston et al.
(1995), Bowman (2005, 2007), Bowman et al. (2007), Patel et al. (2006a,
2006b), Woolrich et al. (2004) to mention a few). This concept of functional
connectivity and the associated statistical methods have also been applied to
neuroeconomics (see Braeutigam (2005), Kenning and Plassmann (2005)) or
to economic geography with the concept of functional economic geographies
(see Lambin and Geist (2006) for instance).
In this paper, we propose to model “functional connectivity” through a vary-
ing parameter framework which allow the cross-sectional dependency to be
defined as function of explanatory variables as well as some common unob-
served factors that vary over time. For instance, in housing markets, a pos-
itive functional connectivity may be associated with a mimetic willingness
to pay for a special attribute across districts or locations. Mimetic effects in
financial markets, driven by irrational behaviors, may be also forms of func-
tional connectivity. By allowing the parameters across cross-sectional units
to be correlated, we are able to maintain the advantage of simplicity of the
spatial approach while letting the data determine the correlation patterns
among cross-sectional units. We illustrate this methodology by considering
the hedonic housing prices in Paris.
We set up the basic approach in section 2 and the Bayesian method of in-
ference in section 3. Section 4 demonstrates the usefulness of this approach
relative to other approaches by conducting a small Monte Carlo study. Sec-
tion 5 applies the functional connectivity approach to estimate hedonic prices
in Paris and to reveal complex spatial connections. Concluding remarks are
in section 6.
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2 A functional connectivity approach
Following the idea of biostatisticians (e.g., Friston et al. (1995), Bowman
(2005, 2007), Bowman et al. (2007)), we shall assume that correlations across
individual units are functions of complex economic and social relationships
as opposed to the conventional approach of postulating such correlations as
independent of regressors. The functional connectivity is achieved through a
random coefficients framework.
Let yti be the observation at time t on the ith cross section unit for
t = 1, 2, ..., T , i = 1, 2, ..., N . We suppose that yti is generated according to
the following linear random panel data model:
yti = Xtiβti + εti (1)
where Xti denote the K observed exogeneous factors and εti represents the
impact of omitted factors. The (K × 1) vector of coefficients βti is allowed
to change across units i and time t, in the form:

































where β denotes the mean, αi represents the individual-specific effects and
uti represents the effects that vary across i and over t. We assume that αi,
uti and εti are independent of each other and:







is independent of X with mean zero and unrestricted
covariance matrix Γk.
• A2: the (N × 1) vector of individual and time varying effects u(k)t =³
u
(k)




is independently distributed over time and is indepen-
dent of X with mean zero and covariance matrix Dkt.
• A3: The error of equation (1), εit is independently, identically dis-
tributed across i and t and is independent of X with mean zero and
variance σ2ε. This assumption is made for ease of exposition, it can be
relaxed.
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Substituing (2) into (1) yields:














ti + εti (3)
where X(k)ti is the observation of the k
th variable at time t for the i-th indi-
vidual.
Under assumptions A1-A3, E (yti|Xti) = Xtiβ, and the covariance between
yti and ytj will not be equal to zero when Γk and Dkt are unrestricted.
— When uti ≡ 0 for all i and t and Γk is diagonal, we have Swamy
(1970) and Swamy and Mehta (1975) type random coefficients
model.
— When Γk is diagonal, uti = ut, Dkt = σ2ueNe
0
N , where eN denotes
an (N × 1) vector of ones, we have Hsiao (1974, 1975) type random
coefficients models.
By allowing Γk and Dkt to be unrestricted, the cross-sectional depen-
dency could be function of explanatory variables as well as some common
unobserved factors that vary over time.
Let the first element of Xti correspond to the intercept term, i.e., X
(1)
ti = 1.
— If α(k)i ≡ 0 for k = 2, .., K for all i and u(k)ti ≡ 0 for k = 1, ..,K for
all t, and if Γ1 is restricted to be proportional to an identity matrix,
then (3) becomes the conventional error components model.
— If α(k)i ≡ 0 for k = 1, ..,K for all i and u(k)ti ≡ 0 for k = 2, ..,K
for all t, with Dkt = Dk for all t, one may consider cross-sectional
dependence as arising from a spatial autoregression model (SAR)
if the elements of D1 are known except for a proportional factor1.
If Dk is unknown but rank (Dk) = r < N , one may consider
the cross-sectional correlation as arising from a factor model with
unobserved common shocks that drive all cross-sectional units2.
1There are, of course, more flexible spatial approaches (e.g., Anselin, Le Gallo and
Jayet (2008)).
2A2 disallows dynamics in the unobserved factors. One way to allow dynamics is to
assume u(k)t following an autoregressive structure.
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For each time t, we stack N cross section units:
yt = Xtβ +
KX
k=1
eX(k)t α(k) + KX
k=1
eX(k)t u(k)t + εt (4)
where yt is the (N × 1) vector for the dependent variable. Xt is the (N ×K)
matrix of explanatory variables, εt is the (N × 1) vector of disturbances. α(k)
is the (N × 1) vector of specific effects for the coefficient associated with the








, u(k)t is the (N × 1) vector of disturbances


















3 A data driven Bayesian approach for mod-
elling cross-sectional dependence
Instead of trying to estimate (4) with restricted and unrestricted Γk or Dkt
from a sampling approach, we model the possible cross-sectional dependence
through a Bayesian data driven approach similar to the one proposed by
Bowman et al.(2007)3. We note that model (4) has a hierarchical structure
similar to the one considered in Lindley and Smith (1972)4. For ease of
exposition, we shall assume that α(k), u(k)t and εt are all normally distributed.
To start with, we assume there is no cross-sectional dependence at each t. In
other words, the priors are5:
3They use a Bayesian hierarchical framework of a whole-brain voxel-by-voxel model-
ing with a variance-covariance for regional mean parameters allowing for the functional
connectivity. They apply this approach to two datasets: inhibitory control in cocaine-
dependent men and verbal memory in subjects at high risk for Alzheimer’s disease.
4The Random Coefficient model is similar in spirit to the Bayesian framework in which
βti is assumed to have prior mean β (e.g., Bresson et al. (2007), Hsiao (2003), Hsiao and
Pesaran (2008)).
5Since there are lots of parameters, we impose lots of zero restrictions on priors to
simplify the derivation of the posterior. In finite sample, the posterior will be heavily
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• A4: the (K × 1) vector of the mean parameter β follows a normal
distribution with mean β and covariance6 Ψ,
• A5: the (N × 1) vector of individual and time varying effects u(k)t is
distributed as u(k)t ∼ N (0, Dkt) where the covariance matrix is given
by: Dkt = σ2ktIN .
• A6: the (N × 1) vector of specific effects of the kth variable, α(k) is
distributed as α(k) ∼ N (0,Γk) .
• A7: the (N × 1) vector of the disturbances εt is distributed as εt ∼
N (0, σ2εIN) .
We express model (4) in three stages of hierarchy (see Bowman et al.
(2007), see also Bresson et al. (2007), Hsiao and Pesaran (2008)):
1. The first level of the hierarchical model specifies a multivariate normal
likelihood function for the coefficient vector













. They are assumed
to vary randomly about a (NK × 1) mean parameter vector (eN ⊗ β)
and a (NK × 1) random effect component vec (α0). In other words;
βt|β,α, σ−21t , ..., σ−2Kt ∼ N (eN ⊗ β + vec (α0) ,∆t) (7)
with
∆t = IN ⊗

σ21t 0 · · · 0
0 σ22t · · · 0
· · · · · · . . . · · ·
0 0 · · · σ2Kt
 (8)
influenced by such priors. However, if sample is large, the posterior will be dominated by
the likelihood and the impact of restrictive prior will become negligible.
6Although βti has mean β, β can be unrestricted. A4 is made to incorporate such
possibility with a proper prior which can have large variance to reflect ignorance on the
part of investigator.
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2. At the next level, the model expresses a prior belief that each (N × 1)
vector α(k) for the kth variable arises from a normal distribution with
a zero mean and covariance Γk:
α(k) ∼ N (0,Γk) (9)
3. A8: at the third level, the hierarchical model defines the prior distri-
butions of the hyperparameters usually defined as (see Bowman et al.
(2007), Bresson et al. (2007), Koop (2003))7 ,8:

























Conditional on (eN ⊗ β), the coefficient vectors βt have an exchangeable
covariance structure9:




Γ11 Γ12 · · · Γ1N
Γ21 Γ22 · · · Γ2N
· · · · · · . . . · · ·
ΓN1 ΓN2 · · · ΓNN

Many empirical analysis using a random coefficients framework find that the
covariances between α(k)i and α
(k0)
i are close to zero for k 6= k0 (e.g., Swamy
(1970), Hsiao and Tahmiscioglu (1997)). To simplify the exposition, we shall
further assume:
7See section 4 for a discussion on the choice of priors.
8Of course, and symmetrically, σ2ε and σ
2
kt follow inverse Gamma distributions while
Ψ and Γk follow inverse Wishart distributions. We assume a conjugate prior to facilitate
the implementation of Markov Chain Monte Carlo simulation.
9The unconditional variance-covariance matrix of βt is given by:
V ar (βt) = (JN ⊗Ψ) + Γ+∆t
where JN is a (N ×N) matrix of ones.
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ij 0 · · · 0
0 Γ
(2)
ij · · · 0
· · · · · · . . . · · ·
0 0 · · · Γ(K)ij

where Γ(k)ij is the (i, j) element of Γk. For the coefficient β
(k)







t |eN ⊗ β(k)
´
= Γk + σ
2
ktIN (12)
where Γk (resp. σ2ktIN) represents the “cross section units” or “local” vari-
ance (resp. the residual variance) of the coefficient associated with the kth
variable.
Just as in Bowman et al. (2007), the prior distribution of α may capture po-
tential functional connections between (or within) cross section units through
the variance-covariances Γ. Bowman et al. (2007) define an “intra-regional”











For a given time period t, it is the impact of the “local” variance on the
total variance for one coefficient (k) in one unit (i). Thus, ρik,t expresses the
similarity of functional patterns within a given “local” structure and may
vary for different explanatory variables and different time periods:
ρt =

ρ11,t ρ12,t · · · ρ1K,t





ρN1,t ρN2,t · · · ρNK,t
 , t = 1, ..., T (14)
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Bowman (2007), Bowman et al. (2007) have also proposed an “inter-regional”
or between functional connectivity measure defined as:
Rk = {diag (Γk)}−1/2 Γk {diag (Γk)}−1/2 (15)
Since an inverse Wishart distribution is specified for Γk, it allows a flexible
unstructured variance-covariance matrix Rk. This matrix summarizes the
between “cross section” covariances with respect to variable k. So, the (i, j)
element in Rk represents the functional connectivity between units i and j
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There is no closed form for the posterior of Θ. We use MCMC methods to
derive the posterior of Θ which is particularly easy to implement because
























are Wishart (for detail, see
Bresson and Hsiao (2011)).
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4 Comparison of small sample properties of
HB, CCE and spatial estimators: Monte
Carlo experiments.
4.1 The data generating process (DGP)
Let yti be the observation on the ith cross section unit at time t for i =
1, 2, ..., N ; t = 1, 2, ..., T , and suppose that it is generated according to the
following linear heterogeneous panel data model:
yti = αi + β
0
ixti + eti (17)
where αi are observed common effects (such as intercepts), xti is a ((K − 1)× 1)
vector of observed individual-specific regressors on the ith cross section unit
at time t. In a first experiment, we will suppose that errors have a multifac-
tor structure. In a second experiment, the (N × 1) error vector et will follow
a spatial autoregressive process.
4.1.1 Experiment 1: unobserved common effects
We suppose that errors have the following multifactor structure:
eti = γ
0
ift + εti (18)
in which ft is the (m× 1) vector of unobserved common effects; εti are the
individual-specific (idiosyncratic) errors assumed to be independently dis-





ift + vti (19)
where Ai and Gi are (1× (K − 1)) and (m× (K − 1)) factor loading matri-
ces with fixed components. vti are the specific components of xti distributed
independently of the common effects and across i, but assumed to follow
general covariance stationary processes.
We provide Monte Carlo evidence on the comparison of small sample prop-
erties of the hierarchical Bayes estimator (HB) and the Common Correlated
Effects Mean Group (CCE MG) approach suggested by Pesaran (2006). We
suppose that K = 3, and m = 3, with β0i = (βi1,βi2) and γ
0













The common factors and the individual specific errors of xit are generated as
independent stationary AR(1) processes with zero means and unit variances:½





, ρfj = 0.5 , fj,−50 = 0






, vij,−50 = 0
ρvij ∼ IIDU (0.05, 0.95)
We generate T + 50 observations and subsequently drop the first fifty obser-
vations in order to reduce the dependency on initial values. The individual





, σ2i ∼ IIDU (0.5, 1.5)
The factor loadings of the observed common effects, αi, and A0i = (ai1, ai2)
0
are generated across replications as IIDN(1, 1), and IIDN(0.5e2, 0.5I2),
where e2 = (1, 1)0. Furthermore, γi are drawn as









N (0.5, 0.5) N (0, 0.5) N (0.5, 0.5)
N (0, 0.5) N (0.5, 0.5) N (0, 0.5)
¶
.
Last, we suppose the case of heterogeneous slopes βi1 ∼ IIDN (1, 0.2) and
βi2 ∼ IIDN (1, 0.8) across replications11.
10The objective of this section is just to compare HB, CCE and spatial estimators. We
do not replicate exactly the DGP proposed by Pesaran (2006). Our DGP is only a specific
variant used in his experiments.
11Pesaran (2006) considers slope variance of .04, while we consider variance of .2 and
.8, which is much larger. We consider a larger variance to allow for more cross-sectional
heterogeneity.
11
The common correlated effects (CCE) estimator is based on the cross section
augmented regressions:
yti = αi + βi1x1ti + βi2x2ti + δi0yt + δi1x1t + δi2x2t + eti (20)
where yt, x1t and x2t denote the cross section averages of yti, x1ti and x2ti
at time t. To show the importance of allowing for the unobserved common
factors in this relationship, we also provide naive estimates of αi, βi1 and
βi2, i = 1, 2, ..., N (and their mean). These estimates are obtained by simply
running OLS regressions of yti on (1, x1ti, x2ti) and hence do not allow for
cross section dependence.
So, for this experiment, we computed the CCE MG estimator as well as the
associated infeasible mean group estimator (MG) that include f1t and f2t in
the regressions of yti on (1, xti), and the naive estimator that excludes these
factors12. We also compute the HB estimator.
This experiment was replicated 1, 000 times for all (N,T ) pairs with N = 20,
N = 50, N = 100 and T = 7, T = 15. We compute the means over 1, 000
replications of the biases and rmse of intercept and the slope coefficients. We
also compute the means over 1, 000 replications of the rmse of the estimated
values of the dependent variable, the averageR2, the average cross correlation
coefficient ρ and the percent of rejection of the null hypothesis of no error
cross section dependence of the Pesaran’s test13 (2004).
12The infeasible MG estimator provides an upper bound to the efficiency of the CCE
MG estimator under slope heterogeneity, whilst the naive estimator illustrates the extent
of bias and size distortions that can occur if the error cross section dependence is ignored
(see Pesaran and Smith (1995)).
13In each experiment, we compute the simple average of pair-wise cross section correla-
tion coefficients of the residuals:
ρ =
2















where brij is the sample estimate of the pair-wise correlation of the estimated residuals.













For each replication, and for the HB estimator, MCMC using Gibbs sampling
is implemented (see below).
4.1.2 Experiment 2: spatial autoregressive errors
We suppose that the (N × 1) error vector et in (17) follows now a spatial
autoregressive (SAR) process. This process can be expressed as:
yti = αi + β
0
ixti + eti
et = λWNet + εt ⇔ eti = λ
NP
j=1
wijetj + εti , i = 1, ...,N
(21)
where WN is an (N ×N) known spatial weights matrix, λ is the spatial
autoregressive parameter . The diagonal elements (wii) of the spatial weight
matrix WN are zero. We fix the autoregressive coefficient λ = 0.75.
Following Kelejan and Prucha (1999, p.520), we use a “5 ahead and 5 behind”
matrix such that it’s i-th row (1 < i < N) of the N ×N matrix has non-zero
elements in positions [i− 5, ..., i− 1] and [i+ 1, ..., i+ 5]. So, that the i-th
cross-sectional unit is related to the 5 ones immediately after it and the 5
ones immediately before it. This matrix is row normalized so that all its
non-zero elements are equal14 to 1/10.
As for experiment 1, we computed the CCE MG estimator as well as the
naive estimator. We also compute the HB estimator and the pooled SAR
estimator (see Anselin (1988), (2001)). As for the previous experiment, this
experiment is also replicated 1, 000 times. For each replication, and for the
HB estimator, MCMC using Gibbs sampling is implemented (see below).
Last, means over the 1, 000 replications of the above mentioned quantities
(bias, rmse, ...) are computed for the parameters and for the fitted values of
yti.
4.1.3 Prior specifications
In principle, all prior distributions are specified to be as noninformative as
possible. A normal distribution, N((β0 = 0) , (B0 = 10
3IK)) is chosen for the
which follows a standard normal distribution under the null of no error cross section
dependence.
14The matrix is defined in a circular world so that the non-zero elements in
rows 1 and N are, respectively, in positions ([2, 3, ..., 6] and [N − 4, N − 3, ..., N ]) and
([1, 2, ..., 5] and [N − 5, N − 4, ..., N − 1]).
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(K × 1) vector of the mean parameter β. Inverse-gamma priors are chosen
for the variance parameters σ2ε and σ
2















precise priors and the view that σ2ε or σ
2
kt is probably constant over individu-






convey the view that disturbances may be quite variable or het-
eroscedastic (see Bresson et al. (2007)). To implement the Gibbs sampler,
we fix values of shape and scale hyperparameters. The unknown parame-
ters in the prior distributions of our Bayesian hierarchical model are chosen
as15 a0 = 0.5, b0 = 1, c0 = 0.5, d0 = 1. Selecting a prior for the covariance
matrice Γk turned out to be a more interesting and challenging problem.
The conjugate prior, inverse Wishart, (a multivariate generalization of the
gamma distribution) with scale matrix H0 and degrees of freedom h0, is
commonly used in practice. The degrees of freedom must satisfy h0 ≥ N to
yield a proper prior distribution (see Bowman et al. (2007)). Γ−1k is assigned
Wishart prior with h0 = N degrees of freedom with the prior scale matrix H0
set to 10−4IN . In the same way, Ψ−1 is assigned Wishart prior with m0 = K
degrees of freedom with the prior scale matrixM0 set to 10−1IK. The number
of draws is 1, 500 and the values from the first 500 draws are discarded16
We compute the posterior means of the parameters αi, βi1, βi2 and of the
estimated value of yit. From these posteriors means, we compute the above
mentioned quantities (bias, rmse, ...) for the parameters and for the fitted
values of yti.
4.2 Results of experiments
Results of experiment 1 are given in Table 1. For smallN (N = 20) and small
T (T = 7), biases are relatively small for slope coefficients: 2.7% for βi1 (and
3.1% for βi2) for the CCE MG, 5.8% (and 5.4%) for the hierachical Bayes
15Sometimes, in order to improve the precision of the priors (and of the posteriors),
some authors suggest to use an additional stage for this prior specification (see Basu and
Chib (2003), Bresson et al. (2007), Carlin and Louis (2000)).
16Convergence of the MCMC sampling scheme was assessed using empirical and test-
based approaches (Gelfand and Smith (1990)). The Geweke (1992) convergence diagnostic
statistics (not reported in these Monte Carlo experiments) indicate that it was sufficient
to burn-in the first 500 samples and take the subsequent 1, 000 samples for inference since
the convergence of the MCMC algorithm has been achieved. We have also tried several
values for a0, b0, c0 and d0 but results are the same.
14
estimator (HB) far from the infeasible Mean Group estimator (−0.2% and
0.1%). On the contrary, for the intercept, we note a great difference between
the biases of the CCE MG (102.8%), the HB (10.6%) and the infeasible
Mean Group estimator (0.2%). HB estimator also gives better results in
terms of rmse as compared to CCE MG for the slope coefficients (24%, 25%
against 64%, 55%) and especially for the intercept (53% against 175%). HB
estimator also leads to better results in terms of fitted yti (see rmse(y) and
R2). But large average cross-correlation coefficients (ρ) and the Pesaran’s
cross dependence test show that we cannot reject residual cross dependence
for all the estimators. WhenN increases, biases for slope coefficients strongly
decrease: with N = 100 and T = 7, we get 1.5% for the CCE MG, 0.7%
for the hierachical Bayes estimator (HB) close to 0.8% (and 0.4%) for the
infeasible Mean Group estimator. HB estimator still gives better results in
terms of rmse as compared to CCE MG especially for the intercept. And
HB estimator is the one with the lowest average cross-correlation coefficient
(ρ = 1.4%) as compared to naive MG, CCE MG and infeasible MG. When
we double the time lenght (T = 15), it leads to similar conclusions but
with a lower difference between the hierachical Bayes estimator (HB) and
the Common Correlated Effects Mean Group estimator (CCE MG). Our HB
estimator outperforms all the others and leads to better adjustment for the
dependent variable yti.
Results of experiment 2 are given on Table 2. We compare estimators when
we suppose a weight matrix filled with “5 ahead and 5 behind” neighbors.
For small N = 50 and small T (T = 7), biases of slope coefficients are small:
−1.2% for βi1 (and −1.9% for βi2) for the CCE MG, 0.3% (and 0.6%) for
the hierachical Bayes estimator (HB) and −0.3% (and −0.2%) for the SAR
estimator . These biases quickly decrease as N increases. Estimation of the
autoregressive spatial coefficient λ is biased and the bias is quite large (' 13%
for N = 50 and T = 7). The biases of intercepts are very small for HB and
SAR, but not the case for CCE MG. The bias for CCE MG remains high
whatever the sizes N and T . The rmse of intercept and slope coefficients
for HB and SAR are similar, rmse are larger for CCE MG and strongly
decrease when T doubles. But, we still observe high rmse for the intercepts.
To summarize, when T is small, HB estimator leads to a better adjustment
(see rmse(y) and R2), low average cross-correlation coefficient and a low
rate of rejection of the null (no cross-section dependence) compared to the
CCE MG estimator. Similar results are obtained for “1 ahead and 1 behind”
neighbors (For detail, see Bresson and Hsiao (2011)). The main conclusions
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of these two Monte Carlo experiments are the following. First, Common
Correlated Effect Mean Group estimator is not necessarily the best estimator
even for the case of unobserved common effects. Second, if N is not too
small (N = 50), whatever the time dimension and the level of cross-section
dependence (via spatial weight matrix), the HB estimator outperforms the
others. The relatively poor performances of the CCE MG may come from
the fact that Pesaran (2006) has proposed an estimator assuming that the
parameters of interest are the cross-section means of the slope coefficients
and not all the coefficients (intercept and slopes) themselves.
5 An application on hedonic housing prices
in Paris
5.1 The dataset
Generally, the required data used for hedonic housing prices modeling include
selling prices and locations of residential properties, property characteristics
(such as lot size, number and size of rooms, and number of bathrooms),
neighborhood characteristics (such as property taxes, crime rates and qual-
ity of schools), accessibility characteristics (such as distances to work and
shopping centers) and availability of public transportation, environmental
characteristics that affect prices.
The French institutional setting is characterized by a network of notaries
(notaires, in french) who have a monopoly in registering real estate trans-
actions. Data on property sales come from the database “BIEN”, managed
by the Notary Chamber of Paris which covers Ile-de-France, i.e. the city of
Paris and the Paris region17. For each transaction, we have information on
the price for which the property was sold, along its detailed characteristics
(size, number of rooms and bathrooms, floor levels, parking lots, ....) and
its precise localisation (Lambert II grid coordinates) with a precision of the
order of 5 meters. The precise address of the property is defined within an
area (quartier, in french) and there are four quartiers within an administra-
tive district (arrondissement in french) in the city of Paris. So, for the whole
city of Paris, we have 20 arrondissements and 80 quartiers. Propreties are
separated between houses and flats. We have dropped the very few houses
17The same dataset is also used in Baltagi and Bresson (2011).
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concerned in Paris. The database has recorded 166362 transactions over the
period 1990-2003. The quality of flats is linked to their date of construction.
In all cases the location tells much on the property appearance and quality,
not only in terms of neighborhood characteristics, but also in terms of build-
ing characteristics. For instance 19th century Hausmannian construction in
Paris is of better quality than constructions of the same period in other ar-
eas. Besides the quartier and date of the sale, the observed features of flats
are the following: square footage (in m2), time of construction (6 categories:
< 1850, 1850-1913, 1914-1947, 1948-1969, 1970-1980, 1981-2003), number of
rooms18, bathrooms, parking lots, floor level, maid’s rooms, the kind of street
(dead end, street, boulevard, avenue, place). We expect that neighborhood
characteristics, accessibility characteristics and environmental characteristics
have a small influence for flats in Paris since these amenities are easy to get
within every zone in the city19.
During the period 1990-2003 for the 20 arrondissements and the 80 quartiers,
we observe a decrease from 1990 to 1997 and a boom after for the mean prices
per square meter. These downswing and upswing are more pronounced for
some rich arrondissements as V th (quartiers 17 to 20), V I th (quartiers 21 to
24), V II th (quartiers 25 to 28) and XV th (quartiers 57 to 60). They reveal
the heterogeneous behavior of movements in house prices. These large swings
or boom-bust cycles are an indication of the difficulty that we will have to
measure the quality of houses, especially as housing characteristics change
through time and space.
Table 3 gives summary statistics for the 166334 transcations of flats in Paris.
If the mean price per square meter is about 2900 euros, the variability is huge
from 320 euros to 12352 euros, but 99% of the flats have a mean price per
square meter less than 6415 euros. The mean price has increased to 3470 eu-
ros after 1997. We observe that 38.11% and 33.07% of the flats have a mean
price per square meter between ]1500; 2500] euros and ]2500; 3500] euros, re-
spectively. The mean square footage is around 60 m2. 62% of the flats have
a square footage less than 61 m2 and only 8.9% of the flats have a square
18In France, the housing classification used for flats by real estate agencies and notaries
is the following: the studio (or efficiency), the two rooms (F2) flats (or one-bedroom
apartments in the US), the three rooms (F3) flats (or two-bedroom in the US), etc, ...
19Maximum distances for reputed schools, for police stations, public transports, shop-
ping centers, sporting centers, swimming pools, gardens, cinemas, theaters, restaurants, ...
are within a radius of a mile. Unfortunaltely statistics on property taxes and criminality
are not available at the quartiers ( areas) level of Paris.
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footage greater than 100 m2. Most of the transactions concern flats with 2
rooms (46.8%) and 3 rooms (30.76%). It is surprising that 22.8% of the flats
are not equipped with bathroom and 71.43% have one bathroom. These flats
are mainly located between the first floor and the third floor (49.55%) and
only 8.4% of buildings have more than 6 floors. The majority of properties
are sold without parking lot (81.71%) and without maid’s room (94.86%).
Only 2.4% of the flats are equipped with a balcony. The main time of con-
struction of buildings in Paris was during the period 1850− 1913 (47.33%).
The beginning of this period corresponds to the “Baron Haussmann rebuild-
ing” period of Paris (1853−1870). Very few buildings have been built before
(5.17%) or during the last sub-period 1981− 2003 (2.37%). These buildings
are mainly located in the streets (78.58%), followed by far by the avenues
(9.34%) and the boulevards (7.42%). The mean distance between these flats
and the barycenter of each quartier is around 429 m. As shown in Table
3, the main transactions concern the post-bust period (1998− 2003) with a
slowdown in 2003. Last, the XV th and XV III th arrondissements are the
ones where most transactions were made: 11.19% and 10.86%.
5.2 The models and the estimation results
5.2.1 The baseline model and two alternative specifications
A hedonic price function refers to the relationship between sale prices of flats
and their characteristics. A hedonic price is the implicit price of a given
attribute (e.g. the number of rooms) as revealed by the sale price of a house.
So the hedonic price function describes the expected price (or log price) as
a function of some characteristics (see Rosen (1974)). We stratify properties
into 80 quartiers in Paris to ensure a sufficient number of sales in each.
We compute means over transactions in each quartier for each time period
(instead of having large grouped data in each quartier for each time period)20.
So the dependent variable is the mean price per square meter in each quartier
20Our hierarchical Bayes estimator is derived only for a balanced panel data set with
two indexes (it) where i = 1, ..., N individuals (“quartiers”) and t = 1, ..., T time periods.
The initial database “BIEN ” covers more than 166, 000 transactions and is an unbal-
anced clustered panel data set with three indexes (lit) where l = 1, ..., Li flats sold in





instead of price of each flat (plit) in each “quartier” i at time t.
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for each time period and explanatory variables are the mean characteristics
of flats in each quartier for each time period. We have a balanced panel data
of NT = 80× 14 = 1120 observations per variable.
Let yti is the mean price per square meter of all the flats sold at time t in
the quartier i. We will specify three forms of hedonic prices equations21 ,22:
• a standard hedonic prices equation of the form:
ln (yti) = Xtiβ + εti, i = 1, ...,N , t = 1, ..., T (22)
where Xti is the (1×K) vector of the K continuous (means of counts)
or dummy variables of the observable features of the flat, β is the
(K × 1) vector of coefficients and εti is the disturbance. In this standard
hedonic housing price function, the semi-elasticities β are supposed to
measure the marginal purchaser’s willingness to pay for each flat’s mean
chararcteristic. In this model, unobserved neighborhood effects (such
as property taxes, crime rates, quality of schools, distances to work and
shopping centers, environmental characteristics, ...) are not taken into
account.
• a hedonic prices equation with a spatial autoregressive error (SAR):




wijεtj + eti , |λ| < 1 (23)
λ is the spatial autoregressive parameter. W is the (N ×N) spatial
weight matrix: W = {wij} with wii = 0 and the weight wij is defined by
the row normalized inverse of distance23 dij between the two quartiers






. In this model, neighborhood’s effects
are not directly related to flats characteristics.
21See also Baltagi and Bresson (2011) for seemingly unrelated regressions with spatial
lag and spatial errors on the same dataset.
22Unfortunately, as T = 14, we cannot use the common correlated effects mean group
estimator (CCE MG) since this estimator needs a large time dimension (T > 2K+1+D )
where K is the number of explanatory variables and D is the number of observed common
effects (including deterministics such as intercepts, dummies, seasonals dummies, time
dummies or time trends). In our model, we have K = 5 explanatory variables (means of
count data) and 12 deterministics (1 intercept and 11 dummies).
23dij is measured as the distance (in meters) between the barycenters of quartiers i and
j.
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• an hedonic prices equation with random coefficients:½
ln (yti) = Xtiβti + εti, i = 1, ..., N , t = 1, ..., T
βti = β + αi + uti
(24)
to capture economic spatial associations arising from complex economic
or social relationships. In such specification, the mean vector β is still
associated to the marginal purchaser’s willingness to pay for flats mean
chararcteristics. But, we also suppose that flats characteristics may
be correlated with the neighborhood’s socio-demographic composition,
the environmental characteristics,... through the correlations between
specific effects (αi).
5.2.2 Estimation methods
The standard hedonic equation (eq. 22) is estimated by OLS and heteroskedasticity-
consistent standard errors for OLS. The SAR hedonic equation (eq. 23) is
estimated by ML (see Anselin (1988)). MCMC using Gibbs sampling is im-
plemented for the hedonic specification (eq. 24) with random coefficients.
The number of draws is 10, 500 and the values from the first 500 draws are
discarded. We use the same kind of priors as in the Monte Carlo experiments.
We compute the posterior means of all the parameters and of the estimated
values of log (yti). From these posteriors means, we derive statistics as rmse,
R2, Theil’s U inequality coefficient for the fitted values of log (yti).
5.2.3 The results
Table 4 gives results of estimations for the mean transactions in Paris over
1990-2003. It provides the estimated coefficients of the hedonic price function
based on different assumptions of cross-sectional dependence. As one can see,
there are substantial differences in the estimated coefficients (shadow prices)
of attributes (e.g., floor, dummy 1998-2003, time of construction, kind of
street, etc). The semilog pooled model (resp. SAR model and random coeffi-
cient model (RCM hereafter)) explains 51.12% (resp. 77.82% and 86.19%) of
the variation of the log of sale housing mean prices with a rmse of 21% (resp.
14% and 12%). The column associated with the SAR model shows that the
spatial autoregressive parameter is high
³bλ = 0.958´ and significantly differ-
ent from zero implying a very strong spatial correlation between quartiers in
Paris.
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Marginal purchaser’s willingness to pay. Estimated intercepts ([7.40; 7.55])
give the estimated log-prices per square meter corresponding to a “reference
flat”24. Coefficients for the bathroom indicate that an additional bathroom
is estimated to raise the price per square meter by almost 31.9%, 35.85% and
34.42% for pooled, SAR and RCM models25. We observe some difference for
the impact of an additional room between the three estimators: no impact for
the pooled model, but 7.39% and 4.83% for SAR and RCM models. On the
contrary, an additional maid’s room is estimated to strongly raise the price
per square meter by almost 53.9%, 50.17% and 55.25% for pooled, SAR and
RCM models. Coefficients for the balcony dummy are not statistically differ-
ent from zero. It may come from the fact that only 2% of the properties have
a balcony. Choosing a flat at a higher level is estimated to decrease the price
per square meter by almost 2.1% and 0.9% for SAR and RCMmodels. Addi-
tional parking lot is estimated to raise the price per square meter by almost
22.3% for only the RCM model. We catch the downswing (1991− 1997)
following by the upswing (1998− 2003) with two time dummies. For the
downswing period (1991− 1997), the dummy coefficient is around −0.18 for
pooled and RCM (resp. −0.25 for SAR) leading to a decrease in the price per
square meter of 16.5% (resp. 22.1%)26. For the upswing period (1998− 2003),
and as compared to the base year 1990, the SAR model is the only one to
reveal a significant raise in the price (22.3%). This is a strong characteristic
of the housing market in Paris during these last two decades. The oldest
time of construction of buildings in Paris is expected to sell at around a 67%
higher price than a house built during the reference period 1850−1913. This
is also true for the following period 1914− 1947 except for the SAR model.
The post WWII period is estimated to raise the price per square meter by
almost 18% for the three models. On contrary, the seventies are associated
24The “reference flat” is evaluated for mean characteristics: 60m2 square footage with
2.8 rooms, 0.8 bathroom, at the 3.6 floor with 0.19 parking lot with no balcony, etc.
25As pointed by a referee, a model – with dummies for 1 bathroom, 2 bathrooms,
3 bathrooms, ... instead of one variable which expresses the number of existing bath-
rooms – provides information on the marginal value for an additional bathroom while
our specification does not provide the shadow prices or the marginal willingness to pay for
1 bathroom, 2 bathrooms. Our empirical analysis is just to illustrate our methodology,
not for providing a definite study on hedonic price of housing units and we want to call
reader’s attention to the limit of our specification.




are then defined as changes with respect
to the base year 1990 and the rate of growth of the mean prices per square meter with




with strong negative relative price differentials: −32% for SAR and −80%
for pooled and RCM. The last period (1981− 2003) leads to mixed results
according to the different estimators: no effect for OLS, 88% for SAR and
19% for RCM. Avenue, place and boulevard respectively increase the ex-
pected value of the properties ([37%− 49%] , [40%− 48%] , [4%− 5%]) as
compared to flats located in streets.
We get better fitted values of the mean prices with RCM posteriors means
as compared to pooled and SAR models. The R2, rmse, Theil’s U inequality
coefficient for the fitted values of log (yti) confirm this better adjustment.
Moreover, the Pesaran’s cross-section dependence test leads to the rejection
of the null for all the estimators but the RCM has a lower average cross-
correlation coefficient (ρ = 3.6%) as compared to pooled (ρ = 24.7%) and
SAR (ρ = 7.9%) . Our hierarchical Bayes estimates seems better to capture
the cross dependence (or spatial correlations) than the two other estimates.
The difference between the estimates shows the importance of spatial loca-
tions and confirms that hedonic housing prices models should incorporate
complex spatial effects. Figure 1 shows the observed and predicted mean
prices series (in log) for the 4 quartiers of the first arrondissement over
1990-2003. We can see that the RCM closely follows the observed series as
compared to the SARmodel. It is confirmed by Figure 2 which plots observed
and predicted series of mean prices (in log) for the first six arrondissements
(i.e., the first 24 quartiers).
Within and between functional connectivity. All the previous results
do not reveal enough information about spatial correlations between areas
and administrative districts of Paris. Fortunately, the within and between
functional connectivity can help us to get more information about complex
spatial connections. The first used measure concerns the strength of the
within functional connectivity given by (eq.13). It is the impact of the
quartiers variance on the total variance for each flat mean characteristic.
Thus, a high within functional connectivity reflects a high similarity within
a given quartier and may vary for different explanatory variables. Figure
3 shows boxplots of the posterior mean estimates of within functional con-
nectivity for housing mean prices relatively to the intercept and to the flats
characteristics. The within functional connectivity for housing mean prices
relatively to intercept (i.e., the estimated mean price of a “reference flat”)
is around 60 − 65% in each of the 80 quartiers of the city. So, the esti-
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mated mean prices for a “reference flat” are relatively inhomogeneous within
a quartier suggesting that an estimation at a more disaggregated level (the
blocks within the quartiers for instance) may be more relevant. This per-
centage is smaller (50%) for an additional room impact on the housing price.
These estimations confirm the fact that, within a quartier, observed mean
prices and flats mean characteristics hide a great diversity of flats charac-
teristics (from one room to six and more, from 20 m2 to 140 m2 and more,
...) as shown on Table 3. Figure 3 reveals that this within heterogeneity is
more important for intercept, room, bathroom and floor characteristics as
compared to the other features of flats (maid’s room, parking lot, balcony,
time of construction for the buildings, kind of streets, ..) for which the within
functional connectivity coefficient lies between 70% and 85%. For these fea-
tures, spatial and socio-demographic connections are relatively homogeneous
and promote the same kind of behavior.
We find substantial between functional connectivity among some housing at-
tributes that reveal the spatial (and/or social) connections between quartiers.
Figure 4 shows the posterior mean estimates of the between functional con-
nectivity for housing mean prices relatively to the intercept (corresponding
to the estimated mean price of a “reference” flat). Positive correlations are
shown below the main diagonal and negative correlations are shown above
the diagonal. We can see clusters of quartiers with positive correlations. For
instance, quartiers 17 to 32 correspond to the fashionable districts of Paris
which are respectively the V th, V I th, V IIth and V III th arrondissements .
But we have also connections from these fashionable districts of Paris to an-
other quartiers 53 to 61 which correspond to other fashionable districts of
Paris: the XIV th, XV th and XV I th arrondissements. If we can give adjec-
tives to administrative districts, we can say that V th and V I th arrondisse-
ments are “rich, famous, young and trendy”, V II th, V III th and XV I th ar-
rondissements are “golden adresses” and XIV th and XV th arrondissements
are “middle-class areas” (see also Baltagi and Bresson (2011)).
On the contrary, fashionable districts of Paris (quartiers 17 to 32) are nega-
tively correlated with quartiers 33 to 40 (i.e., IX th and X th arrondissements
which can be labelled as “conservative bourgeois districts”). We also observe
negative spatial correlations between fashionable districts (V th, V I th, V II th
and V III th arrondissements) and quartiers 69 to 80 corresponding to the
north side of Paris (XV III th, XIXth and XX th arrondissements) which
can be named as “popular districts”. For the variables “room” and “floor
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level”, we find roughly the same behaviors27. It is not surprising since mean
prices and the number of rooms are highly correlated. Furthermore, fashion-
able districts with high mean prices are mainly composed of buildings with
less than 7 floors. On the other hand, we do not find much functional con-
nectivity for other variables as “bathroom”, “maid’s room”, “parking lot”,
“age of building”, etc ... Details are available upon request28.
6 Concluding remarks
This paper proposes a functional connectivity approach to model cross-sectional
dependence. The varying parameter framework allows correlated variation
across individuals. Correlation patterns are supposed to arise from complex
economic or social relations rather than being simply functions of economic
or geographic distances between locations. It nests the conventional spatial
approach as a special case while allowing the spatial weights to be determined
by the data. It also appears more manageable than the factor approach which
requires both N and T to be large.
A Bayesian Markov Chain Monte Carlo method is proposed to implement
this approach. A small scale Monte Carlo study is conducted to evaluate the
performance of the functional connectivity approach in finite samples. Two
sets of data are generated: one from the spatial model and another from the
factor model. We find that the performance of the hierarchical Bayes estima-
tor holds up well compared with the spatial maximum likelihood estimator
in the ideal case of knowing exactly the spatial weighing matrix for spatial
correlation model. It also outperforms the cross-sectional mean augmented
estimator for factor model.
We apply the functional connectivity approach to estimate the hedonic hous-
ing price model for Paris using the panel data of Paris housing transactions
over the period 1990-2003. We find that there are significant differences in
the estimated shadow prices of housing attributes and significant spatial cor-
relations between quartiers in Paris which cannot not be simply attributed
27In order to save space, figures are not reported here and may be available upon request.
28Behind these spatial relations, there may exist social networks (see Goyal (2008)),
made of nodes (individuals, organizations, quartiers, ....) that are tied by specific types of
interdependency, such as values, ideas, friendship, kinship for positive functional connec-
tions or dislike and conflict for negative functional connections. These are only conjectures
that should be confirmed in future researches.
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to the location (or spatial) effects. The R2, Theil’s U measures all point to
the dominance of this approach over the conventional spatial method. The
within and between functional connectivity allows us to get more information
about complex spatial connections and appears more suitable to capture the
cross-sectional dependence than the conventional approaches.
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                    Table 1 - Monte Carlo Experiment 1: unobserved common effects
                                   1000 replications
Rmse(y) R2 ρ_bar rejection (%)
N T intercept α i1 βi1 βi2 intercept α i1 βi1 βi2
7 0.14767 -0.12520 -0.11957 0.68482 0.23024 0.22655 2.79454 0.52240 0.16505 86.6
15 0.11264 -0.12639 -0.11843 0.48755 0.18236 0.17086 2.81882 0.54807 0.19512 98.8
7 0.14960 -0.12311 -0.12640 0.64970 0.18855 0.18761 2.80365 0.53311 0.16422 85.8
15 0.12082 -0.12193 -0.12947 0.47719 0.15394 0.15810 2.84539 0.55140 0.20429 100.0
7 0.10269 -0.11682 -0.13002 0.64990 0.17126 0.17430 2.81425 0.53583 0.16538 87.1
15 0.15469 -0.12412 -0.13259 0.45582 0.14800 0.15442 2.85684 0.55102 0.20446 100.0
7 1.02829 -0.02639 -0.03166 1.75178 0.64493 0.55218 3.07215 0.39087 0.14953 45.9
15 0.96201 -0.00582 -0.00387 1.02178 0.29110 0.09132 2.52779 0.63860 0.13311 42.6
7 0.99771 -0.01831 -0.01940 1.36593 0.68278 0.69833 2.97314 0.37320 0.11877 36.9
15 0.99627 0.00480 -0.00378 1.02136 0.26197 0.05942 2.55473 0.63841 0.09116 21.8
7 1.03912 0.01547 -0.01509 1.77768 1.71910 0.36036 2.85525 0.43628 0.04687 4.3
15 0.99065 0.00150 0.00142 1.00459 0.24229 0.04338 2.56948 0.63570 0.02573 2.5
7 0.10583 -0.05877 -0.05470 0.53735 0.24117 0.25197 2.17088 0.85860 0.13785 44.1
15 0.12085 -0.07378 -0.06452 0.39858 0.18210 0.18561 2.18501 0.84441 0.13044 42.3
7 0.10788 -0.00699 -0.00696 0.49819 0.16685 0.17181 1.62290 0.90652 0.03355 3.3
15 0.09691 -0.00814 -0.00852 0.27792 0.14213 0.14503 1.73977 0.89450 0.02075 2.4
7 0.06239 -0.00732 -0.00773 0.38713 0.13934 0.13761 1.49262 0.89684 0.01430 2.1
15 0.13360 -0.00918 -0.00964 0.23454 0.13106 0.13590 1.63948 0.90046 0.00834 2.0
7 0.00192 -0.00257 0.01604 0.46470 0.24956 0.24211 2.65214 0.57132 0.11387 35.9
15 0.00315 -0.00277 0.00193 0.13225 0.07082 0.07177 2.53808 0.63430 0.06354 17.6
7 0.00235 -0.00242 -0.00412 0.30161 0.14989 0.14927 2.61510 0.59390 0.05101 5.8
15 0.00301 0.00154 -0.00020 0.08434 0.04341 0.04599 2.55798 0.63698 0.02325 2.6
7 -0.01247 0.00850 0.00394 0.21139 0.10753 0.11092 2.60658 0.60041 0.02558 2.7
15 -0.00197 0.00109 -0.00057 0.06174 0.03180 0.03255 2.57060 0.63513 0.01181 1.9
Naive M.G : Naive mean group estimator (Pesaran and Smith (1995))  -  CCE MG : Common correlated effect mean group estimator (Pesaran (2006))
HB : Hierarchical Bayes estimator  -  Infeasible MG: Infeasible mean group estimator with f1t and f2t (Pesaran (2006))
Rmse(y): average rmse for fitted y
R2 : average R2
ρ_bar : average cross-correlation coefficient in the Pesaran's cross-section dependence test


















                    Table 2 - Monte Carlo Experiment 2: spatial autoregressive errors
                                   1000 replications
Rmse(y) R2 ρ_bar rejection (%)
N T intercept α i1 βi1 βi2 λ intercept α i1 βi1 βi2 λ
7 0.00157 0.00443 0.00476 0.46787 0.15592 0.16328 2.62130 0.52288 0.11973 79.2
15 0.00813 -0.00422 -0.00356 0.26882 0.08285 0.08457 2.62281 0.55854 0.13185 96.4
7 -0.00853 0.00043 -0.00185 0.30640 0.10318 0.10114 2.62867 0.54333 0.04942 5.1
15 0.00230 0.00130 0.00065 0.17277 0.04857 0.05051 2.62109 0.56125 0.05170 5.9
7 0.00725 -0.00003 -0.00256 0.20560 0.07234 0.07164 2.63755 0.54014 0.02354 2.4
15 -0.00069 -0.00004 0.00108 0.12089 0.03407 0.03578 2.63651 0.55513 0.02553 2.5
7 0.97965 0.00837 -0.01715 1.83944 0.57137 0.53391 2.94564 0.34535 0.06593 38.4
15 0.93959 -0.00105 -0.00141 1.00223 0.07932 0.08456 2.47529 0.61064 -0.03096 3.5
7 0.93486 -0.01227 -0.01960 1.59583 0.52974 0.53485 2.96142 0.33928 0.06379 36.4
15 0.94383 0.00168 -0.00032 0.97381 0.05859 0.06551 2.56975 0.58016 -0.01091 1.7
7 0.93470 -0.01722 -0.00266 1.53211 0.32022 0.36527 2.82721 0.45524 0.04650 4.7
15 0.93029 0.00045 0.00056 0.94783 0.04286 0.04644 2.61122 0.56457 -0.00543 0.9
7 0.01815 0.02994 0.02412 0.54141 0.20508 0.21666 1.97849 0.87105 0.15970 98.4
15 0.04164 0.02218 0.02172 0.34082 0.14100 0.15950 1.95295 0.87467 0.14800 99.1
7 0.00749 0.00297 0.00625 0.31521 0.11912 0.12992 1.30352 0.93994 0.05230 5.8
15 0.01091 0.00592 0.01554 0.20860 0.08324 0.09782 1.29860 0.94387 0.03657 4.2
7 0.00860 -0.00106 -0.00019 0.20850 0.07832 0.08463 1.07917 0.74894 0.02734 3.1
15 -0.00174 0.00298 0.00646 0.14190 0.05892 0.06622 1.05433 0.93691 0.01591 2.2
7 -0.01098 0.00956 0.00765 0.17608 0.46812 0.18307 0.21184 0.52613 2.42425 0.58395 -0.02736 2.9
15 0.00610 -0.00122 -0.00705 0.13436 0.33019 0.14361 0.17543 0.46289 2.48666 0.59925 0.03952 4.6
7 0.00649 -0.00338 -0.00261 0.13302 0.28522 0.11245 0.13495 0.45297 2.50950 0.58073 -0.01104 1.8
15 -0.00206 -0.00433 0.00171 0.12542 0.21570 0.09368 0.11219 0.43776 2.52851 0.59030 0.01501 2.1
7 0.00960 -0.00018 -0.00370 0.11418 0.20185 0.08011 0.09853 0.42512 2.54056 0.57203 -0.00525 1.1
15 -0.00124 -0.00048 0.00002 0.10550 0.15420 0.06475 0.08342 0.41136 2.55091 0.58295 0.00745 0.9
Naive M.G : Naive mean group estimator (Pesaran and Smith (1995))  -  CCE MG : Common correlated effect mean group estimator (Pesaran (2006))
HB : Hierarchical Bayes estimator  -  SAR: Spatial AutoRegressive errors 
Rmse(y): average rmse for fitted y
R2 : average R2
ρ_bar : average cross-correlation coefficient in the Pesaran's cross-section dependence test
rejection (%) : percent of rejection of the Pesaran's cross-section dependence test.

















                 Table 3 - Sample means for 166334 transactions in Paris over 1990-2003 
        
     mean     mean  
 price (€/m2) 2901.7093 1990 0.0572  
 <= 1500 (€/m2) 0.0499 1991 0.0422  
 ] 1500 - 2500 ]  (€/m2) 0.3811 1992 0.0402  
 ] 2500 - 3500 ]  (€/m2) 0.3307 1993 0.0489  
 ] 3500 - 4500 ]  (€/m2) 0.1532 1994 0.0653  
 >  4500   (€/m2) 0.0858 1995 0.0544  
 price (€) 185657.6500 1996 0.0750  
 square footage (m2) 60.7632 1997 0.0807  
 20 - 40 m2 0.2911 1998 0.0864  
 41 - 60 m2 0.3342 1999 0.1087  
 61 - 80 m2 0.1824 2000 0.0968  
 81 - 100 m2 0.1921 2001 0.0798  
 101 - 140 m2 0.0632 2002 0.0945  





2003 0.0699  
 rooms 2.8675 Arrondissement I 0.0071  
 1 room 0.0004 Arrondissement II 0.0106  
 2 rooms 0.4689 Arrondissement III 0.0196  
 3 rooms 0.3076 Arrondissement IV 0.0140  
 4 rooms 0.1430 Arrondissement V 0.0242  
 more than 4 rooms 0.0800 Arrondissement VI 0.0186  
 bathrooms 0.8337 Arrondissement VII 0.0251  
 no bathroom 0.2284 Arrondissement VIII 0.0167  
 1 bathroom 0.7143 Arrondissement IX 0.0355  
 2 bathrooms 0.0532 Arrondissement X 0.0483  
 more than 2 bathrooms 0.0040 Arrondissement XI 0.0899  
 floor levels 3.6564 Arrondissement XII 0.0618  
 ground floor 0.0478 Arrondissement XIII 0.0573  
 1st-3rd floors 0.4955 Arrondissement XIV 0.0535  
 4th-6th floors 0.3718 Arrondissement XV 0.1119  
 7th-10th floors 0.0621 Arrondissement XVI 0.0791  
 more than 10 floors 0.0226 Arrondissement XVII 0.0868  
 parking lot 0.1956 Arrondissement XVIII 0.1086  
 no parling lot 0.8171 Arrondissement XIX 0.0601  










Arrondissement XX 0.0713  
 2 parking lots 0.0116     
 more than 2 parking lots 0.0004     
 balcony 0.0238     
 maid's room 0.0639     
 no maid's room 0.9486     










more than 1 maid's room 0.0103     
 < 1850 0.0517     
 1850-1913 0.4733     
 1914-1947 0.1485     
 1948-1969 0.1413     











1981-2003 0.0237     
 alley 0.0006     
 avenue 0.0934     
 boulevard 0.0742     
 street 0.7858     
 place 0.0075     











other strrets 0.0465     
   dist. Center. Arrond (m) 821.2201     
   dist. Center. Quarters (m) 429.9225     
 
Table 4 - Estimation of hedonic housing prices for 80 quartiers in Paris over 1990-2003 
         
    Pooled model SAR model 
Random 
coefficient  
      model  
        posterior means  
  intercept 7,5547 *** 7,4058 *** 7,5414 ***  
  0,0877  0,1774  0,1893   
 λ   0,9580 ***    
        0,0077        
room 0,0387   0,0739 *** 0,0483 **  
 0,0284  0,0192  0,0245   
bathroom 0,3189 *** 0,3585 *** 0,3442 ***  
 0,0623  0,0450  0,1281   
Maid's room 0,5392 *** 0,5017 *** 0,5525 ***  
 0,0881  0,0610  0,1771   
Floor 0,0002  -0,0215 *** -0,0092 *  
 0,0111  0,0076  0,0055   
parking lot 0,1013  -0,1314  0,2237 *  
 0,1096  0,0737  0,1356   












  0,3041   0,2007   0,6066    
1990 ref.   ref.   ref.    
        
dummy 1991-1997 -0,1813 *** -0,2511 *** -0,1843 ***  
 0,0268  0,1791  0,0531   





  0,0292   0,0842   0,0588    
< 1850 0,6705 *** 0,6047 *** 0,6726 ***  
 0,0484  0,0364  0,1025   
1850-1913 ref.  ref.  ref.   
        
1914-1947 0,6276 *** 0,1572 *** 0,6534 ***  
 0,1128  0,0769  0,2322   
1948-1969 0,1885 ** 0,1717 *** 0,1452 *  
 0,0993  0,0672  0,0880   
1970-1980 -0,8826 *** -0,3256 *** -0,8149 ***  
 0,1369  0,0938  0,2893   












  0,1599   0,1103   0,3185    
streets and others ref.   ref.   ref.    
        
avenue 0,4953 *** 0,3726 *** 0,4146 ***  
 0,0828  0,0554  0,1510   
boulevard 0,0514 ** -0,0133  0,0404 **  
 0,0263  0,0657  0,0205   









  0,2757   0,1832   0,2089    
  R2  0,5112   0,7782   0,8619    
 RMSE 0,2127  0,1422  0,1205   
 U 0,4001  0,7640  0,3319   
 ρ bar 0,2468  0,0798  0,0359   
  CD test  N(0,1) 51,9125   16,7879   7,5697    








Figure 1 – Observed and predicted mean prices per sq. meter of flats in the first arrondissement (the first 




























Figure 2 – Observed and predicted mean prices per sq. meter of flats in the first six arrondissements (the 



























Figure 3 – Within quartiers functional connectivity in Paris for 1990-2003 
 
 
























































Figure 4 – Between quartiers functional connectivity for “intercept” in Paris for 1990-2003  
 
 
 
 
