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Schneider [I] demonstrates that many faull-tolerant clock synchronization
algorithms can be represented as refinements of a single proven correct
paradigm. Shankar [2] provides a mechanical proof (using EHD_I [3]) that
Schneider's schema, achieves Byzantine fault-tolerant clock synchronization
provided that eleven constraints are satisfied. Some of the constraints are
assumptions about physical properties of the system and ca.n not be estab-
lished formally. Proofs are given (ill EHI)M) that the fault-toleranl midpoint
convergence function satisfies three of these constraints. This paper presents
a hardware design, implementing the fault-tolerant midpoint function, which
will be shown to satisfy the remaining constraints. The synchronization cir-
cuit will recover completely from transiellt faults provided the ma:<imum
fault assumption is not violated. The initialization protocol for the circuit
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?Introduction
NA.qA La||gley Research Cenler is currenlly involved in lhe developmen! of
a forn-lally verified Re]iabie Computing Plal]Th'm (R(!P) for real-lime digital
fllghl control systems [4, 5.6]. J_tll Oft,Oil quoled requiremenl for critical sys-
|0111g (_liiployed for ctvll air lransporl is a probability of cataslrophic failure
less ihan i0 -_ for a 10 hour flight [7]. _hwe t'alqure rates for dlgilal devices
are on the ordgt" of 10-" per hour [s_], hardware redundancy is required to
achieve the deslred level of reliabilily. V','hile there are many ways of incor-
poratlng rc,dundanl hardware, the approach taken in the RCP is the use of
identical redundanl channels with exact malch voting (see [-1, 5] and [6]).
A critical function in a fault-toleranl syslem is thai of synchronizing
th# clocks of the redunda.nt computing elements. The clocks musl be syn-
chronized in order to provide coordinated action among the redundant sites.
Although perfec! synchronization is no! possible, clocks can be synchronized
whhin a ._mall skew. The purpose of this work is lo provide a mechanically
tter_ged design ot" a faull-tolerant clock sync]tronization circuit.
The faull-tolerant clock sy||chronizaiion circuit is intended to be part
of a verified hardware base for the RCP. The prhnary intent of the RCP is
to pl'ovide a Verified fault-tblerant system which is proven to recover from
a bounded number of translen_ faults. The current model of the system
_tggtlltlog (among other things) that tile clocks are synchronized within a
bolmded skow [.5]. It is crucial that the clock synchronization circuitry also
be able tO reeovgr from transient faults. Originally, Lamport and Melliar-
gm_th's Interactive Convergence Algorithm (ICA) [9] was to be the basis
l'of tile clock sVlic]|rol_lzat]on hardware, the primary reason being the ex-
lsteii_ of a mechanical proof that the algorithm is correct [10]. However,
modii_catlons to ICA to achieve transient fault recovery are unnecessarily
_Oltil)llcaied. The fauh-toleranl midpoint ',algorithm of [11] is more readily
adapted to transient recovery.
The synchrvnizaiion circ|Jlt is designed lo tolerate arbitrarily malicious
pdffrl_ill&it, ]nteftn]ttent and tral_sien! hardware faults. A fault is defined
ttg tl phy._ical perturbation ahering the function implemented by a physical
dgvi¢_$, intermittent faults are permanent physical faults which do not con-
glaiitiy alter the fulletion of a device (e.g. a loose wire}. A transient fault is
a _ile shot short duration physical perturbation of a device (e.g. caused by
a _t_smic ray el_ other eleCtrOrhagnetic effect). Once the source of the fault
is fg/fi6_ed, the device can function correctly.
Most pf6cil_s of fauli-tolerant clock synchronization algorithms are by
inductionon tile number of synchronizalion intervals. Usually. tile base
case of the induction, the initial skew. is assumed. The descriptions in
[1. 2. 9, 10] all assume initial synchronization with no mention of how it
is achieved. Others. including [11, 12. 13] and [14] address the issue of
iaitial synchronization and give descriptions of how it is achieved in varying
degrees of detail. In proving an inaplementation correct, the details of initial
synchronization cannel be ignored. If the initializati01 _ scheme is robust
enough, it can also serve as a recovery mechanism from multiple correlated
transient failures (as is noted in [14]). _ ..... ;_ _
Scl,neider [1] de moltstrates that many faull-tolerant clock synchroniza-
tion algorithms can be represented as refinements of a single proven correct
paradigm. Shankar [2] provides a mechanical proof (using EaDbl [3]) that
Schneider's schema achieves Byzantine fault-lolerant clock synchronization,
provided that eleven constraints are.... satisfied. Some of the co_nstraints are
a.ssumptions about phvsical properties of the svstem and can..no! be es-
tabllshed formally. This paper propo__ses_a=19a!'dware so!_ ution t__ .o tI)e clock ....
synchronization problem which will be sh0_wn t° sa.tlsfy flh e rem_nlng conz: -
straints. . o -- -=-:_-- ._
This paper discusses preliminary results in t!m verification o.f the-d-.e-- ......
sign. The fault-toler_nl midpoinl funclion is formally proven (in EHDM)-to--
satisfy the properties of translation invariance_ precisio)_e_nhancement _ a_d
accuracy preservation. 1 A register transfer level design is prescLlted which
implements the synchronization algorithm. An argument for transient re-
covery from a single fault is presented and issues relating to the more general
case are raised. Finally, the approach for achieving initial synchronization
is discussed. The notation used here is from Shankar [2].
2 Description of the Reliable Computing Plat-
form
This section summarizes the key details of the Reliable Computing Platform
to establish a context, for the clock synchronization circuit, it is included
here for completeness. The material in this section is paraphrased from
Butler and DiVito [5]. The interested reader should consult [5] for nmre
detailed information.
_The_e properties will be defined in the section describing the fault-tolerant midpoint
convergence function. .....
[ Uniproees._or ,S'y._tem M_Mc I ( US')I
[Fault-tolerant Replicated S'ynchronous M¢Mel (RS')
I
[ Fa,,lt-tohtYmt Distributed ,qynchro,wus Model (DS)J
1
[Fault-tolet.nt Distributed .4 sy,whro,,ous Mod,l (DA)]
I
[ Hardwart/Soflwor_ l,,tpl, m_r,,tatio,,]
Figure 1: Hierarchical Specification of tile Reliable Computing Platform.
NASA-Langley is currently involved in the development of a formally
verified Reliable Computing Platform for reai-time control [4, .5]. A pri-
mar)' goal is to provide a fault-tolerant computing base that appears to
the application programmer as a single ultra-reliable computer. To achieve
this. it is necessary to conceal implementation details of the system. Some
characteristics of the system are as follows [5]:
• "the system is non-reconfigurable
• the system is frame-synchronous
• the scheduling is static, non-preemptive
• internal voting is used to recover the state of a processor affected by
a transient fault"
A hierarchy of models is introduced which provides different levels of ab-
straction (figure 1, taken from [5]). The top level is the view presented
to the applications programmer, i.e. an ultra-reliable uniprocessor system.
The details of fault-tolerance are introduced in the lower levels. The next
two levels, replicated synchronous and distributed synchronous, introduce
the redundancy and voting required for fauh-tolerance, but assume perfectly
synchronized clocks and an interactive consistency network for reliable dis-
tribution of single source data. The fourth level, distributed asynchronous,
weakens the assumption of perfect synchrony to one where the clocks are syn-
chronized to within a bounded skew. The details of the hardware/software
















Figure 2: Generic Hardware Architecture
hardware architecture is given in figure 2 (from [5]). The clock synchro-
nization circuil presenled here is intended to serve as part of the verified
hardware base at the lowesl level of the hierarchy.
3 Clock Definitions
This section introduces the notation and assumptions used in Shankar's
proof and is largely taken from 'sections 2.1 and 2.2 of [2]. The conditions
enumerated here provide the formal specification for the clock synchroniza-
tion circuit.
P('I,(t) The rea.ding of p's physical clock ;it real time t.
l'('l,(t) The reading of/,'s vh'!ual clock at time t. This






The reading of p's ith interval clock al real time t
(O,flv sensible if t i < t).
• ./J_-
The real time lha! processor p begins the ith
synchronizalion interval.
('umulative adjustnwnt to p's physical clock up
to and including t_,.
An arra.v of clock readings (local io p) such that
• i(for i > O[O_,!q) !s p's reading of q's clock a.t tp.
(!onvergence function executed by p to establish
• f i
correct I (p(tl,).
Table 1: Clock Notation
3.1 Shankar's Notation
In general, clocks will be represented by different abstractions. Each redun-
dant clock will incorporate a physical Oscillator which marks passage of time.
Each oscillator will drift with respec_ to real time by a small amount. Phys-
ical clocks derived from these oscillators will similarly drift with respect to
each other. The purpose of a clock syncl,ronization algorithm is to make pe-
riodic adjustments to local (virtual) clocks to keep redundant clocks within
a bounded skew of _.'ad, other. This periodic adjustment makes analysis
difficult, so an interval clock abstraction is used in the proofs. This interval
clock is indexed by the number of elapsed intervals since the beginning of
tile protocol. An interval corresponds to the elapsed time between adjust-
ments to the virtual clock. The proof that synchronization is maintained is
by induction on intervals.
Table 1 introduces the notation for tlie key elements required for a ver-
ified clock synchronization algorithm. Shankar outlines the following set of
relationships between these values,
odfv+l
o,d3_ = 0
IC;(t) = PCv(t) + ad.t'p
= @,(v,% +') -
- , i < t < tip+II (v(t} = [('_(t), for t v _
presuming the presence of PC and I'C, with all abstraction for IC used in
the proofs. Tile following can be simply derived.
• [('i+llfi+l ('f1_(p,l'C:pIti3 _) = __,, ,_p ) = O_÷1)
l('i+l--v(t] = efn(p.O_ +1)+ PCv(t)- PCt,(t_ +I)
Using tl,ese equations and tl w eleven copdjtigns outlh)ed in the next section.
Shankar mechanically verified Schneider's paradigna. Some of fine Conditions
will need to be modified in order to reason about transient recovery. It will
then be necessary to rerun the EnDM proofs of the main theorem of [2]
(below). -
Ar.y implementation which satisfies the constraints in Shankar's report
will provide the following guarantee.
Theorem 1 (bounded skew) For any two clocks p and q that are non-
faulty at time t,
II'Cv(t)- l'Cq(t)[ _<b
That is, the difference in time observed by two non-faulty dogks is
bounded by a small amount. This gives the leverage needed to rdiabiy
build a fault-toleraad, system. The next section enumerates the conditions
to be met to guarantee this result. _.....
3.2 Shankar's Conditions
The first condition is initial skew, _s, which is a bound on the difference
between good clocks a,t the l)egimfing of the protocol.
Condition 1 (initial skew) For nonfaulty processors p and q
IPCp(O)- PCq(O)I < bs
The rate at which a good clock can drift from real-time is bounded by a
small constant p.2
_Notice that in this formulation a good clock must have been good continually since
time 0. This condition will need to be modified in order to reason about recovery from
transient faults.
6
Condition 2 (bounded drift) T/,¢r+ i._a ,om_cgati'v¢ eo,sta,t p ._twh
that if chx'k p is nonfaulty at time ._. _ >_ t. then
(1 -p)(,- t) _<P('p(,_)- P('v(t) <_ (1 + p)(,- t)
Shankar notes the following corallary lo bou,d_d drift which limits the
amount two good clocks can drift with respect to each other during interval
from t to ,.
]PCv(._ ) - P('q(.s)] <_ ]PCp(t) - PCq(t)] + 2p(,_ - t)
The next four conditions describe some constraints upon the synchro-
nization interva,] as related to initial conditions of the protocol.
Condition 3 (bounded interval) For .onfoultv clock p
i<0 < rmi n <_ tip+1 - tl, _ rma:r
Condition 4 (bounded delay) For noofaulty clocks p aTJd q
It',,-
Condition 5 (initial synchronization) For nonfault v clock p
0
tp=O
Since we do not want process q t,o start its (i + 1 )tit clock before process
p starts its ith we state a nonoverlap condition
Condition 6 (nonoverlap)
3 _- rmin
This, with bounded interval and bounded delay, ensures that for good
i < tiq+l.clocks p and q, t v _
All clock synchronization protocols require each process to obtain an
estimate of the clock values for 0t her processes within the system. Error in
this estimate can be bounded, but. not eliminated.
Condition 7 (reading error) For Imnfaultg Hocks p atsd q
]/C_(/;+') - O;,+'(q)l < A
There is bound to the number of fauhs which can be tolerated 3
Condition 8 (bounded faults) At any timt t. the num&r of faulty
processes is at most F.
For the purpose of th e algorithm presented here, we will assume that the
number of clocks, N. satisfies the inequality ,V __ 3Yq- i, .... _i ...... :....
Synchronization algorithms execute a convergence function cfn(p. 0) wlfich
must satisfy the conditions of translation invariancc, precision enhancement,
"and accuracy preservation irrespective of the phv'.sical c0nstrahits on the svs'
t.em. Shankar meclmnically proves that Lampor(a-nd Me$@_mit_h!s Inter-
active Convergence function [9] satisfies these three:conditlons. _ The next
section defines these conditions in the context of the fault-tolerant midpoint,
function used by Welch and Lynch [11]. : :
4 Fault-Tolerant Midpoint as an Instance of Schnei-
der's Schema
The convergence functi0_ ! fo r the implementation described here is the fault-
tolerant midpoint used by Welch and Lynch in [11]. The function consists oL
discarding the F largest and F smallest clock readings, a{_/ltl_en_iermlniirg
the midpoint of the range of the remaining readings. Its formal definition is
cf11MID(P,O)-- O(F+I)+ O(N-F)
2
where O(m) returns the ruth largest element in O. This formulation of the
convergence function is different from that used in [11]. A proof of equal-
ity between the two formulations is not needed since it is shown that this
formulation sa.tisfies the properties required by Schneider's paradigm.
3This condition will need to be changed to "the number of processes not working ...',
where working will be a predicate analogous to the one used in [4, 5]. This is necessary
for reasoning about recovery from transient failures.
This section presentsinformal proof._ thal cfnMID(P, O) satisfies the de-
sired properties. The EHDM proof._ are presented in the appendix and as-
sume that there is a delerministic sorlin_ algorithm which arranges the
array of clock readings. This assumplion will need to be discharged when
tile implenwntation is verified.
The properties presented ill this section are applicable for any clock
synchronization protocol which employs the faull-tolerant nfidpoint conver-
gence function. All thai will be required for a verified implementation is a
proof that the fi|nction is correctly implemented and proofs that the other
conditions have been satisfied.
4.1 Translation Invariance
Translation im,ariam', stales lhat l l,e value obtained by adding x to the
result of the convergence function should be the same as adding x to each
of the dock readings used in evahmting the convergence function.
Condition O (translation invarianee) For any function 0 mapping
clocks to clock values,
@_(p.(An :0(,)+ a')) = ¢fn(p,O)+ z
Translation invariance is evident by noticing that for all m:
(AI : 0(1) + x)(,,) = 0(,,) + x
and
(0(F+I } at- :r) -{- ((]{N-F} + 3")
:-:. 2 2
%
= 0{F+_) + OC_'-F ) + x
4.2 Precision Enhancement
Precision enhancement is a fornmlization of the concept that, after executing
the convergence function, the values of interest should be closer together.
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Condition 10 (precision enhancement) Given any sYib._t (' of the
N clocks u'ith ICI >_ X - F. ,m,1 clock._ l' ond q i_ C. then for ally
1_'adi,gs "t and 0 ._atisfyi1_ 9 th_ conditio1_
1. fo," any I iI_ C. t')(l)- 0(/)1 < z
'2. for" any 1, m in C. I')(/)- ")(m)l < y
:1. for any I. m iI_ C. 10(I) - 8(m)l < y
th_ r_ is a bound r(x. y) such that
Icfn(p.'_ )- cfn(q.O) <_ 7r(.r.y)
Theorem 2 Precision Enhanctm_nt is satisfied for CfnMID(P, O) if
Y
One characteristic of cfnMID(P, _) is that it is p0ss|bTe for it to use
readings from faulty clocks. If this occurs, we know that such readings
are boui_dedby readings from good clocks. The next few lemmas establish
this fact. To prove these lemmas it was necessary to develop a pigeon hole
principle.
Lemma 1 (Pigeon Hole Principle) If N is the number of clocks in the










ICal+ IC'=l>__N + k 3 [C_ N Czl > k
This principle greatly simplifies the existence proofs required to establish
the next two lemmas. First, we establish that the values used in computing
the convergence function are bounded by readings from good clocks.
Lemma 2 Given any subsrt C of the N clocks with tCI > N - F and any
r_ading O, there ezists a p. q E C such that,
O(p) > O(F+1) (and O(rc-F) >_ O(q))
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Proof: By definition. [{l' : O(p) >_ 0(/:+))}[ __>F+I (similarly.){q : O(,_-_F) >_
0(q)}[ > F + 1). The couclusiot) folh)ws immedialely fi'om tile pigeon hole
principle. •
Now we ildrodu('e a lemma (hal allows us Io relate values from two
different readings to l he same good clock.
v' CvLemma 3 Gl_en ally ._ub,_:t of th.¢ N clock,_ u'ith 1('1 >- N F and
readings O and 3. th_v exist,_ a p 6 (' ,_u(h that,
0(I,) > OIN_F) and 31F+I ) > 3(I,).
Proof." Recalling that A" >__3F + 1. we can apply lhe pigeon hole principle
twice. First to establisl) tha! [{p : 0(p) _> 0(N_F) } tq ('1 -> F + 1, and then
lo estai)lish the conclusion. •
A immediate consequence of the preceding lemma is that the readings
used in colnlmting CfnMID(P, O) bound a reading from a good clock.
The nexl lemma inlroduces a useful facl for bounding the difference
between good clock values from differejit readings.
!
Lemma 4 Given any sub._'t C of the N clocks, aod clock rvadings 0 and "_
such that for any I in C. th_ bo)tnd [O(1) - 7(1)[ < ._"holds, forvdl p,q E C.
o(p) > O(q) ^ 7(q) > ¢(p) v IO(p) - "_q)l _<x
Proof: By cases,
• If 0(p) > "J(q), then [0(p) - "_(q)l < [a(p)- l(p)[ < x
• If O(p) < 7(q), then 10(p) - "_(q)l < 10(q) - "_(q)l < x
This enables us to establish tile following lemma.
Lemma 5 Giver_ any subset C of the N clocks, and clock readings 0 and
7 such that for arty I in C, the bound 10(1) - 7(l)1 <_ x holds, there exist
p,q E C such that,
O(p) > O(r+_),
?(q) > ")(F+1), and
10(p)- 7(q)l < x.
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Proof." We know from lemma 2 that there are pl,ql E C that satisfythe
firstwo conjunctsof the conclusion.There are threecasesto consider:
• If ")(/,'1) > 7(q_ ), let p = q = p_.
• If O(ql ) > 0(/h), let p = q = q].
• Otherwise, we have satisfied the hypotheses for lemma 4, so we let
p=Pl andq--ql,
We are now able to establish precision enhancement for CfnMID(P. _)
(Theorem 2 ).
Proof: Without loss of generality, assume cfnMiD( p, "}) :> CfnMlD(q, #).
ICfnMID(P, ")) -- CfnMID(q. 0)l
I')'(F+I_+'_IN-F 1 0{F+II+0f]V-F) I
"- I 2 --_ 2 • I
2
Thus we need to show that __ r ..... _
[7(F+1) + " (N-F) -- (0(F+I) "["0(N-F))] --< Y #r 2_ __:
By choosing good clocks p. q from lemma 5,/h from lemma 3, and ql from
the right conjunct of lemma 2, we establish
["/(r+l) "[" 7{N-F) -- (O(F+I) @ OIN-F))i
_< l"t(q)+ _(p_)- 0(pl)- 0(ql)[
= I'y(q) + (O(p) - O(p)) + "_(p_)- O(p_) - O(q_)1
< ]O(p) - O(qx )] + ]'Y(q)- O(p)[ + ]7(p_) - O(p_ )l
<_ y + 2x (by hypotheses and lemma 5)
4.3 Accuracy Preservation ::
Accuracy preservation formalizes the notion that there should be a bound
on the amount of correction applied in any synchronization interval.
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Condition 11 (accuracy preservation) (;ivan aT_o ._ub,_t C of th_
A' chu'£'s with [('1 >- A: - F. and Hock' _vadim.l._ 0 ._uch that for any I and
_n iI_ ('. tlu lu,uml [0(I) - #(m)[ _< .r h,,ld._, theft i_ o bound n(.r) such
tim! for a,y q i, ('
I,'f,,(p. 0)- O(q)l _< o(.r)
Theorem 3 Accuracy pr_serralio, is ._,ti._fied for cfnMlD( p. O) if o(x) = x.
• Proof: Begin by selecting Pl and q_ using lemma 2. Clearly, O(pa) >_
cfnMiD(p,O) and cfnMm(p,O) >_ O(ql ). There are two cases to consider:
• If 0(q) _< cfnMID(P.O), thell ]cfnMiD(p,O)- 0(q)] _< 10(1,1) -- 0(q)[ _< x.
• If O(q)>__ cfnMID(p,O), then [cfnMiD(p,O)- 0(q) I _ ]O(ql)-O(q)] __ x.
4.4 EIIDM Proofs of Coflvergence Properties
This section presents the important details of the Ell DM proofs that cfnMID(P. 8)
satisfies the convergence properties. ]n genera], the proofs closely follow the
presentation given above. The EH DM modules used in this effort are listed in
the appendix. One underlying assumption is that N >_3F+ 1. This is a well
known requirement for systems to achieve Byzantine fault-tolerance without
requiring authentication. Another assumption added for this effort StarteS
that the array of clock readings can be sorted. Additionally, a few prop-
erties one would expecl to be true of a sorted array were assumed. These
additional properties used in the EHDM proofs are (from module clocksort):
funsort_ax: Axiom
i _<j ^j _< N 3 z_(funsort(0)(i))> #(funsort(0)(j))
funsort_trans_inv: Axiom
/: _<N D (t_(funsort(( A q: O(q)÷ X ))(k))= t](funsort(O)(/,')))
cnt_sort_geq: Axiom
_"_< N D count(( Ap : 0(p) >_ _(funsort(0)(/¢))), N)> k
cnt.sort_leq: Axiom
k < N D count(( Ap : t_(funsort(_)(_'))> _/(p)), N)> N -k+ 1
13
Thesepropertieswill beprovenin tile contex!of like design.
A few of the given modules are taken front Shankar's proofs [2]. These
include t he arithnletic modules (absmod, multiplication, and division), clock-
assumptions, and countmod. With lhe exception of countmod these modules
were unaltered. A number of lemmas were added to (and proven in) module
countmod. The most important of these is the aforementioned pigeon hole
principle. In addition, lemma count_complement was moved from Shankar's
module ica3 to countmod. Shankar's complete proof was re-run after the
changes to ensure that nothing was inadvertently destroyed. Future efforts
will likely require additional modifications to Shankar's modules.
TILe induction modules, natinduction and noetherian, were taken from
Rushby's transient recovery verification [6]. The slandard induction schema
was modified to syntactically match that used by Shankar. In addition, a
lemma was added for comple:te induction over the natural numbers. The
remaining modules were generated in the course of this verification.
The appendix contains the proof chain analysis for the three properties
stated above. Tile proof for translation invariance is in module mid, precision
enhancement is in mid3, and accuracy preservation is in mid4.
5 Proposed Verification
This section describes the proposed verification that the circuit correctly
implements the convergence function. First an informal description of the
circuit is given, and then the verification plan is discussed. This design
assumes that the network of clocks is completely connected.
5.1 Informal Description •
As in other synchromzatton algorithms, tlus one consists of an mfimte se-
quence of synchronization intervals of duration _ R. For the time being,
we will presume the constraints listed above. It is assumed that all good
clocks know the index of the current interval (a simple counter is sufficient,
provided that all 9ood clmnnels start the counter in thesame intervali. The
major concern is when to begin the next interval. For this we require read-
ings of the other clocks in the system, and a suitable convergence function.
As stated above, the selected convergence function is the fault-tolerant mid-
point.
In order to execute the convergence function to start the (i+ 1 )th interval
clock, we need an estimate of the other processes clocks when local time is
14
,i(i + I)R (according I(, l(j,(l)). Our eslima_e. O_,+1. of other ('locks is
(i + l)rt + (Q -= L( e(1,,t))
where tpq is the l.ime lhal p receives the signal fl'om q, and L(' is a local
counter measuring elapsed lime since the beginning of the current inter-
val. All clocks particil)aling in the protocol know to send their signal when
,i
LC_,(I) = Q. The value (Q,-L(_,(l_,,t))gives the difference between when
the local clock expected the signal and when it observed a signal from q.
The reading is taken in such a way. that simply adding the value to the
current time gives an estimate of the ot her processors clocks at that instant
(modulo any effects fi-om drift ).
If the local processor p reads its clock at time t it will receive the pair
(i, ';LCp(t)). This reading gives the duration of time since the beginning of
the protocol. The correct, interpretation is l'C_,(t) = iR + LC_(t). Thus
the reading of the virtual clock just before p resets its registers for the ith
interval will be iR + cft_MID(p,(Aq.O_,(q)- JR)). Notice that translation
im_ariance M]ows the computation of the convergence function based solely
on (Aq.(Q- L('_(tpq))).
Figure 3 presents an informal block model of the proposed clock syn-
chronization circuit. The circuit consists of the following components:
• N pulse recognizers (only one pulse per clock is recognized in any given
interval ),
• a pulse counter (triggers events based upon pulse arrivals),
• a local counter LC (measures elapsed time since beginning of current
interval).
• an interval counter (contains tim index i of the current interval),
, one adder for computing the value -(Q- LCip(tpq)),
• one register each for storing -OiF+I ) and --O(N_F),
• an adder for computing the sum of these two registers, and
• a divide-by-2 component.
The pulses are already sorted by arrival time, so it is natural to use a pulse
counter to select the time-stamp of the (F + l.)th and the (N - F)th pulses
for the computation of the convergence function. As stated previously, all
thai is required is the difference between the local and remote clocks. Let
0 = ()_q.O_,+l(q)- (i + [)R). When the F + l st(N- Fth)signal is observed,
register -(_(r+l) (--O(N-F) ) is clocked, saving the value -(Q - LCip(t)). After
N - F sign',ds have been observed, the multiplexer selects the computed
15
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Figure 3: Informal Block Model
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convergence flmction in.<_,ad of Q. Wlwn L('_,{t)- (-:'fn_llD(P. (0))) = R
it is time to begin the i + Is! interval. To do this. al] that is required is
to increment i and rese! L(' to O. The pulse recognizers, multiplexer se]ect
and registers are also reset at this time.
5.2 Correctness Criteria
First, the RTL description will be entered in the EtlDM specification lan-
guage, and then Eft DM will 1)e used 1o prove that RTL descriplion correctly
implements cf, MID(P. 0). Eacl/ block in the informal model will be decom-
posed into normal ha,'dware componenls such as registers, arithmetic logic
units, nmltiplexors., and standard logic compon,_nts. A functional descrip-
tion will be given for each device, and their composition will be shown _o
implelnent the fault-tolerant mid-point convergence function. This part of
tt_e verification will a.ssume the properties of read error, bounded drift, and
initial synchronization. Any assumptions about the convergence function
used in the proofs of translation invariance, precision enhancement, or ac-
curacy preservation l,eed to be discharged at this level.
6 Transient Recovery
The argument for transient recovery capabilities hinges upon the following
observation:
As long is there is power to the circuit and no faults ave present,
the circuit will c_,ecutt the algorithm.
Using the fact that the algorithm executes continually, and that pulses can
be observed during the entire synchronization interval, we can establish
that up to F transiently affected channels will automatically reintegrate
themselves into the set of good channels.
We will break the discussion down into cases: First, the simple case
when F = 1, and then the more general case for F > 1. Remember that
N > 3F + 1. The reason two cases are considered is that only a simple
nmdification to the hardware is required to guarantee reintegration when
F = 1; the more general case require more inventive techniques.
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6.1 Single Fault Scenario
Tile only modification required is thal lhe synchronization signals include
the sender's value for i (tile index for tile current synch inlerval). By virtue
of the maintenance algoritlun the N- 1 good ('locks are synchronized within
a bounded skew/i << R. Suppose the recovering clock observes N - 1 pulses
within /i + 2A: it will chose two of these good values for computing the
convergence functioll and a simple vote of the received interval indices will
restore correct time to a lost process.
There is a possibility that the readings fi'om the good clocks will straddle
the frame boundary. The recovering clock will be ignored in the computa-
tions of tli_gb0d channel, and it Siiould adjust its _ncJock S_!cl_that -hi its
next interval, it will see all of the good clocks. If the window is symmetric
(i.e. Q = R/2). it is possible that the rec0veriilg channe| will compute no
correction and will remain Uiisync iI/ronized. However, if the _v_iadow is-as.vrn-
metric, a split at the boundaries will causea recover_process to compute
sufficient correction to push it into a reg]on where ]tW_ see all the good
clocks in the same interval. Thus, Q should be selected so that the window
is asymmetric (i.e. Q _ R/2).
6.2 General Case ......... : _
When F the problem becomes: more coniplicatedf AS above, if the
recovering clock observes N - F pulses within _ + 2A, it will restore its
synchr6ny-vla? the convergence fuiicti0n and a vote of t]ie received interval
indices. However; if the good clocks Straddle t|_e-b0un-dary, the additi0nal
faulty clock(s) can prevent any adjustment from being computed on the
recovering clock. It is likely that recover), cannot be guaranteed unless a
timeout mechanism is added ............... _ _ =_ ........
6.3 Comparison with Other Approaches :_ _: : !: ::
A number of ot]!er fault-tolerant clock :svndlroniza.t_on_p_otocols-:alI0w _for
restoration of a lost clock. The approach taken here _s very Similar to that
proposed by Welch and Lynch [11]. They propose that when a process awak-
ens, that it observe incoming messages, u!_t_ilit can determ_ine which, r0un _ is
underway, and then w_t _Su_c_elltly long-/oensurethat_t ]ias Se_ _ Valid
messages in that round, it can then compute the necessary correction to
become synchronized. Srikanth and Toueg [12] use a similar approach, mod-
ified to the context of their algorithm. Halpern et al. [13] suggest a rather
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complicaledprotocolwhichrequires('xl)licil cooperation of other clocks in
the syslenl. I! is Inore approl)riate when the number of clocks in the system
varies greatly over {ime. All of these approaches have lhe common theme.
namely, tha_ lhe joining processor knows tha! it wants Io join. This implies
the presence of some diagnostic logic or l Jmoou! mechanism which triggers
the recovery process. The al)proach suggested l)ere happens a,utomalically.
By virlue of lhe algorithm's executio]_ in dedicaled hardware, there is no
need to awaken a process to participate in lhe prolocol, Tile main idea is for
the recovering process to converge to a stale where il will observe all other
clocks in the same inlerval, and then to restore lhe correcl inlerval counter.
7 Initial Synchronization
If we can get inlo a stale which satisfies the requirements for precision
enhatlcem_ nl:
Given any svbst t (' of tht ._" clocks with 1(,'1> N - F, and clocks p and q
in C, their for any r_adings 3 a1_d 0 satisfyi, 9 th_ co,ditions
I. for any I ilt C. 17(1) - O(1)l < x
2. /or any 1. m i_ C. 13(I) - "r(m)l < v
3. for any 1, m in C, I_q(/) - (](m) I < y
thtr_ is a bound rr(x,y) such that
I@t(p,3')- @_(q,O)l < _r(x, y)
where y = R/2 and .r is the normal value ( _ 2A), the above circuit will con-
verge to within /i.¢ in approximately log2(R/2 ) intervals. Byzantine agree-
ment will then be required to establish a consistent interval counter. It will
be necessary to ensure that the clocks converge to a state satisfying the
above constraints.
7.1 Mechanisms for Initialization
In order to ensure that we reach a state which satisfies the above require-
ments, it is necessary to identify possible states which violate the above
requirements. Such states would happen due to the behavior of clocks prior
to the time that enough good clocks are running. In previous cases we knew
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wehad a set C of good clocks with ICI _> N - F. This means that there
were a sufi]cient number of clock readings to resolve 01F+I ) and 0(N-F). This
may no! be the case during initialization. We need to determine a course of
action when we do not observe N - F clocks. Two plausible options are to
1. pretend all clocks are observed to be in perfect synchrony, or
2. pretend that unobserved clocks are observed at the end of tile interval
(i.e. i(LCp( tp_ ) - Q) = ( R - Q ) ). Compute the correction based upon
this value.
Both options will be explored. The first option is simple to implement
because no correction is necessary. When LC = R. set. both i and LC
to 0. and reset the circuit for the next interval. To implement the second
option, perform the following action when LC = R: if fewer than N - F
(F + 1) signals are observed, then enable regisler -0tu_F1 (-OIF+I)). This
will cause the unobserved readings to be (R- Q) which is equivalent to
observing the pulse at the end of arn interval of duration R.
It will be necessary to define a converg_nct stair (ala [15]) for scenarios
that don't converge by default.
7.2 Comparison to Other Approaches
Most of the comments concerning the approach totransient recovery are
applicable here a._ well. This approach for achieving initial synchronization
differs from most methods in that it first synchroii-_zes theinterval Clocks,
and then it decides upon a value for the current interval. Techniques in [11],
[12], and [13] all depend upon the good clocks knowing that they wish to
initialize. Agreement is reached among the-clocks wisi{ing to join, and then
the protocol begins.- The approach taken here seems cioser to that used in
[14]. however, details of their approach are not giwen.
8 Concluding Remarks
Clock synchronization provides the cornerstone of any fa_.ult-tolerant com-
puter architecture. To avoid a single point failure it is impeya.t!ye_t!lat each
processor maint_a-in a local clock wliicla _-pe_ri-odicaiiy res._;nchlron[zed ,_qth
other clocks in a fault-tolerant manner. Due tosubtleties involved in reason-
ing about interactions involving misbehavfiag components, it is necessary to
prove that the clock synchronization function operates Correctl-y.- Shankar
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[2] providesa m,'chanicalproof (using I'_HDM[3]) thai Schneider's gener-
a.lized protocol [1] achieves Byzantine, faull-tolerant clock synchronization.
provided that eh.ven constraints _re satisfied. Shankar's work provides the
formal specification of the proposed verified design.
The fault-tolerant midpoint convergence function has been proven (in
EitDM ) to satisfy the properties of translation invariance, precision enhance-
ment. and a.ccuracy preservation, These proofs are reusable in the verifica-
tion of any synchronization a.lgorilhin which uses the same function. An
informal design of a circuit to implement this function has been presented.
Future efforts will focus on formalizing this design and proving the addi-
tional required properties from it. A register transfer level description of
the design will be expressed in the specification language of EHDM, and
proven to correctly implenlenl the fault-tolerant midpoint function. Other
properties to be proven from the design include bounded interval, bounded
delay, initial synchronization, non-overlap, and any assumptions made in
establishing the properties of the convergence function. Bounded drift is a
physical property of the oscillator and cannot be est.ablished formally. The
value for drift will be taken from the oscillator's stated performance param-
eters. It is assumed that the number of faults F is less than N/3, where
N denotes the number of clocks in the system. Read error will be assumed
in this development, but there is ongoil,g work at SRI to prove that remote
clocks can be read with bounded error. An approach for bounding initial
skew will be verified for the single faull scenario and a more general solution
will be explored.
In keeping with the spirit of the Reliable Computing Platform, it is
imperative that the clock synchronization subsystem provide for recovery
from transient faulls. This paper has argued that the proposed design will
recover from a single transient fault. This argument will be formalized
in EHDM using an approa.ch similar to that used by DiVito, Butler, and
C'aldwell for the RCP [-I]. Extensions to accommodate the more general case
will be developed, but would likely involve modifications to the design. An
interesting feature of this design is that for the single fault case (i.e. 4, 5, or 6
clocks), the properties of transient recovery and initial synchronization occur
automatically. The clock system will recover without explicitly recognizing
that something is a,miss. The system can be augmented to recognize loss of
synchrony due to a transient fault, but need not do so for recovery purposes.
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A Proof Summary
Notice that tile only modules with failed proofs have the suffix _tcc. These
modu]es are automatically generated by EIt DM. and cannot be altered by
the user. When a proof falls the user must prove the type check constraint
elsewhere. The proof chain analysis (Appendix (') ensures that these obli-
gations have been discharged.
Proof summaries for modules on using chain of module mid_top
Module mid4_tcc: I successful proof, I failure, 0 errors
Module mid3.tcc: 8 successful proofs, 5 failures, 0 errors
Module mid2_tcc: 2 successful proofs, 2 failures, 0 errors
Module mid_tcc: 2 successful proofs, 1 failure, 0 errors
Module tcc_mid: 9 successful proofs, 0 failures, 0 errors
Module division_rcc: 7 successful proofs, 0 failures, 0 errors
Module narinducrion__c¢: I successful proof, 0 failures, 0 errors
Module countmod_rcc: 3 successful proofs, 3 failures, 0 errors
Module ft.mid.assume: no proofs ....
Mo6uie Clocksort: no proofs --_
Module select_defs: G successful proofs, 0 failures, 0 errors
Module mid: 2 successful proofs, 0 _am_lures, 0 errors
Module mid2: 2 successful prooZs, _lufes, 0 errors
Module mid3: 9 successful proofs, 0 failures, 0 errors
Module noetherlan: 1 successful proof, 0 failures, 0 errors

















proofs. 0 failures, 0 errors
proofs, 0 failures, 0 errors
proofs, 0 failures, 0 errors
proofs, 0 failures, 0 errors
proofs, 0 failures, 0 errors
proofs, 0 failures, 0 errors
proofs, 0 failures, 0 errors
Totals: 146 successful proofs, 12 failures, 0 errors
Total time: 71S seconds.
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B .LATEX printed EHDM Modules
mid_top: Module




posint_TCC1.PROOF: Prove posint_TCC1 {ii -- l)
countmod.TCC4_pr: Prove count_TCC4 from
countsize,
countsize {i -- ( if i > 0 then i - l else i end if)}
countmod_TCCS_pr: Prove count_TCCS from
countsize,





Exporting all with countmod
Theory
il : Var integer









posint_TCCl: Formula ( 3 il : il > 0)
count_TCCl: Formula (i > O) D (i - 1 _>O)
count_TCC2: Formula (ppred(i - 1)) ^ (i > 0) _ (i - 1 _>0)
count_TCC3: Formula (-,(ppred(i- 1)))A (i > 0) D (i- 1 k 0)
count.TCC4: Formula
(ppred(i- 1)) ^ (i > 0)
D countsize(ppred, i) > countsize(ppred, i- 1)
count_TCCS: Formula
(-,(ppred(i - I)))A {i > 0)

































mult_div_l_TCCl: Formula (: _ 0) 3 (: _ 0)
mult_div.TCCl: Formula (y _ 0) 3 (y _ 0)
div_cancel_TCCl: Formula (_" _/0) _ (._' # 0)
ceil_mult_div_TCCl: Formula (y > 0) _ (U _ 0)
div_nonnegative_TCCl: Formula (.1' > 0 ^ y > 0) 25(y _ 0)
div_ineq_TCCl: Formula (= > 0 A :r _<y) 25 (= # 0)












Using mid_tcc, mid2_tcc, mid3_tcc, mid4_tcc
Theory
Proof
ft_mid_TCC2_PROOF: Prove ft_mid_TCC2 from ft_mid_maxfaults
good_hss_N F_TCCl_PROOF: Prove good_less_N F_TCC1 from
ft_mid_maxfaults
good_less_NF_pr_TCCl_PROOF: Prove good_less_NF_pr.TCC1 from
ft_mid_maxfaults
good.between.TCCl_PROOF: Prove good_between_TCC1 from
ft_mid_maxfault$
ft_mid_prec_syml_TCC2_PROOF: Prove ft_mid_prec.syml_TCC2 from
ft_mid.maxfaults
ft_mid_prec_syml_TCC4_PROOF: Prove ft_mid_prec_syml_TCC4 from
ft.mid.maxfaults












.r. y, :,,rl, Yl. :1, .r2. y_, :2: Var number
[* ll: Definition function[number -- number] =
( A:r: ( if,r < 0 then - :r else ,r end if))
abs_main: Lemma [:r[ < : _ (a' < : V -.r < ,-)
abs_leq_0: Lemma ].r- 1/[ < : D (:r - y) < =
abs_diff: Lemma [.r - y[ < = D ((_' - y) < : V (y - .r) < =)
abs_leq: Lemma I_1-< : _ (x _<: v -_. _<:)
abs_bnd: Lemma
o< :A0_<.rAx <_:A0< yAg_< : _ I.r-yl_< :
abs_l_bnd: Lemma Ix - Yi -< -" D .r _<y + --
abs_2_bnd: Lemma [x - y[ < z D a">_ y - z
abs_3_bnd: Lemmax<y+zAx_> y-z _[x-y[_<z
abs_drift: Lemma
abs_com: Lemma Ix - Yl = I?/- x[
abs_drift_2: Lemma
Ix - _l -< : ^ I:r_- x[ < :_ ^ ly_ - _l -< :2
D [:rl - yi[ _< : + :l + :_
abs_geq: Lemma x _> _/A y > 0 _ I._[ >_ ]g/I
abs_ge0: Lemma x >_ 0 D Ix] = x
abs_plus: Lemma [x + Yl -< Ix[ + [y[
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abs_diff_3: Lemma x - y _< : ^ y - .r _< z D Ix - yl -< =
Proof
abs_plus_pr: Prove abs_plus from
I*11 {x-x+y}, 1-11,1-11 {_-y}
abs_diff_3_pr: Prove abs_diff_3from 1" 1[ {x - x - y}
abs_geO_proof:Prove abs_geOfrom 1* 11
abs_geq_proof: Prove abs_geq from I* 11 , I* 11 _x -- y}





=l -- = + =1},
abs.com {x -- Yl}
abs_com_proof: Prove abs_com from
I * 11 {x -- (x - y)}, I* 11 (_ - (y - x))
abs_drift_proof: Prove abs_driff from
abs_l.bnd,
abs_l.bnd {x -- x], y -- z, z -- zl},
abs_2_bnd,
abs_2_bnd {x -- xl, y -- x, z -- zl),
abs_3_bnd {x -- Xl, z -- z + zl}
abs_3_bnd_proof: Prove abs°3_bnd from [* 1[ {x -- (x - y)}
abs.main_proof: Prove abs°main from I * 11
abs_leq_O_proof: Prove abs.leq.O from l* 11{x -- x - y}
abs_diff_proof: Prove abs_diff from I* 11 {x -- (x - y)}




abs_bnd_proof: Prove abs_bnd from I* 11 {., -- (.r- y))
abs_l_bnd_proof: Prove abs_l_bnd from I* l] {.7"-- (.r- y)}






x, y. :, .r l, yl, :1, x2. y2, :2: Var number
-1 * *2: function[number, number -- number] = ( A .T,y : (.r • y))
mult_ldistrib: Lemma x *(y+ .-) = ._"* y + .r * z
mult_ldistrib_minus: Lemma x. (y - :) = .r * y - 2'* z
mult_rident: Lemma _"* 1 = z
mult'lident: Lemma 1 * x = z
distrib: Lemma (x + y). z = x • : + y * z
distrib.minus: Lemma (:r - _).." = x.:-y*:
mutt_non_neg: Axiom
((x_> 0^y > 0)V (x_< 0^y_< 0))¢*.r*y _> 0
muit_pos: Axiom ((z > 0^y > 0)V(x < 0^y < 0))¢_ z.y > 0
mult_com: Lemma • * y = y * x
pos_product: Lemma z _> 0 ^ 1/_> 0 2_x. 1/>_ 0
mult_leq: Lemmaz>_0Ax_>1/2) x*z_>!/.z
mult_leq_2: Lemmac>_0Az_1/_z*x>_:*1/




mult_gt_pr: Prove mult_gt from
mult_pos {x -- x - 1/. y _ z}. dlstrib_minus
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distrib_minus_pr: Prove distrib_minus from
multJdistrib_minus {x -- _-, y --._', : -- y},
mult.com {.,' -- x- y, y -- :},
mult_com {y -- :},
mult_com {.r -- y, y -- :}
mult_leq_2_pr: Prove mult_leq_2 from
mult_ldistrib_minus {.r -- z, y -- x, z -- y},
mult_non_neg {x -- c, y -- x - y}
mult_leq_pr: Prove mult_leq from
distrib_minus, mult_non_neg {.r -- .r - y, y -- :}
mult_com_pr: Prove mult_com from
-1-.2,-1-.2 {x--y, y--x}
pos_product_pr: Prove pos_product from mult_non_neg
mult_rident_proof: Prove mult_rident from *] *.2 {y -- 1}
mult_lident_proof: Prove mult_lident from
-1..2 {x-- 1, y--x}
distrib_proof: Prove distrib from
*1 .-2 {x -- x + y, y -- _-},
.1 *-2 {y -- :},
-1-.2{z--#, #--z}
mult_ldistrib_proof: Prove muit_ldistrib from
-1--2 {y--y+z, x -- x}, .l**2 , .l **2 {y--z}
mult.ldistrib_minus_proof: Prove mult_ldistrib_minus from
.1 **2 {u- y- _, • - _}, .1 ..2, .1 **2 {y - :}
End multiplication
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noetherian:Module [dom:Type, <: function[dom,dom- bool]]
Assuming
measure: Var function[dom -- nat]
a. b: Var dom
well_founded: Formula
( 3 measure : a < b D measure(_l) < measure(b))
Theory
p. A, B: Var function[dom -- bool]
d. dl. d2: Var dom
general_induction: Axiom
(Vdl : (Vd2 : d2 < d] _ p(d2)) _ p(dl)) _ ( V d : p(d))
d3, d4: "Car dom
rood_induction: Theorem
( Vd3,d4 : d4 < d3 _ A(d3) _ A(d4))
A (Vdl :(Vd_ :d2 <dl _ (A(dl)^ B(d2))) _ B(dl))
(Vd: A(d) D B(d))
Proof
mod_proof: Prove
mod_induction {dz -- dl@pl, d3 -- dl_pl, d4 -- d_}




Using arith, countmod, clockassumptions, clocksort
Exporting all with clockassumptions
Theory
process: Type is nat
Clocktime: Type is number
I. ,_, n. IS,q: Var process
d: Vat function[process -- Clocktime]
i,j. k: Var posint
T, A', ]', Z: Var Clocktime
*l (*_): function[function[process -- Clocktime]. posint
-- Clocktime] == ( A _9,i: #(funsort( _9)(i)))
select_trans_inv: Lemma
/;' _<N D ( Aq : _'/(q)+ -¥)(t.) = T't(_)+ A-
select_existsl: Lemma i _( N D ( 3p: p < N A l'J(p) = 0(,))
select_exists2: Lemma p < N D ( 3 i : i <__.¥ A _')(p) = 0(,))
select_ax: [,emma | < i A i < ],'/_ _"_<N D #(0 -> _(k)
count_geq_select: Lemma
k < N _ count(( Ap : 1_(p) __1_(_.)),N) > ]c
count_leq_select: Lemma
/,"< N _ count(( Ap: l_(j,.)> ',')(p) ). A" ) >__._T_ _'-F 1
Proof
select_trans_inv_pr: Prove select_trans_inv from
funsort_trans_inv
select.existsL_pr: Prove select_exists1 {p ,-- funsort( _)( i)}
from funsort_fun_l_l {j -- i}
select_exists2_pr: Prove select_exists2 {_"-- i_,p]} from
funsort_fun_onto
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select_ax_pr: Prove select_ax from
funsort_ax {i -- i'¢_'c, j -- _"_c }
count_leq_seiect_pr: Prove count_leq_select from cnt_sort_leq





Exporting all with clockassumptions
Theory




Using multiplication, division, absmod





Exporting all with clockassumptions
Theory
I, m, 7_,p, q: Var process
i. j, k: Var posint
X. Y: Var Clocktime
#: Var function[process -- Clocktime]
funsort: function[function[process -- Clocktime]
-- function[posint -- process]]
funsort.ax: Axiom
i _<j Aj _< h- D #(funsort(0)(i)) >_ #(funsort(_)(j))
funsort_fun_l_l: Axiom
i _< N Aj _< .¥ A funsort(f_)(i) = funsort(O)(j)
D i = j ^ funsort(0)(i) < N
funsort.fun_onto: Axiom
p < N D ( 3i :i __ N A funsort(_)(i) = p)
funsort_trans_inv: Axiom
k _< N D (O(funsort(( _q : #(q) + X))(k)) = #(funsort(0)(k)))
cnt.sort_geq: Axiom
k _ N D count(( Ap : _(1,) __ O(funsort(0)(k))). N)>__/,"
cnt.sort_leq: Axiom






Exporting all with countmod, arith
Theory
N: nat
N_O: Axiom N > 0
process: Type is nat
event: Type is nat
time: Type is number
Clocktime: Type is number
1, m. n, p, q, Pl, P2. q] , q2, ]_3, q3: Var process
i. j. k: Var event-
x. y. :. r. s, t: Var time
X. ]'. Z. R. S: T- Var Clocktime
3.0: Var function[process -- Clocktime]
_. p, p, rmi,,, r,,a_. _, A: number
) *t(.](,2),1 C.l(*2): function[process, tlme Clocktime]
t,n.,2,function[process, event -- time] :
0:_: function [pro_ess. event • _
-- function [process -- Clocktime]]
]C',_(-3): function[process, event, time -- Clocktime]
correct: function[process, time -- bool]
em cfn: function[process, function[process -- Ciocktime]
-- Clocktime]
_r: function[Clocktime, Clocktime -- Clocktime]
o: function[Clocktime- Clocktlme]
delta_O: Axiom/i > 0
mu,0i Axiom/_ >_ 0
rho.0: Axiom p _ 0
rho.l: Axiom p < 1







rmax_O: Axiom r,.._ > 0
beta_O: Axiom .4 > 0
Jamb_O: Axiom A _> 0
init: Axiom correct(p. 0) D I'('_,(0) >_0 A PC'p(O) <_;_
correct_closed: Axiom s >_ t A correct(p, s) 3 correct(p, t)
rate_l: Axiom
correct(p.s) A ._ > t D PC'v(_)- PC'p(t) < (,_- t)*(l +p)
rate_2: Axiom
correct(p, s) A _ > t D P(';,(,_) - PC'e(t} >_(s - t). ( 1 - p)
• i <
rts0: Axiom correct(p./)A t < t; +1 D I -/_ _ rmaz
' i >rtsl: Axiom correct(p,t) A I > t_+l _ I - tv _ rn.n
rts_0:Lemm correct(p.  +1)D - <
i >rts_l: Lemma correct(p,t_ +1) _ t_+! - tp _rmin
rts2: Axiom
i i
correct(p,t) A I >_tq -F/3 A correct(q, f) D I >_tp
rts_2: Axiom
i ;<3correct(p, t/r) A correct(q, t_) _ lv - t_ _ ,
°= 0synctime_0: Axiom tp
VCIock_defn: Axiom
i ^t < t;+! _ VC,,(t)= ICe(t)correct(p, t) A t > tp
Adj: function(process,event -- Clocktime] =
()tp, i:
i( if i > 0 then c fn(p, Oiv) - PCv(tv) else 0 end if))
ICIock_defn: Axiom correct(p,t) _ ICip(t) = PCp(t) + Adj(p, i)
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Readerror: Axiom
correct(p, t_+] ) A correct(q, t_+] )
D IO_+lq)---lc'i_;+lq,p )] -< A
translation_invariance: Axiom
X >_0 D cfn(p, ( A lh -- Clocktime : "_(p] ) -t- -¥ )) = cfn(p. _ ) + X
ppred: Var function[process -- bool]
F: process
okay_Readpred: function[function [process -- Clocktime],
Clocktime. function[process -- bool]
I bool] =
( _ "/, ]', ppred :
(V/,m : ppred(1)A ppred(m) _ I')(i)- ")(m)l _< ]_))
okay.pairs: function[function[process -- Clocktime],
function[process -- Clocktime], Clocktime,
function[process -- bool] -- bool] =
( )_"), O, X. ppred :
(Vp3: ppred(p3) _ I'Y(P3)- #(P3)I -< X ))
N_maxfaults: Axiom F <_ N
precision_enhancement_ax: Axiom
count(ppred, N) _> N - F
A okay_Readpred('), _\ ppred)
A okay_Read pred (#, Y, ppred)
A okay.pairs(_, 9, .¥, ppred) A ppred(p) A ppred(q)
Icfn(p,'))- cf.(q,#)l <__(.¥,Y)





Clocktime. time -- bool] =
( A')._',I :
( Vp1, ql :
correct (p_. t ) A correct( ql. t ) 9 [')(pl ) - ")(q])] S _" ) )
okay_Readvars: function[function[process -- Clocktime].
function[process -- Clocktime].
Clocktime. Clocktime- bool] =
(A_.8, X.I:
( Vp,3 : correct(p3.1) D I') (P3) - E)(p3)[ __ X))
okay_Readpred_Reading: Lemma
okay_Reading(3, }\ t )
D okay_Readpred('), ]',( Ap : correct(p, t)))
okay_pairs_Readvars: Lemma
okay_Readvars(_. 8. X. l)
okay_pairs('). 8, X. ( A I) : correct(p, t)})
precision.enhancement: Lemma
okay_Reading(_, Y. t_+1 )
A okay_Reading(8, ]'. ti+l )
A okay_Readvars(_, _9,X, t_+1 )
A correct(p,/;+l) A correct(q./_+1)




correct (pl, t ) A correct( ql, t ) D [V (Pl) - "_(ql )[ __ }" )
okay_Reading_defn_rl: Lemma
( Vp1, ql :
correct(p1, t) A correct(ql, t) D ['_(Pl) - "_(ql )[ -_ Y)
D okay_Reading(3. Y, t)
okay_Readvars_defn_lr: Lemma
okay_Readvars(9,8, X, t)
(Vp3 : correct(p'3, t) D [_'(P3)- 8(p3)] _ X)
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okay_Readvars_defn_rh Lemma
( Vpj : correct(p3, f) D I_(Pa)- O(pa)[ _< X)
D okay_Readvars(-_, 6. X. t)
accuracy_preservation.ax: Axiom
okay_Readpred( "_,X. ppred)
A count(ppred, N) _> JV -/_ A ppred(p) A ppred(q)
Icfu(P, ")_) - ")(q)l -< a(A)
Proof
okay_Reading_defn_rl_pr: Prove
okay_Reading_defn_rl {Pl -- pI@P1S, ql -- ql0PIS} from
okay,Reading •
okay_Reading_defn_lr_pr: Prove okay_Reading_defn_lr from
okay_Reading {pl -- p10CS, ql -- ql@CS)
okay_Readvars_defn_rl_pr: Prove
okay_Readvars_defn_rl {pa -- pa@P1S} from okay_Readvars
okay_Readvars_defn_lr_pr: Prove okay_Readvars_defn_lr from
okay_Readvars {Pa -- p3@CS) , , _ - _ :
precision_enhancement_pr: Prove precision_enhancement from
precision_enhancement_ax
{ppred -- ( A q: correct(q, t_,+] ))},
okay_Readpred_Reading {t -- t_+1 },
okay_Readpred_Reading {t -- t_+1, "_ -- 8},
okay.pairs_Readvars {t -- t_+]),
correct_count _t -- t_p+1}
okay_Readpred.Reading_pr: Prove okay_Readpred_Reading from
okay_Readpred {ppred ,-- ( A p : correct(p, f))},
okay_Reading {p| -- I'_'P1S, q] -- m_'P15'}
okay_pairs_Readvars.pr: Prove okay_pairs_Readvars from
okay_pairs {ppred -- ( A p : correct(p, t))},
okay_Readvars (P3 -- p3@P1S}


















/1 : Var int
posint: Type from nat with ( A il : il > 0)
1. m. n. p. q. Pl. P_. ql. q2. P3, q3: Var nat
i. j. k: Var nat
x. y. z. r. ,,. t: Vat number
X. 1". Z: Var number
ppred, ppredl, ppred2: Var function[nat -- bool]
1_.6, 7: Var function[nat -- number]
countsize: function[function[nat -- bool], nat -- nat] ffi
( ,_ ppred, i : f)
count: Recursive function[function[nat -- bool], nat -- nat] =
( _ ppred, i :
( ifi>0
then ( if ppred(i - 1 )
then 1 + (count(ppred, i- ] ))






count(( )_q : -_ppred(q)), n) - 1_- count(ppred. 17)
count.exists: Lemma
count(ppred, n) > 0 2) ( 3p'p < n A ppred(p))
count_true: Lemma count(( A p : true), n) = n
count_false: Lemma count(( A p : false), n) = 0
count_bounded_imp: Lemma
count(( Ap: p < n 2) ppred(p)), n) = count(ppred, n)
count_bounded_and: Lemma
count(( ,_p : p < n ^ ppred(p)), n) = count(ppred, n)
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pigeon_hole: Lemma
count(ppredl. _t) + count(ppred2, it) _> _t + _"
count(( _ p: ppredl(lJ) A ppred2(p)). _) > /,"
predl, pred2: Var function[nat -- bool]
pred_extensionality: Axiom
(Vp: predl(p) = pred2(ls)) _ predl = pred2
nk_type: Type = Record _t :nat.
/,': nat
end record
nk. nkl, nk2: Var nk_type
nk_less: function[nk_type, nk_type -- bool] ==




/," __0 _ count(( _ p : p _ /,"_ ppred(p)). 0) = count(ppred_ 0)
count_bounded_imp_ind: Lemma
(/," _>n D count(( ,_p:p < k D ppred(lJ)), n)
= count(ppred, _))
_(L:_> 7_+J
count(( ,_p :p <_k D ppred(p)).. + 1)
= count(ppred_ _ + ] ))
count_bounded_imp_k: Lemma
(E > n D count(( _p :/J _ L" D ppred(p)),_)
= count(ppred, 7_))
count_bounded_impO_pr: Prove count_bounded_impO from
count {i -- 0},
count {ppred -- ( _p: p _ k D ppred(p)), i -- 0)
count_bounded_imp_ind_pr: Prove count_bounded_imp_ind from
count {i -- 7_+ l],











count_bounded_imp_ind {n -- j_'pl}
count_bounded_imp_pr: Prove count_bounded_imp from
count_bounded_imp_k {/,- -- n}
count_bounded_andO: Lemma
/,__>0 _) count(( Ap: p </,- A ppred(p)),O) = count(ppred,O)
count_bounded_and_ind: I.,emma
(/¢ _>n D count(( Ap : p < k A ppred(p)),71) = count(ppred, n))
_ (/,, _>1_+ 1
D count(( Ap :p </_- A ppred(p)), _ + 1)
= count(ppred, n + 1))
count_bounded_and_k: Lemma
(k _>n D count((Ap:p < k A ppred(p)),n)= count(ppred, n))
count_bounded_andO_pr: Prove count_bounded_andO from
count {i -- 0},
count {ppred -- ( Ap : p </,- A ppred(p)), i -- O}
count_bounded_and_ind_pr: Prove count_bounded_and_ind from
count {i -- n + 1},








count_bounded_and_k_pr: Prove count_bounded_and_k from
induction
{prop
count(( ,_p: p < /,'A ppred(p)), n)
- count(ppred, n )),
i - ,,},
count_bounded_andO,
count_bounded_and_ind {, -- j_C_I,I}
count_bounded_and_pr: Prove count_bounded_and from
count_bounded_and_k {/,'-- n}
count_false_pr: Prove count_false from
count_true,
count_complement {ppred -- (/_ p : true)},
pred_extensionality
{predl -- ( ,_/s : -,true),
pred2 -- ( ,_p : false)}
ccO: Lemma count(( A q : -_ppred(q)),O) = 0 - count(ppred,O)
cc_ind: Lemma
(count(( ,_q : -_ppred(q)). n) = n - count(ppred, n))
(count(( ,_q: -_ppred( q ) ), n + 1)
= n -F 1 - count(ppred, n -F 1))
ccO_pr: Prove ccO from
count {ppred -- ( _q : -_ppred(q)), i -- 0},
count {i -- O}
cc_ind_pr: Prove cc_ind from
count {ppred -- ( _q : "_ppred(q)), i- n + 1},
count {i -- n + 1}
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count(( ,_q : -_ppred(q)), I_) = n - count( ppred. 1_)),
i - .},
ccO,
cc_ind {, -- j'_'pl}
instance: Module is noetherian[nk_type, nk_hss]
nk_measure: function[nk.type- nat] ==
( _, nkl : nk]._ -I- nkl./,')
nk_well_founded: Prove well_founded {measure - nk_measure}
nk_ph_pred: function[function[nat -- bool],
function[nat -- bool], nk_type -- bool] =
( ,_ppredl, ppred2, nk :
count(ppredl, nk.,) + count(ppred2, nk.n ) _> nk.i_ + nk.k
D count(( )_p : ppredi(p) ^ ppred2(p)), nk.n) _ nk.k)
nk_noeth_pred: function[funcUon[nat -- bool],
function[nat -- bool], nk_type
-- bool] =
( _ ppredl, ppred2, nkl :
( V nk2 :
nk_less(nk2, nkl ) D nk_ph_pred( ppredl, ppred2, nk2) ))
ph_casel: Lemma
count(( A p : ppredl(p) ^ ppred2(p)), pred( _ )) > k
count(( A p: ppredl(p) A ppred2(p)), n) __k
ph_casel_pr: Prove ph_casel from
count {ppred -- ( ,_p : ppredl(p) ^ ppred2(p)), i -- n}
ph_case2: Lemma
count( ppred1, pred(n)) + count (ppred2, pred(n ) ) < pred(n) + k
A count(ppredl, n) + count(ppred2, n) _> n + k
A count(( _ p: ppredl(p) A ppred2(p)), pred(n)) _>pred(k)





count(ppred], pred( _l) ) ÷ count(ppred2, pred( _ ) ) _ pred(_/) +/,"
A count(ppredl, ii) d- count(ppred2. _) _ zt _- J,"
2) ppredl( pred( ;_)) A ppred2( precl(I_))
ph_case2b: Lemma
A count(ppredl, pred( _ ) ) + count( ppred2, pred(7_) )
pred(1_) + _"
A count(ppredl. 1_)+ count(ppred2.7_) _ 7_+ _"
count(ppredl, pred( 7J)) ÷ count(ppred2, pred( 7t))
_>pred(7_) -F pred(k)
ph_case2a_pr: Prove ph_case2a from
count {ppred -- ppredl, i -- T_},
count {ppred -- ppred2, i -- 7_}
ph_case2b_pr: Prove ph_case2b from
count {ppred -- ppredl, _ -- 7t},
count {ppred -- ppred2, i -- 71}
ph.case2_pr: Prove ph_case2 from




(count(ppredl, _) + count(ppred2, n) > 77+ k
count(( ,_p : ppredl(p) A ppred2(p)), n) _>k)
ph_case0n: Lemma
(count(ppredl_ 0) + count(ppred2, 0) _ k
count(( )_p : ppredl(p) A ppred2(p)),0) _ k)
ph_case0n_pr: Prove ph_case0n from
count {ppred -- ppredl, 7 -- 0_,
count {ppred -- ppred2, i -- 0},
count {ppred -- ( )_p : ppredl(p) A ppred2(p)), i -- 0}




{nat_var -- count(( _ p: ppredl(p) A ppred2(p)). _ )}
phocase0.pr: Prove ph_case0 from ph_case0n, ph_case0k
nk_ph_expand: I,emma
(V,./," :
(count(ppredl, pred(l_)) + count(ppred2, pred(1_))
_>prod(1_)+ pred(_')
D count(( ,_is : ppredi(p) A pprecl2(p)), prod(1_))
>_pred(_'))
^ (count( ppred1. prod(,_)) + count (ppred2. prod(,7))
>_pred(_) + k
count( ( ,_p : ppredl(p) A ppred2(is)), prod(1_))
>_-)
(count(ppredl, n) + count(ppred2, n) _>n + k
count(( _p: ppredl(p) A ppred2(p)), n) _>k))
nk_ph_expand_pr: Prove nk_ph_expand from :
ph_case0, ph_casel, ph_case2, ph_case2a, ph_case2b
nk.ph_noeth_hyp: Lemma
(Vnkl:
nk_noeth_pred( ppredl, ppred2, nkl )
D nk_ph_pred( ppredl: ppred2, nkl ))
nk_ph_noeth_hyp_pr: Prove nk_ph_noeth_hyp from
nk_ph_pred {nk -- nkl},
nk_noeth.pred {nk2 -- nkl with [(n):= pred(nkl.n)]},
nk_noeth_pred
{nk2 -- nkl with [(_):= pred(nkl.,_), (k):= pred(nkl.k)]},
nk_ph_pred {nk -- nkl with [(n):= pred(nkl.7_)]},
nk_ph_pred
{nk -- nkl with [(n):= pred(nkl.n),(k):= pred(nkl.k)]},
nk_ph_expand {n -- nkl.n, /c -- nkl.k},
ph_caseO{n -- nkl.n, k ,-- nkl./_'},
nat_invariant {nat_var *-- nkl.n},
nat.invariant {nat_var- nkl./_}
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nk_ph_lem: Lemma nk_ph_pred(ppredl, ppred2, nk)
nk_ph°lem_pr: Prove nk_ph_lem from
general_induction
{Is -- ( A nk : nk_ph_pred(ppredl, ppred2, nk)),
d2 -- nk2_(_11)3,
d -- nk,(_,r},
nk_ph_noeth_hyp {nkl -- d_'6:]sl},
nk_noeth_pred {nkl -- dl'o:]sl }
pigeon_hole_pr: Prove pigeon_hole from
nk_phJem {nk -- nk with [(v):= .,¢J,_..(k):= k,_,r]],
nk.ph_pred ink -- nk_s/s] )
exists_less:function[function[nat -- bool], nat -- bool] -"
( A ppred, lt "( 3p'p < 7_A ppred(ls)))
count_exists.base: Lemma
count(ppred. 0) > 0 D exists_less(ppred,0)
count_exists_base.pr: Prove count_exists_base from
count {i -- 0), exists_less{_, -- 0)
count_exists_ind: Lemma
(count(ppred, 7_) > 0 D existsJess(ppred, _ ))
(count(ppred, n + ] ) > 0 D existsoless(ppred, _7+ 1))
count_exists_ind_pr: Prove count_exists_ind from
count {i -- _ + 1),
exists_less,
exists_less
{ Tt -- 7_+ 1,
p -- ( if ppred(7_) then 7_else ])(_'p2 end if)}
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count_exists_pr: Prove count.exists {is -- p'_p4} from
induction
{prop
-- ( A n : count(ppred. 7_)> 0 _ exists_less(ppred. 1_)),
i -- .,_e},
count_exists_base,
count_exists_ind {_t -- .J'_TJ]},
exists_less {11 -- i_*pl }
count_base: Sublemma count(ppred. O) = 0
count_base_pr: Prove count_base from count {i O}
count_true_ind: Sublemma
(count(( Ap : true),n) = n)
count(( Ap : true),n + 1) = n + 1
count_true_ind_pr: Prove count_true_ind from_
count {ppred -- ( Ap: true), i -- It + 1}
count_true.pr: Prove count_true from
induction
{prop -- (A n :count((Ap:true),n) n),
i -- nr_c},
count_base {ppred -- ( A p : true)},






i.j,m, mi.7_: Var nat
p. prop: Var function[nat -- bool]
induction: Theorem
(prop(O) A (Vj : prop(j) D prop(j + ] ))) _ prop(i)
complete_induction: Theorem
(Vi :(Vj :j < i _ p(j)) D p(i)) D ( V 7,:p(n))
induction_m: Theorem
p(m)A(Vi:i >_ m Ap(i) _ p(i+ 1))
D (VT, :, > m D p(,))
limited_induction: Theorem




less: function[nat, nat -- bool] == ( Am..: m < n)
instance: Module is noetherian[nat, less]
.r: Var nat
identity: function[nat -- nat] == ( A. : n)
discharge: Prove well_founded {measure -- identity}
complete_ind_pr: Prove complete_induction {i --dl @pl } from
general_induction {d-., d2 --j}
ind_proof: Prove induction {j -- pred(dl(_=pl)} from
general_induction {p -- prop, d -- i, d2 -- j}
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ind_m.proof: Prove induction.m {i -- j_'l_l + m} from
induction
{prop -- ( A :r : p@c(.r -t- 11,)),
i -- if _t > m then _l- 1_1else 0 end if}
limited_proof': Prove limited_induction {i -- i'_l_l} from







x, y. =, xl, Yl, _1, .r2. y_, :_: Var number
[.1]: function[number -- int]
ceil_defn: Axiom F.r] __ ,r A F.r] - 1 < .r
mult_div_l: Axiom : _/0 D .r * y/= - .r. (y/=)
mult_div_2: Axiom = _ 0 D ,r * y/: = (_'/:)* y
mult_div_3: Axiom .- _ 0 D (:/:) = 1
mult_div: Lemma y _ 0 2) (,T/y) * y = X
div_cancel: Lemma x _ 0 D _r. y/x = y
div_distrib: Lemma = :fi 0 D ((x + y)/=) = (x/=) + (y/=)
ceil_mult_div: Lemma y > 0 2) r.r/y] * y >_ x
ceil_plus_mult_div: Lemma y > 0 D Ix y] + ]. y > .7
div_nonnegative: Lemma x > 0 A y > 0 D (x/y) >_0
div_minus_distrib: Lemma
: # 0 2)(_:- y)/: = (x/:) - (y/:)
div_ineq: Lemma = > 0 A x < y D (x/=) _< (y/=)
abs_div: Lemma y > 0 _ I.r/yl = txl/y
mult_minus: Lemma y ¢ 0 2) -(x/y) = (-x/y)
div_minus_l: Lemma y > 0 ^ • < 0 D Or y) < 0
Proof
.57
div.nonnegative_pr: Prove div_nonnegative from
mult_non_neg {.r -- ( if y _ 0 then (a'/#) else 0 end if)},
mult_div
div_distrib_pr: Prove div_distrib from
mult_div_l (_ -- x + y, y -- 1, : -- :},
mult.rident {x -- a'+ y},
mult_div_l {_" -- x, y-- 1, : -- :},
mult_rident,
mult.div_l {x -- y, y -- l, : -- :},
mult_rident {x -- y},
distrib {z -- ( if : _ 0 then (I/:) else 0 end if)}
div_cancel_pr: Prove div_cancel from
mult_div_2 {: -- x},
mult_div_3 (z -- z},
mult_lident {x -- y}
mult_div_pr: Prove mult_div from
mult_div_2 {z y},
mult_dlv_l {_"- y},
mult_div_3 {z -- y},
mult_rident
abs_div_pr: Prove abs.div from





mult_minus_pr: Prove mult_minus from
mult_div_l {x -- -1, y -- z, ." -- y},
*l **2 {z -- -1. y -- z},
*1 **2
{x -- -I,





div_minus_l_pr: Prove div_minus_l from
mult_div,
pos_product
{x -- ( if y _ 0 then (x/y) else 0 end if),
Y--!l}
div_minus_distrib_pr: Prove div_minus_distrib from
div_distrib {y- -y}, mult_minus {x-- y, y -- :}
div_ineq_pr: Prove div_ineq from
mult_div {y -- z},
mult_div {x -- y, y -- :),
mult_gt
{x -- ( if : # 0 then (:r/z) else 0 end if),
y -- ( if- # 0 then (y/:) else 0 end if))
ceil_plus_mult_div_proof: Prove ceil_plus_mult_div from
ceil_mult_div,
distrib
{x -- [( if y _ 0 then (x/y) else 0 end if) l,
y--l,
_ __ y},
mult_lident {x -- y}
ceil_mult_div_proof: Prove ceil_mult_div from
mult_div,
mult_leq
{x -- [( if y _ 0 then (x/y) else 0 end if)l,
y -- ( if y _ 0 then (x/y) else 0 end if),
y. _ y},





Exporting all with mid
Theory
ft_rnid.TCCl: Formula (F-I- ] > 0)
ff_mid_TCC2: Formula (N - F _> 0) ^ (N - F > 0)









Exporting all with mid2
Theory
ppred: Var function[naturainumber -- boolean]
p: Vat naturalnumber
good_greater_Fl_TCCl: Formula
(ppred(p)) A (count(ppred. N) _ A" - F) 2) (F+ 1 > 0)
good_less_N F_TCC ]: Formula
(ppred(p)) A (count(ppred. A') _>A - F)
(A' - F__ 0)^ (N- F > 0)
good_greater_Fl_pr_TCCl: Formula (F + 1 > 0)














ppred: Var function[naturalnumber -- boolean] _:
/,,: Var countmod.posint
pprecl2: Var function[naturalnumber -- boolean]
ppredl: Var function[naturalnumber -- boolean]
0: Var function[naturainumber- number]






flornid.Pi_TCCl: Formula (2 _ 0)
good_geq_F_addl_TCCl: Formula
(ppred(p)) ^ (count(ppred, N) _> N- F) 25 (F + 1 > 0)
okay.pair_geq_F_addl_TCCl: Formula
(ppred(pl)) = .... _'






A (count(ppred, N) _> N - F
A okay_pairs(#, -y, X, ppred))








A (okay_Readpred( 0, Z, ppred) )
A (okay_pairs(0, 3. X. ppred))
A (count(ppred, N) _> N - F)
D(F+I>0)
ft_mid_prec_symI_TC C2: Formula
(okay_Readpred( "_. Z, ppred) )
A (okay_Readpred(O, Z, ppred))
A (okay.pairs( 0. -). X. ppred) )
A (count(ppred, N) > N - F)
D (N - F _>0) A (AT- F > 0)
ft_mid_prec_symI_TCC3: Formula
(count(ppred. N) _>N - F
A okay_pairs(O, 3, -¥, ppred)
A okay_Readpred(O, Z. ppred)
A okay_Readpred(-t, Z. ppred)
^ ((O_F+!_+ O(x_F_)
_-- (')(F+]) "1- _'(N-F))))
D (F+ 1 > 0)
fi_mid.prec_sym I_T CC4: Formula
(count(ppred, N) k _" - F
A okay_pairs(O,"7, X, ppred)
A okay_Readpred(O, Z, ppred)
A okay_Readpred(-). Z, ppred)




((cfnMlD(P,O) k rfn_tlo(q,')))) D (F + 1 > O)
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mid.gt_imp.sel_gt_TCC2: Formula
(( cf,,Mw(l_. 8) _>cf,,,_nD(q.'_ )))
D(N-F_ 0)^(.Y-F>0)
ff_micl_prec_syml_pr_TCCl: Formula (F + ] > 0)





























ft_mid_less_TCCl: Formula {F + ] ;> 0)







Using arith, clockassumptions, select_defs,ft_mid_assume
Exporting all with select_defs
Theory
process: Type is nat
Clocktime: Type is number
1.177. n. p. q: Var process
O: Var function[process -- Clocktime]
i,j, k: Var posint
T, X, l ",Z: Vat Clocktime
efnMID: function[process, function[process -- Clocktime]
-- Clocktime] =
( A p, 0 :(#(F+I) "_" O(N-F))/2) ,.
ft_mid_trans_inv: Lemma .... _ "
cfnMiD(P, ( Aq : d(q) + X)) = cfnMlD(P,d ) + X
Proof
add.assoc_hack: Lemma X + Y + Z + 1" = (X + Z) + 2 * Y
add_assoc_hack_pr: Prove add_assoc,hack from
.1 *-2{z--2, y--Y)
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ft_mid_trans_inv_pr: Prove fl_mid=trans_inv from
cfT_M ID ,
select_trans_inv {k -- F + 1},






{x -- (O(F+t)+ t?I/-F)),
y--2*X,
: - "2},





Using arith, clockassumptions, mid
Exporting all with mid
Theory
Clocktime: Type is number
m. n. p, q, Pl. ql: Var process
i, j, k. 1: Var posint
x. y, :. r. s. t: Var time
D. X. ] \ Z, R, S. T: Var CIocktime
_L0, 3 : Vat function[process -- Clocktime]
ppred, ppredl, ppred2: Vat function[process -- bool]
good_greater_F1: Lemma
count(ppred. N) _>N - F D ( 3p: ppred(p) A O(p) >_OIF+_ ))
good_less_NF: Lemma
count(ppred, N) >_N - F D ( 3p : ppred(p) A d(p) (_ d(N-F))
Proof
good_greater_Fl_pr: Prove good.greater_F1 {p -- P_T3} from
count_geq_select {k -- F + 1},
ft_mid_maxfaults,
count_exists








good_less_NF_pr: Prove good_less_NF {1' -- i, CI.j_3)from
count_leq_select t/,'-- N- F),
ft_mid_maxfaults,
count_exists









Using arith, clockassumptions, mid2
Exporting all with mid2
Theory
Clocktime: Type is number
m. 7_.p. q, pl. ql : Var process
i. j./,', l: Var posint
.r. y, :. r, _. t: Var time
D. X, I\ Z, R, S. T: Var Clocktime
O, & 3 : Vat function[process -- Clocktime]
ppred, ppredl, ppred2: Var function[process -- bool]
ft_mid_Pi: function[Clocktime, Clocktime- Clocktime] ==





A _/(p) < _(q) A okay_pairs(0, 3, X, ppred)
10(p) - _(q)l _<X
good_geq_F_addl: Lemma
count(ppred, N) >_N - F _ ( 3p: ppred(p) A 0(p) _ 0(F+l))
okay_pair.geq_F_addl: Lemma
count( ppred, N ) >_ N - F ^ okay_pairs(0. "). X, ppred)
( 3pl.ql :
ppred(pl )
A O(pl) > 0_.+_)
A ppred(ql )
A 3¢(ql) __ _(F+I) A 10(pl)- 7(q_)l -< X)
good_between: Lemma
count(ppred, N) _>N - F









A count(ppred. N) _ N - F
A okay_pairs(0, ,. A. ppred)
A okay_Readpred(0, Z, ppred )
A okay_Readpred(-_ Z. ppred)




A count(ppred. N ) _>N - F
A okay_pairs(0. ")..¥, ppred)
A okay_Readpred(0. Z. ppred)
A okay_Readpred(_. Z. ppred)
A (cf,_MID(P,O) >_ cf.MlD(q. 7))
D [cf_tMiD(lS.O)- cfnMID(q, _ )l <- ft_mid_Pi(X. Z)
ft_mid_prec_syml: Lemma
count(ppred. N ) >__N - F
A okay_pairs(0, "_..¥, ppred)
A okay_Readpred(0, Z, ppred)
A okay_Readpred('l, Z, ppred)
A ((01F+_) + O(N-r))
>- (_'(F+_) + _(N-F)))




D ((0iF+l) + O(N-F)) >--(')(F+I) + ")(N-F)))
okay_pairs_sym: Lemma
okay_pairs(O, "), X, ppred) D okay_pairs( % 0, X, ppred)
Proof
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ft_mid_prec_syml_pr: Prove ft_mid_prec_syml from
good_between,
okay_pair_geq_F_addl,
good_less_NF {# -- "1},
abs_geq
{.r -- (_(q_@p2) - _ (p_TJ3)) + (fl(p_p]) - ")(p_pl ))







(0(F+I) + 0(x-v)) - (')(v+_) + "Jr_-F))},
(";,(qlOp2)- 3 (p'_uJ3))+ (#(l,'fipl) - ")(p'_'lJ1 )),
(O(lhOp2) - 3 (ql@p2))},
( .).(qj Op2 ) - _ (1J_.,p:l),
,u - (O(/,i,,/,1) - _,(/,,_,_.,p]))},




1 -- qt _p2,
m -- p'_'l_3),
distdb {x-- I, V- I, z --X),
mult_lident {x -- X }
mid_gt_imp_sel_gt_pr: Prove mid_gt_imp_sei_gtfrom
cf,,,v_D {0 - _., 1,- q},
mulLleq
{.r -- rfnmlD( p, O),
y- ,.fnmltl(q.')- ),
- _ *2}r
mult_div {x -- (0(v+1) + 0(N-t')), y -- 2"},
mult_div {x -- (')(F+1) + ")'(N-F)), Y -- 2}
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ft=mid_prec_enh_sym_pr: Prove ft_mid_prec_enh_sym from
cfnMi D {_'J -- 0},
cf'Mtr_ {# -- _, t'- q},
div_m_nus_distrib
{x -- (0(F+_) + 0_-F) ),
Y -- (')(F+_) + ")(Iv-r)),
: -2},
abs_div





{x -- [(O(F+_) + O(_-_F_) - (')(r+_ + "hN-F))l,
y- Z + 2*,X,
: - 2},
div_distrib {x -- Z, y -- 2-X, : -- 2},
div_cancd {x -- 2, y -- X}
okay.pairs_sym_pr: Prove okay_pairs_sym from
okay_pairs {') -- O, 0 -- -), p3 -- p_@p2},
okay_pairs {7 -- "), 8 -- 8},







8 -- _ @pl,
_, - O@pl},
okay_pairs..sym,
abs_com {x -- cfnMID(P,O), y- cfnMID(q,' 7 ))
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okay_pair_geq_ F_add l_pr: Prove
okay_pair_geq_ F_addl
{l'h -- if (19(1""'p2) )2 19(Ir"pI ))
then 1'"'1'2
elsif (l(ir"'pl) _ 3(lr-'p2)) then /,'"pI else p":p3
end if,
¢11
if (e(ir<,,p2) 2 8(P'"I_I ))
then p.,p2
elsif (., (Ir.,pl ) > 3 (Ir¢,,p2)) then tr,,'l,l else q'"p3
end if} from
good_geq_F_addl {d -- O},
good_geq_F_addl { # -- 1 },
exchange_order {p -- p'"_pl, q -- Imp2},
okay_pairs {3 -- O, 0 -- 3, p:i -- phpl},
okay_pairs { _ -- 19, O -- "j, p:_ -- p',_p2}
good_geq_F_addl_pr: Prove good_geq_F_addi {1' -- p'tJ'pl} from
count_exists






ppred2 -- ( A 1J:#(p) > #{(t"_l,3)))},
count_geq_select {k- F'+ I},
ft_mid_maxfaults
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good_between_pr: Prove good_between {1,- l,'_'pl} from
count_exists





ppredl -- ( )_p : ((ppredl_(_'p3)p) A ((ppred2_§'p3)p)),




ppred2 -- ( _p : ")'((t,-,_p._))-_ ")(1'))},
count_geq_select {_9 -- _, /," -- ._" - F},
count_leq_select {0 -- "y, /," -- F-t- 1),
ft_mid_maxfaults
exchange_order_pr: Prove exchange_order from
okay_pairs {_) -- 8, 6 -- "_, P3 -- 1J},,
okay_pairs {'l -- #, # -- "_, 173 -- q},
abs_geq {x -- (#(p) - "_(p)), y -- tg(p) - T(q)},
abs.geq {x -- ('7(q)- O(q)), y -- "_(q)- #(p)},
abs.com {x -- _9(q), y -- -_(q)},




Using arith, clockassumptions, mid3
Exporting all with clockassumptions, mid3
Theory
process: Type is nat
Clocktime: Type is number
m. ,. p. q./h- qt: Var process
i. j. k: Var posint
,7'. !/, z. r..4. I: War time
D, X, !', Z. R, ._'. "1': Var Clocktime
#. _9.'): War function[process -- Clocktime]




A count( ppred. N ) -_'2"N - I" A okay_Readpred( d. X. ppred)
D ["f',wtt_(l'. _P)- d(q)l _ X
if_mid_less: Lemma cfnw II_(P- 'd) < dtF÷ I)
if_mid_greater: Lemma cf,._tH_( p. _'t) _> diN_r3
abs_q_less: Lemma
count(ppred. N) _> N -- /"
( 3pl : ppred(lh ) A i')(/h ) _ cfoMllJ(l_, t')))
abs_q_greater: Lemma
count(ppred. N) _ N - 1"
D ( 3 Pl : ppred(pl) A _)(Pi) _ cfIL_tll_(P. _))
ft_mid_bnd_by_good: Lemma
count(ppred, N) _ N - F
D(31h :
ppred(/h) A I'J"._tm(t'. _) - '_(q)l _ I"_(I,_) - _t(,,')l)
maxfaults_lem: Lemma ['+ 1 < N - F
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ft_elect: Lemma O(r:+_ ) __ -d(A_F)
Proof
if_select_pr: Prove ft_select from
select_ax {i -- F + 1, k-- N- F}, maxfaults_lem
maxfaults_lem_pr: Prove maxfaults_lem from {t_mid_maxfaults
ff_mid_bnd_by_good_pr: Prove
ft.mid_bnd_by_good






abs_com {x -- l_(q), y -- d(pl_c)],
abs_com {a'-- #(q), y -- cfnMli)( p. 7))},
abs_geq {x -- x_'lS3 - y'(t, p3, y -- a'_C_'l_4- y_p4},
abs_geq {x -- 7_(pj_c)- f)(q), y -- cfnMID( p. _))- _(q)}
abs_q_less_pr: Prove abs_q_less {pl --p_h, pl) from
good_less.N F, fi_mid_greater
abs_q_greater_pr: Prove abs_q_greater {Pl --p@pl} from
good_greater_F1, if_mid_less
mult_hack: Lemma X + X = 2 * N
mult_hack_pr: Prove mult_hack from .l..2 {x -- 2, y -- X}




{x ,--- (_(F+_)+ _(N-F)),
y -- (I_(F+I) + t_(F'.l-l)),
-- _ 2},
div_cancel {x -- 2, y -- _)(F+I)},
mult_hack {X -- _9(F+1)}
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{.r -- (r_ta._i, _-t- d_.__F_),
!t -- (d(F+_) + dl,\--V)),
div.cancel {.r-- 2, !/ -- +_( ;x"+ f"r) } '
mult_hack {.¥ -- d(a-_F) }








C Proof Chain Status
C.1 Translation Invariance
Terse proof chain for proof ft_mid_trans_inv_pr in module mid
Use of the formula
mid.ft_mid




Use of the formula
division.div_distrib









The proof chain is complete




















































Terse proof chain for proof ft_mid_precision_enhancement_pr in module mid3
Use of the formula
midS.ft_mid_prec_enh_sym














Use of the formula
mid.ft_mid




Use of the formula
division.div_minus_distrib








Use of the formula
countmod.count_exists

















Use of the formula
natinduction.induction
requires the following TCCs to be proven
natinduction_tcc.ind_m_proof_TCCl
Use of the formula
noetherian[naturalnumber, natinduction.less].general_induction
requires the following assumptions to be discharged
noetheria/1[naturalnumber, natinduction.less].well_founded
Use of the formula
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noetherian[countmod.nk_type, countmod.nk_lessJ.general_induction
requires the following assumptions to be discharged
noetherian[countmod.nk_type, countmod.nk_less].well_founded
Use of the formula
mid2.good_less_NF






The proof chain is complete




















































































































































































































Torso proof chain for proof ft_mid_acc_pros_pr in module mid4
Use of the formula
mid4.ft_mid_bnd_by_good
requires the following TCCs to be proven
mid4_tcc.ft_mid_less_TCC1
mid4_tcc.ft.mid_greater_TCC1
Use of the formula
mid2.good_greater_Fl






Use of the formula
countmod, count_exists

















Use of the formula
natinduction.induction
requires the following TCCs to be proven
natinduction_tcc.ind_m_proof_TCC1
Use of the formula
noetherian[naturalnumber, natinduction.less].general_induction
requires the following assumptions to be discharged
noetherian[naturalnumber, natinduction.less].well_founded
Use of the formula
noetherian[countmod.nk_type, countmod.nk_less].general_induction
requires the following assumptions to be discharged
noetherian[countmod.nk_type, countmod.nk.less].well_founded
Use of the formula
_9
mid.ft_mid




Use of the formula
division.div_ineq









The proof chain is complete
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