This paper presents an approach for image segmentation using sub-octave wavelet representations and a dynamic resource-allocating neural network. The algorithm is applied to identify regions of masses in mammographic images of varied degrees of perceptual difficulty. Each mammographic image is first decomposed into overcomplete wavelet representations of sub-octave frequency bands. A feature vector for each pixel through the scale space is constructed from fine to coarse scales. 
INTRODUCTION
Dyadic wavelet transforms have been widely used for analysis of many non-stationary signals and images [l, 2, 3, 4, 5, 6, 7, 81. Overcomplete (redundant) representations can be shift-invariant, a desirable property for problems in pattern recognition [9] . The traditional DWT is an octave-based transformation where scales increase as powers of two [2] . However, sometimes the best representation of a signal's details may exist between two consecutive levels of scale within a DWT [lo] . To more reliably identify features through scale space, we carry out a sub-octave wavelet transform previously developed in [ll, 12, 131. As suggested and first proposed by Daubechies [ll] , a sub-octave wavelet transform provides a means t o represent details within sub-octave frequency bands (voices) which are equallyspaced divisions of an octave band.
ibility of unseen or barely seen breast cancers [14]. To locally enhance possible masses in mammograms, we first identify regions of support for each possible lesion. In this paper, an image segmentation algorithm is developed t o estimate and identify areas of lobular and spicular lesions. A sub-octave wavelet transform [ l a , 131, a generalization of the dyadic wavelet transform [2] , is used for analysis and feature representation.
Neural network techniques have been used in function interpolation, image restoration, and texture segmentation [15, 16, 17, 181 . In our algorithm, we adopt and extend a resource-allocating neural network for segmentation of small subtle masses in digitized mammograms.
The remainder of this article is organized as follows. In Section 2, we present the methodology employed in our algorithm for multiscale segmentation. We first describe sub-octave wavelet representations and a radial basis neural network of dynamic resourceallocation. We then present the algorithm for image segmentation. Section 3 shows several experimental results. Statistical analysis of test results on a set of randomly selected sample images with masses from a mammographic database are also presented. Finally, the paper is concluded in Section 4.
Mammographic image enhancement can improve vis-
METHODOLOGY AND ALGORITHM FOR MULTISCALE SEGMENTATION
Most segmentation methods can be roughly divided into two major steps: feature extraction and classification [19] . In this section we describe our approach for multiscale image segmentation. We develop a suboctave wavelet representation based method for feature 0-8186-8183-7/97 $10.00 0 1997 IEEE extraction and carry out feature classification via a radial basis network. 
Sub-octave wavelet representations
where J and M are selected values for a J-level M-suboctave wavelet transform, L is the length of a feature vector, and z is a pixel spatial location.
and wk is a parameter (weight factor) and g ( ) may be a function, such as thresholding. Finally, element
is the coarse scale approximation of f(x) . 
Resource-allocating neural networks
The neural network used for segmentation is a resourceallocating neural network having a three-layer architecture as described in [15] . It allocates a new computational unit whenever an unusual pattern is presented to the network shown in Figure 1 . This network forms compact representations, yet learns easily and rapidly. The network can be used at any time in the learning process and the learning patterns do not have t o be repeated. The units in this network respond t o only a local region of the space of its input values.
The network learns by allocating new units and adjusting the parameters of the existing units. If the network performs poorly on a presented pattern, then a new unit is allocated in an attempt to correct the response to the presented pattern. If the network performs well on a presented pattern, then the network parameters are updated using the standard method of LMS gradient descent.
Overall Algorithm
Image segmentation using texture information has been applied previously ing noise and enhancing low spatial-frequency features for segmentation [12] . The second step is feature extraction, which is done through transforming an image ROI into sub-octave spatial frequency bands. Next feature vectors are constructed and used to drive a neural network classifier for image segmentation. Finally we postprocess the segmented regions obtained to remove isolated noise segments.
EXPERIMENTAL RESULTS
In this study, we first test the network classifier for its adaptation and generalization in the feature space with simple experiments. Several cropped images (regions of interest, ROI) were used t o train and/or test the neural network for segmentation performance. These experiments produced promising preliminary results. Sample training and test images are shown in Figure 2 , where the first row shows original ROI's, the second row show smoothed and enhanced versions, the third row presents "ideal" segmentation results for each image obtained by hand of a radiologist specializing in mammography. These data provided a "gold stan- Figure 4 : The distribution of recognition rates from the segmentation algorithm when tested on a set of sample images.
dard". Several test images have been used to test the neural network trained through the three patterns. Figure 3 shows experimental results of mass segmentation within cropped regions. There are four displays for each test image. The first is an original, the second is a smoothed and enhanced version, the third shows the segmented result. The fourth column is the result of a statistical classification based on local mean and standard deviation, shown here for comparison. An improvement is quite visible for the segmented results produced from our algorithm. Next, we show statistical analysis of the test results on a set of randomly selected sample images containing subtle masses from a mammographic database. The preliminary experimental results reported here are from an on-going research effort. For the study, we choose a set of test images consisting of 25 randomly selected sample images from 120 images, containing 0 -2cm masses in a local mammographic database.
The masses in the database have varied degrees of perceptual difficulty. Figure 4 shows the distribution of the algorithm's recognition rates when tested on the set of 25 sample images. The mean recognition rate was 92.2%. The standard deviation of the recognition rates was 3.12%. We obtained maximum and minimum recognition rates 97.67% and 84.47%, respectively.
CONCLUSIONS
In this paper, we have presented a new algorithm for segmentation of subtle masses in mammograms. We utilized sub-octave wavelet representations for parameterized feature extraction and adopted a radial basis neural network of dynamic resource allocation for feature classification 
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