Modeling has very often failed to live up to expectations, mostly because of the difficulty of comprehending relationships within phenomena and expressing them in mathematical models. Reality is frequently too complex to be reflected in a single model. This is often the case of marketing research, where variables relating to socioeconomics, psychographics or consumption constitute potential sources of heterogeneity. In such cases, the assumption of "one model fits all" is unrealistic and may lead to inaccurate decisions. Thus, heterogeneity is a major issue in modeling. Once a model has been fitted to a complete data set that fulfills all validation criteria, it is difficult to establish whether it is valid for the whole population or it is merely an average artifact from several sub-populations. The purpose of this paper is to present the Pathmox approach to deal with heterogeneity in Partial Least Squares Path Modeling (PLS-PM). The idea behind Pathmox is to build a tree of path models that have look-alike structure as a binary decision tree, with different models for each of its nodes. The split criterion consists of an F statistic comparing two structural models, which test the identity of two regression models. In order to ensure the suitability of the split criterion, a simulation study was conducted. Finally, we have applied Pathmox to a survey that measured Satisfaction among Spanish mobile phone operators. Results suggest that the Pathmox approach performs adequately in detecting PLS-PM heterogeneity. Keywords: Heterogeneity, Partial Least Squares Path Modeling, Segmentation, Model Comparison, Segmentation Trees.
Introduction
In survey research, it is very often taken for granted that a single model will represent the whole population that is, homogeneity is presumed for all the individuals. However, it is sometimes reasonable to cast doubt on such supposed homogeneity, and it is even logical to assume that groups have different behaviors. This is especially true of market research studies, where different customers/users may have different needs ( [1] , [2] , [3] and [4] ). If we do not consider the possible existence of segments in our population, the one-size-fits-all solution might be inappropriate and may generate inaccurate and/or inadequate results. This is particularly the case of Structural Equation Modeling (SEM) studies, where variables of socio-demographics, psychographics or consumption may stem from potential sources of heterogeneity. As [3] pointed out SEM has become a quasi-standard in marketing research. Its main advantages are: it allows to model latent concepts together with observed variables; researchers can test their current knowledge of phenomena using information gathered from the data; and they can validate theories, establish the main drivers of a phenomenon, measure intangibles, and advance new hypotheses. Regarding the problem of customer satisfaction, Partial Least Squares Path Modeling (PLS-PM) has become a reference methodology ( [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] and [13] ). PLS-PM is based on an iterative algorithm whose objective is to approximate the relationships among the latent constructs and to estimate them as a linear composite of indicators. Its main advantages are: its broad applicability conditions, the lack of any requirement about the probabilistic nature of the data, the clear quantification of the latent constructs and the easy inclusion of formative constructs in the model, making it very suitable for marketing research.
In this paper, we describe a tree methodology to reveal the heterogeneity existing within data. We call it the Pathmox approach. Even though presented within the framework of PLS-PM, its principles can be easily generalized to any kind of modeling. In section 2, we present the case study used to illustrate and justify the proposed approach. In section 3, we introduce the concept of heterogeneity and the solutions for dealing with it. In section 4, we present the Pathmox segmentation tree, with a detailed discussion of the problem concerning the comparison of two PLS path models. In section 5, we show the undertaken simulation with artificial data in order to evaluate the sensitivity of the F statistic split criterion under a set of experimental but realistic conditions. And, in section 6, we present the results obtained from applying the Pathmox approach to the case study. Finally, there are the conclusions on the suitability of the proposed approach (sections 7 and 8).
The problem and the data
To illustrate the problem of heterogeneity, we use an example based on the typical customer satisfaction model used in the mobile phone operator sector ( [12] , [14] , and [15] ). The mobile phone sector is extremely competitive, therefore knowing the drivers of Satisfaction and Loyalty is of paramount importance. However, since the mobile phone market is broad and diverse, we may wonder if we need more than one model to accurately represent Satisfaction and Loyalty.
The objective is to elucidate the presence of heterogeneity and establish its potential causes. In particular, it is our aim to investigate whether there are any differences between the three main competitors mobile operators, that are A, B and C. These represent the cheapest, the most prevalent and the most elite operators, respectively. Here, we present the results obtained from a 2006 pilot study on the Spanish cell phone industry. For this approach, we need to differentiate between two sets of variables: one made up of the manifest variables that will define the PLS-PM model, which we will call modeling variables; and the other, representing potential causes of heterogeneity, which we will call segmentation variables.
In our case study we use the "csimobile" data on R package [16] which includes 26 manifest variables measured on an 11-point ordinal scale ranging from very satisfied (10) to very dissatisfied (0) (see Table 1 ). We also have 8 segmentation variables that will serve the purpose of identifying the source of heterogeneity (see Table 2 ).
Following the classical Customer Satisfaction Index presented by [14] , the model (see Figure  1 ) includes seven constructs: Image, Expectations, Perceived Quality, Perceived Value, Satisfaction, Complaints, and Loyalty. A description of the latent variables is offered in Table 3 .
The question is whether the drivers of Satisfaction and Loyalty are the same for the whole population or if they are different for some groups. In other words, we want to find out if there is a single model for the whole population, or there are different segments, each one with its own specific model.
1.
Known heterogeneity: the number and definition of segments is known a priori; for example, we know that heterogeneity is defined by age and education, and segments are then defined by the crossing of these two variables;
2. Unknown heterogeneity: neither the number of segments nor their composition are known; in such a case, we can even distinguish between situations where we have observed covariates as segmentation variables from situations without them:
(a) Unknown segments without segmentation variables: in this case, segmentation is based only on the information provided by the modeling variables. It is assumed that the population is a mixture of several subpopulations, each one characterized by its own model and mixed in different proportions; then, iterative algorithms, such as latent class analysis or adaptive clustering algorithm, allow us to estimate the probabilities of membership for every individual and to obtain class-specific estimates of every model. This approach needs to identify the existing number of segments. Proposals under this option include the Finite Mixture Partial Least Squares (FIMIX-PLS) approach ( [17] , [18] and [19] ), PLS Typological Path Modeling ( [20] and [21] ) and the Response Based Procedure for detecting Unit Segments (REBUS) in PLS-PM ( [13] , [22] and [23] );
(b) Unknown segments with segmentation variables: this is the case in many survey-based studies which include variables such as sociodemographic variables (e.g., age, gender, family size, occupation or education), geographic variables (e.g., country, state, neighborhood, size of metropolitan area or climate), psychographic variables (e.g., lifestyle, values or personality) and behavioral variables (e.g., usage rate, seeking profits, readiness to buy, and user status), that can be used in the process of segment identification ( [16] , [24] , [25] , [26] , [27] and [28] ).
Regarding the type of heterogeneity, path models may differ in various aspects:
1. They may differ at the topological level, that is, in the assumed network linking the latent variables;
2. They may also differ at the structural level, i.e., changes may occur in the influences of the construct effects; for example, the teenage group may consider Image to be more important for Satisfaction than the adult group does; 3. They may be distinct at the measurement level, that is, in how the constructs are defined by their indicators (factor invariance problem).
In this paper, we will address only the second problem, that is, to determine the importance of the effects among constructs in the different detected segments. We also assume that heterogeneity is assignable to the so called segmentation variables.
Models comparison: dealing with heterogeneity at structural level
There are several ways of dealing with assignable heterogeneity: by introducing moderating variables into the model, by multi-group approach, or by using a global comparison test.
1.
Moderating variables Heterogeneity is usually tested by including the segmentation variables as terms in the model (called moderating variables) ( [29] and [30] ). These represent the heterogeneity we want to test:
where x represents the vector of the model's explanatory variables, and U the moderating (or interaction) variable we want to test. Heterogeneity is assessed by means of a statistical test on the coefficients of the interaction terms (β 0U = 0 and β 1U = 0). In practice, this approach has limited possibilities for exploration; it implies that the source(s) of heterogeneity must be known beforehand, with a small number (normally one) of moderating variables (segments are defined by the levels of the moderating variable).
2. Multi-group approach Another way of dealing with heterogeneity is to fit the model in all groups, and then to assess the similarity of the obtained coefficients ( [31] , [32] , [33] , [34] and [35] ):
where A and B represent the two segments whose homogeneity we want to test. Here, heterogeneity is assessed variable by variable, establishing whether or not the difference in coefficients is significant (β 0A = β 0B and β 1A = β 1B ). As stated before, there are limited possibilities for exploration: the source(s) of heterogeneity must be known in advance and we can only deal with a limited number of segments (normally two).
Global comparison test
We test the identity of two models. One represents the homogeneity situation, and the other represents the heterogeneity we want to test:
where the null hypothesis (H 0 ) represents the homogeneity, and the alternative hypothesis (H 1 ) represents the heterogeneity that we want to test. Heterogeneity is then assessed by looking at the global statistic of the model comparison (i.e., in regression, it involves comparing the sum of squares of residuals for both models: SSR 0 = SSR 1 ).
Path modeling segmentation trees: the Pathmox approach
Path modeling segmentation can be defined as the process through which a set of elements is divided into distinct subsets, the segments, which have their own structural model. Starting with the PLS-PM model that is fitted to the entire data, the algorithm detects the optimal split between the two groups whose path models are as different as possible. We will call these two groups child nodes, while the global PLS defines the parent node.
We use the segmentation variables to find the optimal split by calculating all possible splits in which the parent node can be divided into two segments. As a split criterion, we make a global comparison of two models, one corresponding to the parent node (the homogeneous model) and the other corresponding to the child nodes (the heterogeneous model).
The final outcome consists of a binary tree of models, where every branch of the tree identifies a segment of the population with a specific PLS-PM model in the terminal node of that branch.
We call it a Pathmox tree ("mox" stands for "divide into two" in the Nahuatl (Aztec) language), and it constitutes the standard for PLS Path Modeling Segmentation.
Model comparison in Pathmox
Comparison of models is a crucial step in the Pathmox approach. Let us consider a path model (see Figure 2 ) with two endogenous latent variables, η 1 and η 2 . Its generalization into more complex models is straightforward. The structural equations for both endogenous constructs are:
The disturbance terms ζ 1 and ζ 2 are assumed to be normally distributed with zero mean and finite variance; that is, E(ζ 1 ) = E(ζ 2 ) = 0 and Var(ζ 1 ) = Var(ζ 2 ) = σ 2 I. It is also assumed that
We can define the following matrices:
a column matrix with the explicative latent variables of η 1 (8)
a vector of path coefficients for the regression of η 1 (9) 
The structural equations in matrix form are expressed as:
We assume that the parent node is divided into two child nodes or segments. In each segment, we compute its own structural model:
Now, we want to investigate whether the models of the two segments A and B are different. Thus, the test hypothesis will be: The coefficients of segments A and B are equal. We can define a null hypothesis and an alternative hypothesis for the structural model as:
Then, assuming that the random perturbations associated with the latent variables are uncorrelated with equal variance, we can apply Lemmas 1 and 2 of [36] . Hence, the F statistic measuring the discrepancy between the two models:
where SS H 0 and SS H 1 stand for the corresponding sum of squares of residuals in both models. It then follows, under the null hypothesis, that we have an F distribution with p 1 + p 2 and 2n − 2(p 1 + p 2 ) degrees of freedom.
Pathmox algorithm description
The algorithm of Pathmox starts with the estimation of the global PLS Path Model at the root node. Then, using the segmentation variables, all possible binary splits of data are produced, and for each partition local models are calculated. Among all the splits, the best one is selected by means of the F-test comparing the inner models. This process is recursively applied for each child node. The stop criterion is based on the significance level of the p-value associated with the F statistic. Additionally, two stop parameters are also considered: (1) the number of individuals in a node and (2) the growing level of the depth of the tree.
Algorithm 1 PATHMOX Algorithm
Step 1. Start with the global PLS path model at the root node
Step 2. Establish a set of admissible partitions for each segmentation variable in each node of the tree Step 3. Detect the best partition by:
3.1. Forming all binary partitions in all segmentation variables 3.2. Applying the F-test, calculating for each partition a p-value 3.3. Sorting the p-values in a descending order 3.4. Choosing as the best partition the one associated to the lowest p-value
Step 4. If (stop criteria 1 = false) then repeat step 3
The number of individuals in the group falls below a fixed level c. The maximum level of the tree depth is attained
The Pathmox algorithm has been implemented as in [16] . The output of Pathmox is a binary tree, where each split is defined in such a way that the PLS-PM inner models of the child nodes maximize the differences between them.
Validation of segments
Once a Pathmox tree has been constructed and the final nodes have been obtained, it is necessary to validate the different models obtained in the terminal nodes. We propose to do so by using a distribution-free procedure, in order to skip the conditioning on probabilistic assumptions. This is a natural way to conduct hypothesis testing in the PLS-PM context; following [9] , it involves performing a bootstrapping procedure to validate the results of each terminal segment. The bootstrap samples are built by performing a re-sampling operation that uses replacements from the original sample. The samples consist of the same number of units as in the original sample, and the number of re-samples is defined by the user. Hence, bootstrap confidence intervals of the path coefficients can be obtained from the re-sampling procedure, and the confidence intervals allow to detect the significant coefficients for each segment.
Simulation with artificial data
A simulation study was conducted in order to obtain some insight into the behavior of the split criterion under different experimental conditions. The idea was to check the ability of the F statistic to detect significant differences between the models, controlling the conditions of the split. We carried out a Monte Carlo simulation study with a simple path model. We used two exogenous latent variables ((ξ 1 and ξ 2 ) and one endogenous latent variable (η) (see Figure 3) . We varied the data generating conditions according the following factors: the skewness of the distributions of the manifest variables, the sample size, the path coefficients for each segment, the disturbance term for the endogenous construct and the measurement error for the indicators. In this way, we tried to reproduce similar conditions to those encountered in real-life applications of customer satisfaction studies.
Simulated model
The data of the Model, shown in Figure 3 , were generated by following a two-step procedure [40] : first, we generated the latent variables by following the relationship specified in the structural model. The inner structure is defined as:
where β are regression coefficients and ζ is the error term associated with the endogenous latent variables; second, we define the measurement models for ξ 1 , ξ 2 and η reflective:
where x denotes the manifest variables, the λ terms are coefficients, and the ε terms are random errors.
Simulation design
The levels of all factors of the experimental design have been selected according to the following conditions:
1. The exogenous constructs (ξ 1 ) and (ξ 2 ) have been realized from a Beta distribution B ∼ (u, v) in order to take into account both symmetry and skewness in distributions for the latent variables. Three cases for the beta distribution are considered: 1) B(6,6) symmetric case; 2) B(9,4) moderately right-skewed case; and 3) B(9,1) right-skewed case. In Figure  4 we give a visual display of one instance of such distributions.
2. The disturbance term ζ for the endogenous variable η follows a Uniform distribution U ∼ (a, b) with expectation zero and variance with three levels. The levels are chosen such that the variance of ζ accounts for 10%, 30%, and 50% of the total variance of η.
3. We have selected fixed unequal loading coefficients (0.75, 0.80 and 0.85) in order to have similar values to those found in real applications.
4. The error terms ε's for the manifest variables are also uniformly distributed with expectation zero and variance with three levels (accounting for 10%, 30%, and 50% of the total variance of x ji ).
5. We consider four sample sizes as the total number of cases: {100, 200, 500 and 1000}, which implies segments of sizes {50, 100, 250 and 500}.
6. Finally, the path coefficients for each pair of segments (A and B) are determined in the following way. Segment A is kept fixed with values for its path coefficients β A 1 = β A 2 = 0.5. Segment B will vary its path coefficients, starting with identical values to the first segment (i.e., β B 1 = β B 2 = 0.5), and increasing the coefficient β B 1 by 0.05 at each step; conversely, decreasing β B 2 by 0.05 at each step. The final values of the path coefficients in segment B are β B 1 = 0.90 and β B 2 = 0.10. Thus, we have 3 × 3 × 3 × 4 = 108 scenarios in total, which is the number of possible combinations of sample sizes, Beta distributions, and noise levels. For each possible scenario, we compared nine pairs of inner models that correspond to the nine sets of path coefficients. For each set of path coefficients, we ran 100 repetitions in which we generated two segments or child nodes. In each repetition we computed the corresponding PLS models for each node and applied the F-test to compare the coefficients of both nodes by calculating the associated p-value. We also calculated the mean squared Euclidean distance between the path coefficients of Node A and Node B (= 1 r ∑ r k=1 (β 1k − β 2k ) 2 , where r is the total number of path coefficients to have a closeness value of inner models between child nodes A and B. From the 100 repetitions, we calculated the average of the F-tests p-value, and the mean value of the distance of path coefficients between models. For the computational aspects, we employed the statistical software R, using the functions "rbeta" and "runif" to generate the required distributions.
Simulation results
To assess the influence of each experimental condition on the split criterion, we focused on the evolution of the p-value computed from the F statistic by examining how it is affected by the different levels of the experimental factor. For ease of interpretation, we included in each plot the Lowess regression line 1 of the p-values with respect to the evaluated experimental condition. Figure 5 , shows the influence of the skewness of the distributions of manifest variables upon the p-values of the F statistic split criterion. We can observe that no difference appears, regardless of whether the distributions are symmetrical (normal-like), fairly skewed or clearly skewed.
In the plot of Figure 6 , we can observe the influence of the difference between the inner PLS-PM models of nodes A and B. The more distant the path coefficients, the more significant the p-values of the F statistic criterion become. The p-values clearly become significant when increasing the difference between the path coefficients of child nodes, as expected.
In Figure 7 the influence of the sample size on the significance of results can be observed, and it is found, as expected, that p-values decrease (i.e., they become more significant) as the sample size increases.
Finally, Figure 8 shows the influence of the level of noise in the endogenous latent variable and in the disturbance terms of manifest variables. In both cases, the plot looks similar: the greater the error, the less significant the F statistic. In all cases, we have represented the Lowess curves corresponding to the three situations of skewness (B (6,6), B(9,4) and B(9,1)) in order to emphasize the non-difference among the different distributions of data.
Application
We have used the Spanish mobile phone data as a benchmark for the Pathmox approach. The analysis has been performed by using the R packages "plspm" and "pathmox" [16] and [39] . The inner model, specified in Figure 1 , has been designed to measure the cause-effect relationships of Satisfaction and Loyalty and their predictors. Both constructs are the two main endogenous intangibles that company management wants to explain and monitor. The antecedents of Satisfaction are Image, Perceived Quality, and Perceived Value, while Loyalty is driven by Image, Satisfaction and Complaints 2 .
The measurement model of the latent variables is taken in a reflective way in all cases except the Perceived Quality block, since it is indeed of a formative nature and represents a composition of different facets of quality. Since all manifest variables use the same scale, no standardization is used. This allows us to measure the latent concepts on the same original scale as the manifest variables.
PLS-PM main results
Here, we present the main results of the fitted PLS-PM model. In order to simplify the interpretation, we merely present the results of Satisfaction and Loyalty. As indicated by [32] we report:
1. The unidimensionality of the reflective latent constructs (Table 5 ). All Crombach's α are higher than 0.86. For Perceived Quality its value has not been provided since it is formative, nevertheless, the sizes of the first and second eigenvalues confirm that even this construct is unidimensional in that case.
2. Reliability, as measured by the Average Variance Extracted for each construct in respect to its indicators (Table 6 ). In all cases, it is greater than 0.70, meaning indicator coherence in measuring the construct.
3. The estimated inner model ( Figure 9 ). We can see that the main (direct) drivers for Satisfaction are Perceived Value and Image, whereas Satisfaction is the main antecedent for Loyalty.
4. The significance of the path coefficients. We assess this by looking at the bootstrap confidence intervals of path coefficients (Table 7) , of which all are significant except for two: the effect of Perceived Quality on Satisfaction (which is likely to indicate that the quality offered by different operators is not a distinctive driver for Satisfaction); and the effect of Complaints on Loyalty (indicating that the level of Complaints is not an important driver for staying with an operator). (Table 6) , with an R 2 of 0.789 and 0.655 for the Satisfaction and Loyalty constructs, respectively (which are normal values in customer satisfaction studies).
Predictability of the model

Looking for heterogeneity
Despite the reduced sample size of the pilot study, it seems that the obtained model is good enough to draw conclusions about how Satisfaction and Loyalty are formed among mobile phone customers. However, the question remains about whether the effects we have detected are valid for the whole population or if they are in fact artificial averages of underlying subpopulations.
To answer that question and discover potential sources of heterogeneity, we have performed a Pathmox analysis using the segmentation variables in Table 2 . All variables are binary, with two exceptions: Education, which is declared ordinal; and Operator, which is taken as nominal. The tree we are interested in has to be necessarily small since the sample size is not at all big, and also because model segmentation does not involve looking for big trees with a large number of leaves, as this could become subject to overfitting. Instead, we are interested in a moderate final number of segments, which can be interpreted and made operational for marketing purposes. In this case, we have limited the tree by imposing a maximum depth of two levels (limiting the final number of segments to 4, at most); a minimum admissible size of 12% for nodes (= 10 individuals), which are really few but enough to allow a split in the Operator variable, since we are interested in investigating the differences among customers according to their mobile provider; and a threshold significance that is set at 0.05 for the split criterion. The obtained Pathmox tree is shown in Figure 10 . It is a tree with a total number of three terminal nodes. The root node corresponds to the previous global model that was calculated over the entire sample of 87 customers. The first split results from the segmentation variable Operator, which has a corresponding F statistic p-value of 0.0001. This split divides the 87 customers of the root node into two subsets. One subset is made up of 12 customers from operator A (node 2). The other subset consists of 75 customers from Operators B and C (node 3). For Node 2, it is not possible to find any further significant splits that verify the size condition, but Node 3 is divided by Education on nodes 6 and 7, with an F statistic p-value of 0.0155. Node 6 represents the path model of the 19 customers with a basic education, whereas Node 7 represents the path model of the segment with 56 customers who have a high-school or university education.
All the splits performed are highly significant and define a meaningful tree of models. The path coefficients of the structural model for each final segment (as well as the path coefficients of the global model) are listed in Table 8 . Focusing on the Satisfaction and Loyalty model, we can see that, for customers of operator A, the important driver for Satisfaction is the Image of the operator, whereas for customers of B and C, the important driver for Satisfaction is the Perceived Value obtained from the mobile phone. In relation to the role of Perceived Quality in the three segments (which turned out to be non-significant in the global model), it has a positive effect for customers of operator A and customers of B and C operators who have a basic education, whereas it is irrelevant for customers of operators B and C with higher education. Looking at the path coefficients of the Loyalty construct in the three segments, it happens that Image is again the important driver for customers of operator A, whereas Satisfaction is the important driver for customers of B and C. The latter customers differ on the role of Image, which is more important to less educated people. It is also worth noticing the different role of Complaints in the three segments: it is irrelevant for customers of A, as well for those of B and C who have a basic education; but it is more important to customers of B and C with higher education.
In Figure 11 , we can see the differential models in each leaf in relation to Satisfaction and Loyalty. For both latent constructs, we represent their global model and the difference between the path coefficients of the local model respect to the global one.
Bootstrap validation
We may wonder about the significance of the local models obtained so far. In order to evaluate the significance of the estimates obtained in each final segment, we have applied bootstrapping performing 100 re-samples. The results of the bootstrap confidence intervals in the 5th and 95th percentile are listed in Table 9 . As we can see, many path coefficients are non-significant, since the sizes of the terminal nodes are scarce. This is the case for Node 2 (clients of Operator A), which has just 12 individuals. Here, the confidence intervals are very large and only the effect of Image on Loyalty appears to be significant. For customers of operators B and C who have a basic education, only the effects of Perceived Value on Satisfaction and Satisfaction on Loyalty are significant. For customers of operators B and C with higher education, the effects of Image and Perceived Value on Satisfaction appear to be significant, as well as Satisfaction on Loyalty. Even if very few intervals are significant, we can appreciate differences between the estimated local and global models.
Modeling is not an easy task. It involves capturing the signals of phenomena and their relationships. It is also true that reality is (almost) always heterogeneous and failure to consider this will lead to inaccurate results. Checking the heterogeneity of models must be standard practice when working with survey data.
Here, we have seen the suitability of the Pathmox approach in order to detect heterogeneity. This methodology can be applied regardless of whether the latent variables are reflective or formative, since we are interested only in detecting differences in the path coefficients. Moreover, Pathmox allows the researcher to find out which are the factors that define the heterogeneity in the data, if they are unknown. The results are easy to interpret by using a visual display. Pathmox is computationally inexpensive and allows the management of a large number of segmentation variables with complex models. Finally, the validity of the obtained local models is assessed by bootstrapping.
From a practical point of view, we recommend limiting the over-fitting tendency of trees by obtaining small trees in order to better guarantee that the obtained local models are robust and valid. However, the obtained results are based on a classical parametric statistic: the F statistic, which supposes the normality assumption of the perturbation terms with equal variance in all endogenous constructs; assumptions are rarely met in practice. Although violations of these assumptions may lead to an invalid F statistic, the simulations undertaken show the robustness of the test.
It is worth noticing that Pathmox just focuses on differences in the structural model, whereas the outer model does not intervene in the split criterion; and it is recalculated in every child node. This implies that we cannot assure factor invariance (i.e. all constructs are equally defined in all segments). In case that we need to compare the constructs across segments, we advise to employ a common model, usually the global one, in all terminal nodes.
The objective of Pathmox is to discover different segments by following different models without taking into account the predictability of such models. Gaining insight into how endogenous constructs are formed in the detected segments can help adopt specific policies (i.e., whether we need to invest more in Image to improve Satisfaction in one segment or invest more in Perceived Quality to improve Satisfaction in another segment).
However, when using Pathmox, assessing the best model segmentation often implies improving the predictability in the child nodes as well. In the case of the undertaken application, the R 2 values for the three detected segments 3 are: 0.838, 0.921 and 0.733 for Satisfaction, whereas it was 0.789 for the global model, and 0.910, 0.794, and 0.544, being 0.666 the R 2 of Loyalty in the global model. Furthermore, the usual statistics are available for all models in segments regarding the validity, significance of the path coefficients and predictability to assess their practical value.
Finally, the Pathmox approach follows a data mining strategy that retrieves the information contained in the segmentation variables we are dealing with, providing a meaningful ordering of segmentation variables per node. Hence Pathmox should not be taken as a device for testing a formal hypothesis.
Conclusions
The Pathmox approach is a realistic solution to unveil the existing heterogeneity in a survey, assuming that we have observed a set of segmentation variables, which is almost the case in marketing research. The undertaken simulations have shown the ability of the F statistic to detect differences in the path coefficients of PLS-PM models in accordance with the experimental conditions: the sensitivity of the F statistic is guaranteed by larger sample size, lower levels of random perturbations and clearer differences in the segments. The distribution of manifest variables, does not have any effect on the results, whether they are symmetrical or skewed.
Applying the Pathmox approach to the primary Spanish mobile phone providers clearly shows its effectiveness. Although the global model suits all the standard validation criteria of PLS-PM models, the use of Pathmox highlighted two sources of heterogeneity: the phone operator (which, as expected, behaves differently) and level of education. Therefore, looking at the main drivers of Satisfaction and Loyalty reveals that Image is an important driver of Loyalty for customers of the least expensive operator. For customers of the most prevalent and elitist operators, Perceived Value influences their Satisfaction and so does Loyalty. And among the higher educated customers in the latter segment, Image is also an important driver for Satisfaction.
Finally, although the Pathmox approach is presented within the PLS-PM framework, the idea of comparing two models (i.e., the homogeneity and heterogeneity hypotheses) can easily be generalized into a broader kind of modeling. However, this would require knowing the discrepancy distribution of the two measures of fit in the null and alternative models. Includes variables such as trustworthiness, dynamic, solidness, innovation, and caring about customer's needs. Expectation Includes variables such as products and services provided and expectations for the overall quality.
Quality
Includes variables such as reliable products and services, range of products and services, and overall perceived quality. Complaints Includes one variable defining how well or poorly customers' complaints were handled.
Value
Includes variables such as service and products, quality relative to price, and price relative to quality. Satisfaction Includes variables such as overall rating of satisfaction, fulfillment of expectations, satisfaction relative to other phone providers.
Loyalty
Includes variables such as propensity to choose the same phone provider again, intention to recommend the phone provider to friends. Table 9 : Path coefficients of the root node and the terminal segments 
