Abstract. The main goal of this paper is to study analytically the families of symmetric periodic orbits of the elliptic Sitnikov problem for all values of the eccentricity in the interval [0, 1). The basic tool for proving our results is the global continuation method of the zeros of a function depending on one-parameter provided by Leray and Schauder and based in the Brouwer degree.
Cabral and Xia [5] by applying the subharmonic Melnikov method, ...; numerically by Belbruno, Llibre and Ollé [3] , and Jiménez and Escalona [18] . In this last paper the authors describe numerically some families of symmetric periodic orbits for almost all values of the eccentricity e in [0, 1).
The main objective of this paper is to study analytically the families of symmetric periodic orbits of the elliptic Sitnikov problem for non-necessarily small values of the eccentricity e. More precisely, we will show that some periodic orbits for e = 0 can be continued to all values of e in [0, 1). In Theorems 1, 2 and 3 of Section 3 are the statements of our main results.
The main tool for proving our results is the global continuation of the zeros of a function depending on one-parameter provided by Leray and Schauder and based in the Brouwer degree, see Section 4. In Section 5 we show that, with the convenient formulation, the Sitnikov problem satisfies the basic assumptions of the global continuation theorem. In Section 6 we study the dynamics around the unique equilibrium point of the Sitnikov problem. This equilibrium point corresponds to one of the three collinear relative equilibrium solution of Euler for the general 3-body problem, see for more details Section 2. Finally, in Section 7 we provide the last steps in the proof of Theorems 1, 2 and 3.
The use of the global continuation techniques in the study of nonlinear boundary value problems is classical. We refer to [32] for recent results applicable to general classes of nonlinearities. In another context we should also mention the paper [25] by Mathlouthi. He studies the Sitnikov problem with variational techniques and obtains results about the existence of periodic solutions which are global in the sense that they are valid for arbitrary eccentricity. The use of continuation methods will allow us to obtain many continuous families and to be more precise about the oscillatory properties of the solutions.
The Sitnikov problem
Let m 1 = m 2 be two punctual masses (called primaries) describing a circular or an elliptic orbit of the two body problem. We consider an infinitesimal mass m 3 that moves on the straight line ρ orthogonal to the plane of motion of the primaries that passes through their center of mass. The Sitnikov problem will consist of describing the motion of the infinitesimal mass. In particular, if the primaries are moving in circular (respectively elliptic) orbits, we have the circular (respectively elliptic) Sitnikov problem.
We choose the units of mass, length and time so that m 1 = m 2 = 1/2, the gravitational constant G = 1, and the period of the orbit described by the primaries be 2π. If z denotes the position of the particle m 3 in a coordinate system on ρ with origin at the center of mass of the primaries (see Figure 1) , then the equation of motion of the Sitnikov problem becomes
where r(t, e) is the distance of the primaries to their center of mass and it is given by (2) r(t, e) = 1 2 (1 − e cos u(t)) , which is a circular or an elliptic solution of the Kepler problem
with eccentricity e = 0 or 0 < e < 1, respectively. Here u(t) is the eccentric anomaly which is a function of time via the Kepler's equation (4) u − e sin u = t − , with the time at the pericenter passage. Without loss of generality when 0 < e < 1 we usually take the origin of time in such a way that at t = 0 the primaries are at the pericenter of the ellipse (i.e. = 0).
We note that system (1) depends on one-parameter, the eccentricity e ∈ [0, 1). When the eccentricity e is zero (that is, the primaries move on the circular orbit r(t) = 1/2 of the Kepler problem (3)), equation (1) becomes the equation of motion
for the circular Sitnikov problem. This equation defines an integrable Hamiltonian system of one degree of freedom with Hamiltonian
where v =ż. The orbits for the circular Sitnikov problem in the energy level h are described by the curve H = h, where h varies in [−2, ∞). Then depending on the value of h we have different types of orbits in the phase space (z, v) (see (2) when h = −2 we have the equilibrium point (z = 0, v = 0), or equivalently the trivial solution z(t) ≡ 0, which correspond to one of the well-known collinear relative equilibrium solution of Euler for the 3-body problem (see for instance [1] ); (3) when −2 < h < 0 we have periodic orbits; (4) when h = 0 we have two parabolic orbits (i.e. two orbits that leave and reach infinity with zero velocity); (5) when h > 0 we have two hyperbolic orbits (i.e. two orbits that leave and reach infinity with positive velocity). If the eccentricity e ∈ (0, 1), then differential equation (1) corresponds to the elliptic Sitnikov problem. We note that this differential equation is non-autonomous, i.e. the time appears explicitely in the right hand side of (1) through r(t, e). Moreover, r(t, e) is a periodic function in t of minimal period 2π. Consequently all periodic solutions (z(t),ż(t)) of (1) with e ∈ (0, 1) must have period a multiple of 2π. Hence, all periodic orbits of the infinitesimal mass m 3 for the elliptic Sitnikov problem are also periodic orbits involving the three masses. Of course, in general, this was not the case for the circular Sitnikov problem.
Statement of the main results
Given an integer N ≥ 1 we define Just to illustrate the theorem we sketch a hypothetical situation, see Figure 3 . For a fixed N ≥ 2 we take three numbers 1 ≤ p 1 < p 2 < p 3 ≤ ν and draw the sets A 1 , A 2 , A 3 defined by 
We note that statement (1) of Theorem 2 provides families which can be globally continued to the whole interval of eccentricities [0, 1−ε]. In the case N/p ≤ 1 we do not know if the continued family is defined or not in the whole interval [0, 1) but statement (2) of Theorem 2 gives us an estimation of the size of the interval of eccentricities where it can be extended. Another consequence of the previous result is the existence of even solutions with minimal period 2Nπ, N ≥ 2, for arbitrary eccentricity. It is sufficient to consider the global family associated to p = 1. A similar result was obtained in [25] . After adapting Theorem 2 and Corollary 3 of that paper to our notation, one obtains the existence of odd periodic solutions with minimal period 2Nπ, N ≥ 2.
Finally, we are going to compare two different families of solutions. Given positive
s , e * s )} the families given by Theorem 1 for the couples (p, N ) and (q, M ), respectively. 
Theorem 3. Using the previous notation we assume that
M/q > N/p. (1) The sets {(z s (0), e s ) : s ∈ [0, 1)} and {(z * s (0), e * s ) : s ∈ [0, 1)} do not intersect. (2) If
Global continuation in the sense of Leray-Schauder
Given an open and bounded subset Ω of R d and a function f : Ω → R d which is continuous and does not vanish on the boundary of Ω (i.e. f (x) = 0 for all x ∈ ∂Ω), we can define the Brouwer degree deg(f, Ω) , sometimes denoted by deg(f, Ω, 0); for more details see [21, 26] . As usual Ω denotes the closure of Ω in R d .
Given x 0 ∈ Ω a zero of f (i.e. f (x 0 ) = 0), if it is isolated in the set of zeros, then we can define the Brouwer index of the zero by
where U is a small neighborhood of x 0 . This definition is correct because x 0 is isolated and the degree has the property of excision.
An important property of the degree is its invariance by homotopy. We now state a generalized version where the domain changes with the parameter. It can be found in several papers and books on degree theory but it is already in [21] (see Lemma 3 of that paper).
Let A be a subset of 
We remark that U λ can be empty for some λ, in such a case, by Lemma 4, the degree is 0.
We conclude these preliminary remarks stating some properties of continua. 
Lemma 5 or similar is employed very often in papers on global bifurcation. See, for instance, [31] and [26] .
The next result is stated as a remark after the Théorème Fondamental in [21] . Actually, the result in [21] is more general because it works in infinite dimensions for a compact map. We will review the proof of [21] . See also [31] and [26] . 
Proof: Consider the metric space X = R d × [0, 1] and the set K = Z. The assumption (H1) implies that K is compact. Define
where M is a large constant so that Z is included in |x| < M. If neither (a) nor (b) holds, then there is no subcontinuum of Z meeting A and B. We find U open subset of X such that
By Lemma 4, the deg(F λ , U λ ) is independent of λ. Since U b = ∅, this degree must be zero. On the other hand, by (H2) we have
This contradiction shows that (a) or (b) must hold.
In general the continuum C can be rather pathological, however there is a special case where one can guarantee that C is arcwise connected. In this case there are arcs joining all points of C and this corresponds to the usual idea of continuation. Many results about the effect of analyticity on global continuation can be seen in [12] and [4] . The local structure of the set of zeros of F (x, λ) = 0 says that C is locally arcwise connected. Since C is, by definition, connected we conclude that C is arcwise connected.
Periodic solutions of the Sitnikov problem
Equation (1) is the equation of motion for the Sitnikov problem, where e ∈ [0, 1) is the eccentricity and r(t, e) is the distance of the primaries to its center of mass. The eccentric anomaly u(t) satisfies u(t + 2π) = u(t) + 2π , u(−t) = −u(t) , and so, by (2) and (4), r(t, e) is an even and 2π-periodic function.
Given an integer N ≥ 1 we shall be interested in even, 2Nπ-periodic solutions of (1). They satisfy the boundary conditions Let ϕ(t; ξ, e) be the solution of (1) satisfying
This is a real analytic function in the arguments (t; ξ, e) ∈ R × R × [0, 1). Notice that these solutions are globally defined in (−∞, +∞) because the nonlinearity in (1) is bounded. We define
The research of even 2Nπ-periodic solutions of (1) satisfying (7) is equivalent to the study of the equation F N (ξ, e) = 0 . We want to apply Theorem 7 to F N and so, we must verify its assumptions.
Towards assumption (H1). We first consider the circular Sitnikov problem
for some R > 0. Let ψ(t; ξ) be its solution satisfying (1) satisfying (7) . Then |ξ| ≤ ξ * .
Then, ψ(t; ξ) is periodic with minimal period T (ξ) > 0, lim ξ→+∞ T (ξ) = +∞ and 0 < ψ(t; ξ) < ξ ,ψ(t, ξ) <
0 if t ∈ 0, T (ξ) 4 . Fix ξ * > 0 such that T (ξ) > 4Nπ if ξ ≥ ξ * .
Proposition 8. Assume that r(t, e) ≥ R for all t, and let ϕ(t; ξ, e) be a solution of
Proof: The equation of motion (1) is invariant under the symmetry (z, t) → (−z, −t). Therefore, we can assume that ϕ(0; ξ, e) = ξ > 0. Note that one can deduce from the equation that ξ is a local maximum of ϕ(t; ξ, e). Also, by integrating the equation between 0 and Nπ, one deduces that ϕ(t; ξ, e) changes sign in this interval. Let τ > 0 be the first zero of ϕ(t; ξ, e) in [0, Nπ]. We must havė ϕ(t; ξ, e) < 0 , for t ∈ (0, τ) .
Otherwise two consecutive critical points of ϕ(t; ξ, e) should be maxima. Set ϕ = ϕ(t) = ϕ(t; ξ, e). For t ∈ (0, τ) we have d dt
, ψ(t) = ψ(t; ξ) satisfies the associated differential equation. In fact, ψ(t) is the minimal solution oḟ
Therefore, the theory of differential inequalities implies that
From here we conclude that τ ≥ T (ξ)/4. Thus Nπ > τ ≥ T (ξ)/4, and so ξ < ξ * .
The previous proposition allows us to verify (H1) in each strip of the type R × [0, E] with E < 1. In fact, if e ∈ [0, E], then r(t, e) ≥ (1−E)/2 and we can apply the previous result with R = (1 − E)/2.
Towards assumption (H2). We want to study the zeros of F N (·, 0). This is equivalent to study the solutions of
As we already mentioned, the solutions ϕ(t; ξ, 0) are periodic with minimal period T (ξ), and T (ξ) is an increasing function in ξ, see [3] .
By the symmetry, ϕ(t; ξ, 0) with ξ = 0 is a solution of the boundary problem (8) 
if and only if there is an integer
We compute the indices. Since T = T (ξ) is increasing, we have thaṫ
The indices for −ξ p can be computed using the symmetry. We also compute the index at 0, although this information will not be employed in the rest of the paper. We do it by linearization, i.e. 
Moreover, the index of each of these solutions, ind (F N (·, 0) , ξ p ) is ±1.
We summarize our knowledge of the set Z. We have the trivial continuum z = 0, e ∈ [0, 1). Also, we have the solutions (ξ i , 0). Since the index is different from zero there is at least a local branch emanating from them. Finally, we know that Z can only blow up as e ↑ 1. We want to study the possible collisions of the branches emanating from ξ i with the trivial continuum. To this end we linearize around z = 0.
Linearization around the equilibrium
The main objective of this section is to prove the next result.
Theorem 9. Consider the boundary value problem
Then, there exists a sequence {E n,N } n≥1 , satisfying 0 < E 1,N < . . . < E n,N < . . . < 1, converging to 1, and such that there is a nontrivial solution of (11) The linear differential equation (11) has been studied in detail in [24] and most of the statements above follow from their results. There is an alternative way of studying this equation. In fact, the change of the independent variable u − e sin u = t transforms (11) into
Here we have used equation (2) . This is a particular case of the so-called Ince's equation (see [23] ) which has been studied by several authors. In particular, the techniques of [27] can probably be employed for the effective computation of the numbers E n,N . Let y(t; e) be the solution of the equation appearing in (11) which satisfies y(0) = 1, y(0) = 0. We study the zeros ofẏ(Nπ, e) = 0. To prove Proposition 10 we need the following result, which is a well known consequence of Sturm comparison theory (see, for more details [9] ).
Lemma 11. Assume that a(t) is continuous, 2Nπ-periodic, for some
, for all t ∈ R , and both inequalities are strict somewhere. Then,ÿ + a(t)y = 0 has no 2Nπ-periodic solutions (excepting y ≡ 0). Proof: First, we notice that r(t, e) can be extended to e = 1. This extension is continuous in both variables and, in particular, r(·, e) converges uniformly to r(·, 1) as e ↑ 1. Also, from u − sin u = t (e = 1), we deduce that u(t, 1) = (6t) 1/3 a(t), where a is continuous and a(0) = 1. Next The numbers E n,N are the solutions of θ(Nπ, e) ∈ Zπ.
The conclusion
We need the following two lemmas.
Lemma 13. Let (z n (t), e n ) be a sequence of solutions of (1) satisfyingż n (0) =ż n (Nπ) = 0, z n (0) → 0, z n (0) = 0, e n → e 0 < 1. Then, the number of zeros of z n (t) in [0, Nπ] coincides, for large n, with the number of zeros in the same interval of the nontrivial solutions ofÿ
In particular, e 0 = E n,N for some n. Proof: The lemma follows from the fact that the number of zeros is locally constant. This is easy because functions which are C 1 close and have nondegenerate zeros have the same number of zeros.
Proof of Theorem 1:
From the discussions of Section 5 we know that searching for z(t), even and 2Nπ-periodic solution of (1), is equivalent to finding a root of the equation In this way we are lead to the framework of Section 4 and we shall apply Theorem 7 with F = F N . The parameter λ is now the eccentricity and [a, b] = [0, 1 − ]. Let us check that (H1) and (H2) hold. The first condition follows from Proposition 8 and the discussion after its proof. To deal with (H2) we recall the information obtained in Section 5 about the set Z 0 , as given by (9) . There is a unique ξ p ∈ Z 0 ∩ (0, ∞) with T (ξ p )/2 = Nπ/p. Here we are using p ≤ ν. We know from (10) that the index of F N (·, 0) at ξ p is different from zero and so (H2) holds for x 0 = ξ p . At this moment it is important to observe that the solution of (5) 
