ABSTRACT. We study an optimal relaxed control problem for a class of semilinear stochastic PDEs on Banach spaces perturbed by multiplicative noise and driven by a cylindrical Wiener process. The state equation is controlled through the nonlinear part of the drift coefficient which satisfies a dissipative-type condition with respect to the state variable. The main tools of our study are the factorization method for stochastic convolutions in UMD type-2 Banach spaces and certain compactness properties of the factorization operator and of the class of Young measures on Suslin metrisable control sets.
INTRODUCTION
Let M be a separable metric space, B a Banach space and (Ω, F, P) a probability space. The object of this paper is to study the optimal control problem of minimizing a finite-horizon cost functional of the form J(X, u) = E T 0 h(s, X(s), u(s)) ds + ϕ(X(T )) ,
(1.1)
where u(·) is a M −valued control process and X(·) is the solution (in a sense we will specify later) of the controlled semilinear stochastic evolution equation of the form dX(t) + AX(t) dt = F (t, X(t), u(t)) dt + G(t, X(t)) dW (t), t ∈ [0, T ]
(1.2)
Here −A is the generator of a C 0 −semigroup on B and W (·) is a cylindrical Wiener process defined on (Ω, F, P). Our model equation is the following controlled stochastic partial differential equation of reaction-diffusion type with multiplicative space-time white noise on [0, T ] × (0, 1), ∂X ∂t (t, ξ) = ∂ 2 X ∂ξ 2 (t, ξ) + f (X(t, ξ), u(t)) + g(X(t, ξ)) ∂w ∂t (t, ξ), on [0, T ] × (0, 1), X(t, 0) = X(t, 1) = 0,
where g : R → R is continuous and bounded and the reaction term f : R × M → R is continuous and satisfies a polynomial-growth condition of the form f (x + y, u) sgn x ≤ −k 1 |x| + k 2 |y| m + η(t, u) (1.3)
where m ≥ 1, k 1 ∈ R, k 2 ≥ 0 and η : [0, T ]×M → [0, +∞] is a measurable mapping, possibly inf-compact with respect to u (see Definition 2.11 below). In the applications, X(t, ξ) represents the concentration, density or temperature of a certain substance. Our aim is to be able to consider cost functionals that regulate this quantity on a finite number of points ζ 1 , . . . , ζ n distributed over the interval (0, 1), for instance, when the running cost function h has of the form h(t, x, u) = φ(t, x(ζ 1 ), . . . , x(ζ n ), u).
Such running costs, however, require X(t, ξ) to be continuous with respect to the space variable, which suggests that we study the controlled equation on the Banach space C([0, 1]) of real-valued continuous functions on [0, 1]. Moreover, the growth condition (1.3) can be conveniently formulated as a dissipative-type condition on this Banach space.
It is well known that, when no special conditions on the the dependence of the non-linear term F with respect to the control variable are assumed, in order to prove existence of an optimal control it is necessary to extend the original control system to one that allows for control policies whose instantaneous values are probability measures on the control set. Such control policies are known as relaxed controls.
This technique of measure-valued convexification of nonlinear systems has a long story starting with L.C.Young [You42, You69] and J.Warga [War62, War72] and their work on variational problems and existence of optimal controls for finite-dimensional systems. The use of relaxed controls in the context of evolution equations in Banach spaces was initiated by Ahmed [Ahm83] and Papageorgiou [Pap89a, Pap89b] (see also [AP90] ) who considered controls that take values in a Polish space. More recently, optimal relaxed control of PDEs has been studied by Lou in [Lou03, Lou07] also with Polish control set.
Under more general topological assumptions on the control set, Fattorini also employed relaxed controls in [Fat94a] and [Fat94b] (se also [Fat99] ) but at the cost of working with merely finitely additive measures instead of σ−additive measures.
In the stochastic case, relaxed control of finite-dimensional stochastic systems goes back to Fleming and Nisio [Fle80, FN84] . Their approach was followed extensively in [EKHNJP87] and [HL90] , where the control problem was recast as a martingale problem. The study of relaxed control for stochastic PDEs seems to have been initiated by Nagase and Nisio in [NN90] and continued by Zhou in [Zho92] , where a class of semilinear stochastic PDEs controlled through the coefficients of an elliptic operator and driven by a d−dimensional Wiener process is considered, and in [Zho93] , where controls are allowed to be space-dependent and the diffusion term is a first-order differential operator driven by a one-dimensional Wiener process.
In [GS94] , using the semigroup approach, Gatarek and Sobczyk extended some of the results described above to Hilbert space-valued controlled diffusions driven by a trace-class noise. The main idea of their approach is to show compactness of the space of admissible relaxed control policies by the factorization method introduced by Da Prato, Kwapien and Zabczyk (see [DPKZ87] ). Later, in [Sri00] Sritharan studied optimal relaxed control of stochastic Navier-Stokes equations with monotone nonlinearities and Lusin metrisable control set. More recently, Cutland and Grzesiak combined relaxed controls with nonstandard analysis techniques in [CG05, CG07] to study existence of optimal controls for 3 and 2-dimensional stochastic Navier-Stokes equations respectively.
In this paper, we consider a control system and use methods that are similar to those of [GS94] . However, our approach allows to consider controlled processes with values in a larger class of state spaces, which permits to study running costs that are not necessarily welldefined in a Hilbert-space framework. Moreover, we consider controlled equations driven by cylindrical Wiener process, which includes the case of space-time white noise in one dimension, and with a drift coefficient that satisfies a dissipative-type condition with respect to the state-variable. In addition, the control set is assumed only metrisable and Suslin.
Let us briefly describe the contents of this paper. In section 2 we recall the notion of stochastic relaxed control and its connection with random Young measures, we define the stable topology and review some relatively recent results on (flexible) tightness criteria for relative compactness in this topology. Next, we introduce the factorization operator as the negative fractional power of a certain abstract parabolic operator associated with a Cauchy problem on UMD spaces and some of its smoothing and compactness properties. Then, we review some basics results on the factorization method for stochastic convolutions in UMD type-2 Banach spaces.
In section 3 we reformulate the control problem as a relaxed control problem in the weak stochastic sense and prove existence of optimal weak relaxed controls for a class of dissipative stochastic PDEs. Finally, we illustrate this result with examples that cover a class of stochastic reaction-diffusion equations (driven by space-time multiplicative white noise in dimension 1) and include the case of space-dependant control.
will denote the usual Sobolev space, and for s ∈ R, H s,p (O) will denote the space defined as
where [·, ·] δ denotes complex interpolation and k, m ∈ N, δ ∈ (0, 1) are chosen to satisfy s = (1 − δ)k + δm (see e.g. [Tri78] ).
PRELIMINARIES

Relaxed controls and Young measures.
We start by recalling the definition of stochastic relaxed control and its connection with random Young measures. Throughout, M denotes a Hausdorff topological space (the control set), B(M ) denotes the Borel σ−algebra on M and P(M ) denotes the set of probability measures on B(M ) endowed with the σ−algebra generated by the projection maps
Definition 2.1. Let (Ω, F, P) be a probability space. A P(M )−valued process {q t } t≥0 is called a stochastic relaxed control (or relaxed control process) on M if and only if the map
is measurable. In other words, a stochastic relaxed control is a measurable P(M )−valued process.
Proof. Define the measure
that is,
Notice that the marginals of µ on F ⊗ B([0, T ]) coincide with the product measure dP ⊗ dt. Hence, as M is a Radon space, by the Disintegration Theorem (cf. existence of conditional probabilities, see e.g. [Val73] ), there exists a mapping
and such that for every C ∈ B(M ), the mapping
is measurable and, for almost every
is a Borel probability measure on B(M ). Therefore
is a stochastic relaxed control. Moreover, by (2.3), (2.4) and Fubini's Theorem we have
Remark 2.4. We will frequently denote the disintegration (2.2) by λ(du, dt) = q t (du) dt.
Stable topology and tightness criteria.
Definition 2.5. The stable topology on Y(0, T ; M ) is the weakest topology on Y(0, T ; M ) for which the mappings
The stable topology was studied under the name of ws-topology in [Sch75] . There it was proved that if M is separable and metrisable, then the stable topology coincides with the topology induced by the narrow topology. The case of M Polish (i.e. separable and completely metrisable) was studied in [JM81] . A comprehensive overview on the stable topology for a more general class of Young measures under more general topological conditions on M can be found in [CRdFV04] .
Remark 2.6. It can be proved (see e.g. Remark 3.20 in [Cra02] ) that if M is separable and metrisable, then λ : Ω → Y(0, T ; M ) is measurable with respect to the Borel σ−algebra generated by the stable topology iff for every J ∈ B(M × [0, T ]) the mapping
is measurable. This will justify addressing the maps considered in Lemma 2.2 as random Young measures.
A class of topological spaces that will be particularly useful for our purposes is that of Suslin space. Definition 2.7. A Hausdorff topological space M is said to be Suslin if there exist a Polish space S and a continuous mapping ϕ : S → M such that ϕ(S) = M.
Remark 2.8. If M is Suslin then M is separable and Radon, see e.g. [Sch73, Chapter II] . In particular, Lemma 2.3 applies.
We will be mainly interested in Young measures on metrisable Suslin control sets. This class of Young measures has been studied in [Bal01] and [RdF03] .
Proposition 2.9. Let M be metrisable (resp. metrisable Suslin). Then Y(0, T ; M ) endowed with the stable topology is also metrisable (resp. metrisable Suslin).
Proof. For the metrisability part, see Proposition 2.3.1 in [CRdFV04] . For the Suslin part, see Proposition 2.3.3 in [CRdFV04] .
The notion of tightness for Young measures that we will use has been introduced by Valadier [Val90] (see also [Cra02] ). Recall that a set-valued function [0, T ] ∋ t → K t ⊂ M is said to be measurable if and only if
for every open set U ⊂ M. 
In order to give a characterization of flexible tightness we need the notion of an inf-compact function,
Observe that, since M is Hausdorff, for every inf-compact function η the level sets {η ≤ R} are closed. Therefore, every inf-compact function is lower semi-continuous and hence Borelmeasurable (see e.g. [Kal02] ).
Example 2.12. Let (V, |·| V ) be a reflexive Banach space compactly embedded into another Banach space (M, |·| M ), and let a : R + → R + be strictly increasing and continuous. Then the map η :
is inf-compact.
Proof of Example 2.12. Since a(·) is increasing, we only need to show that the closed unit ball D in V is compact in M. Let (u n ) n be a sequence in D. Since the embedding V ֒→ M is compact, there exist a subsequence, which we again denote by (u n ) n , and u ∈ M such that u n → u in M as n → ∞. Hence, if C is a constant such that |v| M ≤ C |v| V , v ∈ V, and ε > 0 is fixed we can findm ∈ N such that
Now, since V is reflexive, by the Banach-Alaoglu Theorem there exists a further subsequence, again denoted by (u n ) n , andū ∈ V such that u n →ū weakly in V as n → ∞. Hence, there exist an integerN ≥ 1 and {α 0 , . . . , αN } with α i ≥ 0,
By (2.5) and (2.6) it follows that
Since ε > 0 is arbitrary, we infer that u =ū ∈ V. Therefore, D is sequentially compact in M, and the desired result follows. 
Proof. If (1) holds, the result follows from Theorem 2.1.3-Part G in [CRdFV04] . If (2) holds, the result follows from Proposition 2.1.12-Part (d) in [CRdFV04] .
The last two results will play an essential role in Section 4 in the proof of existence of stochastic optimal relaxed controls. They are, in fact, the main reasons why it suffices for our purposes to require that the control set M is only metrisable and Suslin, in contrast with the existing literature on stochastic relaxed controls. Indeed, Theorem 2.14 will be used to prove tightness of the laws of random Young measures (see Lemma 2.18 below) and Lemma 2.15 will be used to prove the lower semi-continuity of the relaxed cost functionals as well as Theorem 2.16 below which will also be crucial to pass to the limit in the proof of our main result.
Proof. Use Lemma 2.15 with f and −f.
We will need the following version of the so-called Fiber Product Lemma. For a measurable map y : [0, T ] → M, we denote by δ y(·) (·) the degenerate Young measure defined as δ y(·) (du, dt) := δ y(t) (du) dt. 
Proof. Proposition 1 in [Val94] implies that δ yn → δ y stably in Y(0, T ; S), and the result follows from Corollary 2.2.2 and Theorem 2.3.1 in [CRdF04] .
Lemma 2.18. Assume M is metrisable and Suslin. For each n ∈ N let λ n be a random Young measure on M defined on a probability space (Ω n , F n , P n ). Assume there exists a measurable function η :
for some R > 0. Then, the family of laws of {λ n } n∈N is tight on Y(0, T ; M ).
Proof. For each ε > 0 define the set
By Theorems 2.13 and 2.14, K ε is relatively compact in the stable topology of Y(0, T ; M ), and by Chebyshev's inequality we have
and the tightness of the laws of {λ n } n≥1 follows.
Stochastic convolutions in UMD type 2 Banach spaces.
This section builds on the results on the factorization method for stochastic convolutions in UMD type 2 Banach spaces from [Brz97] and [BG99] . First, we recall the definition of the factorization operator as the negative fractional power of a certain abstract parabolic operator as well as some of its regularizing and compactness properties. Then, we review some basic properties of stochastic convolutions in M-type 2 Banach spaces.
In the sequel, (E, |·| E ) will denote a Banach space and T ∈ (0, +∞) will be fixed. We start off by introducing the following Sobolev-type spaces,
where y ′ denotes the weak derivative, and
Observe that y(0) is well defined for y ∈ W 1,p (0, T ; E) since by the Sobolev Embedding Theorem we have
Let A be a closed linear operator on E and let D(A), the domain of A, be endowed with the graph norm. We define the abstract parabolic operator Λ T on L p (0, T ; E) through the formula
Our aim is to define the factorization operator as the negative fractional powers of Λ T . This definition relies on the closedness of the operator Λ T , which will follow from the Dore-Venni Theorem, see [DV87] . This, however, requires further conditions on the Banach space E and the operator A.
Definition 2.19.
A Banach space E is said to have the property of unconditional martingale differences (and we say that E is a UMD space) iff for some p ∈ (1, ∞) there exists a constant c ≥ 0 such that
for all n ∈ N, ε k ∈ {±1} and all E−valued discrete martingales {y k } k with y −1 = 0.
Remark 2.20. A normed vector space E is said to be ζ−convex iff there exists a symmetric, biconvex (i.e. convex in each component) function ζ : E 2 → R such that ζ(0, 0) > 0 and ζ(x, y) ≤ |x + y| E for any x, y ∈ E with |x| E = |y| E = 1. Burkholder proved in [Bur81] that a Banach space is UMD iff it is ζ−convex. Moreover, a necessary (see [Bur83] ) and sufficient (see [Bou83] ) condition for a Banach space E to be UMD is that the Hilbert transform is bounded on L p (R; E) for some p ∈ (1, ∞). Definition 2.22. Let A be a linear operator on a Banach space E. We say that A is positive if it is closed, densely defined, (−∞, 0] ⊂ ρ(A) and there exists C ≥ 1 such that
Remark 2.23. It is well known that if A is a positive operator on E, then A admits (not necessarily bounded) fractional powers A z of any order z ∈ C (see e.g. [Ama95, Section 4.6]). Recall that, for |Re z| ≤ 1, the fractional power A z is defined as the closure of the linear mapping
Definition 2.24. The class BIP(θ, E) of operators with bounded imaginary powers on E with parameter θ ∈ [0, π) is defined as the class of positive operators A on E with the property that A is ∈ L(E) for all s ∈ R and there exists a constant K > 0 such that
We will also denote BIP − (θ, E) := ∪ σ∈(0,θ) BIP(σ, E). Our main assumption on the operator A throughout this article is the following,
In [PS90, Theorem 2] it was proved that if A satisfies Assumption A.1, then the operator −A generates a (uniformly bounded) analytic C 0 −semigroup (S t ) t≥0 on E. If furthermore E is a UMD space, by the Dore-Venni Theorem (see Theorems 2.1 and 3.2 in [DV87] ) it follows that the parabolic operator Λ T is positive on L p (0, T ; E) and, in particular, admits the negative fractional powers Λ 
The fractional powers Λ
−α
T also satisfy the following compactness property which will be crucial to infer tightness of a certain family of laws of processes in the proof of our main Theorem, 
Using Theorem 2.26 and Lemma 2.27 one can prove the following,
Corollary 2.28 ([BG99], Corollary 2.8). Suppose the assumptions of Theorem 2.26 and Lemma 2.27 are satisfied. Then
Remark 2.29. Since T > 0 is finite, it can be proved that the above results are still valid if
. Example 2.30. Let O be a bounded domain in R d with sufficiently smooth boundary and let A denote the second-order elliptic differential operator defined as
(2.12)
Other examples of differential operators satisfying such condition include realizations of higher order elliptic partial differential operators [See71] and the Stokes operator [GS91] .
We now briefly outline the construction of the stochastic integral in M-type 2 Banach spaces with respect to a cylindrical Wiener process. For the details we refer to [Det90] or [Brz97] . See also [Brz03] and the references therein.
For the rest of this section we fix a separable Hilbert space (H, [·, ·] H ) and a probability space (Ω, F, P) endowed with a filtration F = {F t } t≥0 .
Definition 2.31. A family W (·) = {W (t)} t≥0 of bounded linear operators from H into L 2 (Ω; R) is called a H−cylindrical Wiener process (with respect to the filtration F) iff (i) E W (t)y 1 W (t)y 2 = t[y 1 , y 2 ] H , for all t ≥ 0 and y 1 , y 2 ∈ H, (ii) for each y ∈ H, the process {W (t)y} t≥0 is a standard one-dimensional Wiener process with respect to F.
For h ∈ H and x ∈ E, h ⊗ x will denote the linear operator
For p ≥ 1 and a Banach space (V, |·| V ), let M p (0, T ; V ) denote the space of (classes of equivalences of) F−progressively measurable processes Φ :
Notice that M p (0, T ; V ) is a Banach space with the norm ||·|| M p (0,T ;V ) .
Definition 2.32. A process Φ(·) with values in L(H, E) is said to be elementary (with respect to the filtration
where (e k ) k is an orthonormal basis of H and ξ kn is a E−valued F tn −measurable random variable, for n = 0, 1, . . . , N − 1. For such processes we define the stochastic integral as
Definition 2.33. Let (γ k ) k be a sequence of real-valued standard Gaussian random variables. A bounded linear operator R : H → E is said to be γ−radonifying iff there exists an orthonormal basis (e k ) k≥1 of H such that the sum k≥1 γ k Re k converges in L 2 (Ω; E).
We denote by γ(H, E) the class of γ−radonifying operators from H into E, which is a Banach space equipped with the norm
The above definition is independent of the choice of the orthonormal basis (e k ) k≥1 of H. Moreover, γ(H, E) is continuously embedded into L(H, E) and is an operator ideal in the sense that if H ′ and E ′ are Hilbert and Banach spaces respectively such that
It can also be proved that R ∈ γ(H, E) iff RR * is the covariance operator of a centered Gaussian measure on B(E), and if E is a Hilbert space, then γ(H, E) coincides with the space of Hilbert-Schmidt operators from H into E (see e.g. [vN08] and the references therein). There is also a very useful characterization of γ−radonifying operators if E is a L p −space, Lemma 2.34 ([vNVW08] , Lemma 2.1). Let (S, A, ρ) be a σ−finite measure space and let p ∈ [1, ∞). Then, for an operator R ∈ L(H, L p (S)) the following assertions are equivalent
In such situation, there exists a constant c > 0 such that
Definition 2.35.
(1) A Banach space E is said to be of martingale type 2 (and we write E is M-type 2) iff there exists a constant C 2 > 0 such that
for any E−valued discrete martingale {M n } n∈N with M −1 = 0. (2) E is said to be of type 2 iff there exists K 2 > 0 such that 
If E is a M-type 2 Banach space, it is easy to show (see e.g. [Det90] ) that the stochastic integral I T (Φ) for elementary processes Φ(·) satisfies
where C 2 is the same constant in (2.13). Since the set of elementary processes is dense in M 2 (0, T ; γ(H, E)) (see e.g. [Nei78, Ch. 2, Lemma 18]) by (2.15) the linear mapping I T extends to a bounded linear operator from M 2 (0, T ; γ(H, E)) into L 2 (Ω; E). We denote this operator also by I T .
Finally, for each t ∈ [0, T ] and Φ ∈ M 2 (0, T ; γ(H, E)), we define
The process
, is a martingale with respect to F. Moreover, we have the following Burkholder Inequality Proposition 2.38. Let E be a M-type 2 Banach space. Then, for any p ∈ (0, +∞) there exists a constant C = C(p, E) such that for all Φ ∈ M 2 (0, T ; γ(H, E)) we have
Proof. See Theorem 2.4 in [Brz97] .
Let M (·) be a E−valued continuous martingale with respect to the filtration F = {F t } t≥0 and let ·, · denote the duality between E and E * . The cylindrical quadratic variation of M (·), denoted by [M ] , is defined as the (unique) cylindrical process (or linear random function) with values in L(E * , E) that is F−adapted, increasing and satisfies (1) [M ](0) = 0 (2) for arbitrary x * , y * ∈ E * , the real-valued process
is a martingale with respect to F.
For more details on this definition we refer to [Det90] . 
where g ∈ M 2 (0, T ; γ(H, E)). Then, there exists a probability space (Ω,F ,P), extension of (Ω, F, P), and a H−cylindrical Wiener process {W (t)} t≥0 defined on (Ω,F ,P), such that
Finally, we recall some aspects of the factorization method for stochastic convolutions in UMD type-2 Banach spaces. Recall that, under Assumption A.1, the operator −A generates an analytic C 0 −semigroup (S t ) t≥0 on E. 
17)
exists and the process y(·) satisfies
for some constant C = C(α, p, A, E), independent of g(·) and T. In particular, the process y(·) has trajectories in L p (0, T ; E), P−a.s. 
Corollary 2.42. Under the same assumptions of Theorem 2.41, let δ satisfy
Then, there exists a stochastic processṽ(·) satisfying
Proof. Follows from Theorem 2.41 and Lemma 2.27, by taking α such that
Example 2.43. Let H be a separable Hilbert space and let A be the second order differential operator introduced in Example 2.30. Let A q be the realization of A + νI on L q (O), where
Therefore, if α < 
isomorphically, and also by (2.23), we have
(O). Then, for any y ∈ H and t ∈ [0, T ] we have
Hence, by Lemma 2.34, there exists c ′ > 0 such that
and (2.24) follows.
Example 2.44. Let A q be again as above and let H = H θ,2 (O) with θ > d 2 − 1. By Lemma 6.5 in [Brz97] 
Hence, by the right-ideal property of γ−radonifying operators, the statements in Lemma 2.40, Theorem 2.41 and Corollary 2.42 hold true with the condition (2.16) now replaced by
Remark 2.45. Observe in Example 2.43 that, although we require q > d, the choice of σ is independent of the Hilbert space H. In Example 2.44, however, the statement holds true for any value of q but the choice of σ depends on the Hilbert space H θ,2 (O).
The stochastic convolution process defined by (2.19) is frequently defined as the mild solution to the stochastic Cauchy problem dX(t) + AX(t) = g(t) dW (t),
(2.25)
The following result shows that, under some additional assumptions, the process v(·) is indeed a strict solution: let D A ( 1 2 , 2) be the real interpolation space between D(A) and E with parameters ( 1 2 , 2), that is,
Lemma 2.46. Let E be a UMD type-2 Banach space and let Assumption
, 2)) and f ∈ M 2 (0, T ; D(A ζ )) for some ζ ≥ 0. Then the following conditions are equivalent,
, 2)) and satisfies
Proof. See Proposition 4.2 in [Brz95] .
EXISTENCE OF OPTIMAL RELAXED CONTROLS IN THE WEAK FORMULATION
Let (B, |·| B ) be a Banach space continuously embedded into E and let M be a metrisable control set. We are concerned with a control system consisting of a cost functional of the form
(3.1) and a controlled semilinear stochastic evolution equation of the form
where W (·) is a H−cylindrical Wiener process, F : [0, T ] × B × M → B and, for each (t, x) ∈ [0, T ] × B, G(t, x) is a, possibly unbounded, linear mapping from H into E. More precise conditions on the coefficients F and G and on the functions h and ϕ are given below.
We associate the original control system (3.1)-(3.2) with a relaxed control system by extending the definitions of the nonlinear drift coefficient F and the running cost function as follows: we define the relaxed coefficientF through the formulā
whenever the above expression is well-defined i.e. the map M ∋ u → F (t, x, u) ∈ B is Bochner integrable with respect to ρ ∈ P(M ). Similarly, we define the relaxed running cost functionh. With these notations, the controlled equation (3.2) in the relaxed control setting becomes, formally,
where {q t } t≥0 is a P(M )-valued relaxed control process, and the associated relaxed cost functional is defined as
We will assume that the realization A B of the operator A in B,
is such that −A B generates a C 0 −semigroup on B, also denoted by (S t ) t≥0 . We will only consider mild solutions to equation (3.4) i.e. solutions to the integral equation
Our aim is to study the existence of optimal controls for the above stochastic relaxed control system in the following weak formulation, Definition 3.1. Let x 0 ∈ B be fixed. A weak admissible relaxed control is a system π = (Ω, F, P, F, {W (t)} t≥0 , {q t } t≥0 , {X(t)} t≥0 ) (3.6) such that (i) (Ω, F, P) is a complete probability space endowed with the filtration F = {F t } t≥0 (ii) {W (t)} t≥0 is a H−cylindrical Wiener process with respect to F (iii) {q t } t≥0 is a F−adapted P(M )-valued relaxed control process (iv) {X(t)} t≥0 is a F−adapted B−valued continuous process such that for all t ∈ [0, T ],
The set of weak admissible relaxed controls will be denoted byŪ w ad (x 0 ). Under this weak formulation, the relaxed cost functional is defined as
where X π (·) is state-process corresponding to the weak admissible relaxed control π. The relaxed control problem (RCP) is to minimizeJ overŪ w ad (x 0 ) for x 0 ∈ B fixed. Namely, we seek π ∈Ū w ad (x 0 ) such thatJ
The following will be the main assumptions on the Banach space B and the diffusion coefficient G. 
x) extends to a bounded linear operator that satisfies
A −σ G(t, x) ∈ γ(H, E).
Moreover, the mapping [0, T ] × B ∋ (t, x) → A −σ G(t, x) ∈ γ(H, E) is bounded, continuous with respect to x ∈ B and measurable with respect to t ∈ [0, T ].
To formulate the main hypothesis on the drift coefficient −A + F we need the notion of sub-differential of the norm. Recall that for x, y ∈ B fixed, the map φ : R ∋ s → |x + sy| B ∈ R is convex and therefore is right and left differentiable. Let D ± |x|y denote the right/left derivative of φ at 0. Let B * denote the dual of B and let ·, · denote the duality pairing between B and B * .
Definition 3.2. Let x ∈ B.
The sub-differential ∂|x| of |x| is defined as
It can be proved, see e.g. [DPZ92b] , that ∂|x| is a nonempty, closed and convex set, and ∂|x| B = {x * ∈ B * : x, x * = |x| B and |x * | B * ≤ 1}.
In particular, ∂|0| B is the unit ball in B * . The following are the standing assumptions on the drift coefficient, the control set and the running and final cost functions, 
such that h satisfies the coercivity condition,
(6) The final cost function ϕ : B → R is uniformly continuous.
We now state the main result of this paper on existence of weak optimal relaxed controls under the above assumptions. 
Then (RCP) admits a weak optimal relaxed control.
The proof of Theorem 3.3 is postponed until Section 4. We illustrate the above result with the two following examples. such that η(t, ·) is inf-compact for all t ∈ [0, T ]. Let A be the second-order differential operator
be bounded, measurable in t and continuous in (ξ, x) ∈ O × R, and consider the following controlled stochastic PDE on
where w(·) is a nondegenerate noise with Cameron-Martin space
In concrete situations, the quantity X(t, ξ) may represent the concentration, density or temperature of a certain substance and, as mentioned in the introduction, we want to study a running cost function that permits to regulate this quantity at some fixed points ζ 1 , . . . , ζ n ∈ O. Therefore, we need the trajectories of the state process to take values in the space of continuous functions on the domain O. In view of this, and the zero-boundary condition in (3.11), we take B = C 0 (Ō) as state space.
Let φ : [0, T ] × O × R × M → R + be measurable and lower semi-continuous with respect to x and u. We will consider the running cost function defined by
where ζ 1 , . . . , ζ n ∈ O are fixed and γ ≥ 1 is to be chosen below.
Theorem 3.5. Let the constants q, σ and δ satisfy the following conditions
, and d q < δ < 1 4 .
Assume also that γ satisfies condition (3.9). Then, if there exists
the (RCP) associated with (3.11) and the cost function (3.12) admits a weak optimal relaxed control.
Proof. Let E = L q (O) and let A q denote the realization of A in L q (O). Then A q + νI satisfies Assumption A.1 for some ν ≥ 0 (see Example 2.30). Let us define the Nemytskii operator
Let x ∈ B and let z * ∈ ∂ |x| B . Then
for some ξ 0 ∈ O (see e.g. [DPZ92a] ) and by condition (3.10), for each y ∈ B and u ∈ M we have
. Moreover, we can find k 0 ∈ R such that the realization of −A + k 0 I in B is dissipative, i.e.
(
Hence, Assumption A.3 is satisfied. We now check that Assumption A.2-(2) also holds. Observe that by writing −A q + F = −(A q + νI) + F + νI, we can assume without loss of generality that ν = 0. Let us define the multiplication operator
We consider first the case d = 1. Since g is bounded, for each
Therefore, by Hölder's inequality the map G(t, x) is a bounded linear operator in H = L 2 (O) and its operator norm is uniformly bounded from above by some constant independent of t and x. Moreover, as recalled in Example 2.44, the map A −σ q extends to a bounded linear operator from
Then, by the right-ideal property of the γ−radonifying operators, Assumption A.2-(2) is satisfied.
In the case d ≥ 2, the choice of the constants θ and q and the Sobolev Embedding Theorem
. This combined again with Hölder's inequality implies that G(t, x) is a bounded linear operator from H θ,2 (O) into L q (O), with operator norm again uniformly bounded from above by some constant independent of t and x. Since σ > d/2q, by the same argument used in Example 2.43 it follows that
and that Assumption A.2-(2) holds. Since in both cases (d = 1 and d ≥ 2) we have δ > d/2q, as seen in Example 2.43, we have
Ō) and, therefore, Assumption A.2-(1) is satisfied too. Moreover, the last embedding is compact, which in turn implies that the embedding
is also compact, and the desired result follows from Theorem 3.3.
Remark 3.6. Existence of weak optimal feedback controls for a similar cost functional and a similar class of dissipative stochastic PDEs has been recently proved in [Mas08a] and [Mas08b] using Backward SDEs and the associated Hamilton-Jacobi-Bellman equation. However, only the case of additive noise is considered and the nonlinear term is assumed to be bounded with respect to the control variable.
Example 3.7. The first example can be modified to allow the control process to be spacedependant. For instance, consider the controlled stochastic PDE on a measurable function such that a(t, ·) is strictly increasing for each t ∈ [0, T ]. Assume further that f is measurable in t, separately continuous in (ξ, u) ∈ O × R and continuous in x ∈ R uniformly with respect to ξ and u.
We take M = C(Ō) as control set and fix k, r > 0 such that kr > d, in which case the embedding H k,r (O) ֒→ C(Ō) is compact. Hence, as seen in Example 2.12, the mapping
The constant c > 0 in the definition of η is such that |u|
be measurable and lower semi-continuous with respect to x, u ∈ R, and define the running cost function
(3.16) where ζ 1 , . . . , ζ n ∈ O are fixed and γ ≥ 1 is chosen to satisfy condition (3.9). The Nemytskii operator F : [0, T ] × B × M → B is now defined as
We see that Assumption A.3 is again satisfied since for each (t, x) ∈ [0, T ] × B and z * ∈ ∂ |x| B as in (3.13), by condition (3.15), for all y ∈ B and u ∈ M we have
PROOF OF THE MAIN THEOREM
We start by noticing that if F satisfies the dissipative-type condition (3.8), since ∂|0| B coincides with the unit ball in B * , by the Hahn-Banach Theorem we have the following estimate
(4.1) For the proof of Theorem 3.3 we will also need the following important consequence of (3.8) in order to obtain a-priori estimates for weak admissible relaxed controls. Observe that the UMD property of the underlying Banach space and the bounded imaginary powers condition on A turn out to be crucial for the proof of this Lemma. 
for some P(M )−valued relaxed control {q t } t≥0 with
and some v ∈ L γ (0, T ; B) with γ > 1. Then, z satisfies the following estimate
Then z λ satisfies
Since Y is continuously embedded in B, the map z λ : [0, T ] → B is also a.e. differentiable and by Assumption A.3-(2) satisfies
Using Gronwall's Lemma it follows that
and the result follows since Finally, we will need the following measurability result.
Lemma 4.3. Suppose that Assumption A.3 is satisfied and the Banach space B is separable. Define
is Borel-measurable.
Proof. We fix t ∈ [0, T ] and prove first that the mapping Γ t (y, ·) is weakly-measurable for y ∈ C ([0, T ]; B) fixed. Observe that for x * ∈ B * fixed and λ ∈ Y γ (0, T ; M ) we have
By Assumption A.3-(2), the integrand in the above expression is bounded and continuous with respect to u ∈ M. Therefore, by Lemma 2.16 φ N is continuous for each N ∈ N, and by the monotone convergence Theorem, y n (r) − y(r) B < ρ ∀n ≥N.
and by (4.1), we have
As η belongs to L 1 ([0, T ] × M ; λ), so does the RHS of the above inequality. Therefore, by Lebesgue's dominated convergence Theorem we have
is separable and metrisable, by Lemma 1.2.3 in [CRdFV04] it follows that Γ t is jointly measurable.
Proof of Theorem 3.3. Since we can write −A + F = −(A + νI) + F + νI, by Remark 2.29 we can assume without loss of generality that ν = 0. Let
, n ∈ N, be a minimizing sequence of weak admissible relaxed controls, that is,
From this and Assumption A.3-(5) it follows that there exists R > 0 such that
for all n ∈ N.
Then, by (3.9) p > 2 and we can find α such that
For each n ∈ N define the process
Since, by Assumption A.2 the mapping
from Lemma 2.40 we have
Then, by Chebyshev's inequality, the processes {y n (·)} n∈N are uniformly bounded in probability on L p (0, T ; E). Since A −1 is compact, it follows from Assumption A.2-(1), (4.5) and Corollary 2.28 that
. Hence, the family of laws of the processes
(4.8)
Then, by Theorem 2.41, we have
Applying Lemma 4.1 to the process z n (·) and (4.9) we obtain the estimate
Moreover, by (4.7) and Lemma 2.27, we have
Using (4.4), (4.10) and (4.11) with ζ = m 2 p we get
This, in conjunction with (4.9) and (4.11) with ζ = mp, yields
Thus, by (4.1) and (4.12), the processes
This implies, again by Chebyshev's inequality, that the sequence of processes {f n (·)} n∈N is uniformly bounded in probability on L p (0, T ; E). By compactness of the operator Λ −1
T and Corollary 2.28, it follows that the family of the laws of z n = Λ
. By (4.9) we conclude that the family of laws of the processes X n , n ∈ N, is also tight on C([0, T ]; B). Now, for each n ∈ N we define a random Young measure λ n on (Ω n , F n , P n ) by the following formula
(4.13) By (4.4) and Lemma 2.18 the family of laws of {λ n } n∈N is tight on Y(0, T ; M ). Hence, by Prohorov's Theorem, there exist a probability measure µ on C([0, T ]; B) 3 × Y(0, T ; M ) and a subsequence of {X n , z n , v n , λ n } n∈N , which we still denote by {X n , z n , v n , λ n } n∈N , such that law(X n , z n , v n , λ n ) → µ, weakly as n → ∞. ) we ensure the existence of a probability space (Ω,F,P) and a sequence of random variables {X n ,z n ,ṽ n ,λ n } n∈N with values in
and, on the same stochastic basis (Ω,F ,P), a random variable X ,z,ṽ,λ with values in
with Γ t as in (4.3). By Lemma 4.3, the map Φ t is measurable. Hence, by (4.8) and (4.15), for each t ∈ [0, T ] we havẽ
A similar argument used with (4.9) and (4.15) yields
Moreover, by Lemma 2.3, for each n ∈ N there exists a relaxed control process {q n t } t≥0 defined on (Ω,F,P) such that
(4.20)
Thus, we can rewrite (4.18) as
(4.21) STEP 3. For each n ∈ N, we define an E−valued processM n (·) bỹ 
(4.23)
Proof of Lemma 4.4. By Theorem 2.6.13 in [Paz83] , for each t ≥ 0 we have A −1 S t = S t A −1 . Therefore, the process X n (·) satisfies
Since 1 − σ > 1 2 , we have (see e.g. [Tri78] ),
, 2). Therefore, by the left-ideal property of the γ−radonifying operators, for each (t,
, 2). Thus, from Lemma 2.46, it follows
Then, for each n ∈ N, the E−valued he process M n (·) defined as
is a F n −martingale with cylindrical quadratic variation
. Clearly, the process M n (·) is adapted to the filtration generated by the process (X n , q n ), which in turn is adapted to F n . Then, the first part of the Lemma follows since
Now, by (4.21) and Lemma A.1 in the Appendix, the processz n (·) satisfies
(4.25) Thus, using (4.19) in (4.24) we get 
Using this in (4.26) and rearranging the terms we obtain
n (r) dr,P−a.s., for t ∈ [0, T ] and so, in view of (4.22) and (4.25), equality (4.23) follows. Observe that from (4.16) we haveṽ n →ṽ in C([0, T ]; E)P−a.s. which combined with (4.23) yieldsM n →M , in C([0, T ]; E),P − a.s. (4.27) We use once again Lemma 2.3 to ensure existence of a relaxed control process {q t } t≥0 defined on (Ω,F,P) such that λ(du, dt) =q t (du) dt,P − a.s. as n → ∞, which implies thatM (·) is aF−martingale. Moreover, for all x * 1 , x * 2 ∈ E and n ∈ N, E M n (t), x
Proof of (4.34). For each n ∈ N, definef n (t) :=F (t,X(t),q n t ), t ∈ [0, T ]. First, we will provef n −f n → 0, (strongly) in L 2 ([0, T ] ×Ω; B). Since E is separable and reflexive, the dual space E * is also separable and, therefore, has the Radon-Nikodym property with respect to the product measure dt ⊗ dP (see e.g. Sections III.2 and IV.2 in [DU77] ) and so we have
Let ψ ∈ L 2 ([0, T ] ×Ω; E * ) be fixed, and observe that for each n ∈ N, E T 0 f n (t), ψ(t) dt =Ẽ where ·, · denotes the duality pairing between E and E * . Let ε ∈ (0, 1) be fixed and take C ε > max{ R ε , 1} with R as in (4.4). Then, for this choice of C ε , we havẽ E λ n η γ−2 > C ε =Ẽ {η(t,u) γ−2 >Cε}λ n (du, dt) ≤ 1 C εẼ {η(t,u) γ−2 >Cε} η(t, u) γ−2λ n (du, dt) < ε.
We writeẼ T 0 M F (t,X(t), u), ψ(t) λ n (du, dt) =Ẽ {η(t,u) γ−2 ≤Cε} F (t,X(t), u), ψ(t) λ n (du, dt) +Ẽ {η(t,u) γ−2 >Cε} F (t,X(t), u), ψ(t) λ n (du, dt) and observe first that by Lemma 2.16 we haveP−a.s.
{η(t,u) γ−2 ≤Cε} F (t,X(t), u), ψ(t) λ n (du, dt) → {η(t,u) γ−2 ≤Cε} F (t,X(t), u), ψ(t) λ (du, dt)
as n → ∞ and that, by (4.1), {η(t,u) γ−2 ≤Cε} F (t,X(t), u), ψ(t) λ n (du, dt)
+ C ε |ψ(·)| L 2 (0,T ;E * ) ,P − a.s.
Thus, using Lebesgue's dominated convergence Theorem we get E {η(t,u) γ−2 ≤Cε} F (t,X(t), u), ψ(t) λ n (du, dt) →Ẽ {η(t,u) γ−2 ≤Cε} F (t,X(t), u), ψ(t) λ (du, dt)
as n → ∞. Now, for each n ∈ N, define the measure µ n on B(M ) ⊗ B([0, T ]) ⊗ F as µ n (du, dt, dω) :=λ n (ω)(du, dt)P(dω).
Then, again by (4.1), for each n ∈ N we havẽ E {η(t,u) γ−2 >Cε} F (t,X(t), u), ψ(t) λ n (du, dt) Therefore, there exist an integerN ≥ 1 and {α 1 , . . . , αN } with α i ≥ 0, 
