For each session of the experiments, the staircases reached stable luminance levels after approximately 200 trials (Supplementary figure 1). A slow luminance descent was used to allow bigger variations in participants' performance and color sensitivity, as a few participants had significantly higher threshold levels than the average. Additionally, green dots were expected to be easier to detect than red dots at equal luminance levels. Thus, for each staircase step, the luminance was decreased by 0.025 cd/m 2 for the red dots and by 0.03 cd/m 2 for the green dots. Green levels of luminance, averaged over participants, were significantly closer to the background luminance than red ones, thus justifying the use of two different staircases.
Unfolded plots of estimation performance
In the main text we averaged data from both sides of the central motion direction. Here we present versions of the plots where this has not been done. Supplementary figures 2a and 2b plot participants average estimation bias and estimation standard deviation respectively for Experiment 1, while figures 2c and 2d plot the corresponding data for Experiment 2.
Supplementary figure 3a plots the estimation response probability when no stimulus was presented in Experiment 1, for trials where participants detected a stimulus and reported seeing the color of uniform condition (red), the color of the bimodal condition (green), and trials where they did not detect a stimulus (black). Supplementary figure 3b plots the estimation response probability when no stimulus was presented in Experiment 2.
Bootstrap analysis
Because of the structure of the stimuli distributions (uniform, bimodal or trimodal) , the number of trials for each color condition can vary significantly with motion direction. In order to address this issue when looking at statistical differences between conditions, we used a Bootstrap analysis.
The estimation data of all participants for each direction and condition for the two conditions were collected. Then, the data corresponding to each direction and condition were re-sampled with replacement. The estimation biases were then fit to the distribution , where is the proportion of trials where the participant makes random estimates, and is a von Mises (circular normal) distribution with mean and width , given by:
. The mean (bias), width (standard deviation) and alpha values were stored and the process was repeated 10,000 times. From these data sets, 95% percentile confidence intervals were calculated for each direction and color condition.
The results for the estimation biases did not differ extensively from the results using the within-subjects analysis in the main text for Experiment 1 (Supplementary figure 3a) . The differences between conditions in Experiment 2 (Supplementary figure 3b) are no longer significant, but this can be attributed to pooling all the participants' estimates. In contrast, in the main text, we calculated the biases on a participant-by-participant basis and, in this case, the differences between conditions are significant (p = 0.046, three-way within-subject ANOVA between motion direction, color condition, and subjects). The differences in standard deviations are not significant for either experiments (Supplementary figure 3c & 3d ). There were no significant difference for the values of α between the conditions in Experiment 2 (Supplementary figure 3f), but there was a significant difference for the values of α at directions ±16 o and ±64 o in Experiment 1 (Supplementary figure 3e ), suggesting that, on average, participants were more likely to make random estimations for the uniform condition at these directions. 
Detection performance and reaction times
After the staircase had converged to stable luminance levels, we measured the fraction of trials where participants both detected a stimulus and clicked on the mouse during stimulus presentation, as a function of motion direction. The detection rates in high contrast trials were close to perfect and these trials were not included in the analysis. In Experiment 1, there was significant effect of motion direction on the detection rate (p = 0.02, three-way withinsubjects ANOVA, Supplementary figure 4a), but it was not more likely for the participants to detect a stimulus in the most frequently presented directions (p = 0.74, signed rank test). In Experiment 2, there was a significant effect of motion direction on the detection rate (p = 0.02, three-way within-subjects ANOVA, Supplementary figure 4c ). However, the only difference was a lower detection rate at ±64 o (p = 0.01, signed rank test).
We measured participants' reaction time in clicking the mouse from trials where they detected a stimulus. In Experiment 1, there was no significant effect of motion direction on the reaction time (p = 0.19, three-way withinsubjects ANOVA, Supplementary figure 4b) , and the participants' reaction time was not reduced for stimuli at the most frequently presented directions. Likewise in Experiment 2, there was no significant effect of motion direction on the reaction time (p = 0.18, three-way within-subjects ANOVA, Supplementary figure 4d ).
Response strategy models in Experiment 1
As in Chalk et al., the 'response strategy' models assumed that participants followed different strategies on different trials; i.e. making an unbiased estimate of motion direction on a fraction of the trials and estimating one of the most frequently presented motion directions on other trials. In the simpler 'ADD1' model, when participants were unsure about the motion direction, they made an estimate that was close to one of the two most frequently presented motion directions. In the more complex 'ADD2' model, when participants were unsure, they made estimates that were preferentially sampled from different proportions of their 'expected' distribution, which depended on the actual stimulus motion direction. The models that we compared include the already mentioned 'ADD1' and 'ADD2', as well as two variations of these models 'ADD1_mode' and 'ADD2_mode', which had one less free parameter by setting 1/κ exp equal to zero. The number of free parameters varied extensively between models; ADD1 and ADD2 required 9 and 14 free parameters respectively, with the variations at 8 and 13 respectively, while the '1Bimodal' model required only 4 free parameters (see main paper).
The BIC value obtained for the '1Bimodal' model was subtracted from the BIC values obtained for each model (Supplementary figure 5a) . The results show that the BIC values obtained for each model were significantly greater than the BIC values obtained with the '1Bimodal' model (p < 0.001 for ADD1, ADD2, ADD1_mode, ADD2_mode, signed rank test). The '1Bimodal' also produced significantly better AIC values than any other model (Supplementary  figure 5b) , and it was able to provide a good fit for the averaged estimation biases (Supplementary figure 5c ) and standard deviations (Supplementary figure 5d) . 
Fit distributions to "no-stimulus" data
The data of all participants for each condition were fit to a linear combination of 6 circular normal distributions. Starting from random values, the mean (peak) and variance (width) of each distribution were fit to the data. Supplementary figures 6a and 6b show the combined distributions for each condition for Experiment 1 and Experiment 2 respectively. Supplementary figure 6c & 6e show the 6 distributions that make up the combined distributions of each condition for Experiment 1, and Supplementary figures 6d & 6f for Experiement 2. 
Individual priors predicted by the '1Bimodal' model in Experiment 1
Supplementary figure 7 plots the distributions of individual participants' 'learned prior', as predicted by the "1Bimodal" model to fit the experimental data. On average, the peak of the distribution lies at ±37 o , shifted slightly outwards, compared to the most frequently presented directions (±32 o ), suggesting that participants learned a close approximation of the "true" prior.
Development of 'no-stimulus' estimation bias in Experiment 2
On trials where no stimulus was presented, but where participants reported detecting a stimulus, they were more likely to report motion directions close to the most frequently presented directions of the color condition they reported (see main paper). In order to investigate how quickly these biases developed, we calculated the probability ratio of giving an estimate within 8 o of each motion direction for individual participants every 100 trials, including all responses up to that point. For participants who had not reported detecting stimuli on any trials where none was presented, the probability ratio was undefined and these data points were not included in the plot.
After only 200 trials of the first session, the median probability ratio was significantly larger than 1 at the most frequently presented directions of the bimodal condition (±32 o ), but only when participants reported the color of that condition (Supplementary figure 8b) . It took approximately 400 and 900 trials for the probability ratio to become significantly larger than 1 for the most frequent presented direction of the trimodal condition (0 o and ±64 o respectively), again only when participants reported the color of that condition (Supplementary figure 8a) .
Linear combination models in Experiment 2
We implemented two additional models that assumed that participants formed priors, which were a linear combination of the Trimodal and the Bimodal distributions. The 'Combined' model had 2 free parameters, nonnegative weights w tri and w bi , that measured the influence of the distributions on a single prior applied to both conditions. The 'Split_Combined' model assumed that participants learned two distinct priors for each condition of the stimuli, each prior being described as a linear combination of the two distributions and requiring 4 free parameters. In total, the 'Combined' model required 5 free parameters and the 'Split_Combined' model 8 free parameters. We compared the BIC values of the two models against the optimal 'Split_TriBi' model (Supplementary figure  9a) . The 'Split_TriBi' model was significantly better than both models (p = 0.053 for 'Combined, and p < 0.001 for 'Split_Combined', signed rank test). The 'Split_TriBi' model produced also significantly better AIC values (p = 0.005 for 'Combined and 'Split_Combined', signed rank test, Supplementary figure 9b), and provided better fits to participants' estimation biases (Supplementary figure 9c) and standard deviations (Supplementary figure 9d ) than the other two models. 
