Abstract
Introduction
Reconfigurable hardware devices, the most prominent one being the field-programmable gate array (FPGA), are general-purpose devices that can be programmed after fabrication. SRAM-based FPGA variants can be re-programmed arbitrarily often, opening up the way to FPGA-based computing. For a number of applications, FPGAs have been shown to outperform general-purpose processors, and even specialized processors, in performance and energy efficiency [1] [2] . Compared to application-specific integrated circuits (ASICs) FPGAs pay an area and performance penalty, but they offer flexibility. Todays largest FPGAs have densities beyond 10M gates and are fabricated in cutting-edge silicon technologies, which often nullifies the ASICs' speed and area advantages over FPGAs. A recent trend in FPGAs is to integrate them with processor cores and memories on a single chip. Such configurable systems on chip are promising targets for the implementation of demanding future classes of embedded systems, including ambient intelligent systems [3] and wearable computers [4] .
Several recent research efforts focused on the mapping of hardware circuits (tasks) onto FPGAs. As FPGAs are reconfigurable, their silicon area can be reused for different tasks over time. As modern FPGAs have high densities, several tasks can be mapped to the device at the same time, enabling true parallel execution. Placement and scheduling of aperiodic tasks to FPGAs has already been discussed [5] [6] , including realtime tasks [7] .
In contrast to previous work, we deal with scheduling periodic realtime tasks to FPGAs, a problem that has not been addressed yet. The typical embedded reconfigurable target architecture is shown in Figure 1 , and comprises an FPGA, a controller, memory, and various I/O devices. Besides the embedded software and data sections, the memory stores the configurations for the logic resource. For such an architecture, we are interested in devising scheduling algorithms for periodic real-time tasks respecting following objectives:
-high scheduling performance: We want to be able to generate feasible schedules for a wide range of task sets.
-efficient schedulability test: We want to quickly decide whether all tasks will meet their deadlines in a given schedule.
-small number of required FPGA configurations: The number of configurations determines the overall time spent for reconfiguration as well as the required amount of embedded memory.
The contribution of this paper lies in the formal modeling of the scheduling problem and in the presentation of two scheduling algorithms: EDF-NF and MSDL. EDF-NF is a straight-forward adaption of the EDF algorithm to our specific system model. While revealing remarkable scheduling performance, EDF-NF lacks an efficient schedulability test and requires an unbearable number of FPGA configurations. MSDL comes with a test of acceptable efficiency and keeps the number of required configurations small, at the price of a decreased scheduling performance.
Related Work
Hardware multitasking on FPGAs and other reconfigurable hardware devices has been studied in, e.g., [6, 5, 8, 9, 10] . Most authors assume a 2-dimensional area model that assumes partial reconfigurability and treats tasks as relocatable rectangles which can be placed anywhere on the FPGA device. The authors focus on placement and scheduling strategies in off-line and on-line application scenarios, mostly optimizing cost functions such as the total make span or the average response time. To the best of our knowledge, [7] is the only related work considering FPGA real-time scheduling. The practical realization of such systems on current technology rises several issues: First, partial reconfiguration is often limited in practice by device architectures and insufficient tool support. Some FPGA families are not partially reconfigurable at all, others, e.g., the Xilinx Virtex families, are partially reconfigurable only in full columns. Second, the issue of communication between tasks is rarely considered in the models used. Finally, related projects require tasks to be relocatable, which might be difficult to achieve for modern FPGA architectures that are not fully homogeneous.
Our work differs in that we use full FPGA reconfiguration and focus on preemptive periodic real-time scheduling. The full reconfiguration model can be used on all SRAM-based FPGAs and can be realized using standard design implementation tools. Task preemption requires a runtime system to be able to save the state of a task and, later on, resume it. Concepts and implementations of preemptive execution environments on FPGAs can be found in [11, 12, 10] .
For periodic real-time scheduling on single processor systems, the earliest deadline first algorithm (EDF) has been proven optimal. EDF can schedule task sets with processor utilizations of up to 100%. Multiprocessors can execute several tasks in parallel, similar to our FPGA model. Real-time scheduling problems on multiprocessors are in general NPhard. There exist two basic approaches, namely the partitioning and the non-partitioning method [13] . In the partitioning method, all instances of a task are executed on the same processor. Therefore, the overall task set is partitioned into m (number of processors) subsets and each subset is scheduled on another processor using single processor algorithms such as EDF. In the non-partitioning method, a task is allowed to execute on a different processor after preemption. This can be done by a multiprocessor derivate of EDF, which is suboptimal. A schedulability test for this case is given in [14] .
Our scheduling problem differs from the single processor scheduling problems in that we have several hardware tasks executing in parallel. The difference to multiprocessor scheduling lies in the fact that hardware tasks share the single area resource provided by the FPGA. There is no natural way to partition the task set onto subareas of the FPGA. Rather, we present a non-partitioning EDF variant in Section 4.
Problem Modeling and Metrics
In this section, we introduce the task and resource model used in our work, define the scheduling problem, and discuss utilization metrics.
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Task and Resource Models
We consider a set of periodic tasks Γ. Each task T i ∈ Γ refers to some computation which has to be performed periodically. The instances T i,j of task T i are released with period P i . That is, the release time of instance T i,j+1 is given by r i,j+1 = r i,j + P i , where r i,j is the release time of instance T i,j . C i denotes the worst case computation time of task T i , which is the same for all of its instances. The finishing time of task instance T i,j is denoted by f i,j . In our model, we assume real-time tasks with deadlines equal to periods. Hence, the deadline of a task instance T i,j is given by the release time of the next instance, r i,j+1 . Finally, the amount of reconfigurable logic resources a task requires is given by A i . We normalize all resource requirements to the available resource offered by the FPGA. Assuming that no single task requires more resources than available, we get A i ∈ [0 . . . 1] (We assume that a computational task whose area exceeds the FPGA is modelled as several tasks with area less than one). The reconfigurable hardware device offers a certain amount of computational resources, e.g., the configurable logic blocks of an FPGA, which is also referred to as the area of the device. We normalize this area to 1. The device can execute any set R ⊆ Γ of tasks simultaneously, as long as the amount of resources required by the task set does not exceed the available area, i.e., T i ∈R A i ≤ 1.
A running instance of a task T i can be preempted by another task T j before its completion and, later on, be resumed. More general, any set of running tasks R can be preempted to execute a new set of tasksR. Technically, the runtime system has to interrupt the execution of R and to save the contexts of all tasks T i ∈ R. Then, the FPGA is fully reconfigured with a new configuration including all tasks T j ∈R. When R is scheduled for execution again, the previously saved contexts of T i ∈ R are restored and R is restarted.
The time for the preemption and restore processes is neglected in our scheduling analysis. For current FPGA devices, these times are in the range of a few to a few tens of milliseconds. It must be mentioned that many research efforts address the reduction of reconfiguration times. The most promising approaches include multi-context devices and coarse-grained architectures.
As an example, Figure 2 displays a possible schedule for the task set shown in Table 1 . The upper part of Figure 2 indicates the release times and deadlines for the tasks, as well as the running tasks. The lower part of Figure 2 illustrates the tasks' areas and the sharing of the FPGA area over time. Overall, four different FPGA configurations are needed for this schedule. The schedule shown can easily be proven feasible, because every task instance meets its deadline for the entire hyper-period of the task set (which amounts to 12 time units). The hyper-period is the least common multiplier of all task periods in the task set. A feasible schedule defined over the hyper-period can be repeated an infinite number of times without any missed deadline.
Formally, a schedule for the task set Γ assigns a set of running tasks R k ⊆ Γ to every point in time k, such that T i ∈R k A i ≤ 1. No instance of a task must start execution before its release time. We call the schedule feasible, if each task instance finishes its execution before its deadline, i.e., ∀i, j : f i,j ≤ r i,j+1 .
Utilization Metrics
We define two utilization metrics to measure the computational load generated by a task set Γ. These metrics are central to the scheduling algorithm proposed in Section 5. Similar to the processor utilization factor defined in single processor real-time scheduling, we define the time-utilization factor of a task set Γ to be
For the special case that all tasks are executed sequentially, U T is the fraction of time the FPGA spends executing tasks whereas 1 − U T is the idle time. While such a schedule can mean an enormous waste of resources, it has two advantages. First, it allows to rely on efficient schedulability tests known from single processor scheduling. Second, the number of required FPGA configurations is bound by the number of tasks.
Improved scheduling techniques will try to better utilize the FPGA resources and execute several tasks in parallel. To describe the computational load for such a situation, we define as a more expressive metric the system-utilization factor of a task set Γ as
U S presents the fraction of the area-time product occupied by a task set. Visually, U S corresponds to the gray areas in the schedule of Figure 2 . The white areas in the schedule of Figure 2 correspond to the unused computational resource. Obviously, we cannot find a feasible schedule for a task set with U S > 1. Whether a feasible schedule exists for a task set with U S ≤ 1 depends on the specific relations among the task properties, in particular the area requirements A i . U T (Γ) and U S (Γ) are also defined for single tasks, as they are (minimal) instances of task sets. Table 1 shows the time and system utilization factors for the example tasks as well as for the complete task set.
As we cannot expect to fully utilize the FPGA area, the resulting system utilization will generally stay below 1. In this paper, we use U S to experimentally rate the quality of a scheduling algorithm. We do not derive bounds for U S that can be used to decide schedulability for a given algorithm. 
Alg. 1 Earliest Deadline First -Next Fit

EDF-NF Scheduling
For single processor real-time systems, the Earliest Deadline First (EDF) algorithm which executes all ready tasks in the order of their absolute deadlines, has been proven optimal. EDF can schedule any task set which utilizes the processor less or equal to 100%. For an m-processor machine, the EDF strategy is defined to execute always the m tasks with the m smallest absolute deadlines among all ready tasks. Multiprocessor EDF is not optimal, since for some task sets a feasible schedule exists which is not found by EDF.
We can apply the EDF schedulability test to a schedule that executes all tasks sequentially on the FPGA. Whenever U T ≤ 1, the task set is guaranteed to be feasibly scheduled by EDF without any need to group several tasks into one FPGA configuration. By executing tasks in parallel we increase the range of task sets for which feasible schedules can be found. Grouping tasks together can further be beneficial to reduce the number of configurations and, in turn, reconfiguration time and memory requirements.
To this end, we adopt the simple EDF strategy for our execution model and present the scheduling algorithm EDF -Next Fit (EDF-NF), shown in Alg. 1. Similar to EDF for single (and multiprocessor) systems, EDF-NF keeps a list of all tasks which have been released and have not yet finished in a ready queue Q. The ready queue is sorted by increasing absolute task deadlines. To determine the set R of running tasks, EDF-NF scans through the ready list. A task T i is added to the set of running tasks R, as long as the sum of the area of all running tasks A running remains less or equal to one. Whenever the next task cannot be added, EDF-NF proceeds in the ready queue and tries to add tasks with longer absolute deadlines. At this point, EDF-NF diverges from the pure EDF rule. The motivation for adding tasks in next-fit manner is to improve the device utilization.
The procedure EDF-NF is run whenever a new instance of a periodic task is released (added to the ready list) or running instances of tasks terminate. The EDF-NF algorithm shown in Alg. 1 is performed in O(n) time, where n is the number of tasks. Unfortunately, there is no efficient schedulability test. To prove schedulability, we have to simulate task executions and terminations for the complete hyperperiod. Further, the number of configurations can grow fairly large which is a major disadvantage of this algorithm.
Server-based Scheduling
In this section, we present a scheduling technique called Merge Server Distribute Load (MSDL). To construct a schedule MSDL uses the concept of server tasks, or briefly servers. A server is a periodic task that reserves execution time and FPGA area for other tasks. We define a server as S i = (R i , P i , C i , A i ) , where R i = {T a , T b , . . . } ⊆ Γ is a set of tasks for which execution time and area is reserved. P i , C i , A i denote the period, the computation time and the area, respectively. The area for a server is set to be the sum of all tasks represented by the server, A i = T k ∈R i A k . Consequently, whenever the server S i is running, all tasks it represents are running.
The rationale of the MSDL algorithm is to construct a set of servers Ω from the original task set Γ, such that any feasible schedule for Ω implies a feasible schedule for Γ. More specifically, MSDL constructs a set of servers Ω by properly merging tasks together for parallel execution. The resulting servers are then scheduled for sequential execution on the FPGA with single processor EDF. Feasibility for the resulting set of servers is thus efficiently checked by the utilization test U T (Ω) ≤ 1.
The Merge-server Distribute Load (MSDL) Algorithm
Algorithm 2 shows the pseudo code for the MSDL technique. First, each of the initial tasks is turned into a server (line 3). Then the main loop is entered in which, iteratively, a server pair is identified and merged if possible. The selection of the two servers S x and S y that should be merged is done by the function selectValidPair() (line 8 
for all T i ∈ Γ do init 4:
end for 7:
S x , S y ← selectV alidP airT oM erge(Ω) 9: if no pair found then 10: return Ω exit
11:
end if 12 :
:
Ω ← Ω ∪ S z add server 15:
end if
19:
end loop 20: end procedure implementation of this function, several heuristics are conceivable. In our current version we employ a greedy strategy that select the pair of servers giving the greatest reduction in time utilization
1 Any valid pair of servers S x and S y must have a disjunct set of represented tasks (R x ∩ R y = ∅) and must jointly fit onto the FPGA (A x + A y ≤ 1) .
If no valid server pair could be found, the algorithm exits and returns Ω as the final set of servers (line 10). Otherwise, the servers S x and S y are merged. Without loss of generality, we can assume that S y is the server with the shorter period. Then, a new server S z is created representing all tasks of the two original servers (line 12). The period and the computation time for S z is set equal to those of S y . Therefore, S z is a full replacement of S y , and S y can be removed from Ω. The computation time of S x is reduced, since the new server S z reserves area and computation time for the tasks of S x as well. The actual computation time reduction depends on how often the new server S z executes within the period of S x . A pessimistic approximation for the reduction is given by
By a more involved analysis it can be shown that the reduction time of server S x reduces to Table 2 continues the example from Section 3. The table shows the set of servers Ω * k generated in each iteration k. Initially, the servers Ω * 0 = {S 1 , S 2 , S 3 } are created. In the first iteration, S 1 and S 2 are selected and merged into S 4 . S 2 receives the new computation time C 2 ← C 2 − 2 = 3. The server with the shorter period, S 1 , is removed. In the second iteration, the residual S 2 and S 3 are merged into S 5 . Not only the server with the shorter period is removed, but also S 3 since its computation time is reduced to zero. Ω * 2 is the final server set, since neither R 3 , R 4 are disjunct nor A 3 + A 4 ≤ 1. As shown in Table 2 , the time utilization factor U T (Ω * 2 ) = 1. Consequently, Ω * 2 can be feasibly scheduled by EDF. The resulting schedule is shown in Figure 3 . The figure also indicates the original tasks of Γ * executed inside the servers. Compared to the schedule given in Figure 2 , MSDL requires only two FPGA configurations. Table 2 also lists the system utilization factor U S i which increases over the iterations, since larger severs will reveal more idle areas and times inside their reservations. In essence, MSDL trades system utilization for time utilization to allow for an efficient schedulability test and to reduce the number of FPGA configurations. S1  S5  T1  T1  T1   T2  T2  T2 T2  T2  T2   T3   S4  S4   S4  S4,S5   S5  S5  S4  S5 FPGA area Figure 3 : Schedule of server task set generated by MSDL
Simulation Results
We have conducted simulation experiments with synthetic workloads to evaluate the scheduling performance of the EDF-NF and MSDL algorithms. We have generated random task sets with varying values for the system utilization factor U S (Γ). for the tasks' system utilization factor. Finally, we have set a boundÛ S ≤ 1 for the system utilization of the entire task set. Then, new tasks T have been created one by one with computation times, areas, and periods equally distributed in the intervals given above. Tasks have been added to the task set, as long as U S ≤Û S .
The randomly generated task sets have been scheduled with the EDF-NF and MSDL algorithms. Figure 4 shows the percentage of feasible scheduled task sets for both techniques over the task set's system utilization factor. For the curves denoted by n=small, task areas A i were equally distributed in [0.2, 0.4], and computation times and periods were chosen such that the time utilization factor U T i is equally distributed in [0.2, 0.4]. These settings result in task sets of approximately 10 tasks on average. As expected, Figure 4 shows clearly the superiority of EDF-NF over MSDL in scheduling performance. EDF-NF is able to schedule about 50% of the task sets with a system utilization factor around 85% and accepts almost all task sets with U S less than 75%. In contrast to that, MSDL is able to schedule only few task sets with a U S exceeding 70%, and achieves an acceptance rate of 50% for task sets with a U S around 55%. 
Conclusion
We have discussed the problem of real-time scheduling onto FPGA computers and have presented two scheduling algorithms, EDF-NF and MSDL. EDF-NF is much better than MSDL in the sense that it can generate feasible schedules for task sets with higher system utilization. The experiments, however, emphasized one benefit of MSDL: an efficient schedulability test. For larger real-time task sets that need a schedulability guarantee, EDF-NF is not an option. 2 The second benefit of MSDL lies in the reduced number of FPGA programming files, as demonstrated in Section 5.
In future work we will emphasize this advantage by a quantitative evaluation of the number of required programming files by EDF-NF compared to MSDL based on further simulations. Moreover, we plan to develop and evaluate different heuristics for selecting the servers to be merged. One goal is the further reduction of the number of programming files. In addition we will incorporate the modelling of the time overhead resulting from FPGA reconfiguration and state saving during task preemption in order to increase the accuracy of our results.
