Abstract. Some of the classical orthogonal polynomials such as Hermite, Laguerre, Charlier, etc. have been shown to be the generating polynomials for certain combinatorial objects. These combinatorial interpretations are used to prove new identities and generating functions involving these polynomials. In this paper we apply Foata's combinatorial interpretation of the Hermite polynomials as counting matchings of a set to obtain a triple lacunary generating function for the Hermite polynomials. We also give an umbral proof of this generating function.
Introduction
Some of the classical orthogonal polynomials such as Hermite, Laguerre, Charlier, etc. have been shown to be the generating polynomials for certain combinatorial objects ( [2] , [4] , [6] ). These combinatorial interpretations can be used to prove new identities and generating functions involving these polynomials. In this paper we focus on the combinatorial interpretation of the Hermite polynomials H n (u), which may be defined by the exponential generating function
For our combinatorial interpretation, it is more convenient to take a different normalization, which makes all the coefficients positive, so we work with the polynomials h n (u) = i n 2 n/2 H n −iu √ 2 , where i = √ −1, given by the generating function h n (u) z n n! = e uz+z 2 /2 .
All of our formulas for h n (u) are easily converted into formulas for H n (u).
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Foata [5] gave a combinatorial proof of Doetsch's identity [3] that gives a generating function for h 2n (u):
We will prove the following generating function for h 3n (u):
in which w = (1 − √ 1 − 12uz)/6z = uC(3uz), where C(x) = (1 − √ 1 − 4x)/2x is the Catalan number generating function. Note that the formula can be written in terms of hypergeometric series: is the rising factorial.
We prove formula (3) by two methods-umbral and combinatorial. In section 2, we define an umbra and study some properties that are useful in the proof of the formula. The umbral proof follows in section 3. An umbral proof of a generating function for h 2m+n (u) is given in [7] .
To prove (3) combinatorially, we show that both sides enumerate the same weighted objects. To begin with, we describe the combinatorial interpretation of the Hermite polynomials in section 4. In section 5 we begin the combinatorial proof of the generating function (3) for h 3n (u) by introducing the objects counted by w = (1 − √ 1 − 12uz)/6z = uC(3uz); section 6 gives the details of the objects counted by both sides of the formula.
By using these methods, it would be possible to give combinatorial proofs of generating functions in two variables for h m+n (u) and h 3m+2n+k (u).
The umbra and its properties
Rota and Taylor in [8] laid a rigorous foundation for the classical umbral calculus. They consider a vector space of polynomials in several variables or "umbrae" and define the linear functional eval on it. A sequence (a n ) is represented by an umbra A if eval(A n ) = a n for all n. In practice, the word eval is usually dropped and we simply write A n = a n with the understanding that the functional has been applied. When we write f (A) = g(A), we mean eval(f (A)) = eval(g(A)). We consider formal power series f (t) with coefficients in a ring of formal power series
Definition 2.1. A formal power series f (t) = ∞ n=0 f n t n is admissible if for every
is nonzero for only finitely many values of n.
So, for example, f (t) = e xt is an admissible formal power series, while f (t) = e
Applying the corollary to f (M) = e M 3 x gives the formula
which we will need in the next section.
The umbral proof
To prove formula (3), we first express the Hermite polynomial h n (u) in terms of the umbra M. We have
Comparing the coefficients of z n /n! on both sides, we get h n (u) = (u + M) n . Using this, we get
We follow the same procedure as in the proof of Corollary 2.3. We introduce a parameter α and rewrite the last expression as e M α e u 3 z+M (3u 2 z−α)+3M 2 uz+M 3 z . Now applying Lemma 2.2 (i) we get
In order to apply formula (5), we need to eliminate the linear term in M. So we choose a value of α that makes the coefficient of M equal to zero. By solving a quadratic and taking the solution with a power series expansion, we get α = (1− √ 1 − 12uz)/6z−u. We know that the Catalan generating function C(x) is given by (1− √ 1 − 4x)/2x. In terms of this generating function, α = uC(3uz)−u = w−u where w = uC(3uz). Using this value of α to simplify expression (6), we get that
We know that C(x) satisfies the equation C(x) = 1 + x(C(x)) 2 . Substituting x = 3uz and using the fact that C(3uz) = w/u, we obtain w = u + 3w 2 z; i.e., w − u = 3w 2 z. This gives us
Applying formula 5 with f (t) = t 3 z, we get that
Then writing the second exponential function as a series and using (4), we obtain the final result:
Now we turn to the combinatorial method of proof. We begin with a combinatorial interpretation of the Hermite polynomials that will be used in the combinatorial proofs.
Combinatorial interpretation of Hermite polynomials
We assume that the reader is familiar with enumerative applications of exponential generating functions, as described, for example, in [9, Chapter 5] and [1] . The product formula and the exponential formula for exponential generating functions that appear in [9] play an important role in the combinatorial proofs.
The exponential generating function uz + z 2 /2 counts sets with one or two elements, where a one-element set is weighted u. Then by the exponential formula, the coefficient of z n /n! in e uz+z 2 /2 , which is h n (u), is the generating polynomial for partitions of an n-element set into blocks of size one or two, where each block of size one is weighted u. (If we used H n (u) as Foata did, instead of h n (u), we would need to attach a weight of −2 to each two-element block and a weight of 2u to each one element block.) It is convenient to represent these partitions as graphs in which the vertices in a two-element block are joined by an edge. We call these graphs, in which every vertex has degree at most one, matchings. With this combinatorial interpretation we will prove the following formula:
First we take a look at the graphs counted by w = uC(3uz), where C(x) is the Catalan generating function.
w-trees
The Catalan generating function C(z) can be viewed as the ordinary generating function for rooted binary trees with internal vertices weighted by z. By a rooted binary tree, we mean a rooted tree in which every vertex has zero or two children. A vertex with zero children is called a leaf while a vertex with two children is called an internal vertex. Thus every internal vertex (except the root) has degree three whereas a leaf has degree one. We will think of an edge as being made up of two "half-edges," each half-edge incident with one of the end-vertices. For our purpose (which will become clear in the next section) in any rooted tree we will attach one extra half-edge to the root. Now every internal vertex in a rooted binary tree has degree three; i.e., every internal vertex is trivalent. Figure 2 shows such a tree. Note that in a rooted binary tree, the order of the children at any internal vertex c n z n , Figure 3 . Distinct binary trees then c n is the number of rooted binary trees (as shown in Figure 2 ) with n internal vertices.
Definition 5.1. A w-tree is a rooted tree with labeled trivalent internal vertices in which the three half-edges incident with every internal vertex are marked 1, 2 or 3. Moreover, the three marks at each internal vertex are distinct. labeled internal vertices, with one difference-in a w-tree, the order of the children at any internal vertex does not matter. Figure 5 shows two w-trees that are same.
A special case of a w-tree is the one with no internal vertices and no marks. It is Figure 5 . Same w-trees simply a leaf with a half-edge attached to it.
5.1.
Generating function for w-trees. We will find the exponential generating function in z for w-trees with each internal vertex weighted with z and each leaf weighted with u. To count w-trees with n internal vertices, we will construct such a w-tree starting with a rooted binary tree with n internal vertices. Then there are n! ways to label the internal vertices. Now we need to put in the marks on the half-edges at the internal vertices. In order to avoid counting a w-tree twice, we will take the canonical representation of a w-tree to be the representation in which the two half-edges at an internal vertex connected to the two children are marked in an increasing order from left to right. Then in Figure 5 , the canonical representation is the one on the left. Thus while marking the half-edges, there are 3 choices to mark the half-edge at an internal vertex going to the parent (in case of the root, it is the extra half-edge) and then the other marks get decided automatically. Hence the number of w-trees with n internal vertices is n! c n 3 n . Since a w-tree with n internal vertices has n + 1 leaves, the exponential generating function for w-trees with the appropriate weights is
Thus w = uC(3uz) is the exponential generating function for weighted w-trees.
With this interpretation of w, we will begin the combinatorial proof of formula (7).
The combinatorial proof
We will describe the graphs enumerated by the left side of formula (7). Then we will describe the same graphs in terms of their connected components and use the product formula for exponential generating functions to complete the proof.
6.1. Graphs counted by the left side. The left side of formula (7) is an exponential generating function for h 3n (u). From the interpretation of h n (u) given above, it follows that h 3n (u) is the generating polynomial for the number of vertices of degree zero over the set of all matchings on 3n vertices. But we cannot have 3n labeled vertices in these matchings. Since the power of z in the exponential generating function is n, we have only n labeled vertices in these matchings. We need to modify the matchings to obtain the graphs counted by the left side. We start with n vertices labeled 1, 2, . . . , n and use them to produce 3n vertices using the construction shown in Figure 6 for each labeled vertex i. Each labeled vertex is i 3 2 1 Figure 6 . One vertex produces three vertices adjacent to three vertices marked 1, 2 and 3 and these marked vertices are distinct for distinct labeled vertices. The n labeled vertices produce 3n marked vertices on which we construct a matching. The graph consisting of the n labeled vertices along with the matching on the 3n marked vertices is a typical graph counted by the left side. Figure 7 shows such a graph.
Let G be the set of all graphs enumerated by the left side of formula (7) . We can describe a graph in G as a graph in which every vertex has degree one (monovalent The graphs in G are made up of connected components and we will soon find out that these graphs have three types of connected components. If we show that each term on the right side of formula (7) is the exponential generating function for graphs that contain only one type of connected component, then the product formula for exponential generating functions tells us that the product of the terms enumerates the graphs in G. First we need to determine the various types of connected components of the graphs in G. Then for each type we will find the exponential generating functions for graphs that contain only that type of connected component.
Connected components of graphs in G.
To start with, we eliminate all bivalent vertices from the graphs in G. A bivalent vertex is adjacent to one trivalent vertex and to another bivalent vertex. We transfer the mark on the bivalent vertex to the half-edge at the adjacent trivalent vertex. We also transfer the mark on a monovalent vertex to the half-edge at the adjacent trivalent vertex. Figure 8 shows the graph in Figure 7 with all bivalent vertices eliminated and all the marks transferred to the half-edges.
We see from Figure 8 that this elimination may create some loops at some of the vertices. We think of a loop as contributing two to the degree of a vertex since a loop is an edge made up of two half-edges and each half-edge contributes one to the degree of the vertex. So every vertex in the new graph is monovalent or trivalent. Each of the three edges coming out of a trivalent vertex is incident with another trivalent vertex or to the same vertex or to a monovalent vertex. Each half-edge at a trivalent vertex has a mark and hence every loop and every edge joining two trivalent vertices has two marks on its two half-edges. We can easily recover the original graph by adding a vertex at each half-edge of such an edge or loop. Thus the graphs in G are reduced to graphs (with loops) which have only trivalent or monovalent vertices. Each trivalent vertex is weighted z and has marked half-edges incident with it while each monovalent vertex is weighted u.
The connected components of a graph in G are of three types: components that do not contain any cycles (acyclic), components with only one cycle, and components with more than one cycle. Note that a loop is considered to be a cycle. Figure 7 with bivalent vertices eliminated 6.3. Graphs with acyclic components. An acyclic connected component is a tree. Figure 9 shows such a tree. We wish to count such unrooted trees. To do Figure 9 . Tree component this, we first count vertex-rooted and edge-rooted versions of these trees. First we count trees rooted at a trivalent vertex. In such a tree, the three half-edges at the root are joined to w-trees. So we can construct such a rooted tree by taking a set of three w-trees, with exponential generating function w 3 /3!, and a new root vertex with its three marked half-edges, and connected the half-edges of the new root to the half-edges of the three w-trees in 3! ways. Thus the exponential generating for these rooted trees is w 3 z.
Next we count versions of these trees rooted at an edge joining two trivalent vertices. With the help of Figure 10 we see that the exponential generating function for such edge-rooted trees is 9w 4 z 2 /2. An unrooted tree with n trivalent vertices is w-tree w-tree w-tree w-tree 3 choices for this mark 3 choices for this mark edge -root Figure 10 . Edge-rooted tree counted n times in the generating function for rooted trees as there are n choices for the root. Since there are n − 1 ways to choose an edge-root, such a tree is counted n − 1 times in the generating function for edge-rooted trees. In order to get the generating function for unrooted trees, we subtract one generating function from the other so that each tree is counted once. Hence the exponential generating function for unrooted trees is w 3 z − 9w 4 z 2 /2. Then the exponential generating function for graphs whose connected components are only trees is exp(w 3 z − 9w 4 z 2 /2). Now let us look at the connected components with one or more cycles. The two components besides the tree in the graph in Figure 8 are such components. First we reduce these components by shrinking all the w-trees present in them. Figure  11 illustrates this process. As we see in the picture, the process of shrinking w-trees Figure 11 . Components with cycles with w-trees eliminated leaves behind vertices weighted with z which are now bivalent. We further reduce the components by eliminating these newly created bivalent vertices. Figure 12 shows what we get after this further reduction. Thus we get either circles with no vertices or components (with multiple edges and loops) in which each vertex is trivalent. We will consider the two cases separately. 
However, in this case we have a cycle of vertices with a w-tree attached to each vertex which indicates that we need to replace z with wz in the generating function. Moreover, the half-edges at each vertex of the cycle have distinct marks and this marking can be done in 3! = 6 ways. So in fact, we need to replace z with 6wz. Thus the exponential generating function for undirected cycles of w-trees is
(6wz) n /n. Note that the sum begins with n = 3 because three vertices are needed to form a cycle when no loops and multiple edges are allowed. But the graphs we are counting do have loops and multiple edges. So there can be a cycle with one or two vertices. 
Then the exponential generating function for graphs whose connected components are only cycles of w-trees is exp (log (1
6.5. Components with more than one cycle. The components of graphs in G that reduce to components with only trivalent vertices are the ones with more than one cycle. After reduction, these components can be together thought of as a graph whose connected components have only trivalent vertices. Consider such a graph with m vertices. For the purposes of counting, we add a new vertex at each half-edge of a trivalent vertex. Then the graph looks as shown in Figure 15 . It has 3m additional vertices and we can think of it as a complete matching on Then it is clear that in a complete matching the number of vertices is even. For 3m to be even, m has to be even. So m = 2n for some n. Then the number of complete matchings on 6n vertices is (6n)!/(2 3n (3n)!) and the number of edges in each complete matching is 3n. So the number of graphs with m = 2n vertices whose connected components have only trivalent vertices is (6n)!/(2 3n (3n)!).
We can obtain the original components from the reduced graph by introducing an ordered sequence of vertices at each edge. The vertices which are introduced are trivalent vertices with marked half-edges and with a w-tree attached to one of the half-edges. We can see this for the component with trivalent vertices in Figure  12 by tracing it back to its original component in Figure 8 . Thus we get a term ∞ k=0 (6wz) k for each of the 3n edges in the reduced graph, and combining these terms, we get 1/(1 − 6wz) 3n . As explained in subsection 6.4, we have 6wz instead of simply z. Hence the exponential generating function for components with more than one cycle is We know that a connected component of any graph in G is either acyclic or contains exactly one cycle or has more than one cycle. In each case, we have found the exponential generating function for graphs whose connected components are only of that type. Then by the product formula for exponential generating functions, the exponential generating function for the graphs in G is the product of these generating functions which is exp(w 3 z − 9w 4 z 2 /2)
and this is the right side of formula (7).
