We studied the influence of signal variability on human and model observers for detection tasks with realistic simulated masses superimposed on real patient mammographic backgrounds and synthesized mammographic backgrounds (clustered lumpy backgrounds, CLB). Results under the signal-known-exactly (SKE) paradigm were compared with signal-known-statistically (SKS) tasks for which the observers did not have prior knowledge of the shape or size of the signal. Human observers' performance did not vary significantly when benign masses were superimposed on real images or on CLB. Uncertainty and variability in signal shape did not degrade human performance significantly compared with the SKE task, while variability in signal size did. Implementation of appropriate internal noise components allowed the fit of model observers to human performance.
INTRODUCTION
Detection and classification tasks are fundamental to many medical imaging applications. In radiology, these tasks involve first determining whether candidate signals are present in the image, then evaluating each candidate and rating its likelihood of being an actual lesion. Likely lesions are then classified based on their characteristics such as size, shape, and malignancy. While modeling the full clinical detection and classification process is still out of the scope of current psychophysical studies, numerous authors have reported results and models with the aim of improving the understanding of the processes behind various detection tasks. In most instances, these experiments were simplifications of real clinical tasks, using statistically or exactly known backgrounds, signals, and/or signal locations. The simpler tasks facilitate data collection and the robustness of the analysis.
When studying mass detection in a typical radiological task, use of real backgrounds and masses is desirable to achieve realism, but the collection of hundreds or thousands of similar images can be difficult and timeconsuming. Therefore, mammographic nonstationary backgrounds are typically replaced by synthesized white noise [1, 2] , power-law filtered white noise [3] [4] [5] , or lumpy backgrounds [6] [7] [8] [9] . Similarly, masses are generally approximated by disks [2, 3, 10] , phantom elements [9] , and Gaussian or Gabor functions [11] [12] [13] . Signal location uncertainty in the clinical task can be simplified by controlling the number and the location of the signals under the M-alternative forced-choice (M-AFC) paradigm, or receiver operating characteristic (ROC) studies [14, 15] . For such controlled signal conditions, Brettle et al. [16] recently showed that trained naïve (nonphysician) observers' performance was very close to that of radiologists.
To reflect the image properties of clinical tasks, recent developments have focused on producing synthetic yet realistic backgrounds and signals that mimic medical images while preserving data collection and computational efficiency. Lumpy backgrounds, initially developed by Rolland and Barrett [6] , have been extended to clustered lumpy backgrounds (CLB) [7] . Later, they have been further optimized [8] (second-generation CLB) to reproduce visual and statistical properties of mammograms. On the signal front, Saunders et al. [17, 18] recently developed an algorithm capable of generating benign or malignant breast mass signals based on the analysis of real masses' characteristics.
An important aspect of clinical relevance that is introduced in our study is signal uncertainty. While most studies have concentrated on signal-known-exactly (SKE) tasks, where the signal presented to the observers is known and does not vary throughout the entire experiment, less is known about more realistic conditions in which each image presents a different realization of the signal and the exact physical characteristics of the signal are not known to the observer. To model experiments involving various signals, signal-known-exactly but variable (SKEV) and signal-known-statistically (SKS) para-digms have been introduced [19] [20] [21] [22] [23] in M-AFC tasks. In the SKEV task, a pool of different signals is used throughout the detection experiment. Although the signal is randomly selected from one trial to the next, a high-contrast replica of the actual signal is displayed in addition to the M-AFC images. The observer thus always knows which signal is present. The SKEV task allows for generalization beyond a specific signal, while retaining the simplicity in analysis and modeling of the SKE task. In the SKS task, the signal is also randomly chosen for each trial out of a pool of different candidates, but the observer does not know which signal was selected. This scenario closely reflects a real radiological task, but its results are more complex to analyze and model than SKE or SKEV tasks.
To reproduce or predict human performance in detection tasks, model observers have been developed and successfully adapted to SKE experiments [14, 16, 24] . Later, models have been adapted to SKS tasks [19] , and Eckstein et al. [20, 21] and Zhang et al. [22] showed a good correlation with human results for SKS experiments with x-ray coronary angiograms. However, very little is known about the ability of SKS-adapted model observers to accurately predict human performance in mammography for SKS conditions.
The first purpose of this study is to evaluate the influence of background, signal shape and signal size, on the detection performance of human observers by conducting psychophysical tasks with mammographic backgrounds and second-generation CLB, combined with synthetic benign and malignant breast masses to produce fully realistic yet controlled images.
The second purpose is to use the human observers' data to evaluate linear model observers in their ability to predict human observer performance across the various psychophysical conditions, and to evaluate alternative methods for introducing internal noise in the models to best predict human observers' performance in SKS tasks.
MATERIAL AND METHODS

A. 2-AFC Setup
Four nonphysician observers participated in this study. All had experience with 2-AFC experiments, since they had participated in a previous SKE study with mammographic backgrounds and CLB [9] . For each of the 13 background and signal combinations described in Fig. 1 , the observers were presented 1,400 image pairs, or trials. The signal was randomly embedded in one of the two images for each trial.
The observers had to determine which image was the most likely to contain the signal. Fiduciary highly visible cues were provided to precisely locate the two possible signal locations, one per image. There was no time limit, and feedback was provided after each trial (correct or incorrect answer) and as a summary performance measure after every 25 trials (percent correct, P c ). The order of the 13 different tasks was the same for all observers. The observers performed each task during sessions distributed over one day or two consecutive days.
The images were displayed in a dark room on a Siemens SMM 21140 P high-contrast gray-scale monitor (Siemens, Karlsruhe, Germany) calibrated to the DICOM Grayscale Display Function and TG18 standards [25] . Pixel size of the display screen was 0.25 mm. The observers were free to select the viewing distance, which was typically about ϳ40 cm, but they were not allowed to modify any display settings.
B. Backgrounds
We used two kinds of backgrounds: real regions of interest (ROIs) extracted from digital mammograms, and synthetic second-generation CLB. For the real images, we used a database of 88 disease-free patients who underwent screening exams on a GE Senograph 2000D fullfield digital detector (pixel size: 0.1 by 0.1 mm) [26, 27] . A total of 2,800 square ROIs (256 by 256 pixels) were manually selected from the processed mammograms and resampled to 154 by 154 pixels to emulate a magnification factor of 1.5 on the display screen, reproducing typical clinical settings [9] . The CLB had been designed to mimic digital mammogram ROIs and their statistical and visual properties assessed by radiologists in a previous study [8] .
To obtain comparable conditions between the real and the synthetic images, and because of the prominent importance of local statistics [9] , we matched the first two moments of the gray-level distributions of real and CLB images over the 40ϫ 40 pixel central area of the displayed images. This corresponds to the area covered by the fiduciary cues over which the human observers were hypothetically processing to perform the task. Over this area, the mean gray level was set to 128 and the standard deviation to 20, ensuring that the rescaled images would be in the middle of the display screen dynamic range. This change of the first-order statistics implied a shift of the ROI power spectrum without significantly altering its slope.
C. Signals
The signals were synthetic breast masses developed by Saunders et al. [18] and based on the analysis of real Fig. 1 . Backgrounds, mass type, and signal conditions for the 13 2-AFC detection task experiments. Benign and Malignant characterize simulated masses. SKE stands for an experiment with a single signal of given shape and size and SKS an experiment with a signal with variable shape but a given size, except for the last experiment where both shape and size were variable.
breast lesions from the Digital Database for Mammography Screening (DDSM) [28] . They provided signals that closely resemble real masses and represent perfect knowledge of ground truth. We chose to use two kinds of simulated breast masses: oval-shaped benign circumscribed masses, and irregularly shaped malignant masses with ill-defined borders [29] . In this work, these two kinds of simulated lesions will be referred to as benign masses and malignant masses, respectively.
Both mass types were constructed using concentric elliptical rings as a basis, and their edges characteristics were matched to those of corresponding real benign or malignant breast lesions from the DDSM. Their size was defined as the major axis of the ellipse corresponding to the half-maximum of the signal intensity [18] . During the 2-AFC experiments, these masses were embedded in real time in the different backgrounds, real or synthetic, resulting in controlled signal-present images. Detection tasks with 6.5 and 9.5 mm masses were conducted with CLB, while 6.5 mm masses only were used with the real backgrounds to limit the number of psychophysical experiments.
The masses were added linearly to the backgrounds. The reason for the linear addition is that the processed mammograms of the GE mammography unit are obtained by windowing the logarithm of the exposure data [30] . The signals, multiplicative in the exposure domain due to exponential attenuation through the lesion, were thus additive in the log(exposure) images. The amplitude of the signal, defined as the maximum intensity of the mass, was set after preliminary experiments by one of the authors to obtain a P c between 0.70 and 0.85 for each condition. For benign masses, this resulted in an amplitude of 10 gray levels (GL), whereas a higher amplitude of 15 GL had to be used for malignant masses, which tend to be less conspicuous due to smoother borders. At the beginning of each of the 13 different experimental conditions presented in Fig. 1 , the observers were trained with sets of 25 trials with decreasing signal amplitudes until they had reached a P c of at least 0.70 for the actual experimental contrast conditions. Depending on the observers and series conditions, this training phase lasted from 100 to ϳ500 trials. The target P c range 0.70-0.85 is low compared with traditional 2-AFC studies [31] . We chose this range of P c for efficient estimation from samples of one model observer whose template (Human Linear Template; see Subsection 2.D), is derived from the observers' correct and incorrect answers and the backgrounds. Template estimation would have been much less efficient with a higher value of P c .
For SKE experiments, the signal was identical during the whole experiment, including high-contrast and lowcontrast training phases. The observers were aware that they were being trained with the same signal that would be presented during the actual experiment. For the SKS task, the signal was chosen randomly for each trial from a pool of 50 similar candidates of the same mass type (benign or malignant) and with the same size: the actual signal to be detected thus changed from trial to trial, and was not known by the observer. In a similar manner to the SKE task, for the SKS conditions, the 50 similar signals were randomly chosen from the same set during the training phase and the following experiment. Finally, a last experiment was conducted with CLB and benign masses having sizes of 5.5, 6.5, 7.5, 8.5, and 9.5 mm. Ten masses per size constituted the pool of SKS signals. The aim was to compare SKS results when the mass size was kept constant and only its shape and orientation changed, and when the sizes covered the range of interest in screening mammography. Examples of displayed images, including fiduciary cues, are shown in Fig. 2 .
D. Model Observers
Linear model observers were implemented and compared with human observers' results. We used the nonprewhitening matched filter (NPW) [14] , the NPW with an eyefilter (NPWE) [24, 32] , channelized Hotelling observers (CH) [14, 15, 33] with square (SQR) channels, sparse (SDOG) or dense (DDOG) difference-of-Gaussians channels, and Gabor function channels [9, 34] , and estimated Human Linear Template (HLT) models [9, [35] [36] [37] [38] [39] [40] . These models have been described extensively in the literature, and they will only be briefly reviewed here.
The decision variable of a general linear observer of an image g i is given by the product of a template w and the image:
In Eq. (1), both w and g are expressed as 1-D vectors. is an optional noise term that reflects the observer's internal noise. The templates for the NPW and NPWE observers in SKE tasks were defined as
where s is the signal, and E͑͒ = n exp͑−c 2 ͒ is an eye filter that accounts for human eye different sensitivity to radial frequency . The parameters used for the eye filter (n = 1.3, c = 0.0041) are from Burgess [24] .
The general Hotelling observer template is derived from the covariance matrix of the backgrounds K b as
where ͗g s ͘ and ͗g n ͘ are respectively, the means of the images containing the signal and the background and containing the background only. If the signal is identical for all signal-present images, then ͗g s ͘ − ͗g n ͘ is equal to s. The covariance matrix inversion in Eq. (4) is often impractical to implement, since for N ϫ N pixel images, the size of this matrix is N 2 ϫ N 2 . Moreover, the large number of independent images needed for getting a nonsingular estimate of the covariance matrix is rarely reached in a typical experimental study. To overcome these computational issues, the Hotelling observer may be approximated by reducing the images to a small set of variable response channels [5, 14, 15, 33, 34] . The CH observer template is then given by
In Eq. (4), K b,c is the channelized covariance matrix which represents the external noise source. It is computed from the background images as
where the column vectors of the matrix T each represent the spatial profile of a channel. The noiseless covariance matrices K b,c were estimated by sampling using the 1,400 signal-absent images of the 2-AFC experiments. s c is the expectation of the signal seen through the channels:
K is the covariance matrix of the internal noise expressed in the channels' basis (see Subsection 2.F). The four kinds of channels used for this study are the SQR, SDOG, and DDOG channels as described by Castella et al. [9] and Abbey and Barrett [34] , and channels defined by Gabor functions. The Gabor channels were constructed as
In Eq. (6), ⌳ is the wavelength in pixels, is equal to 0 for odd-phase channels and / 2 for even-phase channels, = 0.56⌳ for a bandwidth of one octave, xЈ = x cos + y sin , and yЈ =−x cos + y cos . We used a total of five orientations, eight wavelengths and two phases (odd and even), making a total of 80 channels. The wavelengths were chosen according to the DDOG channels' peak frequencies, with values ranging from ⌳ min = 18 pixels (0.64 deg visual angle) to ⌳ max = 192 pixels (6.8 deg visual angle) in discrete steps spaced by a multiplicative factor of 1.4.
The HLTs [9, [35] [36] [37] [38] [39] [40] were estimated using a genetic algorithm (GA). The details of the procedure are described in a paper by Castella et al. [9] . With this method, the template itself w HLT is derived a posteriori from the individual 2-AFC decisions made by the human observers. The GA finds the linear template that maximizes the likelihood function of observing the individual trials' choices of human observers [38] .
For each experimental condition given in Fig. 1 , ten estimates of w HLT were obtained by running ten times the GA with different seeds. The results and standard errors presented in the next sections correspond to the average performance of the model for the ten estimates.
E. Performance Evaluation
Human observers' performance on a given task was measured using the proportion of correct answers P c . Individual observers' standard errors for P c were derived by computing P c for subsets of 50 consecutive trials. Additionally, all human observers' results were pooled to determine the generic observer performance and associated variance estimates. We used the Gallas et al. [41] multireader multicase variance analysis method for binary data and generic study designs. This method provides an unbiased estimate of the generic observer's performance and variance (in terms of P c ) when different observers with possibly different skills perform a binary task with possibly different cases and case numbers among observers. For our study, a case consisted of a randomly chosen pair of one signal-present and one signal-absent image. As the database of possible signal-present and signalabsent images contained as much as N T different backgrounds for each condition, we assumed that the cases were independent for the statistical analysis.
P c was then converted to an empirically obtained index of detectability dЈ by generating a lookup table for P c versus dЈ from the usual cumulative Gaussian relationship under the assumption that the variances of the responses to the signal-present and signal-absent locations be identical [15, 42] . The use of backgrounds that are not contiguous in the patient images justifies the transformation from P c to dЈ with the assumption of statistically independent internal responses.
The model observers' performances were assessed using Monte Carlo experiments. For each model and experimental condition, the decision-variable distributions were estimated by directly computing the dot product between the corresponding templates and 1,400 random signalpresent and signal-absent image pairs, using the same backgrounds and signals as for the human observers. For SKE tasks, the area under the ROC curve was computed from the decision-variable distributions for signal-present and signal-absent images using JROCFIT [43] , and then transformed into a detectability index [42] . For SKS tasks, individual trial decisions were computed using the sum of likelihood rule leading to an estimate of P c , which was then also transformed into a detectability index. The use of the same relationship between P c and dЈ for the SKE and SKS tasks is a simplified approach, since one should also include the signal uncertainty in the conversion for SKS tasks. But here we were using the conversion to dЈ only as a transform to a performance measure that was comparable to the dЈ from the SKE.
F. Selecting the Internal Noise Level
Human observers are known to be subject to internal noise, and there are various ways to implement it in model observers [14, 15, 44] . For models using channels mechanisms (all four CH observers in this study), internal noise was assumed to be zero mean, independent in each channel, with variance proportional to the variance of the external noise in each channel, and with a proportionality factor p n . The noisy channelized background covariance matrix K b,c,n could thus be defined as
Under these assumptions, the decision variable in Eq. (1) becomes
where the w k are the components of w in the channel's basis. Each k is Gaussian distributed with zero mean and has a variance of p n k 2 . For the other model observers (NPW, NPWE, and HLT), noise was added in the decision variable as
where is Gaussian distributed with zero mean and variance equal to p n ext 2 . The variability ext 2 was estimated by computing the variance of without internal noise from 1,400 signal-absent images. On the basis of human observer results in the psychophysical tasks, we then defined the optimal value of p n in Eqs. (7) or (9) for a given model observer as the one that best matched the performance of this model to that of the human observers. To determine the optimal internal noise level for each model, we used Monte Carlo trials with the same backgrounds and signals as for human observers. Optimal p n for benign and malignant masses were separately assessed. We iteratively changed p n until the root-mean-square error (RMSE) between the model and the generic human observer performance was minimized for the SKE tasks:
where the subscripts h and m, respectively, stand for generic human and model observer performances.
G. Model Observers and Internal Noise in SKS Tasks
All models were also adapted to the SKS tasks using the sum-of-likelihood rule described by Zhang et al. [45] . In this approach, the response of a model observer is obtained by combining the individual responses of the templates corresponding to the J different possible signals and assuming Gaussian internal responses:
where the decision variables l + and l − are the sums of likelihoods for the signal-present and signal-absent image, respectively; ±,j is given by Eq. (1); and +,j is the expected response of the jth template to the images containing the jth signal and −,j the response to the signalabsent images; assuming an equal variance j 2 . The expectations and variances of the responses of each template were estimated from the ±,j distributions with the 1,400 signal-present and 1,400 signal-absent images used in the experiments.
Adding internal noise to this process is not trivial. Three alternatives were tested in this paper:
(i) Internal noise in the individual template responses. In this scheme, the optimal internal noise level p n that had been found for the SKE tasks was used in Eq. (8) and (9) to alter the distributions of ±,j in Eq. (11) .
(ii) Internal noise added to the maximum of the logarithm of the likelihoods. The template with the maximum likelihood only was used instead of the sum in Eq. (11). Internal noise was then added to the logarithms of l + and l − as a Gaussian random variable with zero mean and p n ext 2 variance, the latter being estimated as in Eq. (9). (iii) Internal noise assuming that a single template is used. This alternative assumes that the model performs SKS and SKE tasks the same way, using a single template. For each task, the model observers' templates derived for SKE tasks were used for the corresponding SKS tasks, and internal noise was added as in Eq. (8) and (9) Using the optimal internal noise levels p n that had been found for the SKE tasks, Monte Carlo trials were conducted for the SKS tasks to test each of these internal noise schemes. An overall measure of agreement between a given model and the generic human observer RMSE overall could then be computed with all seven tasks with benign masses and all six tasks with malignant masses (see Fig. 1 ). For statistical reasons, only one HLT per SKS detection task given in Fig. 1 was estimated, corresponding to the generic observer data.
The statistical significance in the differences between generic human and model observers' performance were assessed with a F-test with (number of tasks-1) degrees of freedom ͑df͒ for the numerator and (number of observers-1) df for the denominator. This test uses the mean-square error between the generic human and the model observer, and compares it to the mean variability across individual human observers [44] :
RESULTS
A. Robustness of the Results
Potential sources of bias in the human observer results were statistically tested for each of the 13 experiments. At a 5% confidence level, there was no significant deviation from an equal proportion of left versus right image choice for any observer. Possible learning effects were tested by comparing the proportion of correct answers of the first and last 200 trials to P c for the whole 1,400 trials for each experiment and observer. We found no significant deviation from random differences in performance across the beginning, the end, and the experiment as a whole for all observers. These results suggest that the observers had effectively stabilized their performance after the training phases, and were performing consistently during the actual detection experiments.
Finally, potential correlation between decision time (time used to give an answer for a given trial) and P c was also tested. For each condition, the 1,400 trials were divided into 28 subsets of 50 consecutive trials. The mean decision time and P c were then computed for each subset, and the correlation coefficient between these quantities assessed using a 2-sided T-test [46] . The correlation coefficient was not significantly different from 0 for any observer. This suggests that for a given observer and conditions, no improvement or degradation of the performance resulting from an increased decision time t could be statistically demonstrated.
However, it is of interest to note that while P c did not change significantly during a given experiment, t generally decreased by 30 to 50% for each observer between the first trials and the last ones. Absolute mean values for t ranged from 1 to 4 seconds, depending on the observer and the conditions.
Concerning the robustness of the HLT estimation, the performances of the ten estimates of w HLT per experimental condition were first assessed separately using Monte Carlo trials, in a way similar to the other models. The ten P c were then averaged to determine the overall HLT model performance. Statistical analysis showed no significant difference between the performance averaged across w HLT estimations, and the performance of the template obtained by spatially averaging the ten estimates.
B. Human Observer Results
Benign Masses
The index of detectability dЈ and associated confidence intervals averaged over the four human observers for each of the 13 experimental conditions described in Fig. 1 are given in Table 1 . As an example of typical individual experimental results, human observers' dЈ for the 6.5 mm benign masses are given in Figs. 3(a) for SKE tasks and 3(b) for SKS. For SKE experiments, dЈ averaged over the four observers (generic human observer) was 1.07 for the real backgrounds, and 1.11 for the CLB ͑p = 0.57͒. For the SKS tasks, the difference between real images ͑dЈ = 1.14͒ and CLB (1.06) was not statistically significant either ͑p = 0.14͒.
When comparing SKE and SKS tasks for the 6.5 mm masses, there was no significant difference for either real backgrounds ͑p = 0.10͒ or CLB ͑p = 0.53͒.
In the experiments with fixed signal size, the 6.5 mm masses were better detected than the 9.5 mm masses. The difference is especially visible in the SKE experiment (difference of 0.22 in dЈ units, p = 0.0003), while smaller in the SKS task (0.08 in dЈ units, p = 0.18); see Table 1 . This trend is also visible in the size uncertainty experiment with signal size ranging from 5.5 to 9.5 mm (Fig. 4) . A 2-way ANOVA performed across signal sizes and observers showed that neither observer (df =3, F = 0.49, p = 0.69) nor mass size (df =4, F = 1.71, p = 0.21) dependency were significant. Finally, we compared the performance of the generic observer for SKS with fixed size (shape uncertainty) versus size uncertainty. There is no significant difference in the performance for the 6.5 mm masses (0.08 in dЈ units, p = 0.51), but the 9.5 mm are clearly better detected when the observer knows the signal size than in the size uncertainty task (0.19 in dЈ units, p = 0.01). 
Malignant Masses
Human observers' performance for the 6.5 mm malignant masses is shown in Figs. 5(a) (SKE) and 5(b) (SKS). For these masses, generic observer's dЈ was significantly higher with the real images than with the CLB for both SKE (0.20 in dЈ units, p Ͻ 10 −4 ) and SKS tasks (0.25 in dЈ units, p Ͻ 10 −4 ). As for benign masses, there was no significant difference between SKE and SKS tasks for both real backgrounds (0.05 in dЈ units, p = 0.31) and CLB (Ͻ0.01 in dЈ units, p = 0.99).
The mass size effect was different than for benign masses. The 9.5 mm malignant masses were better detected than 6.5 mm masses: the difference is visible in Table 1 for SKS task (0.21 in dЈ units, p = 0.01) and for SKE, although not statistically significant (0.11 in dЈ units, p = 0.10). Figures 6(a) and 6 (b) present the RMSE of the different models after adjustment of the internal noise level. As mentioned previously, the internal noise parameters were varied to match human performance on the SKE tasks.
C. Model Observers
The same values for the internal noise parameters were then used for the other conditions. Some models (DDOG with benign masses, and SDOG, DDOG for both mass types) already had a performance level that was below that of human observers before any internal noise addition. For this reason, there is no nonzero optimal value of the noise level parameters p n for these models, since any amount of internal noise would further degrade their performance. Table 2 shows the RMSE overall values, which represent the difference in performance between the generic human observer and the models with optimal value of p n . The RMSE overall includes SKE tasks, and SKS tasks with the three alternative ways of adding internal noise to the models presented in Subsection 2.G. Figure 7 shows representative examples of model observer templates (SKE tasks, CLB) and Fig. 8 , typical in- dividual HLTs compared with the one corresponding to the generic observer (SKE task with 6.5 mm benign masses and CLB).
DISCUSSION
A. Influence of the Background and the Local Statistics
In a previous study [9] , we showed that human strategy was similar between real mammographic and secondgeneration CLB for a SKE detection experiment with a mass signal extracted from a mammographic phantom. However, we also observed dissociations in performance for human and model observers between the two background types, and argued that matching the first two orders' statistics over the backgrounds as a whole was not sufficient to ensure comparable conditions. For this reason, we tried to follow a more local approach in the current study, and matched these statistics specifically in the central part of the images, where the observers supposedly performed the task.
For benign masses, human observers achieved very close performance for both backgrounds. Individual observer's differences in P c did not exceed ±2.6%, except for one observer in the SKS task (Obs. No. 3, 5%). For these signals with sharp edges, comparable to that used in the previous study [9] , matching local statistics resulted in backgrounds that are comparable in terms of detection performance. For malignant masses, however, the significant performance difference between real images and CLB could indicate that a different strategy involving more complex properties than first two orders' statistics is used by the human observers: we hypothesize that the systematic lower human performance with CLB suggests that their random, stationary nature containing blobs with smooth edges by construction is more likely to hide signals with similarly smooth edges than nonstationary images, in a way similar to the findings of Zhang et al. [47] with highly nonstationary backgrounds. a The RMSE overall is computed for all seven tasks with benign simulated masses and all six tasks with malignant simulated masses. The best internal noise scheme for each model and mass type is indicated in bold. Italic values indicate performance levels that are significantly different from those of humans ͑F-test, p Ͻ 0.05͒ ͓44͔. 
B. Influence of the Signal Shape Uncertainty
Quite surprisingly, when the signal size was constant over the experiment and the only uncertainty was its shape, human observers performed as well for the SKS tasks as for the corresponding SKE tasks. This shows that, although they had been trained with high-contrast versions of the same signals as in the actual experiments, human observers were not able to develop a better strategy for the SKE task than for the SKS. Zhang et al. [22] had reached somewhat different conclusions when comparing SKS to the a priori easier SKEV task: in their 4-AFC experiments with x-ray coronary angiograms, a high contrast copy of the actual signal used for the given trial was shown to the observer. Both signal shape and size varied from one trial to the next, and human observers performed better in the SKEV than in SKS tasks. This difference may arise from the fact that in all but the last experiment in our study, SKS experiments were performed with a constant signal size, whereas Zhang et al. used projected ellipsoid signals ranging from 1 mm ϫ 1 mm to 7.5 mmϫ 3 mm, introducing much more uncertainty about the actual signal size. Furthermore, our last experiment with signal size ranging from 5.5 to 9.5 mm confirmed that introducing signal size uncertainty lowered the detection performance of the observers compared with the SKS experiments with fixed size, especially for the largest masses (comparison points in Fig. 4 , p = 0.51 for 6.5 mm masses, p = 0.01 for 9.5 mm). When mass sizes are mixed, the lower-bending performance curve for the largest masses is similar to the results of Judy et al. [10] with disk signals on correlated noise, or to more general findings with contrast-detail experiments by Burgess et al. with mammograms or powerlaw noise [4, 5] for SKE tasks and search within a defined area. Judy et al. [10] also compared SKE with SKS experiments and showed that size uncertainty degraded human observer performance mainly for the largest disks with diameters larger than 1 cm, which seems consistent with our findings in Fig. 4 , as far as the two studies can be compared. Judy et al. indeed used different contrasts for the different signal sizes to maintain a constant nonprewhitening matched filter observer performance, whereas we used a fixed signal contrast for all mass sizes.
In our study, the effect of signal shape uncertainty was investigated with CLB and real images, while the size uncertainty experiment was performed only with the CLB. However, the other results with benign masses (Subsection 4.A, last paragraph) suggest that size uncertainty experiments with real backgrounds should lead to the same conclusions, since the detection performance for SKE and SKS tasks with benign masses was very similar for both background types.
C. Model Observers versus Human Observers
The RMSE presented in Table 2 , which take into account SKE and SKS tasks, show that most models can fit human results with appropriate internal noise level adjustments. The only exception is the NPW model: without internal noise, it performs better than human observers. This result may be surprising at first when compared with previous reports in literature, which typically find that the NPW performs worse than human observers in anatomical backgrounds. The apparent discrepancy is the consequence of the fact that unlike previous studies [4, 9, 12] , in the current experiments the local means for all signal-absent images were matched over an area close to the size of the largest signals to ensure comparable conditions between the real and the synthetic backgrounds (see Subsection 2.B). The NPW model is highly degraded by variations of the mean local luminance, and thus the preprocessing that matches the means of local background areas highly improves the NPW model's performance. However, even with the optimal internal noise level, the difference between the performance of NPW model and human results is much larger than for the other models. As in our previous study with phantom masses on real and synthetic backgrounds [9] , this suggests that human observers' detection strategy is more complex than that of the basic NPW model.
The addition of the eye filter (NPWE model) has a major effect on the ability of the model to predict human results. As illustrated in Fig. 7 , the NPWE model acts mostly as an edge enhancement filter. The internal noise level that has to be added to this model to match human results is greater for benign ͑p n = 1.4͒ than for malignant ͑p n = 0.8͒ masses. This is probably due to the edge enhancement being more efficient with benign masses, which intrinsically possess much sharper edges than malignant masses. With the optimal values for the internal noise level, the NPWE model is a very good predictor of human results for all tasks. The best way to incorporate internal noise into this model for the SKS tasks is to add the noise to the individual template responses. This may be because the J templates corresponding to the J possible signals are quite different one from each other since they are essentially enhancing the signal edges: combining the J likelihoods brings useful information to the model even if the signals are similar in size, and adding noise in the individual responses appeared to be the best solution to lower the performance of the NPWE observer to match that of the generic human observer. The other methods for noise addition in the SKS tasks (maximum of the logarithm of the likelihood and single SKE template) lead to a performance that is below that of humans: if the NPWE is no longer able to combine the individual responses, it seems to be much less efficient in SKS tasks.
Results for the CH model observers can be divided into two classes. For the SQR, SDOG, and DDOG channels, the performance without any internal noise was close to that of human observers, or slightly below. As human observers are known to be subject to internal noise [1] , these models cannot fully account for human observers' decision processes for the current tasks. The low performance of these models is likely related to the information reduction through the preprocessing of the image by a small number of channels that might not fully capture the important signal features. For these channelized models (without internal noise), the use of the sum-of-likelihoods rule, the maximum likelihood rule, or the SKE template led to very similar results in SKS tasks (see Table 2 ).
In contrast to the SQR, SDOG, and DDOG channel models, the CH observer defined with Gabor function channels performed much better than human observers.
Performance of the CH-Gabor model was close to perfect ͑P c = 100% ͒ for all signal and background combinations studied in this paper. Adding internal noise lowered the performance of the CH-Gabor model down to the level of human observers for SKE tasks [Figs. 6(a) and 6(b)]. The internal noise level that had to be added to the CH-Gabor model was higher for malignant ͑p n = 2.2͒ than for benign masses ͑p n = 0.5͒. This result was opposite from what we found for the NPWE model (p n = 0.8 for malignant masses, 1.4 for benign masses). The dissociation in results might relate to the fact that, unlike the NPWE, the CH with Gabor function templates do not specifically emphasize the signal edges, but rather extend over the whole area covered by the signal (see, for example, Fig. 7) . The malignant masses have higher luminance contrast than the benign ones. Thus, templates with spatial integration areas that extend over the whole signal area might be particularly efficient for malignant mass detection. This is the case of the CH observer with Gabor functions model, which is particularly efficient with malignant masses and requires more internal noise than other models to match human observers' performance. As for the NPW model, it is likely that our results might change if we did not normalize the images to match the local mean luminance of the backgrounds, since the process of matching the local means removes some of the low-frequency noise.
In relation to the SKS tasks, if the SKE template only is used even though the signals are randomly chosen (third internal noise scheme in section 2.G), the CH observer with Gabor function channels is one of the best models in matching human performance level (see Table  2 ). For the other internal noise addition methods (sum of likelihoods with noise in the individual responses, and maximum likelihood rule), a problem appears with SKS tasks. The internal noise is integrated over the J templates when combining the individual responses, which leads to a better performance than in SKE tasks. This difference is especially large for the 9.5 mm masses, and may be explained by the J templates for this model being very similar, since they essentially use information contained at the center of the potential location. For this reason, the RMSE overall , which takes into account SKE and SKS tasks, is much higher than the RMSE computed for SKE tasks only with these two internal noise schemes.
Finally, we evaluated a model (HLT) that uses a template estimated directly from observer choices for the set of test images. The estimation of the HLT assumes that human observers use only a single template per task for both the SKE and SKS conditions. This is likely a simplification of the strategy used by human observers but might still capture some important aspects of human performance. Estimation of specific templates for each of the signals presented in the SKS task is not plausible for our study because statistical considerations would require many more signal specific trials to obtain stable estimates of the individual HLTs. We thus computed only one overall template per task, acknowledging that this constituted a simplified analysis. The hypothesis of a single human template per task was further supported a posteriori by the results, which show that the HLT model predicts human results remarkably well for all experimental conditions. The RMSE overall (0.11 for benign masses, 0.07 for malignant masses, with the same p n value equal to 1) is the lowest of all models.
The spatial profiles of the HLT for the 6.5 mm masses (see Fig. 7) show that human observers' strategy was essentially concentrated on the signal edges for the benign masses with real and synthetic backgrounds and malignant masses with real backgrounds. This is perfectly consistent with our previous study with a phantom mass with relatively sharp borders embedded in real and synthetic backgrounds [9] . However, the template for malignant masses with CLB suggests that the observers concentrated more on the central part of the signal location. This may explain why their performance in detecting malignant masses was not as good with the CLB as with the real backgrounds. This assumption should be taken with care, since individual detection strategy may vary across human observers: the individual templates shown in Fig.  8 suggest that for the corresponding task all observers focused on signal edges as in our previous study [9] , but also that two of them used information contained at the center of the potential signal location. Further analysis in the spatial or frequency domains was not carried out in this study for two reasons: first, the wide range of tasks and the number of observers would have led to computing time issues, since every HLT estimation had to be repeated ten times. Second, using radial-averaged parameters to reduce the analysis to one dimension [9] would have been problematic with signals that are not circularly symmetric. Objective comparison of the templates across models, tasks, and individual observers, should be explored in further work.
CONCLUSIONS
By conducting detection experiments with realistic benign and malignant breast masses superimposed on real mammographic backgrounds and realistic, secondgeneration CLB, we were able to study the influence of signal variations and uncertainty on human observers' detection performance. We showed that human observers' performance did not differ significantly between SKE and SKS tasks when the signal size was kept constant. However, human observers were sensitive to signal size uncertainty, and their performance diminished between fixedsize and size-uncertainty experiments, especially for the largest masses. Following this idea, assessing human observer detection performance for such nontrivial signals as benign or malignant masses would already be possible with a limited set of signals covering the size range of interest: there would be no need to use sets with large numbers of signals covering the possible orientations and shapes in psychophysical studies.
Excellent agreement with human observers was obtained for NPWE, CH observer with Gabor function channels, and HLT models with adapted internal noise levels.
The NPW observer appears to be too simplistic to correctly model human results. The performance of the other CH observers (SQR, SDOG, DDOG channels) seems to be too low to correctly model human decision processes for SKE and SKS tasks. Even if the detection performance level between humans and models has been matched with success in this study, further work is still needed for ob-jectively comparing the different model observer templates and the HLT to study not only the performance level, but also the similarity or differences in detection strategies between human observers and models.
Finally, one has to keep in mind that the SKS approach (or SKEV, for which results have been shown to be highly correlated with SKS [19, 21, 22] ) is still far from the actual clinical situation. Many other factors influence the radiologist's ability to correctly detect masses on mammograms: much wider search space, signal location uncertainty, and extremely low prevalence of the order of 7 per 1000 cases [48, 49] , for example. Moreover, real clinical strategies also include comparison with the contra-lateral breast and global breast architecture. However, these elements are currently beyond the scope of most psychophysical experiments and would lead to overly hard to interpret results. For this reason, the limitations of the current study (square regions of interest instead of whole breast, 2-AFC, controlled signal location) are still necessary to investigate human observer detection strategies and performance.
