Inference for variance components in linear mixed models of ANOVA type, including estimation and testing, has been investigated when the number of fixed effects is fixed. However, for high-dimensional data, this number is large and would be regarded as a divergent value as the sample size goes to infinity. In this paper, existing tests are extended to handle this problem with a sparse model structure. To avoid the impact from insignificant fixed effects, the proposed tests are post-selection-based with an orthogonality-based selection of SCAD type applied to selecting significant fixed effects into working model. The selection and estimation of fixed effects are under the assumption on the existence of second order moments for errors. Two types of tests for random effects are considered and some new insights are obtained. The proposed tests are distribution-free, though they request the existence of the fourth moments of random effects and errors. The proposed methods are illustrated by simulation studies and a real data analysis.
Introduction
Mixed effects models have been frequently applied to model fixed and random effects. Testing the existence of random effects is of importance for mixed effects modeling. In practice, fixed effects of interest that significantly affects response variable are often the ones selected from a collection of fixed effect candidates. Therefore, when there are many fixed effects, we should consider estimation and hypothesis testing that are only based on the selected ones, rather than all of them. In this paper, we consider a testing problem when the number of fixed effects diverges to infinity as the sample size tends to infinity. As is well known, testing the existence of random effects is often transformed to be testing for variance components and there are a number of proposals available in the literature. When the number of fixed effects are given with no need to select, the examples include Stram and Lee [17] that considered variance components testing in longitudinal mixed effects models under the normality assumption and Greven et al. [6] that proposed a restricted likelihood ratio test for the existence of random effects in linear mixed models. Drikvandi et al. [3] introduced a test that only assumes the existence of second order moments of random effects and errors. Moreover, some tests for variance components were also constructed for generalized linear mixed models [10, 16] , semiparametric mixed models [18, 9] , nonlinear mixed-effects elliptical models [14] , and ANOVA models [8] , among others.
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In practice, we may be faced with a large amount of fixed effect candidates in a mixed effect model. Here is an example. Modeling the relationship between total nitrate concentration in the atmosphere and a set of measured predictors has received some attention (e.g. [7, 1] ). Dataset which consists of multiple sites with repeated measurements of pollution and meteorological variables in each site can be obtained from the US EPA Clean Air Status and Trends Network (CASTNet) sites. Let total nitrate concentration be response and we select several pollution and meteorological variables, say nine, as predictors. Suppose data from nine years and five sites are used and they are chosen to be seasonal to avoid the seasonality. As data are collected from multiple sites in different time periods, the time effect and site effect may be non-ignorable. Testing their existence in a mixed effect model may be necessary. Moreover, if the interactive effects between all the 9 predictors are considered, the number of fixed effects in this model will be C 2 9 + 9 = 45 which is a quite large number.
Further details about these data, together with the analysis, are presented in Section 5.
To the best of our knowledge, when the number of fixed effect candidates diverges to infinity as the sample size goes to infinity, no tests are available in the literature. The key difficulty is that relevant estimation about fixed effects would critically affect the distributional properties of classical tests in the literature. We will in the simulations show this phenomenon. Thus, in this paper, we suggest post-selection-based tests that are based on working model with selected significant fixed effects. Thus, the context contains selection/estimation for fixed effects as well.
Let Y be the sample vector of response with size n. It is assumed that a collection of fixed effect candidates {X 1 , . . . , X p n } has been provided where p n is allowed to go to infinity as n tends to infinity. The underlying mixed model of ANOVA type with the fixed effects X 1 , . . . , X p n and the random effects α 1 , . . . , α h is Y = Xβ n + Z 1 α 1 + · · · + Z h α h + ϵ, (1) where X is a n × p n matrix whose jth column is the sample vector of X j and also denoted by X j without any confusion, Z k is a n × m k non-random design matrix for the random effect vector α k , ϵ is the vector of the random errors which is independent of all the random and fixed effects, and β n is the vector of the fixed effects. When it is sparse, we assume without loss of generality that β T n = (β T n (1) , β T n (2) ) where β n(2) is a (p n − s n )-dimensional vector of fixed effects with elements all zeros and s n is a value that might go to infinity. It will be seen that none of the theorems in the following sections depend on any request for the magnitude of s n though increasing rate of s n might influence the powers of the tests we will construct. Moreover, the following assumptions are made about the model: X (i) , i = 1, . . . , n are mutually independent and identically distributed, where X (i) denotes the ith row vector of X, i.e. the ith observation of (X 1 , . . . , X p n ); All the elements in α 1 , . . . , α h are mutually independent; E(α i ) = 0 and cov(α i ) = σ 2 i I m i ; E(ϵ) = 0, cov(ϵ) = σ 2 I, and the elements in ϵ are mutually independent; The covariates X 1 , . . . , X p n are independent of α 1 , . . . , α h and ϵ, which is like the general assumption that the distributions of random effects and errors are not affected by the values of covariates when covariates are viewed as non-random; E(ϵ 2 are all unknown. Note that in model (1), we have not specified the distribution type of the random effects or errors.
As to distribution-free tests for variance components in linear mixed models, Nobre et al. [12, 11] proposed U-tests based on the procedure proposed in [13] , which are quite inspiring. However, Nobre et al. [12] only solved the issue of testing variance components in one-way random effect models. Nobre et al. [11] considered a model
with the random vectors b 1 , . . . , b k independently and identically distributed as (0, D), which is quite different from model (1) . Note that in this model, Y 1 , . . . , Y k are independent. In addition, the large sample properties were obtained when k approaches infinity. These two conditions limit the utility of the U-tests proposed in this article.
As mentioned above, we want to test whether the variance components σ 2 1 , . . . , σ 2 h are zero or not in model (1) . It is noted that for any test statistic, estimating the fixed effects is necessary. To avoid the difficulty in estimation and testing which is caused by too many fixed effects, two post-selection-based tests will be developed, which are composed of two steps. In the first step, a sparse estimate of β n is obtained invoking a selection method of orthogonality-based SCAD-type.
Like any penalization-based method in the literature such as LASSO or SCAD, we also use a penalized objective function. However, without any higher than second order moments, we first use an orthogonality approach to remove the impact from the random effects to select fixed effects. The consistency and oracle properties for the sparse estimate are provided. Thus, this selection method of SCAD type itself is of interest.
In the second step, after significant fixed effects are selected with a probability going to one, two tests are constructed based on the working model. Limiting null and alternative distributions of the test statistics are derived. Although the basic ideas of our tests are inspired by Li et al. [8] , there are some new features in this step. We consider two cases. First, all the random effects to be tested have bounded dimensions. In this case, we will derive not only the limiting null distribution, but also the distribution under alternative, which was not obtained in [8] . The second case is that at least one of the random effects under testing has dimension approaching infinity as the sample size goes to infinity. This case is more general than the one where the dimensions of all random effects tend to infinity as Li et al. [8] considered. Moreover, we do not assume that the rank of 'refined key space' is asymptotically proportional to the sample size. Refined key space mainly relates to all the design matrices of the random effects to be tested. Its definition will be given in Theorem 3.2. In [8] , this assumption is necessary and it limits the utility of their test to a large degree. We allow the rank of refined key space to have an order equal to or lower than the sample size.
The article is organized as follows. The selection method and relevant properties are described in Section 2. In Section 3, the tests are constructed and the limiting null and alternative distributions are investigated. Simulation results are reported in Section 4. A real data example, the analysis of the US EPA data, is presented in Section 5. Section 6 gives a brief discussion about further generalizations. The regularity conditions are put in Appendix A. The proofs of the theorems stated in Section 2 are in Appendix B and those of the theorems stated in Section 3 are in Appendix C.
Fixed effects selection of orthogonality-based SCAD-type

Selection criterion
In penalized objective function, we will use the smoothly clipped absolute deviation penalty (SCAD, [4] ). However, note that in the model under study, the elements of Y are possibly related to one another and are heteroscedastic due to the existence of the random effects. Hence, directly minimizing ∥Y − Xβ n ∥ 2 penalized by the SCAD penalty is inappropriate. To bridge this gap, we remove the random effects by an orthogonality transformation, say AY, and make the components of Aϵ uncorrelated and homoscedastic. Let Z = (Z 1 , . . . , Z h ), M(Z) be the vector space spanned by the columns of Z, Z ⊥ denote an n × g matrix whose columns form a standardized orthogonal basis of M(Z) ⊥ which is the orthogonal complementary space of M(Z), see [8] . The model is then transformed to be (2) is much more suitable for SCAD to use. To be specific, a sparse estimateβ n of β n can be obtained by minimizing the following function:
over all β n . Here P (Z) ⊥ = Z ⊥ Z T ⊥ is the orthogonal projection matrix of space M(Z)
⊥ , and p λ (θ ) is the SCAD penalty function defined by [4] 
for some a > 0 and θ > 0, where a and λ are thresholding parameters.
where Z ⊥ can be taken as a standardized orthogonal basis of the eigen-subspace of ZZ T corresponding to its eigenvalue 0. Then Q n (β n ) can be expressed as
relevant techniques in [4] , including the minimization algorithm, the test of convergence, and the selection of thresholding parameters, can all be applied to Q n (β n ) without any extra difficulty.
However, Y is not assumed to be normal and more troublesomely, the components of Z T ⊥ Y may not be mutually independent. Therefore, it requires to use more sophisticated techniques to investigate the consistency and oracle properties ofβ n because the technical skills given in [4, 5] cannot directly be applied in this case. We then present the results in the following and postpone the proofs to Appendix B.
Although our methods involve some operations of matrices or vector spaces whose dimensions tend to infinity as the sample size increases to infinity, we do not need to worry about the problem of their convergence because they are all interim quantities in all the proofs of the large sample properties in this article. In other words, we avoid handling a vector space or matrix with an infinite dimension.
Asymptotic properties
Recall that β n1 , . . . , β ns n are nonzero, and β ns n +1 , . . . , β np n are zeros. We first state the existence of local minimizer of Q n (β n ). 
, where a n is given in Appendix A.
The following states the oracle property ofβ n . In the above theorems and corollary, the number of the fixed effects p n is obviously allowed to tend to infinity, with its increasing order restricted to be p n = o(n 1/2 ). Though this restriction of increasing order of p n is needed for the proof of oracle property, we find in the simulation study that the proposed method still works well even when the magnitude of p n is set to be comparable to the sample size (see Section 4). Thus, the relevant theoretical development will be an interesting research topic in future.
Theorem 2.2 (Oracle Property of Sparsity). Under conditions
(C1.1)-(C3.1)(a), if λ n → 0, √ n/p n λ n → ∞, and p 2 n /n → 0 as n → ∞, then the √ n/p n -consistent local minimizerβ n = (β T n(1) ,β T n(2) ) T in
Test statistics
Let D be a subset of {1, 2, . . . , h}. Testing whether at least one of the random effects α k , k ∈ D exists or not is equivalent to testing the following hypothesis
In this section, the test statistics are constructed following the ideas in [8] . However, a significant difference is that the number of selected fixed effects is random and could tend to infinity. To deal with these two problems the results in Section 2 must be resorted. 
Substituting I byÎ, an estimate of σ 2 is defined aŝ
We will show that this estimate will be consistent to σ 2 under the null and alternatives. We now consider another estimate of σ 2 . Note that when H 0 is true, it holds that
which is larger than σ 2 as long as 
We will show thatσ 2 0 is only consistent to σ 2 under the null. Note that (7) does not depend on the null. Therefore, the difference betweenσ 2 andσ 2 0 can be small under the null whereas it is large under alternatives. This can be used to construct test statistics. The rationale is supported by the asymptotic properties ofσ 2 andσ 2 0 in the following theorem. 
under conditions (C3.3)(c) and (d) .
As D is allowed to include possibly both k ∈ D 1 and k ∈ D 2 and the condition on the rank of refined key space is much more elastic, the above second result is more general than that in [8] . Theorem 3.1 indicates that, when n is large enough, the main difference betweenσ 2 andσ 2 0 will be 
, where the equality
In constructing tests, consider two different cases. First, D 1 is a null set and second, D 1 contains at least one element. 
. . ,λg are also related toṼ n and defined in (C3.2)(b). · if c n ∼ n −τ with 0 ≤ τ < 1, the statistic T nc,Î tends to infinity as the sample size goes to infinity in probability.
As an improvement of the theory in [8] , the above theorem gives not only the limiting distributions of T nc,Î under the null but also those under alternatives, particularly the result (13) . According to (12) , the rejection area with test level ς can be given as
where χ 2 ς (g) denotes the upper ς quantile. The formula (13) reveals that, even under the local alternatives H a,n with c n = n −1 , the limiting distribution of T nc,Î is different from that under H 0 . Actually, the sum of weights 
asymptotically.
Case II: D 1 contains at least one element. Note that this case is more general than the one considered in [8] , since we do not request all the elements in D are from D 1 , but just assume that D contains at least one element from D 1 . In addition, we do not assume the rank of refined key space is asymptotically proportional to the sample size, which is a quite strict condition that was assumed in [8] (see Appendix A for some more details). We also construct a test statistic that is based on 
where γ= κ/σ
and under condition (C3.3)(a)
whereγ is any consistent estimate of γ . • if c n = v * −τ n with 0 ≤ τ < 1/2, the statistic T (2) nG,Î tends to infinity in probability as n → ∞.
Suppose the conditions given in Theorem 2.1, 2.2 and conditions
Under (C3.3)(a), the rejection area with significance level ς is |T (2) nG,Î | > z ς /2 , where z ς /2 is the upper ς /2 quantile. Further, if (C3.3)(a) is satisfied with ϖ = 0, the rejection area with significance level ς can be simplified as |T (1) nG,Î | > z ς /2 , where the calculation of the kurtosis estimateγ is avoided. When the rejection area |T
in which p i denotes the ith column of P (WÎ) ⊥ and p ij the jth element of p i .
A simulation study
Consider the following two-way random effects model with fixed effects:
where β = (β 1 , . . . , β p ) T are the fixed effects, ξ i and η j are the random effects, and ϵ ij is the random error. The random effects ξ i s and η j s are generated from N(0, σ 
T and (β 4 , . . . , β p ) T = 0. We call these type (A) settings. 
(ii) H 0 : σ In all the cases (i)-(iii), the significance level is set to be 0.05 with 1000 replications under H A , and 10 000 replications under H 0 . Under H 0 , we run 10 000, instead of 1000, replications because for checking whether the empirical size is close to 0.05, a very small number, more replications are needed to get an accurate empirical size.
In cases (i)-(iii), the shrinkage estimate of β is obtained by minimizing Q n (β). Based on the fixed effect selection results, the test statistic T (2) nG,Î is employed for (i) and (ii), while T nc,Î is used in case (iii).
Performances of the variable selection method and error variance estimate are summarized in Table 1 . The results show that total proportion ofβ 4 , . . . ,β p which failed to shrink to zero and total proportion ofβ 1 ,β 2 andβ 3 shrinking to zero by mistake are quite small, with some of them even zero. Moreover, the biases and standard deviations of the estimates including error variance estimatesσ 2 and fixed effect estimatesβ 1 ,β 2 ,β 3 show estimation accuracy. Results for cases (i)-(iii) are presented in Tables 2 and 3 respectively. In all the three testing problems, our tests perform well. First, the empirical sizes approach the significance level 0.05 with the increase of m and l. When (m, l) = (60, 8) and p = 100, the empirical sizes for testing (i), (ii) and (iii) are respectively 0.0497, 0.0515 and 0.0486. In each setting, the power increases as the sample size becomes large. Moreover, for all the three cases, the powers increase as the true values of variances to be tested become larger. To see the usefulness of variable selection when the number of variables are large, we also conducted simulations without selecting the fixed effects, and the corresponding empirical sizes and powers are presented in the brackets in Tables 2 and 3 . By comparison between the numbers in and out of the brackets, it can be seen that the fixed effect selection procedure does improve power performance. The most significant improvement is 20.4% which happened to the test (ii) when (m, l) = (30, 4), p = 30 and σ 2 1 = 0.25, and in all cases, the fixed effect selection never deteriorates power performance. Further, fixed effects selection helps to control the empirical sizes under the null except for the case (m, l, p) = (60, 8, 100) in Table 3 . An interesting phenomenon is that in the global tests (see Table 2 ), the empirical powers of the two tests under the settings (σ We also investigate the performance of our methods in a scenario where the random effects and errors are seriously skewed and heavy-tailed, and compare our methods with some other approaches. Again, we consider the model (19), but let all the random effects ξ i , η j and errors ϵ ij follow centralized and standardized log-normal distribution [log (1) with the other aspects totally identical to the type (A) settings. We call these the type (B)
settings. Note that this distribution still has mean 0 and variance 1, but its skewness and excess kurtosis are, respectively, about 6.185 and 110.936. Inference results via our methods are presented in Tables 1, 4 and 5. It can be seen that the selection and estimates of the fixed effects and the empirical sizes and powers of all the tests are still acceptable, though the tests based on T (2) nG,Î and T nc,Î become slightly more conservative and the estimate of σ 2 has a larger standard deviation which may both be caused by the skewed and heavy-tailed distribution of responses. For comparison, we also conduct simulations by using the restricted likelihood ratio test (RLRT) which has been extended to the linear mixed models with more than one variance components [6] . This method has received some attention (e.g. [15] ). We employ this method after selecting the fixed effects by our shrinkage estimation. As suggested by Greven et al. [6] , we use the RLRT statistics proposed by Crainiceanu and Ruppert [2] under the models y ij
for the tests of σ , where x ij,Î denotes the sample vector of the selected fixed effects andξ i andη j are, respectively, the empirical best unbiased prediction of ξ i and η j . We modified the Matlab codes provided by Crainiceanu and Ruppert [2] (www.biostat.jhsph.edu/ccrainic) for this issue. The results of RLRT are presented in Table 4 . It can be seen that the powers of RLRT are quite close to those of T (2) nG,Î or T nc,Î . However, Table 4 also shows that the RLRT method is not good at controlling the empirical sizes, at least in the two-way random effect model. The empirical sizes of RLRT even do not tend to the preassigned significance level 0.05 as the sample size gets larger. This may be caused by the predictions of ξ i or η j which may be always not accurate enough, and this problem is enlarged in this two-way random effects model where l, the number of η j , is small while m, the number of ξ i , is large.
As to the computational burden, we find that RLRT is time-consuming under linear mixed models, compared with our method. On a Lenovo PC with Pentium(R) Dual-Core CPU (3.20 GHz) and RAM 2.00 GB, our approach takes about 25 s to RLRT takes about 64 s. It may be due to the fact that, for assuring accuracy, RLRT generally needs to draw a large amount of samples from the null distribution of RLRT, say 100 000 in this simulation and in [6] . Of course, the computational burden of our methods will also increase as the sample size becomes larger. 
Analysis of the US EPA data
As discussed in the introduction, the study of the relationship between total ambient nitrate concentration (TNO3, ug/m 3 ) in the atmosphere and a set of measured predictors has been focused a lot. Inspired by Bondell et al. [1] , we fit the relationship between TNO3 and nine predictors. The predictors, denoted by x 1 -x 9 in the model, are mean ambient particulate ammonium concentration (NH4, ug/m 3 ), mean ambient particulate sulfate concentration (SO4, ug/m 3 ), relative humidity (RH, %), ozone (O3, ppb), precipitation (P, mm/h), solar radiation (SR, W/m 2 ), temperature (T,°C), temperature difference between 9 m and 2 m probes (TD,°C) and scalar wind speed (WS, m/s). As in previous analysis, the response is taken as log(TNO3) and denoted by y.
A subset of the data provided by CASTNet (www.epa.gov/castnet) is used for our analysis. This subset consists of the data from five sites across the eastern United States from 2001 to 2009, where for TNO3, NH4 and SO4, seasonal data Since the observations are collected from multiple sites in different time periods, it may be necessary to introduce time effect and site effect into our model and test their existence. Moreover, considering the chemical background of this issue, it is natural to include interactive item of predictors as fixed effect candidates in the model. Hence, the initial model is considered to be the following two-way random effect model ϵ , and the samples y ij and x 1,ij -x 9,ij are all centralized and standardized. In this model, we have 45 fixed effect candidates and 175 observations. Let X, Z 1 and Z 2 denote, respectively, the design matrices of (x 1 , . . . , x 9 , x 1 x 2 , . . . , Using the approach of orthogonality-based SCAD-type proposed in Section 2, the selected fixed effects are results, some new insights can be obtained. Firstly, NH4, SO4 and O3 have positive impacts on TNO3 while P (precipitation) has a negative impact, which is consistent with the conclusion derived by Bondell et al. [1] . Secondly, there are interactive impacts on TNO3 produced by (NH4, SO4), (SO4, SR), (SO4, T), (SO4, TD), (SO4, WS), (RH, WS), (O3, T), (O3, TD) and (TD, WS). Moreover, site effect and time effect are small but non-negligible.
Discussion
In this article, the variable selection method of SCAD is generalized under the ANOVA type linear mixed model with a diverging number of fixed effects, and two distribution-free tests for the existence of random effects are constructed. The proposed methodologies may be extended to some more general models. For example, in this article we assume the random errors are homoscedastic. However, it can be expected that heteroscedasticity of the random errors may not bring too many difficulties for the proposed approaches. Extending our procedures to some linear models with other types of variance-covariance structure of response vector may be an interesting topic in a future research.
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Appendix A. Regularity conditions
The following are the conditions needed for the properties presented in Sections 2 and 3.
A.1. Regularity conditions on penalty for fixed effect selection
Let a n= max 1≤j≤p n {p ′ λ n (|β nj |), β nj ̸ = 0}, and b n = max 1≤j≤p n {p ′′ λ n (|β nj |), β nj ̸ = 0}. Similarly as in [5] , the penalty functions are required to satisfy the following conditions:
A.2. Regularity conditions on the model for fixed effect selection
} be respectively the minimum and maximum eigenvalues of
, and x ij denote the (i, j)th element of X. There exist real numbers 0 < C 1 < C 2 such that
. . , β ns n satisfy min 1≤j≤s n |β nj |/λ n → ∞ as n → ∞. 
A.3. Regularity conditions on the model for the tests
a.e.
Remark. We have comments on the above three sets of the regularity conditions.
For regularity conditions on penalty for fixed effect selection.
The conditions are typical for variable selection such as SCAD.
For regularity conditions on the model for fixed effect selection. We know that condition (C2.2) is commonly used for SCAD.
A similar condition can be found in some other papers (e.g. [5] ). (C2.1) is also similar to a condition on design matrix when SCAD is used, but takes the existence of random effects into consideration. is mainly subject to that of
and the latter can be written as a weighted mean square of cosine of the angles between e 1 , . . . , e n and the space M(P (W I,−D ) ⊥ Z D ). This proposition is omitted to save space.
Appendix B. Proofs of the theorems in Section 2
Next we prove Theorems 2.1 and 2.2. We first show three lemmas, where Lemmas 2 and 3 are both used in the proofs of Theorems 2.1 and 2.2, and Lemma 1 is needed in Lemmas 2 and 3.
Lemma 1. Under conditions (C2.1) and (C3.1)(a), it holds that when n
, and hence,
, and N 1 and h 1 are the same as those in (C3.1)(a).
Proof. As E(X
T is non-negatively definite. Then from Weyl theorem, we have λ max {
1 n
Hence, from the condition (C2.1) and (C3.1)(a), the first inequality in the lemma is proved. The proof of the second inequality in the lemma can be easily completed from the fact that σ ii ≤ λ max {cov(X (1) )} and the Cauchy-Schwarz inequality.
Lemma 2.
Suppose that the conditions (C2.1) and (C3.1)(a) are satisfied. Then
and furthermore, there exists a non-negative number D 1 such that
where X i denotes the ith column of X, µ i= E(x 1i ).
Proof. Note that
From the conditions (C2.1), (C3.1)(a) and Lemma 1, we have µ 2 j and σ jj are bounded for i, j = 1, . . . , p n . Then the lemma is proved. A(i, i) .
Lemma 3. It holds that
var(X T i P (Z) ⊥ X j ) = (γ ij − 2σ 2 ij − σ ii σ jj ) tr[diag 2 (P (Z) ⊥ )] + (σ ii σ jj + σ 2 ij ) tr (P (Z) ⊥ ) + 2(µ i τ ij + µ j τ ji )1 T n P (Z) ⊥ diag(P (Z) ⊥ )1 n + (µ 2 i σ jj + µ 2 j σ ii + 2µ i µ j σ ij )1 T n P (Z) ⊥ 1 n ,1 n var(X T i P (Z) ⊥ X j ) ≤ D 2 , for all i, j = 1, 2, . . . , p n , where τ ij= E[(x 1i − E(x 1i ))(x 1j − E(x 1j )) 2 ], γ ij= E[(x 1i − E(x 1i )) 2 (x 1j − E(x 1j )) 2
], and diag(A) denotes a diagonal matrix with the ith diagonal element
Proof. We first give the derivation of the expression for var(X
, where
is equal to zero unless in the following four cases:
In addition, it holds that
From the above all, the expression of var(X
Next we prove the inequality in the lemma. Note that tr{diag
Cauchy-Schwarz inequality, we have 1
In addition, from the condition (C2.1), (C3.1)(a) and Lemma 1, we have |σ ij |, |τ ij |, γ ij and |µ i | are all bounded by a non-negative number for i, j = 1, . . . , p n . From the above facts, the proof of the inequality is completed.
Proof of Theorem 2.1. Let ι n = √ p n /n + a n √ p n . Due to the non-concavity of Q n (β), we just need to show that, for any given δ, there is a large constant C and N 2 such that when n > N 2 ,
Note that the SCAD penalty satisfies p λ n (0) = 0, hence,
where
Hence, by Lemma 2, we have
C 2 under conditions (C2.1) and (C3.1)(a). That means
Then from Cauchy-Schwarz inequality and the definition of ι n , we have
As to I 2 , it can be written as
From Cauchy-Schwarz inequality, we have
Hence, from Lemma 3, it is obvious that P{∥
Then it has been shown that
For the part (II), by Taylor's expansion we have
From condition (C2.1), u
Hence from (24) to (28) and condition (C1.3), when ∥u∥ is large enough, all the terms in D n (u), I 1 , I 2 , I 3 and I 4 will be dominated by
n which is positive. This proves (21) and the theorem is proved.
Proof of Theorem 2.2. As shown in Theorem 2.1, there is a √ n/p n -consistent local minimizerβ n of Q n (β n ) under conditions (C1.2)-(C1.3) and (C2.1)-(C2.2). We only need to prove that, for any givenβ n (1) 
, it is sufficient to show that as n → ∞, for anyβ n(1)
where (2) . Note that (ω, Q n (β T n(1) , ωu T )) is a curve which is the normal section of the surface (1) , ω)) along the direction u and (30) means that the curve (ω, Q n (β T n(1) , ωu T )) attains its maximum at ω = 0 for any u with probability tending to 1. Next we prove (30).
For I 1 , it holds that
The equality in (32) has been shown in the proof of Theorem 2.1. For I 2 , we have
Note that 
, and so
For I 3 , we have
Let b= limn→+∞
It can be easily shown that there exists a number N 4 such that, for any 0 < |ω| < δ n , ∥u∥ = 1, and n > N 4 ,
Notice that
From (32) 
is determined by the sign of ω, which indicates that (30) holds. Next we express this idea strictly. There exists B n which is a o p (1) and does not depend on u, such that |I 1 + K 1 + K 2 |/(nλ n ) ≤ B n for any 0 < |ω| < δ n and ∥u∥ = 1.
Then we have
for any ∥u∥ = 1 and 0 < |ω| < δ n
From (38) and B n = o p (1), we have P 
for any ∥u∥ = 1 and 0 < |ω| < δ n  → 1 and (30) is proved and the proof of Theorem 2.2 is completed.
Similarly as Lemma 4(1), it can be shown that
where 
, we have E(Π kl |X) = 0. Hence, we just need to prove E[var(Π kl |X)] → 0. It can be easily shown that
From the above all, (10) is proved. Based on it, (11) obviously holds under the conditions given in the theorem. The proof is finished.
Proof of Theorem 3.2. Similarly as those for proving Theorem 3.1, we also deal with conclusions (1) and (2) separately.
Prove conclusion (1). First, from condition (C3.2), it can be shown that for any real number z, 
where F χ 2 (g) (.) is the cumulative distribution function of χ 2 (g). 
Similarly as the idea of Li et al. [8] , the proof of (53) . Then → 0 almost surely. That means (53) has been proved.
Hence, (15) has been proved. Based on (15), we can easily prove (16) and (17) under (C3.3) (a) by Slutsky theorem.
Prove conclusion (2) . We first prove (18) 
