ABSTRACT: Divalent metal ions are of fundamental importance to the function and folding of nucleic acids. Divalent metal ion−nucleic acid interactions are complex in nature and include both territorial and site specific binding. Commonly employed nonbonded divalent ion models, however, are often parametrized against bulk ion properties and are subsequently utilized in biomolecular simulations without considering any data related to interactions at specific nucleic acid sites. Previously, we assessed the ability of 17 different nonbonded Mg 2+ ion models to reproduce different properties of Mg 2+ in aqueous solution including radial distribution functions, solvation free energies, water exchange rates, and translational diffusion coefficients. In the present work, we depart from the recently developed 12−6−4 potential models for divalent metal ions developed by Li and Merz and tune the pairwise parameters for Mg 2+ , Mn
■ INTRODUCTION
The importance of divalent metal ions for RNA structure and function is crucial. Divalent metal ions, and in particular Mg 2+ , not only drive nucleic acid folding 1,2 but also provide necessary structural stability in folded RNA and DNA structures by screening the negatively charged phosphate backbone through electrostatic interactions.
3,4 Divalent metal ions have even been found to play direct roles in reactions catalyzed by certain ribozymes. 5, 6 In this study, we focus our attention on four specific divalent metal ionsMg 2+ "cofactors", 8 and even 11 different divalent cations bound to RNA duplexes. 9 Further, certain riboswitches are known to bind a select group of divalent cations specifically. 10 Mg 2+ is also believed to be directly involved in the catalytic reaction of the hepatitis delta virus ribozyme, 11−13 while both Mn 2+ and Cd 2+ have proven instrumental in thio-effect experiments to probe the catalytic mechanism. 14−17 The ubiquitous presence of these cations in RNA biochemistry 18−20 has thus warranted the development of divalent ion models for use in biomolecular simulations. Typically, these models are parametrized against experimental bulk properties of the ion such as the ion solvation free energy, ion−water first shell equilibrium distance, radial distribution function, ion−water exchange rate, 21−25 or, in some cases, directly against quantum mechanical structural and energetic data. 26−28 Further, divalent ion models have been parametrized for use in various types of force fields including conventional molecular mechanical 26,29−38 and polarizable 39−46 models. Polarizable force fields include many-body quantum effects that provide a more rigorous physical framework for modeling molecular interactions but are also more computationally intensive than their nonpolarizable counterparts. Currently, by far the most common and mature force fields applied in simulations of nucleic acids are of the nonpolarizable form, and consequently ion models that can be used consistently with these force fields are the focus of the present work.
Previously, we evaluated 17 different nonpolarizable nonbonded Mg 2+ ion models in their ability to reproduce multiple bulk ion properties including equilibrium ion−water distances, ion hydration free energies, water exchange rates, and ion diffusion coefficients, 47 with the ultimate goal of developing more balanced divalent ion models that can provide a predictive understanding of the ion atmosphere around RNA. We showed that a group of water model-dependent Mg 2+ models, based on a "12−6−4" potential, 24 were the only models capable of simultaneously reproducing multiple bulk properties of magnesium. In the present work, we depart from the 12−6−4 models for four divalent metal ions important in RNA biochemistry, Mg 2+ , Mn 2+ , Zn 2+ , and Cd 2+ , assess their interactions with specific nucleic acid sites and reparametrize them to be more balanced in terms of their interaction with RNA relative to water. Specifically, we have tuned pairwise parameters for these four cations and the N7 atom of guanosine and adenosine and the nonbridging phosphate oxygen of dimethyl phosphate (DMP) to reproduce the experimental site specific binding free energies obtained from potentiometric pH titration binding affinity data. 48 Our results show that the original 12−6−4 parameters generally overestimate the interaction with the phosphodiester group and underestimate the interaction with the N7 of the purine residues by several kcal/mol. Our new parameters, the so-called m12−6−4 models, reduce the average error in the computed binding free energies to be within 0.1 kcal/mol of experiment. We further apply both the original and new parameter sets to investigate a metal ion migration hypothesized to occur during the hammerhead ribozyme catalytic mechanism. 49 The free energy barriers obtained for metal ion migration suggest that a divalent metal ion is generally more likely to be found in the crystallographic binding site in the reactant state when employing the m12−6−4 parameters compared to the 12− 6−4 ion models, although all free energy profiles are characterized by a global energy minimum at a second ion binding site.
■ METHODS
All simulations were carried out using the AMBER14 29 molecular dynamics package, the ff14SB force field, and the TIP4PEw 50 water model (unless otherwise specified in the text). Dimethyl phosphate parameters were taken from Dupradeau et al. 51 Pairwise Potential Functions. The potential functional form for the 12−6−4 ion parameters consists of both electrostatic and van der Waals interactions. The former is modeled using Coulomb pair potentials, q i q j /r ij , where i and j represent two particles, q i and q j are the charges belonging to the particles, and r ij is the distance between the particles. The latter expands upon the classic Lennard-Jones (12−6) potential by including an extra attractive term that falls off as r −4
, denoted as a 12−6−4 potential. Both the 12−6 and 12−6−4 potentials are described below.
The 12−6 potential 52 for nonbonded interactions is
(1)
where R ij and ε ij are the pairwise parameters equal to the combined radius and well depth, respectively, and r ij is the particle separation distance. Equation 1 can be equivalently written as
where A ij = ε ij R ij 12 and B ij = 2ε ij R ij 6 . The expanded 12−6−4 potential 24 is then 
where C ij is equivalent to B ij κ, and κ is a parameter in units of Å −2 that scales B ij . The additional attractive term, C ij /r ij 4 , implicitly accounts for polarization effects by mimicking the charge-induced dipole interaction. The C ij value for a divalent metal ion interacting with a nucleic acid site is computed based on the following equation:
where α is an atom type dependent polarizability implemented in AMBER14, with units of Å 3 . Divalent Ion Model Parametrization for Interaction with RNA. In order to create balanced divalent ion models for interaction with RNA, we depart from the 12−6−4 parameters and tune the value of the pairwise term, C ij , for only the ion− nucleic acid site atom pairs to reproduce the experimental site specific binding free energies. 48 We have computed binding free energies for Mg , and Cd 2+ interacting directly with the N7 of adenosine and guanosine as well as to the nonbridging oxygen of dimethyl phosphate (Figure 1 ). In this way, our parametrization does not affect the bulk properties of the 12−6−4 ion models, thus leading to ion models that balance both ion−water and ion−RNA interactions. A summary of the 12−6−4 divalent ion models tuned in this study can be found in Table 1 . At this time we should note that although experimental affinity data also exist for specific binding to cytidine in ref 48 , we do not consider parametrizing to specific sites on cytidine since a recent survey of current structural data indicates the likelihood of inner-sphere binding of Mg 2+ to cytosine in RNA is very low compared to the other three nucleobases, 53 and there is not an abundance of experimental data available to be confident that the binding affinity is primarily attributed to binding at the O2 atom versus the N3 atom, which is further complicated by data suggesting the dominant binding mode is cation dependent. 54 The experimental binding free energies for the ion− nucleoside pairs are derived from site specific binding affinities obtained directly from potentiometric pH titration experiments. The reference binding free energies for the ions binding to the phosphodiester bridge, on the other hand, have been estimated The Journal of Physical Chemistry B Article since stability constants for relevant phosphodiesters have yet to be determined experimentally. 48 Briefly, the stability constants for divalent metal ions binding to phosphodiesters were estimated in three ways: (1) by using the stability constant data previously obtained for acetate and formate, (2) by extrapolating logK versus pK a plots for phosphate monoesters in the 4.5−8 pK a range to pK a = 1, the acidity constant for a phosphate diester, and (3) logK differences between complexes formed with phosphate monoesters and their monoprotonated forms were factored into logK values for phosphate monoesters. Since the computed stability constants obtained from these three approaches were very similar, the logK values were averaged. See Sigel et al. for more details on the estimation of the divalent metal ion−phosphodiester binding free energies. , and Cd 2+ and the nucleic acid sites are computed using thermodynamic integration (TI) via the thermodynamic cycle illustrated in Figure 2 . In total, two legs of the thermodynamic cycle are calculated using thermodynamic integration, ΔG 1 and ΔG 3 . ΔG 1 is the free energy change for disappearing the ion when it is "bound" to the nucleic acid site while ΔG 3 is the free energy change for disappearing the ion in aqueous solution. For the calculation of ΔG 1 , a flat-bottom distance restraint was applied to ensure the ion remained bound to the specific site. The flatbottom potential was defined with lower and upper bounds of 1.9 and 2.7 Å, respectively, and a 100 kcal/(mol Å 2 ) force constant was employed. The upper bound for the flat bottom restraint was chosen as follows. First, 1 ns long simulations for each of the divalent metal ions bound to the N7 position of adenosine, and restrained by a flat-bottom potential but with lower and upper bounds set to 1.9 and 3.5, respectively, were performed. Subsequently, the distributions of the distances for the four cations were examined, and the tail distance from the Cd 2+ "bound" distance distribution was chosen as the upper bound for the restraint potential used in all the binding free energy calculations. To directly compare to experiment, absolute binding free energies (ΔG b comp ) were obtained by including the entropic penalty (ΔG 2 ) for going from a standard state volume to an allowed "bound" volume defined by the flatbottom distance restraint: 57, 58 
where ΔV is the accessible volume of the divalent metal ion when bound to the nucleic acid site by the flat-bottom distance restraint and V std is the volume accessible to the ion under standard state conditions, or 1661 Å 3 .
59
The value for ΔV was obtained by computing the spherical shell volume the ion was restrained to by the flat-bottom potential. Ultimately, ΔG 2 was analytically computed to be 2.0 kcal/mol for all the binding free energy calculations, and the computed absolute binding free energies are derived from the thermodynamic cycle as follows:
Disappearance of the divalent metal ion in solution (ΔG 3 ) and bound to the nucleic acid site (ΔG 1 ) is conducted in three main steps: first, the r −4 contribution to the nonbonded potential is removed, followed by the charge, and lastly the Lennard-Jones parameters. The free energy differences for the polarization and charge removing steps are related to the linearly coupled potential energies of the initial and final states, V 0 and V 1 , respectively:
TI 0 1 0 1
where λ is a coupling parameter that ranges from 0 to 1. By performing simulations at different values of λ, the quantity ⟨dV(λ)/dλ⟩ λ can be directly obtained and the integral in eq 7 can be evaluated to give the free energy difference. In the last step of the thermodynamic integration calculations, however, a nonlinear "softcore" potential is employed for disappearing the Lennard-Jones parameters of the metal ion: (8) where r ij is the separation distance and R ij is the combined radius for the divalent metal ion and the remaining atoms in the system. , and Cd 2+ and specific nucleic acid sites. The filled-in sphere represents a fully interacting divalent metal ion, the hollow sphere represents a noninteracting dummy atom with no charge or LJ parameters, and the gray crescent shape represents the specific nucleic acid sites. ) is related to the rate constant (k) as follows:
where A is the pre-exponential factor and is estimated using the second derivative of the energy at the minimum of our free energy profiles and the reduced mass for the nucleic acid sitedivalent ion atom pair, A = (1/2π)(E″/μ) 1/2 . Simulation Protocols. All simulations were performed in the isothermal−isobaric ensemble, and an integration time step of 2 fs was applied. The pressure was maintained by the Berendsen barostat 62 at 1 atm and employing a pressure relaxation time of 1 ps, while the system temperature was kept constant at 298 K by the Langevin 63 thermostat using a 1 ps −1 collision frequency. A cutoff of 9 Å was used for nonbonded interactions while long-range electrostatic interactions were treated using the particle mesh Ewald (PME) 64 method. The SHAKE algorithm 65 was used to constrain covalent bonds involving hydrogens. For the divalent ion−nucleic acid model system simulations, a cubic box with 4314 water molecules was utilized. For the hammerhead ribozyme simulations, a rhombododecahedron box with 20 Å clearance between the solute and the edge of the box was used. For more details on the hammerhead ribozyme system setup, see the Supporting Information.
Gas Phase Binding Energy Scans. Gas phase binding energy scans for the four divalent metal ion models and the three nucleic acid sites were performed with AMBER14. Starting structures for the scans were taken from molecular dynamics simulations of the 12−6−4 Mg 2+ ion bound to dimethyl phosphate and guanosine. Aside from the change in functional groups between guanosine and adenosine, the nucleoside structure used for both residues was identical. Ion−nucleic acid site complexes were then generated with the ion displaced at 0.1 Å intervals from the nucleic acid site along the ion−nucleic acid site atom vector. Both rigid and relaxed gas phase binding energy scans were carried out in the range of 1−9 Å. For the relaxed gas phase curves, 500 cycles of minimization were performed for each ion−nucleic acid site complex with a distance restraint imposed between the ion and binding atom (500 kcal/(mol Å 2 ) force constant). The final gas phase binding energy scans were obtained by subtracting out the gas phase potential energies of the model nucleic acid systems themselves, ΔE b = E ion−nucleic acid system − E nucleic acid system . Thermodynamic Integration Simulations. Thermodynamic integration simulations 66 were repeated three times to yield the final reported average binding free energies and standard deviations for the four divalent metal ions and the three specific nucleic acid sites. Eleven λ values, evenly spaced at 0.1 unit intervals, were used for all TI simulations. Each λ window was equilibrated for 100 ps, and an additional 1 ns was carried out for use in analysis.
Umbrella Sampling Simulations. Umbrella sampling simulations were used to determine the free energy profiles for the divalent ions dissociating from specific nucleic acid sites. Simulations were started from a 1 ns equilibrated ion− nucleoside/DMP system, where the reaction coordinate was chosen as the distance between the divalent metal ion and either the N7 atom of guanosine/adenosine or one of the nonbridging phosphoryl oxygens of DMP. Umbrella windows were positioned at 0.1 Å intervals from 2.0 to 6.0 Å, and stepwise equilibration was performed for 20 ps per umbrella window. Each umbrella window was subsequently extended for 10 ns, of which the last 8 ns was ultimately used for analysis.
Umbrella sampling simulations geared toward exploring a metal ion migration hypothesis in the hammerhead ribozyme were started from snapshots taken from two 60 ns MD simulations: one of the ribozyme "reactant" state and the second of the "precursor" state of the reaction (see Supporting Information for details). For each ribozyme state, the four divalent metal ions were pulled from the crystallographic binding site to a second, bridging binding site, and both the 12−6−4 models and the modified 12−6−4 (m12−6−4) models were tested. The reaction coordinate was chosen as a difference in distances between the ion−G10.1:N7 contact breaking in the first binding site and the ion−C17:OP contact forming in the second binding site (R 1 − R 2 ). Stepwise equilibration was conducted for 20 ps for each umbrella window followed by 2 ns production, of which the last 1.5 ns was ultimately used for analysis. Umbrella windows were positioned at 0.1 unit intervals in the range of −3 to 3.
In order to unbias the simulation data and obtain the final free energy profiles, the vFEP 67,68 method was employed and Jacobian corrections were also applied. Finally, convergence was measured for all umbrella sampling simulations as shown in Figures S2, S7 , and S8.
■ RESULTS AND DISCUSSION
In the present work, we depart from the 12−6−4 potential models for divalent metal ions recently developed by Li and Merz 24 and tune the pairwise parameters for Mg
2+
, Mn
, Zn 2+ , and Cd 2+ binding dimethyl phosphate, adenosine, and guanosine in order to reproduce experimental site specific binding free energies derived from potentiometric pH titration data. 48 To this end, we present a series of molecular dynamics simulations that assess the interactions of the Mg 2+ , Mn 2+ , Zn 2+ , and Cd 2+ 12−6−4 ion models, along with their newly tuned counterparts, denoted as the "m12−6−4" ion models herein, with specific nucleic acid sites via three model systems: dimethyl phosphate (DMP), adenosine (A), and guanosine (G). We further employ the 12−6−4 and m12−6−4 ion parameters to the hammerhead ribozyme, a catalytic RNA system for which a Mg 2+ ion is believed to play an essential role in catalysis and may change coordination pattern during the reaction. Computed site specific binding free energies, ion− nucleic acid site dissociation free energy profiles, and gas phase ion−nucleic acid site binding energy scans are discussed below.
Divalent Ion−Nucleic Acid Site Absolute Binding Free Energies. The pairwise parameters for the Mg 2+ , Mn
, Zn 2+ , and Cd 2+ 12−6−4 and m12−6−4 ion models interacting with A:N7, G:N7, and the nonbridging oxygen of dimethyl phosphate, DMP:OP, are summarized in Table 2 . R ij and ε ij are the standard Lennard-Jones parameters and represent the combined radius and well depth for a given atom pair. The C ij term mimics the charge-induced dipole interaction and is directly proportional to the polarizability of the atom interacting with the ion (eq 4). In order to reproduce experimental site specific binding free energies, we essentially tune the polarizabilities of the nucleic acid sites (either N7 or OP) until the difference between the computed and experimental binding free energies has been minimized. For reference, the original and final modified polarizabilities are provided in Table S1 . , which is slightly underestimated. At this point, we should note that we have also evaluated 17 pairwise potential Mg 2+ ion models (the same set whose bulk properties we previously assessed 47 ) in their ability to reproduce the experimental site specific binding free energies at A:N7 and DMP:OP ( Figure S1 ). Our results show that in both cases the 12−6−4 Mg 2+ models deviate the least from experiment when compared to all the 12−6 potential models. In addition, the direction of the deviation which was observed for the 12−6−4 models (underestimating binding for the nucleosides and overestimating for the phosphodiester group) is preserved when considering the set of 17 Mg 2+ ion models. The m12−6−4 parameters yield a reduction in error compared to experiment for all the computed binding free energies to 0.1 kcal/mol or less, with estimated standard deviations of 0.3 kcal/ mol or less. The absolute binding free energy values from experiment compared to computed binding free energies for the 12−6−4 and m12−6−4 models are listed in Table S2 .
Divalent Ion−Nucleic Acid Site Dissociation Profiles. In an effort to characterize the kinetic behavior of the Mg 2+ , Mn 2+ , Zn 2+ , and Cd 2+ ion parameters interacting with specific nucleic acid sites, we have obtained the ion-dissociation free energy profiles for both 12−6−4 and m12−6−4 ion models (Figure 4 ). There are clear differences between the 12−6−4 and m12−6−4 dissociation profiles which correlate with the trends we observed in the computed absolute binding free energies above. Namely, profiles for m12−6−4 ion−nucleic acid interactions whose binding free energies were underestimated with the 12−6−4 parameters are characterized by higher barrier heights while ions whose binding free energies were previously overestimated exhibit lower barriers.
We further extracted several properties from these free energy profiles including transition state distances (R † ), equilibrium contact distances (R min ), pre-exponential factors (A), activation free energies (ΔG † ), and rate constants (k) for two processes: ion dissociation and ion association (Table S3 ). The ratio of the two rate constants for a given ion−nucleic acid site interaction can then be used as a means of comparing the interactions of different ions with the same nucleic acid site. For ion dissociation, the differences in transition state distances and equilibrium contact distances for the 12−6−4 ions versus the The Journal of Physical Chemistry B Article m12−6−4 ions interacting with dimethyl phosphate are for the most part negligible. There are obvious shifts in both of these properties, however, when considering the type of ion parameters interacting with adenosine and guanosine; namely, there is a downward shift in R min1 accompanied by an upward shift in R † for the m12−6−4 ion models. There is a similar downward shift in the R min−1 values for ion association to these nucleoside sites. Not surprisingly, the barriers for ion association are higher than those for ion dissociation for the 12−6−4 ion−nucleoside interactions, and the corresponding rate ratios are large. This suggests the 12−6−4 ions prefer to be at solvent separation from the N7 position of adenosine and guanosine. The opposite is true for the 12−6−4 ion−dimethyl phosphate interactions. Further, all m12−6−4 ion−nucleic acid interactions maintain global minima at a direct coordinating distance, and ion dissociation barriers are higher than for association in all cases. This can again be correlated, at least qualitatively, to the computed absolute binding free energies. Finally, for any given ion−nucleic acid site interaction (Figure  4) , the barrier heights are observed to increase as the ionic radius of the divalent ion model decreases (Table 1) .
Reference Gas Phase Metal Ion−Nucleic Acid Site Binding Energy Scans. Gas phase binding energies of divalent ions bound to nucleic acid sites are not necessarily relevant to the binding energetics of these complexes in aqueous solution. Nevertheless, one can extract simple properties from such energy scans like contact distances (σ), minimum energy distances (R), and gas phase binding energies (ε) that can be used as indexes that may correlate with more complex computed solution phase properties such as equilibrium contact distances and absolute binding free energies. Table 3 summarizes the quantitative data obtained from the rigid binding energy scans for both the 12−6−4 and m12−6−4 ion models interacting with either dimethyl phosphate, adenosine, or guanosine while the adiabatic scans themselves can be found in Figure S3 .
In general, the gas phase properties for the 12−6−4 ions versus the m12−6−4 ions interacting with the nucleic acid sites do not change significantly. The contact distances remain nearly identical, and the observed changes in minimum energy distances and binding energies correlate with the computed site specific binding free energies in solution. Thus, for the ion− nucleic acid binding affinities that were underestimated with the 12−6−4 divalent ion parameters in solution, a decrease in the R and ε values is evident from the gas phase binding curves when using the m12−6−4 parameters, and vice versa ( Figure S4) . Regardless of the parameter set, the gas phase dimethyl phosphate−ion binding curves are characterized by the strongest binding energies and shortest contact and minimum energy distances compared to the nucleoside−metal ion binding curves, with energy differences greater than 100 kcal/ mol and distances shorter by about 0.1−0.2 Å. Comparison of the 12−6−4 and m12−6−4 dimethyl phosphate−ion adiabatic curves shows no changes to σ, negligible changes to R, and small changes to ε, with the gas phase binding energies slightly decreasing for Mg , Zn 2+ , and Cd 2+ ion parameters interacting with specific nucleic acid sites. The profiles depicted here were obtained from the 2 ns segment of umbrella sampling data which yielded a dissociation barrier height closest to the average reported barrier height for each interaction. Left: dimethyl phosphate, middle: adenosine, right: guanosine.
The Journal of Physical Chemistry B Article The gas phase binding curves for the divalent metal ions interacting with adenosine and guanosine are characterized by similar contact and minimum energy distances, regardless of parameter type, and yet the ion−guanosine gas phase binding energies are approximately double those for adenosine (Figures S3 and S4a) . This is surprising since the solution phase energetics for the ion models interacting with the N7 atom of adenosine versus guanosine, as previously discussed, are at least qualitatively identical and for most interactions even quantitatively similar. In addition, this trend is apparent for both 12−6−4 and m12−6−4 ion−nucleoside curves which suggests that the difference is not related to the different C ij parameters associated with the 12−6−4 and m12−6−4 ion models interacting with the nucleoside N7 atoms (Table 2) .
In order to gain further insight into the origin of the differences in ε for the ions binding to guanosine versus adenosine, we have also performed relaxed gas phase energy scans for all metal ion−nucleoside interactions ( Figures S5 and  S6) . For both the ion−adenosine and ion−guanosine gas phase interactions, the ε values from the relaxed scans are more negative. Nevertheless, the ion−adenosine rigid and relaxed scans yield similar trends in the ε values compared to the corresponding ion−guanosine curves (with ε from the relaxed scan almost double the rigid scan ε). This significant decrease in ε for the ion−guanosine relaxed gas phase curves is due to direct coordination of the ion to both the N7 and O6 guanosine atoms, which does not occur in the rigid scans. We further performed energy decomposition analysis between the metal ions and each atom in the G and A group in order to better understand the energetics of the ion−guanosine and ion−adenosine interactions in the gas phase. Figures S5 and S6 show the electrostatic and van der Waals contributions to the total gas phase binding energies for the 12−6−4 and m12−6−4 parameters, respectively. The large difference in ε values between the ion−adenosine and ion−guanosine curves is shown to be primarily due to differences in the electrostatic energies. A plausible chemical explanation involves the differences in pairwise electrostatic energies for the divalent ion and the O6 atom of guanosine compared to the divalent ion and the exocyclic amine hydrogen belonging to adenosine. Using Mg 2+ as an example, at the minimum energy distance of the gas phase binding curve, the Mg 2+ −G:O6 electrostatic energy is equal to −83 kcal/mol while the Mg 2+ −A:H62 electrostatic energy is 80 kcal/mol. Thus, it is reasonable that the ion−guanosine gas phase binding energy curves are characterized by significantly more favorable ε values, when compared with the ion−adenosine curves.
Additionally, although the trend for the m12−6−4 ion− adenosine and guanosine ε values holds for the corresponding computed absolute binding free energies, e.g., the Mg 2+ − a "Contact distance" (σ), minimum energy distance (R), and binding energy (ε). Distances and energies are in Å and kcal/mol, respectively. −guanosine binding energy, no such trend is observed for the binding of different ions to a particular nucleic acid site. Further, for all ion−nucleic acid site interactions, there is no linear correlation between the gas phase binding energies and the computed absolute binding free energies ( Figure S4 ). Unlike the binding energies, there is a clear linear correlation between the gas phase minimum energy distances (R) and the equilibrium distances (R min1 ) extracted from ion dissociation free energy profiles ( Figure 5 ). The square of the correlation coefficient is 0.970 and 0.965 for the 12−6−4 (Figure 5a ) and m12−6−4 (Figure 5b ) ion models, respectively.
Application of Metal Ion Parameters to the Hammerhead Ribozyme. The hammerhead ribozyme (HHR) is a small self-cleaving ribozyme system found in satellite virus RNAs that has long been used to study RNA enzymology. Crystallographic 69, 70 and mutational 71−74 data have implicated G8:O2′ and G12:N1 as the general acid and base in the reaction, respectively, while the role of divalent metal ions in the HHR reaction continues to be disputed. Metal rescue experiments conducted on the minimal HHR system suggested that a Mg 2+ ion coordinates G10.1:N7 and C17:OP in the ground state of the reaction, while being recruited to a scissile phosphate coordinating position in the reaction transition state. 75 More recently, Cd 2+ rescue experiments were carried out on the native full-length hammerhead ribozyme with the main result being that the Mg 2+ ion is coordinating the scissile phosphate in the ground state of the reaction. 76 In an effort to gain further insight into the role of an active site Mg 2+ in the full-length hammerhead ribozyme reaction, we previously conducted a molecular dynamics study in which different Mg 2+ binding sites were probed at different states along the reaction path. 49 The results of these simulations as well as a body of subsequent work 77, 78 supported a model where the Mg
, originally bound at the G10.1/A9 crystallographic binding site, migrated to the scissile phosphate/A9 binding site either in the presence of a deprotonated O2′ nucleophile or in a transition state mimic state of the ribozyme. This so-called metal ion migration, although supported by much of the available experimental data, does not rule out the possibility of an alternative mechanism whereby the metal ion does not change binding sites during the reaction. In the present work, we aim to further explore this metal ion migration model for the hammerhead ribozyme reaction as well as to evaluate the behavior of the 12−6−4 and m12−6−4 ion models when applied to a biologically relevant system where proper modeling of site specific divalent ion−nucleic acid coordination patterns becomes particularly important. To this end, we performed umbrella sampling simulations where the ions were forced to migrate between the crystallographic binding site (C-site) and the scissile phosphate binding site (bridging site) in both the reactant state and activated precursor states of the ribozyme (Figure 6 ). In the reactant state, all residues are in their physiologically relevant protonation states while the nucleophile O2′ is deprotonated in the activated precursor state of the ribozyme. In total, 16 free energy profiles for metal ion migration (4 cations × 2 ion models × 2 ribozyme states) were obtained ( Figure 7) .
The key features for the metal ion migration free energy profiles are summarized in Table S6 . A clear trend is visible for the free energy barriers associated with going from the C-site to the bridging site (ΔG 1 ) and vice versa (ΔG 2 ). For all four divalent metal ions, ΔG 1 decreases by several kcal/mol while ΔG 2 nearly doubles when in the precursor versus the reactant ribozyme state.
Moreover, the m12−6−4 models exhibit an increased barrier for dissociating from the C-site and a decreased barrier for migrating from the bridging site to the C-site in the reactant state of the reaction. In fact, with the exception of the m12−6− 4 Mn 2+ ion, the free energy at the reaction coordinate value (R min1 ) corresponding to the C-site is close to zero in the reactant state, which indicates that a divalent metal ion can just as likely be found in the C-site as the bridging site in the HHR reactant state.
The location of the bridging site, as defined by the reaction coordinate (R min2 ), is also characterized by a shorter C17:OP− ion distance in the precursor state compared to the reactant state. Another key feature of the metal ion migration free energy profiles is the location of the global minimum which for all profiles can be found at a reaction coordinate representing the bridging site.
Comparison , where the former profiles are clearly characterized by two distinct peaks while the latter profiles show two less defined peaks. In general, we observe that the barrier heights for ΔG 2 for any particular ribozyme state/ion parameter type follow a similar trend across the four metal ions: Mg 2+ > Zn 2+ > Mn 2+ > Cd 2+ . This trend, however, is more pronounced in the HHR precursor state and inversely correlates with the ionic size of the model. Figure 6 . Schematic of the hammerhead ribozyme active site illustrating the previously proposed metal ion migration hypothesis occurring during the catalytic reaction. The reaction coordinate for the metal ion migration free energy profiles conducted was chosen as the difference in the two distances denoted in blue, R 1 − R 2 , where R 1 is the bond breaking and R 2 is the bond being formed. The general base and acid groups are highlighted in red.
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■ CONCLUSION
In this study, we extended the parametrization of the existing 12−6−4 Mg 2+ , Mn 2+ , Zn 2+ , and Cd 2+ ion models to interactions with nucleic acids by tuning pairwise parameters to reproduce experimentally derived binding free energies. Specifically, we targeted direct ion binding at the N7 position of the purines as well as the phosphodiester backbone by using three model systems: adenosine, guanosine, and dimethyl phosphate. The behavior of the 12−6−4 and the m12−6−4 ion models interacting with the nucleic acids sites was evaluated by obtaining adiabatic binding energy curves and ion dissociation free energy profiles. Although no correlation was found between the gas phase binding energies and the computed absolute binding free energies, there was a clear linear correlation between the gas phase minimum energy distances and the solution phase equilibrium distances extracted from ion dissociation free energy profiles. From the ion dissociation free energy profiles, we observed trends for activation free energy barriers consistent with computed site specific binding free energies; i.e., an increase in binding free energy leads to an increase in activation free energy barrier when comparing 12− 6−4 and m12−6−4 ion models. Further, the global minimum for all m12−6−4 ion−nucleic acid profiles was found to be at a direct coordinating distance, compared to the 12−6−4 ion− nucleic acid profiles where global minima for the ion− nucleoside interactions were located at a solvent separated distance. After assessing the site specific interactions for both the 12−6−4 and m12−6−4 ion models binding to the three model systems, we applied both sets of parameters to investigate a possible metal ion migration mechanism in a biologically relevant system: the hammerhead ribozyme. We found that with the newly tuned divalent metal parameters a divalent metal ion (except in the case of Mn 2+ ) is just as likely to reside at the C-site as the bridging site in the reactant state of the ribozyme, although barriers to dissociation from the bridging site in the precursor HHR state are twice as high as those in the reactant state of the ribozyme. In general, barriers to migration from the C-site to the bridging site dropped by several kcal/mol, and barriers to migration from the bridging site to the C-site doubled in the precursor versus the reactant state. Our results illustrate the importance of having accurate and balanced divalent ion parameters for interaction with RNA, especially for applications where a metal ion changes its coordination pattern, and represent a significant step forward in the development of next-generation divalent ion models for molecular simulations of nucleic acid systems.
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