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Abstract
The notion of state in an MV-algebra generalizes the notion of nitely additive measure on a
boolean algebra. In this paper the conditioning of a state by a  Lukasiewicz event is examined,
with particular attention to Ulam game. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: MV-algebras; Conditioning under uncertainty; States and conditional states;
Dempster composition rule; Ulam game
1. Introduction
MV-algebras were introduced by Chang [3, 4] as the algebraic counterpart of the
innite-valued calculus of  Lukasiewicz [13]. These algebraic structures play the same
role as boolean algebras do for classical logic. Just as probabilities can be developed in
the boolean framework, many-valued nitely additive measures were introduced in [9],
and called states of MV-algebras. The extension of a probability to the class of fuzzy
subsets proposed by Zadeh in [16], is an example of state. In [7] an axiomatic general
denition of conditional state was given as a function of two variables satisfying
suitable properties.
In this paper we discuss how to obtain a conditional state given a state and an
MV-event. This shall be done in the context of Ulam games which, as shown in [8],
furnish a very natural interpretation of MV-algebras. We will consider a probabilistic
version of Ulam game, where the search space is equipped with a probability distri-
bution. Generalizing the notion of state, we shall introduce quasi-states, and show that
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the information available to the Questioner can be faithfully recorded by a quasi-state
together with a possibility distribution { the latter being interpreted as an MV-event.
As we shall see, Dempster’s composition rule is a useful tool to merge these two
pieces of information. In a nal section we shall dene a notion of entropy, providing
a criterion for search strategies that are good in the average.
2. Preliminaries
2.1. MV-algebras
An MV-algebra is a structure A= (A; 0; 1;;;:) satisfying the following equations:
x (y z) = (xy) z;
xy=y x;
x 0 = x;
x 1 = 1;
:0 = 1;
:1 = 0;
xy=:(:x:y);
:(:xy)y=:(:y x) x:
As proved by Chang, boolean algebras coincide with MV-algebras satisfying the
additional equation x x= x (idempotence).
Each MV-algebra contains as a subalgebra the two-element boolean algebra f0; 1g.
The set B(A) of all idempotent elements of an MV-algebra A is the largest boolean
algebra contained in A and is called the boolean skeleton of A.
Every MV-algebra A comes equipped with a natural order relation given by
x6y if and only if :xy= 1:
Then A becomes a distributive lattice, and
x^y= inffx; yg=:(:xy)y;
x_y= supfx; yg=:(:x^:y):
For each k = 0; 1; 2; : : : ; we are interested in the following nite, linearly ordered MV-
algebra (also called MV-chain):
Lk+2 =

0;
1
k + 1
; : : : ;
k
k + 1
; 1

;
equipped with the operations
xy= minf1; x + yg; xy= maxf0; x + y − 1g; :x= 1− x:
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Let L be a nite MV-chain. For any set S we denote by LS the set of all func-
tions d : S! L and we call L-subsets of S the elements of LS . LS inherits from L the
structure of an MV-algebra: operations are obtained by pointwise application of the
above operations, respectively called  Lukasiewicz union, intersection and complement.
Identifying subsets of S with their characteristic functions, the powerset 2S of S then
coincides with the boolean skeleton of LS . We say that two L-subsets  and  are
-disjoint if  = 0, that they are ^-disjoint if ^ = 0.
An L-singleton is an L-subset  whose support Supp() = fx2 S j (x) 6= 0g is a
singleton. If 2L−f0g and x2 S, then we denote by hx; i the L-singleton dened by
hx; i(y) =

 if y= x;
0 otherwise:
(1)
Every g2LS − f0g can be written as the sumL
x2S
g(x) 6=0
hx; g(x)i;
of pairwise ^-disjoint L-singletons hx; g(x)i.
For each x2 S let x : S! Lk+2 be the L-singleton hx; 1=(k + 1)i. It is immediate
that these L-singletons are pairwise -disjoint and that every g2LS − f0g is a linear
combination of the x’s with nonnegative integer coecients, g(x)(k+ 1). Specically,
g=
L
x2S
g(x) 6=0
(k + 1)g(x)x:
A t-norm is an operation  : [0; 1]2 ! [0; 1] which is commutative, associative, non-
decreasing in both arguments, and has 1 as its unit element and 0 as the zero element.
For example the  Lukasiewicz operation  dened on the MV-chain Lk+2 is the restric-
tion of a t-norm. For more details see [2].
2.2. States and conditional states
The classical notion of (nitely additive) probability measure on boolean algebras
was generalized to MV-algebras in [9] as follows:
Denition 2.1. By a state of an MV-algebra A we mean a function s :A! [0; 1] sat-
isfying the following conditions:
(i) s(0) = 0;
(ii) s(1) = 1;
(iii) whenever a; b2A and a b= 0, then s(a) + s(b) = s(a b).
A state is called faithful if for every nonzero a2A, s(a)>0.
In [9] it is shown that states are monotone functions, and that every faithful state s
is a valuation, i.e., s(a b) + s(a b) = s(a) + s(b).
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The following natural example of state in LS was furnished by Zadeh in [16]. As
usual, given a set S, a probability p : 2S! [0; 1] and x2 S, we write p(x) instead of
p(fxg).
Proposition 2.2. Let S be a nite set and p : 2S! [0; 1] an arbitrary probability
measure. Let the function p\ : LS! [0; 1] be dened by stipulating that; for every
2LS;
p\() =
P
x2S
(x)p(x): (2)
Then p\ is a state of LS .
Proof. Trivially, p\(0) = 0. Further, p\(1) =
P
x2S p(x) = 1: Now assume ; 2LS and
  = 0; it follows that (x) (x) = (x) + (x)61; whence
p\( ) = P
x2S
( )(x)p(x) =P
x2S
(+ )(x)p(x)
=
P
x2S
(x)p(x) +
P
x2S
(x)p(x) =p\() + p\():
The following proposition is a consequence of a general result in [6]. For the reader’s
convenience we give here the proof.
Proposition 2.3. The above map p 7!p\ is a one-one correspondence between prob-
ability measures on the boolean algebra 2S and states on the MV-algebra LS . The
inverse of this map is obtained by restricting each state to the boolean skeleton 2S .
Proof. Skipping all trivialities, we have only to prove that the state p\ is the unique
state on LS extending p. By denition, every state is determined by its values on the
atoms x. Suppose that q is a state such that q 6=p\. Then for some x2 S we have
p\(x) 6= q(x). Since (k + 1)x 2 2S ; and p\ extends p, then p\((k + 1)x) = (k +
1)p\(x) =p(x); whence, p\(x) =p(x)=(k + 1): In case q(x)<p(x)=(k + 1) then
q((k + 1)x)<p(x), and q does not extend p. On the other hand, in the case q(x) >
p\(x), we have q((k + 1)x) =p\(x)>p(x); and again, q does not extend p.
Notice that, in particular, given any state s, for every  in LS ,
s() =
P
x2S
s(x)(x):
We extend the notion of conditional states proposed in [7] in light of [11]. For any
MV-algebra A we say that BA is an MV-bunch if 12B, 0 62B and B is closed
under  operation. A typical example of MV-bunch is obtained by considering the set
B=Bs = fx2A j s(x) 6= 0g where s is any state: in this case we will say that B is the
MV-bunch of s. For instance the MV-bunch of the state p\ dened in (2) is given by
Bp = f2LS j 9x2Supp(); p(x) 6= 0g= f2LS jp\() 6= 0g.
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Denition 2.4. A conditional state s(x jy) of an MV-algebra A is a function s :AB!
[0; 1], where BA is an MV-bunch, satisfying the following conditions:
(i) s(−jy) is a state on A for every y2B;
(ii) s(y jy) = 1 for every y2B(A)\B;
(iii) s(xy j z) = s(y j z)s(x jy  z) for any x2A, y2B(A), z 2B(A)\B such that
y z 2B;
(iv) s(x jy)s(y j 1) = s(y j x)s(x j 1), for any x; y2B .
3. Conditioning a state by an MV-event
Let s be a state on LS and let  be an element in the MV-bunch of s, i.e. s() 6= 0.
We dene the state s on the MV-algebra LS by setting
s() =
P
x2S
s(x)(x)(x)
s()
; (3)
for all 2LS . In other words, in accordance with Proposition 2.2, s is the state
extending the probability whose distribution is s(x)(x)=s(). By Proposition 2.3, such
extension is unique.
Proposition 3.1. Let B be the MV-bunch of a state s and dene s : LS B! [0; 1] by
setting s(; ) = s(). Then s( j ) is a conditional state of LS .
Proof. First of all, as we have seen above, for every 2B, s(− j ) = s is a state.
Further,
s( j 1) =P
x2S
(x)s(x)
s(1)
= s();
and so s(−; 1) is a state. Secondly, if X 2B(LS)\B then
s(X jX ) =P
x2S
X (x)s(x)
s(X )
=
P
x2X
s(x)
s(X )
=
s(X )
s(X )
= 1:
Thirdly, whenever 2LS , X 2B(LS) = 2S , Z 2 2S \B, and X Z =X \Z 2B; then
(X  )(x) = minfX (x) + (x)− 1; 0g=

(x) if x2X;
0 otherwise:
Furthermore, we have the identities
s(X   jZ) =P
x2S
(X  )(x)Z(x)s(x)
s(Z)
=
P
x2X\Z
(x)s(x)
s(Z)
;
s(X jZ)s( jX Z) = s(X \Z)
s(Z)
 P
x2X\Z
(x)s(x)
s(X \Z) =
P
x2X\Z
(x)s(x)
s(Z)
:
Then s(X   jZ) = s(X jZ)s( jX Z):
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To conclude the proof, if ; 2B then we can write
s( j )  s( j 1) = P
x21
(x)(x)s(x)
s()
P
x21
(x)s(x) =
P
x21
(x)(x)s(x);
s( j )  s( j 1) = P
x21
(x)(x)s(x)
s()
P
x21
(x)s(x) =
P
x21
(x)(x)s(x):
Thus, s( j )  s( j 1) = s( j )  s( j 1).
4. Iteration rule and quasi-states
A basic property of the classical conditioning for a probability p is the iteration rule
p(x jy\ z) =p(x\y j z)
p(y j z) ;
for every set x; y; z such that the denominator is nonzero. This identity is an immediate
consequence of the denition p(x jy) =p(x\y)=p(y).
Note that the iteration rule does not hold in general for conditional states. A coun-
terexample is given by the conditional state dened in (3). So, for any state s, proceed-
ing by analogy with the classical case, one might try to dene the state conditioned
by an MV-event  in the MV-bunch of s, as follows:
s( j ) = s( )
s()
; (4)
with  in LS . Due to the associativity of , such function satises the iteration rule.
But (4) is not a conditional state, since  is not distributive with respect to . In want
of a theory of genuine products in MV-algebras we weaken the denition of state and
hence of conditional state.
Denition 4.1. A quasi-state on a MV-algebra A, is a function q :A! [0; 1] such that
(q-i) q is monotone;
(q-ii) q(0) = 0;
(q-iii) q(1) = 1;
(q-iv) whenever a; b2A and a ^ b= 0, then q(a b) = q(a) + q(b).
Since a^ b= 0 implies a b= 0, every state is a quasi-state. Further the restriction of
a quasi-state to the boolean skeleton of A is a probability.
A quasi-state can be canonically constructed starting from a distribution on the set
of L-singletons, as in classical probability theory. By a q-s-distribution we mean a
function q dened on the L-singletons such that
(i) q is monotone;
(ii)
P
x2S q
(hx; 1i) = 1:
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Theorem 4.2. A function q : LS! [0; 1] is a quasi-state if and only if q(0) = 0 and
there exists a q-s-distribution q exists such that; whenever  6= 0;
q() =
P
x2S
q(hx; (x)i):
Proof. Let q be a quasi-state. Then its restriction q to L-singletons is a q-s-distribution.
For every 2LS we have =Lx2S hx; (x)i and for every x; y2 S; x 6=y we have
hx; (x)i ^ hy; (y)i= 0. So we get
q() =
P
x2S
q(hx; (x)i):
Conversely, let q be a q-s-distribution and dene q by setting q(0) = 0 and, for  6= 0,
q() =
P
x2S q
(hx; (x)i). We claim that q is a quasi-state. Indeed, (q-ii) and (q-iii)
are immediate. Moreover,
(q-i) if ; 2LS and 6, then hx; (x)i6hx; (x)i for every x2 S, and so (for (i)):
q() =
P
x2S
q(hx; (x)i)6P
x2S
q(hx; (x)i) = q();
(q-iv) if ; 2LS such that ^ = 0 then, denoting by X and X the support of 
and  respectively, we have X \X = ;. In conclusion
q( ) = P
x2X
q(hx; (x)i) + P
x2X
q(hx; (x)i) = q() + q():
In particular, if p is a probability on S, then by setting
q(hx; (x)i) =p(x)  (x)
we obtain the state s dened in (2).
Notice that the restriction of a q-s-distribution to the L-singletons of the form hx; 1i
denes a distribution of probability. Moreover, dierent q-s-distributions can dene the
same probability and this shows that the uniqueness proved for states in Proposition 2.3
cannot be extended to quasi-states.
Generalizing Denition 2.4 we give the following:
Denition 4.3. A conditional quasi-state q(x jy) of an MV-algebra A is a function
q : A B! [0; 1], where BA is an MV-bunch, satisfying the following conditions:
(i) q(− jy) is a quasi-state on A, for every y2B;
(ii) q(y jy) = 1 for every y2B(A)\B;
(iii) q(xy j z) = q(y j z)q(x jy z) for any x2A and y; z 2B(A), such that y z 2B;
(iv) q(x jy)q(y j 1) = q(y j x)q(x j 1), for any x; y2B.
An interesting class of conditional quasi-states is given by the following Proposition,
whose proof is routine:
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Proposition 4.4. Let q be a quasi-state on S; ⊗ a t-norm and  an element in the
MV-bunch of q. Then the function q() dened by
q()(hx; i) =
q(hx; (x)⊗ i)
q()
is a q-s-distribution. Moreover; let q⊗ be the quasi-state associated with q

(); and
dene the function q⊗( j ) by setting q⊗( j ) = q⊗ (). Then q⊗ is a conditional
quasi-state on LS and
q⊗( j ) =
P
x2S q(hx; (x)⊗ (x)i)
q()
:
Remark. If q is a state and the t-norm is the usual product, then q⊗(− j−) coincides
with the conditional state dened in (3). Notice that, by dening in an obvious way
the ⊗-intersection of two L-subsets, we have
q⊗ () =
q( ⊗ )
q()
: (5)
As a consequence,
(q⊗ ) = q
⊗
⊗;
and therefore the iteration rule always holds for q⊗ provided that we refer to
⊗-intersections.
5. Conditional states and Dempster's rule
Let ⊗ be a t-norm, p a probability and  an L-subset. Then by setting s equal to the
state extension of p, we can consider the quasi-state s⊗ . Also, for any state s and t-
norm ⊗, the conditional quasi-state s⊗ has the same restriction to the boolean skeleton
of LS as the conditional state dened in (3). Such a restriction is the probability whose
distribution is dened by
s⊗ (x) =
s(x)(x)
s()
: (6)
This gives a way to compose a probability p with a possibility  thus obtaining a
probability. In this section we examine the relationship between such probability and
the Dempster composition rule in the theory of the belief functions [12].
Let S be a set. A function
m : 2S! [0; 1]
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such that
(1)
P
X  S m(X ) = 1;
(2) m(;) = 0;
is called a mass distribution on the frame S and the subsets X of S such that m(X )>0
are called focal events of m. The function Bel : 2S! [0; 1] dened by setting for any
E S
Bel(E) =
P
X  E
m(X )
is called belief function (or lower probability) associated with m. The function Bel?
dened by
Bel?(E) =
P
X\E 6= ;
m(X )
is called upper probability of m. If m is a mass such that its focal events are singletons
of S, then the functions Bel and Bel? coincide with the probability whose distribution
is m.
Let  be an L-subset of S and denote by C(; ) the set fx2 S j (x)>g. Then the
function m : S! [0; 1] such that
m(X ) =
(
1
k+1 if X =C(; );
0 otherwise
is a mass. In this case the upper probability is given by
Bel?(X ) =
P
C(;)\X 6= ;
m(C(; )) =
P 1
k + 1
 sup
x2X
(x)>

=
supx2X (x)(k + 1)
k + 1
= sup
x2X
(x):
Both the L-subset  and the related upper probability Bel will be called possibility.
The following composition rule, going back to Dempster, enable us to combine two
masses:
Denition 5.1. Let m1 and m2 be two masses on the same frame S, with focal events
A1; : : : ; Ak and B1; : : : ; Bl respectively and suppose that the following compatibility con-
dition holds:P
Ai\Bj=;
m1(Ai)m2(Bj)<1: (7)
Then the function m : 2S ! [0; 1] dened by m(;) = 0 and
m(A) =
P
Ai\Bj=A m1(Ai)m2(Bj)
1−PAi\Bj=; m1(Ai)m2(Bj)
for all non-empty A S is called the Dempster composition of m1 and m2.
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Note that the Dempster composition of two masses is a mass. The Dempster com-
position of (the distribution of) a probability p and another mass m2, for which the
compatibility condition holds, is still a probability. Indeed, if the following compati-
bility condition holds:
P
fxig\ Bj=;
p(xi)m2(Bj)<1
then we get
m(A) =
P
fxig\Bj = A p(xi)m2(Bj)
1−Pfxig\Bj=; p(xi)m2(Bj)
so m is nonvanishing only on singletons. More precisely, writing m(x) instead of
m(fxg) we have
m(x) =
P
x2Bj p(x)m2(Bj)
1−Px 62Bj p(x)m2(Bj) :
Proposition 5.2. Let p be a probability on S; ⊗ be a t-norm; q a quasi-state extend-
ing p; and  a possibility belonging to the MV-bunch of q. Then the restriction of
q⊗(−; ) to the skeleton of LS is the Dempster composition of the probability p and
the possibility .
Proof. First of all we have to prove that the condition (7) is satised. Let us denote
by xi with i= 1; : : : ; n the focal events of p, and by Cj =C(;
j
k+1 ) with j= 1; : : : ; k
the focal events of the mass m. Then (7) becomes
P
fxig\Cj=;
p(xi)m(Cj) =
P
xi2Cj
p(xi)
k + 1
<1
and hence
P
xi2Cj
p(xi)
k + 1
>0:
On the other hand,
P
xi2Cj
p(xi)
k + 1
=
P
j
p(Cj)
k + 1
:
Noting that in
P
j p(Cj) every p(x) is repeated exactly (x)  (k + 1) times we get
P
j
p(Cj)
k + 1
=
P
x2S
p(x)(x)(k + 1)
k + 1
=
P
x2S
p(x)(x)>0:
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Then the desired composition is given by
P
x2Cj p(x)m(Cj)
1−Pxi 62Cj p(xi)m(Cj) =
P
x2Cj
p(x)
k+1P
p(x)(x)
=
P
j p(Cj)
(k + 1)
P
p(x)(x)
=
p(x)(x)(k + 1)
(k + 1)
P
p(x)(x)
:
Thus, all conditional quasi-states given by Denition 4.4 are compatible with the
Dempster composition rule.
6. Ulam game
In his book \Adventures of a Mathematician" [14], Ulam describes the following
game between two Players A and B: Player B chooses a secret number x in a nite
set S, and Player A must guess x by a suitable sequence of questions to which B can
only answer yes or no { being allowed to lie in at most k of these answers. Here,
by a question Q, we understand a subset of S. The problem is to nd strategies for
A that minimize the number of questions in the worst cases, i.e. allowing Player B to
adopt malicious answering strategies in order to maximize the length of the game (see
[8, 10]). In case all questions are asked independently of the answers, optimal searching
strategies in this game are the same as optimal k-error-correcting coding strategies (see
[1]). Now, in the particular case when k = 0 (corresponding to the familiar game of
Twenty Questions) all that Player A knows about x is represented by the conjunction
in the classical propositional calculus of all the pieces of information obtained from
Player B’s answers, once the latter are indentied with boolean functions over S. In
case k>0 classical logic no longer yields a natural formalization of the answers. As
shown in [8] (and references therein) one may more conveniently use the (k + 2)-
valued sentential calculus of  Lukasiewicz [5, 13]. In fact, Player A can record her
current state of knowledge by taking the  Lukasiewicz conjunction of the pieces of
information contained in the answers of B.
More precisely, let L= Lk+2. For every question Q S, the positive L-answer to Q
is the L-set Qyes: S! L given by
Qyes(y) =

1 if y2Q;
k
k+1 if y 62Q:
Elements y2 S such that Qyes(y) = 1 are said to satisfy L-answer Qyes; the remaining
elements falsify the answer.
The negative L-answer Qno to Q is the same as the positive answer to the opposite
question Q= S − Q, in symbols,
Qno =Q
yes
:
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The dependence of Qyes and Qno on the actual value of k is tacitly understood.
By denition, the L-subset  : S! L of possible numbers resulting after a sequence
of questions Q1; : : : ; Qn with their respective answers b1; : : : ; bn(bi 2fyes; nog); is the
 Lukasiewicz intersection
n =Q
b1
1      Qbnn :
By denition the L-subset resulting after the empty sequence of questions is the function
constantly equal to 1 over S. As we will show in the next proposition, we can interpret
 as the L-subset of possible numbers. By denition, the initial L-subset is the constant
function 1 over S. This is in accordance with the fact that, before any question is asked,
all numbers are equally plausible candidates for the secret number, with maximum
possible truth value. Such initial state of knowledge contains minimum information
about the secret number. The game is won by Player A when, and only when, precisely
one number has a nonvanishing truth value: in this case, Player A has maximum
information about the secret number. The following proposition is routine (see [5] or
[10], Lemma 2.3):
Proposition 6.1. Let x2 S and let n be the L-subset of possible numbers resulting
after the questions Q1; : : : ; Qn and the answers b1; : : : ; bn (bi 2fyes; nog): Then
n(x) =

1− ik+1 if x falsies precisely i6k + 1 of the Qb11 ; : : : ; Qbnn ;
0 otherwise.
Needless to say, the game terminates when the L-subset  of possible numbers
becomes an L-singleton. More precisely let n be the L-subset of possible numbers
resulting after a sequence of questions and related answers, and assume that n is an
L-singleton, in the sense that Supp(n) = fxg. Then x is the secret number.
7. Probabilistic Ulam game
In this section we suppose that Player B cannot arbitrarily choose the secret element
x2 S but that x is chosen in a random way in accordance with a probability distribution
p on S. Also, we assume that such a distribution is known by Player A. This variant of
Ulam’s game naturally arises when one considers the problem of ecient transmission
in a noisy channel with feedback [1].
At rst we will examine the case with no lies, where, as is well known, optimal
strategies use balanced questions that minimize the expected value of entropy.
In an attempt to extend this result to the case with k>0 lies, we shall develop a
notion of entropy of a conditioned quasi-state.
7.1. Entropy and strategies: the case with no lies
Assume that the secret number x is dened in a random way in accordance with a
probability measure p0 : 2S! [0; 1] and that no lie is admitted. In this case no choice
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is possible for Player B, and the game can be considered as a one-person game. Then,
we can consider the entropy of p0
H (p0) =−
P
x2S
p0(x)  log p0(x);
where we admit the usual convention that 0 log 0 = 0: If such an entropy is equal to
zero, then, as is well known, p0 is nonzero for precisely one x2 S and we can conclude
that x is the secret number. Otherwise, a question Q exists such that both p0(Q) and
p0(Q) are nonzero. Set Q1 =Q and assume that b1 2fyes; nog is the answer to ques-
tion Q1. In this case we have to consider the conditional probability p1 =p0(−; Qb1 ),
where Qyes =Q and Qno =Q, since no lie is admitted. If the entropy of p1 is zero, then
we are done, since there is only an element x such that p1(x) 6= 0 and this is the se-
cret number. Otherwise, we consider a question Q2 such that both p1(Q2) and p1(Q2)
are nonzero. More generally, assume that at the ith step of this process questions
Q1; : : : ; Qi have been asked and b1; : : : ; bi are their respective answers. Then the knowl-
edge about x available to Player A is represented by the set Mi =Q
b1
1 \    \Qbii of
possible numbers and by the conditional probability pi =pi−1(−; Qbi). An application
of the conditioning iteration rule, yields pi =p0(−; Mi). Now, entropy minimization
suggests to us how the next question Qi+1 should be chosen. Indeed, given a question
Q and a probability distribution p, let E(H) be the expected value of the entropy of
p after Q, in symbols,
E(H) =p(Qyes)  H (pQyes) + p(Qno)  H (pQno):
As is well known, we must choose a question Q that minimizes the value of E(H).
Let Q be a question. Then the entropy of the scheme
Qyes Qno
p(Qyes) p(Qno)

is given by
HQ = − p(Qyes) logp(Qyes)− p(Qno) logp(Qno):
The proof of the following result is routine.
Proposition 7.1. Given a probability p on S and a question Q; we have:
E(H) =H (p)− HQ:
From this proposition it follows that, in order to minimize E(H) we have to maxi-
mize HQ and therefore to choose a question Q that is balanced, i.e., p(Q) is as close
as possible to p(Q). In conclusion
the best strategies are given by balanced questions Q in the sense that; at each
step i; pi(Q) is as close as possible to pi(Q).
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7.2. Entropy and strategies: the case with k lies
Let us consider Ulam game with k>0 lies on the search space S, on which a prob-
ability distribution p0 is dened. Suppose that after i questions the game is described
by the L-set  and by a probability pi. We can canonically extend probabilities p0 and
pi respectively to states s0 =p\0 and si =p
\
i as in Proposition 2.2. If a new question
Q is asked, and answer b is given, there are at least three dierent ways to dene the
updated state si+1:
(1) Letting
s0i+1() = si( jQb) =
P
x2S si(x)(x)Q
b(x)
si(Qb)
:
In other words, s0i+1 is the result of conditioning si by the L-subset Q
b. One major
drawback of this denition is that elements that have been previously discarded
from consideration may turn out to have nonzero probability of being the secret
number.
(2) Letting
s00i+1() = s0( j   Qb) =
P
x2 S s0(x)(x)(  Qb)(x)
s0(  Qb) ;
i.e., s00i+1 is the result of conditioning s0 by   Qb.
(3) Letting
s000i+1() = s

i ( jQb) =
si( Qb)
si(Qb)
=
s0(   Qb)
s0(  Qb) = s

0 ( j   Qb);
i.e., s000i+1 is the quasi-state obtained conditioning si by Q
b. This amounts to con-
ditioning s0 by   Qb.
In the following we shall adopt this last approach. Note that the restriction of s000 to
the boolean skeleton of LS is a probability equal to the probability obtained by the
restriction of s00.
In the case of a game with no-lies Player B must answer in only one way, the right
one. If p is the initial probability distribution, we can suppose that the probability to
have a positive (negative) answer to the question Q is p(Qyes) =p(Q) (respectively
p(Qno) =p(Q)). So the rate between positive and negative answers is p(Qyes)=p(Qno).
By contrast, when the number of lies is dierent from zero then Player B can decide
whether or not to give a false answer, in order to minimize the amount of information
given to A. We have a typical two persons game and, in accordance, A can adopt a
minimax strategy. More precisely:
in searching strategies with a malicious Player B; Player A must choose at
the ith step a question Q minimizing the quantity
maxfH (si(−; Qyes)); H (si(−; Qno)g:
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7.3. Random lies
A dierent case is when Player B’s lies=errors are randomly generated. Then it
makes sense to minimize the expected value of entropy with respect to the probability
distribution of yes-no answers. In order to have a complete analogy with Section 7.1,
we suppose that, given the quasi-state s= si, at the ith step of the game, the ratio
between positive and negative answers is s(Qyes)=s(Qno), and hence
probability (positive answer to Q) =
s(Qyes)
s(Qyes) + s(Qno)
; (8)
probability (negative answer to Q) =
s(Qno)
s(Qyes) + s(Qno)
: (9)
Accordingly, we stipulate that the expected value of the entropy of the quasi-state
s after question Q, is given by
E(H;Q) =
s(Qyes)
s(Qyes) + s(Qno)
 H (s(−jQyes)) + s(Q
no)
s(Qyes) + s(Qno)
 H (s(−jQno)):
The entropy of the scheme 
Qyes Qno
s(Qyes) s(Qno)
!
is given by
HQ =− s(Q
yes)
s(Qyes) + s(Qno)
log
s(Qyes)
s(Qyes) + s(Qno)
− s(Q
no)
s(Qyes) + s(Qno)
log
s(Qno)
s(Qyes) + s(Qno)
:
We denote by  the normalization factor s(Qyes) + s(Qno). Denoting by k=(k+ 1) the
L-subset constantly equal to k=(k + 1), it is immediate to prove that
= 1 + s

k
k + 1

:
So  does not depend on Q. Also, we denote by E(k=(k+1)) the entropy of k=(k+1),
i.e.,
E

k
k + 1

=− P
x2S
s

x;
k
k + 1

log

s

x;
k
k + 1

:
Now, we can prove the following extension of Proposition 7.1.
Proposition 7.2. Adopt the above notation. For any quasi-state s and question Q we
have the identity
  E(H;Q) =H (s)− HQ − E

k
k + 1

:
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Proof. By denition
  E(H;Q) = s(Qyes)H (s(−; Qyes) + s(Qno)H (s(−; Qno)
= s(Qyes) 

−P
x2S
sQyes(x) log sQyes(x)

+ s(Qno) 

−P
x2S
sQno(x) log sQno(x)

:
From
sQyes(x) =
s(hx; Qyes(x)i)
s(Qyes)
and sQno(x) =
s(hx; Qno(x)i)
s(Qno)
;
it follows that
  E(H;Q) =−P
x2S
s(hx; Qyes(x)i) log

s(hx; Qyes(x)i)
s(Qyes)

−P
x2S
s(hx; Qno(x)i) log

s(hx; Qno(x)i)
s(Qno)

:
By direct verication we get
  E(H;Q) =−P
x2S
s(hx; Qyes(x)i) log s(hx; Qyes(x)i)
+
P
x2S
s(hx; Qyesi) log s(Qyes)
− P
x2S
s(hx; Qno(x)i) log s(hx; Qnoi)(x)
+
P
x2S
s(hx; Qno(x)i) log s(Qno):
By denitions of Qyes and Qno,
  E(H;Q) = s(Qyes) log s(Qyes) + s(Qno) log s(Qno)
− P
x2Q
s(x) log s(x)− P
x =2Q
s(x) log s(x)
− P
x =2Q
s

x;
k
k + 1

log

s

x;
k
k + 1

− P
x2Q
s

x;
k
k + 1

log

s

x;
k
k + 1

= s(Qyes) log s(Qyes) + s(Qno) log s(Qno) + H (s)
− P
x2S
s

x;
k
k + 1

log

s

x;
k
k + 1

:
As in the case no lies, the questions that (in the average) give more information are
balanced in the appropriate sense:
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Proposition 7.3. For any quasi-state s and question Q;
s(Qyes)− s(Qno) = s(Q)− s(Q) + s

k
k + 1

:
Consequently; the minimum of the expected value of the entropy E(H;Q) is achieved
asking balanced questions; in the sense that s(Q) has to be as close as possible to
s(Q).
Proof. Since
s(Qyes)− s(Qno) = P
x2S
s(hx; Qyes(x)i)− P
x2S
s(hx; Qnoi)
=
P
x2Q
s(x)− P
x =2Q
s(x) +
P
x =2Q
s

x;
k
k + 1

− P
x2Q
s

x;
k
k + 1

= s(Q)− s(Q) + P
x2S
s

x;
k
k + 1

;
the rst part of the proposition is proved. Moreover, by Proposition 7.2, the minimum
value of E(H;Q) is achieved in correspondence of the maximum value of HQ, i.e.,
s(Qyes) has to be as close as possible to s(Qno):
Thus if Player A knows that for every question Q the probability of a positive or a
negative answer is given by (8) and (9), then the strategy of balanced question is such
that the higher the probability of x, the smaller the number of questions to nd it.
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