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Abstract—Modern imaging systems typically use single-carrier
short pulses for transducer excitation. Coded signals together
with pulse compression are successfully used in radar and
communication to increase the amount of transmitted energy.
Previous research verified significant improvement in SNR and
imaging depth for ultrasound imaging with coded signals. Since
pulse compression needs to be applied at each transducer
element, the implementation of coded excitation (CE) in array
imaging is computationally complex. Applying pulse compression
on the beamformer output reduces the computational load but
also degrades both the axial and lateral point spread function
(PSF) compromising image quality. In this work we present an
approach for efficient implementation of pulse compression by
integrating it into frequency domain beamforming. This method
leads to significant reduction in the amount of computations
without affecting axial resolution. The lateral resolution is dic-
tated by the factor of savings in computational load. We verify
the performance of our method on a Verasonics imaging system
and compare the resulting images to time-domain processing. We
show that up to 77 fold reduction in computational complexity
can be achieved in a typical imaging setups. The efficient
implementation makes CE a feasible approach in array imaging
paving the way to enhanced SNR as well as improved imaging
depth and frame-rate.
Index Terms—Array processing, beamforming, ultrasound,
coded excitation.
I. INTRODUCTION
Ultrasound is a radiation free imaging modality with nu-
merous applications. In standard ultrasound systems an array
of transducer elements transmits a short single-carrier Gaus-
sian pulse. During its propagation echoes are scattered by
acoustic impedance perturbations in the tissue, and received
by the array elements. These echoes are essentially a stream
of replicas of the transmitted pulse implying that the axial
resolution is defined by the pulse duration. The data, collected
by the transducers, is sampled and digitally integrated in a
way referred to as beamforming, yielding a signal steered in
a predefined direction and optimally focused at each depth.
Such a beamformed signal, referred to as beam, forms a line
in the image.
While the resolution is defined by the pulse duration, the
resulting signal-to-noise ratio (SNR) and imaging depth are
proportional to the amount of transmitted energy. One way
to increase the energy is to transmit a longer pulse at a cost
of resolution. Increasing the energy while retaining the same
pulse duration, requires higher peak intensity levels, which
can potentially damage the tissue and thus are limited by
the Food and Drug Administration (FDA) regulations. More
elaborate coded signals are used in radar and communication
to overcome the above trade-off between the transmitted
energy and resolution.
When coded signals are used for excitation, pulse com-
pression is performed on the detected signal by applying a
matched filter (MF) defined by the transmitted pulse-shape. As
a result a stream of pulse’s replicas is converted to a stream of
its autocorrelations. The width of the pulse’s autocorrelation
is on the order of the inverse bandwidth [1], implying that
the resolution is now defined only by the available system’s
bandwidth and is independent of pulse duration. Therefore,
a longer pulse can be used to transmit more energy without
degrading axial resolution. In coded ultrasound imaging phase-
modulated signals are of interest since amplitude modulation
is suboptimal in terms of energy.
Extensive studies show that, despite the frequency de-
pendent attenuation characterizing biological tissues and the
differences between detection and imaging nature of radar
and ultrasound, coded signals can be successfully used in
medical imaging [2], [3]. Experimental results reported in [4]
show improvement of 15-20 dB in SNR as well as 30-40
mm improvement in penetration depth. Due to these superior
properties coded excitation (CE) was successfully applied in
numerous ultrasound modalities including B-mode, flow and
strain imaging [5], [6] as well as contrast imaging [7], [8].
Increased penetration and SNR are even more crucial for
applications where the amount of transmitted energy is inher-
ently reduced, e.g. synthetic aperture and plane wave imaging
[9]–[11]. The feasibility of CE in plane-wave based shear wave
motion detection was recently studied, showing substantial
performance improvement [11]. Beyond the improvement in
imaging depth, high SNR allows the utilization of higher
frequencies and consequently better image resolution [12]. In
addition, Misaridis and Jensen have shown a way to increase
the frame rate by an orthogonal coding approach [3], [13],
[14].
A. Challenges and Existing Solutions
Despite the proven advantages of coded imaging its applica-
tion in commercial medical systems is still very limited. One
of the main challenges of CE in medical ultrasound is its appli-
cation to imaging with an array of transducer elements due to
computational complexity of the required processing [2], [15]–
[17]. Regardless of the type of transmitted signal, sampling
rates required to perform high resolution digital beamforming
are typically significantly higher than the Nyquist rate of the
signal. Rates up to 4-10 times the central frequency of the
transmitted pulse are used in order to eliminate artifacts caused
by digital implementation of beamforming in time [18]. Taking
into account the number of transducer elements the amount of
sampled data that needs to be transferred to the processing unit
and digitally processed in real time is very large. The pulse
compression step, required in coded imaging, further increases
the computational load.
Implementation of CE in array imaging requires a MF
for every transducer element increasing the computational
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2complexity. Most reported experimental studies use either a
single transducer element [3], [6], [7] or an array of elements
with one MF applied on the beamformed output [2], [4].
Even though the advantage of a single application of a MF
on the beamformed data is obvious from the computational
perspective, this approach degrades the performance of pulse
compression [2]. The process of beamforming is comprised
of averaging the received signals after their alignment with
appropriate delays. To obtain dynamic focusing the applied
delays are non-linear and time dependent and, thus, distort the
phases of the coded signals. Due to this distortion the sidelobe
level and the main lobe width of the MF output are degraded,
leading to decreased contrast and resolution, which are highly
prominent at low imaging depth.
One way to minimize this effect is to limit the duration
of the transmitted pulse [4]. However, this obviously reduces
the amount of transmitted energy and, thus, goes against the
main motivation behind the usage of coded signals. Another
approach is based on the results reported in [15]. There it is
shown that the degradation of the compression performance
due to dynamic beamforming depends on the depth of the
transmit focus. A possible solution is, therefore, to divide
an image to several depth zones and adjust the code length
according to the depth in order to reduce the compression
error. In this case, however, the number of transmission events
is increased in accordance to the number of focal zones, which
in turn increases the acquisition time.
B. Contributions
Here we propose an approach that achieves perfect pulse
compression, while keeping the computational complexity low.
Our method is based on incorporating pulse compression into
frequency domain beamforming (FDBF) developed recently
for medical ultrasound [19]–[21]. This allows to use a MF in
each transducer element at a low cost.
The concept of beamforming in frequency was first ad-
dressed back in the sixties for sonar arrays operating in the far
field. However, translating these ideas to ultrasound imaging
is much more involved due to near field operation, requiring
non-linear beamforming. To the best of our knowledge, it was
first addressed in [19], [20], where it was shown that in the
frequency domain the Fourier components of the beamformed
signal can be computed as a weighted average of those of the
individual detected signals. Since the beam is obtained directly
in frequency, its Fourier components are computed only within
its effective bandwidth. This is done using generalized low-
rate samples of the received signals, implying sampling and
processing at the effective Nyquist rate which is defined with
respect to the signals effective bandpass bandwidth [22].
We note that according to the convolution theorem, pulse
compression applied at each transducer element through MF
is equivalent to multiplication in the frequency domain. In this
work we show that it can be applied by appropriate modifi-
cation of weights required for FDBF. As a result, not only is
beamforming performed in frequency at a low rate, but it also
includes MF of each individual channel without any additional
computational load to the FDFB technique. The proposed
method, performing both beamforming and pulse compression
in frequency, is referred to as FoCUS, Fourier-based coded
ultrasound. The performance of our method is verified on a
Verasonics ultrasound system and is compared to time-domain
processing in terms of lateral and axial resolution. We evaluate
the computational load for typical imaging setup and show that
it can be reduced by 4 to 77 fold compared to time-domain
implementation, depending on the oversampling factor and
the required lateral resolution. This efficient implementation
allows CE to become a practical approach in array imaging.
The rest of the paper is organized as follows: Section II
reviews basics of CE applied to medical imaging. In Section
III we discuss the requirements and challenges of CE in
the context of array imaging. We next propose a solution
based on frequency domain beamforming in Section IV. The
experimental results and the performance of FoCUS in terms
of image quality and computational complexity are presented
in Section V.
II. CODED EXCITATION IN MEDICAL ULTRASOUND
In CE a modulated signal is used for transducer excitation
s(t) = a(t) cos(2pif0t+ ψ(t)), 0 ≤ t ≤ Tp. (1)
where ψ(t) and a(t) are phase and amplitude modulation func-
tions respectively, f0 is the central frequency of a transducer
and Tp is the duration of the signal. Assuming L scatterers
along the transmitted signal propagation path, the reflected
signal, ϕ(t), detected by an individual transducer element is
given by
ϕ(t) =
L∑
l=1
αls(t− tl), (2)
where {αl}Ll=1 and {tl}Ll=1 are amplitudes and delays defined
respectively by the scatterer’s reflectivity and location.
Next, pulse compression is performed on the detected
signal, ϕ(t), by applying a MF, h(t) = s∗(−t). The output
is then a combination of autocorrelations of the transmitted
pulse [13]
ϕCE(t) = ϕ(t) ∗ s∗(−t) =
L∑
l=1
αlRss(t− tl). (3)
The autocorrelation is given by
Rss(t) =
∫ ∞
−∞
s(τ)s∗(τ − t)dτ. (4)
The half-power width of the main lobe of the autocorrelation,
which determines the range resolution, is approximately equal
to the inverse bandwidth B−1 [1] of the transmitted pulse. As a
result, in contrast to the conventional approach, the pulse time
duration, Tp , can be increased and more energy transmitted
without degrading range resolution. The resulting gain in
signal-to-noise ratio of the MF processing is approximately
equal to the time-bandwidth product D = TpB [23].
The above result holds when the detected signal is com-
prised of the exact replicas of the transmitted pulse. In practice,
when acoustic wave propagates in biological tissues, high
frequencies undergo stronger attenuation due to the medium’s
3properties. A common way to model this effect is to assume
that it does not distort the complex envelope of the reflected
signal and only downshifts its central frequency [24]. The
pulse reflected from the lth scatterer is then given by
s(t−tl, fl) = a(t−tl) cos(2pi(f0−fl)(t−tl)+ψ(t−tl)). (5)
As a result, the MF output depends on the central frequency
shift, fl, and is given by
A(t− tl, fl) =
∫ ∞
−∞
s(τ − tl, fl)s∗(τ − t)dτ. (6)
The function A(t, f) is referred to as the ambiguity function.
Similar to (3), for L scatterers the output of the MF is a stream
of cross-sections of ambiguity function
ϕCE(t) = ϕ(t) ∗ s∗(−t) =
L∑
l=1
αlA(t− tl, fl). (7)
In ultrasound imaging the frequency shifts do not carry valu-
able information and thus do not need to be found explicitly.
However, the width of the main lobe of the ambiguity function
needs to be small for all values of fl to ensure good axial
resolution for all frequency shifts. This makes the ambiguity
function of linear frequency modulation (FM) a good choice
for ultrasound imaging.
The expression for a linear FM signal is
s(t) = a(t) cos
(
2pi
(
(f0 −B/2)t+ B
2Tp
t2
))
, 0 ≤ t ≤ Tp.
(8)
The frequency spectrum of the linear FM complex envelope
is rectangular, so that the envelope of the MF output is
approximately a sinc function [25]. The ambiguity function
Fig. 1. Ambiguity function of Linear FM with time-bandwidth product of
D = 70.
of linear FM is shown in Fig. 1. One can recognize the shape
of a sinc in the cross sections parallel to the frequency axis.
Note that these cross sections preserve the same main lobe
width for every frequency shift.
A significant improvement in penetration depth and contrast
with linear FM excitation are reported in [3]. However, these
are obtained with a single-element transducer, while imaging
systems today use an array of transducer elements. The
implication of array processing is discussed next.
III. USE OF CODED EXCITATION IN ARRAY IMAGING
A. Conventional Array Imaging
Most commercial imaging systems today use multiple trans-
ducer elements to transmit and receive acoustic pulses. This
allows for beamforming, a common signal-processing tech-
nique that enables spatial selectivity of signal transmission or
reception [26]. In ultrasound imaging beamforming is used for
steering the beam in a desired direction and focusing it in the
region of interest in order to detect tissue structures. Trans-
mission beamforming, achieved by delaying the transmission
time of each transducer element, allows for transmitting energy
along a narrow beam. Beamforming upon reception is more
involved. Here dynamically changing delays are applied on the
signals received at each one of the transducer elements prior
to averaging. Time-varying delays allow dynamic shift of the
reception beam’s focal point, optimizing angular resolution.
Averaging of the delayed signals in turn enhances the SNR
of the resulting beamformed signal, which is used to form a
line in an image. From here on, the term beamforming will
refer to beamforming upon reception, which is the focus of
this work.
Consider an array of M elements, illustrated in Fig. 2.
Denote by m0 the reference element, by δm its distance to
the mth element and by c the speed of sound. The image
1 m0 m M
x
δm
Reflecting point
θ
z
Fig. 2. M receivers aligned along the x axis. An acoustic pulse is transmitted
in a direction θ.
cycle begins at t = 0, when the array transmits an energy
pulse in the direction θ. The pulse propagates within the tissue
at speed c, and at time t ≥ 0 it reaches a potential point
reflector located at (x, z) = (ct sin θ, ct cos θ). The resulting
echo is received by all array elements at a time defined by
their locations. Denote by ϕm(t) the signal received by the
mth element and by τˆm(t; θ) the time of arrival. It is readily
seen that
τˆm(t; θ) = t+
dm(t; θ)
c
, (9)
where dm(t; θ) =
√
(ct cos θ)2 + (δm − ct sin θ)2 is the
distance traveled by the reflection. Beamforming involves
averaging the signals received by multiple receivers while
compensating for the differences in arrival time.
Since δm0 = 0, the arrival time at m0 is τˆm0(t; θ) = 2t.
Applying an appropriate delay to ϕm(t), such that the resulting
signal ϕˆm(t; θ) satisfies ϕˆm(2t; θ) = ϕm(τˆm(t; θ)), we align
the reflection received by the mth receiver with the one
4received at m0. Denoting τm(t; θ) = τˆm(t/2; θ) and using
(9), the following aligned signal is obtained
ϕˆm(t; θ) = ϕm(τm(t; θ)), (10)
τm(t; θ) =
1
2
(
t+
√
t2 − 4(δm/c)t sin θ + 4(δm/c)2
)
.
The beamformed signal may now be derived by averaging the
aligned signals
Φ(t; θ) =
1
M
M∑
m=1
ϕˆm(t; θ) =
1
M
M∑
m=1
ϕm(τm(t; θ)). (11)
Such a beam is optimally focused at each depth and hence
exhibits improved angular localization and enhanced SNR.
In practice, the processing defined in (11) is performed
digitally, where the values of the detected signal ϕm(t) at
τm(t; θ) are obtained by linear interpolation.
B. Matched Filtering and Beamforming
As explained in Section II, in the CE approach, pulse
compression is achieved by applying a MF on the detected
signal. Array imaging requires matched filtering of the de-
tected signal at every transducer element prior to beamforming
as illustrated in Fig. 3. This implementation is referred to
as beamforming pre-compression [15], since beamforming is
applied after compression. Using (11) and substituting the MF
impulse response h(t) = s∗(−t), the beamformed signal is
given by
ΦCE(t; θ) =
1
M
M∑
m=1
ϕCEm (τm(t; θ)), (12)
ϕCEm (t) = {ϕm ∗ h}(t).
A practical meaning of this implementation is that the com-
putational complexity is vastly increased by filtering each
detected signal. This restricts the use of CE in array imaging.
A straightforward way to overcome this problem is beam-
forming post-compression, i.e. to perform beamforming using
the uncompressed detected signals and apply MF on the
beamformer’s output [15]. This requires only one MF allowing
to save:
N ≈ (M − 1)
(
3
2
(Ns +Nh) log(Ns +Nh) +Ns +Nh
)
,
(13)
multiplications, where M , Ns and Nh are the number of
elements, number of samples and MF length respectively.
The advantage of a single application of MF on the beam-
formed data is obvious from the computational perspective.
However with this approach the resulting beamformed signal
is given by
ΦCEpost(t; θ) =
{
1
M
M∑
m=1
ϕm(τm(t; θ))
}
∗ h(t). (14)
As can be seen in (10), the applied delay is a non-linear
function of time and varies within the support of the coded
pulse. As a result the detected signal is distorted and is
no longer comprised of exact replicas of the transmitted
pulse. Due to this distortion the impulse response of the MF
is mismatched with the input signal. This results in poor
compression performance: sidelobe level and main lobe width
are degraded leading to decreased resolution and contrast. A
detailed study of the effect of beamforming post-compression
on image quality is presented in [4], [15].
Figure 5 shows scan-lines with a point scatterer located at
10 mm from the transducer obtained with beamforming post-
and pre-compression. Details on the experiment environment
are elaborated in Section V. The main lobe of the resulting
axial point spread function is approximately 13% wider when
beamforming is performed prior to pulse compression. In
addition, the sidelobe is 9 dB higher. This degradation can be
easily seen in the resulting images, presented in Figs. 6a and
6b, corresponding to beamforming pre- and post-compression
respectively. A zoom in on the three first point reflectors
is shown in Figs. 7a and 7b. When the trivial solution of
beamforming post-compression is used in order to reduce the
computational complexity the image quality is compromised.
As elaborated in Section I-A, the existing approaches to
minimize this effect either reduce the transmitted energy or
increase acquisition time. Obviously, efficient implementation
of MF at each transducer channel prior to beamforming is a
preferable approach for coded array imaging.
IV. BEAMFORMING AND PULSE COMPRESSION IN THE
FREQUENCY DOMAIN
To obtain a computationally efficient method to apply MF
at each transducer element prior to beamforming, we propose
integrating the MF into the FDBF framework.
As mentioned in Section I, beamforming in frequency was
first considered in the context of sonar array processing [27],
[28], where due to far field operation mode it corresponds
to averaging the signals after applying constant delays. This
process can be transferred to the frequency domain in a
straightforward manner through the well-known time shifting
property of the Fourier transform. In the context of ultrasound
imaging due to dynamic nature of the beamforming that
implies the non-linearity and time dependence of the required
delays, the translation to frequency is much more involved. A
frequency domain formulation of beamforming was introduced
in [20] and [21] for 2D imaging and 3D imaging respectively
leading to significant reduction in sampling and processing
rate. We first review the above framework based on [20]
and then show how to incorporate pulse compression into it
without increasing the computational cost.
A. Prior Art: Frequency Domain Beamforming
Ultrasound operates in extreme near field. Therefore, to ob-
tain the far-field beampattern of the array allowing for spatial
selectivity, dynamic focusing is required. The focal point is
moved throughout the scan depth by applying time dependent
delays τm(t; θ) defined in (10). Despite the non-linearity of
the delays, the Fourier components of the beamformed signal
can be computed as a weighted average of those of the
individual detected signals [20]. To this end denote the Fourier
5Beamforming
1
M
∑
{ϕm ∗ h}(τm(t; θ))
ϕ1(t)
ϕ2(t)
ϕM (t)
Matched
h(t) = s(−t)
Filter
Matched
h(t) = s(−t)
Filter
Matched
h(t) = s(−t)
Filter
1
2
m
m0
M
δm
Fig. 3. On the left echoes are reflected from 3 point scatterers in the medium. The received signal at each transducer element is composed of reflections of
a linear FM waveform. The beamforming is applied on compressed signals, obtained at the output of the MF at each element.
coefficients of Φ(t; θ) with respect to the interval T , defined
by the maximal scan depth, by
c[k] =
1
T
∫ T
0
I[0,TB(θ))(t)Φ(t; θ)e
−i 2piT ktdt, (15)
where I[a,b) is the indicator function equal to 1 when a ≤ t < b
and 0 otherwise and TB(θ) = min1≤m≤M τ−1m (T ; θ) [19].
Substituting (11) into (15) results in
c[k] =
1
M
M∑
m=1
cˆm[k], (16)
where
cˆm[k] =
1
T
∫ T
0
I[0,TB(θ))(t)ϕm(τm(t; θ))e
−i 2piT ktdt (17)
=
1
T
∫ T
0
ϕm(t)qk,m(t; θ)e
−i 2piT ktdt.
The last equation stems from the variable substitution
x = τm(t; θ), required to obtain c[k] as a function of non-
delayed receive signals ϕm(t). The delays are effectively
applied through the so-called distortion function, qk,m(t; θ)
given by
qk,m(t; θ) =I[|γm|,τm(T ;θ))(t)
(
1 +
γ2m cos
2 θ
(t− γm sin θ)2
)
×
(18)
exp
{
i
2pi
T
k
γm − t sin θ
t− γm sin θγm
}
,
with γm = δm/c.
To derive a relationship between the Fourier coefficients of
the beam and those of the received signals, we next replace
ϕm(t) by its Fourier coefficients cm[n] and rewrite (17) as
cˆm[k] =
∑
n
cm[n]
1
T
∫ T
0
qk,m(t; θ)e
−i 2piT (k−n)tdt (19)
=
∑
n
cm[k − n]Qk,m;θ[n].
Here Qk,m;θ[n], referred to as Q-coefficients, are the Fourier
coefficients of the distortion function with respect to [0, T ).
When substituted by its Fourier coefficients, the distortion
function effectively transfers the beamforming delays defined
in (10) to the frequency domain. The function qk,m(t; θ)
depends only on the array geometry and is independent of
the received signals. Therefore, its Fourier coefficients can be
computed off-line and used as a look-up-table (LUT) during
the imaging cycle. According to Proposition 1 in [19], cˆm[k]
can be approximated sufficiently well with a finite number Nq
of Q-coefficients
cˆm[k] '
N2∑
n=−N1
cm[k − n]Qk,m;θ[n], (20)
where Nq = N2 − N1 + 1. The choice of Nq controls the
approximation quality. As reported in [20] for n < −N1
and n > N2 {Qk,m;θ[n]} are several orders of magnitude
lower and therefore can be neglected allowing for efficient
implementation of beamforming in frequency. The choice of
Nq and its effect on image quality are discussed in detail in
Section V-B.
Finally, substitution of (20) into (16) yields the desired
relationship between the Fourier coefficients of the beam and
the individual signals
c[k] ' 1
M
M∑
m=1
N2∑
n=−N1
cm[k − n]Qk,m;θ[n]. (21)
Applying an inverse Fourier transform on {c[k]} results in
the beamformed signal in time. We then proceed to standard
image generation steps which include log-compression and
interpolation.
B. Integrating Pulse Compression in Frequency Domain
Beamforming
To incorporate pulse compression into the FDBF framework
we aim to express the Fourier coefficients of the signal
ΦCE(t; θ), obtained by beamforming the compressed signals,
as a function of the Fourier coefficients of the individual
detected signals. This will allow us to perform the compression
by means of weighting in the frequency domain together with
beamforming.
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Fig. 4. Fourier coefficients Q˜k,m;θ[n] and Qk,m;θ[n] are characterized by
a rapid decay. In black bold line Q˜k,m;θ[n]. In gray thin line Qk,m;θ[n].
(k = 130, element number m = 14, angle θ = 0.427[rad]).
Following the steps in Section IV-A for ΦCE(t; θ), its
Fourier coefficients are given by
cCE [k] =
1
M
M∑
m=1
cˆCEm [k], (22)
cˆCEm [k] =
1
T
∫ T
0
ϕCEm (t)qk,m(t; θ)e
−i 2piT ktdt,
with qk,m(t; θ) given in (18). The next step is to replace
ϕCEm (t) by its Fourier coefficients c
CE
m [n]
cˆCEm [k] '
N2∑
n=−N1
cCEm [k − n]Qk,m;θ[n]. (23)
According to (12) and the convolution theorem, cCEm [n] are
given by cm[n]h[n], where cm[n] and h[n] are the Fourier
coefficients of the signal ϕm(t) and the MF respectively. This
allows us to rewrite (20) as follows
cˆCEm [k] '
N2∑
n=−N1
cm[k − n]h[k − n]Qk,m;θ[n] (24)
=
N2∑
n=−N1
cm[k − n]Q˜k,m;θ[n]
The decaying property of {Qk,m;θ[n]} is retained after inte-
gration of MF: numerical studies show that most of the energy
of {Q˜k,m;θ[n]} is concentrated around the DC component,
irrespective of the choice of k,m and θ. We display these
decay properties in Fig. 4, where {Q˜k,m;θ[n]} is plotted as a
function of n for k = 130, m = 14, θ = 0.427 [rad].
Obviously, incorporation of pulse compression does not
affect computational complexity of frequency domain beam-
forming, since it only requires to update the set of frequency
weights which is performed off-line. Substitution of (24) into
(22) yields a relationship between the Fourier coefficients of
the beam and the individual detected signals:
cCE [k] ' 1
M
M∑
m=1
N2∑
n=−N1
cm[k − n]Q˜k,m;θ[n]. (25)
Applying an inverse Fourier transform on {cCE [k]} results in
time-domain output of beamforming the detected compressed
signals.
C. Processing at the Effective Nyquist Rate
We next define the number of Fourier coefficients of the
beamformed signal ΦCE(t; θ) that need to be computed using
(25) and explain how the Fourier coefficients of the individ-
ual detected signals, required for computation, are obtained.
Denote by γ the set of Fourier coefficients of the MF output,
ϕCEm (t), that corresponds to its bandwidth, namely, the values
of k for which cCEm [k] are nonzero (or larger than a threshold).
Let G denote the cardinality of γ. Note that according to (22)
and (23) the bandwidth of the beamformed signal will contain
at most K = G+Nq nonzero frequency components. In a typ-
ical imaging setup the value of G is on the order of hundreds,
while Nq , defined by the decay properties of {Qk,m;θ[n]}, are
typically on the order of tens. This implies that K ≈ G, so
that the bandwidth of the beam is approximately equal to the
bandwidth of the MF output.
According to (25), K Fourier coefficients of the beam-
formed signal are computed using at most K + Nq Fourier
coefficients of individual detected signals. The above can be
obtained from K + Nq point-wise samples of the detected
signal filtered with an analog kernel s∗(t). In ultrasound
imaging with modulated pulses the transmitted signal has one
main band of energy. As a result the analog filter takes on
the form of a band-pass filter, leading to a simple low-rate
sampling scheme [20].
The computational complexity of FoCUS and the achieved
savings are discussed in detail in Section V-C.
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Fig. 5. A single scan-line of point scatterer positioned at 10 mm. Frequency
domain processing in black bold line, beamforming pre-compression in thin
gray line and beamforming post-compression in dashed line.
V. RESULTS
A. Experimental Setup
In order to examine the performance of the proposed method
we used real data acquired by Vantage 256, an ultrasound
system of Verasonics. A tissue mimicking phantom Gammex
404GSLE of 90 mm depth was scanned by a 64-element
phased array transducer P4-2v with a frequency response
centered at fc = 2.9 MHz. During acquisition, each element
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Fig. 6. Experimental results. Phantom scans obtained by: (a) time domain beamforming pre-compression, (b) time domain beamforming post-compression,
(c) frequency domain beamforming with Nq = 29, (d) frequency domain beamforming with Nq = 9..
transmitted a linear FM defined in (8) with time-bandwidth
product D = 60 and central frequency f0 = 3 MHz.
The raw data was processed using FoCUS defined in (25)
for different approximation levels, namely different number
of Q-coefficients, Nq . The performance in axial and lateral
dimensions for different values of Nq are compared to time
domain beamforming pre- and post-compression. Saving in
computational complexity for different values of Nq are then
discussed in Section V-C.
B. Imaging Results And Performance Analysis
We start with examination of the axial resolution of the pro-
posed method. Figure 5 presents scan-lines of point scatterer
located at 10 mm from the transducer. As can be seen, the
axial point spread functions of FoCUS and beamforming pre-
compression are identical in terms of main lobe width, and
their sidelobes are extremely close. This implies that FoCUS
preserves the performance in terms of contrast and resolution
in axial dimension. The above results are obtained for Nq = 9,
however, even coarser approximation corresponding to lower
values of Nq has almost no affect on the performance in the
axial dimension. For Nq = 3, the same main lobe width
is obtained with only 1.3 dB degradation in sidelobes level.
This is significantly lower compared to 9 dB degradation of
beamforimg post-compression.
The difference in the axial performance can be easily seen
in the resulting images. Figure 6a and 6b show beamforming
pre- and post-compression. FoCUS with Nq = 29 and Nq = 9
are presented in Figs. 6c and 6d respectively. A zoom in on
the first three scatterers, presented in Fig. 7, verifies that the
axial resolution of FoCUS with both Nq = 29 and Nq = 9
is the same as of beamforming pre-compression. In fact, it
can be observed that Figs. 6c and 6a look the same, implying
that FoCUS achieves the same image quality as beamforming
pre-compression which is optimal for coded imaging.
From Figs. 6 and 7 it is obvious that FoCUS outperforms
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Fig. 7. Experimental results, zoom in. Phantom scans obtained by: (a) time domain beamforming pre-compression, (b) time domain beamforming post-
compression, (c) frequency domain beamforming with Nq = 29, (d) frequency domain beamforming with Nq = 9..
beamforming post-compression. However the lateral resolution
of FoCUS is decreased for Nq = 9. As mentioned in Section
IV, the number of Q-coefficients, controls the quality of the
approximation presented in (21). The results presented above
show that this approximation affects mostly the performance in
the lateral dimension. To study the effect of the approximation
level on the lateral resolution, we measure the main lobe width
of the lateral PSF corresponding to the scatterer located at
10 mm from the transducer. We compare it to beamforming
post- and pre- compression. Figure 8 presents the main lobe
width as a function of Nq . As expected, the lateral resolution
decreases with Nq . For Nq ≥ 29, FoCUS obtains the same
lateral resolution as beamforming pre-compression, and it out-
performs beamforming post-compression as long as Nq ≥ 9.
Our results show that the proposed method obtains high image
quality, and for Nq large enough it yields the performance
of beamforming pre-compression both in lateral and axial
dimensions. The number of Q-coefficients, Nq , defines the
reduction in computational complexity which will be discussed
next.
C. Computational Complexity
For the derivation of the computational complexity of
beamforming pre-compression and FoCUS we consider only
multiplications. The number of samples comprising each scan-
line is denoted by Ns, and is determined by the sampling
rate and the imaging depth. According to (25) the number
of multiplications needed for a computation of one scan-line
using K coefficients from the set {cCE [k]} is:
Na = MKNq +
Ns
2
logNs, (26)
including the inverse Fourier transform. Here M is the num-
ber of transducer elements and Nq denotes the number of
Q˜k,m;θ[n] coefficients taken for the approximation in (25).
When applying the conventional beamforming pre-
compression, the computation includes the complexity of M
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Fig. 8. Main lobe width of the lateral PSF measured for a scatterer at 10 mm
depth, as a function of Nq . Main lobe width obtained with beamforming pre-
and post-compression are plotted in thin gray line and dashed line respectively.
matched filters and interpolation of M signals to apply the
time-varying delays. Assuming linear complexity for the linear
interpolation and an efficient MF implementation using FFT:
Nb = MNs+M
(
3(Ns +Nh)
2
log(Ns +Nh) +Ns +Nh
)
,
(27)
multiplications are needed.
For sampling rate fs = 4fc the length of the MF is
Nh = 274 and Ns = 1392. For a linear FM with time-
bandwidth product D = 60 and the above sampling rate,
the bandwidth of the beamformed signal contains K = 260
Fourier coefficients. Table I summarizes all the parameters.
TABLE I
SYSTEM PARAMETERS
Parameter Description Value
fc Transducer central frequency [MHz] 2.9
fs Sampling frequency 4fc
Ns Samples per element 1392
Nh Matched filter length 274
K Number of cCE [k] coefficients 260
Figure 9 shows the computational complexity reduction
as a function of Nq . For Nq = 29 our method achieves
4 fold complexity reduction while yielding optimal axial
and lateral resolution. When choosing lower values for Nq
further complexity reduction is achieved yielding up to 33
fold reduction for Nq = 3. The lateral resolution is degraded
accordingly as shown in Fig. 8, while the axial resolution is
preserved.
We note that Ns and Nh depend on the oversampling factor,
P = fs/f0, and are given by
Ns = TPfc, (28)
Nh = DP.
Thus, Nb/Na increases with P , meaning that the saving
in computational load is even more significant for higher
oversampling factors. For example, taking P = 10 leads to 11
fold reduction for Nq = 29 and 77 fold reduction for Nq = 3.
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Fig. 9. Computational complexity reduction as function of Nq .
VI. DISCUSSION AND CONCLUSIONS
In this paper we present a method allowing to avoid the
extended computational load required by CE array imaging.
The proposed approach is based on integration of pulse com-
pression of each one of the detected signals to computationally
efficient frequency domain processing. FDBF computes the
Fourier coefficients of the beam as a weighted average of
those of the detected signals. We show that in frequency,
pulse compression of each channel can be performed together
with beamforming by appropriate modification of the weights
required for FDBF. As a result MF is applied at each detected
signal without adding computational load to the FDBF tech-
nique. Our method enables efficient implementation of CE in
array imaging paving the way to enhanced SNR as well as
improved imaging depth and frame-rate.
The proposed method, FoCUS, was implemented on a real
system of Verasonics with a 64-element probe. We compared
our results with beamforming pre-compression, which is the
optimal implementation for CE array imaging. We evaluated
the reduction in computational load for different oversampling
factors. It was shown that for P = 4 and P = 10 FoCUS
achieves the same image quality with 4 and 11 fold reduction
in computational complexity respectively. Further reduction,
up to 33 fold for P = 4 and up to 77 for P = 10, can
be obtained at the expense of decreased lateral resolution.
As a result our method enables adjusting lateral resolution to
available computational power. It is important to mention that
FoCUS preserves optimal axial resolution regardless of the
reduction in complexity. This is in contrast to beamforming
post-compression which is commonly used to reduced the
amount of computations and severely degrades both axial and
lateral resolution.
The performance in terms of lateral resolution can be poten-
tially improved by post-processing coherence based techniques
[29], [30]. The above methods are applied on beamformed
data and result in up to two fold improvement of the lateral
resolution. Integrating these methods with FoCUS may alow
to obtain the maximal complexity reduction without compro-
mising lateral resolution.
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