Under the background of "innovation and entrepreneurship," how to scientifically and rationally choose employment or independent entrepreneurship according to their own comprehensive situation is of great significance to the planning and development of their own career and the social adaptation of university personnel training. This study aims to develop an adaptive support vector machine framework, called RF-CSCA-SVM, for predicting college students' entrepreneurial intention in advance; that is, students choose to start a business or find a job after graduation. RF-CSCA-SVM combines random forest (RF), support vector machine (SVM), sine cosine algorithm (SCA), and chaotic local search. In this framework, RF is used to select the most important factors; SVM is employed to establish the relationship model between the factors and the students' decision to choose to start their own business or look for jobs. SCA is used to tune the optimal parameters for SVM. Additionally, chaotic local search is utilized to enhance the search capability of SCA. A total of 300 students were collected to develop the predictive model. To validate the developed method, other four meta-heuristic based SVM methods were used for comparison in terms of classification accuracy, Matthews Correlation Coefficients (MCC), sensitivity, and specificity. The experimental results demonstrate that the proposed method can be regarded as a promising success with the excellent predictive performance. Promisingly, the established adaptive SVM framework might serve as a new candidate of powerful tools for entrepreneurial intention prediction.
Introduction
In recent years, with the enlargement of college enrollment in China, the number of college graduates is increasing every year and the employment situation of the society is becoming more and tenser. In order to solve the problem of employment, the government and universities are trying all kinds of solutions. For example, it is an important way to alleviate the employment problem of college students at present by encouraging some college students to carry out their own entrepreneurial activities and implementing the employment strategy of "employment driven by entrepreneurship." However, statistics show that the proportion of college students starting a business after graduation is still low. Less than 5% of the graduates will choose to start their own businesses. At the same time, the satisfaction rate of entrepreneurship after three years of graduation is not high. Although many students have received relevant training in entrepreneurship and innovation education at school, there will still be confusion in the choice of entrepreneurship and employment when they graduate. Therefore, it is necessary to make a deep analysis of the rational choice behavior of college students' employment and entrepreneurship, in order to find an effective way for students to choose the direction of graduation scientifically. At present, a large number of datasets have been accumulated in colleges and universities. We can make deep mining and 2 Mathematical Problems in Engineering analysis of these data to establish an intelligent prediction model by which we can find out the factors that affect college students after graduation to choose entrepreneurship or employment in the data. And then we can further analyze the potential correlation between factors to guide students to better choose entrepreneurship or employment.
Up to now, data mining technology has been applied to establish models to analyze the issues related to the employment of college graduates. Decision tree (DT) is one of the commonly used models which are involved. Zang et al. [1] constructed DT model with ID3 algorithm in order to analyze and find out information that is helpful to the employment of graduates from huge amounts of data. To analyze the relationship between college students' employment and academic performance, reading status, and other factors, Liu et al. [2] proposed a novel method, Information Gain with Weight Based Decision Tree (IGWDT). The purpose of the information gain weight (IGW) defined in IGWDT is to improve the information gain method. Besides, genetic algorithm is used to get the value of IGW for reflecting the degree of influence of different factors. Finally, the most relevant factors are obtained. Certainly, experiments show that the method can achieve good results. Li et al. [3] applied DT model with C4.5 algorithm to trace useful information to improve the employment rate of college graduate students. The experimental result has shown that the proposed method can classify employment data more quickly and correctly, as well as providing valuable results for analysis and decision making. Wang [4] conducted a more in-depth study on the methods and patterns of college students' employment data mining and mainly studied the establishment of college students' employment data mining model based on uniform distribution of fuzzy decision tree (FDT), nonuniform distribution of FDT, increasing distribution of FDT, and decreasing distribution of FDT. Apart from DT models, there are many other models that are often mentioned in the literature. For example, Bayesian methods, neural networks (NN), sequential minimal optimization (SMO), and ensemble methods were utilized by Mishra et al. [5] to predict whether students will be at risk of losing their jobs and help schools take timely measures to train students for the improvement of their employment rate. In addition, Xu et al. [6] used Bayesian algorithm to establish a classification model of graduate employment choice. In this model, the inclusion degree is calculated by fuzzy mathematics to determine the categories of each student. The categories are set according to the degree of job satisfaction of graduates, which are satisfactory, general satisfactory, and unsatisfactory. And, proved by experiments, this method has achieved high accuracy. In [7] , Rahman et al. tried to determine the model with the highest accuracy for predicting whether graduates would be employed or unemployed six months after graduation. Thakar et al. [8] proposed to construct a unified forecasting model by integrating clustering and classification techniques to identify whether students have unemployment risk. In this model, K-means kernel with chi-square analysis is applied to the data preprocessing stage and then the combination of k-star, random tree, simple cart, and the random forest was used to predict whether students would be at unemployment risk.
Tan et al. [9] used k-nearest neighbors, naïve Bayes (NB), DT, NN, logistic regression, and support vector machines (SVM) to predict and evaluate the attributes of student data sets to confirm that graduates with which qualifications are needed by enterprise. Lanka et al. [10] applied NB to predict whether students could be recognized by enterprises. Proven by experiments, KNN and NB had better prediction results. For the problem of unsatisfactory evaluation system of college students' entrepreneurship, literature [11] put forward an evaluation system of college students' entrepreneurship based on backpropagation NN theory to promote the development of college students' entrepreneurship education.
To sum up, there is a lot of work on predicting students' employment ability, but there is no report on predicting college students' entrepreneurial employment after graduation. This paper attempts to use a new machine learning framework to predict students' entrepreneurial intention after graduation, that is, to choose to start a business or not. The proposed framework consists of three main parts. The first part uses random forest (RF) method to select the key features in the data, the second part uses chaotic local search based sine cosine algorithm (CSCA) to optimize an optimal SVM model, and the third part uses CSCA-SVM obtained from the previous stage to predict the new sample. Sine cosine algorithm (SCA) is a new swarm intelligence method that was proposed recently by Mirjalili [12] . Since its introduction, SCA has successfully found its applications for many practical problems [13] [14] [15] [16] [17] [18] . However, like other intelligent algorithms [19] [20] [21] [22] [23] [24] [25] , the original SCA is easy to fall into the local optimum when solving the practical problems. In this study, we try to use the chaotic local search (CLS) strategy to enhance the local search capability of SCA, termed as CSCA. After that, the CSCA was used to determine the optimal parameters for SVM. As shown, the experimental results have shown that CLS strategy has indeed improved the solution quality and convergence speed for SCA. At the same time, it is also observed that the CSCA has also boosted the performance of SVM compared against many other nature inspired metaheuristic algorithms based SVM models. The efficacy of the proposed RF-CSCA-SVM framework was rigorously compared against four other SVM models based on different swarm intelligent algorithms including SCA, moth-flame optimization (MFO) [26] algorithm, bat algorithm (BA) [27] , and grasshopper optimization algorithm (GOA) [28] on the real-life dataset collected from Wenzhou University. The classifiers were compared in terms of four common performance metrics including classification accuracy (ACC), sensitivity, specificity, and the Matthews Correlation Coefficients (MCC) criterion. The experimental results demonstrated that the proposed RF-CSCA-SVM approach achieved much better performance than other competitive counterparts.
The rest of this paper is structured as follows. Section 2 offers brief description on the methodology including random forest, support vector machine, sine cosine algorithm, and chaotic local search strategy. The experimental design is given in Section 3. Section 4 presents the detailed simulation results. The discussion on the experimental results is delivered in Section 5. Finally, Section 6 summarizes the conclusions and recommendations for future work.
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Methods
In SVM model, Gaussian kernel function is needed to solve the calculation of high-dimensional vector inner product. Gamma value of Gaussian kernel function is mainly used to determine the kernel width of SVM. Meanwhile, soft margin support vector machine needs to introduce penalty factor to reduce noise interference. Values of gamma and penalty factor have a great impact on the classification results. Currently, grid search method and gradient descent method are commonly used for parameter optimization of SVM, but the main disadvantage of these methods is that they are easy to fall into local optimal solutions. SCA based on chaotic local search mechanism can find a good balance between local and global optimization ability, so searching these two key parameters of SVM with this method can better determine the optimal value of these two parameters.
This section will give a detailed introduction of the proposed framework for the entrepreneurial intention prediction of college students, named RF-CSCA-SVM. The main flow of the framework is shown in Figure 1 . The whole process is divided into three parts. The first part is to normalize the data and evaluate each feature by random forest (RF) method. The second part is to construct an effective SVM model with optimal parameters based on the improved SCA; at the same time, this optimal model was used to evaluate different feature sets in an incremental way and obtain the best feature set. The main task of the third part is to use the optimal model constructed in the previous stage to predict the new data samples.
The main steps conducted by the RF-CSCA-SVM are described in detail as follows: (ii) Step 2: Each feature of the data is evaluated using RF algorithm and the optimal subset is selected in an incremental manner based on the importance of each feature.
(iii)
Step 3: Initialize a population randomly based on the upper and lower bounds of the variables.
(iv)
Step 4: Evaluate the fitness of all search agents by SVM with agent as parameters and update the best solution obtained so far.
(v)
Step 5: Update the position of each search agent according to chaotic local search strategy.
(vi)
Step 6: Check if any search agent goes beyond the search space and amend it.
(vii)
Step 7: Evaluate the fitness of all search agents by SVM with agent as parameters and update the best solution obtained so far.
(viii)
Step 8: Update iteration t, t=t+1. If t is less than maximum number of iterations, go to step 5.
(ix)
Step 9: Return the best solution as the optimal SVM parameter pair (C, ).
The computational complexity of the CSCA-SVM method depends on the number of samples (S), the scale of the problem (D), the population number (p), and the number of iterations (g ) ). In addition, the computational complexity of CLS strategy for the best solution is O (g * p) . Therefore, the final computational complexity of the
. . Feature Selection Method: Random Forest (RF). Random forest (RF) [29] is an ensemble machine learning method that uses bootstrap and node random splitting technology to construct multiple decision trees and obtain final classification results by voting. RF has the ability to analyze the classification characteristics of complex interactions. It has good robustness for noisy data and data with missing values and has a faster learning speed. Its variable importance measure can be used as a feature selection tool [30] . In recent years, it has been widely used in various classification, feature selection, and outlier detection problems. This paper mainly uses the mean decrease accuracy to measure the importance of each feature. This method directly measures the impact of each feature on the accuracy of the model. The main idea is to disrupt the order of characteristic values of each feature and measure the impact of sequence changes on the accuracy of the model. Obviously, for unimportant variables, the disruption order will not affect the accuracy of the model much, but, for the important variables, this operation will reduce the accuracy of the model.
. . Prediction Engine: Support Vector Machine (SVM).
Support vector machine (SVM) is an advanced artificial intelligence technology [31] , which is mainly based on VC dimension theory and structural risk minimization principle, trying to find a compromise between minimizing training set error and maximizing classification interval, so as to obtain the best generalization ability. At present, SVM has been widely used to solve various practical problems [25, [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] .
SVM is a learning algorithm mainly for small samples, which is very suitable for the prediction modeling of current cases. In this experiment, we will adopt the grid search algorithm to obtain the optimal parameters of the SVM model, which is used to construct the optimal classification function, as shown in the following:
, a i is the Lagrange coefficient, b is the threshold value, x i is the samples to be tested (i=1...n), and indicates the label corresponding to the 
. . Chaotic Local Search Enhanced Sine Cosine Algorithm (CSCA)
. SCA was first put forward by Mirjalili et al. [12] which initializes many original stochastic positions and makes them move outwards or towards the best position. This movement is realized by a mathematical mean whose core is sine and cosine formulas. While the core function returns a value less than -1 or greater than 1, this mechanism of movement enables different areas to be explored by random agents. While the value returned by the core function is between −1 and 1, the mechanism will drive the agents to exploit the most promising area. In order to make the exploration turn to development gradually, SCA algorithm adopts a very effective mechanism, which adds an adaptive range to the core function.
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The mathematical formula of the update agent location used in the SCA algorithm is presented as follows:
The general framework of SCA is as in Algorithm 1.
Chaos is a classic nonlinear natural phenomenon that has been of concern for a long time. It has many unique characteristics. Chaos is very sensitive to its initial conditions. And, also, it has the characteristics of randomness and ergodicity [43] . The explanation of randomness is that the variation of a chaotic system is random. And ergodicity means that, given enough time, chaotic systems can cover all regions. These characteristics, especially randomness and ergodicity, coincide with those required by a good search operator. Therefore, the optimization of objective function can make use of these characteristics. The time spent in chaos optimization is acceptable on a small scale. But time cost will be difficult to bear after the search space becomes large. In order to solve the above problem, chaotic local search (CLS) can be integrated into other intelligent optimization algorithms. For example, CLS has been introduced into GA, PSO, and BFO [23, [44] [45] [46] . Similar to other intelligent optimization algorithms, both the initial solution of SCA algorithm and the solution generated in the iterative process have strong randomness. This means that any solution of SCA algorithm has a great potential to be continuously optimized. The improved strategy based on this characteristic can be considered as an overall mutation to the population of SCA algorithm. If we repeatedly add the chaotic perturbation factor to the initial solution in the iterative process of SCA algorithm, many new solutions with higher fitness may be obtained. Consequently, we have reason to believe that the convergence speed of SCA algorithm will be greatly improved by continually replacing the original solution with the best solution obtained by chaotic local search.
The integration of CLS mechanism into SCA intelligent optimization algorithm can not only enhance its search ability, but also make it avoid falling into local optimum. In this paper, the famous logistic formula is used to generate chaotic factors and construct chaotic systems. The logistic formula [47] is very sensitive to original conditions. The chaotic system constructed by it will be integrated into the SCA algorithm, thus constructing a new hybrid algorithm. The following is the logistic formula:
where is the variable quantity, = 0, 1, 2, . . ., and is the adjustment factor. Judging from the expression of logistic formula, it is a deterministic formula. However, when we set to 4 and make not equal to any one of 0, 0.25, 0.5, 0.75, and 1, it can generate a series of chaotic factors. This is the sensitivity to the original conditions mentioned above. Similarly, this is also an important feature of chaos. Any slight difference in the original conditions will result in a huge difference in the chaotic system that is subsequently generated. The traces of chaotic factors generated by chaotic systems can be found throughout the whole area that needs searching. The traces of these chaotic factors contain important properties, including irregularity and randomness.
In this paper, chaotic local search is described as follows:
where ( ) is the kth new position vector produced by chaotic local search.
* is the position vector of the best solution obtained so far.
is kth chaotic value in chaotic sequence. LB and UB are the upper and lower bounds of the search space, respectively. is the shrinking scale given by the following:
where Max iter is the maximum number of iterations and t is the current number of iterations. For the SCA algorithm, the CLS strategy accelerates its convergence speed. This acceleration is achieved by continually generating new positions with chaotic factors in the iteration process and continually adopting greedy methods to preserve the optimal solution. In this way, the solutions of the whole population will be optimized, and the optimal solution will naturally move towards the global optimum. The general framework of CSCA is as shown in Figure 2. 
Experimental Designs
. . Data Collection and Preparation. The data in this paper is mainly from the 2016 and 2017 graduates of Wenzhou University. From these graduates, 300 students were selected as research subjects, of which 136 were self-employed and 164 were employed. Through the analysis of the subjects' gender, political status, level of education, major, education year, type of normal school students, type of poor students, grade point average (GPA), and total credits, this study intends to investigate the importance and interrelationships of these nine attributes so as to establish a predictive model for decision support. Table 1 is a detailed description of the nine attributes.
. . Experimental Setup. To validate the proposed approach, we have conducted a comparative study between the proposed method and several SVM methods based on other nature inspired methods including PSO, GA, and SCA. LIBSVM [48] was utilized for SVM implementation. PSO, GA, SCA, and CSCA were implemented from scratch. The empirical experiment was conducted on a Windows Server 2008 R2 operating system with Intel (R) Xeon (R) CPU E5-2660 v3 (2.60 GHz) and 16GB of RAM.
Data was first scaled into the range [−1, 1] before classification. In order to gain an unbiased estimate of the generalization accuracy, the k-fold cross-validation (CV) was used to evaluate the classification accuracy [49] . The two of SVM, penalty factor C and kernel width , are both set as {2 
F6
Type of Normal School Students It is divided into normal students and nonnormal students, represented by 1 and 2, respectively.
F7 Type of Poor Students
It is divided into four categories: nondifficult students, employment difficulties, family difficulties, and employment and family difficulties, represented by 1, 2, 3 and 4, respectively.
F8
Grade Point Average (GPA) GPA is a way for school to assess students' learning quality. The score is within 0-4 intervals.
F9 Total Credits
It is a unit of measurement used to calculate students' learning volume. The more credits students receive, the more they learn. 
were set as follows. The two constant factors c 1 and c 2 in PSO were set to 2 and the inertial weight w in PSO was set to 1. Crossover fraction and mutation probability in GA were set to 0.8 and 0.01, respectively. The constant a in SCA and CSCA is set to 2.
To evaluate the proposed method, commonly used evaluation criteria such as classification accuracy (ACC), sensitivity, specificity, and Matthews Correlation Coefficients (MCC) were analyzed. They are defined as follows:
Experimental Results and Discussion
. . Benchmark Function Validation. In order to evaluate the performance of the CSCA algorithm, a series of experiments on classical benchmark functions were conducted in this section. The benchmark functions can be divided into three parts: unimodal (see Table 2 ), multimodal (see Table 3 ), and fixed-dimension multimodal (see Table 4 ). Tables 2-4 include the following aspects for each function: the mathematical equation, the dimension of solution space, the range of optimization variables, and the theoretical optimal value. The performance of the CSCA is compared with MFO, BA, DA, FPA, GOA, SSA, and the original SCA. And the simulation results of CSCA on the benchmark functions are presented in Table 5 . The table records the average value (mean) and the standard deviation (std.) of the best solution of each algorithm over 30 independent runs. For fair comparison, all algorithms are implemented in the same environment on the same computing platform. All algorithms can use the same global settings. The maximum number of iterations and the number of populations were set to 1000 and 30, respectively. In addition, the specific parameter values of the above algorithms, such as MFO, BA, and the original SCA, are set according to their original papers.
Inspecting the detailed results of algorithms on the 23 benchmark functions in Table 5 , CSCA has the best results on 17 out of 23 test functions. For all seven unimodal f -f functions and six multimodal f -f functions, the proposed CSCA algorithm can outperform all other algorithms. According to CSCA and SCA metrics, the CSCA performance is improved compared to the basic SCA. In addition, the ranking results also prove that CSCA provides the best solution among all in terms of the mean index. For ten fixed-dimension multimodal functions (f -f ), CSCA has attained the exact optimal solutions for f , f , f , f . For other six functions (f , f , f , f , f , f ), although in dealing with some cases the improved CSCA is not better than other optimizers, it is observed that the optimization effect of proposed CSCA still obtains better results than the basic SCA in more than 90% of fixed-dimension multimodal cases. The results show that the utilized chaotic local search in CSCA has enhanced the efficacy of the SCA effectively. Moreover, based on rankings, it can be observed that the developed CSCA can achieve the best place. And the overall ranks show that the SSA, FPA, MFO, SCA, BA, and DA algorithms are in the next places, respectively.
Moreover, to visually show the performance of the CSCA, convergence curves of CSCA, MFO, BA, DA, FPA, GOA, SSA, and the original SCA on some typical benchmark functions are also provided in Figure 3 . For f , f , and f , the proposed CSCA algorithm has reached the best solution and it is seen that the worst results of CSCA are much better than the best values of the classical SCA and other six algorithms. It is clearly shown that the performance of the CSCA on unimodal cases has improved and the CSCA is much better than other algorithms. Regarding the convergence curves reported in Figure 3 , it can be detected that the convergence speed of the CSCA is better than other optimizers in multimodal cases. In dealing with f , the proposed technique has converged very quickly throughout early steps. For f , it is seen that the fastest convergence also belongs to the CSCA algorithm, while MFO, BA, DA, FPA, GOA, SSA, and SCA cannot show a better trend. From f , the proposed CSCA shows the best function value in the early stages, while other optimizers have all fallen into local optima because of their weaker search capability. For f , the proposed CSCA algorithm has reached the best solution and it is clearly seen that the worst result of CSCA is much better than the best solutions of other methods. For f and f , CSCA has the best performance among all in terms of the std. index and is found to provide better results for these fixed dimensions cases.
To sum up, we can conclude that the proposed CSCA algorithm achieves better search performance and is well capable of escaping the local optimum values than all other competitors.
. . Prediction Results of Entrepreneurial Intention.
In this experiment we first used the random forest (RF) to evaluate the importance of each feature of the data set. The results of the evaluation are shown in Figure 4 . From the figure, we can find that the importance of each feature is very different. Some features, like major (F4) and total credits (F9), are more important while some features, like political status (F3), education year (F5), and type of poor students (F7), are basically redundant features. Then, the optimal feature subset is formed based on the importance of these features in an incremental manner. Table 6 lists the results of the CSCA-SVM model on the incremental feature subset in the form of mean values with the standard deviation in the parentheses. From the table, it can be seen that the subset of features consisting of the five most important features can make the proposed model achieve the best performance. With these five top ranked features, CSCA-SVM has achieved the good prediction results with ACC of 84%, sensitivity of 85.97%, specificity of 83.47%, and MCC of 0.685. It is also interesting to see that RF-CSCA-SVM has got the smallest standard deviation based on these five features. It validates the robustness and stableness of the proposed model. Therefore, these five best features were taken to build the predictive model for the subsequent experiment. In order to verify the effectiveness of the proposed method, we conducted a comparative study between the RF-CSCA-SVM with other four SVM models based on different nature inspired metaheuristic algorithms including RF-SCA-SVM, RF-MFO-SVM, RF-GOA-SVM, and RF-BA-SVM. The detailed comparison of the five methods is shown in Figure 5 . It is revealed that the RF-CSCA-SVM model is better than all other models in four evaluation indexes, and its standard deviation is also the smallest. It means that RF-CSCA-SVM model has better performance and stability in comparison with other models. In terms of the most important evaluation indicator ACC, RF-CSCA-SVM achieved the best result and the smallest standard deviation. RF-GOA-SVM achieved second place, followed by RF-MFO-SVM and RF-CSCA-SVM. The result obtained by RF-BA-SVM is the worst. In the other three evaluation indicators of sensitivity, specificity, and MCC, the results obtained by the RF-CSCA-SVM model are also much better than the other comparative counterparts. It is not difficult to find that the different results obtained by the model have obvious difference. The main reason lies in that there is a different parameter configuration obtained by each optimization algorithm for SVM. This also reveals that the parameters of SVM have a significant impact on the classification performance of SVM. In sum, we can see that the proposed RF-CSCA-SVM can achieve better results or very competitive results than other involved counterparts in four performance metrics. Figure 6 shows evolutionary curves of RF-CSCA-SVM and the other four models during the training stage. These curves are the average results of the 10 curves obtained by these models during the 10-fold cross-validation. As shown, it is apparent that the RF-CSCA-SVM model can quickly achieve a good performance during the model training process, which reveals that CSCA has a strong search capability and can find much more suitable parameters for SVM in an efficient manner. For RF-BA-SVM, it obtains the worst result compared with other models. The possible reason is that BA's global search ability is not strong enough to jump out of local optimum. Based on the analysis of the experimental results above, it is not difficult to find that the proposed CSCA strategy has improved a lot the performance of SVM compared to the original SCA. The main reason is owing to the fact that the embedded chaotic local search strategy has enhanced a lot the search capabilities of SCA.
To further evaluate the generalization capability of the proposed method, a hold-out way was conducted. The whole dataset was split into 80% and 20% for training and test, respectively. Owing to the randomness, the method has been run 10 times. The detailed results and the confusion matrix with different runs were recorded in Table 7 . As shown, the test accuracy of 83.50% can be achieved, and the sensitivity, specificity, and MCC of the proposed RF-CSCA-SVM on the test set are 91.25%, 72.22%, and 0.6602, respectively. The results of the confusion matrix show that most entrepreneurship students can be accurately predicted as entrepreneurship. The recognition error rate mainly occurs when the students who are employed are misclassified as entrepreneurs.
Discussions
The study discovered some interesting results. From the experimental results, we can find that the most important features include major (F4), gender (F1), type of normal school students (F6), grade point average (F8), and total credits (F9); the influence of these features on the choice of entrepreneurial intention is relatively prominent. The data show that different majors have obvious choice of entrepreneurial intention. On the whole, arts students have higher initiative intention than science students because they are more active in thinking, lower in employment, and more highly motivated to start their own businesses than students of science and engineering. Gender differences also have a significant impact on entrepreneurial intentions. The proportion of boys choosing to start a business is much higher than that of girls' maybe because boys are adventurous, and girls prefer stable jobs. Academic achievement and entrepreneurial choice have a clear impact. The academic achievement mainly includes the total average score point and the total credit score, and the academic achievement is generally divided into three grades: good, middle, and next. The students whose academic achievement is in the middle stream do not have obvious advantage in the employment choice, and they will actively think about how to improve their employment possibility through various channels. The intention of starting a business is obviously stronger than that of the students in the other streams. Students with better academic performance choose stable, high-paying, or prestigious careers. Students with poor academic performance do not have a clear plan. Family situation also has a significant impact on entrepreneurial willingness and entrepreneurial behavior of college students. Students with lower socioeconomic status have higher entrepreneurial willingness. They hope to change the social class status through personal efforts. At the same time, the family situation in the aspects of financial experience, personal connection, and other aspects can provide the individual college students with the ability and convenience to start a business, thereby improving the success rate of entrepreneurship. Due to the influence of traditional ideas, normal school students' posts are considered more stable and decent than other professions, and the concept of entrepreneurship is weak, so the normal school students' entrepreneurial intention and choice are more indifferent than those of nonnormal school students. It should be noted that the present study has several limitations that require further discussion. Firstly, the samples involved in this study were limited. To get more accurate results, a larger number of consecutive samples are required to be collected to take part in training the more unbiased learning model. Second, the study was accomplished in a single university. Confirmation of the model in multicenter studies would make the model more reliable for decision support. Furthermore, the involved attributes are limited; future studies should seek to investigate more attributes which may have impact on the students' entrepreneurial intention.
Conclusions and Future Work
In this study, we established an improved SVM framework to predict the employment intentions of college graduates. In order to improve the accuracy of prediction, this paper firstly proposes to use RF to screen the key features in the data and further proposes an improved SCA strategy to tune the optimal parameters of SVM and finally uses the established CSCA-SVM model to predict new samples. Experimental results show that the proposed method has better classification performance than the SVM method based on other swarm intelligent optimization methods on the indicators of ACC, MCC, sensitivity, and specificity. Therefore, we can draw a preliminary conclusion that the proposed prediction framework can effectively predict students' employment intention. In the future work, we plan to establish a set of decision support system based on the proposed framework to assist school departments to predict students' employment intention. In addition, we plan to collect more data samples in the future to improve the predictive performance of the proposed method.
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