Perceptual image quality assessment (IQA) adopts a computational model to assess the image quality in a fashion, which is consistent with human visual system (HVS). From the view of HVS, different image regions have different importance. Based on this fact, we propose a simple and effective method based on the image decomposition for image quality assessment. In our method, we first divide an image into two components: edge component and texture component. To separate edge and texture components, we use the TV flow-based nonlinear diffusion method rather than the classic TV regularization methods, for highly effective computing. Different from the existing content-based IQA methods, we realize different methods on different components to compute image quality. More specifically, the luminance and contrast similarity are computed in texture component, while the structural similarity is computed in edge component. After obtaining the local quality map, we use texture component again as a weight function to derive a single quality score. Experimental results on five datasets show that, compared with previous approaches in the literatures, the proposed method is more efficient and delivers higher prediction accuracy.
Introduction
With the wide use of digital image, image quality assessment (IQA) becomes extremely important in many applications, such as image acquisition, watermarking, compression, transmission, restoration, enhancement, and denoising [1] [2] [3] . During the past decades, major advances have occurred in image quality assessment. Generally, the IQA methods can be classified into two classes: one is the subjective assessment, where the image quality is decided by human observers. The other is the objective assessment, whose goal is to design algorithms to mimic the subjective judgment accurately and automatically. In practice, subjective assessment is usually inconvenient, time-consuming, and expensive. This drawback makes it impractical in real-world applications. According to the availability of a reference image, objective IQA indices can be classified as full reference (FR), no-reference (NR), and reduced-reference (RR) methods.
Due to the significant advantages of the objective IQA, a lot of excellent schemes have been proposed based on it. These schemes can generally be categorized into
The structural similarity image (SSIM) index proposed by Wang et al. [3] brings FR-IQA to the structure-based stage [11] . The method is derived from the hypothesis that the HVS is highly adapted for extracting the structural information from the visual scene, and therefore, a measurement of structural similarity can provide a good approximation of the perceived image quality. Due to the success of SSIM, the contrast and structure information are considered as two important factors in the evaluation of FR-IQA. Based on this idea, a number of modifications have been proposed to improve SSIM's performance [12] [13] [14] [15] . Based on the fact that HVS is selective for a certain range of spatial frequencies [16] . In [12] , the multiscale method is introduced into SSIM, this method incorporates the SSIM at five different resolutions with the application of successive low-pass filtering. In [13] , Wang and Li improved the original MSSSIM to the information content weighted SSIM index (IWSSIM) by introducing a new information content weighting (IW)-based quality score. In [14] , Chen et al. proposed gradient SSIM (G-SSIM); in this method, contrast similarity and structural similarity are computed in gradient domain. In [15] , SSIM is used directly in the discrete wavelet decomposition band, then the whole image quality can be evaluated by the weighted mean of all the bands. In [17] , Wang et al. proposed patch-based objective quality assessment method using an adaptive representation of local patch structure and evaluating their perceptual distortions in different ways. Since SSIM is proven to be more effective in quantifying the suprathreshold compression artifacts, such as artifacts that distort the structure of an image [18] , it has been used in various scenarios, such as video coding and image denoising [19, 20] . In [19] , Wang et al. proposed a perceptual video coding framework based on SSIM-inspired divisive normalization. In [20] , the SSIM index is embedded into the framework of non-local means image denoising.
In the last few decades, some effective features that can well characterize contrast and structural information in image are employed to improve the performance of the FR-IQA metrics [11, [21] [22] [23] . For example, the gradient magnitude have been used to characterize contrast and structural information, and have played important roles in recent FR-IQA methods.
Based on the fact that different image regions have different importance for HVS, some researchers attempt to assign visual importance weights to improve the performance of the FR-IQA indices [11, 23, 24] . Zhang et al. proposed a Riesz-transform based feature similarity (RFSIM) [23] index for FR-IQA. This method consists of three steps. First, the first-and second-order Riesz transforms are introduced to characterize local structures in images. Then, based on the assumption that HVS is sensitive to image edges, key locations are marked by a mask formed by the Canny operator. Finally, only those Riesz transform coefficients within key locations are used for evaluating visual quality scores. Recently, Zhang et al. [11] also proposed a feature similarity (FSIM) index where the phase congruency and the gradient magnitude are used to measure the local structures. However, the above-mentioned works are too time-consuming, which cannot be used in the real-time applications.
In this paper, we take two important facts into consideration, one is different image regions have different importance for HVS, the other is different quality metrics have different sensitive in different regions. Inspired by this, we propose a simple and effective image decompositionbased structural similarity (IDSSIM) index for image quality assessment. In our method, we first partition an image into two components: edge and texture components, using the TV flow based nonlinear diffusion method. Then, the mean and standard deviation of texture component are used to evaluate the local luminance and contrast similarity; the gradient magnitude of edge component is used to evaluate the local structural similarity. The effects of the changes in edge and texture are integrated using different weights to obtain the local image quality score. Finally, the texture component is employed as a weight function to derive a single similarity score. Since the chrominance information will also affect HVS in understanding the images, we further extend our proposed IDSSIM by incorporating the chrominance information with the color IQA, and we call this extension IDSSIMc. The experimental results on five benchmark datasets demonstrate that our proposed method provides a reliable performance of FR-IQA.
The rest of this paper is organized as follows. In Section 2, we illustrate the proposed model in details. Experimental results on five datasets are given in Section 3, and the conclusion follows in Section 4.
2 Image decomposition-based structural similarity index
Motivation
The rationale behind the proposed methods is that the edge and texture regions have different importance for vision perception. As shown in Fig. 1 , panel a is a reference image while panels d and g are its two distorted versions (the distortion types are additive gaussian noise and non-eccentricity pattern noise, respectively). Panels b, e, and h are the edge component of panels a, d, and g, respectively. Panels c, f, and i are the texture component of a, d, and g, respectively. We can see that images in panels c and f have more obvious differences than those in panels b and e. In contrast, the differences in panels b and h are more obvious than those in panels c and i. [3] . Since human sensitivity to the contrast performs well in median frequency, we compute the luminance and contrast similarity in texture region. Besides the luminance and contrast, the structural also plays an important role in the perceived visual quality. Here, we compute the structural similarity in the edge image. In the following, we explain the proposed method in detail.
Proposed method
In this section, we propose a novel FR-IQA method based on the image decomposition. The proposed image quality metric works with luminance only. The RGB color inputs are converted into YIQ color space [25] , defined as 
where Y represents the luminance information, I and Q convey the chrominance information.
The framework of IDSSIM is demonstrated in Fig. 2 , which consists of the following four steps:
(1) Partition an image into edge and texture component images, using the TV flow image decomposition. 
TV flow-based image decomposition model
An image can be regarded as the sum of the edge image u (being piecewise smooth and with sharp edge along the contour) and the texture image v (only containing fine-scale details, usually with some oscillatory nature), defined as:
The image decomposition is widely used in the literature of image coding, image denoising, image registration, and texture discrimination. A general way to obtain this decomposition using the variational approach is to solve the problem min
where TV f u denotes the total variation of f u and · B is a norm. The total variation of f u is minimized to regularize u while keeping edges like object boundaries of f in f u [26] . In our method, we use a TV flow-based nonlinear diffusion technique [27] , which is the parabolic counterpart to TV regularization [18] , instead of TV regularization. In 1D, TV flow and TV regularization yield exactly the same output. In 2D, this equivalence could not be proven so far; however, both processes at least approximate each other very well [27] .
The edge image f u of the image evolves under progress of artificial time t according to the partial differential equation (PDE)
where t is the iteration number, div is the divergence operator, is the gradient operator, and g(·) is the diffusivity function. Note that it is critical to choose the proper diffusivity function g(·). In order to reduce the smoothing at edges, the diffusivity g(·) is chosen as a decreasing function of the edge detector u t . In this paper, we choose the TV flow [28] , defined as:
where is a small positive constant. In practice, the nonlinear diffusion is quite inefficient, which limits its practical application. To overcome its limitation, we adopt an efficient approach, called the additive operator splitting (AOS) scheme, which is defined as:
where A x and A y denote the diffusion matrices computed in the horizontal and vertical directions, respectively. Compared with the implicit schemes, this scheme uses backward Euler method to obtain a system of linear equations, which is stable for any time step. The efficiency of the diffusion can be improved by using larger time step. More details about the method can be found in [29] . Fig. 2 The framework of the proposed approach. First, the RGB color reference and distorted images are converted into YIQ color space. The luminance channel of reference and distorted images are divided into edge and texture components. Then, the mean and standard deviation of texture component are used to evaluate the local luminance and contrast similarity; the gradient magnitude of edge component is used to evaluate the local structural similarity. The effects of the changes in edge and texture are integrated using different weight methods to obtain the local image quality score. Moreover, I and Q, two chrominance channels, are used as features to characterize the quality degradation caused by color distortions. Finally, the texture component is employed as a weighting function to derive a single similarity score
In the following, the texture image is defined as:
where t is the number of iterations. Examples of edge and texture images are shown in Fig. 1 . The performance variations according to the time step τ and iteration number t settings are given in Section 3.
Image decomposition-based structural similarity
With the extracted edge and texture images, in this section, we present a novel IDSSIM index for FR-IQA. Suppose that we are going to calculate the similarity between reference image f 1 and distorted image f 2 . The computation of IDSSIM consists of two stages. In the first stage, the local similarity map is computed, and then in the second stage, we pool the similarity map into an overall quality score. We separate the IDSSIM measurement between f 1 (x) and f 2 (x) into two components, each for edge image or texture image. For similarity measurement in texture image, we divide the task of texture image similarity measurement into two components: luminance and contrast similarity. Similar to [3] , we use the mean and standard deviation as estimate of the signal luminance and contrast, respectively. Let μ 1 and μ 2 denote the mean of texture images f v1 and f v2 ; let σ 1 and σ 2 denote the standard deviation of texture images f v1 and f v2 . The similarity of the local statistics is defined as:
where C 1 and C 2 are positive constant to increase the stability of S μ (x) and S σ (x). Specially, we use an K * K circular-symmetric Gaussian weighting function W = {w i | i = 1, 2, . . . , N}, with a standard deviation of 1.5 samples, normalized to unit sum, the same as [3] . The estimates of μ (x) and σ (x) are then modified accordingly as:
Finally, S μ (x) and S σ (x) are combined to get the texture image local similarity TS(x), defined as:
where α and β are two parameters used to adjust the relative importance of S μ (x) and S μ (x). In our experiment, we set α = β = 1. Now, we introduce how to compute the structural similarity in the edge image. Structural information is an excellent attribute for characterizing the quality of an image. Proper structural change may even improve the perceptual quality of images. There are different methods for structural measurement, such as gradient modulus (GM), Harris response, etc. Thus, we chose gradient modulus to compute the structural similarity. There are several differentiation operators that can accomplish this task [30] [31] [32] [33] [34] , such as Sobel operator [30] , Prewitt operator [31] , and Scharr operator. In this paper, we choose Prewitt operator. With Prewitt operator, the partial derivatives G x (x) and G y (x) are calculated as:
Let G 1 and G 2 denote the GM of edge images f u1 and f u2 , then, the structural similarity is defined as:
Then, TS (x) and ES (x) are combined to get the local similarity S (x) of f 1 (x) and f 2 (x), defined as:
After computing the local similarity S μ (x) at each location x, the overall similarity can be calculated. The most commonly used pooling strategy is average pooling, i.e., simply averaging the local quality map as the final FR-IQA score. However, different locations have different contributions to HVS' perception of image [11] . In [11] and [35] , the phase congruency and visual saliency map are used as the weighting function in the overall similarity. Based on the analysis above, for a given location x, if anyone of f v1 and f v2 has a significant difference diffusion value, it implies that this position x will have a high impact on HVS. Therefore, we use TM m = max f v1 , f v2 to weight the importance of S μ (x) in the overall similarity, the IDSSIM index is defined as:
where η means the whole image spatial domain.
Extension to color IQA
It is known that variations of chrominance components also affect perceived visual quality in color images. To reflect this effect on IDSSIM, we devise two similarity measures S I and S Q by comparing two chrominance values, defined as:
where C 4 and C 5 are positive constants. Finally, the IDSSIM index can be extended to IDSSIMc, defined as:
where λ is a parameter used to adjust the relative importance of chrominance features.
3 Simulation result and discussion
Databases and evaluation criteria
The performance of the proposed method is tested on four well-known image quality assess databases, including TID2013 database [36] , TID2008 database [37] , Categorical Image Quality (CSIQ) database [38] , LIVE database [39] , and A57 database [40] . The characteristics of these databases are listed in Table 2 .
In the following experiments, we use four evaluation criteria to compare the performance of the FR-IQA methods: the Spearman rank order correlation coefficient (SROCC), the Kendall rank order correlation coefficient (KROCC), the Pearson linear correlation coefficient (PLCC), and the root-mean-squared error (RMSE). The SROCC and KROCC are used to measure the prediction monotonicity of an IQA index; the larger the value, the better the performance. Since these two criteria only focus on the rank of the data points and ignore the relative distance between data points. Before computing the other two criteria, it is customary to apply a logistic transform to obtain a nonlinear mapping between the objective scores and subjective mean opinion scores. The PLCC is used to measure the correlation degree between objective scores and the subjective mean opinion scores (MOS) after nonlinear regression; larger value means better performance. The RMSE measures the prediction consistency; smaller value means better performance. For the nonlinear regression, we use the following mapping function [39] : 
where β i , i = 1, 2, . . . , 5 are parameters to be fitted. More details about the four performance metrics can be found in [13] . We compare our method with the 10 other stateof-the-art and representative FR-IQA methods, including VIF [41] , GSM [21] , PSNR [5] , VSNR [40] , SSIM [3] , MSS-SIM [12] , IWSSIM [13] , RFSIM [23] , FSIM/FSIMc [11] , and SFF [42] .
Determination of parameters
There are several parameters required to be determined for IDSSIM/IDSSIMc. We tuned the parameters based on the TID2013 database, which contains 25 reference images in TID2013 and the associated 3000 distorted images. The tuning criterion is that the parameter value leading to a higher SROCC would be chosen. In order to show the performance according to the parameters (time step τ and iteration number t) of IDSSIM/IDSSIMc, we conducted experiments where the size of the time step and the iteration numbers are varied. As shown in Fig. 3 , we can see that the SROCC increases with the increase of time step and iteration numbers. It is also noteworthy that a smaller number of iterations and a larger time step can also guarantee a significant improvement, with less processing time. Considering its overall performance on all the benchmark databases, the parameters are set the number of iterations t = 1 and τ = 500. The parameters of IDSSIM/IDSSIMc are listed in Table 3 . In IDSSIM pooling stage, the texture image is used as a weighting function. Figure 4 shows the influences of using texture component as a weighting function. This experiment is carried out on five databases: TID2013 database [36] , TID2008 database [37] , CSIQ database [38] , LIVE database [39] , and A57 database [40] . The Spearman's rank ordered correlation coefficient (SROCC) is used as the evaluation criterion here. From Fig. 4 , we observe that the IDSSIM has better performance when the texture image is adopted as the weight function.
Performance evaluation
In this section, we compare the competing FR-IQA models' performance on the five FR-IQA databases in terms of SROCC, KROCC, PLCC, and RMSE. It is noticed that, except the FSIMc, SFF, and IDSSIMc, all the other IQA indices are based on the luminance component of the image. The results are listed in Table 4 . For each performance measure, the three FR-IQA indices producing the best results are highlighted in italics. In Table 5 , we list the performance ranking of all the IQA metrics according to their SROCC values. For fairness, the FSIMc, SFF, and IDSSIMc indices, which also exploit the chrominance information of images, are excluded in Table 5 . Notice that most of the metrics perform well in the LIVE database, and the LIVE database only contains a few distortion types. Therefore, the experimental results on TID are more reliable.
In Table 4 , we can see that the proposed IDSSIMc performs consistently well on all the benchmark databases. On the largest database TID2013, the proposed method IDSSIMc achieves the best results. SFF is the second best performing method. On TID2008, IDSSIMc shows the best performance, closely followed by FSIMc. The results on CSIQ and LIVE databases show that, even though it is not the best, IDSSIMc performs only slightly worse than the best results. On the A57 database, VSNR performs the best, and IDSSIM and IWSSIM perform almost the same. In Table 5 , we can see that our methods achieve The proposed methods are highlighted in italics the best results on almost all the databases, except for TID2008 and LIVE. Even on these two databases, however, the proposed IDSSIM is only slightly worse than the best results. Table 6 shows the result of the weighted-average SROCC, KROCC, and PLCC results over three datasets. The weight assigned to each dataset linearly depends Fig. 5 shows the scatter plots of the subjective scores against objective scores predicted on TID2013. Compared with other scatter plots, the proposed IDSSIM and IDSSIMc show better linearity and correlation. It is, therefore, reasonable to conclude that objective scores predicted by IDSSIM/IDSSIMc is more correlated with subjective ratings than the other methods.
Statistical significance
In order to make statistically meaningful conclusions on the models performance, the left-tailed F-test is conducted on the prediction residuals between the metric outputs (after nonlinear mapping) and the subjective ratings. Let F denotes the ratio between the residual variances of two different metrics, F critical is calculated based on the number of residuals and a given confidence level.
If F is larger than F critical , then the difference between the two metrics is considered to be significant at the specified confidence level. The F critical with 95 % confidence is shown in Fig. 6 for the TID2008 and TID2013 databases. In Fig. 6 , the proposed metric is compared with the other metrics regarding the statistical significance. In each entry, the symbol "1" or "0" means that on the image databases indicated by the first column of the table, the proposed metric is statistically (with 95 % confidence) better or worse, respectively, when compared with its competitors indicated by the first row. We can see that on TID2013 databases, IDSSIMc is significantly better than all the other models except for FSIMc. On TID2008 database, IDSSIMc is significantly better than all the other models except for SFF and FSIMc. Note that on the two databases, no IQA model performs significantly better than IDSSIMc.
Performance comparison on individual distortion types
To further examine the robustness of the FR-IQA schemes, we compare the performance of our method Fig. 6 The results of statistical significance tests of the competing IQA models on the a TID2013 and b TID2008 databases. The value of "1" (highlighted in green) indicates that the model in the row is significantly better than the model in the column, while the value of "0" (highlighted in red) indicates that the first model is not significantly better than the second one Table 7 , we can clearly see that IDSSIMc is among the top three indices 15 times on TID2013 and 10 times on TID2008. Thus, we can have the following conclusions: when the distortion is of a specific type, the proposed method also performs well.
Computational cost
The computational cost of each FR-IQA method is also measured. This experiment is performed on a 2.5-GHz Intel core i5 processor with 10 GB RAM. The software is Matlab R2014a. All distorted images in TID2013 dataset are used. To analyze the processing time in detail, we divided the proposed scheme into four main steps: image decomposition, compare the luminance and contrast similarity in texture image, compare the structural similarity in edge image, and compute the global perceptual quality scores. The average processing time for the test dataset is shown in Table 8 . These results show that the performance of the proposed method may be considered sufficient to allow its implementation in realtime applications. It should be noted that the image decomposition process is the element that consumes most of the processing time. The average processing time of each FR-IQA method is listed in Table 9 . From Table 9 , we can see that PSNR and GMS are much faster than IDSSIM. However, their performances are fairly worse than IDSSIM. Specifically, IDSSIM runs much faster than the other modern IQA indices which could achieve the state-of-the-art prediction performance.
As mentioned earlier, the IQA algorithm can be not only used for quality assessment tasks but also pervasively used in many other applications. A direct application of IQA measures is to use them to benchmark the image processing algorithms and systems [43] . For example, the rate distortion (RD) curves are often used to characterize the performance of image coding systems, where the RD function is defined as the bit rate distortion between the original and decoded images. A lower RD curve indicates a better image coder. To compute this distortion and obtain the RD curve, a lot of methods based on MSE are proposed. However, these methods suffer from low accuracy. As we mentioned earlier, the RD curve can be used to precisely evaluate the image coder only if the IQA methods have higher accuracy. To improve the accuracy, VIF, FSIM, and MSSSIM are proposed. However, these methods suffer from low computation efficiency, which renders them cannot be used in many applications. Different from previous work, our proposed IDSSIM not only has the high accuracy but also achieves the high efficiency, which is very attractive and competitive for real-time applications.
Conclusions
In this paper, we propose an efficient and robust method for image quality assessment. Different from prior arts, we realize different methods on different components to compute image quality. The inspiration behind this paper is that different quality metrics have different sensitivity in different regions. We also propose to exploit the AOS scheme to compute the diffusion map efficiently. In the pooling stage, the texture component image is used to weight the importance of local quality map. We then extended IDSSIM to IDSSIMc by incorporating the image chromatic features into consideration. Finally, we conduct extensive experiments on five databases; the results demonstrate that our proposed methods yield a superior performance than the other state-of-the-art methods. The proposed methods are highlighted in italics
