Abstract: The scale of Leadership Class Systems presents unique challenges to the features and performance of operating system services. This paper reports results of comprehensive evaluations of two Light Weight Operating Systems (LWOS), Cray's Catamount Virtual Node (CVN) and Linux Environment (CLE) operating systems, on the exact same large-scale hardware. The evaluation was carried out over a 5-month period on NERSC's 19,480 core Cray XT-4, Franklin, using a comprehensive evaluation method that spans Performance, Effectiveness, Reliability, Consistency and Usability criteria for all major subsystems and features. The paper presents the results of the comparison between CVN and CLE, evaluates their relative strengths, and reports observations regarding the world's largest Cray XT-4 as well.
Introduction
Seldom is a leadership class system available for extended periods of time to evaluate significantly different software implementations. This paper reports the results of one of these very unique opportunities -using the 100 TF (peak) Cray XT-4 dual core system at NERSC running two completely different Light Weight Operating Systems (LWOS) -Cray"s implementation of Sandia National Laboratory"s Catamount Virtual Node (CVN) and Cray"s Linux Environment (CLE). The NERSC XT-4 was the first platform to move fully to CLE and remains the largest platform running CLE today. NERSC and Cray staffs were able to evaluate CVN and CLE over an extended time period, and used a comprehensive evaluation methodology called PERCU to holistically assess Hardware and Software from the perspective of the large, diverse user community that uses NERSC resources. PERCU i , which stands for Performance, Effectiveness, Reliability, Consistency and Usability, is an evaluation methodology developed specifically for assessing systems. PERCU represents the five areas of interest to both the system managers and the user communities that make use of these systems. This paper is organized with some introduction to the PERCU method, the Cray XT-4 hardware, and a description of the two operating systems -CVN and CLE. The introduction is followed by the results of the comparison for CVN and CLE.
1.1
Introduction to PERCU PERCU stands for the major characteristics a user of HPC systems needs to be productive in solving science and engineering problems. The working definitions of these five categories that PERCU assesses are:
 Performance -factors that contribute how fast or how much work can be done on the system. Factors in this category are performance rates and amounts and/or capacities.  Effectiveness -factors that relate to managing workflow on the systems so the users of the system are able to get high performance results.  Reliability -factors that relate to functions, features or services that make the systems reliable and serviceable.
Introduction to the Cray Linux Environment Operation System
The CLE viii system, based on SUSE 9.2 during this comparison, separates, as much as practicable, computation from service. The dominant components of CLE are the compute nodes that run application processes. Service nodes provide all system services and are scaled to the level required to support computational activities with I/O or other services. The High Speed Network (HSN) provides communication for user processes and user related I/O and services.
Each CLE compute node is booted with a version of Linux and a small RAM root file system that contains the minimum set of commands, libraries and utilities to support the compute node"s operating environment. A compute node"s version of Linux has almost all of the services and demons found on a standard server disabled in order to reduce the interference with the application. The actual demons running vary from system to system but include init, file system client(s), and/or application support servers. CLE had specific goals to control OS jitter while maintaining application performance. CLE uses a user space implementation of the Portals interconnect driver that is multithreaded and optimized for Linux memory management. CLE also addressed I/O reliability and metadata performance.
1.5
Evaluation Method The evaluation period for CVN and CLE each lasted six to eight weeks between the late spring and early fall of 2007. During this time, the LWOSs were progressively presented with more challenging tests and tasks, in all the areas of PERCU. The evaluation period can be considered evolving through three phases that have different focus -albeit still approaching the system holistically. The first was a test of all functionality. Did the systems have all the features that were required and did they produce the expected (correct) results? The second phase was performance assessment when the systems were tested to determine how fast and how consistently they processed work. The third phase is an availability and performance assessment of the system"s ability to run a progressively more complex workload while at the same time determining the general ability to meet the on-going system metrics. By the end of the third phase, a large part of the entire NERSC workload runs on the system, although with some limitations and a different distribution of jobs than is seen in production.
NERSC uses multiple tests to assess the performance ranging from low-level specialized subsystem component tests such as streams ix and multipong x to system wide composite tests such as the Sustained System Performance xi (SSP) and Effective System Performance xii (ESP) tests. Each test has specific goals and functions, and are selected to support each other to reduce the overall number and effort of the tests. Benchmarks are approximations of the real work a computer system can accomplish estimating the potential of the system to solve sets of problems.
Each test is made up of one computer code with one problem data set that may exhibit different behavior based on the problem being solved and the parameters involved. The tests used in this evaluation have four purposes, each one distinct. Each purpose influences the selection and the characteristics of the benchmarks as well. The four purposes of are:
1. Evaluation and/or selection of a system from among its competitors. 2. Validating the selected system actually works the way it is expected. 3. Assuring the system performance and function stays as expected throughout its lifetime (e.g. after upgrades, changes, and regular use). 4. Helping guide future system designs. The sophistication of the approximation represented by the benchmarks depends on the fidelity needed to represent the true workload.
Performance -From Kernel to Sustained System Performance (SSP) Measures
Many of the subsystem component tests, kernels, and abbreviated applications used are well discussed in other reports so the reader will be directed to the references for that information. In this document, we will introduce the tests that make up the SSP since it is an important method to evaluate potency and value of the system, at different points in time.
SSP, Version 4, was used in the LWOS assessment. SSP-4 consists of the geometric mean of seven full application benchmarks: MADbench , and PMEMD xix , each with one large problem data set. For SSP-4, the benchmarks run at differing concurrencies, ranging from 240 tasks to 2,048 tasks. The SSP-4 used more and larger application codes than any SSP to date, including one with a concurrency of 2,048. As an aside, this SSP-4 combination struck a good balance between the number and size of the benchmarks because all vendors who proposed systems for NERSC-5 provided complete data. For the purposes of this evaluation, since the underlying hardware did not change, the SSP is defined as the composite per processor performance of the each of the applications in Table 2 -1 running the largest test case multiplied by the total number of cores dedicated to computational work across the entire system. The composite function used is the geometric mean as shown in Equation 2-1. Because the evaluation uses only the largest concurrency test cases, all the weights are set to 1, and number of compute cores for Franklin is 19,320, the general equation simplifies to Equation 2.2. The equation for SSP using the geometric mean as the compositing function. fi,j, mi,j, and ti,j are, respectively, the number of floating point operations, the concurrency and the execution time of application i to process test case j. wi is the weight assigned to application i, which for the assessment is set to 1 for all applications. J is 1 since the SSP uses the largest test case. N is the total number of computing cores in the system, which are 19,320 for this assessment. Figure 2 -1 shows the SSP-4 application run times for both CVN and CLE. The seven contributing applications to the SSP-4 metric are the five large applications (CAM, GAMESS, GTC, Paratec and PMEMD) and two X-large applications (MADBench and MILC). The run times for five of the seven SSP-4 applications are lower on CLE than on CVN. GAMESS shows the most improvement, at 22%, followed by Paratec at almost 14%. The GAMESS" CLE run time resulted from combining MPI and SHMEM communications in different sections of the code since MPI-alone or SHMEM-alone implementations ran longer on CLE than on CVN. Because GAMESS already supported MPI and SHMEM methods, it was not tremendously hard to combine the two. The need to mix communication libraries results from a different implementation of the Portals low-level communication library on CLE and CVN that changed the relative advantages between using the MPI and SHMEM APIs. In addition, the improved Paratec timings were due in part to optimizing message aggregation in one part of the code. Two other codes, large PMEMD and xlarge MADBENCH showed better run times on CVN by 10% and 1% respectively. Figure 2 -2 shows the CLE SSP performance is 5.5% better than CVN, which was surprising. CVN was in operation on multiple systems for several years before the introduction of CLE, and the expectation set by Cray and others was that using Linux as a base for a LWOS would introduce performance degradation while providing increased functionality and flexibility. The fact CLE out performs CVN, both on the majority of the codes and in the composite SSP, was a pleasant surprise and helped convince NERSC and other sites to quickly adopt CLE.
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2.2
Further LWOS Comparisons Here we digress for a moment to point out other interesting results from the comparison of CLE and CVN on the XT-4. This section briefly discusses other tests that are used at NERSC for evaluating systems.
Before proceeding, it is important to note these observations are based on data collected in the summer and fall of 2007, with the last data point being in mid October. At the time, Catamount (the single core version) and CVN had been in service for close to four years and had been through many cycles of improvements and tuning. It had also run thousands of applications at scale even though most were on single core nodes in XT-3 systems. At the time of this study, CLE was not yet released for general use, having exited development at the start of the study and was only in use on NERSC-5 for four months in by the time the last results from this study were observed. NERSC-5 was the first large scale exposure of CLE, and the study showed that there are many areas that will benefit from tuning and further improvement. However, the fact that such robust testing was feasible and the quality of the results so good for a very early operating system is very encouraging. That being said, now here are other observations about CLE and CVN. Appendix A shows data from a wide range of performance tests for CLE and CVN. The average run times of the seven medium size application problems were slightly slower on CLE than on CVN, whereas several of the large and extra-large applications were faster. This combined with observations of early-user science applications that we do not have space to expand on, indicate codes may scale better on CLE. This was previously discussed in the Wallace paper on the design goals of CLE referenced above. Whether due to improved message handling in the node rather than the master-slave CVN is not clear.
CLE had significantly lower streams memory performance than CVN due to the Linux memory manager. This was particularly true when the test occupied only 30% of the memory. However, the streams memory rate had less impact on applications than might be expected, probably because most applications can make reasonable use of cache. Initially, several NPBs were impacted negatively on CLE, but they could be tuned using straightforward methods to match CVN performance. Full applications, as indicated above, needed little or no tuning to address memory performance differences.
I/O performance differed between CLE and CVN for the IOR benchmark and also for metadata. Lustre version 1.4.6 was used for the file system software for both CLE and CVN. For IOR, CVN did better for aggregate I/O in the initial assessment, while CLE did much better for single stream performance. The aggregate performance of CLE has since improved. Meta data performance on CLE was somewhat better than CVN.
Looking forward to the discussion of consistency in Section 5, the average Coefficients of Variation across the SSP-4 applications was 0.40% for CLE and 0.35% for CVN -remarkably close considering CLE was derived from a full blown operating system. The Coefficient of Variation (CoV) was calculated for each SSP-4 application by doing multiple runs of the same application and problem set, and then these individual CoVs were averaged. The low variability of CLE was unexpected as there was concern that increased OS jitter using Linux would decrease consistency.
Finally, the ESP-2 test, described below, ran on CLE, but never completely executed on CVN within the evaluation time period. The traditional throughput test (submitting a set of applications to over subscribe the batch job scheduler) on NERSC-5 used showed less than 1% difference between the two LWOSs.
Effectiveness -How Likely is Access to Performance?
Performance is only one aspect of having a system that is productive for its intended user community. The ability for users to effectively access the performance when they need it is also necessary. The ESP xx test was designed to provide a quantitative evaluation of parallel systems in areas not normally covered by traditional benchmarks or throughput tests but which are, nonetheless, important to production usage. There is a myriad system features and parameters that are potentially important in this regard, such as parallel launch time, job scheduling and preemptive job launch. As an alternative to assessing and ranking each feature individually, the ESP test is a composite measure that evaluates the system via a single figure of merit, the smallest elapsed time of a representative workload that includes operational paradigm shifts.
On the Cray XT-4, ESP-2 was used to evaluate the job scheduling system for both the CVN and the CLE -both running the Torque job management system with the Moab scheduler. Multiple ESP-2 tests were performed in order to guide the adjustment of scheduling parameters. The improvements in system effectiveness rating for CLE ranged up to 22% based on improvements suggested by ESP-2. 3.1 ESP-2 Design Overall design goals for the Effective System Performance test are:
1. Independence from the effects of CPU speed or compiler improvements on the test codes so that system management features remain the focus of the test. 2. Ability to assess the potential for a system to support different operational scheduling modes. 3. Scalability and repeatability to the test so it can be used on systems of different size and scale, as well as to compare system improvements over time. 4. Ability to reflect operational paradigm shifts. 5. Ability to reflect the performance of a scheduler as it operates with incomplete information. 6. Ability to evaluate the efficiency of job scheduling and job launching at scale. 7. Ability to encourage new features that improve a system"s ability to schedule work effectively. The ESP-2 test has been deliberately constructed to be processor-speed independent with low contention for shared resources (e.g. the file system) and be a specific measure of scalability, stability and effectiveness of a system"s scheduling and resource management software. As such, it is different from a throughput test that is influenced by processors speed and compiler performance and assumes a single operational paradigm. The ESP-2 approach runs a fixed number of parallel jobs through a batch scheduler. Individually, the jobs specifically tailor their elapsed run times to closely approximate a fixed target run time. The elapsed time of the total test is independent of the processor speed and is determined, to a large degree, by the efficiency of the scheduler and the overhead of launching parallel jobs. In ESP-2, there are 230 jobs derived from a list of 14 job types, which can be adjusted if a different proportional job mix is needed. The size of each job scales with the entire system size in order to keep the test constant with regard to the number of cores. Table 3-1 shows the job types with their relative size compared to the entire system, instance count and target run time.
The ESP-2 test includes two "full configuration jobs", called Z-jobs in the test scripts, with concurrencies equal to the total number of available computational cores. The run rules for the ESP test specify the full configuration jobs cannot run at the beginning or end of the test period. The first full configuration job is only submitted after a part of the workload has already been scheduled and is running. The first Z-job has to run before any other remaining work is started. Similarly, the second full configuration job must complete within 90% of the test and not simply be the last job to be launched. The requirement to run two full configuration jobs is a difficult test for a scheduler, but it is nonetheless a common scenario in capability environments. The jobs in the ESP-2 suite are into two blocks. The first block contains all jobs except the two job type Z jobs. This first block is submitted to the queuing system in a pseudo-random order. After 40 minutes the first Z-job is submitted, and after 2 hours the second Z job is submitted. No manual intervention is permitted once the test has been initiated. The fractional-size is the size of the job as a fraction of total system size. For example, if the system under test has 1024 cores for computation, then the size of job-type B is 64 (= 0.06250 x 1024) cores. The ESP-2 test can be applied to any system size and has been verified on 64, 512, 2048, 6726 and 19,320 computational core systems.
For the purposes of this discussion, it is useful to define the ESP unit of computational "work" as the product of the run time of a job and job size (number of cores). Following our example, job-type B is designated 64 CPU x 322 seconds = 20,608 CPU seconds of work. For a system with 1,024 processors, and not counting the Z type jobs since their time will slightly vary based on system size, the work is 11,031,792 CPU seconds.
Given a total amount of work,  s , a hypothetical absolute minimum time, with N being the total number of computational processors in the system (T-BEST) can be computed by dividing the work by the system size. In the example above, T-BEST = 10,773 seconds (~ 3 hours). T-BEST is independent of the total system size and the processing speed of the system. The ESP efficiency ratio  is defined as the T-BEST divided by the observed elapsed time of the ESP-2 test. This is the metric of the ESP test. For increasingly efficient systems, the ratio approaches unity.
The T-BEST is simply a convenient definition of a lower bound. It is not possible to obtain T-BEST in a real test even in the optimal case. Therefore, most attainable ESP-2 ratios fall in the range of 0.6 -0.8.
Equation 3 
3.2
ESP-2 and the NERSC-5 Cray XT-4
Once the job scheduler, launcher and resource manager were functional with CLE, ESP-2 was used to tune and improve the software components. Figure 3 -1 shows a chart of one of the earlier ESP-2 runs, which took 14,882 seconds. The target time on Franklin was 13,671 secondsreflecting about a 75% rating. In these charts (created by Sarah Anderson of Cray Inc.) the job colors are matched to the job sequence number in the ESP-2 test.
The tick marks on the X-axis are in intervals of 1,000 seconds. The target test time of 13,671 seconds is indicated by the third dashed line. The first and second dashed lines are Z job submission times. The test run in Figure 3-1 shows a large amount of white -indicating long periods where many processors were idle, lowering effectiveness. Observe the system was starting many large scale (many tasks) jobs early in the test, and deferring the longer running jobs.
Compare Figure 3 -1 with another test represented by Figure 3 -2. The test runs in 12,156 seconds -22% faster. The difference is a better selection of the longer running jobs earlier. The  Figure 3 -2 test was done after changing two MOAB parameters. RESWEIGHT was changed from 0 to 1 and WALLTIMEWEIGHT was set to be 1. These changes allowed jobs to be launched in a more deterministic order than the previous selections with the longest job first, if other job characteristics are equal. The result is the duration of the drain periods drops significantly and that there are many fewer times with idle CPUs. The scheduling priority used in Figure 3 -2 is aligned with NERSC operational scheduling, which favors the highest concurrency jobs above all others. This policy is needed to overcome the default scheduling of the smaller jobs because it is easier for a scheduler to accumulate resources for smaller jobs, and reflects NERSC"s role as a capability high-performance computing center. The ESP-2 test showed the XT-4 with Torque/Moab/ALPS was capable of running the NERSC workload effectively.
3.3
Additional ESP-2 Results for NERSC-5 In addition to the discussion about setting scheduler parameters to meet the expected time, it is noteworthy that ESP-2 made other contributions. ESP-2 ran on both CVN and CLE versions of the system software.
For the CVN runs, ESP-2 encountered a minor obstacle since it uses standard Linux/Unix system calls within for each task to get the time. Each task then uses that time returned to calculate how long it should run since jobs are self-terminating. CVN provided no mechanism for a task to get system time or time of day, so a new routine was added to the ESP-2 jobs. This was just a minor inconvenience. More importantly, ESP-2 failed on CVN a number of times. These failures were due mostly to the large number of nodes in use during the test. A variety of hardware and software problems were detected using ESP-2 as a blunt diagnostic.
ESP-2 on CLE also brought to light a number of problems, particularly with the early versions of Torque, which had just been ported to the CLE environment. CLE used an entirely new resource manager -the Application Level Placement Scheduler, ALPS -which replaced the resource manager on the CVN systems. The interaction between Torque and ALPS needed to be refined and ESP-2 helped identify the length of time it takes to start jobs, the load balancing for the job scheduling nodes and other issues. Furthermore, the ESP-2 workload continued to uncover infant mortality of hardware components.
Thus, ESP-2 was an excellent stress test in its own right, in addition to validating the job scheduling and launch softwares" effectiveness.
Reliability
The reliability and availability characteristics differed between CLE and CVN. CVN was more sensitive to individual hardware component failures within the system, including single node failures. The number of system-wide failures was higher for CVN. CLE enabled more components to have redundant features. For example, the Lustre file system, version 1.4.6, was part of both operating environments. However, if Lustre detects a failure of hardware components or OSTs, it can use alternate paths but since CVN is a polling LWOS, Lustre cannot to indicate the change in roles to the computational nodes. CLE provides the ability to make use of redundant paths. Other failures in CVN also generated system wide impact, while under the CLE environment, these turned into failures of job.
Memory errors under CLE became more obvious. CLE uses standard Linux memory management on the compute nodes, where CVN uses a simplified memory manager. Since hardware vetting was going on during the initial CVN testing, we expected early hardware failures to be mostly node failures. Despite having the hardware error rate stabilize, it was surprising to see a large number of memory errors occur when the CLE evaluation began. This was suspected to be due to the difference in how CLE lays out memory. The number of applications during this time that used more than 80% of the full memory was less than 20%. CVN memory allocation is linear and very repeatable, but CLE was more likely to try to use memory areas that had not been previously been exercised. Over time, with some hardware adjustments as well as more CLE use, the memory errors under CLE stabilized to the same rate as CVN.
Comparison of CLE with Other Full OS Systems at NERSC
Failure data for all NERSC systems from 2001 to 2006 was assembled from the NERSC operational trouble ticket system where operations and systems staff record all system outages and issues xxi . In addition to the operational logs, data was accumulated from paper records of repairs kept by operations staff, vendor repair logs and automatic operating system error logs. The data was assembled for analysis in a mysql database. Each data record was manually reviewed and correlated with other information so the database is as consistent as possible. Redundant and overlapping records were combined. Furthermore, each event was reviewed to determine the most likely subsystem category that generated the error.
The NERSC failure data is available at a web site -http://pdsi.nersc.gov -as part of the Petascale Data Storage Institute SciDAC research collaboration. The web site allows interactive queries, charting and exporting of the data to CSV formatted files.
The NERSC systems covered during this time period were the IBM SP 3+ Seaborg ( The Franklin Cray XT-4 failure data, which begins in October 2007 is not part of the database yet, but has been compiled separately and correlated with the data in the database. This enables comparison of the two largest NERSC systems -Seaborg with 6,756 cores and Franklin with 19,576 cores.
4.1.1
Software and Hardware Errors Analysis of the data shows for five of the six systems, software is the primary cause of down time of the entire system. In some cases the amount of time a system is down due to software is more than five times that of hardware generated outages. There are several aspects that should be considered in the comparison. First, Franklin and Bassi were in their initial period of operation, while all the other systems were in operation for at least a year before the data collection period. Hence, it may be expected that the number of outages for Franklin and Bassi reduce for later periods. This is exactly what happened to Bassi. Comparing the downtime between 2006 and 2007 indicates the hardware downtime decreasing by more than a factor of 2 and the software improving by more than 6 times. However, even with those improvements, software still caused 2.4 times more downtime than hardware. Second, only Jacquard shows more hardware downtime than software. This is in part due to a continuing problem with memory components during 2006, which produced significant downtime.
The assignment of an outage to the hardware or software category -and in the next section to the subsystems -is not foolproof. Root cause analysis was not done for all failures but instead the most likely cause was assigned. For example, it may be that some software outages had an underlying hardware cause that contributed to the failure but was not reported. The assignment of the failure category is guided by type of corrective action taken by the system managers and the vendor support personnel.
4.1.2
Subcomponent Error Analysis Looking more closely at the two largest systems available, Seaborg and Franklin, it is useful to compare outage times by subsystem for system wide failures. A system wide failure is one where the entire system is unable to meet its service commitments. Individual failures must not degrade system performance sufficiently to cause a system wide failure. NERSC uses the following definition for system wide failure.
An entire system is considered down if the system is unable to process work at a specified level. Many components in the system have redundancy including spare compute nodes and login nodes, alternative routing in the interconnect and for I/O access. A system wide outage occurs if any of the following requirements cannot be met:
 Complete a POSIX "stat" operation on every file within all file systems and access all data blocks associated with these files.  Complete a successful interactive login on at least 75% of the login nodes in the system.
Failures in the LAN do not constitute a system-wide failure.  Run the NERSC benchmark suite for that system, including the full configuration test.  Sufficient file system bandwidth is available and all files are accessible.  Full Interconnect bandwidth is available. For systems that can route messages in multiple paths, some links or paths may be out of service but only to a negotiated limit.  All nodes have access to external networks and bandwidth is at least 75% of total network I/O node bandwidth.  User applications can be submitted, launched and/or completed via the job scheduler.  Other failures that reasonably disrupt work on a large portion of the nodes.
 A spare node is unavailable when a compute node fails. The number of spare nodes is negotiated based on the total number of compute nodes. The Hardware category is separated in three major areas -Node and Interconnect hardware, Storage hardware, and Control hardware. Software failures are placed into seven categoriesAccounting, Filesystem, Interconnect, IP Networking (externally), Job Scheduling, Security, and Various. The various category covers things like license servers and mis-configurations. Figure 4 -2 shows outage and recovery time for Seaborg and Franklin. Because Seaborg was in service more than 10 times longer than Franklin, the absolute times would be on different scales, so outage time is normalized to daily average outage. Figure 4 -2 shows the two systems together in a normalized comparison of downtime, the amount of downtime was divided by the total time period of the data collection giving the average minutes of downtime per day. Seaborg has outages in more categories that may be due to the longer time it was in service. Seaborg also has less average downtime than Franklin because the number of outages per unit time was less, not because the length of any given outage was less.
Comparing the charts indicates the majority of hardware problems are node and interconnect and not the shared storage. Seaborg has local disks, whereas Franklin does not. Both systems suffer the majority of their software outages from interconnect software and file systems. A word of caution is that symptoms of other subsystem failures, such as interconnects and nodes, can exhibit as file system failures since the file system is spanning all components.
Figures 4-3 shows the Mean Time To Repair by subsystem for both systems. The data is independent of the data collection period, and the scale is the same. MTTR is calculated as the total downtime divided by the number of incidents. Overall the outages on Franklin are significantly shorter because it is possible to bring Franklin up in less than 25% of the time it took to boot Seaborg. The large MTTR for Seaborg Security is the result of two events, one of which required a complete system build that took more than a week because of the complexity of Seaborg"s rebuild process.
4.2
Job Completion As noted above, some system wide outages under CVN became job failures under CNL. Job success rates were collected and analyzed. The basic logistics of evaluating job completion was more complicated than first envisioned. Initially, CLE provided inconsistent and incomplete error messages due in part to incorrect error message propagation across layers of the software stack. Many inconsistencies were resolved within the evaluation period so more accurate error messages were being produced. The completion status of jobs is traced from logs and system process logs. Table 4 -1 shows the job success rate between Sept 18, 2007 and April 11, 2008 -more than ½ a year from the early acceptance testing of CLE through production usage. Unlike other job completion metrics that assess how often the exact same job completes successfully, this metric deals with all jobs running on the production system. During this time, 178,133 significant computational jobs ran on the system, Jobs that failed due to a system wide error outage or were killed before a scheduled outage are excluded.
Failure Error Category Number of Jobs
Percent of Jobs
SUCCESS -Job clearly succeeds 117,884 66.2% WALLTIME -Job ran to the wall clock time limit. A number of users let the job run out of time intentionally. However, there are cases where a node assigned to the job is in ill health but has not yet been detected, causing the job to go very slowly or hang with no progress. This is usually due to a batch scripting error.
6,516 3.7% NOTRACE -For some unidentified reason, process accounting data could not be traced to identify the aprun associated with this job. The job did execute an aprun but the parent process id was 1 so it could not be properly matched. The usually cause is that a job was killed and the last process to exit was aprun so its ppid was 1 11,389 6.4%
QUOTA -Job exceeded a File System quota 2,865 1.6% ATOMIC -The job failed due to a software problem when using parts of the SHMEM library (the problem has since been fixed)
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UNKNOWN -The status of the job completion was nondeterminate. What is known is the aprun command had a non-zero exit code. This may be due to a system problem but more likely due to some user action that prevents recording the exit status in system logs, e.g. an application trapping a signal or redirecting I/O. A subset of the failing jobs -several hundred -was manually analyzed in detail. Users who submitted the job were contacted to determine if the failure was intentional, in the application, or system generated. This investigation led to several conclusions:
1. Root cause job failure analysis is very time consuming for support staff and users, so it is not tractable to do a full analysis of every job failure. Automation is required. 2. NERSC has sophisticated users who can determine the cause of errors in their runs and proactively report suspect job failures that are not due to their error. 3. Many errors were due to user mistakes or code problems. However, each category had job failures due to system issues assigning a single category to only user problems is not possible.
a. For example, many WALLTIME errors were under user control, but occasionally a hung node or other undiagnosed error caused jobs to start, make no progress for their entire time slot, and exit, giving the same error. b. Over running file quota typically is considered a user error, but the system generated 49 such errors since January 2008 despite having the quota function entirely turned off while awaiting bug fixes. This is a systemgenerated error. 4. WALLTIME, WIDTH, SIGTERM, NOAPRUN, are now considered likely user generated unless there is a pattern detected when many user jobs generate the same error. QUOTA will be in the category once it is functional. 5. NODEFAIL and ATOMIC is clearly a system issue. 6. UNKNOWN and NOTRACE represent a significant number of failures and is troubling since it means an exit status could not be automatically determined. It should be possible for the system to reliably record all process exit codes for post mortem analysis. It remains a goal to drastically reduce the number of unknown conditions for job exits. Job completion metrics were unexpectedly difficult to accurately assess in the automated manner that is necessary on such a large system. Work continues to more accurately report and diagnose errors. Despite the difficulties, tracking job exit codes is valuable. At the moment, we are looking for patterns such as large increases in the percent of a particular category, which then merits then manual investigation.
Consistency of Performance
A useful metric for understanding consistency is the Coefficient of Variation (CoV), defined by the standard deviation of a sample divided by the arithmetic mean. The CoV has shown to be very useful in a number of situations in diagnosing consistency issues on real systems The average CoV across the SSP-4 applications was 0.4% for CLE and 0.35% for CVNremarkably close considering CLE was derived from a full-blown operating system. The CoV was calculated for each SSP-4 application by doing multiple runs of the same application and problem set, and then these individual CoV"s were averaged.
However, other tests show significant decreases in consistency with CLE, particularly shorter running tests such as the NAS Parallel Benchmarks. Streams, particularly the version of the streams test that use less than 50% of available memory, showed increased variability as well as lower performance. If the ratio of CLE CoV to CVN CoV for all tests -from single core to the full configuration test -are averaged, CLE has a CoV six times that of CVN. This is opposed to about a 14% increase for the larger scale SSP applications. It is important to note the CLE CoV is still more than a factor of five lower than that observed on other systems that run full blown Linux or Unix based operating systems on different hardware.
Both CLE and CVN provide very consistent timing for applications. Under CLE, the consistency actually seems to improve with scale. Both CVN and CLE provide an improvement in consistency over systems that use full operating systems on compute nodes.
Usability
Both CVN and CLE used in this study had full-featured programming environments xxvi , including PGI, Pathscale, and Gnu compilers for Fortran, C and C++ codes; Cray"s Portals communication layer that supports MPI and SHMEM parallel programming models; a rich set of Cray LibSci and AMD Core Math libraries; Cray performance and profiling tools; modules environment for managing system and custom built software; Torque/Moab for batch system managements; and Lustre parallel file system. Usability was assessed for both ease of use by the computational community and ease of management for system managers. 377 separate criteria were examined for CLE and CVN Expected features were tested for functionality as well as performance. Of the 377 items, 254 were testable for this analysis -with 35 applying only to future functions and 88 being more descriptive and not testable. More than half, 53%, of these criteria related to Usability, with 39% focused on user Usability issues and 14% on System Manager Usability. Further, usability was assessed by moving large scale applications to the systems -work done in conjunction with early users. The usability advantages of CLE over CVN are a bigger set of standard POSIX C library routines for compute node applications, so users have more control for their applications, and less need to rewrite the source codes. CLE"s increased OS functionality simplifies code porting from other platforms than CVN. At least in some cases, compilations are quicker. CLE provides other needed functions, such as OpenMP, pthreads, Lustre failover, and the possibility of adding Checkpoint/Restart and other features. CLE enabled more options for debugging tools, such as the Allinea DDT (Distributed Debugging Tool), which is now the operational debugger running on Franklin.
Some disadvantages of CLE over CVN are the increased memory footprint for OS so that it leaves less usable memory space for user applications. The difference is about 170 MB/node from our measurements (about 4.25% of the available memory). MPI latency for farthest intra-node is higher under CLE (8.12 sec) than CVN (7.55 sec), although this may improve for future CLE OS releases.
NERSC launched an early user program on Franklin during the CVN and CNL assessment period. We worked with experienced users on Franklin to benefit all parties. Many early users were able to run high concurrency jobs to tackle much larger problem sizes and model resolutions that were impossible before. Users got a chance to get hands-on a new architecture and a relatively lightly loaded system, and user jobs were free of charge from their allocations. Running the broader range of user applications helped find any problems (and fixes) in the system. The overall user feedback for CLE was very positive, even at its early exposure. Most applications were relatively easy to port to Franklin, the user environment (via modules) was familiar, and the batch system worked well.
Conclusions and Observations
The PERCU holistic approach to system evaluation proved valuable in differentiating the Performance, Effectiveness, Reliability, Consistency and Usability characteristics of two different operating systems running on the same hardware. Both CVN and CLE proved functional Light Weight Operating Systems when tested in this comprehensive manner.
CLE showed benefits over CVN in performance, scalability, reliability and usability, while showing only slight, acceptable decreases in consistency. The full benefits of one or the other could not be exposed with evaluation of only one dimension such as performance. The ability to test different system software at scale on the same hardware is extremely beneficial to all parties.
The use of PERCU for evaluation speeded the introduction of CLE at scale and assured the Franklin system would be able to serve the needs of a diverse and large science community.
Acknowledgements and Thanks
This work was supported by the Director, Office of Science, Office of Basic Energy Sciences, of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231.. We also wish to thank our co-workers at NERSC and Cray for all the hard work deploying Franklin and solving many problems during the time periods of these tests. 
Appendix A. CVN and CLE Times and Rates for all Performance Tests
