We consider the FitzHugh-Nagumo model, an example of a system with two timescales for which Winfree was unable to determine the overall structure of the isochrons. An isochron is the set of all points in the basin of an attracting periodic orbit that converge to this periodic orbit with the same asymptotic phase.
Introduction
The effects of a given perturbation on biological oscillators is an important area of research in biological modelling [10, 2] . In a typical physiological experiment, an oscillator is perturbed away from its oscillator, and one is interested in how it relaxes back to its regular rhythm. Mathematically, the biological oscillator is an attracting periodic orbit. Each point on the periodic orbit has a particular phase, and any point in the basin of attraction converges to the periodic orbit with a certain phase. Hence, one can assign the (asymptotic or latent) phase to any point in the basin of attraction. In experiments, the resulting phase-shift of an oscillator in response to a perturbation gives insight into the underlying dynamics of the oscillator; this has been used to study the dynamics for a variety of oscillators, e.g. circadian clocks [30] , yeast cells [30] and the cell cycle [2, 30] .
Arthur Winfree had a keen interest in the phase resetting of biological oscillators. In 1974 he published his seminal paper [29] , where he formally introduced the concept of an isochron. He established a formal definition of latent (asymptotic) phase in order to define an isochron, and posed important conjectures regarding the geometry of isochrons. For each point on the periodic orbit, there is an associated isochron, which is the set of points with the same asymptotic phase as the point on the periodic orbit. Hence, if the point on the periodic orbit is perturbed with any magnitude and direction, the isochrons determine the resulting phase, and in particular, one can predict if the perturbation will result in a phase advance or lag. Isochrons have many applications in biological modelling [2, 9, 13, 24] . For example, for the case of a spiking neuron, knowledge of the isochrons can determine the stimulus required to advance or delay the next spike. Consequently, an appropriate stimulus applied to a network of coupled neurons controls the time to the next spike for each neuron, and can lead to the network synchronising, for example, to support memory processes [10] . Moreover, isochrons have been used to identify regions of phase space with extreme phase sensitivity [24] . A network of oscillators perturbed into such a region of sensitivity can be desynchronised by applying a small amount of noise. This point of view has been suggested for the treatment of certain symptoms of Parkinson's disease, which is thought to be caused by synchronising neurons in the basal ganglia and thalamus regions of the brain [28] .
A directly related concept is that of a phase resetting curve (PRC) [2, 3, 9, 13, 15, 16] . A PRC is found by perturbing an oscillator with a given (small) magnitude and direction, away from the periodic orbit and measuring the resulting phase-shift from the unperturbed periodic orbit [16] . Experimentally obtained PRCs have been known to contain discontinuities for a perturbation of a certain size. Isochrons give insight into the general shape and structure of PRCs [2, 3, 9, 13] , and the geometry of isochrons has been used to help understand the mechanisms that cause these discontinuities [3, 13] .
As a specific example Winfree studied the two-dimensional FitzHugh-Nagumo model. which mimics a pacemaker neuron with a repelling steady state and attracting cycle. Importantly, this model features a separation between two time-scales. Winfree computed ten isochrons of the FitzHugh-Nagumo model, which are presented in the 2nd edition of his book The Geometry of Biological Time [30] ; He notes: "To the best of my knowledge, the 1978 FHN calculation [...] has never been repeated and refined." His numerical method was based on solving initial value problems, and he encountered sensitive regions of phase space, where he was unable to resolve the isochrons as a family of individual continuous curves. He explains doubts he has about his method, and how implementing a few small improvements to his method may significantly alter his results.
In this paper we complete Winfree's puzzle by using a numerical technique to compute the isochrons of the FitzHugh-Nagumo model accurately as curves parametrised by arclength. In this way, we produce a rendering of Winfree's original phase portrait both to confirm and compliment his work. We find that the isochrons exhibit very sharp turns. This is a feature that was also observed in the Hodgkin-Huxley model [25] , where a time-scale separation was postulated as necessary to form these turns. We illustrate how these sharp turns occur in the FitzHugh-Nagumo model. Moreover, we relate the geometric organisation of the isochrons in the basin of attraction to the presence of a so-called slow manifold, along which the evolution of the system is much slower than in the rest of the phase space. We observe extreme phase sensitivity in the region near the unstable slow manifold, which accounts for the numerical problems experienced by Winfree.
Background and notation
We begin by introducing some notation and background material. Consider an n-dimensional autonomous vector field of the form
where F is sufficiently smooth. The vector field induces a flow ϕ : R × R n → R n , prescribing that after time t ∈ R, an initial point x 0 ∈ R n maps to the point ϕ(t, x 0 ) ∈ R n ; we will also use the equivalent notation ϕ t (x 0 ) = ϕ(t, x 0 ). We assume that (1) has an attracting periodic orbit Γ with period T Γ and basin B(Γ). To associate a unique phase θ ∈ [0, 1) with a point γ θ on the periodic orbit, we fix a reference point γ 0 ∈ Γ that has zero phase. Since Γ = {ϕ(t, γ 0 ) | 0 ≤ t < T Γ }, the point γ θ = ϕ(θT Γ , γ 0 ) ∈ Γ has the given phase θ. Winfree [29] introduced the notion of asymptotic phase for any given point x 0 ∈ B(Γ). The unique asymptotic phase θ(x 0 ) of a point x 0 ∈ B(Γ) is given by the condition
Hence, the orbit starting at x 0 converges asymptotically to Γ in such a way that it will be in phase with the point ϕ(θ(x 0 )T Γ , γ 0 ) on Γ. The level sets of the function
are called the isochrons of Γ. All points in B(Γ) with equal asymptotic phase form a single isochron. Moreover, each point γ ∈ Γ lies on a unique isochron I(γ), namely,
Properties of isochrons
In [29] , Winfree reasoned that, for an n-dimensional vector field, isochrons are (n−1)-dimensional manifolds and that they fill the basin of attraction. He introduced the notion of a phaseless set, which consists of points on the boundary of the basin of attraction of Γ. He claimed that the phaseless set is not empty and discussed the geometry of the isochrons as they approach the phaseless set. He argued that, typically, all isochrons must pass through an arbitrarily small neighbourhood of every point in the phaseless set. Guckenheimer [14] provided rigorous existence and smoothness arguments by considering isochrons from the point of view of Manifold Theory [17] . He explained how each isochron I(γ) can be viewed as the stable manifold of γ under the time-T Γ map ϕ T Γ (·); the point γ ∈ Γ is a fixed point of ϕ T Γ and points on I(γ) converge to γ under iteration of this map. Furthermore, the Jacobian matrix Dϕ T Γ (γ) evaluated at γ is an n × n matrix with one (neutral) eigenvalue equal to 1, and n − 1 (stable) eigenvalues inside the unit circle. The associated eigenvectors are tangent and transverse to Γ, respectively. The Stable Manifold Theorem [17] ensures that I(γ) is tangent at γ to the stable linear eigenspace E s (γ) that is spanned by the n − 1 stable eigenvectors of Dϕ T Γ (γ). Moreover, I(γ) is a smooth codimension-one immersed manifold. Each isochron is the diffeomorphic image of another isochron under the flow: for γ θ ∈ Γ, we have
Therefore, the set of all isochrons covers the entire basin B(Γ) of Γ; this means that I(Γ) := {I(γ) | γ ∈ Γ} is a foliation of B(Γ) over Γ with leaves I(γ).
For two-dimensional (planar) systems, as considered here, each isochron is, hence, a single one-dimensional smooth curve that is tangent to the eigenspace E s (γ) spanned by the stable eigenvector of Dϕ T Γ (γ).
Simple example isochrons
A simple example model, also introduced by Winfree [30] , is given in polar coordinates as:
In Euclidean coordinates, the system becomes
System (4) has a stable periodic orbit Γ, which is the unit circle with period T Γ = 2π. The periodic orbit Γ has the basin B(Γ) = R 2 \ {0}; that is, except for the origin, any point in the (x, y)-plane converges to Γ. The origin is a repelling equilibrium that forms the boundary of B(Γ); it is the phaseless set of Γ. We choose the point γ 0 = (x, y) = (1, 0) ∈ Γ as the reference point with zero phase, and we are interested in the isochrons of system (4).
The isochrons can be calculated explicitly for this example from the formulation (3) in polar coordinates; see [30, pp.168-169] . The isochron with phase θ is the curve
where γ = (cos 2πθ, sin 2πθ) lies on Γ. Figure 1 (a) shows ten of these isochrons distributed equidistantly in time along the periodic orbit Γ in the (x, y)-plane. The isochrons are shown according to their phases as given by the colour bar. The white point in the centre is the phaseless set where the isochrons accumulate. Figure 1 also shows two orbits ϕ t (p 1 ) and ϕ t (p 2 ) that start at the points labelled p 1 and p 2 , respectively. Note that the point p 1 lies on I(γ 0 ), which means that p 1 has the same asymptotic phase as γ 0 . The point p 2 lies on a different isochron, and has asymptotic phase θ(p 2 ) = 4 10 . This phase difference is illustrated in Figure 1(b) , where we plot time series of the x-variables of the three orbits starting at γ 0 , p 1 and p 2 . We observe that the orbits ϕ t (γ 0 ) and ϕ t (p 1 ) are synchronising, while ϕ t (p 2 ) remains out of phase with respect to ϕ t (γ 0 ), with an asymptotic phase difference of 4 10 × 2π. In general it is not possible to calculate explicit expressions for isochrons and, hence, numerical methods are required to compute them. In Section 2.2, we present a numerical method that is based on the numerical continuation of solutions of a suitably defined two-point boundary value problem; this method is an improved version of the approach described in [25] .
Figure 1: Ten isochrons of the periodic orbit Γ of the example model (4) . The isochrons are distributed uniformly in time over one period and coloured according to their associated phases as indicated by the colour bar. Also shown are orbits φ t (p 1 ) and φ t (p 2 ) that start on two different isochrons at the points p 1 and p 2 , respectively. Panel (b) shows the time series of the x-coordinates of φ t (γ 0 ), φ t (p 1 ) and φ t (p 2 ).
Organisation of this paper
We begin with an overview of numerical methods for computing isochrons in Section 2, where we give a detailed review of the relevant literature and discuss in detail the numerical technique we use. We introduce the FitzHugh-Nagumo model and the parameter set that Winfree used in Section 3; we highlight some important features of the model and go on to explain the method he used to compute the isochrons. In Section 4 we present our rendering of the same isochrons that Winfree tried to find; we follow this with a discussion of the geometry of the isochrons. We also compute the slow manifold to identify regions of phase sensitivity, which give rise to sharp turns and discuss how the presence of two different time scales in the FitzHugh-Nagumo model organises the isochrons. Finally, we make some concluding remarks in Section 5.
Computation of isochrons
In general, isochrons cannot be found explicitly and numerical techniques must be employed to compute them. In this section we discuss methods from the literature that have been developed to compute isochrons. We then present our method based on the continuation of a two-point boundary value problem (BVP), which is an improved adaptation of the method presented in [25] .
Overview of methods for computing isochrons
The first numerical computations of isochrons were performed by Winfree. He computed the asymptotic phase of points in phase space by considering several orbits in forward time that end close to some reference point on the periodic orbit. By stepping backward along the orbit in time, he would assign a phase to each point. The isochrons are then constructed in a post-processing step (performed "by hand" at the time) by connecting the points with the same asymptotic phase. As Winfree discovered, this method is unable to resolve the isochron structure in regions of phase sensitivity where several isochrons accumulate; we provide a more detailed overview of Winfree's method for computing isochrons in Section 3. Numerical integration has also been used to compute isochrons by extending a first local approximation. A selection of points on some local approximation of the isochron, for example on the linear stable eigenspace E s (γ), are integrated backward in time for exactly one period of the periodic orbit; the resulting end points (or initial points in forward time) provide a good approximation of the extended isochron, provided they lie not too far apart. Unfortunately, backward-time integration is even more exposed to phase sensitivity than forward time integration and propagation of the numerical integration error can have a dramatic effect on the accuracy of the computed isochron. Moreover, the distribution of points along an isochron is controlled by the mesh distance of points on the local approximation and the contraction rate (stretching factor backward in time) of the periodic orbit. Particularly for slow-fast systems, the contraction to the periodic orbit can be so strong that the required mesh size of points on the local approximation exceeds the limits of double-precision.
Despite its disadvantages, backward integration is relatively straightforward to implement and is commonly used to approximate isochrons. For example, Akam and his collaborators used it in [2] to compute isochrons for a two-dimensional model of oscillations in a subfield of the hippocampus; as a local approximation they used a line normal to the periodic orbit. Sherwood and Guckenheimer used the backward integration method in [26] to study the isochron geometry of the two-dimensional fast subsystem of a Hindmarsh-Rose model close to a homoclinic bifurcation; their findings explained the shape and sensitivity of the recorded phase response. They determined a local approximation of the isochrons simply by considering a small perturbation of the selected point on the periodic orbit. Guillamon and Huguet also used backward integration in [15] to extend the local isochrons, but their local approximation is determined with the high-order parametrisation method for computing invariant manifolds. In their paper, Guillamon and Huguet generalised the concept of a PRC to three-dimensional phase response surfaces. Their method computes both isochrons and phase response surfaces simultaneously. Details about the efficiency and accuracy of their method can be found in [18] . In [27] , Takeshita and his collaborators obtained partial derivatives of the phase function to arbitrary order, to compute higher approximations of the local isochron. However, the authors do not globalise the isochrons beyond the neighbourhood of the periodic orbit.
More recently, Mauroy and Mezić developed an algorithm in [22] for computing the asymp-totic phase of points in the basin of the periodic orbit using forward integration. Their method uses the concept of the Fourier average of an observable along a trajectory. The phase points are connected with interpolation techniques to generate global isochrons. They use the method to compute isochrons for the Van der Pol oscillator, and show the method's usefulness for higherdimensional systems by computing isochrons for the four-dimensional reduced Hodgkin-Huxley oscillator. The method in [22] is similar in style to that of Winfree and, unfortunately, it is also exposed to the problems of phase sensitivity. In [23] , Mauroy, Mezić and Moehlis adapt the method in order to compute so-called isostables of an equilibrium. Isostables are the sets of points that convergence to an equilibrium synchronously. As one of their examples, they compute the isostables of the FitzHugh-Nagumo model. In [25] , Osinga and Moehlis seek orbit segments that end on some local approximation, but rather than numerical integration, they use continuation of solutions of a family of a two-point boundary value problem to find each isochron. This approach is quite general [1, 20] , and its significant advantage is that each isochron in [25] is found directly as a parametrised curve. As well as producing a good mesh resolution for the isochron, their approach is not affected by areas of extreme phase sensitivity that occur in systems of multiple time-scales; see also [8] .
Isochrons computed with numerical continuation of a BVP
We also compute the isochrons via the continuation of a suitable two-point boundary value problem. Our method is based on that described in [25] , where a local linear approximation of each isochron is found, which is then extended globally. We adapt this method such that we can compute all isochrons using the local approximation of a single isochron at the reference point γ 0 ∈ Γ with zero phase. The continuation is done with the software package Auto [7] and we summarise the set-up here.
The isochron I(γ 0 ) has as linear approximation the stable linear eigenspace E s (γ 0 ) that is spanned by the stable eigenvector v s of Dϕ T Γ (γ 0 ). Hence, in a small neighbourhood of Γ, this eigenspace E s (γ 0 ) is a good approximation of I(γ 0 ). Obtaining the vector v s accurately can be difficult and is a problem that arises in other situations, e.g., computing homoclinic connections [21] . We proceed as in [21] and solve the first variational equation together with the periodic orbit as an extended system. As a result, we obtain a mesh representation of a stable eigenbundle over the same mesh of the periodic orbit. In particular, the vector v s is the normalised vector associated with the point γ 0 . Even though the stable eigenbundle is represented by vectors at each of the mesh points, its accuracy is only guaranteed at the point γ 0 .
Using the relation (2), we can map the isochron I(γ θ ) of the point γ θ ∈ Γ with phase θ, forward in time to the isochron I(γ 0 ) using the following relation:
We can use this property to construct an isochron at the point γ θ by considering orbit segments ending on the linear approximation E s (γ 0 ) at γ 0 , by considering the map
The isochron I(γ 0 ) is also associated with the phase θ = 1. In the map (7), θ = 1 yields the time-T Γ map, which is the map used in [25] to compute the isochron I(γ 0 ). The underlying idea is that all isochrons are computed with the same accurate linear approximation v s , and we avoid the issue of having to correct the stable eigenbundle at other points along the periodic orbit. Note, the overall time in (7) is at least a full period T Γ ; this means that, when using the same linear approximation, the computed extension of I(γ θ ) is longer than the extension of I(γ 0 ). To compute an extension of I(γ θ ) with the same arclength as I(γ 0 ) we require a shorter length of E s (γ 0 ). Hence, the largest error between an isochron extension and its linear approximation occurs for the isochron I(γ 0 ).
Our approach does not consider inverse iterates of ϕ (1+(1−θ)) T Γ (I(γ 0 )). Rather, each isochron is calculated as a one-parameter family of orbit segments; the end points of these orbit segments lie close to γ 0 on the linear approximation v s , while their initial points trace out a new part of I(γ θ ). This is implemented via the continuation of the two-point boundary value problem (BVP) defining this family of orbit segments. The advantage of the BVP formulation is that the variation between two solutions is measured during the continuation along the entire orbit segment, rather than only at the initial points. This means that any extreme sensitivity of the initial condition is effectively spread along the entire solution segment [5] .
The setup in Auto is as follows. After a time rescaling, the vector field (1) is written aṡ
so that an orbit segment {x(t) | 0 ≤ t ≤ T } of (1) is equivalent to the orbit segment {u(t) | 0 ≤ t ≤ 1} of (8), defined on the time interval [0, 1]. We are interested in orbit segments that end on the linear approximation of I(γ 0 ), that is, u(1) lies on E s (γ 0 ) at a small distance η from the given γ 0 ∈ Γ. During the continuation, the parameter η is a free parameter, with 0 ≤| η |≤ η max 1. Here η max is a prescribed accuracy parameter that controls the local approximation error between I(γ 0 ) and E s (γ 0 ). The parameter η defines a one-parameter family of orbit segments as solutions of (8) subject to the following boundary conditions:
where n s is a normalised vector perpendicular to the stable eigenvector v s . Equation (9) ensures that the end point of the orbit u(1) lies on the approximation E s (γ 0 ), and equation (10) sets the distance η between u(1) and γ 0 . By setting the total integration time to
and starting from η = 0, the initial points u(0) of this family form an approximation of a part of I(γ θ ). The continuation of the solutions of the BVP (8)- (10) stops when η = η max is reached. We now need to find a start solution for the continuation of the BVP; this can be achieved by using data from the periodic orbit solution as follows. We first consider the case θ = 1 where we compute the isochron I(γ 0 ) of the reference point γ 0 ∈ Γ. Note that the periodic orbit Γ, in its rescaled form, is a solution of the BVP (8)- (10) with θ = 1 in (11) and η = 0; hence, it is a known solution from which we can start the continuation. In this special case, our method is the same as that in [25] .
To compute an isochron I(γ θ ) of a point γ θ ∈ Γ with a different phase 0 < θ < 1, we construct an initial solution as follows. We first shift the periodic orbit solution Γ such that u(0) = u(1) = γ θ . Here, we utilise the fact that Auto computes collocation points between each mesh interval in the solution using the orthogonal collocation method and piecewise Lagrange polynomials [5] . We determine the point γ θ with Lagrange polynomial interpolation from the associated collocation points within the mesh interval. We then make a correction step to reestablish a suitable solution mesh and recognise that this shifted solution is indeed a periodic orbit. This correction must be done such that the phase of the periodic orbit does not change.
We construct a BVP, where the periodicity condition is maintained, and u(0) is constrained to a line perpendicular to the tangent of Γ at γ θ . We then perform one continuation step for a system-independent (dummy) parameter. The BVP is given by (8) subject to the boundary conditions:
where w = F(u(0)) is the vector tangent to Γ at γ θ . Equation (12) ensures that the solution is periodic, and equation (13) minimises any resulting phase shift.
As the next step, we extend this shifted periodic orbit Γ by freeing the end point u(1) and performing continuation in the integration time T . We stop this continuation run when (11) is satisfied, yielding a known solution to the BVP (8)- (10) for the required integration time associated with γ θ . We can now start the continuation, from η = 0.
When η = η max is reached, we compute a larger portion of the isochron I(γ θ ) by repeating the continuation described above, but now we find points that map to E s (γ 0 ) after another period T Γ . We replace the total integration time (11) by
where k ∈ Z and initially k = 2. In order to start this second continuation run, we consider the final orbit segment with η = η max from the previous step and extend it by the (rescaled) periodic orbit Γ. We then rescale this concatenated solution such that it is again represented over the interval [0, 1], and use it as an approximation of a solution with end-point at γ 0 . This extended solution has k = 2 times the number of mesh points as the previous solution. Note that this first solution has a small discontinuity at t =
where it jumps from γ 0 + η max v to γ 0 . If η max 1, the two solution segments are sufficiently close so that the first Newton correction step of the following continuation run converges to give a continuous orbit segment that satisfies (8)-(10) and (14) for k = 2. Typically, η = 0 now, but η < η max , and we can continue the extended orbit segment, until we again reach η = η max .
By increasing k, we can extend the isochron further by iterating this approach until the desired arclength is reached. That is, we extend the solution again by another copy of Γ. Note that one could set k > 1 at the start and continue (8)-(10) for fixed T from η = 0. We prefer extending the solutions in stages because it allows us to use a smaller mesh while maintaining the accuracy constraints.
Illustration of the method
Our method is illustrated in Figure 2 for the example system (4). In all panels the stable periodic orbit Γ is the unit circle (black) of period T Γ = 2π. Each row in Figure 2 shows a step in the computation of the isochron I(γ 0.75 ) through the point γ 0.75 = (0, 1) at phase θ = 0.75 on the periodic orbit. The first column shows a global phase portrait of the (x, y)-plane and the second column shows an enlargement near γ 0 = (1, 0). Also shown is the linear approximation E s (γ 0 ), which is the eigenspace spanned by the stable linear vector
T with associated Floquet exponent λ s = −2π. In the left column, E s (γ 0 ) has length 0.2 so that it can be seen, and in the right column it has length η max = 10 −2 . The computed portion of the isochron for each stage of the computation is shown as the (cyan) curve I(γ 0.75 ) transverse to Γ at γ 0.75 ; note that I(γ 0.75 ) has 0 length in panel (a1). The other (green) curve that (partially) covers Γ is the current orbit segment u(t) at a particular value of η during the continuation. The left column shows a global view of and the right column shows enlargements of a region near γ 0 . In each image, the unit circle is the periodic orbit Γ, the isochron segment that has been computed is the curve originating from g 0.75 and is labelled I(γ 0.75 ), the line at γ 0 is the linear approximation E s (γ 0 ) and the orbit labelled u(t) is the current orbit segment. (8)- (11), which is the periodic orbit Γ extended by 1.25 times its period such that T = . Shown is the corrected solution, formed by concatenation of the solution in panel (c) with Γ, which contains a gap of size η max as shown in panel (c2). Since the contraction to Γ is strong, the end point of the Γ solution segment only moves a small distance in order to close the discontinuity whilst the solution segment from the continuation varies relatively less. The corrected solution is continuous and η ≈ 1.888 × 10 −5 , but the end point u(1) of this orbit segment lies so close to γ 0 that it cannot be distinguished from γ 0 in Figure 2 (d2).
Winfree's Isochrons of the FitzHugh-Nagumo model
In [30] , Winfree computed isochrons for the planar FitzHugh-Nagumo model, which was suggested in 1961 by FitzHugh [12] to describe an excitable system, such as a neuron. The model is given by the equations       ẋ
We use the same parameters as in [30] , namely, a = 0.7, b = 0.8, c = 3 and z = −0.4. The parameter c controls the time-scale separation between the two variables: for c = 3 we have that x is c 2 = 9 times faster than y. Indeed, x represents the fast (excitation) variable, and y the slow (recovery) variable. System (15) has a single equilibrium at x * := (x * , y * ) ≈ (0.9066, −0.2582), which is a source with the complex conjugate pair of eigenvalues µ 1,2 ≈ 0.1339 ± 0.9163 i. There is a stable periodic orbit Γ, on which points rotate clockwise with period T Γ ≈ 11.2279. The basin of attraction B(Γ) is the plane R 2 , with the exception of the equilibrium x * . Hence, the situation is topologically as that for the example model (4) and Winfree expected that all isochrons accumulate on x * , which is the phaseless set. To his surprise, Winfree was unable to find the isochrons of system (15) to a suitable accuracy and found that he could not determine how the isochrons accumulate on the phaseless set. Figure 3 is a reproduction of his figure in Chapter 6, Box C of [30] . Panel (a) shows ten isochrons of system (15) . The stable periodic orbit Γ, is the outer dashed curve; the other dashed curves are other orbits that Winfree used for his computations. The solid curves are segments of isochrons, which are distributed equidistant in time at intervals T Γ /10. The isochron labelled 0 corresponds to the point on the periodic orbit with phase 0. Figure 3(b) shows an enlargement near the equilibrium which is the point marked in the centre. As before, the solid curve segments are the isochrons as found by Winfree and the dashed curve is part of the periodic orbit. Winfree mentions that "a linear transformation of variables was effected in plotting the trajectories and isochrons. This was done in order to display trajectories near the steady state as exponential spirals and to give the whole diagram polar symmetry." He does not indicate the transformation he used; however, numerical simulations of (15) indicate that he must have worked with a coordinate system (u, v) defined (approximately) by u v = cos(9.5) − sin(9.5) sin(9.5) cos(9.5)
In the (u, v)-coordinate system, x * is the point q := (u q , v q ) ≈ (0.9368, −0.1050). Winfree computed the isochrons as follows. He first computed Γ and established a reference point which he assigned phase 0. He then rescaled time by T Γ such that the period of Γ was scaled to 1. By choosing a grid of points in phase space, he generated a collection of time points via numerical integration using timesteps ∆t until reaching the point with phase 0 on Γ to within a certain tolerance. For each orbit segment, he marked the asymptotic phase θ = −k ∆t (mod 1), k = 1, 2, 3, . . . at the kth time point back along it, up until the initial point of the orbit segment. After carrying out this process for quite a number of initial points, he generated the isochrons by connecting the points with equal phases by hand. Winfree acknowledges the limitations of the accuracy of this approach; he notes: "The isochrons are interrupted where the calculations become too delicate, along the spiral separator." Even though each isochron should be a single curve, he was unable to decide how to achieve this with his data; note that the isochrons have gaps in both panels of Figure 3 .
Geometric properties of Winfree's isochrons
We now present our computations and detailed renderings of Winfree's isochrons. Figure 4(a) shows the same ten isochrons from Figure 3 computed with the continuation approach described in Section 2.2. The isochron labelled 0 is our best approximation of the reference isochron Winfree chose; it is unclear how he chose this reference point. The isochrons are computed for system (15) and we then use the coordinate transformation (16) to obtain a similar projection as in Figure 3 . Note that all the figures that illustrate the FitzHugh-Nagumo model throughout this paper are shown in the transformed (u, v)-plane and with the original aspect ratio used by Winfree. Figure 4(a) shows the periodic orbit Γ (black curve) of the FitzHugh-Nagumo model (15) with the ten isochrons coloured according to a colour gradient which indicates the phase; see the colour bar in Figure 1 . Again, the isochrons are distributed equidistantly in time at phase intervals T Γ /10. Our approach of using continuation of a two-point boundary value problem is able to compute each isochron as a one-dimensional curve parametrised by arclength. Hence, each isochron in Figure 4 is a single connected curve. Figure 4 (b) shows an enlargement near the equilibrium q which shows the isochrons spiralling to q. The approach to q is complicated: the isochrons periodically change direction and accumulate in narrow regions on each other. Comparing Figures 3 and 4 , we observe that the areas where Winfree could not compute the isochrons are where several isochrons accumulate. The asymptotic phase of points in this area is very sensitive, meaning that a slight perturbation from any point will result in a completely different phase.
We now focus on the actual geometry of isochrons in Figure 4 . Figure 5 (a) shows a single isochron of system (15) in the (u, v)-plane, the isochron I(γ 0.5 ) which is the one labelled 5 in Figure 4 . The figure illustrates how I(γ 0.5 ) approaches the equilibrium q. Panel (b) is an enlargement of the isochron near q, which shows that I(γ 0.5 ) approaches q by way of complicated turns with extremely high curvature. The isochron I(γ 0.5 ) enters Figure 5(b) from the left, it starts to spiral around q anti-clockwise for about a 3/4 turn; it then makes a sharp turn at the point marked A and starts to spiral around q in a clockwise direction. Note that I(γ 0.5 ) appears to lie on top of itself, but it cannot self-intersect, so it must lie in an extremely narrow region of itself forming an extremely sharp turn at the point A. Figure 5(b) shows that I(γ 0.5 ) makes another sharp turn at the point B, but at a slightly smaller scale and rotated by about a 3/4 turn with respect to the sharp turn at A. We can discern a third sharp turn very close to and just to the right of q. The continuation method described in Section 2.2, computes each isochron as a curve parametrised by arclength L. In the (u, v)-plane, the sharp turn associated 
and of the linear y-nullcline, given by
Figure 6(b) shows one hundred isochrons of system (15) that are distributed uniformly with time intervals of T Γ /100. The isochrons are coloured as before according to their phases. The reference isochron assigned phase 0 is the same reference isochron as in Figures 3 and 4 . Figure 5 (b). The two enlargements show isochrons accumulating along a spiral, which indicates that these areas are sensitive to initial conditions. The spiral gives the isochrons a self-similar structure which appears to persist up to the equilibrium q.
The slow manifold
The time-scale separation causes orbits to move faster or slower as they pass through certain regions of phase space. The periodic orbit Γ itself experiences fast intervals interspersed with slow intervals. Multiple time-scales have a significant effect on the geometric structure of the isochrons; see also [25] . We find that in slower regions of phase space isochrons bunch up and lie closer together, whereas they are more dispersed in faster regions of phase space. We now use standard techniques of Geometric Singular Perturbation Theory [19] to study the dynamics of the two time-scales independently to identify the faster and slower regions of phase space; for an overview, see [4] . We can rescale system (15) so that it evolves on the fast time-scale t f = c t to give the fast system
where we use = 1/c 2 to write the system in the conventional form. Equivalently, system (15) can be written using the slow time-scale t s = t/c to give the slow system
The two systems (18) and (19) are equivalent if = 0. To explore the fast and slow dynamics separately we take the singular limit → 0.
In the singular limit, the fast system converges to the layer equations
which describe the dynamics on the fast time-scale, where there is no movement in the slow y-direction. In the singular limit, the dynamics of the slow system converge to the reduced system
This is a differential-algebraic equation that describes the dynamics on the slow time-scale. The algebraic equation defines a one-dimensional manifold S onto which the dynamics is restricted; for the FitzHugh-Nagumo system, S is the manifold
This manifold is called the critical manifold of the full system (15), which is the cubic-shaped x-nullcline given by (17) . The differential equation in (21) describes how points on S move on the slow time-scale, hence, the flow described by (21) is known as the slow flow. Note that S is equal to the set of equilibrium points for the layer equations. A point (x, y) ∈ S is called normally hyperbolic if it is a hyperbolic equilibrium of the layer equations, that is, if
+ z > 0. There are two points that are not normally hyperbolic, namely, p 1 := (x, y) ≈ (−1, 0.267) and p 2 := (x, y) ≈ (1, −1.067), which are the two fold points of the cubic manifold S with respect to the fast flow. These points divide S into attracting and repelling branches. The portion of S to the left of p 1 and to the right of p 2 make up the attracting parts of the critical manifold, which we denote by S a,− = {(x, y) ∈ S | x < −1} and S a,+ = {(x, y) ∈ S | x > 1}. The middle portion of S, between points p 1 and p 2 make up the repelling part of the critical manifold, denoted S r = {(x, y) ∈ S | − 1 < x < 1}. Given a normally hyperbolic submanifold M 0 ⊂ S, Fenichel Theory [11] guarantees the persistence of M 0 for > 0 small enough. The corresponding manifold M is diffeomorphic to M 0 and it is a locally invariant manifold, which means that M can and will have boundaries through which trajectories enter or leave. The manifold M lies within O( ) of M 0 , and has the same stability properties as M 0 . Note that M is usually not unique, but all representations of M lie within a distance of O(e −K/ ) from each other, for some K = O(1) > 0; we refer to [11] for more details. 
Computing the slow manifold
The repelling part S r of the critical manifold gives rise to a (non-unique) one-dimensional repelling slow manifold S r . In the FitzHugh-Nagumo model, where = . These orbit segments lie extremely close to each other, and rapidly converge to each other in backward time. We impose conditions to select a particular orbit segment as the representation of S r . We fix an initial section perpendicular to S r at some point on S r close to the repelling equilibrium q. We consider the one-parameter family of orbit segments originating from this section with a fixed arclength. Each orbit segment will eventually move to the left or the right of S r into the fast regions of phase space. We pick S r as the orbit segment that evolves on the slow time-scale for the longest time before moving into the faster regions; since we fix the total arclength, this orbit segment is characterised as having the largest integration time. We formulate these orbit segments as solutions of a boundary value problem in Auto [7] and perform a continuation where the the initial point is free to move to generate a continuous family of solutions. The solution u max with the maximal integration time is selected from the family of solutions as a fold point with respect to the parameter T ; see also [6] .
The setup is as follows. We use the time-rescaled version (8) of the vector field (15) so that each orbit segment of the FitzHugh-Nagumo system is represented on the time interval [0, 1] with the explicit integration-time parameter T . The initial point of each orbit segment must lie in a region near the repelling branch of the critical manifold S r , but sufficiently far from the fold points of S r at p 1 and p 2 where hyperbolicity is lost. We choose a suitable point u c := (x, y) ≈ (0.5953, −0.125) on S r , and restrict each initial point u(0) to the section Σ that is spanned by the vector w n := [0.5424, 0.8401]
T normal to S r at u c . We impose the boundary conditions:
where w t is the vector tangent to S r at u c , and L is the arclength of the orbit segment defined by using the L 2 -norm over the rescaled derivative directionsu(t) along u(t). Condition (22) means that u(0) ∈ Σ and condition (23) monitors the distance d between u(0) and and u c ; the parameter d defines the one-parameter family of orbit segments.
To compute an initial orbit segment, we use u c ∈ S r as an initial point with d = 0, L = 0, and set T = 0. We then continue in integration time T for fixed d, up to a suitable arclength L = L * := 1.9. The resulting orbit segment is the first solution of the one-parameter family defined by boundary conditions (22)- (24) . We now fix L and continue in d, which moves the initial point away from S r in the direction of w n to a distance d from u c . We decrease d to d = −0.05, during which a local maximum of the integration time T is detected; we label this solution u max . Figure 7 (a) shows the total integration time T during the continuation as a function of the distance d along Σ. The maximum T occurs at the point d ≈ −0.03458 and corresponds to the solution u max . Figure 7 (b) shows a selection of orbit segments in the (u, v)-space resulting from the continuation in d. These orbit segments all have arclength L * and start on Σ. The orbit segment u max is shown in black and the cubic critical manifold S r is also shown. Figure 7 (b) illustrates that the orbit segments are all initially very close to u max , but rapidly move away; this indicates that the region near u max is very sensitive to initial conditions.
The orbit segment u max is a portion of our uniquely-defined repelling slow manifold S r . We truncate u max to the suitable arclength L = 1.65 to avoid regions near the fold at p 1 , and then globalise u max by extending it backward in time to q, that is, by freeing the end point u(0) and increasing T . The thus computed slow manifold S r is shown in Figure 8 (a). 
Discussion
In this paper we demonstrated how the isochrons in the FitzHugh-Nagumo system can be computed accurately. This allowed us to determine the overall structure of the isochrons to complete the puzzle posed by Winfree. Our rendering of Winfree's isochrons, besides confirming the accuracy of Winfree's method, illustrates regions of extreme phase sensitivity that account for the difficulties he experienced when computing the phase in this region. We have shown that the isochrons do not simply spiral onto the equilibrium as for the example in Section 1.3, but instead each isochron approaches the equilibrium by way of forming a complicated structure of sharp folds. We were able to present in detail the geometry of how such complicated isochrons foliate the basin of attraction. We showed regions where the isochrons accumulate on themselves and the entire family is locally compressed due to sharp turns. These regions indicate areas of extreme phase sensitivity. We observed that the sharp turn of each isochron occurs near the repelling slow manifold, and we related the occurrence of these sharp turns with the slow dynamics of the region surrounding the slow manifold.
We presented our numerical method for computing isochrons, which improves the method in [25] . Specifically, we use the property that each isochron can be mapped to another under the flow of the system to compute each isochron with the linear approximation of a single reference isochron. This is advantageous in systems where obtaining the linear approximation accurately is difficult and/or expensive. This is the case for slow-fast systems as discussed here, and also for higher-dimensional systems where, rather than a line, the stable linear eigenspace is a (hyper)plane. We also presented a method for uniquely computing a slow manifold. Both these methods are formulated as boundary value problems and solved by continuation with Auto.
The development of the sharp turns of isochrons gives insight into how the regions of sensitivity surrounding the slow manifold develop. Hence, a better understanding of the formation of the turns would give a better understanding of the origin of the regions of sensitivity. In order to characterise how these turns form, we propose a second independent set of backward-time isochrons and to explore the interaction between the two sets. Our method can also compute such backward-time isochrons of unstable periodic orbits, as well as isochrons of equilibria with complex eigenvalues. The possible interaction between these different sets of isochrons is the subject of our ongoing research.
