Конструирование системы оптимального управления квадрокоптером by Ибрагимов, Р.М.
Информационные технологии и нанотехнологии - 2017 
Математическое моделирование    1006 
Конструирование системы оптимального управления квадрокоптером 
Р.М. Ибрагимов 
Самарский национальный исследовательский университет имени академика С.П. Королева, 443080, Московское шоссе, 34, Самара, Россия 
Аннотация 
В данной работе рассматриваются линейно-квадратичные задачи управления квадрокоптером. Сначала находится положительно-
определенное решение матричного уравнения Риккати и решается задача оптимальной стабилизации. Затем находится решение 
матричного дифференциального уравнения Риккати для решения задачи управления на конечном промежутке времени.  
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1. Введение 
Рассматривается задача управления квадрокоптером (летательным аппаратом с четырьмя бесколлекторными 
электродвигателями) при следующих допущениях:  
 Раму квадрокоптера будем считать абсолютно жесткой. 
 Детали, из которых изготовлен аппарат одинаковы по плотности и массе, таким образом квадрокоптер имеет 
идеальную симметричную конструкцию.  
Схематическое изображение квадрокоптера представлено на рисунке 1, где 𝐹1, 𝐹2, 𝐹3, 𝐹4 - подъемные силы первого, 
второго, третьего и четвертого двигателей соответственно; 𝐹𝑀 - сила тяжести, которая действует на квадрокоптер; 𝑀 - 
центр масс аппарата; 𝜃, 𝛾,𝜓 - углы поворота относительно осей 𝑋,𝑌, 𝑍 соответственно.  
Рис. 1. Упрощенное представление квадрокоптера в пространстве. 
Рассмотрим задачу синтеза управления, используя линейно-квадратичный регулятор (LQR) для следующей системы 
?̇? = 𝑨𝒙 +𝑩𝒖       (1) 
с критерием оптимальности 𝑱 = ∫ (𝒙𝑻𝑸𝒙+ 𝒖𝑻𝑹𝒖)𝒅𝒕
∞
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), 
где 𝐴 и 𝐵 − соответствующие матрицы из линеаризованной модели, матрица 𝑄 определяет степень отклонения от 
начала координат, матрица 𝑅 определяет затраты энергии на управление. 
2. Задача оптимальной стабилизации 
Построим закон оптимальной стабилизации в виде управления с отрицательной обратной связью, найденный по 
LQR-алгоритму, который должен минимизировать указанный критерий оптимальности. Этот закон управления имеет 
вид 𝒖 = 𝑹−𝟏𝑩𝑻𝑷𝒙, где  𝑷  − матрица, найденная из матричного алгебраического уравнения Риккати [1, 2]: 
 
𝐴𝑇𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅−1𝐵𝑇𝑃 + 𝑄 = 0.      (2) 





193.04 0 0 37.62 0 0
0 95.94 0 0 3.14 0
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0 0 3.14 0 0 0.86)
  
 
.           (3) 
Матрицу (3) следует проверить по критерию Сильвестра на предмет положительной определенности. В данном 
случае матрица 𝑃 является положительно-определенной. 













.       (4) 
Следующим действием нужно определить закон управления  𝑢 = 𝑹−𝟏𝑩𝑻𝑷𝒙: 
𝑢 = (
−111.80 132.28 0 −43.16 36.26 0
−111.80 −132.28 0 −43.16 −36.26 0
111.80 0 132.28 43.16 0 36.26
111.80 0 −132.28 43.16 0 −36.26
)    (5) 
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.    (7) 
Из графиков (3) – (8) видно, что система (1) действительно асимптотически устойчива, то есть компоненты решения 
𝑥𝑖(𝑡) → 0 при 𝑖 = 1,6̅̅ ̅̅ . 
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Рис. 2. График оптимального    Рис. 3. График оптимального 
решения для 𝑥1(𝑡).     решения для 𝑥2(𝑡). 
      
 
Рис. 4. График оптимального    Рис. 5. График оптимального 
решения для 𝑥3(𝑡).     решения для 𝑥4(𝑡). 
 
 
Рис. 6. График оптимального    Рис. 7. График оптимального 
решения для 𝑥5(𝑡).     решения для 𝑥6(𝑡). 
 
Информационные технологии и нанотехнологии - 2017 
Математическое моделирование    1009 
 
Рис. 8. График зависимости оптимального  Рис. 9. График зависимости оптимального 
решения для 𝑥1(𝑡).     решения для 𝑥2(𝑡). 
 
Рис. 10. График зависимости оптимального  Рис. 11. График зависимости оптимального 
решения для 𝑥3(𝑡).     решения для 𝑥4(𝑡). 
 
   Рис. 12. График зависимости оптимального решения для 𝑥5(𝑡).   Рис. 13. График зависимости оптимального решения для 𝑥6(𝑡). 
           
Решая систему (1) с помощью метода Лапласа, при 𝑅𝑖𝑖  =  0.01 и 𝑅𝑖𝑖  =  0.0001, получим 
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Рис. 14. График зависимости оптимального  Рис. 15. График зависимости оптимального 
решения для 𝑥1(𝑡).     решения для 𝑥2(𝑡). 
 
Рис. 16. График зависимости оптимального  Рис. 17. График зависимости оптимального 
решения для 𝑥3(𝑡).     решения для 𝑥4(𝑡). 
 
3. Задача оптимального управления на конечном промежутке времени 
Рассмотрим задачу оптимального управления на конечном промежутке времени.  











Уравнение Риккати примет вид [1, 2]: 
?̇? + 𝐴𝑇𝑃 + 𝑃𝐴 − 𝑃𝐵𝐸𝜀−2𝐵𝑇𝑃 + 𝑄 = 0.      (8) 
Следует отметить, что это уравнение является сингулярно возмущенным и для его анализа может быть применен 
метод интегральных многообразий [3−5], а рассматриваемая задача относится к задачам оптимального управления с 
дешевым управлением [6].  




) , 𝐵 = (
0
𝐵1
) ,𝑄 = (
𝑞1 0
0 𝑞2
).      (9) 
Получим дифференциальное уравнение Риккати с малым параметром в следующем виде: 
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) = 0,  (10) 
где 𝑠 = 𝐵1𝐵1
𝑇, далее упростим выражение (10) в виде уравнений для блоков (9): 
𝑝1̇ − 𝑝2𝑠𝑝2
𝑇 + 𝑞1 = 0,       (11) 
                   𝜀𝑝2̇ + 𝑝1 − 𝑝2𝑠𝑝3 = 0,            (12) 
                      𝜀𝑝2̇
𝑇 + 𝑝1 − 𝑝3𝑠𝑝2
𝑇 = 0,               (13) 
𝜀𝑝3̇ + 𝜀𝑝2 + 𝜀𝑝2
𝑇 − 𝑝3𝑠𝑝3 + 𝑞2 = 0.     (14) 
Далее произведем замену: 
𝑝1 = 𝑝1̅̅̅, 𝑝2 = 𝑝2̅̅ ̅, 𝑝3 = 𝑝3̅̅ ̅.  
Получим уравнения следующего вида: 
𝑝3̅̅ ̅𝑠𝑝3̅̅ ̅ = 𝑞2,       (15) 
𝑝2̅̅ ̅𝑠𝑝2̅̅ ̅
𝑇 = 𝑞1,      (16) 
𝑝1 = 𝑝2̅̅ ̅𝑠𝑝3̅̅ ̅.       (17) 






).     (18) 
Найдем решения уравнений (15,16,17): 




),    (19) 









).    (21) 
Далее выполним замену и подставим в (11,12,13,14): 
𝑝1 = 𝑋 + 𝑝1̅̅̅, 𝑝2 = 𝑌1 + 𝑝2̅̅ ̅, 𝑝3 = 𝑌2 + 𝑝3̅̅ ̅.       
Получим 
(𝑋 + 𝑝1̅̅̅)̇ − (𝑌1 + 𝑝2̅̅ ̅)𝑠(𝑌1 + 𝑝2̅̅ ̅)
𝑇 + 𝑞1 = 0     (22) 
𝜀(𝑌1 + 𝑝2̅̅ ̅)̇ + (𝑋 + 𝑝1̅̅̅) − (𝑌1 + 𝑝2̅̅ ̅)𝑠(𝑌2 + 𝑝3̅̅ ̅) = 0    (23) 
𝜀(𝑌1 + 𝑝2̅̅ ̅)
𝑇̇ + (𝑋 + 𝑝1̅̅̅) − (𝑌2 + 𝑝3̅̅ ̅)𝑠(𝑌1 + 𝑝2̅̅ ̅)
𝑇 = 0    (24) 
𝜀(𝑌2 + 𝑝3̅̅ ̅)̇ + 𝜀(𝑌1 + 𝑝2̅̅ ̅) + 𝜀(𝑌1 + 𝑝2̅̅ ̅)
𝑇 − (𝑌2 + 𝑝3̅̅ ̅)𝑠(𝑌2 + 𝑝3̅̅ ̅) + 𝑞2 = 0.  (25) 
Упростим (22) − (25): 
?̇? − (𝑌1 + 𝑝2̅̅ ̅)𝑠(𝑌1 + 𝑝2̅̅ ̅)
𝑇 + 𝑞1 = 0      (26) 
𝜀𝑌1̇ + (𝑋 + 𝑝1̅̅̅) − (𝑌1 + 𝑝2̅̅ ̅)𝑠(𝑌2 + 𝑝3̅̅ ̅) = 0     (27) 
𝜀𝑌1
𝑇̇ + (𝑋 + 𝑝1̅̅̅) − (𝑌2 + 𝑝3)̅̅ ̅̅ 𝑠(𝑌1 + 𝑝2̅̅ ̅)
𝑇 = 0    (28) 
𝜀𝑌2̇ + 𝜀(𝑌1 + 𝑝2̅̅ ̅) + 𝜀(𝑌1 + 𝑝2̅̅ ̅)
𝑇 − (𝑌2 + 𝑝3)̅̅ ̅̅ 𝑠(𝑌2 + 𝑝3)̅̅ ̅̅ + 𝑞2 = 0.   (29) 
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Упростим и перенесем слагаемые относительно переменных Y1, Y2, X вправо за знак равенства: 
?̇? − 𝑝2̅̅ ̅𝑠𝑝2̅̅ ̅
𝑇 + 𝑞1 = 𝑌1𝑠𝑌1 + 𝑌1𝑠𝑝2̅̅ ̅
𝑇 + 𝑝2̅̅ ̅𝑠𝑌1     (30) 
𝜀𝑌1̇ + 𝑝1̅̅̅ − 𝑝2̅̅ ̅𝑠𝑝3̅̅ ̅ = −𝑋 + 𝑌1𝑠𝑌2 + 𝑌1𝑠𝑝3̅̅ ̅ + 𝑝2̅̅ ̅𝑠𝑌2     (31) 
𝜀𝑌1̇
𝑇
+ 𝑝1̅̅̅ − 𝑝3̅̅ ̅𝑠𝑝2̅̅ ̅
𝑇 = −𝑋 + 𝑌2𝑠𝑌1
𝑇 + 𝑌2𝑠𝑝2̅̅ ̅
𝑇 + 𝑝3̅̅ ̅𝑠𝑌1
𝑇   (32) 
𝜀𝑌2̇ + 𝜀(𝑝2̅̅ ̅ + 𝑝2̅̅ ̅
𝑇) − 𝑝3̅̅ ̅𝑠𝑝3̅̅ ̅
𝑇 + 𝑞2 = −𝜀(𝑌1 + 𝑌1
𝑇) + 𝑌2𝑠𝑌2 + 𝑌2𝑠𝑝3̅̅ ̅ + 𝑝3̅̅ ̅𝑠𝑌2.  (33) 
Произведем следующие замены и подставим в (30) − (33): 
𝐽1 = 𝑝3̅̅ ̅𝑠𝑝2̅̅ ̅




























Получим систему вида (34) − (37): 
  ?̇? = 𝑌1𝑠𝑌1 + 𝑌1𝐽5 + 𝐽5𝑌1      (34) 
𝜀𝑌1̇ = −𝑋 + 𝑌1𝑠𝑌2 + 𝑌1𝐽6 + 𝐽5𝑌2     (35) 
𝜀𝑌1̇
𝑇
= −𝑋 + 𝑌2𝑠𝑌1
𝑇 + 𝑌2𝐽5 + 𝐽6𝑌1
𝑇    (36) 
𝜀𝑌2̇ + 𝜀𝐽2 = −𝜀(𝑌1 + 𝑌1
𝑇) + 𝑌2𝑠𝑌2 + 𝑌2𝐽6 + 𝐽6𝑌2.    (37) 

















































Получим систему дифференциальных уравнений: 
?̇?1 = (0,0036𝑧1
2 + 0.3528𝑧2𝑧4 + 0.3528𝑧3𝑧7) + 1.34𝑧1 + 1.34𝑧1 
?̇?2 = (0,0036𝑧1𝑧2 + 0.3528𝑧2𝑧5 + 0.3528𝑧3𝑧8) + 1.34𝑧2 + 11.11𝑧2 
?̇?3 = (0,0036𝑧1𝑧3 + 0.3528𝑧2𝑧6 + 0.3528𝑧3𝑧9) + 1.34𝑧3 + 11.11𝑧3 
?̇?4 = (0,0036𝑧2𝑧4 + 0.3528𝑧5
2 + 0.3528𝑧6𝑧8) + 11.11𝑧5 + 11.11𝑧5 
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?̇?5 = (0,0036𝑧4𝑧3 + 0.3528𝑧5𝑧6 + 0.3528𝑧6𝑧9) + 11.11𝑧6 + 11.11𝑧6 
?̇?6 = (0,0036𝑧3𝑧7 + 0.3528𝑧6𝑧8 + 0.3528𝑧9
2) + 11.11𝑧9 + 11.11𝑧9. 







































Получим систему вида: 
𝜀𝑧1̇ = −𝑥1 + (0,0036𝑧1𝑘1 + 0,3528𝑧2𝑘2 + 0,3528𝑧3𝑘3) + 0 + 1,34𝑘1 
𝜀𝑧2̇ = −𝑥2 + (0,0036𝑧1𝑘2 + 0,3528𝑧2𝑘4 + 0,3528𝑧3𝑘5) + 2,65𝑧2 + 1,34𝑘2 
𝜀𝑧3̇ = −𝑥3 + (0,0036𝑧1𝑘3 + 0,3528𝑧2𝑘5 + 0,3528𝑧3𝑘6) + 2,65𝑧3 + 11,11𝑘3 
𝜀𝑧4̇ = −𝑥2 + (0,0036𝑧4𝑘1 + 0,3528𝑧5𝑘2 + 0,3528𝑧6𝑘3) + 0 + 1,34𝑘2 
𝜀𝑧5̇ = −𝑥4 + (0,0036𝑧4𝑘2 + 0,3528𝑧5𝑘4 + 0,3528𝑧6𝑘5) + 2,65𝑧5 + 11,11𝑘4 
𝜀𝑧6̇ = −𝑥5 + (0,0036𝑧4𝑘3 + 0,3528𝑧5𝑘5 + 0,3528𝑧6𝑘6) + 2,65𝑧6 + 11,11𝑘5 
𝜀𝑧7̇ = −𝑥3 + (0,0036𝑧7𝑘1 + 0,3528𝑧8𝑘2 + 0,3528𝑧9𝑘3) + 0 + 1,34𝑘3 
𝜀𝑧8̇ = −𝑥5 + (0,0036𝑧7𝑘2 + 0,3528𝑧8𝑘4 + 0,3528𝑧9𝑘5) + 2,65𝑧8 + 11,11𝑘5 
𝜀𝑧9̇ = −𝑥6 + (0,0036𝑧7𝑘3 + 0,3528𝑧8𝑘5 + 0,3528𝑧9𝑘6) + 2,65𝑧9 + 11,11𝑘6. 















































) = 0, 
далее получим систему вида: 
𝜀𝑘1̇ + 𝜀745,35 = −𝜀2𝑧1 + (0,0036𝑘1
2 + 0,3528𝑘2
2 + 0,3528𝑘3
2) + 0 + 0 
𝜀𝑘2̇ + 0 = −𝜀(𝑧4 + 𝑧2) + (0,0036𝑘1𝑘2 + 0,3528𝑘2𝑘4 + 0,3528𝑘3𝑘5) + 2,65𝑘2 + 2,65𝑘2 
𝜀𝑘3̇ + 0 = −𝜀(𝑧7 + 𝑧3) + (0,0036𝑘1𝑘3 + 0,3528𝑘2𝑘5 + 0,3528𝑘3𝑘6) + 2,65𝑘3 + 2,65𝑘3 
𝜀𝑘4̇ + 𝜀62,99 = −𝜀𝑧5 + (0,0036𝑘2
2 + 0,3528𝑘4
2 + 0,3528𝑘5
2) + 2,65𝑘4 + 2,65𝑘4 
𝜀𝑘5̇ + 0 = −𝜀(𝑧8 + 𝑧6) + (0,0036𝑘2𝑘3 + 0,3528𝑘4𝑘5 + 0,3528𝑘5𝑘6) + 2,65𝑘5 + 2,65𝑘5 
𝜀𝑘6̇ + 𝜀62,99 = −𝜀(2𝑧9) + (0,0036𝑘3
2 + 0,3528𝑘5
2 + 0,3528𝑘6
2) + 2,65𝑘6 + 2,65𝑘6. 
Получим решение c граничными условиями 𝑥𝑖(1) = 0, 𝑧𝑖(1) = 0, 𝑘𝑖(1) = 0. 
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Рис. 18. График оптимального    Рис. 19. График оптимального 
решения для 𝑥1(𝑡).     решения для 𝑧1(𝑡). 
 
Рис. 20. График оптимального 
решения для 𝑘1(𝑡).     
Изменим граничные условия  𝑥𝑖(10) = 0, 𝑧𝑖(10) = 0, 𝑘𝑖(10) = 0. 
 
Рис. 21. График оптимального    Рис. 22. График оптимального 
решения для 𝑥1(𝑡).     решения для 𝑧1(𝑡). 
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Рис. 23. График оптимального 
решения для 𝑘1(𝑡). 
4. Заключение 
В работе рассмотрены две задачи управления квадрокоптером на конечном и бесконечном временных промежутках. 
Получены численно решения возникающих дифференциальных систем. 
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