The search for a green and low-carbon economy has been a guide to current energy and environmental research. Using current panel cointegration approaches, our study examines the interaction between trade and an environmental pollution proxy of carbon dioxide (CO 2 ) emissions by integrating economic growth and energy usage as major potential determining factors in this relationship for 49 high-emission countries in Belt and Road regions over the period of 1991-2014. For a robust analysis, we further grouped these countries into income panels (high, middle, low) and various regions (East Asia, Southeast Asia, Central Asia, South Asia, the Middle East/Africa, and Europe). The results of the panel cointegration tests revealed that the four variables were stationary in the long run. Similarly, our panel results indicated that trade openness had both positive and negative impacts on environmental pollution, but the effect varied in these different groups of nations. The results of the vector error correction model (VECM) causality also showed a long-run causal effect between trade, economic growth, energy consumption, and environmental pollution in the Belt and Road, Europe, high-income, middle-income, and low-income panels. The environmental Kuznets curve (EKC) results further indicated the existence of an inverted U-form relationship between trade and carbon emissions. Finally, certain policy implications are discussed.
Introduction
Economic study of the trade openness and CO 2 emissions relationship has undoubtedly become a major concern for economists, policymakers, and the general public. Since the emergence of the "General Agreement on Tariffs and Trade" (GATT), trade between countries has increased significantly, enhancing trade liberalization. Similarly, the reconstitution of the GATT to the World Trade Organization (WTO) has greatly encouraged global trade. The most recent strategy is the establishment of the "Trade Facilitation Agreement" (TFA) [1] , which is estimated to stimulate global trade by up to USD 1 trillion annually, with the greatest paybacks occurring for developing countries. However, the main concern of the TFA is its long-run global externality effects. The reciprocity of international trade was previously well proven in trade economics by Adam Smith and David Ricardo in their absolute advantage theory and comparative advantage theory, respectively, revealing that developing nations with receptive economic policies enjoy the mutual trade returns. In 2001, China officially entered the WTO, and since then it has been heavily involved in international competition and global been proven to be applicable to all emissions or ecological factors, and current research has disputed the concept of the EKC at large. Increasing production costs due to strict environmental standards has been a menace to global competition, according to manufacturers. The fundamental theory is that pollution-intensive firms in countries with friendly environmental standards enjoy more economic benefits, more than the similar firms located in countries with rigorous environmental laws. However, issues with regard to the potential negative environmental effects of open trade have been widely discussed, with the fear that a highly incorporated global economy (for instance, NAFTA, the European Union, and the WTO) will accelerate the depletion of resources, increase global emissions, and promote dumping in low-income economies. The level of a country's real GDP is a major factor in determining environmental regulations. However, inequalities in the cost of complying with environmental standards are the main reason for trading in dirty commodities.
Against this background and the 2030 agenda for sustainable development on climate change by the World Bank, this paper examines the immediate and long-term economic effects of real income, international trade, and energy consumption on environmental quality using panels from countries within Belt and Road regions over the period of 1991-2014. With this, we hope to add to existing studies by investigating the performance of trade and its long-term impacts on the environment. Our work contributes in multiple ways to current research. First, we used panel data from Belt and Road regions to empirically investigate the relationship between trade and environmental quality using the Granger causality approach of Engle et al. [26] . Again, for robust analysis, we used the most suitable and current long-term panel modus operandi, together with the panel cointegration estimate recommended by Pedroni [27] . We also discuss the complexity of the trade openness and CO 2 emissions relationship, pointing out that more trade does not always mean more emissions, and more emission levels do not necessarily involve more trade.
The manuscript adopts the following structure: Section 2 provides brief assessments on the related literature. Section 3 is the data, methodology, and empirical evidence used. Section 4 reveals and explains the empirical results. Section 5 concludes the study and provides several policy implications.
Literature Review

The Pollution Haven Hypothesis
In most cases, the pollution haven hypothesis (PHH) by Copeland et al. [28] explains the influence of trade on the environment. Strict environmental regulations in a country force companies to relocate to economies with friendly environmental laws. We can therefore classify the PHH as low environmental regulations that provide countries with comparative advantages that distort international trade patterns. Since many developing countries have an edge in the production of pollution-intensive commodities, their supply may be shifted to developing nations due to trade liberalization. The total effect of international trade on pollution is therefore obscure. The impacts of free trade on the environment are fully explained by composition, scale, and technology effects [4, 29, 30] . The scale effect shows that economic growth, mainly due to trade, worsens the environment due to the expansion of energy demand resulting from increased economic activity. However, as countries embrace free trade, higher income levels can lead to environmental improvements at the peak of economic prosperity. The composition effect explains that countries should change their production process based on their comparative advantage. When demand for traded goods manufactured by contaminating methods increases, countries in turn produce polluted goods ceteris paribus. This results in the movement of the polluting sector from industrialized nations to underdeveloped economies [30] . Thus, reaffirming Grossman et al. [31] , the net composition effect is that environmental improvements are fueled by higher income levels, but this result could be biased due to the comparative size of the environmental regulatory effect and the capital-labor effect in those industrial economies [32] . Finally, the technical effect explains the environmental impacts of transferred knowledge and innovative production methods as income and trade expand. Through trade liberalization, the transfer of environmentally friendly technologies and energy-efficient production techniques between countries can lead to lower greenhouse gas (GHG) emissions, specifically CO 2 . Therefore, classifying a country as a pollution haven depends on the above-mentioned features.
Trade Openness and Carbon Emissions
A number of works have developed empirical and theory-based models for analyzing the impact of trade liberalization on the environment [5] . The impact of international trade on environmental sustainability is an essential component in the formulation of trade policies. Using the simultaneous equation model [33] , the impact of CO 2 emissions on trade openness and other indicators for 14 Middle Eastern and North American (MENA) nations was studied between 1990 and 2011. The outcome showed that the effect of open trade on pollution in these economies was inverse and statistically unimportant. Utilizing the fully modified ordinary least squares (FMOLS) technique, Shahbaz et al. [6] analyzed 105 countries, obtaining data for the period 1980-2014 and grouping them into samples of worldwide, high-(developed), middle-(developing), and low-income (underdeveloped) groups. The research showed an inverted U-form nexus between trade and environmental quality for all groups. Similarly, Shahbaz et al. [34] found that trade openness improves pollution, since free trade fosters a greater level of research and development associated with foreign direct investment (FDI). Sohag et al. [35] investigated the impacts of real income, trade, population increases, and energy consumption on CO 2 emissions using data from 82 developing nations between 1980 and 2012 using various mean group (MG) approaches (cross-correlated and augmented). The results showed that a percentage increase in trade (holding all of the other explanatory variables constant) reduces CO 2 pollution by 0.3%. Meanwhile, the results were inconclusive for low-income, middle-income, and full sample countries. Managi et al. [36] used the instrumental variables modus operandi to estimate the overall effect of trade on environmental quality. The results showed that global trade increases emissions in non-advanced economies, with a contradictory reaction in advanced economies: this increase was attributed to the scale and composition effects of trade. By using industrial data from various Chinese provinces from 1997-2007, Jayanthakumaran et al. [37] examined the relationship between real income, global trade, CO 2 emissions, and sulfur dioxide (SO 2 ) particulates, confirming that international trade minimizes greenhouse gas emissions by increasing income and promoting an overall increase in consumer expenditure on environmentally friendly goods. Unresolved empirical research could have possibly occurred due to omitted variables, since a number of pollutants react contrarily to various trade factors and since the impact of trade on the environment is nation-precise, which may depend on the income level and political institutions of countries. In addition, few studies on the subject have involved Belt and Road countries as a whole, thereby creating the zeal for this research.
Real Income, Energy Consumption, and CO 2 Emissions
A school of thought has argued that the above economic indicators are interrelated and need to be studied together [38] . For instance, an EKC study confirmed that rising incomes do not always reduce CO 2 emissions, arguing that environmental pollution typically increases as income increases (Salahuddin et al. [39] and Farhani et al. [40] ). In addition, since energy usage has a significant effect on the quality of the environment, it is feasible to examine these two components using a joint mechanism to minimize inaccuracy. Likewise, because the three elements are related, their relationships may be tested simultaneously by a joint mechanism: specifically, in accordance with studies conducted by Keppler et al. [41] in the UK; in Brazil, Russia, India, China, and South Africa (BRICS) by Pao et al. [42] ; in India by Ghosh [43] ; and in China by Zhang et al. [44] . However, their results were different due to the various approaches, data, and nations used in their research. Over the past two decades, the real income and environmental pollution relationship has been well examined in the literature: This research has mostly been linked to the EKC framework. Much of the previous research on this relationship has supported the inverted U-shaped relationship, often described as the EKC theory. Since Grossman and Krueger [23, 45] , this relationship has been further investigated. Saboori et al. [46] , Ozturk et al. [47] and Fodha et al. [48] examined the EKC framework in their research, but their analysis showed a scope of inconsistent outcomes. For instance, a linear relationship, N-shaped relationship, and U-shaped relationship have appeared in the literature. An omitted variable bias issue was identified as the key limitation in the previous studies. Therefore, some current research has integrated other variables that influence environmental pollution, such as urbanization, trade openness, financial development, and energy consumption, into studies. This multivariate analysis, however, has also generated various outcomes for the EKC theory [33, 47] . Using a bootstrap panel unit root test and cointegration method, Arouri et al. [38] investigated the nexus between real income, energy usage, and CO 2 emissions for 12 MENA countries between 1981 and 2005. Their results showed increasing long-run relationships between energy usage, real income, and CO 2 emissions. This also revealed that economic growth had a quadratic relationship with environmental pollution in the 12 countries. They further emphasized that while the long-term coefficient estimates of real GDP met the EKC framework in the selected nations; their threshold points were different, thus failing to fully explain the EKC hypothesis. Acheampong [49] employed panel vector autoregression (PVAR) together with a system generalized method of moment (GMM) to investigate the changing causality between CO 2 emissions, energy consumption, and economic growth in 116 nations between 1990 and 2014. Their outcomes established that real income does not influence global and territorial energy usage. Again, apart from worldwide and the Caribbean/Latin America, real income had no causal effect on environmental pollution. In addition, energy usage increased real income in Sub-Saharan Africa and inversely affected real income in the Caribbean/Latin America. Finally, apart from MENA nations, environmental pollution did not affect the use of energy in the global sample, with countries in Sub-Saharan Africa showing evidence of the EKC framework. Gorus et al. [50] also examined the causality between real income, energy usage, and pollution using various Granger causality approaches in eight MENA oil-endowed economies between 1975 and 2014. The examination of the panel frequency domain showed a cause-and-effect relationship between all the underlying variables in different frequencies relative to the causal relationships of the time domain. Previous studies have failed to include both regional and income levels in their analysis, making it difficult to explain the extent to which energy consumption and real income affect environmental pollution in this group of nations.
Model and Empirical Analysis
Methodology and Data Collection
This section defines the framework and data used for the empirical analysis of the trade and environmental relationship. We compiled data on CO 2 emissions, real income, trade, and energy usage from the World Bank online data bank (2017) for 49 high-emission countries in Belt and Road regions (Table 1 ). Our data were yearly, ranging from 1991 to 2014.We further grouped the data into region and income groups. Many elements were employed to measure pollution in the literature, including SO 2 , nitrogen oxide (NO), and CO 2 , etc. However, we used CO 2 in our analysis because of its global effects. For instance, a report from the Environmental Protection Agency (EPA) showed the health problems associated with CO 2 emissions in the atmosphere [51] . Our work selected and used available data for the empirical analysis. We presupposed that the main forces of economic development were trade and energy usage, so we defined environmental pollution as an end product of energy consumption in relation to trade and economic growth.
Hence, we defined our models:
We altered all selected variables into natural logarithms in order to minimize the heteroscedasticity problem and get the growth level of the parameters by their log differences to compute Equation (2), using it to examine the relationship between the dependent and independent variables, following the works of [52] [53] [54] [55] :
ln
where ln CO 2it indicates the natural log of CO 2 emissions; ln Y it denotes the natural log of real income as a proxy for economic growth; ln TR it shows the natural log of trade openness; and ln EC it shows the natural log of energy consumption. The normal or stochastic error term ε it is assumed to be normally distributed. The coefficients α 1 , α 2 and α 3 indicate the elasticity of environmental pollution with respect to real income, trade, and energy consumption, respectively, and α 0 is the constant parameter. If α 1 < 0, this shows that economic growth (Y it ) is substitute for environmental pollution (CO 2it ), and otherwise the two are complements, that is, when α 1 > 0. This means that increasing real income will consequently increase energy consumption and thereafter cause pollution in the atmosphere to rise. If α 2 < 0, this means that global trade will deteriorate energy concentration through the technical effect by refining the environment, and it will inversely affect economic growth by increasing energy demand, leading to a potential rise in CO 2 emissions, thus reducing environmental quality when α 2 > 0. If α 3 < 0, this implies that the effect of energy usage on environmental pollution is negative, or else positive.
As for the anticipated outcomes, we expected α 1 to be positive, implying that increasing real income will increase environmental pollution. For α 2 , we expect mixed signs (positive or negative), as in the economic literature. According to Kohler [56] , this varies depending on the degree of economic development. We expected a negative sign for developed countries, since developed countries at a certain point stop manufacturing emission-intensive commodities and import them from nations with lenient environmental regulations. With regard to emerging economies, we expected a positive sign, because pollution-intensive sectors appear to emit a larger percentage of pollutants. We expected the sign of α 3 to be positive, since higher energy consumption is expected to increase environmental pollution.
Finally, following the theory behind the EKC analysis, we examined the reality of an inverted U-shape relationship between trade openness and CO 2 emissions. We introduced the square of trade into Equation (2) to compute Equation (3), using this equation to confirm the rationality of the EKC hypothesis in our model. Following the work of Shahbaz et al. [6] , we defined our EKC model as below:
where α 0 in the model is the interception parameter, which differs between country i and year t.
The basic theory is that [57] while pollution levels per metric ton may vary across nations at any given level of trade, the coefficient of trade openness is constant for all nations at a particular level of trade. The threshold point of trade openness, where pollution is maximized, is determined by
Data Tests and Analysis
Cross-Sectional Dependence Test
An economic analysis with panel data had several merits over cross-sectional and time series data. Using panel data in particular [43] enabled further observations by combining time series data between nations and further generated greater exponents for estimating the Granger causality test. In addition, when using panel data, we could control exogenous sources of individual heterogeneity that varied over specific periods. Since trade openness generally involves several nations, it became very important to take into account the influence of cross-sectional dependence on the selected dataset. We therefore began our analysis with a cross-sectional dependence test. The existence of cross-sectional dependency in a cross-country panel analysis occurs due to unnoticed common shocks or model misspecifications that are part of the error terms. Cross-sectional dependency within panels may be described as weak or strong, but negligence in determining the presence of cross-sectional dependency between selected variables can lead to bias estimations as well as inconsistent standard errors of the estimated parameters [58] . Therefore, by using the one parametric test proposed by Pesaran et al. [58, 59] , and Breusch et al. [60] , we examined the existence of cross-sectional dependency within our selected panels. The cross-sectional dependency lagrange multiplier (CD LM ) [58] test sums the squares of the correlation coefficient between cross-sectional residuals. This technique is used when T > N or N > T, where N is (the cross-sectional dimension) and T is (the time dimension of the panel) and is asymptotically standard and normally distributed. The null and alternative hypotheses were consistent with the CD LM1 test used by Breusch et al. [60] . This test is calculated using the following formula:
whereρ ij represents the sample outcome of the pairwise correlation of the residual, which is defined as:
The null and alternative hypotheses to be verified were ρ ij = ρ ji = corr(ε it , ε tj ) = 0 for i j and (ρ ij = ρ ji 0) for specific i j, respectively. The CD LM1adj test of Pesaran et al. [59] is an extended form of the CD LM1 estimation formulated by Breusch et al. [60] and is expressed below:
where N~(0, 1) and CD LM1 is computed as
This test also squares and adds the correlation coefficients between cross-sectional residuals after the ordinary least square (OLS) estimation and is used when N is constant and T approaches infinity and has N(N − 1)/2 degrees of freedom (Table 2) . Below are the null and alternative hypotheses for this test: H 0 (there is no relationship between cross-sections) and H 1 (there is a relationship between cross-sections). 
Panel Unit Root Test
Our research employed two alternative unit root test approaches to examine the availability of stationarity in our panel data and to reduce the problem of inconsistency and invalid test statistics in our estimation. This included the Levin-Lin-Chu (LLC) approach by Levin et al. [61] and the Im-Pesaran-Shin (IPS) test by Im et al. [62] (Table 3) . In this respect, the null hypothesis of nonstationarity within the series is evaluated against the alternative hypothesis that a proportion of the variables are completely static. Conversely, the LLC test for stationarity merges the various cross-sections, allowing the free movement of trends and intercepting coefficients across cross-sections and generating joint t-test results [63] . The LLC test evaluates the null hypothesis of stationarity between the individual cross-sections with the alternative hypothesis of stationarity between all cross-sections. According to Baltagi et al. [64] , the LLC technique allows for "static influences, separate deterministic movements and unrelated serially correlated errors", providing efficient results for panels of a moderate size. To limit the impact of cross-sectional dependency in our panel, we demeaned the data during the LLC test. In addition, Bildirici et al. [65] confirmed that the LLC test provides better approximations compared to other previous stationarity test approaches. 
Panel Cointegration Test
Several panel cointegration tests are available in the literature, and the emergence of a panel cointegration test from time series analysis is a recent occurrence. We therefore used seven different test statistics for testing the cointegration nexus in the heterogeneous panels described by Pedroni [27] . This test was further grouped into two dimensions: the "inner dimension" and "between dimensional statistics", usually described as the panel cointegration test and grouped mean panel cointegration statistics, respectively. The alternative hypotheses for both groups were tested against the same null hypothesis. However, this analysis was modified to minimize the possible bias created by the potential endogenous series in the model. When applying the cointegration test by Pedroni [27] , we first evaluated the panel cointegration regression model and saved the residual:
We continued the test by finding the first difference of our dataset for the 49 selected countries and calculated the residuals of the differentiated regression as below:
The third sequence of the test was to estimate the residual (ε it ) and the long-run variance (L 2 11i ) using the regression equation developed after estimating our first difference. This was then followed by estimating the appropriate autoregressive model using the residuals from the panel cointegration regression equation. The next step was to calculate the seven-panel statistics developed by [27] using the averages and variance modification. All seven tests by Pedroni [27] verified the null hypothesis of no cointegration (Table 4 ). This is computed below versus different alternative hypotheses, H 1 : ρ i = 1 for all i = 1, 2, 3 . . . . . . . . . N. The alternative hypothesis for the grouped mean panel cointegration statistics was H 1 : ρ i < 1, where a similar value of ρ i = ρ was insignificant. Similarly, the alternative hypothesis for the "inner dimension" was ρ i = ρ < 1. Here, we presumed a constant value for ρ i = ρ. However, with respect to the various alternative hypotheses, the outcomes were negative. 
Panel Cointegration Estimates
In this section, we examine the long-run effects between our dependent and independent variables considering the existence of cross-sectional dependency within our dataset. We estimated the long-run regression models by means of the FMOLS technique ( Table 5 ). The FMOLS is totally independent from larger samples within the existence of endogeneity and heterogeneous changes. Once more, using this approach generates consistent and unbiased estimates in smaller samples [66] . The FMOLS coefficient estimator is defined below:
where
), andV i is a lower triangular decomposition ofθ i as both T and N approach infinity for both the standard model lacking intercepts and the fixed effects model with heterogeneous intercepts. 
Panel Causality Test
After estimating the long-run nexus between the underlined series, we followed Engle et al. [26] to examine the Granger causality between sustainable trade and pollution using the vector error correction model (VECM) panel model (Tables 6 and 7 ). Our VECM model is defined below:
where γ 1i represents the elasticity of adjustment for the cointegration vector θ i, t−1 ; and δ 12ij , δ 13ij , θ 14ij indicate the short-term elasticity for the break values of the endogenous series, that is, economic growth, international trade, and energy usage, respectively. We employed Wald tests (F-tests) for short-run causality to test the null hypotheses of H 0 = δ 12ij = 0 for every i and j in our equation. Similarly, the null hypothesis of H 0 = γ 1i = 0 was used to estimate the long-term causal relationship between the selected variables for all i and j in the equation. Utilizing the multiple regression causal relationships proposed by Granger with a break interval of n (Schwarz Info Criterion, SIC = 2), we estimated and analyzed the direction of both causalities within our model. Note: *, **, *** indicates significance at 1%, 5%, and 10%, respectively (authors' computation). 
Results and Discussions
This section discusses the empirical outcomes of the analysis. Table 2 displays the outcomes of the cross-sectional dependency test applied to both the dependent and independent variables using the approaches of Pesaran et al. [58, 59] , and Breusch et al. [60] . Based on our results, we rejected the null hypothesis of the cross-sectional dependency test for the underlined variables. Subsequently, a unit root test was performed to check for stationarity and to determine the integrative features of the data using the LLC statistics of Levin et al. [61] and then the IPS test statistics of Im et al. [62] . The results for these tests are reported in Table 3 for all variables, indicating that CO 2 emissions, trade openness, real income, and energy usage were nonstationary in level form. On the other hand, in the first difference, all variables were integrated, explaining that pollution, real income, trade, and energy usage had a distinctive order of integration in each panel. This result helped in investigating the long-term nexus between the series using the panel cointegration technique. Estimates from the panel cointegration test are shown in Table 4 using the panel cointegration test developed by Pedroni [27] . The outcome shows that we accepted the alternative hypothesis of cointegration in most circumstances. Therefore, we conclude by saying that there was ample proof for the existence of cointegrating relationships between the variables (trade openness, economic growth, energy usage, and environmental quality). The results of the panel FMOLS analysis of the long-term effects between real income, energy consumption, and trade on environmental pollution are stated in Table 5 . The empirical results showed that trading with the global economy significantly increased environmental pollution in Belt and Road countries (1%), developed economies (1%), developing economies (5%), underdeveloped economies (1%), Southeast Asia (1%), Central Asia (10%), the Middle East/Africa (1%), and South Asia (1%). This implies that a percentage increase in international trade increased environmental pollution by the various magnitudes of the trade coefficients, keeping the other explanatory variables constant. This result is in line with findings from Shahbaz et al. [6] and Managi et al. [36] . A potential explanation for this impact of trade on the environment could be a heavy reliance on coal-powered technologies for production, household energy consumption, and the numerous pollution industries located within these regions, with patterns of specialty in high-pollutant commodities, hence providing support for the pollution haven hypothesis.
However, the coefficient of trade openness was inverse and statistically significant in Europe (1%), but was not significant in East Asia. This implies that increasing trade with the global world reduced emissions in Europe and East Asia, but the effect was insignificant in East Asia. Countries within this panel were relocating their dirty industries to emerging economies with lenient or nonexistent environmental regulations. Economic growth had a negative impact on CO 2 emissions in the Belt and Road countries (1%), high-income countries (1%), middle-income countries (1%), and in the Middle East/Africa (1%). This means that a percentage increase in economic growth reduced pollution in the atmosphere by a percentage of the growth elasticity in the various panels, hence improving the quality of the environment. Countries within these panels should concentrate on expanding growth in an attempt to reduce environmental pollution. This confirms the result of Frankel et al. [67] . Similarly, the panel results indicated a positive significant impact of real income on CO 2 emissions in low-income countries (1%), Southeast Asia (1%), South Asia (1%), Central Asia (5%), East Asia (1%), and Europe (1%). This implies that a 1% increase in real income (holding the other control variables constant) increased the CO 2 level in the atmosphere by a percentage magnitude of the growth coefficient. This result is in line with the past outcomes of Omri [33] and Fodha et al. [48] .
Since increasing economic growth involves the expansion of economic activities, the level of energy usage increases alongside growth. Consequently, the byproducts of energy consumption emit pollution into the atmosphere, therefore reducing environmental quality. The coefficient of energy consumption was positive and significant for the Belt and Road countries (1%), high-income nations (1%), middle-income countries (1%), low-income countries (1%), East Asia (1%), South Asia (1%), Southeast Asia(1%), the Middle East/Africa(1%), Central Asia(1%), and Europe(1%).This implies that a 1% increase in energy consumption (holding the other explanatory variables constant) increased CO 2 emissions levels in the atmosphere by a percentage magnitude of the energy consumption coefficient. Our results were consistent with previous studies [38] . This confirmed our anticipated outcomes, since according to the literatures; increasing energy usage reduces environmental quality in the long run: this result was related to the PHH. The dirty industry relies heavily on conventional energy sources (mainly coal power) for production, since most of these economies are now developing their clean energy sectors. The U.S. Energy Information Administration (2013) has reported China as the largest energy consumer worldwide, with a total energy use of 113,200 trillion British thermal units, accounting for about 22% of global energy usage. About 71% of total energy consumption is generated by coal, followed by oil (19%), hydroelectric power (6%), natural gas (3%), nuclear energy (1%), and other clean energy (0.2%). In addition, the output of the panel VECM Granger causality results (reported in Tables 6 and 7 ) indicated a long-run relationship between real income, trade openness, energy usage, and CO 2 emissions in the Belt and Road panel, with a feedback effect between energy consumption and CO 2 emissions both in the short run and long run. This implies that there was a bidirectional relationship between energy consumption and CO 2 emissions.
Similarly, the panel VECM Granger causality outcomes for the high-income, middle-, and low-income groups displayed a long-run relationship between real income, trade openness, energy consumption, and CO 2 emissions. Trade openness and energy consumption Granger-caused CO 2 emissions in the middle-and low-income panels in the short run. Likewise, there was a feedback relationship between CO 2 emissions and energy consumption in the middle-income panel in the short run. This result supports the outcomes of Ozturk et al. [68] and Mardani et al. [69] and many others. In addition, the results showed long-run causality between real income, energy consumption, trade, and environmental pollution in the European panel, with a feedback effect between trade and energy consumption in the short run. Further, the negative coefficient of the square of trade openness in our EKC outcome confirmed the existence of an inverted U-shaped nexus between trade and environmental pollution in all 10 panels, but with different turning points. This ensured absolute environmental enhancement along the path of trade openness and globalization. Our EKC results confirmed the outcome of Omri [33] .This result implies that as countries within this group expanded their economies into the global world, CO 2 emissions initially increased and began to fall after the maximum trade threshold point was achieved.
Since the expansion of trade is influenced by increasing real income, we could relate this outcome to support the EKC framework, which tests the relationship between income and environmental quality. These trade turning points where emissions began to fall are reported in Table 8 . Our findings showed that the EKC theory was supported in both developed and developing countries. However, it took more years for developing economies to reach the turning point than it took developed countries. Obtaining this threshold level was possible in the very short run through joint international efforts and supports. Generally, emissions from developing countries continued to rise until they reached the maximum turning point, making them the largest emitters of global CO 2 emissions. Our results confirmed the rising levels of emissions, specifically CO 2 , in developing economies such as China and India. According to the EKC theory, until these countries reach the maximum turning point, their emissions levels continue to increase as their economies grow. Countries are therefore adopting clean energy production technologies and consumption techniques that will promote economic growth and also reduce pollution and achieve a low-carbon economy. Higher turning points imply that it took countries within that panel fewer years to reach the threshold point where trade was maximized. Note: *, **, *** indicates significance at 1%, 5%, and 10%, respectively (authors' computation).
Conclusions and Policy Implications
This research investigated the relationship between international trade and pollution (modeled as CO 2 emissions), introducing other key explanatory variables such as energy consumption and economic growth and utilizing panels from 49 high-emission countries in Belt and Road regions. We further categorized these countries into regions and income groups for robust analysis. Data for these studies were collected from the World Development Indicators (2017). The data spanned a period of 24 years from 1991 to 2014, and participation in the WTO and data availability was considered. We employed a current panel estimation method for the empirical study. The stationarity and cross-sectional dependency test results showed that our selected variables were cointegrated at the first difference and were cross-sectionally dependent. Similarly, the cointegration test result confirmed that CO 2 emissions, international trade, real income, and energy consumption were integrated in the long run. In addition, the panel results using the FMOLS method showed that trading with the global world significantly increased CO 2 emissions in the Belt and Road, developed, developing, underdeveloped, Southeast Asia, Central Asia, the Middle East/Africa, and South Asia panels. Therefore, the outcomes of Copeland et al. [28] were confirmed, while East Asia and Europe showed an inverse significant relationship between trade and CO 2 emissions. However, a significant fraction of these negative effects on environmental quality is expected to be offset by the recent path of increasing renewable energy consumption by firms and households, therefore providing support for the scale effect. The outcomes for the Belt and Road, developed, developing, and underdeveloped panels reaffirmed the common concept that developed nations dump emissions linked to their production in developing economies. They relocate their pollutant industries to these areas, providing support to the pollution haven hypothesis [28] . This external relocation improves the environment in industrialized economies, but continues to enhance economic growth and worsen the environment in emerging economies. However, with increased technical foreign direct investment from industrialized economies, the adverse ecological impacts of the scale effect in emerging countries can be minimized.
For example, foreign direct investment from developed countries has significantly transformed China into a highly contaminated manufacturer globally: then they export most of what they produce back to developed countries. The panel VECM Granger causality results showed that trade openness Granger-caused environmental pollution in the Belt and Road, developed, developing, underdeveloped, and European countries in the long run. This implies that the world's environment becomes better as the quality of the environment in the various income groups (high, middle, and low) improves. Hence, involving the various income groups and regions is necessary when establishing world environmental policies. The early trade and environmental policies observed in multilateral climate change agreements have failed to yield the desired outcome. This includes the Doha Climate Change Conference in 2012. Since then, researchers and environmental economists have taken a different approach to examining this issue. Our result confirmed the various past outcomes of Copeland et al. [28] and Frankel et al. [67] . In addition, different income groups have various propensities to influence environmental quality via open trade. This calls for various policy implications and the need for various policy techniques for improving environmental quality and enhancing economic growth sustainability. For instance, the greening investment principle is aimed at ensuring eco-friendliness, global warming adaptability, economic diversity, and inclusion. It demands that nations "green" their fiscal, budgetary, and monetary systems, as well as create strict climate change policies and enhance their implementation, creating green jobs through the provision of supportive fiscal and tax reforms, building green investment regulations and products, and promoting financial reporting for the whole supply chain system. However, this requires cooperation from stakeholders and beneficiaries. Countries must therefore develop a favorable and supportive environment for eco-friendly investment. The EKC findings (reported in Table 8 ) suggest that it would take several more years to achieve the threshold point for low-income groups than it would for developed and developing countries to do so, but again underdeveloped economies are likely to attract significant trade effects from advanced industrial countries over time. Low-income economies, however, produce less pollution compared to industrialized economies. Thus, in order to achieve global development goals, the various threshold points provide supports for individual economies to restructure their domestic ecological laws. Moreover, we can conclude that due to global economic costs, pollution in the atmosphere as a result of trade openness has an extremely negative influence on air quality. A similar reference was realized in the various income panels, but with different turning points. In addition, with regard to the negative externalities related to emissions in the atmosphere, achieving the threshold level is possible in the very short term through effective international treaties and policy tools. Even though developing countries are theoretically expected to decrease their trade volumes for lower greenhouse gasses, reducing trans-boundary greenhouse gasses as well as negative spillover impacts requires international environmental collaboration.
According to Beghin et al. [70] , cooperation focused on technology distribution enhances environmental quality by promoting efficiency gains and modernization. The integration of environmental provisions into a trade agreement has therefore been identified by different countries as the most efficient means of protecting the world economy. Trade agreements should therefore reinforce the ability of governments to address concerns associated with the environment. Likewise, dropping trade barriers on environmentally friendly goods may increase green innovations at a minimum cost. For example, the Trans-Pacific Partnership (TPP) treaty was committed to helping emerging economies move into clean sectors and further adopts low-carbon mechanisms through the production of eco-friendly commodities and investments [71] . Efforts to reduce coal use must be accelerated by delaying new coal plants, actively promoting electrification in the industry and clean heating in buildings, efficiently pricing carbon, and providing coal-dependent countries with targeted support for renewable energy and economic transition. Our results show that more trade does not necessarily induce emissions, and the reverse is also true, as countries are gradually adopting eco-friendly production technologies. This transformation will reduce the heavy reliance on conventional energy for production and improve environmental quality in the long term. In general, reducing environmental pollution without negatively affecting trade volumes and real income calls on power-dependent countries to help develop generation capacity and renewable energy investment as well as restructure energy saving efforts to curb excessive energy lost. In addition, the current economic barriers to the promotion of renewable energy must be eliminated by working to improve coordination between authorities, providing adequate subsidies for developers, mitigating green investment risks, and gradually implementing renewable energy markets [72] .
Even though the above analysis gives valuable insight into this topic, it should be acknowledged that developing efficient energy and trade agreements committed to reducing environmental pollution and maintaining real GDP growth must take into account macroeconomic determinants other than the ones used in our study. In addition, the study was performed using a dataset collected for individual countries: Hence, the average emissions and the cross-country variations in emissions levels were likely to be influenced by factors affecting global trade. In addition, several indicators for measuring emissions are available in the literature, such as SO 2 , NO, etc.: All of this must be taken into consideration when selecting trade-related emissions data. Future expansions of this study should also take into account urbanization, sustainable energy distribution, sustainable development issues, innovation, human capital development, environmental regulation policy, etc., in multivariate analyses.
