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Abstract
Given any amenable group G (with a left Haar measure | · | or dg), we can select out a Følner
subnet {Fθ; θ ∈ Θ} from any left Følner net in G, which is L∞-admissible for G, namely, for any
Borel G-space (X,X ) and any ϕ ∈ L∞(X,X ), there exists some function ϕ∗ on X such that
Moore-Smith- lim
θ∈Θ
1
|Fθ|
∫
Fθ
ϕ(gx)dg = ϕ∗(x) ∀x ∈ X and ϕ∗ = (gϕ)∗ ∀g ∈ G.
Moreover, if G is σ-compact such as a locally compact second countable Hausdorff amenable
group, then ϕ∗ ∈ L∞(X,X ), ϕ∗(gx) = ϕ∗(x) a.e., and ϕ∗ is a.e. independent of the choice of the
L∞-admissible Følner net {Fθ; θ ∈ Θ} in G.
Consequently, we may easily obtain: (1) a Universal Ergodic Disintegration Theorem; (2)
the Khintchine Recurrence Theorem for σ-compact amenable group; (3) the existence of σ-
finite invariant Radon measures for any Borel action of an amenable group on a locally compact,
σ-compact, metric space X by continuous maps of X; and (4) an L∞-pointwise multiple ergodic
theorem.
Keywords: L∞-pointwise (multi-) ergodic theorem · Ergodic decomposition · Recurrence
theorem.
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0. Introduction
Følner sequences permit ergodic averages to be formed, and then the Lp-mean and L1-
pointwise ergodic theorems hold under “suitable conditions” for measure-preserving actions of
σ-compact amenable groups; see [3, 43, 16, 11, 12, 15, 41, 35, 27, 10, 33, 6] and so on. Al-
though the L1-pointwise ergodic theorem has been well known over tempered Følner sequences
since E. Lindenstrauss 2001 [27], yet there has been no one over Følner net for general amenable
group that does not have any Følner sequence at all. On the other hand, is there any other kind of
admissible Følner sequences for pointwise convergence but the tempered one?
In this paper, we prove the Lp-mean ergodic theorem, 1 ≤ p < ∞, over any Følner net
(cf. Theorem 0.4); and moreover, for any amenable group G, we can select out some Følner
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subnet from any Følner net in G, which is admissible for the L∞-pointwise ergodic theorem for
any Borel G-space X (cf. Theorem 0.5). An important setting that is beyond the ergodic theorems
available in the literature is the topological action on a compact metric space X:
• G y X, where G is a discrete uncountable abelian group.
But our results are valid for this case.
Consequently, as applications, we will present a new ergodic decomposition theorem for σ-
compact amenable groups by only a concise one-page proof (cf. Theorem 0.8), the Khintchine re-
currence theorem for any continuous action of σ-compact amenable groups (cf. Theorem 0.9), a
existence of σ-finite invariant measure (cf. Proposition 0.10), and a simple L∞-pointwise conver-
gence theorem of multiple ergodic averages for any topological module action on a measurable
space (cf. Theorem 0.11).
0.1. Amenability
By an amenable group, in one of its equivalent characterizations, it always refers to a locally
compact Hausdorff (lcH) group G, with a left Haar measure mG (sometimes write | · | and dg if
no confusion) on the Borel σ-field BG of G, for which it holds the left Følner condition [36]: for
any compacta K of G and ε > 0, there exists a compacta F of G such that F is (K, ε)-invariant;
i.e., |KF △ F | < ε|F |, where A △ B = (A \ B) ∪ (B \ A) is the symmetric difference.
Recall from [36, Definition 4.15]) that a net {Kθ, θ ∈ Θ} (where (Θ,≧) is a directed set) of
compacta of positive Haar measure of G is called a summing net in G if the following conditions
are satisfied:
(1) Kθ ⊆ Kϑ if θ ≦ ϑ;
(2) G = ⋃θ∈Θ K◦θ where K◦ is the interior of the set K;
(3) limθ∈Θ |gKθ △ Kθ | · |Kθ |−1 = 0 uniformly for g on compacta of G.
Here limθ∈Θ is in the sense of Moore-Smith limit; cf. [23]. Clearly, if G has a summing sequence
it is σ-compact.
From now on let G be an lcH group, then there holds the following very important lemma for
our later arguments.
Lemma 0.1 ([36, Theorem 4.16]). G is amenable if and only if there exists a summing net in G.
G is a σ-compact amenable group if and only if there exists a summing sequence in G.
We will need the following two basic concepts.
Definition 0.2 ([36]). Let {Fθ; θ ∈ Θ} be a net of compacta of positive Haar measure of G.
(1) {Fθ; θ ∈ Θ} is called a Følner net in G if and only if
• lim
θ∈Θ
|gFθ△Fθ |
|Fθ |
= 0 ∀g ∈ G.
(2) {Fθ; θ ∈ Θ} is called a K -Følner net (or uniform Følner net) in G if and only if
• lim
θ∈Θ
|KFθ△Fθ |
|Fθ |
= 0 for every compacta K of G.
One can analogously define Følner sequence and K -Følner sequence in a σ-compact amenable
group G.
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A K -Følner sequence is simply called a Følner sequence in many literature like [27, 10].
Clearly, every K -Følner net/sequence in G must be a Følner net/sequence; but the converse
is never true if G is not a discrete amenable group. In fact, one can easily construct a Følner
sequence in R, with the usual Euclidean topology, that is not a K -Følner sequence (cf. [36,
Problem 4.7]).
We can then obtain the following fact from Lemma 0.1.
Lemma 0.3. Every amenable group G has a (K -)Følner net in it. Moreover, if G is σ-compact,
then it has a (K -)Følner sequence.
Note that every subnet of a Følner net in G is also a Følner net in G. A non-σ-compact
amenable group does not have any Følner sequence in it. For example, Rd, as a discrete abelian
group, it is amenable but has no Følner sequence at all.
0.2. Ergodic theorems for amenable groups
Let (X,X ) be a measurable space. By L∞(X,X ), it denotes the Banach space composed
of all the bounded X -measurable functions ϕ : X → R with the uniform convergence topology
induced by the sup-norm ‖ϕ‖∞ = supx∈X |ϕ(x)|.
Let G yT X be a Borel action of an amenable group G on X, by X -measurable maps of X
into itself, where T : (g, x) 7→ Tgx or gx is the jointly measurable G-action map. In this case, X
is called a Borel G-space. See §3.2
By M(G yT X) we mean the set of all the G-invariant probability measures on (X,X ). It is
well known that if X is compact metrizable with X = BX and T is continuous, thenM(G yT X)
is non-void compact convex (cf. [14, 50]). In addition, independently of the Haar measure of G
we can define, for 1 ≤ p < ∞, two linear closed subspaces of Lp(X,X , µ):
Fpµ = {φ ∈ Lp(X,X , µ) | Tgφ = φ ∀g ∈ G} (0.1a)
and
Npµ = {φ − Tgφ | φ ∈ Lp(X,X , µ), g ∈ G}, (0.1b)
where, for any g ∈ G, the Koopman operator
Tg : Lp(X,X , µ) → Lp(X,X , µ)
associated to G yT X is defined by Tgφ : X → X; x 7→ φ(Tgx) for x ∈ X.
We can then obtain the following Lp-mean ergodic theorem, which generalizes theσ-compact
amenable group case.
Theorem 0.4. Let G yT X be a Borel action of an amenable group G on X and let µ belong to
M(G yT X); then, for any 1 ≤ p < ∞,
Lp(X,X , µ) = Fpµ ⊕ Npµ. (0.2a)
Moreover, for any Følner net {Fθ; θ ∈ Θ} in G and any φ ∈ Lp(X,X , µ),
Lp(µ)- lim
θ∈Θ
1
|Fθ|
∫
Fθ
Tgφdg = P(φ). (0.2b)
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Here
P : Fpµ ⊕ Npµ → Fpµ (0.2c)
is the projection with ‖P‖ ≤ 1. The statement also holds for σ-finite µ with µ(X) = ∞ when
1 < p < ∞.
Remarks of Theorem 0.4. (1) For any Bore action of σ-compact amenable group G, the Lp-
mean ergodic theorem, particularly L2-case, over any summing sequence or K -Følner
sequence {Fn} in G, has been showed since Bewley 1971 [3] and Greenleaf 1973 [16].
Also see [12, 15, 25, 26, 41, 27, 10] etc. However, Theorem 0.4 has no other restriction on
the Følner sequence/net {Fθ; θ ∈ Θ} in G.
(2) One step in the recipe for proving L1-pointwise ergodic theorem (cf. [33, §2.4]) is based
on the following “fact”:
• 1
|Fθ |
∫
Fθ Tgφ(x)dg → φ(x) a.e. ∀φ ∈ Fpµ.
This is because if G is σ-compact, then for φ ∈ Fpµ , one can find by Fubini’s theorem some
µ-conull X0 ∈ X such that Tgφ(x) = φ(x) mG-a.e. g ∈ G for any x ∈ X0 and thus
1
|Fθ|
∫
Fθ
Tgφ(x)dg = φ(x) ∀x ∈ X0.
However, if G is not σ-compact, then mG is not σ-finite and {Fθ; θ ∈ Θ} is not countable.
Thus the above “fact” is never a true fact.
Since the action map T (g, x) is BG-measurable with respect to g for any fixed x in X, then
for any compacta K of G and any observation ϕ ∈ L∞(X,X ), by Fubini’s theorem we can well
define the ergodic average of ϕ over K as follows:
A(K, ϕ)(x) = 1
|K|
∫
K
ϕ(Tgx)dg ∀x ∈ X.
Unlike the mean ergodic theorem, we can only obtain the L∞-pointwise convergence over Følner
subnet in G here.
In this paper, we will only pay our attention to the following left-Haar-measure version which
is more convenient for us to make use later on.
Theorem 0.5. Let {F′θ′ ; θ′ ∈ Θ′} be any Følner net in any amenable group G. Then we can
select out a Følner subnet {Fθ; θ ∈ Θ} of {F′θ′ ; θ′ ∈ Θ′}, which is L∞-admissible for G; namely, if
G yT X is a Borel action of G on any X, then there is a continuous linear function
A() : (L∞(X,X ), ‖ · ‖∞) → (RX ,Tp-c); ϕ 7→ ϕ∗ (0.3a)
such that: ∀ϕ ∈ L∞(X,X ),
ϕ∗ = (Tgϕ)∗ ∀g ∈ G (0.3b)
and
lim
θ∈Θ
A(Fθ, ϕ)(x) = ϕ∗(x) ∀x ∈ X. (0.3c)
If G is abelian, then Tgϕ∗ = ϕ∗ for any g ∈ G.
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Here RX is equipped with the product topology, i.e., the topology Tp-c of the usual pointwise
convergence.
Remarks of Theorem 0.5. (1) Here we cannot obtain that ϕ∗(x) is X -measurable, since ϕ∗
is only a Moore-Smith limit of a net of measurable functions A(Fθ, ϕ); if limθ∈Θ is se-
quential, then the limit ϕ∗ is automatically X -measurable for any ϕ ∈ L∞(X,X ) by the
classical measure theory. Moreover, we cannot assert that ϕ∗(x) is invariant too. However,
this theorem is already useful for some questions; see, e.g., Theorem 0.6, Theorem 0.8 and
Proposition 0.10 below for ergodic theory.
(2) It should be noted here that it is illegal to arbitrarily take ϕ ∈ L∞(X,X , µ) in place of
ϕ ∈ L∞(X,X ) in general, for mG does not need to be σ-finite and so we cannot employ
Fubini’s theorem on G × X here.
(3) The Lp-mean ergodic theorem will play no role for proving Theorem 0.5 because of (2) in
Remarks of Theorem 0.4.
The following is an easy consequence of Theorems 0.4 and 0.5, in which we will not impose
any additional restriction, like the Tempelman condition and the Shulman condition (cf. Remark
(2) of Theorem 0.6 below), on the Følner sequences we will consider here.
Theorem 0.6. Let G be an amenable group; then we can select out a Følner subnet {Fθ; θ ∈ Θ}
from any Følner net {Fθ′ ; θ′ ∈ Θ′} in G, which is L∞-admissible for G; namely, if G yT X is a
Borel action of G on any X, then one can find a linear operator ϕ 7→ ϕ∗ from L∞(X,X ) to RX
(to L∞(X,X ) if G is σ-compact by taking L∞-admissible Følner sequence for G) such that for
all ϕ ∈ L∞(X,X ),
• ϕ∗ = (Tgϕ)∗ ∀g ∈ G,
• limn→∞ A(Fn, ϕ)(x) = ϕ∗(x) ∀x ∈ X;
• moreover, if M(G yT X) , ∅, then for each µ ∈ M(G yT X)
– Tgϕ∗(x) = ϕ∗(x), µ-a.e., ∀g ∈ G,
– ϕ∗ = P(ϕ) µ-a.e., and
– if µ is ergodic, then ϕ∗(x) ≡ ∫X ϕdµ for µ-a.e. x in X.
Here P() is the projection for p = 1 as in Theorem 0.4.
Remarks of Theorem 0.6. (1) The pointwise convergence at everywhere in Theorem 0.6 can-
not be extended to L1(X,X , µ) in stead of L∞(X,X ). Let us consider the action of Z on
the circle T = R/Z defined by
Tn : x 7→ x + nα (mod 1)
where α is any fixed irrational number, and let ϕ(x) = x−1/2 ∈ L1(T,BT, µ) where µ = dx.
Then there is a summing sequence {S n; n ∈ N} in Z so that
lim sup
n→∞
1
|S n|
∑
i∈S n
ϕ(Tix) = +∞ ∀x ∈ T;
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see [11, Theorem 1]. Now for any point x0 ∈ T we can find a Følner sequence {F′n; n ∈ N}
in Z such that
lim
n→∞
1
|F′n|
∑
i∈F′n
ϕ(Tix0) = +∞;
and then for any Følner subsequence {Fn} of {F′n}, there is no a desired limit ϕ∗ as in
Theorem 0.6. In fact, Theorem 0.6 does not hold for Lp(X,X , µ) instead of L∞(X,X ),
p < ∞, by [11, Proposition 5].
(2) The question of pointwise convergence of ergodic averages is much more delicate than
mean convergence. When G is a second countable amenable group, in 2001 [27] Lin-
denstrauss proved the most general L1-pointwise ergodic theorem that holds for G acting
on Lebesgue spaces, over any K -Følner sequence {Fn; n ∈ N} satisfying the so-called
Shulman/tempered Condition [41, 27]:
∣∣⋃
k<nF−1k Fn
∣∣ ≤ C|Fn| for some C > 0 and all
n ≥ 1. This condition is weaker than the so-called Tempelman Condition for summing
sequence:
∣∣F−1n Fn∣∣ ≤ C|Fn| for some C > 0 and all n ≥ 1, needed in [3, 43, 11, 35] and so
on.
• The first point of our Theorem 0.6 is over Følner sequence neither K -Følner nor
summing sequences. Although one can select out a tempered K -Følner subsequence
from any K -Følner sequence (cf. [27, Proposition 1.4]), yet we cannot select out a
tempered K -Følner subsequence from any Følner sequence that is not of K -Følner.
• The other point is that our amenable group G we consider here is not necessarily sec-
ond countable. The second countability is an important condition for Lindenstrauss’s
basic covering result [27, Lemma 2.1] which is used in his proof of the L1-pointwise
ergodic theorem.
So our Theorem 0.6 is not a consequence of Lindenstrauss’s L1-pointwise ergodic theorem
nor of his proving. In other words, there are other non-tempered Følner sequences which
are admissible for L∞-pointwise convergence.
(3) A. del Junco and J. Rosenblatt showed in [21] that on every nontrivial Lebesgue space
(X,B, µ) one can find an ergodicZ-action and some ϕ ∈ L∞(X,B, µ) such that A(F′n, ϕ)(x)
does not have a limit almost everywhere over the Følner sequence {F′n; n ∈ N} in Z defined
by F′n =
{
n2, n2 + 1, . . . , n2 + n
}
that satisfies Tempelman’s condition but is not increasing.
However, by our Theorem 0.6, it follows that we can always find some Følner subsequence
{Fn} of {F′n} such that
A(Fn, ϕ)(x) → ϕ∗(x) a.e. (µ).
This shows that the pointwise convergence is very sensitive to the choice of the Følner
sequence in G.
(4) The continuity of the Moore-Smith limit A() : L∞(X,X ) → RX ; ϕ 7→ ϕ∗ in Theorem 0.5
is a new ingredient for non-ergodic systems; and it is another important point that ϕ∗(x) is
defined at everywhere x in X (not only a.e.) for any bounded observation ϕ (This point will
be needed in Lemma 0.7 below); moreover, ϕ∗ does not depend on any invariant measure
µ. These points are new observations in ergodic theory, since here G yT X is not assumed
to be unique ergodic and even not topological.
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We will provide a little later some applications of Theorem 0.5 and its proof idea in, respec-
tively, §0.3.1 for probability theory, §§0.3.2, 0.3.3 and 0.3.4 for ergodic theory, and §0.3.5 for
the L∞-pointwise convergence of multiple ergodic averages of amenable module actions. Some
further applications such as for product of amenable groups and quasi-weakly almost periodic
points will be presented later in §3.5 and §4.
Outline of the proof of Theorems 0.5 and 0.6 Since K. Yosida and S. Kakutani 1939 [48]
the maximal ergodic theorem (or maximal inequality) has played an essential role in the proofs
of the Lp-pointwise ergodic theorems (cf. e.g., [43, 41, 27, 33, 5] etc.). In our situation, however,
relative to a left Følner net {Fθ; θ ∈ Θ} in G, yet there is no such a maximal inequality and
even though M∗ϕ(x) := supθ∈Θ |A(Fθ, ϕ)(x)|, for ϕ ∈ L∞(X,X ), is not X -measurable (cf. [33,
§2.3.1]). Thus we here cannot expect to use the standard recipe for proving Lp-pointwise ergodic
theorems for 1 ≤ p < ∞ (cf. [33, §2.4]).
In §3.2 not involving any ergodic theory, we will first prove the everywhere L∞-pointwise
convergence, by only using the classical Arzela´-Ascoli theorem,
A(Fθ, ϕ)(x) → ϕ∗(x) ∀x ∈ X, ∀ϕ ∈ L∞(X,X ),
for some Følner subnet {Fθ; θ ∈ Θ} that relies on G yT X but not on the observation ϕ(x). To
obtain a L∞-admissible Følner subnet in G that is independent of an explicit Borel G-space X, we
need to consider a “big” Borel G-space X =
∏
λ Xλ which is just the product space of all Borel
G-spaces Xλ. See §3.3.
But, since ThTgϕ = Tghϕ , Thgϕ and mG is only a left Haar measure of G, we cannot
deduce the G-invariance, and specially the measurability, of the Moore-Smith limit ϕ∗. To obtain
the invariance and measurability, we will need to utilize in §3.3 the mean ergodic theorem (i.e.
Theorem 0.4) which will be proved in §2 using classical functional analysis (cf. §1). In other
words, the Lp-mean ergodic theorem will play a role in proving Theorem 0.6.
Note that the mean ergodic theorem early played a role for a.e. L1-pointwise convergence in
[46, 47, 11] in a different way based on Banach’s convergence theorem. However, the latter is
invalid in our situation because of having no the “L∞-mean ergodic theorem” condition
lim
n→∞
‖A(Fn, ϕ) − ϕ∗‖∞,µ = 0
as the condition (4) of [47, Theorem XIII.2.1] and of L∞(X,X ) is never a subset of second
category of (L1(X,X , µ), ‖ · ‖1). This means that even for Theorem 0.6, the standard recipe for
proving Lp-pointwise ergodic theorems for 1 ≤ p < ∞ is not valid here.
0.3. Applications
We will present four applications of Theorem 0.5 and its proof methods here. Our L∞-
pointwise convergence at everywhere is an important point for our arguments.
0.3.1. Universal conditional expectations
We now present our first application of Theorems 0.5 and 0.6 in probability theory and er-
godic theory. As in Theorem 0.6, let G yT X be a Borel action of an amenable group G on a
measurable space (X,X ). Set
XG =
{
B ∈ X | T−1g [B] = B ∀g ∈ G
}
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and
XG,µ =
{
B ∈ X | µ
(
T−1g [B] △ B
)
= 0 ∀g ∈ G
}
∀µ ∈ M(G yT X)
which both form σ-subfields of X . Then P(φ) = Eµ(φ|XG,µ) for φ ∈ L1(X,X , µ) by Theo-
rem 0.4; moreover, function φ is XG-measurable if and only if Tgφ = φ ∀g ∈ G.
Now by Theorems 0.5 and 0.6, we can obtain the following, which says that XG is sufficient
to the family M(G yT X).
Lemma 0.7. Let G be σ-compact amenable and X a Borel G-space with M(G yT X) , ∅.
Then there exists a bounded linear operator E : L∞(X,X ) → L∞(X,X ) such that
(1) ‖E()‖ ≤ 1,
(2) E(φ) = φ if φ ∈ L∞(X,XG), and
(3) for any µ ∈ M(G yT X), E(φ) is a version of Eµ(φ|XG,µ) (i.e. E(φ) = Eµ(φ|XG,µ) µ-a.e.)
for any φ ∈ L∞(X,X ).
Proof. Define E : ϕ 7→ ϕ∗ for each ϕ ∈ L∞(X,X ) where ϕ∗ is given as in Theorem 0.6 based
on some L∞-admissible Følner sequence, say {Fn; n = 1, 2, . . . } for G. Then (1) and (2) of
Lemma 0.7 both hold automatically.
To check (3), let µ ∈ M(G yT X) and B ∈ XG,µ be arbitrary. Then by Theorem 0.6 and
Fubini’s theorem follows that for φ ∈ L∞(X,X ),∫
B
E(φ)dµ = lim
n→∞
1
|Fn|
∫
Fn
∫
X
1B(x)Tgφ(x)dµ(x)dg
= lim
n→∞
1
|Fn|
∫
Fn
∫
X
1B(Tgx)φ(Tgx)dµ(x)dg
= lim
n→∞
1
|Fn|
∫
Fn
∫
B
φdµdg
=
∫
B
φdµ
which proves (3) since φ∗ = P(φ) a.e. is XG,µ-measurable by Theorem 0.6.
In 1963 V. S. Varadarajan showed a universal conditional expectation theorem for any locally
compact second countable Hausdorff (abbreviated to lcscH) group G by using harmonic analy-
sis combining with the martingale theory [44, Theorem 4.1]. Here our ergodic-theoretic proof
is very concise by using sufficiently the σ-compact amenability without assuming the second
countability axiom.
On the other hand, since the L1-pointwise ergodic theorem of Lindenstrauss is for lcscH
group and is for a.e. convergence, not for everywhere convergence as in our Theorem 0.6, hence
the classical Lp-pointwise ergodic theorems in the literature cannot play a role in the proof of
Lemma 0.7 in place of Theorem 0.6.
0.3.2. Universal ergodic disintegration of invariant measures
We now turn to the important decomposition of an invariant probability measure into ergodic
components. Let’s consider a Borel G-space X, where G is an lcH group and X a compact Haus-
dorff space with X = BX the Borel σ-field. As usual, µ ∈ M(G y X) is said to be ergodic if
and only if the 0-1 law holds:
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• µ(B) = 0 or 1 ∀B ∈ XG,µ.1
The classical Ergodic Decomposition Theorem of Farrell-Varadarajan [13, 44] claims that if
X is (G-isomorphically) compact metrizable and G is lcscH, then every µ ∈ M(G y X) has a.s.
uniquely an ergodic disintegration β : x 7→ µx. See also [10, Theorem 8.20].
However, if G is not second countable, then the methods developed in [13, 44, 10] are all
invalid. Moreover, if (X,X , µ) is not (isomorphically) a compact metrizable probability space,
then there exists no a disintegration of µ in general; see, e.g., [8] for counterexamples. Our
Theorem 0.8 below shows that a universal ergodic disintegration (good for all µ ∈ M(G y X))
is always existent if X is G-isomorphically a compact metric space.
Let M (X) consist of all the Borel probability measures on X endowed with the customary
topology as follows:
• the function µ 7→ µ( f ) = ∫X f dµ is continuous, for any fixed f ∈ C(X).
Now based on Theorem 0.6 and Lemma 0.7, we can then concisely obtain a universal ergodic
disintegration in a very general situation.
Theorem 0.8. Let G yT X be a Borel action of a σ-compact amenable group G by continuous
transformations of a compact metric space X to itself such that M(G yT X) , ∅. Then there
exists an X -measurable mapping
β : X →M(G yT X); x 7→ βx
such that for any µ ∈ M(G yT X),
(1) for any φ ∈ L1(X,X , µ), it holds that
(a) φ ∈ L1(X,X , βx) and
∫
X φdβx = Eµ
(
φ|XG,µ
) (x) for µ-a.e. x ∈ X;
(b) µ = ∫X βxdµ(x), i.e. ∫X ϕdµ = ∫X ∫X ϕdβxdµ(x) ∀ϕ ∈ L1(X,X , µ);
(2) moreover, βx satisfies the 0-1 law (i.e. βx is ergodic to G yT X) for µ-a.e. x ∈ X.
Namely {βx; x ∈ X}, characterized by (1), is a “universal ergodic disintegration” of G yT X.
Proof. For the convenience of our later arguments in §0.3.4 we will illustrate our proof by divid-
ing into three steps.
Step 1. A universal construction. Let ϕ 7→ ϕ∗ from L∞(X,X ) to RX be as in Theorem 0.6
associated to some L∞-admissible Følner sequence {Fn}∞1 for G. Then for any x ∈ X, we can
define a positive linear functional Lx : C(X) → R by ϕ 7→ ϕ∗(x) such that Lx(1) = 1. By the
Riesz representation theorem, it follows that for any x ∈ X, there exists a (unique) probability
measure, write βx, on X (= BX) such that
Lx(ϕ) =
∫
X
ϕdβx ∀ϕ ∈ C(X),
and βx is independent of any µ in M(G yT X). Given any ϕ ∈ C(X), clearly x 7→ βx(ϕ) = ϕ∗(x)
is X -measurable by Theorem 0.6. Hence X ∋ x 7→ βx ∈ M (X) is X -measurable.
1It should be noted here that sometimes µ is called ergodic if weakly µ(B) = 0 or 1 ∀B ∈ XG . If G is lcscH, then the
two cases are equivalent to each other; see, e.g., [44, 13, 37]. However, in general, the latter is weaker than the former
for XG (XG,µ in general; see [13] and [37, §12] for a counterexample.
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In order to check the G-invariance of βx, for any h ∈ G and ϕ ∈ C(X), we can see Thϕ ∈ C(X)
and that ∫
X
ϕdβx = lim
n→∞
1
|Fn|
∫
hFn
Tgϕ(x)dg = lim
n→∞
1
|Fn|
∫
Fn
Thgϕ(x)dg
= lim
n→∞
1
|Fn|
∫
Fn
TgThϕ(x)dg
=
∫
X
Thϕdβx
which implies that Thβx = βx. Thus, βx ∈ M(G yT X). (This also proves the classical result of
M. Day: M(G yT X) , ∅.)
Step 2. Checking property (1). First the property (b) is valid whenever (a) is true. Noting the
property (a) holds, for any φ ∈ C(X), by Lemma 0.7. The general L1-case follows from the stan-
dard approximation theorem and the Lebesgue dominated convergence theorem of conditional
expectation (cf., e.g., [15, pp. 109]). Indeed, for φ ∈ L1(X,X , µ) note that φ = ∑n φn, µ-a.e.,
φn ∈ C(X) where
∑
n ‖φn‖1 < ∞.
Set A = {x : φ(x) , ∑n φn(x)}. Then µ(A) = 0 and let An be open neighborhoods of A with
An ⊃ An+1 and µ(An) → 0. Let χn ∈ C(X) such that χn = 0 outside An and 0 < χn ≤ 1 on An. For
each ε > 0, the power χεn is continuous and∫
X
(∫
χεndβx
)
dµ(x) =
∫
X
χεndµ ≤ µ(An).
Letting first ε→ 0 and then n → ∞, we find
0 = lim
n→∞
lim
ε→0
∫
X
(∫
χεndβx
)
dµ(x) = lim
n→∞
∫
X
βx(An)dµ(x) =
∫
X
βx(∩nAn)dµ(x).
Hence βx(A) = 0 for µ-a.e. x ∈ X. This implies that φ =
∑
n φn, βx-a.e., for µ-a.e. x ∈ X.
Next,
∑
n ‖E(|φn||XG,µ)‖1 < ∞, so that X0 :=
{
x :
∑
n E(|φn||XG,µ)(x)
(
=
∑
n βx(|φn|)
)
< ∞
}
is of µ-measure one. Now for x ∈ X0,
∑
n |φn| ∈ L1(X,X , βx), and so∫
X
(∑
n
φn
)
dβx =
∑
n
∫
X
φndβx.
We also have µ-a.e. x ∈ X,
∫
X φndβx = E(φn|XG,µ)(x), so that∫
X
(∑
n
φn
)
dβx =
∑
n
E(φn|XG,µ)(x) (µ-a.e. x ∈ X).
Since φ =
∑
n φn (βx-a.e.), we find∫
X
φdβx =
∑
n
E(φn|XG,µ)(x) = E
(∑
n
φn|XG,µ
)
(x) = E(φ|XG,µ)(x) (µ-a.e. x ∈ X)
This proves the property (b).
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Step 3. Checking property (2). Finally, we will proceed to prove the property (2). For this, let
µ ∈ M(G yT X) be any given. By the property (1), it follows that for any B ∈ XG,µ,
βx(B) = Eµ
(
1B|XG,µ
) (x) = 1B(x) (µ-a.e. x ∈ X).
That is to say, for B ∈ XG,µ, we have 1B ≡ βx(B) βx-a.e., for µ-a.e. x ∈ X. Thus, if ϕ ∈ L∞(X,X )
is XG,µ-measurable, then
ϕ ≡
∫
X
ϕdβx, βx-a.e., (µ-a.e. x ∈ X).
Let B = {B1, B2, . . . } be a countable algebra of X -subsets of X with σ(B) = X and E be as in
Lemma 0.7. Then one can find some Eµ ∈ X with µ(Eµ) = 1 such that for all x ∈ Eµ and B ∈ B,
E(1B) βx-a.e.≡
∫
X
E(1B)dβx =
∫
X
Eβx
(
1B
∣∣XG,βx) dβx = βx(B).
Now for any x ∈ Eµ and any I ∈ XG,βx , choose a sequence Bnk ∈ B with 1Bnk → 1I a.e. (βx); and
then
βx(I) = lim
k→∞
βx(Bnk)
βx-a.e.
= lim
k→∞
Eβx
(
1Bnk
∣∣XG,βx) βx-a.e.= Eβx
(
lim
k→∞
1Bnk
∣∣XG,βx
)
= Eβx
(
1I
∣∣XG,βx) βx-a.e.
= 1I βx-a.e.
by Lemma 0.7 and βx ∈ M(G yT X). So βx(I) = 0 or 1 and thus βx is ergodic for any x ∈ Eµ.
This therefore proves Theorem 0.8.
In Theorem 0.8 G is not assumed commutative. The σ-compactness is needed in Theorem 0.8
to guarantee the measurability of βx and Lemma 0.7. We now conclude §0.3.2 with some remarks
on Theorem 0.8.
Remarks of Theorem 0.8. (1) In Theorem 0.8, our disintegration {βx, x ∈ X} is independent
of µ and it is in fact a.s. unique.
(2) Each invariant component βx is constructed over a same L∞-admissible Følner sequence
{Fn}∞1 for G. It should be noted that disintegration {βx; x ∈ X} is important in many as-
pects of ergodic theory; for example, for defining fiber product
∫
Y µy ⊗ µydν of a G-factor
π : (X,X , µ) → (Y,Y , ν) with π−1[Y ] = XG,µ in Furstenberg’s theory [15].
(3) If G acts by continuous maps on a compact metric space X, then one can obtain an ergodic
integral representation for any µ ∈ M(G y X) by Choquet’s theorem (cf. [37, §12]); but
no the disintegration {βx; x ∈ X}.
(4) Let G be a σ-compact amenable group, which is not second countable. Then the Farrell-
Varadarajan theorem plays no role in this case. Moreover, since G is not metrizable (oth-
erwise it is second countable), hence [10, Theorem 8.20] cannot play a role too.
(5) If G is not amenable, then Theorem 0.8 does not need to be true. For example, for G we
take the discrete group of all permutations of N and we naturally act it on the compact
metric space {0, 1}N (cf. [14, 44]).
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0.3.3. A Khintchine-type recurrence theorem
LetR be equipped with the standard Euclidean topology. Then A. Y. Khintchine’s recurrence
theorem says that (cf. [24, 32]):
• If R yT X is a continuous action of R on a compact metric space X preserving a Borel
probability measure µ, then for any E ∈ BX with µ(E) > 0, the set{
t ∈ R | µ(E ∩ T−tE) > µ(E)2 − ε
}
, ∀ε > 0,
is relatively dense in R
V. Bergelson, B. Host and B. Kra have recently derived in 2005 [2] the following multiple version
of Khintchine’s theorem, only valid in ergodic Z-action Z yT X:
• {n ∈ Z | µ(E ∩ T−nE ∩ T−2nE) > µ(E)3 − ε} and
{n ∈ Z | µ(E ∩ T−nE ∩ T−2nE ∩ T−3nE) > µ(E)4 − ε},
each of the above two sets is relatively dense in Z.
Using Theorems 0.4, 0.6 and 0.8 and differently with [24, 32], we may now generalize Khint-
chine’s theorem from R-actions to amenable-group actions as follows:
Theorem 0.9. Let G yT X be a µ-preserving Borel action of a σ-compact amenable group G,
by continuous transformations on a compact metric space X, not necessarily ergodic. Then for
any ϕ ∈ L2(X,BX , µ) with ϕ ≥ 0 a.e. and
∫
X ϕdµ > 0, the set
H(ϕ, ε) =
{
g ∈ G
∣∣∣∣
∫
X
ϕ(x)ϕ(Tgx)dµ(x) >
(∫
X
ϕdµ
)2
− ε
}
, ∀ε > 0,
is of positive lower Banach density; i.e., H(ϕ, ε) has positive lower density over any Følner
sequence {Fn}∞1 in G. This implies that H(ϕ, ε) is syndetic in G.
Proof. Let {Fn}∞1 be any Følner sequence in G. Let {βx, x ∈ X} be the universal ergodic disinte-
gration of G yT X by Theorem 0.8. Then for µ-a.e. x0 ∈ X, by using Theorem 0.6 for βx0 in
place of µ,
lim
n→∞
1
|Fn|
∫
Fn
Tgϕ(x)dg = ϕ∗(x) =
∫
X
ϕdβx0
(
in (L2(X,X , βx0 ), ‖  ‖2)
)
.
Furthermore,
lim
n→∞
1
|Fn|
∫
Fn
(∫
X
ϕ(x)ϕ(Tgx)dβx0 (x)
)
dg =
(∫
X
ϕdβx0
)2
.
Therefore by Theorem 0.8, Fatou lemma, Fubini’s theorem and Jensen’s inequality, we can obtain
that
lim inf
n→∞
1
|Fn|
∫
Fn
(∫
X
ϕ(x)ϕ(Tgx)dµ(x)
)
dg ≥
∫
X
(∫
X
ϕdβx0
)2
dµ(x0)
≥
(∫
X
∫
X
ϕdβx0 dµ(x0)
)2
=
(∫
X
ϕdµ
)2
.
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This means that for any ε > 0, the set H(ϕ, ε) has positive lower density over {Fn}∞1 in G.
The proof of Theorem 0.9 is thus completed, for {Fn}∞1 is arbitrary.
A special important case is that ϕ(x) = 1B(x) for B ∈ BX with µ(B) > 0. Moreover, since
here G is not necessarily an abelian group and so there is no an applicable analogue of Herglotz-
Bochner spectral theorem (cf. [28, Theorem 36A] for locally compact abelian group) for the
correlation function g 7→ 〈ϕ, Tgϕ〉 from G to C, our proof of Theorem 0.9 is of somewhat interest
itself.
We will consider the recurrence theorem in the case that G is not σ-compact in §4.2.
0.3.4. Existence of σ-finite invariant measures
Replacing C(X) by Cc(X) = {φ : X → R | φ continuous with supp( f ) compact} in the above
proof of Theorem 0.8, we in fact have proved the following byproduct, which generalizes the
classical theorems of Kryloff-Bogoliouboff and of Day.
Proposition 0.10 (σ-finite invariant measure). Let G yT X be a Borel action of an amenable
group G by continuous maps of a “locally compact Hausdorff space” X to itself such that
• ϕ∗(x) . 0 for some ϕ ∈ Cc(X) over some Følner net {Fθ; θ ∈ Θ} in G.
Then there exists a nontrivial Borel measure µ on X with the following properties:
(i) µ(K) < ∞ for every compact set K ⊆ X;
(ii) µ(E) = inf{µ(V) : E ⊆ V,V open} for every E ∈ BX;
(iii) µ(E) = sup{µ(K) : K ⊆ E, K compact} for every open set E and for each E ∈ BX with
µ(E) < ∞; and
(iv) for every g ∈ G, ∫X φdµ = ∫X Tgφdµ for each φ ∈ Cc(X).
In particular, if X is a locally compact σ-compact metric space, then µ is a σ-finite invariant
measure for G yT X.
Proof. As in Step 1 of the proof of Theorem 0.8, it is easy to see that there exists a nontrivial
Borel measure µ on X with the properties (i)–(iv).
Now let X be an lc, σ-compact metric space. We first need to prove that µ is quasi-invariant
for G yT X:
• ∀E ∈ BX and g ∈ G, µ(E) > 0 ⇔ µ
(
T−1g E
)
> 0.
If µ(E) > 0; then one can find some compact set K ⊆ E, µ(K) > 0 and φn ∈ Cc(X) with φn = 1
on K, 0 ≤ φn ≤ 1 and φn(x) ց 1K(x). By φn(Tgx) → 1K(Tgx) and (iv), it follows that
µ
(
T−1g E
)
≥
∫
X
1K(Tgx)dµ = lim
n→∞
∫
X
φn(Tgx)dµ = lim
n→∞
∫
X
φndµ ≥ µ(K) > 0. (0.4)
Conversely, if µ
(
T−1g E
)
> 0, then by the above argument with E′ := T−1g E in place of E and
h := g−1 in place of g, we can see that 0 < µ
(
T−1h E′
)
= µ(E). Thus µ is quasi-invariant for
G yT X.
In fact, (0.4) also implies that µ (T−1g E) ≥ µ(E) for any g ∈ G. Thus, µ is invariant. This
proves Proposition 0.10.
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Clearly, Day’s fixed-point theorem and Kryloff-Bogoliouboff’s construction proofs, for any
amenable group G acting continuously on a compact metric space X, both does not work for
proving the existence of a σ-finite ∞-invariant measure here; this is because the convex set of
probability measures on X is not compact for X is not compact.
In fact, we may read Proposition 0.10 as follows:
• Let G yT X be a Borel action of an amenable group G, by continuous maps, on a locally
compact σ-compact metric space X. If G yT X does not have any σ-finite invariant
measure, then the Moore-Smith limit ϕ∗ ≡ 0 for any ϕ ∈ Cc(X) over any L∞-admissible
Følner net {Fθ; θ ∈ Θ} in G; i.e., G yT X is dissipative.
Clearly, this proposition has some interests of its own.
0.3.5. L∞-Pointwise multi-ergodic theorem for topological modules
In what follows, G is called a topological R-module if and only if G is a module over a ring
(R,+, ·) such that
• G is a topological group, (R,+, ·) is such that (R,+) is an lcH abelian group with a fixed
Haar measure | · | or dt, and the scalar multiplication (t, g) 7→ tg from R × G to G is
continuous.
We now consider a Borel action of a topological R-module G on a measurable space (X,X ),
T : G × X → X or write G yT X. Given any g ∈ G and t ∈ R, we customarily write
T tg : X → X; x 7→ T tgx = Ttgx ∀x ∈ X.
Now for any g1, . . . , gl ∈ G and any compacta K of R with |K| > 0, for any ϕ ∈ L∞(X,X ), we
may define the multiple ergodic average of ϕ over (g1, . . . , gl; K) as follows:
Ag1,...,gl(K, ϕ)(x) =
1
|K|
∫
K
T tg1ϕ(x) · · ·T tglϕ(x)dt ∀x ∈ X
=
1
|K|
∫
K
ϕ(Ttg1 x) · · ·ϕ(Ttgl x)dt.
Our methods developed for Theorem 0.5 is also valid for the following multiple ergodic theorem.
Theorem 0.11. Let G be a topological R-module; then we can select out a subnet {Kθ; θ ∈ Θ}
from any net {K′θ′ ; θ′ ∈ Θ′} of positive Haar-measure compacta of (R,+) such that, if G yT X is
a Borel action of G on X, then for any g1, . . . , gl ∈ G and any ϕ ∈ L∞(X,X ),
lim
θ∈Θ
Ag1,...,gl (Kθ, ϕ)(x) = Ag1,...,gl (ϕ)(x) ∀x ∈ X,
where Ag1,...,gl() : (L∞(X,X ), ‖·‖∞) → (RX ,Tp-c) is continuous. Moreover, if (R,+) is σ-compact
and (X,X ) is countably generated, then for any ϕ ∈ L∞(X,X ),
Ag1,...,gl (Kθ, ϕ)
weakly
−−−−→ Ag1,...,gl (ϕ) in L2(X,X , µ)
for any µ ∈ M(G yT X) if M(G yT X) , ∅.
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Proof. This follows easily from a slight modification of the proof of Theorem 3.3 presented in
§3.2 by noting
∣∣Ag1,...,gl(K, ϕ)(x) − Ag1,...,gl(K, ψ)(x)∣∣ ≤ 1|K|
∫
K
∣∣ϕ(T tg1 x) · · ·ϕ(T tgl x) − ψ(T tg1 x) · · ·ψ(T tgl x)∣∣ dt
≤
l−1∑
k=0
‖ϕ − ψ‖∞‖ϕ‖
l−1−k
∞ ‖ψ‖
k
∞
in place of (3.2). So we omit the details.
The interesting point of Theorem 0.11 lies in that {Kθ, θ ∈ Θ} is independent of any observa-
tions ϕ in L∞(X,X ).
However, we have lost the independence (with subnets) and invariance of Ag1,...,gl(ϕ) in gen-
eral. Of course, if we are only concerned with the classical case that R = Z and
T ng1 = T
n, T ng2 = T
2n, . . . , T ngl = T
ln
for a µ-preserving map T or
T ng1 = T
n
1 , T
n
g2 = T
2n
2 , . . . , T
n
gl = T
ln
l
for µ-preserving commuting maps T1, T2, . . . , Tl, then combining with the multiple L2-mean er-
godic theorems of Host-Kra [19] (also Ziegler [49]) or of Tao [42] (also Austin [1]) we can see
AT,T 2,...,T l(ϕ) or AT1,T2,...,Tl(ϕ) is X -measurable and independent of the choice of Følner subse-
quence.
Corollary 0.12. Let T1, . . . , Tl be l commuting µ-preserving automorphism of X. Then one can
select out a Følner subsequence {Fn} from any Følner sequence {F′n′} in (N,+) such that for any
ϕ ∈ L∞(X,X ),
lim
n→∞
1
|Fn|
∑
i∈Fn
ϕ(T i1x) · · ·ϕ(T il x) = AT1,...,Tl(ϕ)(x) µ-a.e.
with AT1,...,Tl(ϕ) ∈ L∞(X,X , µ) is independent of the choice of the subsequence {Fn}.
We note that if the L∞-pointwise convergence is required for the previously given Følner net
itself, not over its Følner subnet, then the question is much harder and more delicate; see, e.g.,
[4] for 2-tuple commuting case and [20] for ergodic distal systems.
Question 0.13. In Theorem 0.11, if we consider the sequential limit over a Følner sequence in
a σ-compact (R,+), then it is possible that Ag1,...,gl (ϕ) is a.e. independent of the choice of the
L∞-admissible Følner subsequences.
1. The adjoint operators, null spaces and range spaces
Let E be a Banach space and let L (E) denote the space of all continuous linear operators
of E into itself. By E∗ we denote the dual Banach space of E, which consists of all the bounded
linear functionals of E. For x ∈ E and φ ∈ E∗, write φ(x) = 〈x, φ〉 if no confusion. Recall that
E is called reflexive if and only if E = E∗∗. In this section we will prove a preliminary theorem
(Theorem 1.2 below).
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1.1. Orthogonal complements, projection and adjoint operators
Let H be a subset of E. Then we define
H⊥ = {φ ∈ E∗ | 〈x, φ〉 = 0 ∀x ∈ H}.
Clearly, H⊥ = H⊥ is a closed linear subspace of E∗. A continuous linear operator P of E into
itself satisfying P2 = P is called a projection of E to itself (cf. [30, Definition 6.1]).
Given any T ∈ L (E), we define a continuous linear operator of E∗, T ∗ : E∗ → E∗, by
φ 7→ φ ◦ T , which is called the adjoint to T , such that
‖T ∗‖ = ‖T‖ and (T L)∗ = L∗T ∗ ∀T, L ∈ L (E).
Moreover it holds that
〈T x, φ〉 = 〈x, T ∗φ〉 ∀x ∈ E, φ ∈ E∗ and T ∈ L (E).
See, for example, [30, II.2] and [39, VI.2].
The following simple lemma will be useful in our proof of the mean ergodic theorem in §2.
Lemma 1.1. Let G be an lcH group with a left Haar measure mG and {Tg; g ∈ G} a family of
continuous linear operators of a reflexive Banach space E to itself satisfying conditions:
(I) Th(Tgx) = Tghx ∀g, h ∈ G, x ∈ E;
(II) for x ∈ E and y∗ ∈ E∗, g 7→ 〈Tgx, y∗〉 is a Borel function on G;
(III) for x ∈ E and y∗ ∈ E∗, g 7→ 〈Tgx, y∗〉 is mG-integrable restricted to any compacta of G.
Then
{
T ∗g−1 , g ∈ G
}
is also such that (I), (II) and (III) with E∗ in place of E.
Proof. Let g, h ∈ G be arbitrary. Then
T ∗g−1 T
∗
h−1 = (Th−1Tg−1 )∗ = (Tg−1h−1 )∗ = T ∗(hg)−1 .
Thus T ∗g−1 is contravariant in g. Next for any y
∗ ∈ E∗ and any x ∈ E∗∗ = E, the function
g 7→ 〈T ∗g−1 y
∗, x〉 = 〈y∗, Tg−1 x〉
is obviously Borel measurable on G by (II). Thus g 7→ T ∗g−1 is weakly measurable. Finally by(∫
K
Tg−1 dg
)∗
=
∫
K
T ∗g−1 dg
for any compact set K of G, we can conclude that
{
T ∗g−1
}
g∈G satisfies condition (III) on E∗. This
completes the proof of Lemma 1.1.
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1.2. Vanishing space and range space
Let T = (Tθ)θ∈Θ be a family of continuous linear operators of E to itself, where Θ is not
necessarily a directed set. The vanishing space of T , written V(T ), is the set of vectors x ∈ E
such that Tθx = 0 for all θ ∈ Θ. It is clear that
V(T ) =
⋂
θ∈Θ
ker(Tθ)
is a closed linear subspace of E.
By the range of T ∈ L (E), write R(T ), is meant the set of vectors y of the form y = T x.
Clearly R(T ) is a linear subspace. However, it need not be closed. Let R(T ) represent the minimal
closed linear manifold that contains the ranges of all Tθ, i.e.,
R(T ) = span{R(Tθ), θ ∈ Θ},
which is referred to as the closure of the range of T .
1.3. Preliminary theorem
The following result is very important for proving our Theorem 0.4 in the next section, which
is an extension of a theorem of E. Lorch [29, Theorem 1] or [30, Theorem 8.1] for a single
operator of the reflexive Banach space E.
Theorem 1.2. Let E be a reflexive Banach space and T = (Tθ)θ∈Θ a family of continuous linear
operators of E to itself. Let V(T ) and R(T ) denote the vanishing space and the closure of the
range of T , respectively. Let T ∗ = (T ∗θ )θ∈Θ, V(T ∗) and R(T ∗) be the corresponding structures
defined in the dual space E∗. Then
V(T )⊥ = R(T ∗), R(T )⊥ = V(T ∗); (1.1)
and
V(T ∗)⊥ = R(T ), R(T ∗)⊥ = V(T ). (1.2)
Proof. First of all we note that T ∗∗ = T for all T ∈ L (E) and E∗∗ = E. We have therefore that
R(T ∗∗) = R(T ) and V(T ∗∗) = V(T ) and that (1.1) implies (1.2) by applying (1.1) with T ∗ in
place of T . Hence to prove the theorem, we need only prove (1.1).
To start off, let φ ∈ V(T ∗) be arbitrarily given. Then T ∗θ (φ) = 0 for all θ ∈ Θ. Now if x ∈ E,
then 〈Tθx, φ〉 = 〈x, T ∗θ (φ)〉 = 0 for all θ ∈ Θ. Hence φ is orthogonal to the union of the ranges of
all Tθ and (by linearity and continuity) to R(T ). This implies that R(T )⊥ ⊃ V(T ∗). Now for the
opposite inclusion, suppose that φ ∈ R(T )⊥. Then 〈Tθx, φ〉 = 0 for any x ∈ E and any θ ∈ Θ. But
by 〈Tθx, φ〉 = 〈x, T ∗θ (φ)〉, we see that T ∗θ (φ) = 0 for all θ ∈ Θ and so φ ∈ V(T ∗). Thus it follows
that R(T )⊥ ⊂ V(T ∗) and in consequence we have R(T )⊥ = V(T ∗).
Next we let φ ∈ E∗ and θ ∈ Θ be arbitrarily given and set ψ = T ∗θ (φ). If x ∈ V(T ) is arbitrary,
then 〈x, ψ〉 = 〈x, T ∗θ (φ)〉 = 〈Tθx, φ〉 = 0. Thus ψ ⊥ V(T ). This means that V(T )⊥ ⊃ R(T ∗) since
V(T )⊥ is a closed linear manifold. To get V(T )⊥ ⊂ R(T ∗), we now assume V(T )⊥ 1 R(T ∗)
and then we can choose a functional φ ∈ V(T )⊥ in E∗ satisfying φ < R(T ∗). Then there exists
a functional in E∗∗ which is 0 restricted to R(T ∗) and is 1 on φ by the Hahn-Banach theorem.
Therefore by the reflexivity of E, we have the existence of a vector x ∈ E such that x ⊥ R(T ∗)
and φ(x) = 1. Since x ⊥ R(T ∗), hence 〈x, T ∗θ (ψ)〉 = 0 for each ψ ∈ E∗ and any θ ∈ Θ. Hence
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〈Tθx, ψ〉 = 0 for any ψ ∈ E∗ and any θ ∈ Θ. This means that x ∈ V(T ) and since φ ∈ V(T )⊥, we
get φ(x) = 0. This contradicts φ(x) = 1. Whence the hypothesis that V(T )⊥ 1 R(T ∗) is false.
Thus V(T )⊥ ⊂ R(T ∗) and hence V(T )⊥ = R(T ∗).
The proof of Theorem 1.2 is therefore completed.
Remark 1.3. The spaces V(T ),R(T ),V(T ∗), and R(T ∗) all are defined by T independently of
any Følner net in G. This is a crucial point in the proof of Theorem 0.4 in §2.
We note that the weak compactness of a bounded set of E plays no a role in the above proof
of Theorem 1.2.
1.4. Topologies for linear transformations
To better understand our mean ergodic theorems, it is necessary to know the various topolo-
gies on the Banach space L (E).
1. The uniform topology in L (E) is the topology defined by the usual operator norm.
2. Let T, T1, T2, . . . belong to L (E). Suppose that for every x ∈ E, ‖T x − Tnx‖E → 0 as
n → ∞. Then {Tn} is said to converge strongly to T .
3. Let T, T1, T2, . . . belong to L (E). Suppose for every vector x ∈ E and for any functional
φ ∈ E∗, 〈T x − Tnx, φ〉 → 0 as n → ∞. Then we say {Tn} converges weakly to T .
Clearly, uniform convergence implies strong convergence; and strong convergence implies weak
convergence. Our mean ergodic theorems all are in the sense of the strong topology on L (E).
2. The mean ergodic theorems of continuous operators
In this section, we will first prove an abstract mean ergodic theorem (Theorem 2.1 which
implies Theorem 0.4 except p = 1) using Theorem 1.2. Secondly we shall prove the case p = 1
of Theorem 0.4 provided µ(X) < ∞.
Before proving, we first point out that our approaches introduced here are only valid for
groups, for we need to involve the adjoint operators T ∗g−1 in our procedure.
2.1. Abstract mean ergodic theorem
Let E be a Banach space, and let G be an amenable group with any fixed left Følner net
{Fθ, θ ∈ Θ} in it as in §0.1. We can now generalize Lorch’s mean ergodic theorem ([30, Theo-
rem 9.1]) as follows.
Theorem 2.1. Let {Tg : E → E}g∈G be a family of continuous linear operators of a reflexive
Banach space E to itself, which is such that:
(1) TgTh = Thg ∀g, h ∈ G,
(2) for x ∈ E and y∗ ∈ E∗, g 7→ 〈Tgx, y∗〉 is Borel measurable on G, and
(3) {Tg}g∈G is mG-almost surely uniformly bounded; i.e., ‖Tg‖ ≤ β for mG-a.e. g ∈ G.
Set
F = {x ∈ E | Tgx = x ∀g ∈ G} and N = {x − Tgx | x ∈ E, g ∈ G}.
Then
E = F ⊕ N
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and
1
|Fθ|
∫
Fθ
Tgxdg → P(x) ∀x ∈ E.
Here
P : F ⊕ N → F
is the projection, ‖P‖ ≤ β; i.e., A(Fθ, ) converges strongly to P() in L (E).
This type of mean ergodic theorem was first introduced by J. von Neumann in 1932 [34] for
the case that {Tg : H → H } is generated by a single unitary operator T of a Hilbert space H
to itself, and then it was extended to more general spaces than Hilbert space. See, e.g., F. Riesz
in 1938 [40] for the case ‖T‖ ≤ 1, E = Lp where 1 < p < ∞; E. Lorch in 1939 [29] for the case
where E is a reflexive Banach space and T is power bounded; and K. Yosida and S. Kakutani
for weakly completely continuous T of a Banach space E to itself, respectively, in 1938 [45] and
[22]; also see [9, Theorem 9.13.1].
We notice here that condition (3) ensures that for any x ∈ E and any compact subset K of G
with |K| > 0, the Pettis integral of the vector-valued function Tx : g 7→ Tgx over K
A(K, x) := 1
|K|
∫
K
Tgxdg,
is a well-defined vector in E by
〈A(K, x), y∗〉 = 1
|K|
∫
K
〈Tgx, y∗〉dg ∀y∗ ∈ E∗.
See, e.g., [9, Proposition 8.14.11] and [18, Chap. III]. Thus A(K, ) : E → E makes sense for any
compacta K of G, which is linear with respect to x ∈ E with ‖A(K, )‖ ≤ supg∈K ‖Tg‖.
Proof of Theorem 2.1. Let T = {I − Tg, g ∈ G} and then F = V(T ) and N = R(T ) which are
independent of {Fθ; θ ∈ Θ}, where I is the identity operator of E. Suppose first that x ∈ E is in F;
thus Tgx = x for all g ∈ G and then
1
|Fθ|
∫
Fθ
Tgxdg = x ∀θ ∈ Θ.
Thus restricted to F, we have
lim
θ∈Θ
1
|Fθ|
∫
Fθ
Tgxdg = x.
Now let y ∈ N be arbitrary. This means that for any ǫ > 0, there are finite number of elements,
say g1, . . . , gℓ ∈ G, and vectors z1, . . . , zℓ, z ∈ E such that
y = (z1 − Tg1 z1) + · · · + (zℓ − Tgℓzℓ) + z, ‖z‖E < ǫ.
By the asymptotical invariance of the Følner net {Fθ; θ ∈ Θ} and the a.s. uniform boundedness of
{Tg}, an easy calculation shows that
lim sup
θ∈Θ
∥∥∥∥ 1|Fθ|
∫
Fθ
Tgydg
∥∥∥∥
E
≤ βǫ.
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It is now clear that y ∈ N implies that
1
|Fθ|
∫
Fθ
Tgydg → 0
since ǫ is arbitrary.
Meanwhile the above argument shows that F∩N = {0} and so F+ N = F⊕ N. Suppose that
x ∈ F and y ∈ N. Then
1
|Fθ|
∫
Fθ
Tg(x + y)dg → x and ‖x‖ ≤ β‖x + y‖.
We have therefore shown that A(Fθ, ), restricted to vectors in F⊕ N, converges to the projection
P of F ⊕ N onto F for which ‖P‖ ≤ β.
To prove Theorem 2.1, it remains to show that E = F ⊕ N. By similar arguments, according
to Lemma 1.1 we see that for the adjoint operator group{
T ∗g−1 : E
∗ → E∗
}
g∈G
,
which is such that
T ∗g−1 T
∗
h−1 = T
∗
(hg)−1 and (T ∗g )−1 = T ∗g−1 ∀g, h ∈ G,
if we restrict to the manifold F(T ∗) ⊕ N(T ∗) that is associated to
T ∗ =
{
I∗ − T ∗g−1
}
g∈G
=
{
I∗ − T ∗g
−1
}
g∈G
,
there follows that 1
|Fθ |
∫
Fθ T
∗
g−1 ()dg converges to the projection of F(T ∗)⊕ N(T ∗) onto F(T ∗). In
particular, F(T ∗) ∩ N(T ∗) = {0}.
Now to the contrary suppose that there is some x , 0 in E such that x < F(T ) ⊕ N(T ). Then
there exists some functional φ ∈ E∗ such that φ ⊥ F ⊕ N and φ(x) = 1 by the Hahn-Banach
theorem; hence φ , 0. But φ ∈ F⊥ = N(T ∗) and φ ∈ N⊥ = F(T ∗) by virtue of Theorem 1.2 and
Remark 1.3. Hence φ = 0. This contradiction shows that E = F ⊕ N.
The proof of Theorem 2.1 is thus completed.
We note here that in Theorem 2.1 the projection P is independent of the Følner net {Fθ; θ ∈ Θ}
in G. This thus completes the proof of our Theorem 0.4 in the case 1 < p < ∞ since Lp(X,X , µ),
for 1 < p < ∞, are reflexive Banach spaces.
2.2. Proof of Theorem 0.4
We need only say some words for the case p = 1 under the condition µ(X) < ∞. In fact, let
F1µ = {φ ∈ L1(X,X , µ) | φ = Tgφ ∀g ∈ G} and N1µ = {ψ − Tgψ |ψ ∈ L1(X,X , µ), g ∈ G}.
Then we can easily see that F1µ ∩ N1µ = {0} and that for any φ = φ1 + φ2 ∈ F1µ ⊕ N1µ with φ1 ∈ F1µ
and φ2 ∈ N1µ there follows A(Fθ, φ) → φ1 with ‖φ1‖1 ≤ ‖φ‖1 and A(Fθ, φ2) → 0 in L1-norm. Now
let φ ∈ L1(X,X , µ) be arbitrary; and then ∃ψn ∈ L2(X,X , µ) with ψn → φ in L1-norm. Since
ψn = P(ψn) + (ψn − P(ψn)) where ψn − P(ψn) ∈ N1µ and ‖P(ψm) − P(ψn)‖1 ≤ ‖ψm − ψn‖1 for all
m, n ≥ 1, it follows that ϕ := L1- limn→∞ P(ψn) ∈ F1µ and φ − ϕ ∈ N1µ. Thus,
L1(X,X , µ) = F1µ ⊕ N1µ.
This hence completes the proof of the case p = 1 of Theorem 0.4 whenever µ(X) < ∞.
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2.3. A mean ergodic theorem for product amenable groups
Let G1, . . . ,Gl be l σ-compact amenable groups which respectively have fixed left Haar mea-
sures m1, . . . ,ml, where l ≥ 2 is an integer. By m we denote the usual l-fold product measure
m1 ⊗ · · · ⊗ ml on the l-fold product space G1 × · · · × Gl. Let {Tgi }gi∈Gi , 1 ≤ i ≤ l, be families of
continuous linear operators of a same reflexive Banach space E to itself satisfying conditions (1),
(2) and (3) of Theorem 2.1.
Then by Theorem 2.1, for any Følner sequences
(
F(i)n
)∞
n=1 in Gi, 1 ≤ i ≤ l, we can obtain in
the sense of the strong operator topology that
Pi() = lim
n→∞
1
mi
(
F(i)n
) ∫
F(i)n
Tgi()dgi.
Under the above situation, the following result generalizes [31].
Theorem 2.2. There follows that
P1 · · ·Pl = lim
n→∞
1
m
(
F(1)n × · · · × F(l)n
) ∫
F(1)n ×···×F(l)n
Tg1 · · ·Tgldg1 · · · dgl.
Proof. First of all, we note that for any bounded linear operator L : E → E,∫
F(i)n
LTgi dgi = L
∫
F(i)n
Tgidgi
and ∫
F(i)n
Tgi Ldgi =
(∫
F(i)n
Tgidgi
)
L
for all 1 ≤ i ≤ l; and m
(
F(1)n × · · · × F(l)n
)
= m1
(
F(1)n
)
· · ·ml
(
F(1)n
)
. Let l = 2. Then by Fubini’s
theorem,
lim
n→∞
1
m
(
F(1)n × F(2)n
) ∫
F(1)n ×F(2)n
Tg1 Tg2 dg1dg2
= lim
n→∞
1
m1
(
F(1)n
) ∫
F(1)n
[
1
m2
(
F(2)n
) ∫
F(2)n
Tg1 Tg2 dg2
]
dg1
= lim
n→∞
1
m1
(
F(1)n
) ∫
F(1)n
Tg1
[
1
m2
(
F(2)n
) ∫
F(2)n
Tg2dg2
]
dg1
= lim
n→∞
[
1
m1
(
F(1)n
) ∫
F(1)n
Tg1dg1
][
1
m2
(
F(2)n
) ∫
F(2)n
Tg2 dg2
]
= P1P2.
By induction on l, we can easily prove the statement for any 2 ≤ l < ∞. This completes the proof
of Theorem 2.2.
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Whenever G1 = · · · = Gl = Z, then this result reduces to an analogous case of [31, Theo-
rem 1].
For a single continuous linear operator T of E, Cox [7] showed that if supn ‖I −T n‖ < 1, then
T = I. Similar to [31, Theorem 4], using Theorem 2.2 we can generalize and strengthen Cox’s
theorem as follows.
Corollary 2.3. Under the same situation of Theorem 2.2, let ‖I − P1 · · · Pl‖ < 1; then Tg = I for
all g ∈ Gi, 1 ≤ i ≤ l.
Proof. Let ‖I − P1 · · ·Pl‖ = α < 1. Then P1 · · · Pl is invertible and ‖P1 · · ·Pl‖ ≤ (1 − α)−1. Since
for any h ∈ Gl and any vector x ∈ E we have
‖x − Th(x)‖ = ‖(I − Th)(x)‖ = ‖(P1 · · · Pl)−1(P1 · · · Pl)(I − Th)(x)‖
≤
1
1 − α
‖P1 · · · Pl(I − Th)(x)‖,
the last term is equal to 0 by Theorem 2.2. So Th = I for each h ∈ Gl. Similarly, it follows Th = I
for all h ∈ Gi for 1 ≤ i ≤ l − 1. This proves the corollary.
3. Pointwise ergodic theorem for amenable groups
This section will be devoted to proving our L∞-pointwise ergodic theorems (Theorems 0.5
and 0.6 stated in §0.2) by using classical analysis and our Lp-mean ergodic theorem (Theo-
rem 0.4).
3.1. Arzela´-Ascoli theorem
Recall that a topological space X is call a k-space, provided that if a subset A of X intersects
each closed compact set in a closed set then A is closed. The two most important examples of
k-spaces are given in the following.
Lemma 3.1 ([23, Theorem 7.13]). If X is a Hausdorff space which is either locally compact or
satisfies the first axiom of countability, then X is a k-space.
Thus each metric space is a k-space like L∞(X,X ) with the uniform norm ‖ · ‖∞ over any
measurable space (X,X ).
A uniformity for a set X is a non-void family U of subsets of X × X such that: (a) each
member of U contains the diagonal ∆(X); (b) if U ∈ U , then U−1 = {(y, x) | (x, y) ∈ U} ∈ U ; (c)
if U ∈ U , then V ◦V ⊆ U for some V in U ; (d) if U and V are members of U , then U ∩V ∈ U ;
and (e) if U ∈ U and U ⊂ V ⊂ X × X, then V ∈ U . The pair (X,U ) is called a uniform space.
If (X,U ) is a uniform space, then the uniform topology T of X associated to U is the family
of all subsets T of X such that for each x ∈ T there is U ∈ U with U[x] ⊂ T . In this case, X is
called a uniform topological space.
Lemma 3.2 ([23, Theorem 6.10]). Let Xα, α ∈ A, be a family of uniform topological space;
then
∏
α∈A Xα, with the product topology (in other words, the pointwise topology), is a uniform
topological space.
Thus, the product space RX with the topology Tp-c of pointwise convergence is a uniform
topological space.
Now it is time to formulate our important tool—the classical Arzela´-Ascoli theorem (cf.,
e.g., [23, Theorem 7.18]).
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Arzela´-Ascoli Theorem. Let C(X, Y) be the family of all continuous functions on a k-space X
which is either Hausdorff or regular to a Hausdorff uniform topological space Y, and let C(X, Y)
be equipped with the compact-open topology. Then a subfamily F of C(X, Y) is compact if and
only if
(a) F is closed in C(X, Y),
(b) F is equicontinuous on every compact subset of X, and
(c) F[x] = { f (x) | f ∈ F} has compact closure in Y for each x ∈ X.
3.2. L∞-Pointwise convergence everywhere
Let (X,X ) be a measurable space and G an amenable group with the identity e. We now
consider a Borel dynamical system, i.e., G acts Borel measurably on X,
T : G × X → X or write G yT X.
That is to say, the action map T satisfies the following conditions:
(1) T : (g, x) 7→ T (g, x) is jointly measurable; and
(2) Tex = x and Tg1 Tg2 x = Tg1g2 x for all x ∈ X and g1, g2 ∈ G.
In such case, (X,X ) is called a Borel G-space. If X is a topological space with X = BX and
T (g, x) is jointly continuous, then X is called a topological G-space.
By KG we denote the family of all compacta of G. For any K ∈ KG, define the continuous
linear operator
A(K, ) : L∞(X,X ) → L∞(X,X ),
which is called the ergodic average over K, by
A(K, ϕ)(x) = 1
|K|
∫
K
Tgϕ(x)dg ∀ϕ ∈ L∞(X,X ).
Clearly, the operator norms ‖A(K, )‖ ≤ 1 and ‖Tg‖ = 1.
Next we will simply write (E, ‖ · ‖E) = (L∞(X,X ), ‖ · ‖∞), which is a Banach space, and let
Y = RX endowed with the topology of pointwise convergence (i.e. the product topology). Then
E is a k-space by Lemma 3.1 and Y is a Hausdorff uniform topological space by Lemma 3.2. In
fact, Y is a vector space by γ(rx)x∈X + (r′x)x∈X = (γrx + r′x)x∈X for γ ∈ R and r, r′ ∈ Y.
Now, for any K ∈ KG, we can define the function A(K, ) : E → Y by the following way:
E ∋ ϕ 7→ A(K, ϕ) = (A(K, ϕ)(x))x∈X ∈ Y. (3.1)
Since for any ϕ, ψ ∈ E and x ∈ X there follows
|A(K, ϕ)(x) − A(K, ψ)(x)| ≤ ‖ϕ − ψ‖E , (3.2)
we can see that A(K, ) is continuous on E valued in Y and {A(K, ), K ∈ KG} is an equicontinu-
ous subfamily of C(X, Y), noting that here C(X, Y) is equipped with the compact-open topology.
Under these facts we can obtain the following L∞-pointwise convergence theorem, which is
completely independent of ergodic theory of G yT X.
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Theorem 3.3. Given any Følner net {F′θ′ ; θ′ ∈ Θ′} in G and any Borel G-space X, one can find
a Følner subnet {Fθ; θ ∈ Θ} of {F′θ′ ; θ′ ∈ Θ′} in G and a continuous linear function A() : E → Y
such that in the sense of Moore-Smith limit
lim
θ∈Θ
A(Fθ, ) = A() in C(E, Y)
with the property: for each ϕ ∈ E,
lim
θ∈Θ
A(Fθ, ϕ)(x) = A(ϕ)(x) ∀x ∈ X and A(ϕ) = A(Tgϕ) ∀g ∈ G.
Moreover, if ϕn → ψ as n → ∞ in (E, ‖ · ‖E), then A(ϕn)(x) → A(ψ)(x) in R for all x ∈ X.
Proof. Let F = Clcpt-op({A(F′θ′ , ); θ′ ∈ Θ′}) be the closure of the family {A(F′θ′ , ); θ′ ∈ Θ′} in
C(E, Y) under the compact-open topology. To employ the Arzela´-Ascoli Theorem, in light of
Lemmas 3.1 and 3.2, it is sufficient to check conditions (b) and (c).
For that, let L : E → Y be any cluster point of {A(F′θ′ , ); θ′ ∈ Θ′} in C(E, Y), ϕ ∈ E, x ∈ X
and ε > 0. Define an open neighborhood of L(ϕ) in Y
Vϕ := V
(
L(ϕ); x, ε3
)
=
{
ξ ∈ RX
∣∣ |ξ(x) − L(ϕ)(x)| < ε3
}
,
and for any ψ ∈ E with ‖ϕ − ψ‖E < ε3 define another open neighborhood of L(ψ) in Y
Vψ := V
(
L(ψ); x, ε3
)
=
{
ξ ∈ RX
∣∣ |ξ(x) − L(ψ)(x)| < ε3
}
.
Since
U (L;ϕ,Vϕ) =
{
S ∈ C(E, Y) | S (ϕ) ∈ Vϕ
}
and U (L;ψ,Vψ) =
{
S ∈ C(E, Y) | S (ψ) ∈ Vψ
}
both are open neighborhoods of the point L in C(E, Y), then
VL :=
(
U (L;ϕ,Vϕ) ∩U (L;ψ,Vψ)
)
∩ {A(F′θ′ , ), θ′ ∈ Θ′} , ∅.
Now take any S from the above non-void intersection VL. So
|L(ϕ)(x) − L(ψ)(x)| ≤ |L(ϕ)(x) − S (ϕ)(x)| + |S (ϕ)(x) − S (ψ)(x)| + |S (ψ)(x) − L(ψ)(x)|
< ε,
which implies that F is equicontinuous; that is to say, condition (b) holds.
In addition, to check condition (c), for any ϕ ∈ E with ‖ϕ‖E ≤ N − ε and any x ∈ X, we have
|L(ϕ)(x)| ≤ |L(ϕ)(x) − S (ϕ)(x)| + |S (ϕ)(x)| ≤ ε3 + ‖ϕ‖E .
Therefore
F[ϕ] :=
{
A(F′θ′ , ϕ) | θ′ ∈ Θ′
}
⊆ [−N, N]X .
Because [−N, N]X is a closed compact subset of Y, F[ϕ] has a compact closure in Y and so
condition (c) holds.
If the Moore-Smith limit A(ϕ) exists, then it is easy to see A(ϕ) = A(Tgϕ) for g ∈ G by the
asymptotical invariance of Følner nets. Therefore, the statement follows immediately from the
Arzela´-Ascoli Theorem.
It should be noted that although the Moore-Smith limit A(ϕ) is a function on X bounded by
‖ϕ‖∞, yet it does not need to be X -measurable in general for Y = RX is only with the pointwise
topology.
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3.3. Pointwise ergodic theorem
Now we are ready to prove Theorem 0.5 and Theorem 0.6.
3.3.1. Proof of Theorem 0.5
Let G be any given amenable group and {F′θ′ ; θ′ ∈ Θ′} a Følner net in G. Theorem 3.3 implies
that for any Borel action G yT (X,X ), one always can find some Følner subnet {Fθ; θ ∈ Θ}
from the given net {F′θ′ ; θ′ ∈ Θ′}, which is L∞-admissible for G yT (X,X ); namely,
AT (Fθ, ϕ)(x) := 1
|Fθ|
∫
Fθ
ϕ(Tgx)dg Moore-Smith−−−−−−−−→ ϕ∗(x) ∀x ∈ X
for any ϕ ∈ L∞(X,X ). In view of this, we can prove Theorem 0.5 as follows.
Proof. In contrast to Theorem 0.5, for arbitrary Følner subnet {Fθ; θ ∈ Θ} of {F′θ′ ; θ′ ∈ Θ′} in G,
there are two disjoint families of Borel G-actions
F1 :=
{
G yTγ (Xγ,Xγ); γ ∈ Γ
}
and
F2 :=
{
G yTλ (Xλ,Xλ); λ ∈ Λ
}
,
where {Fθ; θ ∈ Θ} is L∞-admissible for G yTγ (Xγ,Xγ) for each γ ∈ Γ and {Fθ; θ ∈ Θ} is not
L∞-admissible for G yTλ (Xλ,Xλ) for each λ ∈ Λ, such that every Borel G-action G yT (X,X )
belongs either to F1 or to F2 and with F2 , ∅ (and in fact F1 , ∅).
In order to arrive at a contradiction, noting that F1 , ∅ and so F2 is not the class of all Borel
G-actions, we can set
X =
∏
λ∈Λ
Xλ, X =
⊗
λ∈Λ
Xλ
and then define the Borel action of G on X as follows:
T : G × X → X or G yT X; (g, (xλ)λ∈Λ) 7→ Tg
((xλ)λ∈Λ) = (Tλ,gxλ)λ∈Λ.
Now every ϕ ∈ L∞(Xλ0 ,Xλ0 ), for any λ0 ∈ Λ, may be thought of as an element ϕ in L∞(X,X )
by the following way:
ϕ(x) = ϕ(xλ0 ) ∀x = (xλ)λ∈Λ ∈ X.
Clearly,
AT(K,ϕ)(x) = ATλ0 (K, ϕ)(xλ0), ∀x = (xλ)λ∈Λ ∈ X,
over any compacta K of G.
Then by Theorem 3.3 with G yT (X,X ) in place of G yT (X,X ), we can further select out
a Følner subnet {F′′θ′′ ; θ′′ ∈ Θ′′} from the Følner subnet {Fθ; θ ∈ Θ} of {F′θ′ ; θ′ ∈ Θ′} in G, which
is L∞-admissible for G yT X. Clearly, {F′′θ′′ ; θ′′ ∈ Θ′′} in G is L∞-admissible for G yTλ Xλ for
each λ ∈ Λ.
25
Let λ0 ∈ Λ be arbitrarily given. Let A() : L∞(Xλ0 ,Xλ0 ) → RXλ0 be given by A(ϕ) = A(ϕ),
where A() is defined by Theorem 3.3 for G yT X over {F′′θ′′ ; θ′′ ∈ Θ′′}. Then A(ϕ) is linear
continuous in the sense:
A(aϕ + ψ) = aA(ϕ) + A(ψ) ∀a ∈ R and ϕ, ψ ∈ L∞(Xλ0 ,Xλ0 )
and
A(ϕn)(x) → A(ψ)(x) ∀x ∈ Xλ0 as ϕn → ψ in (L∞(Xλ0 ,Xλ0 ), ‖ · ‖∞).
Since {F′′θ′′ ; θ′′ ∈ Θ′′} is itself a left Følner net in G, hence A(ϕ) = A(Tgϕ) for any g in G and all
ϕ in L∞(Xλ0 ,Xλ0 ).
Finally, by the same manner as defining F1 and F2 above, we now define two new families of
Borel G-actions F′′1 and F′′2 over {F′′θ′′ ; θ′′ ∈ Θ′′} instead of {Fθ; θ ∈ Θ}. Since {F′′θ′′ ; θ′′ ∈ Θ′′} is a
subnet of {Fθ; θ ∈ Θ}, we have F1 ⊆ F′′1 . But F2 ⊆ F′′1 and F1 ∪ F2 contains all Borel G-actions,
this implies that F′′1 = ∅, a contradiction.
This proves Theorem 0.5.
3.3.2. Proof of Theorem 0.6
Let G be a σ-compact amenable group. We now assumeM(G yT X) , ∅where X is a Borel
G-space with a Borel structure, i.e., σ-field X on X. Then L∞(X,X ) ⊂ Lp(X,X , µ), 1 ≤ p ≤ ∞,
for any µ ∈ M(G yT X).
The following statement is clearly contained in the standard proof of Completeness of Lp,
which also holds in the case µ(X) = ∞.
Lemma 3.4. If 1 ≤ p ≤ ∞ and if ϕn → ϕ in Lp(X,X , µ) as n → ∞, then {ϕn}∞1 has a
subsequence which converges pointwise µ-almost everywhere to ϕ.
There is no a net version of Lemma 3.4 in the literature yet. Now we are ready to complete
the proof of Theorem 0.6 combining Theorem 0.4 and Theorem 0.5.
Proof of Theorem 0.6. Let A : ϕ 7→ ϕ∗ from L∞(X,X ) to RX over some L∞-admissible Følner
net {Fθ; θ ∈ Θ} for G by Theorem 0.5. Next let µ ∈ M(G yT X) and ϕ ∈ L∞(X,X ) be arbitrarily
given. Then from Theorem 0.4, it follows that under the L1-norm,
lim
θ∈Θ
A(Fθ, ϕ) = P(ϕ) ∈ F1µ =
{
φ ∈ L1(X,X , µ) | Tgφ = φ ∀g ∈ G
}
;(
=
∫
X
ϕdµ if µ ergodic
)
.
Since (L1(X,X , µ), ‖  ‖1) is a Banach space, we can choose a sequence {Fθn ; n = 1, 2, . . . } from
{Fθ; θ ∈ Θ} such that
lim
n→∞
A(Fθn , ϕ) = P(ϕ).
So by Lemma 3.4, we can obtain that ϕ∗(x) = P(ϕ)(x) for µ-a.e. x ∈ X.
The proof of Theorem 0.6 is thus completed.
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Remark 3.5. Let G be a σ-compact amenable group with an L∞-admissible Følner sequence
{Fn; n = 1, 2, . . . }. We note that in Theorem 0.6, for any ϕ ∈ L∞(X,X , µ), we may take ϕ′ a
version of ϕ with ϕ′ ∈ L∞(X,X ) such that
‖ϕ′‖∞ = ‖ϕ‖∞,µ and ψ := |ϕ′ − ϕ| = 0 a.e. (µ).
Then Tgψ = ψ a.e. for each g ∈ G. By Fubini’s theorem, we can take some µ-conull X0 ∈ X
such that for any x0 ∈ X0 and for mG-a.e. g ∈ G, ψ(Tgx0) = ψ(x0) (= 0). Thus
lim
n→∞
A(Fn, ψ) = ψ = 0 a.e.
This means that
ϕ′
∗(x) = lim
n→∞
A(Fn, ϕ′)(x) = lim
n→∞
A(Fn, ϕ)(x) = ϕ∗(x) µ-a.e. x ∈ X.
Hence the a.e. pointwise convergence holds for ϕ ∈ L∞(X,X , µ) for any σ-compact amenable
group.
3.4. Stability under perturbation of Følner nets
The pointwise convergence we consider in Theorem 0.5 is stable under perturbation of Følner
net in the following sense, which makes it is impossible to find a necessary condition of pointwise
convergence for Følner net in G.
Proposition 3.6. Let G yT X be a Borel action of an amenable group G on X, ϕ ∈ L∞(X,X ),
and let {Fθ; θ ∈ Θ} be a Følner net in G satisfying that
lim
θ∈Θ
A(Fθ, ϕ)(x) = ϕ∗(x) ∀x ∈ X (or a.e. x ∈ X).
Assume {Dθ; θ ∈ Θ} is a net of compacta of G with limθ∈Θ |Dθ|/|Fθ| = 0, and set Cθ = Fθ △ Dθ.
Then
lim
θ∈Θ
A(Cθ, ϕ)(x) = ϕ∗(x) ∀x ∈ X (or a.e. x ∈ X).
Proof. Set ϕθ(x) = A(Fθ, ϕ)(x) − A(Cθ, ϕ)(x) for each x ∈ X and θ ∈ Θ. Then,
ϕθ(x) = 1
|Fθ|
(∫
Fθ
Tgϕ(x)dg −
∫
Cθ
Tgϕ(x)dg
)
+
(
1
|Fθ|
−
1
|Cθ|
)∫
Cθ
Tgϕ(x)dg,
consequently, since Fθ △ Cθ = Dθ and
∣∣|Cθ| − |Fθ|∣∣ ≤ |Dθ|,
|ϕθ(x)| ≤ |Dθ |
|Fθ|
(
1
|Dθ|
∫
Dθ
|Tgϕ(x)|dg + 1
|Cθ|
∫
Cθ
|Tgϕ(x)|dg
)
≤
2‖ϕ‖∞|Dθ|
|Fθ|
.
Thus, by our hypothesis, limθ∈Θ ϕθ(x) = 0. This proves the proposition.
Thus we may read Proposition 3.6 backwards to obtain that if {Fθ; θ ∈ Θ} and {S θ; θ ∈ Θ} are
two Følner nets in G satisfying {S θ; θ ∈ Θ} is admissible for pointwise convergence of G yT X
and limθ∈Θ |Fθ △ S θ |/|S θ| = 0, then {Fθ; θ ∈ Θ} is also admissible for pointwise convergence of
G yT X.
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3.5. The Dunford-Zygmund theorem
Using Theorem 2.2 and Theorem 0.6, we can easily obtain the following L∞-pointwise er-
godic theorem for product of amenable groups.
Proposition 3.7. Let G, H be any two σ-compact amenable groups; and let {Fn}∞1 , {Kn}∞1 be two
L∞-admissible Følner sequences in G and H, respectively. Then for any Borel actions G yT X
and G yS X and any ϕ ∈ L∞(X),
lim
n→∞
1
|Fn||Kn|
∫
Fn
∫
Kn
TgS hϕ(x)dgdh = AT (AS (ϕ))(x) ∀x ∈ X.
Moreover, for any µ ∈ M(G yT X) ∩M(H yS X),
AT (AS (ϕ)) = Eµ
(
Eµ(ϕ|XS ,µ)
∣∣XG,µ) a.e.
Here AT () = limn AT (Fn, ) and AS () = limn AS (Kn, ) as in Theorem 0.5.
This idea may be useful for L∞-pointwise ergodic theorem for connected Lie groups. See
[12] and [33, §7] for other generalizations of the Dunford-Zygmund theorem.
4. Further applications
In this section we shall present some simple and standard applications of our mean and point-
wise ergodic theorems. Please keeping in mind that we have only convergence in the mean, which
is not even convergence almost everywhere, in all of our Lp-mean ergodic theorems below.
4.1. Lp-mean ergodic theorems
Another interesting application is to extend [15, Proposition 6.6]. Let σ : G → X be a Borel
homomorphism from the amenable group G to an lcH group X. Let µ be a fixed left-invariant
σ-finite Haar measure of X. We then consider the dynamical system:
T : G × X → X; (g, x) 7→ g(x) = lσ(g)(x), (4.1)
where ly : x 7→ yx is the left translation of X by y for any y ∈ X. Then, Tg : φ(x) 7→ φ(lσ(g)x) is a
unitary operator of Lp(X,BX , µ) for any g ∈ G. Next by [28, Theorem 30C], for 1 ≤ p < ∞ and
fixed φ ∈ Lp(X,BX , µ), g 7→ Tg(φ) is Borel measurable from G into (Lp(X,BX , µ), ‖ · ‖p).
Therefore Theorem 2.1 follows the following Lp-mean ergodic theorem, even though µ is not
finite when X is not compact.
Corollary 4.1. Let σ : G → X be a Borel homomorphism from the amenable group G to an lcH
group X. Then under (4.1), for 1 < p < ∞, over any Følner net (Fθ)θ∈Θ in G,
Lp- lim
θ∈Θ
1
|Fθ|
∫
Fθ
Tgφdg = P(φ) ∀φ ∈ Lp(X,BX , µ)
Here P : Lp(X,BX , µ) = Fpµ ⊕ Npµ → Fpµ is the projection.
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Proposition 6.6 of [15] only asserts the weak convergence under the much more restricted
conditions: G  Zr , p = 2 and X is a compact metrizable abelian group as an illuminated case of
the weak mean ergodic theorem of Zr [15, Proposition 6.11]. If G is not abelian or compact, then
¯φ :=
∫
G
Tg(φ)dg ; Tg( ¯φ) = ¯φ ∀g ∈ G and ¯φ is not well defined.
Whence Furstenberg’s proof idea of [15, Proposition 6.6] is not valid for our Corollary 4.1 above.
The above application is for a measure-preserving system. It turns out that we can do some-
thing for non-singular systems. Let (X,X ) be a Borel G-space. A probability measure µ on X is
said to be quasi-invariant if µ ∼ g(µ), that is to say, µ(B) = 0 if and only if µ(g−1[B]) = 0 ∀B ∈
X , for all g ∈ G. Let ρ(g, x) > 0 be the Radon-Nikodym derivative defined by ρ(g, x) = dg(µ)dµ (x)
for µ-a.e. x ∈ X, for any g ∈ G. Then ρ(g, x) is a Borel function of the variable (g, x) ∈ G × X
whenever (X,X ) is a standard Borel space (cf. [50, Example 4.2.4]). If supg∈G,x∈X ρ(g, x) < ∞,
then Tg : φ 7→ φ ◦ g is uniformly bounded from Lp(X,X , µ) to itself for g ∈ G and hence there
follows the following result:
Corollary 4.2. Let G be a σ-compact amenable group and let (X,X ) be a standard Borel
G-space with a quasi-invariant probability measure µ. If Radon-Nikodym derivative satisfies
supg∈G,x∈X ρ(g, x) < ∞, then, for 1 ≤ p < ∞, any Følner sequence {Fn}∞1 in G,
Lp- lim
n→∞
1
|Fn|
∫
Fn
Tgφdg = P(φ) ∀φ ∈ Lp(X,X , µ)
and moreover
lim
n′→∞
1
|F′n′ |
∫
F′
n′
φ(Tgx)dg = P(φ)(x) ∀x ∈ X and φ ∈ L∞(X,X )
over some Følner subsequence {F′n′ } of {Fn}. Here P : Lp(X,X , µ) = Fpµ ⊕ Npµ → Fpµ is the
projection.
In addition, we note that in Corollary 4.1 the case p = 1 cannot be obtained from the case of
p = 2 since µ(X) = ∞ whenever X is not a compact group.
4.2. Recurrence theorems for amenable groups
We now indicate briefly how our ergodic theorems apply to “phenomena of physics” as fol-
lows. Let G be an amenable group not necessarily σ-compact and let (X,X , µ) a probability
space. We now consider that G acts Borel on X by X -transformations
Tg : X → X; x 7→ g(x),
which preserve µ. We note that in many cases such an G-invariant measure always exists (cf. [9,
14, 44] and Theorem 0.8 and Proposition 0.10). Then we may apply Theorem 0.4 to show that
for each φ ∈ Lp(X,X , µ),
1
|Fθ|
∫
Fθ
Tgφdg
Lp(µ)
−−−→ P(φ) as n → ∞ (4.2)
over any Følner net {Fθ; θ ∈ Θ} in G.
There holds
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• P : L2(X,X , µ) = F2µ ⊕ N2µ → F2µ is an orthogonal, self-adjoint and positive definite
operator,
so that 〈P(φ), φ〉 ≥ 0 for all φ ∈ L2(X,X , µ). Also P(1) = 1. Setting φ = 1Σ−µ(Σ) for any Σ ∈ X
we deduce that 〈P(1Σ), 1Σ〉 ≥ µ(Σ)2. Hence for any Σ ∈ X there follows
P(1Σ)(x) > 0 µ-a.e. x ∈ Σ.
For if B = {x ∈ Σ | P(1Σ)(x) = 0} we will have
µ(B)2 ≤ 〈P(1B), 1B〉 ≤ 〈P(1B), 1Σ〉 = 〈1B, P(1Σ)〉 = 0.
We then can obtain by Theorem 0.4 the following pointwise recurrence theorem, which gen-
eralizes the classical Poincare´ recurrence theorem [38] from Z or R to amenable groups:
Theorem 4.3 (Positive recurrence). Let (X,X ) be a Borel G-space and µ an invariant proba-
bility measure on it. Then for any Σ ∈ X and any Følner net F = {Fθ; θ ∈ Θ} in G,
D∗F (x,Σ) := lim sup
θ∈Θ
|{g ∈ G : g(x) ∈ Σ} ∩ Fθ |
|Fθ|
> 0
for µ-a.e. x ∈ Σ.
Proof. Let µ(Σ) > 0. Given any point x ∈ Σ with 1∗Σ(x) = P(1Σ)(x) > 0, if D∗F (x,Σ) = 0 then
lim
θ∈Θ
1
|Fθ|
∫
Fθ
1Σ(Tgx)dg = 0.
Further by Theorem 0.5, it follows that one can find a L∞-admissible Følner subnet over which
1∗Σ(x) = 0, a contradiction. This proves Theorem 4.3.
It should be noted that since the classical L2-mean ergodic theorem and Lindenstrauss’s point-
wise ergodic theorem is relative to a tempered K -Følner/summing sequence [16, 27], the above
result cannot be directly concluded from those; since our Følner net {Fθ; θ ∈ Θ} in G as in §0.1
is essentially weaker than a K -Følner/summing sequence.
4.3. Quasi-weakly almost periodic points of metric G-space
Based on the foregoing Theorem 4.3, we next shall consider another generalized version of
Poincare´’s recurrence theorem associated to a measurable function.
Theorem 4.4 (Quasi-weakly almost periodic points). Let X be a separable metric and G y X a
Borel action of an amenable group G on X preserving a Borel probability measure µ. If (Y, d) is
a separable metric space and ϕ is a measurable map of X to Y, then µ-a.e. x ∈ X is such that to
any ǫ > 0, T = {g ∈ G | d(ϕ(x), ϕ(gx)) < ǫ} has positive upper density relative to any Følner net
{Fn; n ∈ Θ} in G.
Proof. Let µϕ be the probability distribution of the random variable ϕ valued in Y, that is to say,
µϕ = µ ◦ ϕ
−1
, and write its support Y1 = supp(µϕ). Set F = {Fn; n ∈ Θ}.
Then for any r > 0, µ(ϕ−1[B(y, r)]) > 0 for any y ∈ Y1, where B(y, r) is the open ball of radius
r centered at y in Y. By Theorem 4.3, it follows that for any y ∈ Y1 and ǫ > 0 we have
D∗F (x, Σ) > 0, µ-a.e. x ∈ Σ := ϕ−1[B(y, ǫ)],
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therefore
D∗F ({g ∈ G | d(ϕ(x), ϕ(gx)) < ǫ}) > 0, µ-a.e. x ∈ Σ. (4.3)
By the separability of Y, one can find a sequence of points yk ∈ Y1 such that Y1 ⊆
⋃
k B(yk, ǫ).
Combined with (4.3) this yields that there exists a set Xǫ ∈ BX with µ(Xǫ) = 1 such that
D∗F ({g ∈ G | d(ϕ(x), ϕ(gx)) < ǫ}) > 0 ∀x ∈ Xǫ .
Letting ǫℓ ↓ 0 as ℓ → ∞ and Q =
⋂
ℓ Xǫℓ ; then µ(Q) = 1 and every point x ∈ Q has the desired
property. This thus completes the proof of Theorem 4.4.
Let G be a σ-compact amenable group. A very interesting case of the above theorem is that ϕ
is the identity mapping of X onto itself for a separable metric Borel G-space X. Given any Følner
sequence F = {Fn; n ∈ N} in G, write
D∗F (x, r) = lim sup
n→∞
1
|Fn|
∫
Fn
1B(x,r)(gx)dg, x ∈ X and r > 0, (4.4)
and
Qwap(G y X) =
{
x ∈ X |D∗F (x, ǫ) > 0 ∀ǫ > 0
}
. (4.5)
The latter is called the set of quasi-weakly almost periodic points of the Borel G-space X relative
to the Følner sequence {Fn; n ∈ N} in G (cf., e.g., [17] for the special case of G = Z and
Fn = {1, 2, . . . , n} a Følner sequence in Z). Clearly, Qwap(G y X) is G-invariant if G is abelian.
A new ingredient of Theorem 4.4, however, is that our dynamical system T : G × X → X is only
Borel measurable and so Tg : X → X is not necessarily continuous for each g ∈ G.
Since D∗F (x, ǫ) is a measurable function of x, Qwap(G y X) rel. {Fn; n ∈ N} is µ-measurable
and further by Theorem 4.4 we easily see that µ(Qwap(G y X)) = 1 for any µ ∈ M(G yT X).
Therefore, if X is a compact metric G-space, then Qwap(G y X) rel. {Fn; n ∈ N} is of full
measure 1. So the phenomenon of quasi-weakly almost periodic motion is by no means rare.
This generalizes and meanwhile strengthens the classical Birkhoff recurrence theorem.
Corollary 4.5. Let T : (X,BX , µ) → (X,BX , µ) be a measure-preserving, not necessarily contin-
uous, transformation of a separable metric space X. Then for µ-a.e. x ∈ X, one can find nk → ∞
with T nk x → x.
Why do we need to introduce the concept q.w.a.p. point for amenable group actions? Let’s
recall that for any cyclic topological dynamical system T : X → X, a point x is called recurrent
iff ∃nk → ∞ such that T nk x → x as k → ∞ (cf. [15]). For a group action dynamical system,
G yS X, in many literature a point x is said to be recurrent if ∃tn ∈ G such that S tn x → x as
n → ∞. However, this cannot actually capture the recurrence of the orbit G(x); for example, to a
one-parameter flow R yS X, S tn x → x for any tn → 0 in R. In view of this, we need to introduce
the upper density D∗(x, ǫ) > 0 over a Følner net in G instead of nk → ∞.
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