Abstract. We investigate Newton series for truncated multiple L-values and thereby obtain a class of relations for multiple L-values. In addition, we give a formulation and a proof of extended derivation relations for multiple L-values.
1. Introduction
Let r and n be positive integers. For r 1 , . . . , r n ∈ Z/rZ and k 1 , . . . , k n ∈ N, two types of multiple L-values (MLV's), namely, shuffle type (x) and harmonic type ( * ), were defined in [1] by L x (k; r) = lim , where (k; r) denote the index set (k 1 , . . . , k n ; r 1 , . . . , r n ) and ζ = exp(2πi/r). We also define two types of non-strict MLV's by Note that both types of non-strict MLV's converge if (k 1 , r 1 ) = (1, 0) (see [1] for example).
The bound of the dimension of the 'MLV-space', which is a Q-vector space generated by MLV's, has been studied by P. Deligne and A. Goncharov in [3, 6] . According to their result, there are several linear relations over Q among the MLV's. In [1] , a large class of relations for MLV's called extended double shuffle relations (EDSR), which contains the derivation relation, was introduced. In the present paper, using the theory of Newton series, we obtain a new class of relations for MLV's containing the extended derivation relation. Now let s 1 , . . . , s n ∈ C × . We define two types of 'truncated' MLV's for an index set (k; s) = (k 1 , . . . , k n ; s 1 , . . . , s n ) by with s i = ζ ri (i = 1, 2, . . . , n) and ♯ = x (shuffle) or * (harmonic). We prove the inversion sequence of a truncated MLV is a linear combination of truncated MLV's in §2. The generalized Landen connection formula of the multiple polylogarithm function plays an important role in the proof, which can be considered as a generalization of the proof of the identity (1)
studied by L. Euler in [4] . The inversion sequences of truncated MLV's are required when Newton series of truncated MLV's are discussed. We construct Newton series of truncated MLV's, find several properties of these series, in particular, a functional equation, and obtain a class of relations for MLV's in §3.
In §4, certain extensions of the derivation relation for MLV's are formulated. Several advantageous properties of 'extended derivation operators' ∂ (c) n and ∂ (c) n are introduced and then a proof of the extended derivation relation for MLV's is established.
Proofs of some lemmata are presented in §5. Data of computation using Risa/Asir, an open source general computer algebra system, are given in Appendix at the bottom of the paper.
MPL
In this section, we prove the generalized Landen connection formula for multiple polylogarithms (MPL's) and find the inversion sequence of a truncated MLV. To describe these or other facts precisely, it is convenient to use the algebraic setup on the non-commutative algebra A C × := Q x, y s |s ∈ C × in infinitely many indeterminates x, y s (s ∈ C × ). We introduce a number of operators on A C × to obtain the inversion sequence of a truncated MLV.
2.1. Differential Formula. Let (k; s) be the index set (k 1 , . . . , k n ; s 1 , . . . , s n ) (k i ∈ N, s i ∈ C). Here, k 1 + · · · + k n is the weight, and n is the depth.
Next, we introduce the strict and non-strict MPL's (of x-type) for an index set (k; s): 
..,kn;s2,...,sn) (z).
, we obtain the second formula. 2.2. Algebraic Setup. In order to provide precise descriptions, we use an algebraic setup that is similar to that of Arakawa-Kaneko [1] . Let Λ be a group. We denote by A Λ the non-commutative algebra Q x, y s |s ∈ Λ in indeterminates x, y s (s ∈ Λ). The subalgebras A 
We often view an index set (k; s) = (k 1 , . . . , k n ; s 1 , . . . , s n ) (k i ∈ N, s i ∈ Λ) as a word x k1−1 y s1 · · · x kn−1 y sn ∈ A 1 Λ and vice versa. A word w is called admissible if w ∈ A 0 Λ , and an index set (k; s) (s ∈ Λ) is called admissible if the corresponding word is admissible. Here, the number of x and y s (y s ) of a word w is its weight (depth), which corresponds with the naming convention of the corresponding index set.
The MPL-evaluation maps Li
] are defined by Qlinearity and Li
and S * (k;s) were defined in §1. Here, we also define alternative truncated MLV's s
and s * (k;s) for the index set (k; s) with k i ∈ N and
The evaluation maps of truncated MLV's S k1−1 y s1 · · · x kn−1 y sn and ♯ = x or * . In addition, we introduce three operators on the space of complex-valued sequences Z ≥0 → C: the partial-sum operator Σ, its inverse operator Σ −1 , and the inversion operator ∇, given by
Note that ΣΣ −1 = Σ −1 Σ = id, ∇ 2 = id and (Σ∇) 2 = id. Under these notations, we find that the identity
holds. We study an explicit form of the sequence ∇s Note that ϕ 2 = id, ι 2 = id and ϕι = ιϕ.
Theorem 2.2 (Generalized Landen Connection Formula). For any word
. Integrate both sides from 0 to z, and we obtain Theorem.
Let α and γ be automorphisms on A C × and let R w (w ∈ A C × ) be a Q-linear operator on A C × given by
We define Q-linear operators ⋆ and d x on A 1 C × , respectively, by ⋆(wy s ) = αι(w)(y 1 − δ(s)y 1−s ) and d x (wy s ) = γ(w)y s , where w ∈ A C × . Note that α 2 = id, αι = ια and ⋆ 2 = id. We also find that
It is a simple task to check the identity ϕιγ = γα.
Using this lemma, we interpret the generalized Landen connection formula for the strict MPL in Theorem 2.2 as that for the non-strict MPL. 
which is made equivalent to the RHS of the identity by using equation (4) again.
Lemma 2.5. There exists ε > 0 such that the identities
hold in the open disc |z| < ε.
Proof. Such ε > 0 can be taken as the minimal number of radii of convergence of appearing MPL's. By the definition, we have
Then,
Using these properties of MPL's, we obtain the inversion sequences of truncated MLV's. 
Newton Series
The Newton series for a sequence a : Z ≥0 → C is a one-variable complex function that interpolates the sequence a. In this section, we prove several analytic properties of the Newton series for truncated MLV's and obtain a class of relations for MLV's.
3.1.
Order of the l-th Difference of Truncated MLV's. For s 1 , . . . , s p ∈ C and m ∈ Z ≥0 , we set
In addition, for s 1 , . . . , s p , t 1 , . . . , t p ∈ C and m, l ∈ Z ≥0 , we set c s1,...,sp;t1,...,tp (m, l) 
Using the identity
This implies the identity of Lemma.
We introduce an operator on the space of complex-valued sequences called the difference operator ∆ given by
for any sequence a : Z ≥0 → C. Proof. Set the generating functions
Then, we need only show that
which is equivalent to showing that
The proof is by induction on p. Since g s1 (X, Y ) = e s1X+(1−s1)Y , the identity (6) holds. Suppose that p ≥ 2. By Lemma 3.1, we have
Based on the identity (7), the identity
and the induction hypothesis, we have
This proposition implies that, for 0
For any ε > 0, we have
Since
and hence
as m → ∞. Thus, we conclude the Proposition.
Then, for any ε > 0, we have
Proof. The proof follows from Proposition 3.3 and s x (1,...,1;s1,...sp) = s p c s1,...,sp,0 . 3.2. Basic Properties. Let a : Z ≥0 → C be a complex-valued sequence. The Newton series for the sequence a is defined by
and z is a complex variable. We find that f a (m) = a(m) holds for any m ∈ Z ≥0 . In this sense, we may denote f a (z) by a(z).
The following properties are basic in the theory of the Newton series (see [5, 9] for details).
Proposition 3.5. Let a : Z ≥0 → C be a sequence and z ∈ C\Z ≥0 . Then, the series
n a(n) z n and the Dirichlet series
possess one and the same abscissa of convergence and absolute convergence. 
Proposition 3.9. Set the Newton series
Denote by ρ the abscissa of convergence of f (z). Let ε > 0, and suppose that the sequences a, b : Z ≥0 → C satisfy the following conditions:
Then, the product f (z)g(z) is expressed as a Newton series that converges for
Proof. Let ρ ′ denote the abscissa of convergence of g(z). By Lemma 3.8,
for any l ∈ Z ≥0 , and hence, by Corollary 3.6, the right-hand side of (12) converges for Re(z) > −ε. Since the left-hand side of (12) also converges for Re(z) > −ε, the identity (12) holds for Re(z) > −ε. Then, we have
for Re(z) > max{ρ, −ε}. Suppose that z ∈ R satisfies max{ρ, −ε} < z < 0. Then, each term of the right-hand side of (13) is non-negative, and hence we have
This shows the Proposition.
3.3. Algebraic Preliminary. Let Λ be a group, and let z k,s denote x k−1 y s ∈ A Λ . Note that every word w with deg(w) > 0 in A Λ can be expressed as z k1,s1 · · · z kn,sn x l for k i ∈ N, s i ∈ Λ(1 ≤ i ≤ n) and some l ≥ 0. Here, we introduce five operators:
, and L w (w ∈ A Λ ) are Q-linear maps on A Λ defined by
where d x has been given in §2.3.
The operators N s and d x commute because
and we obtain (v).
Note that the operator I plays a role in translation between x-type and * -type. For instance, identities
Next, we define harmonic products.
Definition 3.11. Let Λ be a group. We define the harmonic product * :
Λ . In addition, we define two harmonic products * , * :
As in [7] , all of the four variations of harmonic products are shown to be associative and commutative. Note that the evaluation map S *
• is a * -homomorphism and the evaluation map s *
• a * -homomorphism, i.e., (15)
The following properties can be shown algebraically by induction. The proofs are a somewhat long and are given in §5.
Lemma 3.12. Let Λ be a group. For any w, w
Lemma 3.13. Let Λ be a subgroup of C × which contains an element 1 − s for any s ∈ Λ\{1}. For any w ∈ A 1 Λ , any w ′ ∈ A 1 {1} , and any s ∈ C × , we have
A Functional Equation.
We define the Newton series for the truncated MLV s * w (n) by
If the subscript w is a linear combination of words, the Newton series is also regarded as the corresponding linear combination of Newton series for each appearing word. We prove the following properties of convergence. (We have s * w (n) = s x I(w) (n), and hence (∇s * w )(n) = s x ⋆I(w) (n) because of Theorem 2.6.) Proposition 3.14. Let |s i | ≤ 1 for any 1 ≤ i ≤ p. Then, the Newton series
Proof. Since |s
we have the first assertion because of Corollary 3.6. Let s 1 = 1. By Proposition 3.5, it is sufficient to show that the Dirichlet series
there exists a constant C 1 such that
On the other hand, there exists a constant C 2 such that
Set σ = Re(z). We find that
Hence,
as m → ∞. Therefore, we conclude the Proposition.
Proof. The proof follows from Remark 2.7 2 and Proposition 3.14. 
Proof. The proof follows from Remark 2.7 2, (8), Corollary 3.4, and Proposition 3.9. 
Proof. We find that each term of the right-hand side of the identity converges for Re(z) > −2. By Proposition 3.16, the left-hand side is also expressed as a Newton series. Assuming Lemma 3.13, the identity holds on Z ≥0 . Therefore, the assertion is proven by Proposition 3.7.
3.5. Relations for MLV's. For a positive integer r, we denote the set of r-th roots of unity by µ r . The MLV's L ♯ and L ♯ (♯ = x or * ) were defined in §1. We
respectively, where s i = ζ ri (1 ≤ i ≤ n) with ζ = exp(2πi/r), which is a primitive r-th root of unity. We find that equation L * (w) = L x (I(w)) holds as well as equation (14). For any non-negative integer j, we have
In particular, if Λ = µ r for a positive integer r, we have
x IMs(w)
).
Proof. Generally, j-th coefficients of Taylor expansion at z = −1 of Newton series
(see [11, Lemma 4.6] ). Using the identities
and Theorem 2.6, we have (n).
By this identity,
and ϕd x L ys = L x+δ(s)ys ϕd x , we have the first assertion
) is admissible and converges to a linear combination of MLV's, i.e.,
. Differentiating both sides of the identity S * w (z) = (z + 1)s * Ly 1 (w) (z), we see that 
)). If m = 0, we consider the left-hand side as 0.
Proof. First, we find that
= Li
for any w ∈ A 
Extended Derivation
A generalization of the derivation relation was first mentioned in [8] for the multiple zeta value (MZV) case, formulated as a conjecture in [10] , and proven in [12] by reducing the relation to the relations found in [11] . In this section, we present a generalization of the derivation relation for the MLV case, which has been suggested to the authors by Masanobu Kaneko. It is worthwhile to verify several advantageous properties of the extended derivation operators ∂ (c) n and ∂
n . Throughout this section, we fix a positive integer r. As defined in the previous section, let µ r = {1, ζ, ζ 2 , . . . , ζ r−1 } with ζ = exp(2πi/r). In addition, we denote x + y 1 (∈ A µr ) by z in this section.
Definitions and Properties.
For n ≥ 1, the derivation operator ∂ n : A µr → A µr appeared in [1] satisfies
where θ is a derivation on A µr defined by θ(u) = 
where θ (c) is the Q-linear map defined by θ (c) (u) = θ(u) (u = x or y s ) and the rule
for any w, w ′ ∈ A µr .
If c = 0, the extended derivation ∂ (c)
n is reduced to the ordinary derivation ∂ n . It is known in [1] that ∂ n (A 0 µr ) ⊂ KerL x holds for any n ≥ 1, which is called the derivation relation. Although, if c = 0 and n ≥ 2, the operator ∂ (c) n is no longer a derivation, and we cannot prove (but can expect experimentally) that the extended derivation relation is contained in the EDSR, we find in Theorem 4.14 or (25) that the extended derivation relation is proven by using Corollary 3.21. Now, we define the operator ψ 
Let ν be a Q-linear operator on Q · x + s∈µr Q · y s given by ν(x) = 0 and ν(y s ) = 1 for any s ∈ µ r .
Lemma 4.3. Let n ≥ 1 and c ∈ Q. There is another sequence of operators
The proof of Lemma 4.3 is given in §.5.
Corollary 4.4. For n ≥ 1 and c ∈ Q, we have
Proof. By Lemma 4.3, we see that
n L y1 , which implies (i) and (ii) for s = 1. If s = 1, then
by Lemma 4.3 and we obtain (ii) for s = 1.
Next, we present the commutativity of ∂ Proof. Let n ≥ 1 and u ∈ Q · x + s∈µr Q · y s . We prove the following statements (A n ) and (B n ) inductively as ( If (B n ) is proven, we obtain the assertion.
Here, we present three remarks. First, if (A n ) is proven, we see 
denote the degree-d homogenous part. Then, we obtain, 1 for any c ∈ Q. Suppose (A n ) (hence also (α n )) and (B n ) are proven. Then,
Hence, we obtain [
n+1 (u), and (A n+1 ) (hence (α n+1 )) holds. Next, suppose that all of (A j )'s (hence (α j )'s) (1 ≤ j ≤ n + 1) and all of (B j )'s (hence (β j )'s) (1 ≤ j ≤ n) are proven. We show (B ′ n+1,i ) (1 ≤ j ≤ n + 1) by induction on i.
We must show that this becomes 0. Here, set
Then, we need only show that (21) ν(u)Q = −P.
On the other hand,
Thus, we obtain ν( (21) is proven. Suppose i > 1. By the induction hypothesis, again,
and we have
n L u−y1 = −P , and (21) is proven.
As an application, we obtain the following property. Proposition 4.6. We have
for any integer n ≥ 1, any c ∈ Q, and any s ∈ µ r .
Proof. The proof is given by induction on n. Based on the definition of ∂ (c) 1 = ∂ 1 , the proposition holds for n = 1. Suppose the assertion is true until n − 1. We prove the case of n by induction on the degrees of words.
Based on (A n ) in the proof of Proposition 4.5, for u ∈ Q · x + s∈µr Q · y s , we have
By (β n ) in the proof of Proposition 4.5 and the induction hypothesis, we have ∂ 
based on (β n ) and the induction hypothesis. Combining these statements, we obtain the assertion for degree-d words.
Extended Derivation Relation for MLV's.
In this subsection, we show the extended derivation relation for MLV's by reducing the relation to Corollary 3.21. Denote by A 1 µr ,n the weight-n homogenous part of A 1 µr . Recall z k,s = x k−1 y s for k ≥ 1 and s ∈ µ r as defined in §3.3. Let W be the Q-vector space generated by {H w |w ∈ A 1 {1} }, where H w denotes the Q-linear operator given by H w (w ′ ) = w * w ′ , and let W n be the vector subspace of W generated by {H w |w ∈ A 1 {1},n }. Let W ′ be the Q-vector space generated by {L z k,1 H w |1 ≤ k, w ∈ A 1 {1} }, and let W ′ n be the vector subspace of W ′ generated by
Remark 4.7. The map λ is well-defined for the reasons described in the case of MZV's (see [12] ).
Lemma 4.8. For any X ∈ W ′ , any k ≥ 1, and any s ∈ µ r , we have
Proof. It is sufficient to show the case of X = L z k,1 H w , but it follows straightforward from the harmonic product rule:
Lemma 4.9. For any k, l ≥ 1 and any s ∈ µ r , we have
Proof. This lemma is given by interpreting (22) as
Lemma 4.10. For any k, l ≥ 1 and any s ∈ µ r , we have
Proof. Let d and d
′ be the weights of words w and w ′ , respectively. We need only
Hence, the lemma is proven.
Proof.
Now, let σ s (s ∈ µ r ) denote ϕIM s . The following proposition is the key to connect the extended derivation operator ∂ (c) n with the harmonic product operator H w . Proposition 4.13. Let n ≥ 1, c ∈ Q and s ∈ µ r . Then, the following two statements, (C n ) and (D n ) hold.
Note that, by Proposition 4.6, the expression L −1 x+δ(s)ys in (D n ) has the well-defined meaning.
Proof. We prove inductively that (
, the assertion (C 1 ) holds. Suppose that the above statement is true until (C n ). Note that
n−1 L y1−δ(s)ys based on (A n ) in the proof of Proposition 4.5 and Corollary 4.4 (ii). In addition, we note that (C n ) implies the operator σ
First, we prove that the operator σ
n σ s is also independent of s ∈ µ r by induction on the y s -degree of a word. If w = x l (l ≥ 0), we have
and hence the claim holds. Suppose that σ
n σ s (w ′ ) (w ′ is a word of A µr ) that is independent of s ∈ µ r , and let w = z l,t w ′ (l ≥ 1, t ∈ µ r ). We find that
Then, assuming (A n ) and Corollary 4.4, we have
According to Lemma 4.8, this is equivalent to [λ(σ
Hence, by Lemma 4.12, we have (D n ).
On the other hand, suppose that (D n ) is proven. Using (27) and (D n ), we find
In addition, based on (β n ), we have the expression
By Lemma 4.10 and (28), this is an element of
Theorem 4.14. For any n ≥ 1 and any c ∈ Q, we have ∂ (c)
Proof. By Proposition 4.13 (D n ), there exists w ∈ A 1 {1},n such that
This is a subset of L x+δ(s)ys ϕIM s (A Next, we study the properties of the alternative operator ∂ (c) n , which Kaneko devised by modeling a Hopf algebra developed by A. Connes and H. Moscovici (see [2] for details of the structure), and thereby find that ∂ (c) n also induces relations of MLV's. The commutativity property of ∂ (c) n was investigated by Wakiyama [13] in advance. 
The only difference between θ (c) and θ (c) is the order of H and ∂ 1 appearing in the right-hand side of their recursive rules. 
Proof. We immediately see that the images of generators x and y s (s ∈ µ r ) of both sides coincide. For w, w ′ ∈ A µr ,
Hence, the recursive rules also coincide, and the Lemma is proven.
Proposition 4.17. For any positive integer n and any rational number c, we have
Proof. The proposition holds for n = 1 because ∂ (c)
Suppose that the proposition is proven for n. Using Lemma 4.16 and Proposition 4.5, we obtain
n . Hence, by induction the Proposition holds for n + 1. 
which gives the same class as Theorem 4.14.
4.3.
On the Derivation Relation. Let A µr denote the completion of A µr . We put ∆ as
∂ n n which has been introduced in [1] . Then, ∆ is an automorphism on A µr that satisfies
, ∆(y s ) = (x + y s ) 1 1 − y 1 + y s for any s ∈ µ r . We find that
or, in other words, Proof. We need only show the equality of the images of general monomials in A µr on both sides.
We can easily see that
Hence, the lemma is proven. 
Based on equation (26), Proposition 4.20, and Corollary 3.21, we again obtain the derivation relation
Proofs of Lemmata
Proof of Lemma 3.12 . If (i) and (ii) are proven, then (i) ′ and (ii) ′ also hold by substituting d
in place of w, w ′ and by applying d −1 * to both sides. Therefore, we show (i) and (ii).
(i) By induction on the depth of a word. We denote the depth of a word w by dep(w). When dep(w) = 1, set w = z k,s , w ′ = z l,t v. If dep(v) = 0, then
Hence, the assertion is proven. If dep(v) > 0, then
Hence, we must show that
Setting V = z k1,s1 · · · z k1,sn , we have
Thus, we obtain LHS=RHS.
(ii) Again, by the induction on the depth of a word. If dep(w) = 1, set w = z k,s , w ′ = z l,t v. If dep(v) = 0, then both sides become z k+l,st , and the assertion holds.
If dep(v) > 0, then
Setting V = z p,i v, we have LHS = z k+l+p,sti v = RHS.
Hence, the assertion is proven. If dep(w) > 1, we can set w = z k,s u, w ′ = z l,t v (dep(u), dep(v) > 0). Then
Setting V = z p,i v, W = z q,j w, we have LHS = z k+l+q,stj (V * w) + z k+l+p,sti (v * W ) + z k+l+p+q,stij (v * w)
= L x k+l M st z q,j (V * w) + z p,i (v * W ) + z p+q,ij (v * w) = RHS.
This completes the proof.
Proof of Lemma 3.13 . First, we show the identity ). According to the identity (27) and the induction hypothesis, we have
(w * w 
n−1 L u−y1 ∂ 1 . Write the leading Lie bracket term as the sum
Using the identity [ θ (c) , L u ] = L b θ (c) (u) + cL u ∂ 1 , which can be easily shown, we have n ψ (c)
Considering θ (c) (u) = 
. By setting 
