Smoothed Particle Hydrodynamics (SPH) schemes need to be enhanced by dissipation mechanisms to handle shocks. Most SPH formulations rely on artificial viscosity and while this is working well in pure shocks, attention has to be payed to avoid dissipation where it is not wanted. Commonly used approaches include limiters and time-dependent dissipation parameters. The former try to distinguish shocks from other types of flows that do not require dissipation while in the latter approach the dissipation parameters are steered by some source term ("trigger") and, if not triggered, they decay to a pre-described floor value. The commonly used source terms trigger on either compression, −∇ · v, or its time derive. Here we explore a novel way to trigger SPH-dissipation: based on the entropy growth rate between two time steps we identify "troubled particles" that need to have dissipation added because they are either passing through a shock wave or become noisy. Our new scheme is implemented into the Lagrangian hydrodynamics code MAGMA2 and scrutinized in a number of shock and fluid instability tests. We find excellent results in shocks and only a moderate (and desired) switch-on in instability tests, despite our conservatively chosen trigger parameters. The new scheme is robust, trivial to implement into existing SPH codes and does not add any computational overhead.
INTRODUCTION
Smoothed Particle Hydrodynamics (Lucy 1977; Monaghan 1977) is a completely mesh-free method to solve the equations of hydrodynamics. General introductions to the method can be found in a number of extensive reviews (Monaghan 2005; Rosswog 2009; Springel 2010; Price 2012; Rosswog 2015a) . It can be elegantly derived from a discretized Lagrangian of an ideal fluid (Gingold & Monaghan 1982; Speith 1998; Monaghan & Price 2001; Springel & Hernquist 2002) and thus ensures that Nature's conservation laws are obeyed. As derived in this way, SPH is entirely dissipationless, and can therefore not properly handle shocks: in a shock front bulk kinetic energy is transformed by dissipation into internal energy which goes along with an increase in entropy. This requires to build-in some dissipative mechanism into SPH. In most modern Eulerian hydro-dynamics schemes this is achieved by applying Riemann solver techniques, see e.g. Toro (1999) . This is also possible in SPH (Inutsuka 2002; Cha & Whitworth 2003; Puri & Ramachandran 2014) , but more widely spread is the use of artificial viscosity. It is worth mentioning, however, that many artificial viscosity schemes bear similarities with approximate Riemann solvers (Monaghan 1997) . While Riemann solvers have the aesthetic advantage on their side, they always provide some amount of dissipation even in situations where it would actually not be needed. In SPH one has (at least in principle) the possibility to suppress/switch off dissipation completely. Historically, however, early implementations applied artificial viscosity terms with constant parameters (and without limiters) so that dissipation was applied whether needed or not.This lead to excessively dissipative SPH schemes and controlling the amount of dissipation has been a concern since. Suggested cures include "limiters" (Balsara 1995; Cullen & Dehnen 2010; Read & Hayfield 2012; Wadsley et al. 2017) that are aimed at suppressing dissipation out-side of shocks, tensor prescriptions (Owen 2004 ) that intend to restrict the effects of artificial viscosity to the shock travel directions and dissipation schemes with time-dependent parameters. Time-dependent dissipation parameters were introduced by Morris & Monaghan (1997) who suggested to evolve them separately for each particle according to an additional differential equation with a source and a decay term that, unless triggered, drive the parameter to a pre-defined floor value (0.1 was used in the original proposal), see Eq. (13) below. As a source term they used −∇ · v which works well in many cases, but cannot distinguish between an adiabatic compression and a shock. Cullen & Dehnen (2010) suggested to use instead d(−∇· v)/dt, so that a particle that moves into a shock (and thereby becomes increasingly more compressed) raises its dissipation parameter which subsequently decays once the shock wave has passed. A powerful alternative to reduce effective dissipation is to use reconstructed velocities in the dissipative terms. Similar to finite volume methods that solve Riemann problems based on reconstructed quantities at cell interfaces, one can also use reconstructed quantities in artificial viscosity methods (Christensen 1990 ). This has recently been explored in an SPH context (Frontiere et al. 2017; Rosswog 2019) where it has lead to excellent results even when constant dissipation parameters were used. Here we explore time-dependent viscosity parameters with a novel trigger mechanism that is based on monitoring an entropy measure for each particle. Monitoring entropy violations has been used to steer dissipation in Eulerian Newtonian hydrodynamics (Guermond et al. 2011 (Guermond et al. , 2016 and it has also been used in relativistic hydrodynamics to steer to which amount low-order fluxes need to be added to higher-order fluxes for numerical stabilization (Guercilena et al. 2017) . In this paper we use the local violation of exact entropy conservation to steer how much dissipation every SPH-particle needs. As shown in the tests below, our scheme yields excellent results, is trivial to implement and comes without any computational overhead. We describe our methodology in Sec. 2, where we briefly summarize the key ingredients of the MAGMA2 code that we use in Sec. 2.1, and we discuss the entropy dissipation trigger in Sec. 2.2. In Sec. 3 we show a number of shock and instability tests and we conclude in Sec. 4 with a concise summary. The novel elements of the SPH code MAGMA2 (Rosswog 2019) are a) use of high order kernels, b) implementation of accurate gradients that are calculated via ma-trix inversion techniques and c) use of a new dissipation scheme where velocities are reconstructed via slope limiter techniques to the inter-particle midpoint (Christensen 1990; Frontiere et al. 2017 ). The differences of these reconstructed velocities are used in the artificial viscosity tensor rather than the ("flat") differences of the particle velocities, as is the standard practice in SPH. This approach drastically reduces unwanted dissipation and we have shown in an extensive set of test cases (Rosswog 2019 ) that excellent results are obtained even if the dissipation parameter α is kept constant at its maximum value. This finding is consistent with the results of Frontiere et al. (2017) who used an SPH formulation based on reproducing kernel interpolation (Liu et al. 1995) . The equation set that we are using has been developed and tested extensively in a special relativistic context (Rosswog 2015b) and -in its Newtonian version-in the recent MAGMA2 code paper (Rosswog 2019) . We use
as density, momentum and energy equation. Here ρ, v a , u a denote mass density, velocity and specific internal energy, h is the smoothing length, m is the particle mass, P the gas pressure, v ab = v a − v b and W the chosen SPH kernel function. The gradient functions are given by
where C is a "correction matrix" that accounts for the local particle distribution and is calculated as
(6) Such gradients have been shown to work well Cabezon et al. 2012) and to be orders of magnitude more accurate than standard SPHkernel gradient methods, see Fig. 1 in Rosswog (2015b) . Following the approach of von Neumann & Richtmyer (1950), we implement artificial viscosity by adding an "artificial pressure" Q to the physical pressure P wherever it occurs. We use the expression (Monaghan & Gingold 1983 )
where the velocity jump is
c s,a the sound speed and
are (non-dimensionalized; Einstein sum convention) separations between particles. In SPH it is common practice to use v δ ab = v δ a − v δ a in Eq. (8), but one can also use the differences of the velocities reconstructed to the midpoint between two particles (Christensen 1990; Frontiere et al. 2017 ). In MAGMA2 we use the differences of slope-limited quadratically reconstructed velocities at the midpoint between two particles for v δ ab = v δ a − v δ a , see Rosswog (2019) for more details. We also apply a small amount of thermal conductivity in the form
where α u = 0.05,ũ k are the quadratically reconstructed values of the specific internal energy at the midpoint and v sig,u is a signal velocity. For more details and the explicit expressions that are used we refer to the MAGMA2 code paper (Rosswog 2019).
Using entropy non-conservation to identify "troubled particles"
Our SPH formulation conserves mass energy, momentum and angular momentum exactly 1 , entropy conservation, in contrast, is not actively enforced and therefore its potential non-conservation can be used to monitor the smoothness of the local flow. In smooth flows entropy should be conserved exactly while it may be physically increased in shocks. Flows can, however, also become "noisy" (i.e. develop non-negligible velocity fluctuations) for numerical reasons (e.g. particles "remeshing" themselves from a non-optimal lattice into a more preferable configuration) and also in such cases (a smaller amount of) dissipation is desirable. In either case, shocks or noisy flows, one would want to apply artificial dissipation in order to keep the flow physically well-behaved, and measuring the degree of numerical non-conservation of entropy (or some entropy function) is a natural way to identify "troubled particles" and to determine how much dissipation should be applied.
Here we suggest to steer the value of α in Eq. (7) via the rate of numerical entropy generation between two subsequent time steps. Since MAGMA2 produces, due to the velocity reconstruction, excellent results even with a constant α = 1, we choose our parameters conservatively large so that α reaches already substantial values for small entropy violations. For SPH schemes without velocity reconstructions the same functional relations may be used, but lower parameters may potentially be beneficial. We assume here a polytropic equation of state and use
as a measure for the entropy carried by particle a. Here P a is gas pressure and Γ the polytropic exponent. Other entropy measures, e.g. the physical entropy of an ideal gas, could equally well be used along the same lines of reasoning. We use the non-dimensionalized relative entropy change rate of a particle a between time step t n−1 and time step t n (∆t
as a measure of how much dissipation is needed. Here τ a = h a /c s,a is the particle's dynamical time scale and c s,a its sound speed. We use l n a = log(˙ n a ) to steer the amount of dissipation. Similar to earlier work (Morris & 
where α 0 is a floor value, in other schemes often set to values around 0.1 to keep the particle distribution well-behaved. We compare at each time step the actual value to a "desirable dissipation parameter" and if the latter exceeds the current value, α(t) is increased instantly (Cullen & Dehnen 2010) . We assign the desired value based on the trigger l n a α n a,des = α max S(l n a ),
where the smooth "switch-on" function is
We conservatively settled on values l 0 = −5 and l 1 = −2, so that our scheme does not switch on at all for val-ues˙ n a ≤ 10 −5 and reaches α = α max = 1 for˙ n a ≥ 10 −2 , see Fig. 1 . For aesthetic reasons we prefer to have only triggered dissipation rather than assigning a floor value α 0 by hand. We therefore use α 0 = 0 in our implementation, but with the chosen parameters l 1 and l 2 a small amount of dissipation (typically α ∼ 0.05) is triggered even in rather smooth flows, see below. We find good results for this particular switch-on function and the chosen parameters, but other choices are certainly possible.
TESTS
To scrutinize the suggested scheme we perform a number of benchmark tests. We first show several shock tests to demonstrate that the dissipation switches on robustly. Subsequently, we also perform a Kelvin-Helmholtz and a Rayleigh-Taylor test to investigate to which extent dissipation switches on in smooth flow portions for our default parameter choice.
Sedov Taylor Blast
We begin by setting up a Sedov explosion test where a given number of SPH particles is distributed according to a centroidal Voronoi tesselation (Du et al. 1999) in the computational volume [-0.5,0.5]×[-0.5,0.5]×[-0.5,0.5] and we assign masses so that the density is ρ = 1. We use a polytropic exponent Γ = 5/3 and spread an internal energy E = 1 across a very small initial radius R, the specific internal energy u of the particles outside of R is entirely negligible (10 −10 of the central u). For the initial radius R we choose twice the interaction radius of the innermost SPH particle. Boundaries play no role in this test (as long as the blast doesn't interact with them), we therefore place "frozen" particles with fixed properties around the computational volume as boundary particles. For more details we refer to Rosswog (2019). The results for 256 3 SPH particles (excluding boundary particles) is shown in Fig. 2 . This test requires large dissipation values, both to robustly handle the shock and to "calm" the particles in the post-shock region. Our scheme delivers large α-values in this test with values of ≈ 1 in the shock itself, and a moderate decay to values around 0.6 in the post-shock region increasing again in the very low density central regions. Overall, see Fig. 3 , the numerical solution (red dots; all particles are plotted) is in excellent agreement with the exact solution (black line).
Spherical Blast
As another benchmark we use a three-dimensional shock-tube problem suggested by Toro (1999) . We set up 200 3 particles on a cubic lattice in the computational domain [−1, 1] 3 according to (ρ, v, P ) = (1.000, 0, 0, 0, 1.0) for r < 0.5 (0.125, 0, 0, 0, 0.1) else. The solution exhibits a spherical shock wave, a spherical contact surface traveling in the same direction and a spherical rarefaction wave traveling towards the origin. Our solution (XY-plane) at t = 0.2 is shown in Fig. 4 with dissipation parameter α in the left and density in the right panel. While the cubic lattice structure is visible in the distribution of α (e.g. larger values along the axes near the inner edge of the rarefaction region) the density is perfectly spherically symmetric. In Fig. 5 we compare the MAGMA2-result (|y| < 0.018, |z| < 0.018) with a reference solution obtained by the Eulerian weighted average flux method with 400 3 grid cells (Toro 1999) , both agree very well.
Schultz-Rinne tests
Schulz-Rinne (1993) designed a set of challenging 2D Riemann problems in which four constant states meet at one corner. The initial conditions are chosen so that one elementary wave, either a shock, a rarefaction or a contact discontinuity emerges from each interface and the subsequent evolution leads to geometrically complex solutions. No exact solutions are known, but the benchmark tests are widely spread and the results can be compared to other numerical solutions (Schulz-Rinne 1993; Lax & Liu 1998; Kurganov & Tadmor 2002; Liska & Wendroff 2003) . Here we show the results for two such tests 2 , the initial conditions of which are given in Tab. 1. Further tests of this type are shown in the MAGMA2 code paper (Rosswog 2019 ). These tests are rarely shown for SPH codes, in fact, we are only aware of the work by Puri & Ramachandran (2014) who show results for one such shock test Figure 5 . Spherical Riemann problem: MAGMA2 solution is shown as black circles, the reference solution (red line) has been obtained via the Eulerian weighted average flux method with 400 3 grid cells (Toro 1999) .
in a study of Godunov-SPH with approximate Riemann solvers. Since our code is intrinsically 3D, we simulate a slice thick enough so that the midplane is unaffected by potential edge effects (we use here 10 particle layers in z-direction). We use 660 x 660 close-packed particles in the XY-plane between [x c − 0.5, x c + 0.5] × [y c − 0.5, y c + 0.5], (x c , y c ) being the contact point of the quadrants, and use a polytropic exponent Γ = 1.4. The results are shown in Figs. 6 and 7. As in the previous shock tests, we see that the dissipation switches on very quickly as a response to individual particle motion. This makes the α-plots, left panels in Figs. 6 and 7 look somewhat noisy, but the physical densities are sharp, noise-free and in excellent agreement with the results from Eulerian approaches (Schulz-Rinne 1993; Lax & Liu 1998; Kurganov & Tadmor 2002; Liska & Wendroff 2003) .
Kelvin Helmholtz
An interesting question is how much dissipation is triggered in an overall smooth test such as a Kelvin-Helmholtz instability. To find out we set up a test similar to McNally et al. (2012) and Frontiere et al. (2017) : 
with v 1 = 0.5, v 2 = −0.5, v m = (v 1 − v 2 )/2. A small velocity perturbation in y-direction is introduced as v y = 0.01 sin(2πx/λ) with the perturbation wave length λ = 0.5. The test is performed with a polytropic equation of state with exponent Γ = 5/3. The test is set up in quasi-2D with 10 slices of 512 x 512 particles ("512 2 ")which, for simplicity, are arranged in a simple cubic lattice. Here we focus exclusively on the topic of this paper, the dissipation trigger, for more details of the setup and the analysis of the MAGMA2 performance we refer to Rosswog (2019) . The result at t = 1.5 and 2.5 is shown in Fig. 8 . Our dissipation scheme triggers a floor value of α ≈ 0.06 which is similar to the value of 0.1 that is often set by hand as a lower bound in several SPH implementations to keep the particles well-ordered, e.g. Tricco (2019) . In the shear interfaces where the particle lattices shear along one another sharply localized lines with values of up to α ≈ 0.8 are triggered. The average dissipation parameter value at t = 2.5 isᾱ = 0.158, i.e. despite our conservatively fast dissipation switch-on the α−values are substantially lower than the standard value of unity. We also display the results for the nonlinear, late time evolution of a higher resolved ("1024 2 " particles) Kelvin-Helmholtz test, see Fig. 9 .
Rayleigh-Taylor Instability
As a last example we present a Rayleigh-Taylor test that we set up as described in Frontiere et al. (2017) . Again, the focus is on the amount of dissipation that is triggered, more details on other aspects of this test can be found in original code paper (Rosswog 2019) . We adopt a quasi-2D setup using the full 3D code in a XY-domain of [−0.25, 0.25] × [0, 1] and use 10 layers of particles in the z-direction. The initial density is set up as
with ρ t = 2, ρ b = 1, transition width ∆ = 0.025 and transition coordinate y t = 0.5. The interface is perturbed as v y (x, y) = δv y,0 [1 + cos(8πx)][1 + cos(5π(y − y t ))] (21) for y in [0.3, 0.7] with an initial amplitude δv y,0 = 0.025. The equilibrium pressure profile is given by
where P 0 = ρ t /Γ and polytropic exponent is Γ = 1.4. A constant acceleration g = −0.5ê y is applied. We show a snapshot at t = 4.4 in Fig. 10 with dissipation parameter α in the left and density ρ in the right panel.
Throughout most of the computational domain α is well below a value of 0.1, only in the sharp edges of the rising plumes values up to ≈ 0.9 are reached, the average value isᾱ = 0.103. Overall, our results are very similar to those obtained by Frontiere et al. (2017) with an SPH-method based on reproducing kernel methodology.
SUMMARY
In this paper we have explored a novel way to steer dissipation in SPH simulations. Rather than triggering on the velocity divergence (Morris & Monaghan 1997) or its time derivative (Cullen & Dehnen 2010) , we trigger on local violations of exact entropy conservation. Such violations can be caused by particles entering a shock front or by numerical noise. We have been very conservative in our parameter choices and switch on dissipation even for very small entropy violations. This does not lead to excessive dissipation since our dissipation scheme employs a velocity reconstruction that largely eliminates unwanted dissipation effects even for large, constant dissipation values. For other SPH codes that do not apply such techniques, however, it may be worth exploring different parameter choices that are more forgiving in terms of entropy violations. We find excellent results both in shock and instability tests, where our scheme triggers only very low values (α ∼ 0.05) in smooth regions of the flow. The suggested method is very robust, trivial to implement in existing SPH codes and does not require any noticeable computational effort.
