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Abstract 
It is shown that any generalized Kac-Moody Lie algebra g that has no mutually orthogonal 
imaginary simple roots can be written as g = u+ @ (gJ + b) @ II-, where gJ is a Kac-Moody 
algebra defined from a symmetrizable Cartan matrix, and II’ and up are subalgebras isomorphic 
to free Lie algebras over certain g,-modules. The denominator identity for such an algebra g is 
obtained by using a generalization of Witt’s formula that computes the graded dimension of the 
free Lie algebra u- and the denominator identity known for the Kac-Moody subalgebra gJ. The 
main result and consequent proof of the denominator identity give a new proof that the radical 
of a generalized Kac-Moody algebra of the above type is zero. The main result is applied to 
the Monster Lie algebra m to obtain an elegant decomposition m = u+ @ gl, @ u-. 
Also included is a detailed discussion of Borcherds’ construction of the Monster Lie algebra 
from a vertex algebra and an elementary proof of Borcherds’ theorem relating Lie algebras with 
“an almost positive definite bilinear form” to generalized Kac-Moody algebras. @ 1998 Elsevier 
Science B.V. 
1991 Math. Subj Class.: 17B65; 17B67; 37B55 
1. Introduction 
Generalized Kac-Moody algebras, called Borcherds algebras in [14], were investi- 
gated by Borcherds in [2]. We show that any generalized Kac-Moody algebra g that has 
no mutually orthogonal imaginary simple roots can be written as g = u+@(gJ+$)@u-, 
where u+ and tl- are subalgebras isomorphic to free Lie algebras with given genera- 
tors, and gJ is a Kac-Moody algebra defined from a symmetrizable Cartan matrix (see 
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Theorem 5.1). There is a formula due to Witt that computes the graded dimension of 
a free Lie algebra where all of the generators have been assigned degree one. It is 
known that Witt’s formula can be extended to other gradings (e.g., [5]). We present a 
further generalization of the formula appearing in [5]. The denominator identity for g 
is obtained by using this generalization of Witt’s formula and the denominator iden- 
tity known for the Kac-Moody algebra gJ. In this work, we are taking g to be the 
algebra defined by the appropriate generators and relations, rather than the quotient of 
this algebra by its radical. In particular, our main result and consequent proof of the 
denominator identity give a new proof that the radical of a generalized Kac-Moody 
algebra of the above type is zero. (We use the fact that the radical of gJ is zero, which 
is Serre’s theorem in the case that gJ is finite-dimensional; this is the main case for us.) 
The most important application of our work is to the Monster Lie algebra M, defined 
by Borcherds [4]. In fact, we show that M = uf CE ~$2 @ u-, with u* free Lie algebras. 
This result is obtained by applying the above results to a generalized Kac-Moody al- 
gebra g(M) defined from a particular matrix M, given by the inner products of the 
simple roots of M. Theorem 5.1 applied to this Lie algebra establishes that the sub- 
algebras n* c g(M) are each the semidirect product of a one-dimensional Lie algebra 
and a free Lie algebra on countably many generators. The Lie algebra g(M) is shown 
to be a central extension of the Monster Lie algebra m (Theorem 6.1) constructed by 
Borcherds in [4]. By Theorem 6.1, the subalgebras m* in M = M+ CD @ C3 M- are 
isomorphic to the subalgebras n* c g(M). In this way we show M contains two large 
subalgebras u* which are isomorphic to free Lie algebras, and M = uf $ g& $ u-. The 
denominator identity for M (see [4]) is obtained in this paper in the manner described 
above for more general g. In this case gJ = 512, and our results give a new proof that 
the central extension g(M) of M has zero radical. 
The Monster Lie algebra M is of great interest because Borcherds defines and uses 
this Lie algebra, along with its denominator identity, to solve the following prob- 
lem [4]: It was conjectured by Conway and Norton [6] that there should be an 
infinite-dimensional representation of the Monster simple group such that the McKay- 
Thompson series of the elements of the Monster group (that is, the graded traces of the 
elements of the Monster group as they act on the module) are equal to some known 
modular functions given in [6]. After the “moonshine module” V’ for the Monster sim- 
ple group was constructed [lo] and many of its properties, including the determination 
of some of the McKay-Thompson series, were proven in [l 11, the nontrivial problem 
of computing the rest of the McKay-Thompson series of Monster group elements act- 
ing on Vb remained. Borcherds has shown in [4] that the McKay-Thompson series are 
the expected modular functions. 
In this paper, in preparation for our main result, we include a detailed treatment of 
some of Borcherds’ work on generalized Kac-Moody algebras, and of that part of [4] 
which shows that the Monster Lie algebra has the properties that we need to prove 
Theorem 6.1. We now explain this exposition. 
Some results such as character formulas and a denominator identity known for Kac- 
Moody algebras are stated in [2] for generalized Kac-Moody algebras. We found it 
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necessary to do some extra work in order to understand fully the precise definitions 
and also the reasoning which are implicit in Borcherds’ work on this subject. Kac 
in [ 181 gives an outline (without detail) of how to rigorously develop the theory of 
generalized Kac-Moody algebras by indicating that one should follow the arguments 
presented there for Kac-Moody algebras (see also [ 161). Included in [17] is a detailed 
exposition of the theory of generalized Kac-Moody algebras, along the lines of [20], 
where the homology results of [ 131 (not covered in [ 181) are extended to these new 
Lie algebras. That this can be done is mentioned and used in [4]. The homology result 
gives another proof of the character and denominator formulas [ 171. 
We find it appropriate to work with the extended Lie algebra as in [ 13, 201 (that 
is, the Lie algebra with suitable degree derivations adjoined). Alternatively, one can 
generalize the theorems in [ 181. In either of these approaches, the Cartan subalgebra is 
sufficiently enlarged to make the simple roots linearly independent and have multiplicity 
one, just as in the case of Kac-Moody algebras. Without working in the extended Lie 
algebra it does not seem possible to prove the denominator and character formulas for 
all generalized Kac-Moody algebras. This is because the matrix from which we define 
the Lie algebra can have linearly dependent columns (as in the case of 512); we may 
even have infinitely many columns equal. Naturally, when it makes sense to do so, 
we may specialize formulas obtained involving the root lattice. In this way we obtain 
Borcherds’ denominator identity for m, and show its relation to our generalization of 
Witt’s formula. 
The crucial link between the Monster Lie algebra and a generalized Kac-Moody 
algebra defined from a matrix is provided by Theorem 4.1, which is a theorem given by 
Borcherds in [3]. Versions of this theorem also appear in [2, 41. Since this theorem can 
be stated most neatly in terms of a canonical central extension of a generalized Kac- 
Moody algebra (as in [3]) we include a section on this central extension. Theorem 4.1 
roughly says that a Lie algebra with an “almost positive definite bilinear form”, like 
the Monster Lie algebra, is the homomorphic image of a canonical central extension 
of a generalized Kac-Moody algebra. The way that Theorem 4.1 is stated here and 
in [3] (as opposed to [4] where condition 4 is not used) allows us to conclude that 
the Monster Lie algebra has a central extension which is a generalized Kac-Moody 
algebra defined from a matrix. We include in this paper a completely elementary proof 
of Theorem 4.1. This proof is simpler than the argument in [2] and the proof indicated 
[ 181, which require the construction of a Casimir operator. Here Eq. ( 1 1 ), which follows 
immediately from the hypotheses of the theorem, is used in place of the Casimir 
operator. 
The Monster Lie algebra is defined (see [4]) from the vertex algebra which is the 
tensor product of Vb and a vertex algebra obtained from a rank two hyperbolic lattice. 
This construction is reviewed in Section 6.2. The infinite-dimensional representation 
V’ of the Monster simple group constructed in [lo] can be given the structure of 
a vertex operator algebra, as stated in [l] and proved in [I 11. The theory of vertex 
algebras and vertex operator algebras is used in proving properties of the Monster Lie 
algebra, so the definition of vertex algebra and a short discussion of the properties 
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of vertex algebras are given in this paper. The “no-ghost” theorem of string theory is 
used here, as it is in [4], to obtain an isomorphism between homogeneous subspaces 
of the Monster Lie algebra and the homogeneous subspaces of V’. A reformulation of 
the proof of the no-ghost theorem as given in [4, 2.51 is presented in the appendix of 
this paper. 
This paper is related to the work of Kang [ 191, where a root multiplicity formula 
for generalized Kac-Moody algebras is proven by using Lie algebra homology. We 
recover Kang’s result for the class of Lie algebras studied in this paper. Other related 
works include that of Harada et al. [16], who present an exposition of generalized 
Kac-Moody algebras along the lines of [ 181 (their proof of Theorem 4.1, is the proof 
in [2] done in complete detail; see above). The recent work of the physicists Gebert 
and Teschner [14] explores the module theory for some basic examples of generalized 
Kac-Moody algebras. 
2. Generalized Kac-Moody algebras 
2.1. Construction of the algebra associated to a matrix 
In [2] Borcherds defines the generalized Kac-Moody algebra (GKM) associated to 
a matrix. Statements given here without proof have been shown in detail in [ 171. In 
addition to [2], the reader may also want to refer to [ 181 where an outline is given for 
extending the arguments given there for Kac-Moody algebras. The Lie algebra denoted 
g’(A) in [18], which is defined from an arbitrary matrix A, is equal to the general- 
ized Kac-Moody algebra g(A), defined below, when the matrix A satisfies conditions 
(Cl)-(C3) given below. 
Remark. In [4] any Lie algebra satisfying conditions l-3 of Theorem 4.1 is defined to 
be a generalized Kac-Moody algebra. In this paper the term “generalized Kac-Moody 
algebra” will always mean a Lie algebra defined from a matrix as in [ 181. The theory 
presented here, based on symmetric rather than symmetrizable matrices, can be easily 
adapted to the case where the matrix is symmetrizable. We use symmetric matrices in 
order to be consistent with the work of Borcherds and because the symmetric case is 
sufficient for the main applications. 
We will begin by constructing a generalized Kac-Moody algebra associated to a 
matrix. 
All vector spaces are assumed to be over R. Let Z be a set, at most countable, 
identified with iZ+ = {1,2,. . .} or with {1,2,.. . ,k}. Let A = (aii)i,jEr be a matrix 
with enties in R, satisfying the following conditions: 
(Cl) A is symmetric, 
(C2) if i # j then aij 5 0, 
(C3) if a;i > 0 then 2 E H for all j E I. 
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Let g&4) = g,, be the Lie algebra with generators hi,ei, A, where i E I, and the 
following defining relations: 
(RI) [h,hjl = 0, 
UW [hi, ~1 - aikek = 0, 
(R3) [h,hl + aikfk = 0, 
(R4) [ei,fi] - 6,hi = 0 
for all i,j, k E I. Let h = CiEI Rhi. Let no’ be the subalgebra generated by the {ei}iEl 
and let n; be the subalgebra generated by the {fi}iE1. The following proposition is 
proven by the usual methods for Kac-Moody algebras (see [17] or [ 181). 
Proposition 2.1. The Lie algebra g,, has triangular decomposition go = n; $ h ED no’. 
The abelian subalgebra b has a basis consisting of {hi}iEI, and n$ is the free Lie 
algebra generated by the ei (resp. the fi) i E I. In particular, {ei,fi, hi}iEl is u 
linearly independent set in go. 
For all i # j and aii > 0 define 
d$ = (adei)1--2a1~~a~~ej E go’, (1) 
(2) 
Let I: c n,f be the ideal of nt generated by the elements: 
d;, (3) 
[ei,ej] if aij = 0 (in the case of It), (4) 
[fi, fj] if aii = 0 (in the case of I,). (5) 
Note that if a;i > 0, then the elements (4) and (5) are of type (1) and (2). The 
subalgebra 10 = I: GB I, is an ideal of go (for details adapt the proof of Proposition 3.1 
in the next section). 
Definition 1. The generalized Kac-Moody algebra g(A) = g associated to the matrix 
A is the quotient of go by the ideal IO = 1: EB 1,. 
Remark. In [ 17, 181, a generalized Kac-Moody algebra is constructed as a quotient 
of go by its radical (that is, the largest graded ideal having trivial intersection with 
b). Although this fact is not used in this paper, the ideal I,-, is equal to the radical 
of go. Of course, proving that the radical of the Lie algebra g(A) is zero not trivial. 
It is shown in [ 171 that the radical of g(A) is zero using results from [ 12, 181 and a 
proposition proven in [2]. 
Let n+ = ni/fl and n- = no/f;. Proposition 2.1 implies that the generalized Kac- 
Moody algebra has triangular decomposition g = n+ @ I, 6B n-. The Lie algebra g is 
given by the corresponding generators and relations. The Lie algebra g(A) is a Kac- 
Moody algebra when the matrix A is a generalized Cartan matrix. 
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Let degei = -degh = (O,..., 0, LO,. . .) where 1 appears in the ith position, and let 
deg hi = (0,. . .). This induces a Lie algebra grading by Z’ on g. Degree derivations Di 
are defined by letting Di act on the degree (ni, n-2,. . ) subspace of g as multiplication 
by the scalar ni. Let b be the space spanned by the Di. We extend the Lie algebra g 
by taking the semidirect product with b, so g’ = b DC g. Then b” = b $ h is an abelian 
subalgebra of g’, which acts via scalar multiplication on each space g(ni, n2,. . .). 
Let Ui E (he)* for i E I be defined by the conditions 
[h,ei] = @Zi(h)C?i for all h E b”. 
Note that Mj(hi) = a~ for all i, j E I. Because we have adjoined b to Q, the Cli are 
linearly independent. 
For all cp E (he)* define 
gV = {x E g 1 [h,x] = cp(h)x v’h E 9’). 
If cp, Ic/ E (he)* then [gq, g$] c gq+$. By definition ei E gal, and fi E g-‘Z for all i E 1. 
If all ni < 0, or all ni 2 0 (only finitely many nonzero), it can be shown by using the 
same methods as for Kac-Moody algebras that 
9 
n,X,+nzQ+... 
= g(w,n2,...) 
and go = h. Therefore, 
g = fl gnlll+nzaz+...~ 
(nl,nz,...) 
il,Eiz 
(6) 
Definition 2. The roots of g are the nonzero elements cp of (he)* such that gq # 0. 
The elements Cli are simple roots, and gq is the root space of cp E (he)*. 
Denote by A the set of roots, A+ the set of positive roots, i.e., the non-negative 
integral linear combinations of gi. Let A_ = -A+ be the set of negative roots. All of 
the roots are either positive or negative. 
The algebra g has an automorphism yl of order 2 which acts as -1 on h and 
interchanges the elements ei and fi. By an inductive argument, as in [ 181 or [23], we 
can construct a symmetric invariant bilinear form on g such that gq and g-q where 
cp E A+ are nondegenerately paired; however, the restriction of this form to h can be 
degenerate. There is a character formula for standard modules of g and a denominator 
identity (see [2, 17, 181) 
rI (1 _ evpdimgW = c (det w) c (- l)‘(Y)e”‘@+Y)-P, (7) 
vpEA+ WEW Yaw) 
where Q(0) c A+ U (0) is the set of all y E A+ U (0) such that y is the sum (of length 
zero or greater) of mutually orthogonal imaginary simple roots. 
Remark. The denominator formula (7) can be specialized to the unextended Lie alge- 
bra as long as the resulting specialization is well defined. 
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3. A canonical central extension 
It is useful to consider a certain central extension of the generalized Kac-Moody 
algebra. Working with the central extension defined here (which is the same as in [3]) 
will simplify the statement and facilitate the proof of Theorem 4.1 below. Given a 
matrix A satisfying (Cl)-(C3) let fi be the Lie algebra with generators ei,fi,hij for 
i, j, k, 1 E I and relations: 
(RI’) [hij,hl = ‘A 
(R2’) [hij,ek] - Gi,jaikek = 0 and [hj,fk] + di,jaik_h = 0, 
(R3’) [ei,fi] - hij = 0, 
(R4’) dc = 0 for all i # j, aii > 0, 
(R5’) If aij = 0 then [ei, ej] = 0 and [fi, fi] = 0. 
The elements d: are defined by (1) and (2). 
We will study this Lie algebra by first considering the Lie algebra ho with generators 
h,, ei, fi, where i, j E I, and the defining relations (Rl’)-(R3’). 
Let 5 = Ci,jCr [Whij and let fii be the subalgebra generated by the ei i E I, I?; be 
the subalgebra generated by the fi i E I. We shall prove a version of Proposition 2.1. 
Lemma 3.1. The elements h, are zero unless the ith and jth columns of the matrix 
A are equal. 
Proof (Also see Borcherds [3]). The lemma follows from the Jacobi identity and 
relations (Rl’), (R2’). 0 
Proposition 3.1. The Lie algebra ho = itO @ 6 @ Al, and the abelian Lie algebra b 
has a basis consisting of {hu}i,jcI such that the ith and jth columns of A = (aij)i,jEr 
are equal. The subalgebra ti: is the free Lie algebra generated by the ei (resp. the 
fi), i E 1. The set {ei,J;:}i,jEr U {hij}i,ics is linearly independent where S = {(i, j) E 
I x II ab = akj for all k E I}. 
Proof. As in the classical case, one constructs a sufficiently large representation of the 
Lie algebra. Let t, be the span of the elements {hij}i,jEl. Define Mj E $* as follows: 
Mj(hik) = 6ikaij. 
Let X be the free associative algebra on the symbols {xi}icI. Let 1 E Q* be such that 
Jv(hij) = 0 if ali # a/j, i.e., unless the ith and jth columns of A are equal. 
We define a representation of the free Lie algebra gF with generators ei, fi, hij on X 
by the following actions of the generators: 
1. h. 1 = A(h) for all h E b, 
2. fi’l=Xi foralliEZ, 
3. ei . 1 = 0 for all i E I, 
4. h . x;, . . ‘xi, = (I - Ui, - ‘. ’ - Ei,)(h)xi, . . ‘xi, for h E 6, 
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5. J;: ‘X;,Xi2 ’ X;, = Xix;, Xi2 . . X;, , 
6. e; .x;, ’ . ’ X;, = X;, t?; ’ Xi2 ’ ’ ’ X;, + (IL - cliz - . . ’ - Ct;” )(/I;;, )Xj2Xb ’ ’ ’ X;, . 
Let 2 be the ideal generated by the elements [hij, hkl], [hij, ek] - Gi,jaikek, [hii, fk] + 
Si,jaik fk, and [e;,fi] - h,. NOW we will show that the ideal 3 annihilates the module 
X: It is clear that [h,h’] is 0 on X for h,h’ E lj. The element [ei,h] - hij also acts as 
0 on X by the following computation: 
[ei, fil . Xi, . . ‘X;, = e; fj ’ X;, ’ . ‘X;, - fjf?; ’ X;, ’ ’ ‘Xi, 
=C?;.XjX;;-'Xi,-xje;'X;,-*-Xi, 
= (IL - Cti, - ’ ’ ’ - CC;, )(hij)Xi, ’ ’ 'Xi, 
= hij ’ Xi, ’ ’ 'Xi,. 
By a similar computation [hii, fk] + d;ja;kfk annihilates X. Now consider the action of 
[h;j,ek] - d;ja;kek On XI 
[h;i,ek] . 1 = hijek . 1 - ekh;, . 1 
= ek . A(h,)l 
=o 
and 
buaikek . 1 = 0. 
Thus, [h;j, ek] - d;ja;kek annihilates 1. Furthermore, [h;j, ek] - h;jQ;kek COmmUteS with 
the action of fl for all 1, as the following computation from [3] shows 
= [[hij, ekl, f/ 1 - [6~Rkek, AI = [hii, h] + &j(W - Wc)hk[. 
By the assumption on 2, hkl is 0 on X unless ail = a&, so that the above is zero. 
Since any Xi, . . ‘Xi, = f;, . ’ . fi,. 1, this means that [h;j, ek] - b;ja&ek annihilates x. Now 
X can be regarded as a &,-module. The remainder of the proof follows the classical 
argument. 0 
The following proposition will be used in the proof of Theorem 4.1. 
Proposition 3.2. In ijo, for all i, j, k E I with i # j and a;; > 0 
[ek,d,i] = 0 
and 
[fk,dc] = 0. 
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Proof. It is enough to show the first formula. 
Case 1: Assume k # i and k # j. Since hti is central if k # i 
(ad ek)(ad fib = [&xl + [fi, [ek,xll 
= (ad h ICad a )x, (8) 
SO 
= (ad fi)- %/Gfihkj = Q. 
The last equality holds because k # j means hkj is central. 
Case 2: Assume k = i. By assumption aii > 0, thus ei,fi, hii generate a Lie algebra 
isomorphic to 512. Consider the &-module generated by the weight vector fj. Then if 
aij = 0 the result follows from the Jacobi identity and the fact that [ei,fj] = hij is in 
the center of the Lie algebra. If aij # 0 then 
ad ei(ad fi)-2a,/alg+1 fj 
= (aii/2)(2aij/aii - l )(-2aij/aii)(ad fi)-2”“‘““fj 
+(-2aij/aii + l)(ad fi)-2”i1’““(ad hii)fj 
= 0. 
Case 3: Assume k = j. By (8) 
[ej, (ad ~)-2”~,/“~~+1fj] = (ad fi)-2a,la~~+1hjj. (9) 
Since [J;:, hjj] = ajifi it follows immediately that (9) equals zero if aij 5 0. 0 
Let I: be the ideal of &,*, respectively, generated by the elements which give 
relations (R4’) and (RS’): 
dt for all i # j, Uii > 0, 
[ei,f?j] if Uij = 0 for Ii, 
[fi,fj] if Uij = 0 for I,. 
Proposition 3.3. DeJne fo = fi @ 1,. Then 1; and fo are ideals of go. 
Proof. Let &, act on itself by the adjoint representation. To see that I- is an ideal, 
first consider the action on the generators d; . By Proposition 3.1 we have 
i#j 
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The equality holds by Proposition 3.2 and the fact that h(adh):)Nfj = A.(adfi)Nfi, 
where 1 is a scalar. 
We must also consider the action on the generators of the form [f;:, jj], i # j, aij = 0. 
In this case 
[ek[f;:7fjll =[hki2fjl + [h,hkjl 
= -6baijfj + 6kjajih 
= 0, 
i.e., 
ek . [fi,_fj] = 0. 
Then by the same argument as above 
c s!(Bo) f Ch,fjl C G. 
ifj, a,,=0 
By a symmetric argument, 16 is an ideal of &,, so fc is an ideal. 0 
The Lie algebra &,/Io is equal to 6, the Lie algebra defined above by generators and 
relations. 
Remark. The Lie algebra 4 is called the universal generalized Kac-Moody algebra 
in [3]. 
Let c be the ideal of fi spanned by the hij where i # j; note that these elements are 
central. The Lie algebra 9 is a central extension of the Lie algebra g, because there is 
an obvious homomorphism from 6 to g mapping generators to generators with kernel c. 
So 1 + c --f 6’9 + 1 is exact. The radical of fi must be zero because the radical of 
g is zero. We have shown the following. 
Theorem 3.1. The generalized Kac-Moody algebra g is isomorphic to 6,/c. 
The Lie algebra 6 can be given a E-gradation defined by taking degei = - degfi = 
si E Z where si = Sj if h, # 0, and deg hij = 0. The automorphism ye is well defined 
on 6. It follows from Propositions 2.1 and 3.1 that tt$ = ti:. If n+ = &,+/Ii and 
n- = &,-/I, then we have the decomposition Q = n- @ fi @ n+. 
Recall that the Lie algebra ge has an invariant bilinear form (s, .). It is useful to 
define an invariant bilinear form (., .)a on 6. For a, b f 6, let (a, b)e = (G, 6). Note that 
the span of the hij where i # j is in the radical of the form on 8. The form (., .)b is 
symmetric and invariant because the form on g has these properties. Grade 6 by letting 
degei = 1 = - degh, and deg hij = 0, so 6 = enELlgn, where 6, is contained in tt+ 
if n > 0, and n- if n < 0. The form (e, .)b is nondegenerate on 3, @ fi_,, because the 
E. Jurisich I Journal of Pure and Applied Algebra 126 (1998) 233-266 243 
map given by the central extension, n H X, is an isomorphism on n*, and the form 
defined on g’ is nondegenerate on g”, $95, for m E Z+. 
4. Another characterization of GKM algebras 
Theorem 4.1 below is a version of Theorem 3.1 appearing in [2]. Much of the proof 
of the following theorem is different than the proof appearing in [2]. In particular, there 
is no need to define a Casimir operator in order to show that the elements aij < 0; as 
seen below, this follows immediately from condition 3. 
Remark. In [4] Borcherds states, as a converse to the theorem, that the canonical central 
extensions 6 satisfy conditions l-3 below, although we note that the canonical central 
extension of a generalized Kac-Moody algebra does not have to satisfy condition 1 for 
some matrices. For example, if we start with the infinite matrix whose entries are all 
-2, then all of the ci must have the same degree because of condition 3. Therefore, 
there is no way to define a Z-grading of i so that Qi is both finite-dimensional and 
satisfies condition 3. 
We also note that the kernel of the map rc appearing in the following theorem can 
be strictly larger that the span of the hij; cf. the statement of Theorem 4.1 in [4]. 
Theorem 4.1 (Borcherds [4]). Let g be a Lie algebra satisfying the following condi- 
tions: 
1. g can be Z-graded as fliEZ gi, gi is finite dimensional tf i # 0, and g is diago- 
nalizable with respect o g,,. 
2. g has an involution o which maps gi onto g_i and acts as -1 on noncentral 
elements of go, in particular go is abelian. 
3. g has a Lie algebra-invariant bilinear form (., .), invariant under co, such that gi 
and gj are orthogonal if i # -j, and such that the form (., .)o, deJned by (x, y)o = 
-(x, w(y)) for x, y E g, is positive dejinite on g,,, if m # 0. 
4. 90 c [Q, 91. 
Then there is a central extension g of a generalized Kac-Moody algebra and a 
homomorphism, n from g onto g, such that the kernel of 71 is in the center of g. 
Proof. Generators of the Lie algebra g are constructed, as in [2], as follows: For 
m > 0, let I, be the subalgebra of g generated by the g,, for 0 < n < m, and let e, 
be the orthogonal complement of I, in gm under (., .)o. To see that e, is invariant 
under go let x E go, y E e,, and z E 1,. Then [x,z] E I,, so (y,[x,z])o = 0. Since 
the form (.,.)o satisfies ([x, y],z)o = -(y, [w(x),z])a, i.e., is contravariant, we have 
([x, y],z)a = 0, which implies that [x, y] E e,. The operators induced by the action of 
go on e, commute, so we can construct a basis of e, consisting of weight vectors 
with respect to go. The form (., .)o is positive definite on e, so an orthonormal basis 
can be constructed. Contravariance of the form ensures that this orthonormal basis also 
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consists of weight vectors. The union of these bases for all the e,‘s can be indexed 
by I = Z+, in any order, and will be denoted {e;}iEI. Each gn, n > 0, is in the Lie 
algebra generated by { ei};,l, as is seen by the following induction on the degree, n: 
For n = 1, gt = et. Now assume that the g,, for all 0 < n < m are contained in the 
Lie algebra generated by the ei, i E I. The finite-dimensional space g,,, decomposes 
under (., .)a as gm = e, @ et, where ek = 1, n g,. By the induction assumption, ei 
is generated by some of the ei’s, and by construction e, has a basis consisting of ei’s. 
Define fi = -w(ei), and h, = [ei,fi]. The g, where n < 0 are generated by the h, 
ieI. 
The elements hij can be nonzero only when degq = deg ej. This is because if 
deg ei > degej, which can be assumed without loss of generality, then [ej, [ei,fj]] E 
I dege,. Thus ([ei,fj], [ei,fj])a = 0 by contravariance, and [e;,fi] = 0 by the positive 
definiteness of (., .)a. Therefore, all of the hij are in go. By assumption 4, go is generated 
by the h,, i,jEI. 
Let k E rad(., .) (so k E go), Then ([kg], [kg])0 = (k, [w(g), [k,g]])a = 0 for all 
g E gn, n # 0. Thus, [k,g] = 0 by positive definiteness, and since k E go, k must also 
commute with go. Therefore, the radical of the form (., .) is in the center of g. 
If i # j then [ei,fj] = hij is contained in the center of g because it is in the radical 
of the form (., .). To see this, consider ([ei,fj],x) for a homogeneous XE g. We know 
by assumption that this is zero if x $! go. If x E go then ([ei,fi],n) = (ei,[fj,x]) = 
c(ei,ej)o = 0 for some real number c, as fj is a weight vector for go, and the ek’s are 
orthogonal. Thus, ([ei, fj],x) = 0 for all XE 9. 
Now it must be shown that the generators constructed above satisfy the relations 
(Rl’)-(R5’) of the central extension of a generalized Kac-Moody algebra, and the 
symmetric matrix with entries (hii, hjj) = aij satisfies conditions (C2) and (C3). 
That (Rl’) (that is, [hij,hkl] = 0), holds is obvious because go is abelian, and (R3’) 
is true by definition. 
The relations (R2’) are proven by the following argument (cf. [2]): By construction, 
ei is a weight vector of go, thus for some real number c, [hr,, ei] = cei and 
c = c(ei, ei)o = ([hr,, 4, ei>o 
= (Lb, eil, fi) 
= (hrrn, [ei, .#il> =(h/m, hii). 
Since hij for i # j is in the radical of the form (., .), we have c = 6r,a,i. Applying o 
shows the relation for fi. 
TO show (R5’) and (C2) let i # j. We must prove au 5 0, and if aij = 0 then 
[ei, ej] = 0 and [h;:, fi] = 0. Consider the element [ei, ej] E g, we have 
([ei, ejl, [ei, ejl)o = -(ei, [ fi, [ei, ej]])o 
= -aij(ei, ei)o. (10) 
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The last equality follows from 
[fj, [ei, ejll = -[ej, [fi,eill - [ei, [ej, fill 
= Uijei. 
By Eq. (10) and the positive definiteness of the form (.,.)a on g,,,, m # 0, we have 
a, 5 0, and aij = 0 if and only if [ei,ej] = 0. By applying o we also show [fi,fj] = 0 
in this case. 
For aii > 0 the Lie algebra generated by ei,fi,hii is isomorphic to 512, resealing ei 
and hii by 2/aii. For each j E I the element fj generates an &-weight module, the 
weights must all be integers SO [hii, fj] = (-2aij/aii)fj implies that 2aij/aii E Z, thus 
(C3) is satisfied. Proposition 3.2, which holds for g, shows that [ek,d,i] = 0 where 
di = (adfi)n+‘fj and n = -2aij/aii (note that n is positive). Contravariance of the 
form gives us 
((adfiY+‘fi,(adfiY’tfi)o = ((ad~)“fj,[ei,(adfi)“+‘fil)o = 0, 
so that (ad fi)1-2”~1’“Z1 fj = 0 by the positive definiteness of (., .)o. Applying o to d; 
gives the relation for (ad ei)‘-2aZ~‘a1i ej. This shows the relations (R4’). 
Denote by 3 the canonical central extension, defined in Section 3, of the generalized 
Kac-Moody algebra associated to the matrix aij = (hii,hjj). Define a homomorphism 
n : 6 -+ 9, taking the generators ei, fi, hij in fi to the generators ei, fi, hij in 9. Since 
the generators of g have been shown to satisfy the relations of i the map rc is a 
homomorphism from fi onto g. The bilinear form, (., .)e, on fi satisfies 
(ei,fj)i = &j = (ei,fj>, 
(hii, hjj)g = aij = (hii, hjj). 
The hij with i # j are in the radical of (+, .)a. Thus, (x, y)g =(71(x), rc(y)) for x,y E i, 
because (x, y)g can be reduced using invariance and the Jacobi identity to some poly- 
nomial in the (ei, fj) and (hii, hjj). 
Now we determine the kernel of the map 7t. Let a E 8 such that a # 0 and n(a) = 0 
in g. Recall the grading fi = @ nEZ4n and the decomposition 6 = n+ @b&n-, thus can 
write a = a+ + a0 + a_ where a* E tt* ,ao~b. Thus, x(a) = n(a+)+n(ao)+n(a_) = 0, 
which is still a direct sum in g. Therefore, n(a+) = O,n(ao) = O,n(a_) = 0. Assume 
that a+ is homogeneous and nonzero, then for some n > 0, a+ E 6, and (a+,x)i = 
(n(a+), n(x)) = 0 for all x E Q_,. Since (., .)e is nondegenerate on 3, @ fi_, we have 
a+ = 0. By a similar argument a_ = 0. Thus, a = a0 E 6, and [a, h] = 0 for all h E 6. 
Since n(a) = 0, we have 
(a, hii) = (n(a), n(hii)) = 0 for all i 
so 
[a,ei] = (a, hii)gei = 0 for all i 
similarly [a,fi] = 0 for all iEZ. Thus, a is in the center of tj. 0 
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If the radical of the form (., .) is zero then the elements h, are all zero and we have 
a homomorphism to g from a generalized Kac-Moody algebra, for which character 
and denominator formulas have been established. By construction of the monster Lie 
algebra in [3], which is also discussed later in this paper, the radical of the invariant 
form is zero, so that the following corollary will apply to this algebra. 
Corollary 4.1. Let g be a Lie algebra satisfying the conditions in Theorem 4.1. Zf 
the radical of the form on g is zero then there is a generalized Kac-Moody algebra 
I such that I/c = g, where c is the center of 1. 
5. Free subalgebras of GKM algebras 
5.1. Free Lie algebras 
Denote by L(X) the free Lie algebra on a set X, if W is a vector space with basis 
X then we also use the notation L(W) = L(X). We will assume that X is finite or 
countably infinite. Let v = (vi, vz , . . .) be an m-tuple where m E Z+ U co, and Vi E N 
satisfy Vi = 0 for i sufficiently large. We will use the notation (~1 = CL, Vi. If 7’i are 
indeterminates, let 
T” = n T: E R[T,,. ..,T,] or R[T,,T2 ,... 1. 
iEZ+ 
We will consider gradings of the Lie algebra L(X) of the following type: Let A = Z” 
and assign to each element x E X a degree CI E A i.e., specify a map 4 : X + A. Let 
n, be the number of elements of X of degree CI and assume this is finite for all 
c( E A. This defines a grading of L(X) which we denote L(X) = UCaEAjLa(X). Let 
d(a) = dimL*(X). We assume that d(a) is finite. 
An example of this type of grading is the multigradation from Bourbaki [5], which 
is defined as follows: Enumerate the set X so that X = {xi}iEI where I = Z+ or 
11 ,. . . ,m}. Denote by Alxl the group of IX]--tuples. Let o : X + Alxl be defined by 
CT(Xi) = Ei = (0,. . . , 0, 1, 0, . . .) where the 1 appears in position i. The map cr defines 
the multigradation of L(X). 
Given such a grading determined by the map 4 and the group A = Z”, if A’ = Z” 
and if II/ : A + At is a homomorphism, then + o 4 : X + A’ also defines a grading 
of the Lie algebra L(X). It is clear that if c( E A’ then d(a) = CBEd,tiCBj=or d(P) as 
L@(X) = LI~Ed.I(I(@a Lb(X). Notice that d(a) is zero unless a has all nonnegative or 
all nonpositive entries, if the degree of each element of X has this property. The map 
rl/ induces a homomorphism from lR[Tl, . . . , T,] to R[Tl, . . . T,,], where if a E A then 
T” H T$@). 
Proposition 5.1. Let L(X) = UtorEdI L’(X) be a grading of the above type. Then 
1 - c n,Ta = n (1 - Ta)% 
CGA aEA\tOl 
(11) 
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Proof. If we consider the multigradation of L(X) by dlxl, so L(X) = UBEdlx, Lp(X), 
the following formula is proved in [5] (for finite X, but this immediately implies the 
result for an arbitrary X): 
1 -c Ti= n (1-z+)d@). (12) 
iEI P+Xl\{Ol 
This implies a formula for the more general type of grading given by a map 
C$ : X + A, as above. Any such map satisfies $J = 4’ o cr where C#J’ : Alxl 4 A is 
given by 
Ei ++ d(Xi). 
Applying the homomorphism c$’ to the identity (12) gives the proposition. q 
Some of our results will follow from the elimination theorem in [5], which is restated 
here for the convenience of the reader. 
Lemma 5.1 (Elimination theorem). Let X be a set, S a subset ofX and T the set of 
sequences (~1 ,..., sn,x) with n 2 0,~ ,...,s, in S and x in X\S. 
(a) The Lie algebra L(X) is the direct sum as a vector space of the subalgebra 
L(S) of L(X) and the ideal a of L(X) generated by X\S. 
(b) There exists a Lie algebra isomorphism C$ of L(T) onto a which maps (~1,. . . , 
sn,x) to (ads, . ..ads.)(x). 
As Bourbaki [5] does for two particular gradings, we obtain formulas for computing 
the dimension of the homogeneous subspaces of a free Lie algebra L(X) graded as 
above by a group A. The formulas derived here relate the dimension of the piece of 
degree c1 with the number of generators in that degree (which is assumed finite). If 
/I E A can be partitioned /I = C a,a, where a, E N and a E A, then define the partitions 
NC) = {a = (&CdlP = c a,~, Ia] = j} and P(p) = U,Z’(b,j). Taking log on 
both sides of formula (11) leads to the equations 
and 
- c d(a)log(l - T’) = c id(r)T” = y x ;d@,‘k)T’? 
UEA aEA,k2l B klB 
Thus, if y ]fi means k y = fl then 
where na denotes the product of the n?. Applying the Mobius inversion formula gives: 
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Proposition 5.2. Let A be a grading of the free Lie algebra L(X) as in Proposi- 
tion 5.1. Zf d(B) is the dimension of Lb(X) for p E A then 
d(P) = C (S) p (f) C c’a’i ‘)!n”. 
YIB QWY) 
(13) 
5.2. Applications to generalized Kac-Moody algebras 
In this section we will show that certain generalized Kac-Moody algebras contain 
large subalgebras which are isomorphic to free Lie algebras. We will apply the results 
of the preceding section to these examples. 
We will begin with an easy example. Let A be a matrix satisfying conditions 
(Cl)-(C3) which has no aii > 0, and all aij < 0 for i # j (this means that imaginary 
simple roots are not mutually orthogonal). In this case, the generalized Kac-Moody 
algebra g(A) is equal to go(A). By Proposition 2.1, g = n+ 69 lj $ n- where n* are the 
free Lie algebras on the sets {ci}iEI and {f;}iEI, respectively. 
Remark. Formula (11) can be applied to the root grading of g(A) to obtain the 
denominator identity for g(A). The root multiplicities are given by (13). 
If the imaginary simple roots of a generalized Kac-Moody algebra are not mutually 
orthogonal then n* are not in general free, but we will show they contain ideals 
which are isomorphic to free Lie algebras. First we will set up some notation. Let 
JC Z be the set {i EZ 1 ai E AR} = {i E Z 1 aii > 0). Note that the matrix (aij)i,jEJ is a 
generalized Cartan matrix, let gJ be the I&c-Moody algebra associated to this matrix. 
Then gJ =n:@QJ@n;, and gJ is isomorphic to the subalgebra of g(A) generated 
by {ei,fi} with iEJ. 
Theorem 5.1. Let A be a matrix satisfying conditions (Cl)-(C3). Let J and gJ be 
as above. Assume that if i, j EZ\J and i # j then au < 0. Then 
g(A) = u+ @ (gJ + b>@U-, 
where u- = L(ujEIiJ %(n~). fj) and LL+ = L(UjEriJ G(nJt). ei). The %(u;). fj for 
j EZ\J are integrable highest weight gJ-modules, and the g(n;) . ej are integrable 
lowest weight g,-modules. 
Note that the conditions on the aij given in the theorem are equivalent to the state- 
ment that the Lie algebra has no mutually orthogonal imaginary simple roots. 
Proof. We will consider n+; the case of n- is shown by a similar argument or by 
applying the automorphism q. 
By the construction in Section 2, we have 
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where fi is generated as an ideal of L({ei}iG~) by the elements 
{(adei)1-2a&ll 
ej 1 i,jEJ,i #j} 
and 
{(adei)1-2”&~, 
ej JiEJ,jEZ\J}. 
This is because there are no elements of type (4). Apply the elimination theorem to 
the free Lie algebra L({ei}iGl) with S = J. Thus, 
K{ei}iEI) = K{ei}iEJ) bc a3 
where the ideal a is isomorphic to the free Lie algebra on the set X = {ad ei, ad ei2 . . . 
ad ei,ej ) j E I\J and i, E J}. Let W denote the vector space with basis X, so that 
a Z L(W). Observe that as an he-module W % UjEr,J %(l)ej, where I denotes the 
free Lie algebra L({ei}iEJ). 
For each fixed j E I\J consider the submodule 
Rj = fl ~(l)(adei)1-2a1~‘a’1ej C %(I)ej. 
iEJ 
Thus, identifying quotient spaces with subspaces of W, 
W = u (‘%(l)ej/Rj CB Rj) 
jG\J 
= fl %(l)ej/Rj @ IJ Rj. 
jG\J jH\J 
Now apply the elimination theorem to 
basis of W of the form 81 US2 where St is 
and S2 is a basis of UjE,,J Rj. Obtaining 
L(W) =L( I&Q(L),,) Mb, 
the Lie algebra L(X) = L(W), choosing a 
a basis of the vector space ujGIiJ %(I)ej/Rj 
where b is the ideal of L(W) that is generated by &, i.e., by ujEIiJ Rj. So 
L {ei}m) = L({ei}iEJ> ML u 
( 
QU)ej/Rj DC 6. 
jO,J ) 
Let f; be the ideal of I generated by 
{(adei)1-2%/a~~ ejIi,jEJ,i#j}, 
then %!(n~ ) = @(l/f;) = +2(1)/X, where ~7 denotes the ideal of @(I) generated by 
f; c %(I). Thus, we can decompose the vector space 
%!(I)ej/Rj = @(nJ+)ej 
I 
u %(nJ+)(ad ei)1-2”“‘ai’ej $ Xej. 
iEJ 
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Applying the elimination theorem once again, using the above decomposition we 
obtain 
where c is the ideal in L(uj.,,,J @(I)ej/Rj) generated by the sum of the Xi+. Each 
he-module 42(tt~)q/ JJiCJ %(nJ+)(ad ei)1-2a~~~a “eJ is an integrable lowest weight module 
for the Lie algebra gJ, denoted by %(n;). ej, with lowest weight aj. Thus, we have a 
decomposition into semidirect products: 
J3{ei)iEI) = L({f%}ia) b-c [(L(igJa(nT)‘9) MO Kb]. 
It is clear that, as ideals of L({ei}iEt), 6, c C ft, and IJ’ is I: nL({ei}icJ). Therefore, 
since all elements of Ii are zero in L(JJ,,,, %!(nJ+) . ej), 
L({ei)icrYfo+ = L({G)iEJYf,+ PcL ( jLIJw~b~). 
By the definition of gJ, nJ’ = L({ei}i~J)/~~. 0 
Corollary 5.1. Let A be a matrix satisfying conditions (Cl)-(C3). Assume that the 
matrix A has only one positive diagonal entry, aii > 0, and tf a,j = 0 then m = i, 
or j = i or m = j. Let S = {(adei)‘ei}o~,~_2a,,a,,. The subalgebra II+ cg(A) is 
the semidirect product of a one-dimensional Lie algebra and a free Lie algebra, 
n+ = [Wei @ L(S). Similarly, n- = Rfi‘ $ L(n(S)). Thus, 
g(A) = L(S) @ (5[2 + b> @L(G)). 
The root grading is a grading of the type considered in Proposition 5.1 because we 
have the correspondence Cli H (0,. . . , 1 , . . . ,O), where 1 appears in the ith place. This 
is the grading (6). The denominator formula given in the next result is the same as 
(7) after the change of variables en H T’. 
Corollary 5.2. Let A be as in Theorem 5.1, nc( and T” as in Proposition 5.1. Let 
A: = A f~ CieJ Z+Ni. The Lie algebra g(A) has denominator formula given by (11) 
and the denominator formula for gJ: 
n 
(1 _ p)dim 9q 
MA+ 
= n (1 _ T’P)dim9: . n (1 _ T’P)djmLa(Ll,~,,~4(n:)‘e,) 
PpE4 MA+\A: 
(_ 1 )l(w)T”‘L’-P )( 1 - c $&+\A$ 
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Obtaining the denominator formula in this way provides an alternative proof that 
the radical of the Lie algebra g associated to the matrix A is zero. This is because 
Corollary 5.2 uses only the description of g in terms of generators and relations, while 
the previous proof of the denominator formula (see [ 171 or [ 181) is valid after the 
radical of the Lie algebra has been factored out. Thus, we have shown, for the particular 
type of matrix in Theorem 5.1: 
Corollary 5.3. Let A be as in Theorem 5.1. The generalized Kac-Moody algebra 
g(A) has zero radical. 
Remark. A proof of the fact that any generalized Kac-Moody algebra has zero radical 
can be found in [ 161 or [ 171. In both cases the argument of [ 121 or [ 181 is extended 
to include generalized Kac-Moody algebras by making use of a lemma appearing 
in [2] 
Remark. If we apply (13) to L(ujE1,J %(ttJf ) . ej) we obtain Kang’s [19] multiplicity 
formulas for the special case of generalized Kac-Moody algebras with no mutually 
orthogonal imaginary simple roots. 
5.3. A Lie algebra related to the modular function j 
We will apply our results to an important example of a generalized Kac-Moody 
algebra g(M), defined in Section 6.2 below. It will be shown that, if c denotes the 
center of the Lie algebra g(M), then g(M)/c is the Monster Lie algebra. 
Recall that the modular function j has the expansion j(q) = ‘& c(i)q’, where 
c(i) = 0 if i < -1, ~(-1) = 1, c(0) = 744, c(1) = 196884. Let J(V) = Cik_, c(i)u’ 
be the formal Laurent series associated to j(q) - 744. 
Let M be the symmetric matrix of blocks indexed by { - 1, 1,2,. . .}, where the block 
in position (i, j) has entries -(i + j) and size c(i) x c(j). Thus 
M= 
2 0 .*. 0 -1 . . . -1 ..: 
0 -2 . -2 -3 . . -3 
. . . . . . . . . . . . . . ... . . . . . . 
0 -2 . . . -2 _3..._3 
-1 -3 . . . -3 -4 . . -4 
. . . . . . . . . . . . . . . . . . . . . . . 
-1 _3..._3 _4..._4 
Definition 3. Let g(M) be the generalized Kac-Moody algebra associated to the matrix 
M given above. 
252 E Jurisich I Journal of Pure and Applied Algebra 126 (1998) 233-266 
We have the standard decomposition 
g(M)=nf@~$n-. (14) 
The generators of g(M) will be written 6?jk,Jk, hjk, indexed by integers j, k where 
j E (-1) U Z+ and 1 < k 5 c(j). Since there is only one e, f or h with j = -1, 
we will write these elements as e- 1, f_ 1, h_ 1. From the construction of g(M) we see 
that the simple roots in (I)“)* are c1_i,r~ii,c112,. . . ,tllc(l),c121,. . .,cQ,~(~), etc. Note that 
for fixed i the functionals Uij and aik agree on all of h for 1 5 j, k 5 c(i). The 
cl& for i > - 1 are simple imaginary roots, and the root a-1 is the one real simple 
root. 
Remark. We explain the relationship between our definition of simple root and that 
appearing in [4]. If the restrictions of the simple roots to $ are denoted a-1, ~1, ~12,. . , 
these elements of b* correspond to the notion of “simple imaginary roots of multiplic- 
ity greater than one” in [4]. The “simple root” cli has “multiplicity” c(i) in Borcherds’ 
terminology. Fortunately, in this case, nonsimple roots CI E (he)* do not restrict to any 
cli, also “multiplicities” do not become infinite, “roots” remain either positive or nega- 
tive, etc. The functionals c(~ are linearly dependent, in fact they span a two-dimensional 
space. The root lattice is described in [4] as the lattice Z $ Z with the inner product 
given by 
(:1 0’). 
The “simple roots” of this Lie algebra are denoted (1,n) where n = -1 or 
n E Z+. However, in most cases (including the case of 512) serious problems arise 
when we do not work in a sufficiently large Cartan subalgebra. (We do not wish to 
write down a “denominator identity” where some of the terms are co.) Here, we al- 
ways work in (he)*, taking specializations when they are illuminating, as in the case 
of the denominator identity for g(M) given below. 
Corollary 5.1 applied to the Lie algebra g(M) gives the following. 
Theorem 5.2. The subalgebra n+ c g(M) is the semidirect product of a one-dimen- 
sional Lie algebra and a free Lie algebra, so tt+ = [We-l @ L(S). Similarly, n- 
= Rf-1 $ L(S’). Hence, 
SW) =W)@ (512 + b)c3L(S'). 
Here s = UjEN{(ade-l)'ejk 10 5 I <j,l 2 k 5 c(j)}, and S’ = q(S). 
Now that we have established that n+ is the direct sum of a one dimensional space 
and an ideal isomorphic to a free Lie algebra we shall obtain the denominator formula 
for the Lie algebra g(M). 
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Corollary 5.4. The denominator formula for the Lie algebra g(M) is 
(1% 
which has specialization 
u(J(u) - J(u)) = JJ (1 - .W)C(~j) (lo) 
iEh+ 
/(Z+U{--l) 
under the map 4 : A -+ H x H determined by a& H (1, i), where we write TOLlk ++ uui. 
Proof of Corollary 5.4. For the denominator identity simply apply Corollary 5.2 to 
the root grading. The Z x Z-grading of L(S) given above is such that a generator 
(ade_r)‘ej, has degree 1(1,--l) + (1,j) = (I + 1,j - 1) with I < j. The number of 
generators of degree (i,j) is c(i + j - 1). Applying Eq. 11 (which is the same as 
specializing the second product of the denominator identity via TOL’ H uv’) gives the 
formula 
l- c c(i +j - 1)u’vj = 
n (1 _ ,i,j)dimL(z~i). 
G.j)Ef+\{O) (i,j)EN2\{O) 
To obtain the specialization of the denominator formula of g we must include the 
degree ( 1, - 1) subspace g(‘,-‘) = [We_ 1, which is one-dimensional: 
n(l _ UiVj)dim&’ = n (1 _ UiVj)dimL”,“(l _ U/v) 
(i-j) (i,j)EW-_(O} 
= l- 
( 
c 
c(i +j - l)u’uj (1 -u/u) 
(i,j)EfU-(0) ) 
= 1 -Cc(i+j- 1)u’d -u/u+Cc(i+j- 1)~4~+~t+’ 
= U(J(U) -J(u)). 
There is a product formula for the modular function j (see [4]) which can be written: 
p(j(p) -j(q)) = n (1 - pitiP, (17) 
i=l,Z,... 
j=-l,l,... 
which converges on an open set in C, and so implies the corresponding identity for 
formal power series. Now we conclude that dim g@j) = c(ij). 0 
Note that here we must know the number theory identity of [4], to determine the 
dimension of the root spaces of g. 
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The identity (16) is the specialization eat H uui of the denominator identity as it 
appears when we apply Eq. (7) to g(M). 
Remark. The matrix M can be replaced by any symmetric matrix with the same first 
row (and column) as M with all remaining blocks having entries strictly less than zero, 
as long as the minor obtained by removing the first row and column has the same rank 
as the corresponding minor of M. 
Remark. Now we apply Eq. ( 13) to the N x N-grading, and the Lie algebra L(S), 
where S = {(ad e- 1 )‘ejk IO < 1 < j, 1 5 k 5 c(j)} and there are c(i +j - 1) generators 
of degree (i,j). Since we already know the dimension of L(‘*j) is c(i’), we recover 
(see [ 191) the following relations between the coefficients of j: 
c(ij) = c i/L(k) c (=;a-, I)! n c(r + s - l)Ors. (18) 
k&Z+ 
k(m,n)=(i.j) 
wzP(m.n) 
rs . 
6. The Monster Lie algebra 
6.1. Vertex operator algebras and vertex algebras 
For a detailed discussion of vertex operator algebras and vertex algebras the reader 
should consult [B, 9, 1 l] and the announcement [l]. Results stated here without proof 
can either be found in [8, 9, 1 l] or follow without too much difficulty from the results 
appearing there. 
Definition 4. A vertex operator algebra, (V, Y, 1, o), consists of a vector space V, 
distinguished vectors called the vacuum vector 1 and the conformal vector co, and a 
linear map Y(.,z) : V + (End V)[[z,z-’ ]] which is a generating function for operators 
V n, i.e., 
WI) 
W) 
W3) 
(V4) 
(V5) 
(V6) 
(W 
for v E V, Y(v,z) = CnEZ v,z-“-l, satisfying the following conditions: 
v = LInEZ 54; for v E V&j, n = wt(v), 
dim I’(,, < cc for n E Z, 
V,,j = 0 for IZ sufliciently small, 
If U, v E V then U,V = 0 for n sufficiently large, 
Y(l,z) = 1, 
Y(u,z)l E V[[z]] and lim,,a Y(u,z)l = v, i.e., the creation property holds, 
the following Jacobi identity holds: 
-1 Zl -zz 
ZO 6- 
( > zo 
Y(U,Zl)Y(V,Z2) - z,‘6 z% Y(V,Z2)Y(U,Zl) 
( > 
Zl -zo 
=z ,vi - 
( > 
Y( Y(u, zo )v, z2 ). 
z2 
(19) 
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The following conditions relating to the vector w also hold: 
(V8) The operators o, generate a Virasoro algebra, i.e., if we let L(n) = o,+i for 
n E Z then 
[L(m),L(n)] = (m - n)L(m + n) + ( 1/12)(m3 - m)&+,o(rank V), 
(V9) If u E VCnj then L(O)u = (wtv)v = no, 
(VlO) (d/dz)Y(o,z) = Y(L(-l)v,z). 
(20) 
Definition 5. A vertex algebra (I’, Y, 1, o) is a vector space V with all of the above 
properties except for (V2) and (V3). 
Remark. This definition is a variant, with w, of Borcherds’ original definition of vertex 
algebra in [ 11. 
An important class of examples of vertex algebras (and vertex operator algebras) 
are those associated with lattices. For the sake of the reader who may be unfamiliar 
with the notation we will briefly review this construction in the case of an even lat- 
tice. For complete details (and more generality) the reader may consult [ll] or [8]. 
Given an even lattice L one can construct a vertex algebra VL with underlying vector 
space: 
v, = S&> @ R(L). 
Here we take lj = L @q R, and $i is the negative part of the Heisenberg algebra (with 
c central) defined by 
Therefore, 
ij, = J-J lj @ t”. 
It<0 
The symmetric algebra on I& is denoted S($, ). Given a central extension of L by a 
group of order 2, i.e., 
1 3 (ic(K2 = 1) + iSL --) 1, 
with commutator map given by r&P), a,p E L, R is given the structure of a nontrivial 
(ic)-module. Define R(L) to be the induced representation IndtKj [w. 
If a EL denote by l(a) the element a ~3 1 E R(L). We will use the notation a(n) = 
0: ~8 t” E S(& ). The vector space VL is spanned by elements of the form 
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where ni E N. The space VL, equipped with Y(v,z) as defined in [ 1 I] satisfies properties 
(Vl) and (V4)-(VlO), so is a vertex algebra with conformal vector w. Features of 
Y(u,z) to keep in mind from [ 1 l] are: c1( - 1 )n = a(n) for all n E Z; the u(n) for 
n < 0 act by left multiplication on u E 6, and 
0 if n>O, 
a( = 
(cr,Z)l(a) if n = 0. 
Definition 7. A bilinear form (., .) on a vertex algebra V is invariant (in the sense of 
[9]) if it satisfies 
(Y(v,z)wl,wz) = (~~,Y(e~(‘)(-z-~)~(~)u,z-~)w2). (21) 
(By definition &(O) acts on a homogeneous element u f V as multiplication by x”“(“).) 
Such a form satisfies (u, u) = 0 unless wt (u) = wt (u). 
Lemma 6.1. Let L be an even unimodular lattice. There is a nondegenerate symmetric 
invariant bilinear form (., .) on V,. 
Proof. The vertex algebra yL is a module for itself under the adjoint action. In fact, 
I$ is an irreducible module and any irreducible module of 6 is isomorphic to yL [7]. 
In order to define the contragredient module note that V, is graded by the lattice 
L as well as by weights, and that under this double grading dim q., < co for Y E L, 
n E Z. Let c = UnEZ,rEL ( q,, )*, the restricted dual of V,. Denote by (e, -) the natural 
pairing between V, and c. Results of 193 pertaining to adjoint vertex operators and 
the contragredient module now apply to v,l. In particular, the space l$’ can be given 
the structure of a E-module (c, Y’) via 
(Y’(u,z)w’,w) = (w’, Y(eZL(1)(-z-2)L(o)~,z-*)~) 
for v, w E G w’ E &‘. Since the adjoint module E is irreducible, the contragredient 
module VL is also irreducible. By the result of [7] quoted above, & is isomorphic to 
c as a &-module, which is equivalent to ti having a nondegenerate invariant bilinear 
form (see [9, Remark 5.3.31). •1 
The “moonshine module” V’ is an infinite-dimensional representation of the Monster 
simple group constructed and shown to be a vertex operator algebra in [l 11. The 
graded dimension of V’ is J(q). There is a positive definite bilinear form (a,.) on V’. 
The vertex operator algebra V’ satisfies all of the conditions of the no-ghost theorem 
(Theorem 6.2), with G taken to be the Monster simple group. This vertex operator 
algebra will be essential to the construction of the Monster Lie algebra. 
Lemma 6.2. The positive-dejinite form (., .) on Vq dejned in [ 1 l] is invariant. 
Proof. There is a unique up to constant multiple nondegenerate symmetric invariant 
bilinear form on V” [22]. Fix such a form (.,.)I by taking (1,l)l = 1. 
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Let u E J$,, a homogeneous element of weight 2. By invariance 
(%W,Wzh = (w1,%l+2w2h 
for wi,w2 E V’. We claim 
(hIWl> w2 1 = (Wl, u-,+2w2 1 (22) 
wl, w2 E Vq. In order to prove Eq. (22) we recall the construction and properties of 
V’ of [ll]. Let xt = z(a) + r(a-‘) for a E A (the Leech lattice), 
f=S2(b@,+El c Rx,+, 
llE /i4 
and let p be the space of elements of VT (the “twisted space”) of weight 2. Then 
JJ’:~, = @p. The action Y(u,z) of elements v E p is determined by conjugating by certain 
elements of M the Monster simple group (see 12.3.8 and 12.3.9 of [ll]). Conjugation 
by these elements map v E p to I. Since the form (., .) is invariant under M, it is 
sufhcient to check that Eq. (22) holds for elements of I. Therefore, it suffices to check 
Eq. (22) for two types of elements x,‘, ~1 E & and g(-1)2,g(-1) E h @ t-l. For 
u = x,’ Eq. (22) follows immediately from Proposition 12.5.1 of [ 111. For u = g( - 1 )2 
Y(u,z) = :g(z)2 “, 
= g(z)_g(z) + s(z)s(z)+. 
Using (g(i)wl, w2) = (wl, g(-i)w2) one computes the adjoint of g(z)-g(z)+ g(z)g(z)+ 
which is 
g(z_‘)g(z-‘)+ + g(z-I)-g(z_1) = Y(u,z-‘)z-4. 
Thus, Eq. (22) holds for all u E I, and so for all u E VT2,. 
Now recall that VT2, = Pi?‘, the Griess algebra, and the notation & for the commutative 
affinization of the algebra %Z?, 
4 = g @ R[t, t-l] & Re, 
where t is an indeterminate and e # 0 (with nonassociative product given in [ 111). By 
Theorem 12.3.1 [ 1 l] Vh is an irreducible graded &-module, under 
rc:&+EndV’, 
u @ t” ++ x,(n) u E .!?a, 
e++ 1. 
Schur’s lemma then implies that any nondegenerate symmetric bilinear form 
satisfying Eq. (22) is unique up to multiplication by a constant. Thus, we can con- 
clude that (e, .)I = (., .), since the length of the vacuum is one with respect to each 
form. 0 
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Given V a vertex operator algebra, or a vertex algebra with o and therefore an 
action of the Virasoro algebra, let 
Pcij = {u E V IL(O)v = iu,l(n)v = 0 if n > 0). 
Thus, P(i) consists of the lowest weight vectors for the Virasoro algebra of weight 
i. Then P( 1 ,/L( - 1 )Pca) is a Lie algebra with bracket given by [u + ,5-1)P(o), 
u+L(-1) P(O)] =uov+L(-l)P(O). If the vertex algebra V has an invariant bilinear form 
(., .) this induces a form (., .)L~= on the Lie algebra Pt/L(-l)P(o), because L-#(O) c 
rad(., .). Invariance of the form on the vertex algebra implies for U, v E P(r) : 
(uou,w) = -(v,uow). (23) 
So that the induced form is invariant on the Lie algebra P(t )/L( - 1 )P(a). 
Tensor products of vertex operator algebras are again vertex operator algebras (see 
[9]), and more generally, by [8], the tensor product of vertex algebras is also a vertex 
algebra. Given two vertex algebras (V, Y, lv, WV) and (W, Y, lw, WW) the vacuum of 
V@W is 1~81~ and the conformal vector w is given by o~@l~+l~@w~. Ifthe 
vertex algebras V and W both have invariant forms then it is not difficult to show that 
the form on V @ W given by the product of the forms on V and W is also invariant 
in the sense of Eq. (21). 
6.2. The Monster Lie algebra 
We will review the construction of the Monster Lie algebra given in [4]. Then we 
give a theorem regarding its structure as a quotient of g(M). Let 2 = Z $ Z with 
bilinear form (., .) given by the matrix 
Remark. 2? is the rank two Lorentzian lattice, denoted in [4] as 111,~. 
Fix a symmetric invariant bilinear form (., .) on V6p, normalized by taking (1, l)= - 1. 
The reason that we choose this normalization is that the resulting invariant bilinear form 
on the Monster Lie algebra will have the usual values with respect to the Chevalley 
generators, and so that the contravariant bilinear form defined below will be positive 
definite and not negative definite on nonzero weight spaces. Denote by (e, .) the sym- 
metric invariant bilinear form on V’ C$ V’ given by the product of the invariant bilinear 
forms on V’ and Vy. 
Definition 7. The Monster Lie algebra m is defined by 
m = Pr/rad(., .)Lie = (PI/L-tPo)/rad(., *)u. 
E. Jurisich I Journal of Pure and Applied Algebra 126 (1998) 233-266 259 
When no contusion will arise, we will use the same notation for the invariant form 
on the vertex algebra, and for the induced form on the Lie algebra. 
Note that, by invariance (e’,eS)=(-l)(r,r)‘2(1,(e’)(_l+(,~),es)=0 unless Y= - s E 9. 
Therefore, the induced form on m satisfies the condition that m, be orthogonal to rn,? 
if r # --s E 9. 
Definition 8. Let 8 be the involution of V’ given by el(a)=(-l)wf(a)l(a-‘) and 
fI(a(n)) = -cz(n). This induces an involution 0 on all of V’ @ Vy by letting fI(u ~3 
ve’) = u 18 Q(S). Use the same notation for the involution induced by B on m. 
Note that 0 : m, -+ m-, if r # 0. 
Let (., .)o be the contravariant bilinear form on V” @ V’ given by (u, v)a = -(u, e(v)), 
u, v E Vq @ V’. We also denote by (., .)o the contravariant bilinear form on m given 
by (u, 010 = -(u, &v)h u, v E m. 
Elements of m can be written as C u @ ve’, where u E Vq and ve’ = vr(e’) E VZ. 
Here, a section of the map 2S.9 has been chosen so that e’ E 2 satisfies e* = Y E 2. 
There is a grading of m by the lattice defined by deg(u ~3 ve’) = r. 
Recall the definition of the Lie algebra g(M) and the standard decomposition. 
Theorem 6.1. Let c denote the center of the Lie algebra g(M). Then 
g(M)/c = m. 
There is a triangular decomposition m = m+@h@m-, where t)%R@R. The subalgebras 
mf are isomorphic to & c g(M). 
Theorem 6.1 is proved after the statement of the no-ghost theorem. In [4] the no- 
ghost theorem from string theory is used to see that the Monster Lie algebra has homo- 
geneous subspaces isomorphic to I$:+,,,,,. A precise statement of the no-ghost theorem 
as it is used here is provided for the reader, and a proof is given in the appendix. 
Theorem 6.2 (No-ghost theorem). Let V be a vertex operator algebra with the fol- 
lowing properties: 
(i) V has a symmetric invariant nondegenerate bilinear form. 
(ii) The central element of the Virasoro algebra acts as multiplication by 24. 
(iii) The weight grading of V is an N-grading of V, i.e., V = IJ,“=, V&J, and dim 
F+J, = 1. 
(iv) V is acted on by a group G preserving the above structure; in particular the 
form on V is G-invariant. 
Let 9~1) = {u E VI% Vy 1 Lou = u, Lit.4 = 0, i > 0). The group G acts on V C$ Vy via 
the trivial action on Vy. Let P;l,) denote the subspace of 9~1) of degree r E 9. Then 
the quotient of P?;l,) by the nullspace of its bilinear form is isomorphic as a G-module 
with G-invariant bilinear form to F$_(r,r)/2) tj”r # 0 and to ~IJ @ OX2 tfr = 0. 
Proof of Theorem 6.1. The no-ghost theorem applied to V” immediately gives m(m,n) % 
V&n+, , if (m, n) # (0,O). Thus, the elements of m, where r # 0 are spanned by 
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elements of the form u @e’ where r E 9, and u E Ys is an element of the appropriate 
weight. (We will use elements of Vh 8 6 to denote their equivalence classes in tn.) 
We will show that all of the conditions of Theorem 4.1 are satisfied. By considering 
the weights (with respect to LO), we see that the abelian subalgebra nt(a,a) is spanned 
by elements of the form 1 @ a( - l)r( 1) where a E 9 @z [w. Note that m(a,a) is two- 
dimensional. 
By definition 8 = - 1 on m(a,-,). Thus, (e(x), 0(y)) = (x, y) for x, y E m(c,c). It also 
follows from the definition, and symmetry of the form on V, that 
(6(u C3 e’),B(u @ e+)) = (u @ e-‘, v CS e’) 
=(u@e’,v@e-‘) 
for u,v E V”,r E 9. 
Consider -(x, 0(x)) for x E m,, r # 0. To see that this is strictly positive it is enough 
to consider elements of the form x = u 18 e’ where u E Vh. Recalling the normalization 
of the form on V’, 
(~,e(~)) = (U,U)(-l)(r,r)‘2(er,e--r) 
= (u,u)(l,l) < 0. 
Therefore, we have the desired properties of the form (., .) = (., .)L~~, and the con- 
travariant form (., .)0. 
Now if we grade m, as in [4], by i = 2m + n E Z then we see that m satisfies 
the grading condition. Furthermore, condition 3 is satisfied if we take 0 to be the 
involution. 
Let v E V’, so that u 8 e’ is of degree r = (m, n). Then 
(1 @cI(-l)r(l))~v@e’ = u@a(O)e’ = (C1,T)vC%er. (24) 
Thus, 1 @ c1(- l)r( 1) acts as the scalar (a, r) on m(,,.). Thus, all elements of m(o,o) 
act as scalars on the m(,,.). As a ranges over [w @ lh! the action distinguishes between 
spaces of different degree. This establishes conditions 1, 2 and 3 of Theorem 4.1. 
To see that m(a,a) c[m, m], let U, u E “;i, and a = e(‘,‘), b = e(l,-l). We will show 
[u @ z(a), 0 69 l(a-’ )I (25) 
and 
[l(b), @-‘)I (26) 
are two linearly independent vectors in m(o,o). Since we know that m(a,a) is two- 
dimensional, this will give condition 4 of Theorem 4.1. 
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By [ll, 8.5.441 we have that formula (26) is r(b)oz(b-‘) = &-1)1(l). The formula 
[ll, 8.5.441 also shows l(a)ir(a_i) = 0 unless i 5 -3 and 
t(a)ir(a-‘) = 
i 
0) if i = -3, 
a(-l)r(l) if i = -4. 
Using the Jacobi identity (19) or its component form [ 11, 8.8.411 and the above, we 
obtain for formula (25): 
(24 @ z(a))o(u @ ~(a-1)) = usu @ a(-l)z(l) = cl 8 q-l)l(l). 
Since we can pick u and v such that c # 0 these vectors are linearly independent and 
we are done. 
By definition the radical of the bilinear form on m is zero, so by Corollary 4.1, m is 
I/c for some generalized Kac-Moody algebra I. In fact m = g(M)/c : Because m(s.0) is 
the image of a maximal toral subalgebra, it must also be a maxima1 toral subalgebra. 
Define roots of m as elements tl E (m(o,o))* such that [h,x] = cr(h)x for all x E m. The 
grading given by the lattice _Y corresponds to the root grading of m because we have 
shown that the elements of m(e,a) act as scalars on the m(,,.), and that the spaces of 
different degree are distinguished. It follows from the no-ghost theorem applied to Vq 
that m(,,,) 2 V&+i. We know from [I l] that dim V&+i = c(mn). Consider the roots 
of g(M) restricted to h. Then the dimensions of these restricted root spaces of g(M) 
are given by c(mn). By the specialization (12) of the denominator formula for g(M) 
the generalized Kac-Moody algebra g(M)/c is isomorphic to m. 0 
Since the map given by Corollary 4.1 is an isomorphism on n* there are immediate 
corollaries to Theorem 5.2 and the denominator identity for g(M). 
Corollary 6.1. The Monster Lie algebra m can be written as m = w+@gI2@u-, where 
II* are free Lie algebras with countably many generators given by Corollary 5.1. 
Corollary 6.2. The Monster Lie algebra has the denominator formula 
u(J(u) - J(0)) = rI 
(1 _ ,i,j)c(U). (27) 
iEZ+ 
jGZ+U{-1) 
Appendix. The proof of the no-ghost theorem 
In [4] it is shown how to use the no-ghost theorem from string theory to under- 
stand some of the structure of the Monster Lie algebra. The proof of that theorem, 
Theorem 6.2, is reproduced here with the necessary rigor and in a more algebraic 
context. 
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The space V@ Vy is a vertex algebra with conformal vector. Recall from Section 6.1 
that elements of the Virasoro algebra acting on V @ V, satisfy the relations 
[Li,Lj] = (i -j)Li+j + $(i' - i)6i+j,0. 
Given a nonzero r E 9, fix nonzero w E 9 such that (IV, w) = 0 and (r, w) # 0. Define 
operators K;, i E Z, on V @ Vz by Ki = (1 @ w( - 1))i = 1 @ w(i). 
Let d be the Lie algebra generated by the operators Li,Ki with i E E. These oper- 
ators satisfy the relations 
[Li,Kjl = -_K+j, 
[Ki, Kj] = 0. 
The first relation follows from the formula (in V’) [L,, w(n)] = -n(w(n + m)) of [ 11, 
8.7.131 and the fact that [Lm @I 1,1 @ w(n)] = 0. The second relation holds because 
[w(i), w(j)] = (w, w)i6i+j,o [l 1, 8.6.421 and (w, W) = 0. 
Let W be the Virasoro subalgebra of & generated by the Li,i E Z, and let ??f be the 
abelian subalgebra generated by the Ki,i E Z. Denote by d+ the subalgebra generated 
by the Li,Ki with i > 0, let d- be the subalgebra generated by the Li,Ki with i < 0, 
and let do be the subalgebra generated by LO, Ko. The subalgebras W”‘, W” and Y*, 
Y” are defined analogously. 
The vertex algebra V ~3 Vy is graded by 9, because Vy = A’($, ) @ R{ Y} has such 
a grading. The subspace of degree r is V @S(&)@ee’. This space will be denoted 2. 
The following subspaces of the d-module &’ will be useful: 
9 ={uEA?]W+v=o}, 
F ={uE~~/dfu=O}, 
A’ = the radical of the bilinear form (., .)oon P’, 
X = u(g).??-. 
Denote V @ e’ by Ve’. 
Lemma A.l. With respect to the bilinear form (.;)o on V 8 Vz, LF = L-2 and 
KF = K-i for all i E Z. 
Proof. Let w be the conformal vector of V @ Vy, SO Li = Oi+l and O(W) = O. By the 
definition of the form (., .)o and Eq. (21) Lr is 
Res,-~-~Y(e’L1(-z-2)Lo~,~-‘). 
Since L* w = 0 and wt w = 2 we have 
Y(ezLI(-z-2)L0w,z-1 ) = C c0,.F3. 
nEZ 
Thus, LT = W-i+] = L-i. 
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NOW consider Ki = (1 8 W(-l))i. By Eq. (21) 
KT = Res,-~-1BY(eZL’(-z-2)Lo(l @n~w(-l)),z-l). 
To calculate this, note that Q(l @ ~(-1)) = -(l @ w(-1)), that wt(1 @ ~(-1)) = 1 
and that Li(1 @ ~(-1)) = 0, so 
-Y(e=L’(-z-*)Lo(l @ w(-l)),z_l) = C(l 8 w(-l)),z”_1. 
ilEZ 
We conclude KF = K-i. 0 
Lemma A.2. The bilinear form (., .)o restricted to 8 is nondegenerate. 
Proof. The form (., .)o on V ~3 V’ is nondegenerate. The form also satisfies (u, U)O = 0 
unless deg(u) = deg(u) in 9. Thus, the radical of the form (.;)o restricted to ~8 is 
contained in the radical of the form on V 8 I’,. 0 
Lemma A.3. X = U(d)F-. 
Proof. The bilinear form on X is nondegenerate (Lemma A.2) and distinct Lo-weight 
spaces of X are orthogonal. Thus, the finite-dimensional ith Lo-weight space Zi = 
U(&)~CE (U(&‘)S)f. Then there is a decomposition into d-submodules: 
x = U(&)F CE (u(Gqs)+ 
If the graded submodule (U(&)S)l is nonempty then it contains a vector annihilated 
by & by the following argument: The grading of 2 (by weights of LO) is such that 
* = LL(l/*)(r,r) Hi. The actions of the generators Li and Ki, i > 0, of di lower the 
weight of a vector in X. If n is the smallest integer such that (U(&‘)S)l n X,, is 
nonzero, then this subspace consists of vectors annihilated by d+. By definition such 
a vector is in y-, hence is in U(d)F, a contradiction. 0 
Lemma A.4. X = 5 $ rad(., .)o. 
Proof. Note that CV = ??Jv- @ gv+ @go, so that by the Poincare-Birkhoff-Witt theorem 
X = U(CY”-)U(CYu+)U(~o)S. By definition of y, U(CP)Y = Y so X = U(??Iy-)F. 
Thus, 
x=~CD~-u(~-)~-. 
By Lemma A.1 
(X,VU(V)9), = (CVyf.%-, U(V)9)0 
= 0. 
Therefore gv- U(GY;l- )F c rad(., .)o. Furthermore, F n rad(+, .)o = 0 because if t E F n 
rad(., +)o then (t, U(d)F)o = (t, U(&‘-)S)O = 0, and by Lemma A.2, t = 0. 0 
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Lemma A.5. CT = Ve’ CE rad( ., .)o. 
Proof. It is immediate from the definition that elements of X are lowest weight vectors 
of Y. Furthermore, 
2? = U(d)Y = [U(Yr)U(Yl-)]S 
= w--u(w-)u(Y-)F @ U(Y/-)F. 
Since no nonzero element of w-U(?V-)U(Y-)y is a lowest weight vector of Y, 
X is the subspace of 2 of lowest weight vectors of the abelian Lie algebra Y. 
In order to describe the lowest weight vectors explicitly consider S(&) as a poly- 
nomial algebra on the generators xi = w( -i), zi = Y( -i), i > 0, so that S($, ) = 
c[Xili>O 63 @[zilizO. The elements w(i), i E Z act on S( &) via multiplication, with 
w(i) . 1 = 0 if i > 0, [w(k),++(j)] = 0 and [w(k),r(j)] = kbk+j,a(W,Y). Thus, the 
element w(k) acts on C[zi]i>o as the differential operator k(r,w)a/azk for all k > 0. 
By definition of the Ki, the lowest weight vectors of the Y-module 2 are the lowest 
weight vectors of the above actions of the w(i), iE Z, on @[xi]i>o@‘@[zi]i>a. Since the 
action of the w(i), iEZ, commute with the elements C[Xi]i>o, the lowest weight vectors 
are determined by the elements q E @[z~]~,o satisfying a/azkq = 0 for all k > 0, so q is a 
constant. Therefore, the lowest weight vectors of the action of Y on S(b, ) correspond 
to the elements @[xi]i,s. Thus, X = Ve’ $ [I’ 63 (C[xi]i>a\@)e’]. Furthermore, V @ 
(C[w( -i)]i>o\@)e’ C rad(., .) 0, and the form on Ve’ is nondegenerate. 0
Let Y = %‘“- U( %‘- )U(Y/- )F c 2. This is called the space of “spurious vectors” 
in [25]. It follows from this definition (and the Poincare-Birkhoff-Witt heorem) that 
X=Y@X. 
Lemma A.6 The associative algebra generated by the elements Li for i > 0 is gen- 
erated by elements mapping 9~1, into Y. 
Proof. This is exactly the same argument as in [25]. First we will show that L1 and 
Lz + :L: have this property. Any s E y can be written 
s = L-lfl + L-2f2, 
where fi, f2 E S since any L,, m < 0 can be written as a polynomial in L-1 and L-2. 
Furthermore, LOS = s if and only if 
LOL-lfl + LoL-zf2 = L-lfl + L-2f2, 
and we may assume Lo f, = 0, Lo f2 = - f2. 
Thus, s E 9(i) and s = L-If, + L_2f2 and Lof2 = -f2 and Lof, = 0. Now we 
compute 
LlS = LlL-I fl + LIL-2f2 
= L-1Ll fl + 2LOfl + 3L-1 f2 + L-2LI f2 
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and this is in 9’. Furthermore, 
=L--1L2ji + 3Llfl + ;LAlLlfi + L__2L2f2 
+4L0f2 + g6f2 + $51L_-2L1f2 + GLIL_lf2 
=L-1 (L2 + ;LI&) j-1 + L-2 (L2 + ;L,h) f2 + %_,&f2. 
The above is a spurious vector (it contains L-i with i > 0). Note that D = 26 is 
necessary for this computation to work. Since Ll and L2 + ;Lf generate the algebra 
generated by the Lip where i > 0, the lemma is proven. 0 
Lemma A.7. 9~1, is the direct sum of 5,) and Nil,. 
Proof. Let p E 41,. Then p = k + s where k E .X(1, and s E Y(l); the decomposition 
is unique. By the preceding lemma a generator u (that is, LI or L2 + $Lf) of %‘“+ 
satisfies 0 = up = us + uk E 9’ @ 37. Thus, us = uk = 0, and we see that s is annihilated 
by %‘“+. We conclude that k E X fly = F and s E Y(i) iI 9. Since Y is orthogonal 
to 9, s must be an element in the radical of the form, s E M(i). We conclude that 
P(l) = q1, @ M(l). 0 
Theorem 6.2 now follows for r # 0 because Lemmas A.4 and A.5 imply Ve’ z 9 
SO V(l-(r,r)/2)er x y(l), and Lemma A.7 shows that ?I) is isomorphic to the quotient 
Y(t)/M((lj. The isomorphism is naturally a G-isomorphism. 
If Y = 0, first note that 
(V @ v,)(l) = 5) @ (V(0) @(VT)(l)). 
The subspace ( V_),,J is two-dimensional, spanned by vectors of the form a( - 1 )r( 1 ), 
j?( - 1 )r( 1) where tl, j? span 9. Furthermore, if v E I$t) then L,v = 0 for n > 1 by the 
condition that V be N-graded. Since Llv E V(O), Llv = cl for some constant c and since 
(Llv, 1) = (v,L_il) = 0 we have c = 0. It is easy to show that if VE V(O) 18 (V’)(l) 
then L,v = 0 for n > 0. Thus the vectors in vi, $ (V(O) ~3 (Vp-),l)) are in 9(i), and 
the radical of the form restricted to this subspace is nondegenerate so Theorem 6.2 
follows. 0 
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