Abstract. This paper studies periodicity of networks with distributed delays on time scales. By using the contraction mapping theorem and inequalities on time scales, several sufficient conditions for the existence and exponential stability of periodic solution of such networks on time scales are derived. Moreover, we present an example to illustrate the feasibility of our results.
Introduction
In the past decades, neural networks have been extensively investigated owing to their promising applications in many areas such as associative memory, image processing, pattern recognition, signal processing, and combinatorial optimization.
Recently, people pay attention to the neural network models on time scales, and some of them have got some important results, such as [2, 6, 7] . In [6] , authors considered the exponential stability, exponentially asymptotic stability, uniform and uniformly exponentially asymptotic stability for the trivial solution of set dynamic equations on time scales by using Lyapunov-like functions. In [7] , existence and global exponential stability of anti-periodic solutions of networks with delays on time scales were concerned. In [2] , authors studied existence and exponential stability of periodic solution for stochastic Hopfield neural networks on time scales. Especially, existence and global exponential stability of a periodic solution to interval general bidirectional associative memory in [8] .
As we know, periodicity is one of the most important nature of the solution of neural network, and now people had got some important solutions.
In this paper, we consider a general class of neural networks with distributed delay on time scales: 
where T is a periodic time scale, n is the number of neurons in layers, ) (t x i corresponds to the state of the i th unit at time t ∈ T , ) ( j j x f are the input-output functions (the activation functions), ) (t a i represents the rate with which the i th neuron will reset its potential to the resting state in isolation when they are disconnected from the network and the external inputs at time . By using the contraction mapping theorem and inequality on time scales, we establish some new sufficient conditions on the existence and exponential stability of periodic solutions for (1) . Obviously, our results are general new and can includes cases of = » T or » .
Preliminaries
In this section, we first introduce some basic definitions of dynamic equations on time scales. A time scale is an arbitrary nonempty closed subset of the real numbers. In this paper, T denotes an arbitrary time scale.
Definition 1: The forward and backward jump operators :
σ → T T and :
. And the graininess : 
The set of all regressive and rd-continuous functions : f → » T will be denoted by ( , ) ℜ = ℜ » T and the set of all positively regressive functions and rd-continuous functions will be denoted by ( , ) 
. The initial condition of (1) is Throughout this paper, we assume that:
are all periodic rd-continuous functions with period ω for t ∈ T , where ℜ denotes the set of regressive functions on T ,
For the existence of periodic solutions of (1), we introduce the following basic lemma.
is an ω -periodic solution of (1) 
be an ω -periodic solution of (1). Multiplying both sides of (1) 
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where
which leads to (3). On the other hand, if Proof. By Lemma 4, the existence problem of ω -periodic solutions of (1) is equivalent to that of ω -periodic solutions of (3). Set
Banach space with the norm
Define an operator
t s ∈ × T T . Together with Lemma 4, we have )
For any
By (A4), we have that Ψ is a contraction mapping. Hence, Ψ has a unique fixed point, which implies that (1) has a unique ω -periodic solution. This completes the proof of Theorem 1. 
then the periodic solution of (1) 
=
, where 
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which contradicts to (7). Hence, for
that is, the periodic solution ) (t x * of (1) is exponentially stable. This completes the proof of Theorem2.
Examples
In this section, we will give an example to illustrate Theorem 1 and Theorem 2. 
where , {1, 2} t i ∈ = T and the coefficients are as follows: . It follows from Theorems 1 and 2 that (8) has an exponentially 2π-periodic solution.
Summary
By using contraction mapping and inequalities on time scales, we gave the sufficient conditions for the considered neural networks have been established on time scales. An example with simulations was also given to show the effectiveness of the obtained result. We would like to point out that it is possible to generalize our main results to more complex neural networks, such as mixed time-varying delayed neural networks with discontinuous activations [4] , mixed time-varying delayed neural networks [5] , cellular neural networks [3] .
