Abstract. We estabish an analog of the Poincare-Cauchy separation theorem for normal matrices in terms of majorization. The result is applied to obtain new information on the geometry of the roots of a complex polynomial and of its derivative. We prove the old conjectures of de Bruijn-Springer and Schoenberg about these roots.
Introduction
The well known Poincare separation theorem states that the eigenvalues of a principal submatrix of a selfadjoint matrix interlace the eigenvalues of the matrix.
Certainly, an analogous result can not hold for a normal matrix. First, the eigenvalues are not real and second, a principal submatrix should not even be normal. Moreover, if an (m − 1) × (m − 1) principal submatrix of a normal matrix is normal and if the matrix does not split into the direct sum of this submatrix and the last ' diagonal element,then this matrix is obtained from a selfadjoint one by multiplication by a constant and adding a constant [7] . (We will use this result in section 4 to prove the Schoenberg conjecture).
Making use of a Pick-function argument, it is easy to show that the following criterion is valid (see Proposition 3.1): Proposition 1.1. Let λ 1 , . . . , λ n ∈ C and µ 1 , . . . , µ n−1 ∈ C be two sequences of complex numbers. Then the system of inequalities:
is valid if and only if there exists a normal matrix A with spectrum σ(A) = {λ 1 , . . . , λ n } such that the spectrum of A = A n−1 is σ( A) = {µ 1 , . . . , µ n−1 }.
In the case of real numbers λ k , µ k (1.1) immediately yields that the numbers are interlacing. But the geometric meaning of (1.1) in the complex case is completely unclear. It is not even clear, how far the µ k -s can lie from λ k -s.
In Theorem 3.6 we provide a sequence of geometric conditions on these numbers, containing (1.1) as a special case. We hope that this can shade some light on this problem.
The Gauss-Lucas theorem states, that the roots of the derivative of a complex polynomial lie in the convex hull of the roots of the polynomial.
In the case of real roots the Roll theorem implies that the roots are interlacing. Theorem 3.6 yields a sequence of geometric conditions, being in a sense a natural analog of the interlacing in the case of real roots.
Let p(z) be a polynomial with roots {λ j } n 1 and {µ j } n−1 1 the roots of its derivative. In 1948 de Bruijn and Springer [3] conjectured that the following inequality holds for any convex function f : C → R :
f (λ j ).
They succeeded in proving this inequality for a class of convex functions. Using our method, we provide a proof of these conjecture. Moreover, we prove that the following inequality is valid for any k, 1 ≤ k ≤ n − 1 (see Theorem 4.5):
(1.2) In 1986 Schoenberg [22] (see also [4] ) conjectured that if
and the equality holds if and only if all numbers λ j lie on the same line. We establish this inequality by means of a special choice of the normal matrix (see Theorem 4.8).
We briefly sketch the contents of the paper.
In section 2 we introduce new notions of majorization for sequences of vectors with nonequal numbers of members and establish some simple properties of those.
In section 3 we establish the analog of the Poincare-Cauchy separation theorem for normal matrices (Theorem 3.6). As a corollary, we get an analogous result for "noncommutative" convex combinations of normal matrices (Corollary 3.10). Moreover, we solve an inverse problem, generalizing the known result of Hochstadt [12] in the Jacobi matrix case.
Section 4 contains the main results of the paper, namely the complete solutions to the de Bruijn-Springer and Schoenberg conjectures.
Majorization
Definition 2.1. Let X be a subset of R m . In what follows conv(X) denotes the convex hull of X, i.e. the smallest convex set, containing X. If X is convex, then ExtX denotes the (nonempty) set of its extreme points.
We denote by CV(Y ) be the set of all convex function on a convex set Y.
Definition 2.2. a) A matrix A ∈ M n (R) is called bistochastic (doubly stochastic) iff all its elements are nonnegative and the sum of the elements of each row and each column equals one. Clearly, the set of bistochastic matrices is convex and contains all transposition matrices. We denote this set by Ω n ⊂ M n (R). The known Birkgoff Theorem states that the set Ext(Ω n ) consists of transposition matrices, and thus by the Krein-Mil'man theorem Ω n is the convex hull of all transposition matrices [11] , [17] , [18] . b) Let C := A • B denote the Schur (element-wise) product of two matrices: (c ij ) = (a ij b ij ). It is clear that if U is a unitary (orthogonal) matrix, then U •Ū is bistochastic. Such matrix are called unitary-stochastic (orthostochastic). Not every bistochastic matrix is unitary-stochastic [17] , [18] . The set of all unitary stochastic matrices is denoted by Ω
Definition 2.3. Let the following conditions be fulfilled:
Then we say that the sequence {y k } majorates the sequence {x k } and write x ≺ y;
Remark 2.1. If l = m, then the last condition turns into
if and only if there exist vectors x l+1 , . . . , x m ∈ R n such that
, where
. the proof immediately follows from the equivalent definition majorization: the sum of any s of x i -s, 1 ≤ s ≤ l is a linear combination of z j -s with coefficients between 0 and 1 and the sum of coefficients equal s.
Remark 2.2. This proof is due to F. V. Petrov.
n and a m × m bistochastic matrix S ∈ Ω n , such that x : {x k } m 1 = (I n ⊗ S)y, then we say that x is bistochastically majorated by y and write x ≺ ds y. If the matrix S can be chosen to be unitary stochastic, we write x ≺ uds y.
Remark 2.3. Recall the notion of majorization ( [11] , [17] , [18] ) for sequences of real numbers. Let there be given two real sequences α := {α k } m 1 and β := {β k } m 1 . Let alsoαtα andαtβ be these sequences, reordered to be decreasing. If
then the sequence β is said to be majorized by α and it is written β ≺ α. The famous theorem due to Weyl, Birkgoff and Hardy-Littlwood-Polya [10] , [11] , [17] , [18] states that Theorem 2.6. Let α, β ∈ R m be to real sequences. Then the following are equivalent 1) β ≺ α.
2) The following inclusion holds true:
3) There exists a bistochastic matrix S ∈ M m (R), such that β = Sα. It fact, the matrix S can be chosen to be orthostochastic.
4) The inequality
holds true for any convex function f on R.
5) The inequality
holds true for any convex function f in R m which is symmetric, that is, invariant under permutation of the coordinates.
In the case n = 1 and l = m Definitions 2.3 and 2.5 are equivalent to the above definition of majorization for real sequences. Actually, we have
(it is if fact very easy to check it explicitly). Now, the convex hull of a set of real numbers is the segment between the minimal to the maximal one. This completes the proof. Thus Definition 2.3 is a natural generalization the standard one in R 1 .
It is very easy to see that the following proposition is valid
It is quite natural to suppose, that the full analog of the 2.6 is valid, that is the partial orders ≺ and ≺ ds are equivalent. The following example shows, that it is not the case. It is easy to check by hand, that x ≺ y. It is also easy to see that the vector x 1 = (12, 12) can be uniquely expressed as a convex combination of y k -s:
. Suppose, that a bistochastic matrix S, such that x = Sy, exists. Then S has the form
which is impossible, since x 3 , x 4 do not belong to the convex hull of y 3 , y 4 .
We note the following trivial
) is affine isomorphic to the standard simplex
Proof. a) Under the assumption a) each x k can be uniquely represented as a convex combination of y k :
with i s ki = 1. Now, by definition, x ≺ y yields
s ki y i .
we get again, since the expression via extreme points is unique, that
If the endpoints of y 1 , y 2 , y 3 in R n do not lie on the same line, then a) applies. If they do, then shifting them all by the same vector so, that the line becomes passing through the origin we reduce the problem to the case n = 1, contained in Theorem 2.6.
Remark 2.4. It is clear, that if {y k } are linearly independent, then they satisfy the hypothesis of a).
It is also interesting to note that in the case a) only the first condition x k ∈ conv({y k } m k=1 ) and the last one x k = y k suffice for the existence of a bistochastic matrix.
It is known ( [16] ), that in the scalar case n = 1 the set of extreme points of the set Maj(y) := {x : x ≺ y} is Ext(Maj(y)) = {P y : P is a permutation matrix}.
(2.8)
The following result easily follows from the scalar case.
The following problems naturally arise in this connection: Problems: 1) Find some additional geometric conditions, such that together with (2.1) they imply x ≺ ds y.
2) What are the extreme points of the set Maj(y)?
3) Under which conditions on the sequence y = {y k } the sets {x : x ≺ y} and {x : x ≺ ds y} coincide?
To do it, we introduce some notations. Let CV S(R n ) be the closed in the point-wise convergence topology cone in CV (R n ), generated by the set of convex functions
holds true for any nonnegative f ∈ CV S(R n ) when l < m and for any f ∈ CV S(R n ) if l = m.
Proof. 1)⇐⇒2).
A vector x ∈ R n lies in a convex set Y ⊂ R n iff its projection on any line lies in the projection of Y onto this line. Thus
n . By Remark 2.3 this is equivalent to 2). 2)⇐⇒ 3). By a result of Fisher and Holbrook [8] ,
for any nonnegative function f ∈ CV(R). This immediately yields the required.
It is of course natural to ask whether CV S(R n ) = CV(R n ). The answer is no, as was shown to the author by F. V. Petrov.
We mention the beautiful generalization of the Hardy-LittlewoodPolya theorem due to Sherman [20] for l = m and to Fisher and Holbrook [8] for l < m :
is valid for any f ∈ CV(C).
The proof is completely different from the scalar case.
The inverse problem and an interlacing theorem for normal matrices
In this section we will use the partial orders ≺ and ≺ ds for vectors of complex numbers. In this case we identify C with R 2 and so Definition 2.3 does not change.
Let A ∈ M n (C). In what follows we denote by A n−1 the matrix, obtained from A by deleting last row and column.
We start with the following
be two sequences of complex numbers. Then the system of inequalities:
Proof. Necessity. Let A be a normal matrix with spectrum σ(A) = {λ 1 , . . . , λ n } such that σ( A) = {µ 1 , . . . , µ n−1 }. Let e n = (0, . . . , 0, 1). Let us consider the function:
where x k are the coordinates of e in the orthonormal basis of eigenvectors of A. Clearly, the poles of ∆(λ) are in the spectrum of A and the residues in these poles equal x 2 k and hence are nonnegative. But, by (3.2) these residues equal the numbers (3.1). Suf f iciency. Let the numbers satisfy (3.1). Consider the function
By (3.1), the residues of ∆(λ) in its poles λ k are nonnegative and hence equal x 2 k for some real numbers x k . Clearly, we have Therefore, considering the diagonal matrix A = diag{λ 1 , . . . , λ n } and writing it down in an orthonormal basis with the last vector e n = (x 1 , . . . , x n ) we get the required normal matrix.
Remark 3.1. It is easy to see from the proof of Proposition 3.1, as well as from general dimension arguments, that if A has a k-multiple eigenvalue λ, then A m−1 also has it with multiplicity at least k − 1.
It is known and easy to see that any selfadjoint matrix (bounded operator) is unitary equivalent to a tridiagonal (Jacobi) matrix.
The following simple result is an analog for the case of normal matrices. Moreover, A has simple spectrum iff it is unitary equivalent to only one such matrix.
Proof. The proof is very simple and standart. It is clear that it suffices to consider only the case of simple spectrum.
In this case, taking any cyclic vector x, we get that {A i x} i=0,m−1 is a basis for C m . After the Gramm-Schmidt procedure we arrive at the required basis. Thus, quasi-Jacobi form is in a sense a normal form for a normal matrix. 
Proof. Writing the function ∆(λ) from (3.3) in the form
2 k δ λ k we can introduce the orthogonal polynomials with respect to measure just like in the Jacobi case (see, e.g. Gesztesy and Simon [9] ) and then, following the same lines [9] , we get the result.
Remark 3.2. The function ∆(λ) is an analog of the Weyl Mfunction in this case (see [9] , [13] ).
The criterion (3.1) of Proposition 3.1 is trivial and provides no information on the geometry of the sequences {λ k } n 1 and {µ j } n−1 1 . It is even unclear how far can µ j lie from λ k . Therefore it would be desirable to have a more "geometric" answer, being an analog of the Poincare Theorem.
Note, that majorization for sequences of complex numbers means that we identify C with R 2 and scalar product (z 1 , z 2 ) =Rez 1z2 .
Proposition 3.5. Let A ∈ M n (C) be a normal matrix with spectrum (λ 1 , . . . , λ n ). Then a) (a 11 , . . . , a nn ) ≺ uds (λ 1 , . . . , λ n ); b) there exists an orthonormal basis {e i } n 1 such that (Ae i , e i ) = α i iff there exists an orthostochastic matrix O such that col(α 1 , . . . , α n ) = O col(λ 1 , . . . λ n ).
c) if A is selfadjoint, then the set of all possible diagonals (in all orthonormal bases) is convex; d) the set of all possible diagonals (in all orthonormal bases) of a fixed normal matrix A is not necessarily convex.
Proof. The validity of a) and b) is obvious. It is also clear that all permutations of the set (λ 1 , . . . , λ n ) are realized as diagonals. Thus, if the set of diagonals was convex, it would contain all vectors of the form S col(λ 1 , . . . , λ n ) with a bistochastic S. c) it suffices to prove that if
. For n = 1 there is nothing to prove. Let it be proved for n = k. Let us prove it for n = k + 1. Let us consider the subsequence {α i } n i=2 . Since α ≺ λ, it is easy to show that
and hence
Clearly, the sequence (µ, λ 3 , λ 4 , . . . , λ n ) interlaces (λ 1 , . . . , λ n ) and hence, by the Poincare Theorem there exists an orthonormal basis {e 1 , . . . , e n ) such that σ( A) = (µ, λ 3 , λ 4 , . . . , λ n ). By the induction hypothesis, there exists an orthonormal basis It is known (see [17] ) that S is not unitary-stochastic. Let also (λ 1 , λ 2 , λ 3 ) = (1, i, 0) and
If there is a unitary-stochastic matrix O, such that
it immediately yields O = S.
Remark 3.3. The result of c) is due to Horn [17] , [18] , [11] but our proof is different and simpler. All other items are folklore. Now we are ready to state the main result of the section. Define for any vector {λ j } m 1 ∈ C m the vector
Theorem 3.6. Let {λ 1 , . . . , λ n } and {µ 1 , . . . , µ n−1 } be two systems of complex numbers. Then for the existence of a normal matrix A such that σ(A) = {λ 1 , . . . , λ n } and σ(A 1,n−1 ) = {µ 1 , . . . , µ n−1 } it is necessary that the condition
be fulfilled for any complex number α ∈ C and any k, 1 ≤ k ≤ n − 1 and sufficient that it be fulfilled for k = n − 1 and all α ∈ {λ 1 , . . . , λ k }.
and hence (3.1) is valid for all k. Proposition 3.1 yields the required. b) Necessity. Let A be a normal matrix with spectrum σ(A) = {λ 1 , . . . , λ n } and σ(A 1,n−1 ) = (µ 1 , . . . , µ n−1 ). Let us prove (3.7). By the Shur Theorem, there exists a unitary (n − 1) × (n − 1) matrix U such that the matrix U * A 1,n−1 U is upper triangular. Therefore, considering the matrix U 1 := U ⊕1 we get the normal matrix B := U * 1 AU 1 with the same spectrum as A, but the µ i -s are on the diagonal. Therefore in the sequel we consider B instead of A. Proposition 3.5 implies
. Let now α ∈ C be arbitrary. The matrix B −αI is also normal. Let us consider its exterior power
Then this matrix is also normal with spectrum
The diagonal elements of C k (B − αI) are the k × k principal minors of B − αI. Since B 1,n−1 − αI n−1 is upper triangular, then the principal minors of B − αI lying in the lines and columns with numbers from {1, . . . , n − 1} equal (µ i 1 − α) . . . (µ i k − α). Thus Proposition 3.5, a) implies the required.
Remark 3.4. It is easy to see from the proof that the unitary stochastic matrices in (3.7) are independent of α. 
where p(λ) = n k=1 (λ − λ k ) Example 3.8. In the case n = 3 the orders ≺ and ≺ ds are equivalent. Thus in this case the conditions (3.7) take a specially simple form:
An immediate consequence is:
Corollary 3.9. Let A be a normal matrix with spectrum {λ 1 , . . . , λ n } and P an m(≤ n)−dimensional orthoprojection in C n . Let also B := P A⌈P C n and σ(B) := (µ 1 , . . . , µ m ). Then
if the system of complex numbers
{µ i } m i=1 satisfies (3.8) for all k, then there exists an orthoprojecion P of rankm, such that σ(P A⌈P C n ) = {µ i } m 1 . Corollary 3.10. Let A i ∈ M n i (C), i = 1, . . . ,
p be a p-tuple of normal matrices, and σ(
is the identity operator in C m . Let also
and σ(B) = (µ 1 , . . . , µ m ). Set n = n 1 + . . . + n p and
Then the systems of numbers (λ 1 , . . . , λ n ) and (µ 1 , . . . , µ m ) satisfy conditions (3.8).
Moreover, if a system of m numbers (µ 1 , . . . , µ m ) satisfies (3.8), then there exists a system of m × n i matrices S i , satisfying (3.9) , such that σ(B) = {µ k } m k=1 with B defined by (3.10) Proof. Consider the normal matrix A := ⊕ l i=1 A i . Condition (3.9) means that the operator V := col(S 1 , . . . , S n ) : R m → R n is an isometry and hence the operator B = V * AV is unitary equivalent to P A⌈P C n where P is the projector onto the image of V. Corollary 3.9 comples the proof.
Remark 3.5. There is another way to implement the trick of going from Corollary 3.9 to Corollary 3.10. See [14] , [15] . Numerous papers are devoted to different generalizations and improvements of this results (see e.g. [5] , [2] , [19] ).
In what follows we denote by p ∈ C[z] a n-degree polynomial with complex coefficients. Let also {λ j } . One completes the proof by applying Theorem 3.6.
But this corollary does not give a complete information on the geometry. In particular, it does not anyhow explain the identities:
Thus in the average even the products of the roots are identically distributed.
It turns out that in this case we can obtain a more complete information on the matrices S ∈ Ω u m , realizing majorization. √ n, such that for the matrix UDU * its submatrix, lying in the first n − 1 rows and columns has spectrum {µ 1 , . . . , µ n−1 }. Thus when passing to the exterior powers as in the proof of Theorem 3.6, a unitary stochastic matrix, realizing the bistochastic majorization of the systems of numbers C k ({µ j } n−1 1 ) and C p ({λ j } n 1 ) will be the matrix
We want to prove that
(because of the symmetry, the same identity certainly follows also for other choices of k columns). Decomposing each minor with respect to the last row we get
and thus
Consider now the matrix V := U 1,...,k 1,...,n−1 . Then, since U is unitary, we get
with
Thus we have that
Because of (4.4), one easily sees that the required sum in (4.2) is a linear combination of the elements of the matrix C k−1 (V ) * · C k−1 (V ). Thus this sum is independent on the choice of U and is certainly the same for other choices of k columns.
But by (4.1), these sums can be nothing but (n − k)/n. The proof is complete.
Corollary 4.4. Let U be an n × n unitary matrix with u nj = 1/ √ n. Let also k ≤ n and C k (U) its k-th exterior power. Then
The conjecture of de Bruijn-Springer and its generalization.
In 1947 de Bruijn and Springer [3] conjectured that the inequality
holds for any convex function f : C → R. The following theorem essentially generalizes this statement. Proof. The inequality immediately follows from Theorem 4.3.
Remark 4.2. By the result of Sherman [20] , the existence of a bistochastic matrix as in Theorem 4.3 is actually equivalent to the validity of inequality (4.5).
5.3. The Schoenberg conjecture. Now we are ready to prove the famous Schoenberg conjecture [22] , [4] .
To prove it we will need two Lemmas. The first one is known [17] , but we present with a proof for the reader's convenience. Proof. The inequality (4.6) is known. It is clear that the equality holds true for a normal matrix.
Conversely, let A satisfy the equality. By the Schur theorem A is unitary equivalent to an upper triangular matrix with λ i -s on the diagonal. Since A 2 is unitary invariant, this matrix will be diagonal, that is A is normal. It is easy to see that a jj = 0 and a nj = a n−j,n for all j and the required identity takes the form This completes the proof. 
