Abstract-We prove that an associative algebra A has minimal rank if and only if the Alder-Strassen bound is also tight for the multiplicative complexity of A, that is, the multiplicative complexity of A is 2 dim A − tA where tA denotes the number of maximal twosided ideals of A. This generalizes a result by E. Feig who proved this for division algebras. Furthermore, we show that if A is local or superbasic, then every optimal quadratic computation for A is almost bilinear.
I. INTRODUCTION
One of the important problems in algebraic complexity theory is the question about the costs of multiplication. Let A be a finite dimensional associative algebra with identity 1 over some field k. While the restriction to bilinear multiplications seems to be natural for bilinear problems, there are bilinear mappings that can be computed faster with non-bilinear computations than with bilinear ones. More general than bilinear computations are quadratic multiplications. Strassen [15] proved that over infinite fields, quadratic computations are as powerful as arbitrary computations when computing bilinear mappings. More precisely, if there is a computation for the multiplication in an algebra (or any other bilinear map) with m (nonscalar) multiplications or divisions, then there is one with m quadratic multiplications and no divisions at all.
How are rank and multiplicative complexity related?
Obviously, C(A) ≤ R(A) and its is not hard to see that R(A) ≤ 2C(A).
There are examples where multiplicative complexity and rank differ, for instance, the multplicative complexity of the multiplication of 2 × 2-matrices by 2 × 3-matrices is ten [16] over fields of characteristic distinct from two whereas its rank is eleven [2] . However, we are not aware of any algebra for which this is provably true.
For a modern introduction to this topic and to algebraic complexity theory in general, we recommend [8] .
A fundamental lower bound for the rank of an associative algebra A is the so-called Alder-Strassen bound [1] . It states that the rank of A is bounded by
where t A is the number of maximal twosided ideals in A. This bound is tight in the sense that there are algebras for which equality holds. Such algebras are called algebras of minimal rank. These are the algebraic structures that allow the most efficient multiplication. The property that (1) holds with equality of course completely characterizes the algebras of minimal rank in complexity-theoretic terms. It had been a long-standing open problem to characterize the algebras of minimal rank in terms of their algebraic structure. This was finally achieved in [6] . Alder and Strassen actually prove their lower bound for the multiplicative complexity, that is, we even have multiplicative complexity. But are there algebras that do not have minimal rank but minimal multiplicative complexity? We prove that this is not that case, i.e., an algebra A has minimal rank if and only if it has minimal multiplicative complexity. We also show that for many classes of algebras of minimal multiplicative complexity, all optimal computations are "almost" bilinear (in a sense to be made precise later).
II. BILINEAR AND MULTIPLICATIVE COMPLEXITY
We use a coordinate-free definition of multiplicative complexity and rank, cf. [8, Chap. 14] . For a vector space V , V * denotes the dual space of V , that is, the vector space of all linear forms on V .
Definition 1: Let k be a field, U , V , and W finite dimensional vector spaces over k, and φ :
2) The length of a shortest quadratic computation for φ is called the multiplicative complexity of φ and is denoted by C(φ). 3) If A is a finite dimensional associative k-algebra, then the multiplicative complexity of A is defined as the multiplicative complexity of the multiplication map of A, which is a bilinear map A × A → A. The multiplicative complexity of A is denoted by C(A). If in Definition 1, f λ ∈ U * and g λ ∈ V * , we get bilinear computations and a coordinate-free definition of rank. The rank of φ and A, respectively, is denoted by R(φ) and R(A).
Let β = (f 1 , g 1 , w 1 , . . . , f , g , w ) be a quadratic computation for an algebra A. Let a, b, c ∈ A × , the set of all invertible elements of A. We have
This defines an equivalence relation on the set of all computations of length for A. This process of replacing β byβ is called sandwiching.
We will mainly use sandwiching in the following situation: Assume that the linear forms f 1 , . . . , f N of β are linearly independent. Let
III. THE ALDER-STRASSEN BOUND AND ALGEBRAS OF MINIMAL COMPLEXITY
A lot of effort has been spent to achieve a characterization of the algebras of minimal rank in terms of their algebraic structure as an attempt to understand the complexity of matrix multiplication. k 2×2 , the algebra of 2 × 2-matrices, is an algebra of minimal rank. It had been a longstanding open problem whether k 3×3 is of minimal rank or not, see [8, Problem 17.1] . One way to solve this problem is to achieve a characterisation of the algebras of minimal rank in terms of their algebraic properties and then check whether k 3×3 fulfills these properties or not.
De Groote [11] was the first to characterise all division algebras D of minimal rank. Over infinite fields, these are all simply generated extension fields of k. If k is finite, then D has minimal rank if in addition #k ≥ 2 dim D −2, the latter result follows from the classification of the algorithm variety of polynomial multiplication modulo some irreducible polynomial by Winograd [17] . De Groote and Heintz [13] went on with commutative algebras of minimal rank over infinite fields. Next, Büchi and Clausen [7] described all local algebras of minimal rank over infinite fields. Then Heintz and Morgenstern [14] determined all basic algebras over algebraically closed fields. All semisimple algebras of minimal rank over arbitrary fields and all algebras of minimal rank over algebraically closed field were characterized [4] . Ironically, one important ingredient of this result is a direct proof that k 3×3 is not of minimal rank. Finally, a full characterisation of the algebras of minimal rank was obtained in [6] : An algebra A over an arbitrary field k is an algebra of minimal rank if and only if
where C 1 , . . . , C s are local algebras of minimal rank with dim(C σ / rad C σ ) ≥ 2 (as characterized by Büchi and Clausen) and B is a superbasic algebra of minimal rank. Any of the integers s or u may be zero and the factor B is optional.
An algebra B is called superbasic if B/ rad B = k t for some t. A superbasic algebra B is of minimal rank iff there exist w 1 , . . . , w m ∈ rad B with w i = j such that
Here L B and R B denote the left and right annihilator of rad B (see Section A for exact definitions). m may be zero. If k is finite, #k ≥ 2N (B) − 2 has to hold in addition, where N (B) denotes the largest natural number s such that (rad B) s = {0}.
The Alder-Strassen bound, however, also holds for the multiplicative complexity. It is natural to call an algebra an algebra of minimal multiplicative complexity if the AlderStrassen bound is tight, i.e., C(A) = 2 dim A − t A . Since proving lower bounds for the multiplicative complexity is usually harder than for the rank, much less is known about these algebras. One very interesting result is due to Feig [10] , which nicely complements de Groote's characterisation of the division algebras of minimal rank:
Theorem 2 (Feig) : 1) A division algebra D has minimal multiplicative complexity if and only if it has minimal rank. 2) Furthermore, every optimal computation for such an algebra is essentially bilinear, that means, after exchanging some of the f λ with the corresponding g λ , we have
We here extend Feig's result as far as possible. More precisely, we prove the following theorem.
Theorem 3: An algebra A over an arbitrary field has minimal multiplicative complexity if and only if it has minimal rank. Extending Feig's result to semisimple algebras is rather easy. The lower bounds for matrix algebras k n×n in [3] are proven for the multiplicative complexity, i.e, k n×n has minimal multiplicative complexity if and only if n = 2. Together with [5] , it is quite easy to adapt the proof in [6] . For algebras with radical, in particular local and superbasic algebras, the situation is much more complicated and this part is our main contribution.
We also explore how far one can extend the second part of Feig's result. For some algebras, like the matrix algebras of minimal rank, this is simply not possible. Waksman's algorithm [16] is a quadratic computation for k 2×2 that is not essentially bilinear. However, for the two large classes of algebras of minimal complexity, local and superbasic algebras, respectively, we prove that all optimal quadratic computations are "almost" bilinear. There are examples of local and superbasic algebras of minimal complexity that have an optimal quadratic computation that is not essentially bilinear. However, we can show that "most" of the computation has to be essentially bilinear.
IV. SUPERBASIC ALGEBRAS
Assume that A is an arbitrary algebra over some field k and β = (f 1 , g 1 
Any (u, v) ∈ A × A can be decomposed corresponding to (5):
where a, b ∈ radA, (x, y) ∈ E. Furthermore we can decompose any function h occuring in the computation β as
where
We can assume w.
It is easy to prove that the computation
, and w σ = w σ + rad A for σ = 1, . . . , − 2m. Here, u and v are the canonical projections of u and v and (x, y) is defined by (6) .
Theorem 4: A superbasic 1 algebra A over an arbitrary field k has minimal multiplicative complexity if and only if it has minimal rank.
Proof:
for the algebra A/radA (see above), the vectors w 1 , . . . , w t must be linearly independent. Therefore, for all scalars α 1 , . . . , α t ∈ k,
Consider the decomposition of (1, 0) ∈ A×A corresponding to (5):
Since −b ∈ rad A, the last implication follows from (8) . Because 1 − a is invertible by Nakayama's lemma, we have b = 0 and therefore
Similarly (0, 1 − c) ∈ E for some c ∈ rad A. By sandwiching, we can achieve (1, 0), (0, 1) ∈ E.
Our goal is to construct two bases {a i } and
Then we can extend this to an M-pair of bases (see [6, Def. 15 ] for a definition) and, applying [6, Thm. 22 ], obtain that A is of minimal rank.
Let
Thus, we get
The first equation follows from (10) and a ν b ν = 0, the second is obtained similarly. In particular, a ν and b ν are linearly dependent (project along w 1 , . . . , w t onto rad A).
If we project along w 1 , . . . , w t onto rad A, we get
We divide {t+1, . . . , 2n−t} into the three disjoint subsets I, J, and
2 That is a basis of rad A × rad A such that fν (aμ, bμ) = 1 iff ν = μ and 0 otherwise. 
(If β = 0, this follows already from a i · b = γb .) In similar way we can prove that
Next, consider a k ·b +a ·b k for k, ∈ K: a k ·b +a ·b k = β a k + γ b . If any of these two coefficients, say β , is not equal to zero, then multiplying this equation by b from the right-hand side and the left-hand side, respectively, we get
Let (a, b) be an arbitrary element of radA × radA. Since (13) , and (14),
Consider the product a k · b for any k, ∈ K:
where the second-last equation follows from (16) . Together with (12) , (13), a k ∈ L A and b ∈ R A follows. Therefore, there exist subsets I ⊆ I and J ⊆ J such that
Consider the algebra B = k × rad A with the multiplication (a, r)(a, r ) = (aa , ar + ra + rr ). (We get B from A through "replacing" the semisimple part k t by k.) We can extend 1 and a i , i ∈ I , to a basis of B by adding elements from L B . In the same way, we can extend 1 and b j , j ∈ J , to a basis of B by adding elements from R B . These two bases are an M-pair (see [6, Def. 15 ] for a definition) by (11) . From [6, Thm. 22], it follows that B has minimal rank. Furthermore, there are w 1 , . . . , w m ∈ rad B with w [6, Thm. 22 ] also implies that A has minimal rank.
V. LOCAL ALGEBRAS
For local algebras, we obtain the same result as for superbasic algebras in the previous section. We start by recalling some properties of division algebras of minimal complexity. Let (f 1 , g 1 , w 1 , . . . , f 2t−1 , g 2t−1 , w 2t−1 ) be an optimal quadratic computation for a division algebra of dimension t. By Feig's theorem [10] , this computation is essentially bilinear, that is, after interchanging some f σ with g σ ,
for all u, v ∈ D and for all σ = 1, . . . , 2t − 1. Furthermore, by the proof of [12, Thm. IV.18], for any
Theorem 5: A local algebra A over an arbitrary field k has minimal multiplicative complexity if and only if it has minimal rank.
Proof: Let v be an arbitrary element of A/ rad A. Consider the decomposition of (0, v) ∈ A × A corresponding to (5):
In the same way, if we take another basis u 1 , . . . , u t of A/ rad A, (u 1 − a 1 , 0) , . . . , (u t − a t , 0) ∈ E for some a 1 , . . . , a t ∈ rad A. Therefore, we can write
Consider the decomposition of some (u, v) as in (6) and decompose every linear form in the computation as in (7) .
From (18), it follows that for any
and for all α 1 , . . . , α t ,
be the corresponding dual basis.
Since E has the form (19), f σ (0, R) = g σ (S, 0) = 0 for σ = 1, . . . , 2t − 1, and f ν (E) = 0 for ν = 2t, . . . , 2n − 1, we can write (a 2t , b 2t ) , . . . , (a 2n−1 , b 2n−1 ) is a dual basis of
Since x t and y t are invertible, w.l.o.g. we can assume that
In (23), the span does not contain w t , because g t (S, 0) = 0.
. From any of the two equations, 
Substracting γ · (23) from (25), where We decompose {2t, . . . , 2n−1} into three disjoint subsets I, J, and K: i ∈ I iff v i = 0, j ∈ J iff u j = 0, and k ∈ K iff u k = 0 and v k = 0. For all i ∈ I, j ∈ J, k, ∈ K, σ ∈ {1, . . . , t − 1}, τ ∈ {t + 1, . . . , 2t − 1} and ν ∈ {2t, . . . , 2n − 1}, we get 
VI. ALGEBRAS WITH A/ rad A = k

2×2
In this section, we prove Corollary 9, which is needed in the proof of our main theorem. We start with some preparatory lemmas.
Lemma 6: Let k be a field. Let (f 1 , g 1 , w 1 , . . . , f , g , w ) be a quadratic computation for k 2×2 such that w 1 = ( 1 0 0 1 ) and w 2 = λ 1 0 λ for some λ. Then ≥ 8. Proof: W.l.o.g. we can assume that k is infinite. Let x = ( 1 0 0 α ) and y = ( 0 0 1 0 ). Choose α such that w 1 , w 2 , x, and y form a basis. Let π be the projection along w 1 , w 2 onto x, y . The image of an arbitrary matrix in k 2×2 under π is given by
From β, we get a computation of length − 2 that computes In a similar manner, we get tests for b, c , and d .) Thereafter, we still compute ca +db . The latter form has multiplicative complexity two.
Lemma 8:
Proof: Let β = (f 1 , g 1 , w 1 , . . . , f , g , w ) be a quadratic computation for A. We can assume without loss of generality that k is algebraically closed. Case 1. We first assume that there is an i with w i ∈ ( 0 0 0 0 ) × ( * * * * ). (The righthand side denotes the linear subspace of all elements of A that we get by substituting arbitrary elements for the * .) W.l.o.g. i = 1.
β obviously separates ({0}, {0}, w 1 ).
3
Next, we show that β separates (rad A, {0}, w 1 ). Otherwise, there would be an x ∈ rad A \ {0} such that
by the extension lemma [8, Lemma 17.18 ]. This is a contradiction, since the lefthand side has dimension at least two.
Finally, β separates (rad A, rad A, w 1 ). Otherwise, there is a y ∈ rad A \ {0} such that 
. By choosing α and β appropriately, be can achieve that the new F 2 and G 2 have rank two and that w 1 , w 2 ∩ (( * * 0 0 ) , ( * * 0 * )) = {0}. For the latter, note that the projection of w 1 , w 2 onto (( 0 0 0 1 ) , ( 0 0 1 0 )) along (( * * 0 0 ) , ( * * 0 * )) = {0} has dimension two. 3 For a definition of "separates", see [8, Not. 17 
We now prove the lower bound by a number of applications of the extension lemma.
This is only possible, if Proof: rad A is a k 2×2 -bimodule. This means that it is isomorphic to (rad A, rad A, {0}) , it also separates (R , R , {0}). Let φ be the multiplication in A. We have C(A) ≥ C(φ/R × R ) + 2 dim R . But φ/R ×R is the multiplication of the algebra of the previous lemma.
VII. MAIN RESULT
Throughout this section, k denotes an arbitrary field, A denotes a k-algebra of minimal multiplicative complexity, and A 1 ⊕ · · · ⊕ A t denotes the decomposition of A/radA into simple algebra (written additively).
Since A is of minimal multiplicative complexity, A/radA is an algebra of minimal multiplicative complexity by [8, Prop. 17. Let e τ be the identity of A τ and let 1 = f 1 + · · · + f t be a decomposition of the identity of A such that
Such a decomposition always exist by [9, Cor. 3.3.9] . Assume that say A 1 is either a division algebra of dimension at least two or isomorphic to k 2×2 . Moreover, assume that f 1 (radA)f j = f j (radA)f 1 = {0} for all j ≥ 2. Then by [6, Lem. 25], we may decompose A into direct product of two algebras:
both of which have to have minimal multiplicative complexity. By [6, Lem. 24(5)], we obtain (f 1 Af 1 )/rad(f 1 Af 1 ) ∼ = A 1 . In the first case, when A 1 is a division algebra, f 1 Af 1 is a local algebra of minimal multiplicative complexity. [7] . In the second case, by Corollary 9, we necessarily have
By Theorem 5, it is algebra of minimal rank too, that is, it is isomorphic to k[X]/(p(X)
where e = e 2 + · · · + e t . Proceeding recursively with f Af , we get the same result as in [6] for algebras of minimal bilinear complexity: An algebra A is of minimal multiplicative complexity iff
where the C σ are local algebras of minimal multiplicative complexity, the algebra B is an algebra of minimal multiplicative complexity with a decomposition B 1 ⊕ · · · ⊕ B r of B/ rad B into simple factors and with the following property: for all B ρ such that either B ρ is a division algebra or is isomorphic to k 2×2 , there is an index j ρ = ρ such that f ρ (rad B)f jρ = 0 or f jρ (rad B)f ρ = 0, where 1 = f 1 + · · · + f t is a decomposition of the identity of B as in (34).
It is proven in [6, Sect. 5.2] that if the algebra A is of minimal rank, then the algebra B is a superbasic algebra. This proof also works for algebra of minimal multiplicative complexity. This is because all arguments in the proof do not concern complexity at all or have references to statements concerning bilinear complexity, but the proofs of which work word by word for the multiplicative complexity. The statements namely are [4, Lem. 8.7, Lem. 8, 8] [8, Prop. 17.17, 17 .18], which is valid for the multiplicative complexity, and a lower bound for the rank of multiplication of 2×2-matrices with 2 × m-matrices by Brockett and Dobkin. The same bound is proven in [3] for the multiplicative complexity.)
Therefore the algebra B is a superbasic algebra of minimal multiplicative complexity. Such algebras are characterized by Theorem 4 and have the same structure as superbasic algebra of minimal rank. This finishes the proof of Theorem 3.
VIII. ALMOST BILINEAR COMPUTATIONS
In this section we prove that all optimal quadratic computations for local and superbasic algebras of minimal complexity are almost bilinear in a sense that we will make precise in the course of this section. We start with local algebras. Let A be a local algebra and let β = (f 1 , g 1 , w 1 , . . . , f 2n−1 , g 2n−1 , w 2n−1 ) be an optimal quadratic computation for it. From the proof of Theorem 5 it follows that 
By (36) and (21) 
Let x ∈ S be arbitrary. By definition of u i , i ∈ I,
Similarly,
Furthermore for all i, i ∈ I, i = i ,
Since u i and u i must be linearly independent,
Furthermore for i ∈ I, ∈ K 
it follows that for each j ∈ J might exist only one index
Summing up, we get that for any i ∈ I, j ∈ J, and k ∈ K,
Definition 11: We call a computation β = (f 1 , g 1 , w 1 , . . . , f 2n−1 , g 2n−1 , w 2n−1 ) for an algebra A almost bilinear if it satisfies the conditions (35)-(49).
Note that if w ρ / ∈ L A ∩ R A for all ρ, then by (37), |K| = 0 and so |I| = |J| = n. Then by conditions (38)-(43), the computation β is even bilinear, i.e., f ρ (u, v) = f ρ (u, 0) and g ρ (u, v) = g ρ (0, v) for all ρ. (Note that we already exchanged some f λ with the corresponding g λ in the course of the proof in Section V.)
To get a similar result for superbasic algebras, we need to prove an analog of Feig's theorem for the quotient algebra g 1 , w 1 , . . . , f t , g t , w t ) for A is essentially bilinear, i.e., after interchanging some f σ with g σ , we have for all u, v ∈ A,
Proof: Note that f 1 , . . . , f t , g 1 , . . . , g t form a basis of (A×A) * : Otherwise there would exist some nonzero (a, b) ∈ A×A, such that (a+x)·(b+y) = x·y for all x, y ∈ A, a contradiction. Let (x 1 , y 1 ), . . . , (x t , y t ), (x 1 , y 1 ) , . . . , (x t , y t ) be the corresponding dual basis of A × A. Then for all i = 1, . . . , t,
and for all i = j, 
Let a be an arbitrary element of A and write a = α 1 e 1 + . . .+α t e t . Define φ(a) = {σ | α σ = 0}. By the first equation
The above argument yields that the disjoint union φ( Using the lemma above, we can show that (35)-(49) holds for optimal computations for superbasic algebras in an analogous way to local algebras. So we get the following result.
Theorem 13: Let A be a local or superbasic algebra of minimal complexity. Then any optimal quadratic computation β = (f 1 , g 1 , w 1 , . . . , f , g , w ) for A is almost bilinear. In particular, if w λ / ∈ L A ∩R A for all λ, then β is essentially bilinear.
The theorem above is tight. Below is an example of a local and superbasic algebra which has an optimal quadratic computation that is not essentially bilinear.
Example 14: Let k be a field with characteristic distinct from two. The algebra k[X]/(X 2 ) is local and superbasic, but has a quadratic computation which is not essentially bilinear (but of course almost bilinear): We can compute the coefficients of (a + bX)(a + b X) as aa and ab
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APPENDIX
We collect some elementary properties of associative algebras. The term algebra always means a finite dimensional associative algebra with identity 1 over some field k. The term left module and right module always means a finitely generated left module and right module over some algebra A, respectively. By the embedding α → α · 1, k becomes a subalgebra of A. Hence, every A-left module resp. A-right module is also a finite dimensional k-vector space. If we speak of a basis of an algebra or a module, we always mean a basis of the underlying vector space. Further material as well as proofs of the mentioned properties can be found in [9] .
A left ideal I (and in the same way, a right ideal or twosided ideal) is called nilpotent, if I n = {0} for some positive integer n.
Fact 15: For all finite dimensional algebras A the following holds:
1) The sum of all nilpotent left ideals of A is a nilpotent twosided ideal, which contains every nilpotent right ideal of A. This twosided ideal is called the radical of A and is denoted by rad A. 2) The quotient algebra A/ rad A contains no nilpotent ideals other than the zero ideal.
3) The radical of A is contained in every maximal twosided ideal of A. 4) The algebras A and A/ rad A have the same number of maximal twosided ideals. We call an algebra A semisimple, if rad A = {0}. By the above fact, A/ rad A is semisimple. An algebra A is called simple, if there are no twosided ideals in A except the zero ideal and A itself.
We now describe some of the most important ways to construct new algebras from given ones: If A and B are kalgebras, then the direct product A×B with componentwise addition and multiplication is again a k-algebra. The set of all n × n-matrices with entries from A forms a k-algebra (with the usual definition of addition and multiplication of matrices). This algebra is denoted by A n×n . We denote the set of all units of an algebra A, that is, the set of all invertible elements, by A
× . An algebra D is called a division algebra, if D × = D \ {0}. An algebra A is called local, if A/ rad A is a division algebra, and A is called basic, if A/ rad A is a direct product of division algebras. Since we do not know a better name, we call A superbasic if A/ rad A ∼ = k t for some t. If x ∈ A, we denote by AxA the ideal generated by x. If A is commutative, we will also write (x) for short. The following fundamental theorem describes the structure of semisimple algebras.
Theorem 16 (Wedderburn): Every finite dimensional semisimple algebra is isomorphic to a finite direct product of simple algebras. Every finite dimensional simple k-algebra A is isomorphic to an algebra D n×n for an integer n ≥ 1 and a k-division algebra D. The integer n and the algebra D are uniquely determined by A (the latter one up to isomorphism).
Wedderburn's Theorem holds in a similar manner for modules over simple algebras. If A is an algebra, let A 
