Cluster based architectures that employ inexpensive Personal Computers (PCs) [3, 4, 6, 8] 
Introduction
Large scale Multimedia-on-Demand (MOD) recording and playback services that are accessed by potentially thousands of concurrent clients will be critical components of the rapidly evolving global information infrastructure. The multimedia data handled by these services require Qualityof-Service (QOS) guarantees in the form of guaranteed bandwidth and bounded delay. The end-to-end nature of these services requires that such guarantees be provided by the end systems, namely the storage server, the client device such as a PC, workstation or set-top box, and the network that connects them. Within a server system, such services periodically transfer data between the storage and network subsystems; hence both these subsystems must provide QOS guarantees. Designing high performance scalable servers and services that support such guarantees has been recognized as a challenging task.
The interactive MOD services developed in our project are based on an innovative cluster based storage server architecture called Massively-parallel And Real-time Storage (MARS) [4, 5] . This architecture consists of several high performance storage nodes in the form of PCs interconnected by a fast desk-area or system-area ATM interconnect. Each of these PCs runs a public domain version of 4.4 BSD UNIX OS called NetBSD. However, the existing UNIX systems used for general purpose computing do not provide mechanisms required to support QOS guarantees and also do not provide an efficient data and control path between storage and network subsystems.
In NetBSD, the file system software uses a sophisticated buffer cache to transfer data between the user space and the storage, whereas the network protocol stacks use a different buffering system called mbufs to transfer data between the user space and the network. Due to this mismatch, any application initiated data transfer between a file system and the network needs excessive data copying. In an MOD environment where services are implemented in user space, such data copying for every active client reduces throughput and limits the total number of clients (revenue). Therefore, a fast data path that can provide zero-copy data transfer between storage and network is desirable. Also, a simple user level API is necessary to enable user level applications to easily control such a data path.
Existing device drivers for storage systems do not distinguish between real-time and non-real-time requests and therefore provide no QOS guarantees. Clearly, the storage driver must prioritize real-time requests over non-real-time requests and provide fair resource sharing. A user level application can effectively make use of such real-time service guarantees from the disk driver only if the CPU scheduler provides QOS guarantees in the form of periodic execution.
Research contributions
We would like to note that the shortcomings discussed above are well known performance bottlenecks [1, 11, 12, 16, 19] . However, none of the earlier solutions are complete and research efforts such as [2, 3, 14, 18, 21] are underway to rectify these shortcomings. (Please see Section 7). Our work shares some common ideas and objectives with these research efforts.
This paper describes our innovative ideas and details the software infrastructure we have developed to implement these ideas. The design, implementation and performance evaluation of the novel OS enhancements are the primary research contributions of this paper. Specifically, we have proposed and implemented the following enhancements to a 4.4 BSD compliant public domain NetBSD UNIX operating system: (1) A new kernel buffer management system called Multimedia Mbuf (mmbuf) which shortens the data path from a storage device to network interface, (2) fair queueing within the SCSI driver for equitable resource sharing between real-time and non-real-time streams, and (3) integration of these new OS services with a new CPU scheduling mechanism called Real Time Upcall [17] and a software disk striping driver called Concatenated Disk (CCD) . We have created a new system call API for applications to access these services. We have also prototyped experimental MOD servers and services that provide end-to-end QOS guarantees using these OS enhancements.
The performance measurements on our prototype video server show clear performance improvements. Specifically, we show: (1) A 40 % throughput improvement from the use of mmbuf and stream API with very fast disks, (2) A 60% overall improvement in throughput from storage to the network interface by combined use of software striping and zero copy data path on simple disk systems, (2) A fair disk bandwidth sharing between real and non-real-time streams accessing the enhanced SCSI system, and (3) guaranteed access to CPU and storage resources at the user level for applications that employ RTUs and access the new OS enhancements.
Organization of the paper
The rest of this paper is organized as follows: Section 2 describes the sources of inefficiencies and the lack of QOS in the existing control and data path for network destined data retrieval from the storage subsystem. Section 4 describes at length the design of the new mmbuf buffer management system. Section 5 describes our two step approach to providing guaranteed periodic access to storage: namely, modifications to a SCSI driver to support fair priority queueing and use of Real-Time Upcalls (RTU). This section also details the system call API that enables a user application to access these new OS services. In Section 6, we present detailed performance evaluations of these OS modifications and discuss performance benefits and limitations. Finally, we present our conclusions. 
Limitations of existing file

Figure 1. Existing file and network I/O
In this section, we summarize the limitations of support for networked multimedia in existing UNIX systems and thus motivate the need for our work.
Unnecessary data copying is a performance penalty: Figure 1 illustrates the layered architecture used in the storage and network I/O systems of current UNIX operating systems. Clearly, in an MOD server implemented in user space the data transfer path from a disk to the network interface involves two memory copies: the first copy (in response to read() call) moves data from the kernel buffer cache to a user space buffer. The second copy (in response to a send() call) by the the socket layer copies the data from a user space buffer into the mbuf chain in the kernel. This approach works well for small sized accesses observed in general purpose I/O, such as traditional text and binary file accesses. In fact, measurements have shown that the BSD buffer cache effectively eliminates 85 % of the expensive implied disk I/O [15] . However, multimedia data such as audio, video, and animations do not possess any caching properties: first they have a ravenous appetite for memory space and second, they are relevant only for very a small duration from the time of their retrieval. That is, data is often replaced before it can be reused, rendering the extra copy a performance penalty. In the case of multimedia data files, the buffer cache blocks can be reused only if several sessions reading the same file are phase locked to each other in a small (few tens of seconds) time interval. Such behavior among interactive clients is rare. Therefore, retrieving multimedia data through a buffer cache does not provide any performance benefits. Also, any application initiated data transfer from a disk file to the network requires the use of two different buffer systems, which were designed with different objectives, and leads to excessive data copying and system call overheads. Large amounts of data copy from memory to memory not only takes processor time but also consumes precious memory and system bus bandwidth.
Lack of guaranteed storage access:
The storage subsystem in the current 4.4 BSD UNIX does not differentiate between real-time and non-real-time applications for disk I/O. It enqueues all disk requests into a single job queue and orders them using the elevator algorithm to achieve efficient disk head movement. In the presence of several sessions/processes performing disk I/O, this lack of service differentiation results in large variations in job completion time. Such behavior is undesirable for real-time requests which must be completed by a certain deadline for the retrieved data to be useful. Also, the non-real-time requests should not face service starvation and must gain their fair share of storage bandwidth in the presence of real-time requests.
Lack of guaranteed CPU access: The CPU scheduling in current UNIX systems is optimized for interactive computing and thus does not provide any mechanisms for applications to request periodic access to the CPU. In the event that a file system is enhanced to support periodic QOS, user applications must be able to obtain guaranteed access to the CPU to avail of these guarantees. We have designed and implemented a new buffer management system called Multimedia Mbufs (mmbufs) that provides a zero copy data path between the disk and the network. As shown in Figure 2 , this new data path coexists with the old buffer cache based data path accessed via the well established read/write() interface. The Continuous Media (CM) applications can access the new data path using a new system call API consisting of stream open, stream read, and stream send system calls.
Overview of OS enhancements
Periodic data transfer guarantees:
In order to differentiate between real-time and non-real-time requests to the disks, we have modified the SCSI disk driver to support fair queueing over multiple priority queues. We have implemented a simple yet powerful Deficit Round Robin (DRR) fair queueing algorithm to provide average bandwidth and delay guarantees.
Guaranteed CPU access:
In order to achieve constant rate data transfers between the storage and the network, the user applications require guaranteed access to CPU to issue periodic stream read/send() requests. To this end, we employ a novel co-operative scheduling mechanism called Real-Time-Upcall (RTU) [17] .
Sections 4 and 5 describe these OS enhancements in greater detail.
Design of the mmbuf buffering system
Figure 3 (a) shows the data structure of an mmbuf, which is a superset of an mbuf and the UNIX buffer cache block. Each mmbuf consists of a header and a data buffer. The mmbuf header has following four parts:
1. Mbuf header: The struct mbuf field in the mmbuf header represents the mbuf header. It stores information required to send the data stored in the mmbuf to the network.
Buffer cache header:
The struct buf field in the mmbuf header represents a buffer cache block header. It is used by the file system to read data into the buffer.
3. Pointer to a buffer manager: The mmbuf header maintains a pointer -bmptr, using which a buffer manager in the upper level of the kernel can be accessed. The mmbuf can be in four different states: empty, full, read in progress and send in progress. This manager manages the mmbuf's status and operation, and provides a handler (bm iodone()) used by the file system to update the mmbuf's status.
Padding:
A padding of 4 bytes is used to make the header size 256 bytes to avoid memory fragmentation.
Each mmbuf has a data cluster of one or more virtually contiguous pages associated with it ( Figure 3 (a) ). The maximum size of a cluster is a configurable parameter. Both the mbuf and buffer headers in the mmbuf header maintain a pointer to the data cluster. When data are read from the disk, the cluster is accessed from the pointer in the buffer header. When data are sent to the network interface, the same cluster is accessed from the mbuf header. Note that the disk drivers can perform scatter-gather I/O to virtually contiguous clusters greater than a page in size. However, in systems that do not support Direct Virtual Memory Access (DVMA) 1 , the maximum size of an mbuf cluster is limited to a page. Due to this, network drivers traditionally do not handle DMA of buffers greater than a page in size. This means that though an mmbuf with a 16 KB cluster can be passed as a single buffer block to the disk driver, it must be passed as a chain of 4 mmbufs to the network protocol stack. This is illustrated in Figure 3 (b).
Since we unified the buffering structure in file I/O and network I/O, we have to support operations from both domains. The interface to the mmbuf system is described below ( Figure 4 (b) ) .
Mmbuf system initialization: mmbinit():
At the system boot time, the main initialization routine in the kernel sets up a separate submap -a pagemap mmb map in kernel virtual address space -for mmbuf data clusters. It also (1), (2)). The first list, called cluster list is accessed by the clpool ptr and contains descriptors that have cluster of MMCLBYTES size associated with them. The second list, called the descriptor list, is accessed by the noclpool ptr and contains empty descriptors with no associated cluster. Initially, 16 mmbuf data clusters are put on the cluster list.
Allocating and deallocating an mmbuf (mmget(struct mmbuf * mp,int flag) and mm free(struct mmbuf *m):) The MMGET routine allocates an mmbuf with an associated data cluster. It removes the cluster from the descriptor at the head of the cluster list and inserts the free descriptor at the head of the descriptor list for reuse. The relevant attribute fields in the mbuf and the buffer header portions of mmbuf header are initialized before it is returned. A similar function, mm getchain(), allocates a chain with (MMCLBYTES/NBPG) mmbufs, each pointing to a page in the cluster. If a cluster allocation is attempted when no data clusters are available on the cluster free list, more wired-down data clusters are allocated from the mmb map virtual memory map and put onto the list. A mmbuf is deallocated using the mm free() function, which removes a free descriptor from the descriptor list, initializes it with the cluster to be freed and inserts the cluster at the head of the cluster list.
Using mmbufs in file I/O: Since the file I/O uses the mmbuf as a buffer cache block, a macro MTOB(void *m) is provided which, given the mmbuf pointer, returns the pointer to the file system buffer header. Before a mmbuf is passed on to the disk driver, in addition to the standard attributes that are set in the b flags field of the buffer header for normal reads, two new flags B CALL and B MMBUF are also set. The B CALL flag indicates that when the data is read from the disk into the data cluster, before calling the standard b iodone() handler, a custom handler 
Using mmbufs in network operations:
It is desirable that network protocol routines and interface drivers be able to transparently use mmbufs as regular mbufs without requiring significant code changes. Typically, the network protocols compose packets by adding protocol headers or trailers in the form of mbufs to the head or tail of an existing mbuf chain containing data. Since an mbuf header in the mmbuf describing associated data cluster will be identical to a stand-alone cluster mbuf header, the same operations can be carried out even if data is in an mmbuf chain. However, one crucial difference here is that the data cluster of the mmbuf is allocated from a page pool different from the one for cluster mbufs. The mmbuf chains are allocated using the memory allocation routines of the mmbuf system when data fetch requests are generated. The network I/O routines can add mbufs (allocated by the standard mbuf allocation routines) as protocol header or trailers to such chains.
In a typical packet send operation, the network interface driver calls the mbuf memory deallocation function m freem after the packet is copied to the network interface card. It is desirable that the driver retain the same call to free an mbuf+mmbuf chain. However, the deallocation of an mmbuf must return the associated cluster pages to the mmbuf page pool. We achieve this by providing a new handler function -mm free() that is initialized when the mmbuf is allocated and invoked when the associated mbuf is released.
The mbuf routines such as m copy and m copym that copy mbuf or mbuf chains reference global variables of the mbuf's cluster page pool. These routines, commonly used in transport protocols such as TCP, need to be modified to ensure that they differentiate between an mmbuf and an mbuf, and consistently update the global variables for different page pools.
Periodic QoS guarantees
In this section, we first describe the fair queueing over multiple priority queues within the SCSI driver that provides bandwidth guarantees from the storage system. We then briefly describe a CPU scheduling technique called RealTime Upcalls (RTU) that user applications can use to gain periodic access to the CPU to exploit storage QOS guarantees.
Periodic QoS guarantees from the storage system
A typical SCSI disk driver in 4.4 BSD UNIX uses a 3-layered software organization illustrated in Figure 5 (a). These three layers are as follows: the first layer is the generic SCSI driver -sd that provides an abstraction of a job queue to handle the disk requests from the file system and other kernel components. The second layer is the intermediate SCSI driver which converts the disk read/write requests from the generic driver to appropriate SCSI commands and forwards them to the last layer -the host-bus-adapter (HBA) SCSI controller specific driver. The lower most layer controls the HBA hardware and handles the interrupts generated in response to SCSI commands. The HBA performs the SCSI bus transactions over the SCSI bus to request read (write) operations from the SCSI disk. It also receives (sends) data from the disks and DMAs it to (from) the appropriate kernel buffer passed down in the disk request. Note that the generic and intermediate driver are independent of the HBA specific driver. In our server prototype, we use the AHC3940 dualchannel SCSI HBA from Adaptec.
The existing queueing mechanism ( Figure 5 (a-1) ) in the SCSI driver consists of a single request queue maintained by the generic SCSI driver and sorted using a disk scheduling algorithm such as the elevator algorithm. This queue is serviced by an event-driven service function which is invoked when a new request is received for an idle disk or when an ongoing disk read/write request completes. This function drains the requests from the request queue until the HBA request queue is full. Since the multimedia retrieval requests compete with ordinary delay-tolerant non-real-time requests to the disk, the lack of request differentiation results in lack of service guarantees from the storage system. The desired multi-priority queueing structure that rectifies this problem is illustrated in Figure 5 (a-2) . This enhanced queueing mechanism supports multiple job queues with different priorities, each representing a single service class. Each job queue may be ordered using a simple FCFS policy or more sophisticated class specific policy such as Rate monotonic (RM), Earliest-Deadline First (EDF) or SCAN-EDF. The job queue with the lowest priority, called the NRTQ, is used for regular non-real-time requests such as those generated by the existing read/write() system calls. The jobs for the other queues are generated by continuous media applications that need QOS guarantees. The service class specified in the disk request decides the priority queue to which the job is assigned. A QOS-aware application can dynamically change its service class or be statically assigned to a fixed service class when it is initialized. Every time an ongoing disk request completes, the driver invokes a job selector which consults a resource allocation policy to extract the next job from an appropriate queue. The job selector must satisfy two requirements:
Fair resource allocation: First, it must ensure that none of the service classes are starved i.e. denied access to storage bandwidth for unbounded amount of time. In other words, it must use a resource allocation policy that guarantees fair sharing of storage bandwidth among all priority classes. This policy should be work conserving i.e., if at any given instance only jobs of a particular class are present, they must get full storage bandwidth.
Efficient disk access:
Second, the requests to be processed must be selected in such a way that the seek and rotational latencies for disk accesses are minimized and the disk utilization is maximized.
In our design, we decouple these two objectives by employing a job selector that proceeds in service rounds and uses a two-level queueing scheme illustrated in Figure 5 (b) . In each service round, the selector extracts jobs out of multiple Level-1 job queues as per a fair resource allocation policy to form a Level-2 work queue for the round. The disk always drains requests out of the work queue in FIFO order much like the request queue in the present disk driver. The work queue is ordered using an efficient disk scheduling algorithm, such as Grouped Sweep Scheduling (GSS) [26] , SCAN-EDF [18] , or Symphony [21] algorithm, aimed at satisfying real-time constraints of multimedia data accesses and optimizing disk utilization. In each round, we achieve fair allocation of storage bandwidth to multiple queues by employing Fair Queueing Algorithms originally devised in the context of fair sharing of a communication link among several data flows, each with its own packet queue. Specifically, we propose using a simple fair queueing algorithm called Deficit Round Robin (DRR) [20] .
Under DRR service, the queues are serviced in a round robin fashion and in each round each queue is provided a fixed quantum of service. Consider the example of a transmission link that uses DRR service. The service quantum Q i in this case is defined in terms of the number of bytes of data to be transmitted in the round from the i th queue. If the current value of quantum Q i is less than the size of the packet k at the head of the queue, the packet is transmitted and the counter is decremented by k. The packets are drained from the i th queue until Q i is less than the packet size. If the quantum Q i = k is insufficient to drain the packet, the deficit k bytes of service which was not used in the current round is carried over to the next round. The quantum size must be set to the maximum size of the packet over all flows to minimize delay. Also, the per flow/queue quantum values need not be identical and if selected different, result in weighted DRR fair queueing. The advantages of DRR are that it is fully work-conserving and requires 1 time to process every packet and is simple and inexpensive to implement. In order to adapt the DRR algorithm for a disk driver with multiple queues, we note that disk read/write requests are always in terms of multiples of the smallest size block -typically 512 bytes disk sector and the maximum size of each request is limited to 64 KBs. Each disk request carries the size of the read/write request in terms of the number of sectors in it's header fields. Therefore, we can define the quantum of service offered to a request queue in terms of the number of sectors read in a round. As shown in Figure 6 , each queue i is assigned a quantum Q i , which can be set statically or changed over time to achieve adaptive resource allocation. The work queue is formed at the start of each service round by removing jobs from the queues until the quantum associated with each queue is exhausted or until there are no more disk requests left. If a queue does not have any jobs at the instance the work queue is formed, its quantum is not carried over to the next round.
In our current implementation in NetBSD, we support two priority classes -a non-real-time class and a real-time class. The requests generated by the standard read/write or readv/writev system calls are enqueued in the non-real-time request queue, whereas the requests generated by the new streamread() API are enqueued in the real-time queue. The two requests queues as well as the work queue are sorted using the standard but sub-optimal elevator algorithm presently used in BSD SCSI driver. Our future versions of the enhanced driver will support Rate Monotonic SCAN and SCAN-EDF algorithms. 
Periodic CPU access: Real Time Upcall (RTU)
Real Time Upcall is a novel mechanism designed and implemented within our research group at Washington University [17] to provide guaranteed CPU access to user and kernel level periodic tasks.
RTUs are an alternative to real-time periodic threads and have advantages such as low implementation complexity, portability, and efficiency. Figure 7 illustrates the basic concept behind RTUs. An RTU is essentially a function in a user program that is invoked periodically in real-time to perform a certain activities [17] . Various examples of such activities are protocol processing such as TCP, and UDP, multimedia and bulk data processing, and periodic data retrievals from storage systems. The user process employs a new system call -rtu create() -to create an RTU by specifying a function and the period with which it needs to be executed. Two other system calls, rtu run() and rtu suspend(), allow the user process to start and suspend an RTU.
The implementation of the RTU mechanism does not require any changes to the existing UNIX scheduler. The RTU scheduler that implements this mechanism is a layer that overrides the UNIX scheduler and decides which RTU (and as a result which process) to run. It uses a variant of the Rate Monotonic (RM) scheduling policy to schedule RTUs of different periods. This policy eliminates asynchronous preemptions and provides benefits such as minimum context switches, efficient concurrency control, efficient dispatching of upcalls, and elimination of the need for concurrency control between RTUs [17] . Several examples of the effectiveness of RTUs in providing QOS guarantees for media processing and user-level-protocol processing have been reported in [6, 17] . API We have designed an API consisting of a new set of system calls that allow applications to access mmbufs and realtime guarantees from the SCSI driver for network-destined disk retrievals. A novel feature of these calls is that they allow aggregation of multiple read/send requests for the same or different active streams into a single system call, much like a supercall [10] . Such aggregation significantly minimizes system call overheads, especially under heavy loads. The streams API supports the following four main functions: The design and implementation of these system calls are out of the scope of this paper and can be found in [7] .
Streams
1. streamopen():
Performance evaluation
In this section, we will describe the experiments carried out to characterize the performance benefits of our solutions. We have successfully implemented the mmbuf system, the fair priority queueing in the SCSI driver, and the new stream API (system calls) in the latest release of NetBSD. These enhancements have also been integrated with the CCD driver, the RTU mechanism and a locally developed driver for the ATM interface from Efficient Networks [9] . The CCD striping driver is an inexpensive way to concatenate multiple disks and to operate them as a software disk array. It provides sub-optimal, yet almost linear increase in disk throughput. We have also prototyped experimental single node and distributed multi-node MARS video servers using these enhancements [7] . In all the experiments described here, we used a 200MHz Pentium PC with 128 MB RAM, an ENI ATM interface, and an Adaptec dual SCSI AHC-3940 adaptor, running the enhanced NetBSD 1.3 kernel. We used two 9 GB Seagate BARACUDDA SCSI disks, each with a rotational speed of 7200 RPM and an internal transfer rate of 80-124 Mbps. The FFS file system created in our measurements used a block size of 8 KB and a fragment size of 1 KB. However, the results reported hold equally well for file system with different values for these parameters. The purpose of this experiment is to demonstrate that the use of mmbuf and the stream API provides significant performance gain over standard read/send() based data path. To this end, we created two test programs: the NRT and the RT. The NRT program sequentially reads a large video file and sends it over a native-mode ATM (NATM) connection using the standard read/send() data path. The second program, RT, performs the same tasks but uses the mmbuf based data path by employing the stream API. It uses the nochains parameter in the stream open call to control the number of outstanding disk requests in the pipeline. We call this parameter the Fetch Level F. Note that in this experiment, the stream read() calls in RT are completely blocking and thus, have the same semantics as the reads in NRT. Also, the stream read calls in RT always result in disk requests. This is in contrast to the regular reads in NRT, which, due to the look-ahead prefetching performed by the kernel, may be satisfied out of the buffer cache. For both the test programs, we measured the total time taken to read and send data from files of different sizes.
We first performed these measurements on an 8 MB FFS memory file system using an 8 MB video file. Since, the size of the memory file system is limited, we simulated large file reads on it by repeatedly read the same file. Figure 8 illustrates the results of total time vs. file size for the mmbuf data path with different levels of pipelining, and for the ordinary data path. We can clearly see that for a 1072 MB file, the mmbuf based data path with F = 3 results in a dramatic 32 % improvement in throughput over the ordinary data path.
With F = 3 2 , the performance improves by 41 %.
We repeated these experiments on a FFS file system configured on a single disk and a software disk array with 2 disks. Figure 9 illustrates the read time for ordinary and mmbuf based data paths for different file size for these two cases. 
Figure 9. MMBUF data path from a regular disk
The CCD breaks each read request of 32 KB into four 8 KB buffers and alternates reads between the two disks. This parallelism in the data reads reduces the disk I/O time for the same amount of data. Figure 9 clearly shows that this data striping in CCD improves data throughput of normal read/send by 47 %, and improves data throughput for stream read/send by 60%. We observed consistently lower completion times for streamread/send on CCDs than for read/send and improvements varied from 5 to 15 %.
From these experiments, we can see that the I/O pipelining combined with minimization of data copies on the mmbuf based data path leads to definite throughput improvement. With slow disks, the disk I/O time is much larger than the time spent in data copies and therefore, throughput improvements are small. On the contrary, for very high bandwidth disks, the I/O time is comparable to the time spent in data copies and therefore, throughput improvements are dramatic. Clearly, continuing improvements in throughputs of disks and disk arrays suggest that the MMBUF based zerocopy data path will be necessary to build high performance MOD servers and services.
Experiment 2: QOS guarantees in SCSI
The purpose of this experiment is to demonstrate that the enhanced SCSI driver with DRR fair queueing provides QOS guarantees in the form of guaranteed bandwidth and delay. The measurements in this experiment were done on a file system created on a 2-disk CCD as in Experiment 1.
We created two test programs: the RT program uses the mmbuf based data path to read a large video file and sends it over an ATM connection. It can be run in continuous mode or set to read a fixed amount of data. The NRT program also performs similar tasks but uses an ordinary read/send based data path. In the first experiment, we measured the time it took for NRT to read a fixed amount of data in the presence of multiple copies of RT issuing streamread/send requests. We allocated fraction p of the disk bandwidth to the realtime queue and the remaining fraction q to the non-real-time queue. We measured the total read time for various loads and repeated the measurements for different values of p and q. Figure 10 illustrates the read time for NRT to read 81 MB of data as the load on the real-time queue is increased from 1 to 6 processes in steps of 1. We can clearly see that when q = 0 :95, almost the entire disk bandwidth is allocated to the NRT queue and hence, the read time is fairly independent of real-time load. The jump in the read time in the presence of the load from the case when there is no real-time load is attributed to sharing of CPU and disk bandwidth. We can also see that when q = 0 :05, the NRT time increases almost linearly as its bandwidth share drops with the increase in the real-time load that consumes more and more of 95 % of the bandwidth allocated BW. Figure 11 shows the read time for NRT as the bandwidth allocated to the NRT queue is changed. The real-time load in this measurement was fixed to one 30 frames/sec video and one full rate stereo audio stream. The read time for 81 MB file was measured for different values of p (and q). We can see that as the share of the real-time bandwidth is increased, proportionatelythe share of the non-real-time bandwidth decreases and the read time (throughput) for NRT increases (decreases).
These two experiments illustrate that by dynamically controlling p and q, the disk bandwidth allocated to the realtime and non-real-time streams can be controlled. 
Experiment 3: Periodicity of data transfer with RTU
The purpose of this experiment is to demonstrate that by using RTUs and the enhanced file system, a user level process (such as a web server) can obtain QOS guarantees for predictable storage and CPU access. To this end, we created a test program RT that schedules periodic stream rd/send() calls using an RTU to stream data from a file on a 2-disk CCD array to an ATM connection.
We first ran eight concurrent copies of the RT program, each of which requests a stream bandwidth of 6:55 Mbps by reading 32 KB data every 40 msec. We used a prefetch level of F = 8 . Table 1 lists the average throughput and the fraction of deadlines missed for each stream. We can see that even with an aggregate disk load of 53 Mbps, very few deadlines are missed for each stream. In other experiments that used fewer streams and therefore, lighter load, we consistently observed zero deadline misses.
We then repeated this experiment with eight concurrent copies of the RT program, each using a different RTU period in the range 40 to 120 msec in steps of 10 msec. Table 2 illustrates the average throughput and fraction of deadlines missed for each stream. The aggregate stream bandwidth out of the CCD in this case is 31 Mbps. We can see that the streams that use large RTU period and therefore, request smaller stream bandwidth experience zero deadline misses. One peculiarity in this experiment is that the deadline miss probability for stream with period 40 msec is some what higher than in the previous experiment. We believe that this could be due to the combined effect of the priority inversion in the RTQ request queue and the non-preemptible nature of disk I/O. This suggests that the disk scheduling policies such as SCAN-EDF or RM-EDF that take into account deadlines or priorities to order requests would perform better than the ordinary elevator SCAN used in our current prototype. Therefore, our future prototype of the enhanced SCSI driver will support these disk scheduling algorithms.
Related work
In the recent past, topics of design of high performance multimedia servers, operating systems, file systems, and specialized disk scheduling for guaranteed multimedia retrieval have been widely researched. Due to space limitation, our coverage of related work in these areas in not exhaustive. In the following, however, we try to strike a balance between recent active projects and research widely cited in the literature.
The idea of minimizing data copy to achieve higher performance is well known and has been reported in early operating systems such as Tenex [1] and Accent [19] . The Container Shipping system [16] , the DASH IPC [23] and fbufs [11] have addressed the problem of minimizing physical data movement across protection domains in an OS by employing virtual memory re-mapping techniques. However, none of these projects report design of zero-copy I/O between the disk and network subsystems.
A more recent paper by Brustoloni et al. [2] proposes new copy avoidance techniques called emulated share and emulated copy which do not require any changes to I/O API as required by some of the above mentioned techniques (including ours). It conclusively demonstrates advantages of copy, data passing and scheduling avoidance, using a NetBSD UNIX OS enhanced with implementation of Genie I/O system. In this system, an application can specify, in a single Genie call, invocations to single or multiple I/O modules (such as drivers, protocol stacks or file systems). Also, an application can request multiple invocations in a call to [12, 13] work on providing in-kernel data paths has goals very similar to ours, namely, minimizing data copies and supporting asynchronous and concurrent I/O operations to improve I/O throughput. They have designed and implemented a mechanism called Splice in the Ultirix 4.2 operating system to meet these goals. Implemented as a system call, the splice() mechanism arranges within the kernel for pre-specified amounts of data to be moved from a source descriptor to a sink descriptor without user program intervention. However, this mechanism has several drawbacks: first, the current implementation supports splices between two file descriptors, two socket descriptors or a socket descriptor and a frame buffer. It does not support a splice between a socket and a file descriptor which would be essential for the majority of networked multimedia applications. In fact, such splices cannot be supported due to the lack of an mmbuf-like buffering system that can support zero copy data path between storage and network subsystems. Also, unlike our stream API, the splice mechanism does not provide fine grain control on the data flow between spliced descriptors and thus makes efficient application level flow control difficult. On the contrary, the splice semantics can be easily emulated in our stream API. Moreover, the present splice implementation is not available for NetBSD operating systems and hence, cannot be easily adapted for our needs.
A more recent and ongoing research effort at the Distributed Multimedia Lab at UT Austin, aims to build a physically integrated file system called Symphony [21] . This system supports a QOS aware disk scheduler, a storage manager for data type specific placement policies, a fault tolerance layer, and a two level meta-information structure. It also supports admission control, server-push and client-pull service models, and data type specific caching. The current implementation of Symphony on Solaris OS runs as a single multi-threaded process in user space and accesses the disks as raw devices. Some of the key similarities and differences of our work from this project are as follows: like Symphony, our work also employs differentiation of disk retrievals into multiple priority classes and provides hooks for implementing suitable disk scheduling policies such as SCAN-EDF, CSCAN,, symphony disk scheduler, or Grouped Sweep Scheduling [18, 21, 26] and associated admission control algorithms. Unlike Symphony, we follow the design advocated in [24] and keep our file system in the kernel. Also, we support an efficient zero-copy data path for network destined storage retrievals. Unlike Symphony, we believe that service models such as client pull and server push are best implemented in the user space.
Thadani et al. [22] report a zero copy framework developed and implemented for the Solaris UNIX operating system. Their work extends the idea of fast buffers (fbufs) in [11] and provides a new UNIX API for the explicit exchange of fbufs when performing I/O. Implemented as a loadable kernel module, these Solaris enhancements do support zero copy data transfers between disk and network. However, this work does not provide guaranteed access to storage devices.
The work by David Yau et al. carried out in the context of Solaris OS [25] has objectives similar to our work. The two relevant ideas they report are: user managed I/O efficient buffers, and Direct Media Streaming framework. The I/O efficient buffers are buffers that are co-mapped to the user and the kernel and are managed by the user application. Such co-mapping minimizes data copying and is used by the Direct Media Streaming framework to achieve fast data transfers from media devices (such a video board) to the network interface. However, this work does not support a zero copy data path between the disk and the network and also, does not concern itself with QOS guarantees from the storage system.
Conclusions
In this paper, we analyzed the limitations of existing 4.4 BSD UNIX operating system in supporting MOD applications. We presented the design of a new mmbuf buffering system and an enhanced SCSI driver with support for fair queueing. We also presented experimental results for our enhanced system. Specifically, we showed: (1) The mmbuf system and the stream API result in 40 % improvement in data throughput from disk device to the network interface, (2) the DRR fair queueing in SCSI system provides good bandwidth guarantees, and (3) user level applications can obtain guaranteed access to CPU and storage resources by employing RTUs to access the new OS enhancements.
Clearly, these measurements indicate that our OS enhancements provide QOS guarantees and significant improvements in throughput on the data-path between the disks and the network interface. To summarize, the research contributions described in this paper combined with new CPU scheduling mechanisms such as RTUs [17] make 4.4 BSD UNIX a strong candidate for a true multimedia operating system.
