Collections of networks are available in many research fields. In connectomic applications, interconnections among brain regions are collected from each patient, with interest focusing on studying shared structure and the population distribution of deviations across individuals. Current methods focus on reducing network data to features prior to statistical analysis, while we propose a fully generative Bayesian nonparametric approach for modeling the population distribution of networkvalued data. The joint distribution of the edges follows a multivariate Bernoulli distribution, with transformed edge probability vectors expressed as the sum of a shared similarity vector and a classspecific deviation modeled via flexible low-rank factorization exploiting the network structure. The formulation is provably flexible, leads to a simple and computationally efficient Gibbs sampler, and provides a framework for clustering graph-valued data, while inferring a cluster-specific rank.
INTRODUCTION
There has been an explosion of interest in recent years in statistical modeling of networks, with the data consisting of indicators of connections between pairs of nodes. For example, in social network applications, the nodes correspond to different individuals and data consist of a binary adjacency matrix, with the ones denoting relationships between pairs of individuals. There is a rich literature on modeling of network data of this type, ranging from classical Erdös and Rényi (1959) , p 1 -models (Holland and Leinhardt 1981) and exponential random graph models (Frank and Strauss 1986 ) to a recent emphasis on stochastic block models (Nowicki and Snijders 2001) , latent space models (Hoff et al. 2002) , mixed membership stochastic block models (Airoldi et al. 2008) , and more general embedding methods (Tang et al. 2013; Sussman et al. 2012) . Previous approaches focus on modeling a single network, while we consider the case in which a network is measured for each unit under study, so that we obtain replicated samples from a population distribution of network-valued data. We aim to flexibly model this population distribution; to our knowledge, we are the first to attempt this problem.
We are motivated by applications to neuroscience studies of brain remote activity networks, also known as connectomics. Obtaining an improved understanding of variability in the connection structure in the human brain is a critical first step to inferring the impact of this variability on normal behavior as well as neuropsychiatric disease states. It is increasingly recognized that disruptions in circuit function in the brain are a major factor underlying neuropsychiatric disease (Fornito and Bullmore 2012) , and the technology is now becoming available to more accurately estimate connection networks from brain imaging data (Craddock et al. 2013) . We focus on binary adjacency matrices encoding the presence or absence of a monitored connection between pairs of regions in the human brain. These regions correspond to those defined in the Desikan atlas (Desikan et al. 2006) , for a total of 70 nodes divided in left and right hemisphere. Data for representative individuals are plotted in Figure 1 . We seek to develop a nonparametric Bayes approach for characterizing these data, while performing inferences on shared network structure, as well as common types of deviations from this structure.
When replicated network-valued data are available, current practice proceeds either via separate analyses for each observation to extract network features , or via from measurements of different types of relationships on the same set of actors. Greene and Cunningham (2013) propose a method for aggregating multiple views in a single adjacency matrix on which standard graph data analyses can be performed. Gollini and Murphy (2013) provide a more general joint modeling framework that avoids aggregation. They generalize Hoff et al. (2002) allowing the network density parameter α to be view-specific, while forcing the same latent space to be shared across all views. The latter represents an overly restrictive assumption with outlying networks over-shrunk towards the population behavior. Salter-Townshend and McCormick (2013) overcome this issue by considering a view-specific latent space representation, while estimating dependence across observed networks. The resulting model is heavily parametric, while inducing strong constraints on the individual network structure as well as the dependence between different views. Additionally, multiview data are fundamentally different from replicated network data in consisting of measurements of different types of relationships on the same set of actors instead of measurements of the same type of network on different units.
Perhaps most relevant is the literature on nonparametric Bayes modeling of multivariate categorical data (Dunson and Xing 2009) . The network data for each unit can be characterized as a multivariate binary vector consisting of the elements of the adjacency matrix for that unit. Hence, in order to nonparametrically model the population distribution of network-valued data, one can potentially simply apply models for multivariate binary data. However, as the length of this binary vector is quadratic in the number of nodes, models that do not exploit the network structure for dimensionality reduction are expected to have poor performance when the number of nodes is moderate to large. With this motivation, we propose a novel nonparametric Bayes approach relying on mixtures of low-rank network factorizations, which automatically induce clustering, are provably flexible, lead to simple and tractable computation, favor automatic learning of the rank, and facilitate extensions to network-valued predictors.
We motivate our construction and introduce notation in Section 2. Section 3 describes the proposed nonparametric mixture of low-rank network factorizations, providing theoretical support and interpretation. Prior specification and properties are outlined in Section 4, while detailed steps for posterior computation are described in Section 5. We consider simulation studies to evaluate the performance of our approach in Section 6. Section 7 applies the method to learn the population distribution for multiple brain networks, and Section 8 contains concluding remarks.
NOTATION AND MOTIVATION
Let A 1 , . . . , A n denote multiple observations of an undirected network with no self-loops and node set V with cardinality |V| = V. Each observation A k corresponds to a symmetric V × V adjacency matrix with entries A vu,k ∈ {0, 1} encoding the presence or absence of a relation among nodes v and u for unit k. Because self-relationships are not of interest and A k is symmetric, it is sufficient to model the lower triangular elements of A k , for k = 1, . . . , n, which we denote through the vector
having probability mass function p A characterized by |I V | − 1 = 2 V (V −1)/2 − 1 parameters, with
typically enormous relative to the sample size n, it is not possible to estimate p A nonparametrically without constraints. To solve this problem, our goal is to develop a fully flexible and interpretable factorization of probability mass functions for populations of networks, which efficiently exploits the network structure and shrinks towards a low-rank characterization, while favoring clustering effects and simple posterior computation. By placing priors on the components characterizing this factorization, we aim to induce a prior Π for the probability mass function p A , with large support over the 2 V (V −1)/2 -dimensional probability simplex P 2 V (V −1)/2 , while obtaining appealing asymptotic properties.
NONPARAMETRIC MIXTURE OF LOW-RANK NETWORK FACTORIZATIONS
Let L(A) l denote the lth element of L(A), with each l = 1, . . . , V (V − 1)/2 indexing a pair of nodes {v, u}, for v > u. To reduce dimensionality and accommodate network clustering, we propose a simple approach that characterizes the edges as independent Bernoulli random variables conditionally on a latent class variable G and a class-specific edge probability vector π (h) ∈ (0, 1) V (V −1)/2 , with entries π
Pr(G = h) = ν h denote the probability of class h, for h = 1, . . . , H, and
independently for l = 1, . . . , V (V − 1)/2, we induce the following representation for p A , after marginalizing out the latent class variable G,
for every i ∈ I V , with i l ∈ {0, 1} denoting the presence or absence of an edge between the pair of nodes {v, u}, v > u, corresponding to index l. Expression (1) induces clustering, with networks in the same class h sharing the same edge probability vector π (h) . The conditional independence assumption is not restrictive; as formalized in Lemma 3.1 any p A ∈ P 2 V (V −1)/2 can be factorized as in (2). All proofs can be found in the Appendix.
for h = 1, . . . , H and ν h probability weights such that
Although providing a key building block in our model formulation, with the dimensionality of the problem reduced from 2 V (V −1)/2 − 1 to H{1 + V (V − 1)/2} − 1 parameters, the previous factorization fails to efficiently exploit the network structure of the data. Recalling our motivating application, it is reasonable to assume shared behaviors within the brain network, with the edge probability between two regions informing the probability of connections between these nodes and other regions. One possibility is direct modeling of dependence in the edges or edge probabilities.
However, it is not clear a priori how to define this dependence without being overly-restrictive or obtaining an over-parameterized model facing severe computational, identifiability and efficiency problems.
We bypass these issues by using a structured factorization of π (h) , which accounts for the network structure of our data, while shrinking towards a low-rank characterization. Specifically,
for h = 1, . . . , H, where g(·) denotes an increasing one-to-one differentiable function mapping from → (0, 1), and
T is a vector of latent continuous class-specific similarity variables for each pair of nodes l = 1, . . . , V (V − 1)/2 in the network. Each class-specific similarity vector S (h) is expressed as the sum of a shared similarity vector Z ∈ V (V −1)/2 and a class-specific deviation D (h) . The shared vector Z is modeled as unstructured. By borrowing information across all units in all classes, we can accurately infer Z without additional structural constraints in our experience. There is much less information in the data about the class-specific deviations, and we rely on a low-rank matrix factorization, with X (h) ∈ V ×R a matrix of R latent features for each node v = 1, . . . , V , and
Factorization (4) allows for further dimensionality reduction when R ≤ V from H{1 + V (V − 1)/2}−1 to H{1+R(V +1)}+V (V −1)/2−1, with the low-rank factorization effectively borrowing information within each network. In addition, this factorization is convenient for interpretation, providing inference on the shared versus cluster-specific components of variability in the brain networks. By allowing a separate factorization for each D (h) , we allow highly flexible deviations among clusters of subjects. For example, the effective degree of complexity and structure can vary substantially, with some clusters having patterns that are potentially indicative of particular mental disorders, while others indicate a highly creative brain. We can easily modify our approach to accommodate labeled data on such conditions, though we do not consider that extension in this paper.
Focusing on the lth pair of brain regions, corresponding to nodes {v, u} with v > u, the deviation in cluster h has the form
Borrowing of information within networks is achieved by embedding the brain regions (nodes) in a class-specific R-dimensional latent space, with X ur , meaning that the rth coordinate is not required in modeling D (h) and the latent space in class h has an effectively lower dimension. In this manner, we allow differences in rank across the classes, so that some classes may have minimal or only simple deviations from the shared structure, while other classes exhibit highly complex structure.
Before proceeding with prior specification, it is important to ensure that equations (3) and (4) provide a fully general representation for edge probability vectors. Specifically, a condition for Lemma 3.1 to hold is that π (h) ∈ (0, 1) V (V −1)/2 for every h = 1, . . . , H. Hence, we need to prove (3) and (4), with
and λ (h) ∈ R + , for every h = 1, . . . , H. Lemma 3.2 states this property.
Lemma 3.2 For every
for some R, with This property ensures that our factorization is sufficiently flexible to characterize any probability mass function for the population distribution of network-valued data, and hence can be view as nonparametric given sufficiently flexible priors for the components.
PRIOR SPECIFICATION AND PROPERTIES
Results in Section 3 ensure that any true probability mass function for a population of networks p 0 A ∈ P 2 V (V −1)/2 admits representation (2), with class-specific edge probability vectors π (h) factorized as in (3)- (4). Although this is a key result, it is not guaranteed that the same flexibility is maintained
and > 0. Theorem 4.1 provides sufficient conditions on Π ν and the prior for the class-specific edge probability vectors Π π under which the prior Π for p A , induced through representation (2), has full support on P 2 V (V −1)/2 . Lemma 4.2 provides conditions on Π Z , Π X , and Π λ that ensure that the induced prior Π π through (3)- (4) meets condition (ii) in Theorem 4.1.
Theorem 4.1 Let Π be the prior induced on the probability mass function p A through (2) and H 0 be the number of components required to represent p 0 A . Then for any p 0
for all > 0 under the following conditions:
Lemma 4.2 Let Π π be the prior for the class-specific edge probability vectors induced by Π Z , Π X and Π λ through (3)-(4), and denote with R 0 the minimum value of R required for Lemma 3.2 to hold, when p 0 A is factorized as in (2) with H 0 components. Then, the following sufficient conditions imply (ii) in Theorem 4.1:
These results provide simple sufficient conditions on the priors for the components in our factorization under which the induced prior for p A has full L 1 support. Network data consist of independently and identically distributed draws from the true probability mass function p 0 A , which is characterized by finitely many parameters p A (i), i ∈ I V , which are all identifiable. Hence, full L 1 support is sufficient to guarantee that the posterior distribution assigns probability one to any L 1 neighborhood of the true data-generating probability mass function as the number of networks n → ∞. In particular, we have the strong posterior consistency property,
with probability one when p 0 A is the true probability mass function.
For Theorem 4.1 and Lemma 4.2 to hold, we need to choose H and R as upper bounds on the true H 0 and R 0 , respectively. Then, the priors for the different components in our factorization are chosen to favor collapsing out the redundant dimensions, so that the posterior will concentrate on ν h ≈ 0 for h > H 0 and λ (h) r ≈ 0 for r > R 0(h) , with R 0(h) denoting the minimum number of coordinates required to represent the true deviations D 0(h) via the low-rank matrix factorization, for each h = 1, . . . , H. This is achieved by a double shrinkage prior, which adaptively deletes redundant dimensions without needing to incorporate dimension changing moves within our MCMC algorithm.
Avoiding such moves is key to the computational efficiency of our algorithm. An important aspect is the allowance for a class-specific rank, so that certain classes can have substantially more complex network structure than others. To our knowledge, our method is the first to allow such flexibility.
For the first layer of shrinkage, corresponding to deleting extra clusters that are not needed to characterize the data, we propose a shrinkage prior for ν,
with a Ga(a α , b α ) hyperprior for the concentration parameter α to allow data to inform about an appropriate degree of sparsity. It is straightforward to verify that condition (iii) in Theorem 4.1 is met under this prior.
The second layer of shrinkage induces collapsing on lower rank structures within each cluster.
This can be achieved by carefully defining Π λ so as to favor elements λ (h) r stochastically decreasing towards 0 as r increases. With this goal, we adapt the prior of Bhattacharya and Dunson (2011) , which was proposed for Gaussian factor models. In particular, we let λ (h) ∼ MIG(a, b), independently for h = 1, . . . , H, with MIG(a, b) denoting the Multiplicative Inverse Gamma distribution with shapes a = (a 1 , a 2 ) T and scales b = (b 1 , b 2 ) T . This assumption implies that
independently for each h = 1, . . . , H. After noticing that 1/ϑ
Inv-Ga(a 2 , b 2 ), with simple algebra we can show that
for each r = 1, . . . , R, implying that parameters a 1 and b 1 control the overall level and variability of the entries in λ (h) , while a 2 and b 2 define the shrinkage behavior. Hence, it is possible to choose a 2 and b 2 so as to allow the mean and variance of λ (h) r to decrease as r increases. This favors entries in λ (h) to be increasingly concentrated around 0 as r increases. Additionally Π λ has a
Markovian structure with λ
to be factorized as the product of Inverse Gamma distributions. This property facilitates proving Lemma 4.3, ensuring condition (iv) in Lemma 4.2 is met under this prior choice.
Finally, priors Π Z and Π X are chosen to meet conditions (ii) and (iii), respectively, in Lemma 4.2, while favoring simple posterior computation. Consistently with these aims we assume
with hyperpriors on the mean vector µ and the variance and covariance matrix Σ, which is diagonal,
POSTERIOR COMPUTATION
When the mapping in (3) coincides with the logistic function, g(S
l )}, for l = 1, . . . , V (V − 1)/2 and h = 1, . . . H, and priors are defined as in equations (7)- (10), posterior computation under model (1) with π (h) from (3)- (4) is available in a simple form adapting Polson et al. (2013) Pólya-gamma data augmentation for Bayesian logistic regression; see Choi and Hobert (2013) for a theoretical justification. Specifically, the proposed Gibbs sampler proceeds by first allocating each observation L(A k ), k = 1, . . . , n, into one of the classes and then updates Z, X (h) , λ (h) , for h = 1, . . . , H, via Bayesian logistic regression exploiting expression (1), as follows:
• Allocate each network observation to one of the classes by sampling the class indicator G k from the full conditional multinomial distribution with probabilities
for each h = 1, . . . , H and k = 1, . . . , n, with π (h) l defined in (3)- (4) and ν h from (7).
• Sample the stick-breaking weights from the full conditional Beta posterior
• Update the concentration parameter α from its full conditional Gamma posterior
Recalling expression (1), networks in the same class are independent and identically distributed conditionally on the class-specific edge probability vectors π (h) , h = 1, . . . , H. Hence, to update Z, X (h) and λ (h) , h = 1, . . . , H at each step, it is sufficient to adapt Polson et al. (2013) Pólya-gamma data augmentation for aggregated networks
for h = 1, . . . , H and, according to our model formulation,
independently for l = 1, . . . , V (V − 1)/2 and h = 1, . . . , H, with n h the number of networks in class h at a given iteration. This provides also a key result in reducing the computational complexity, as at each step the number of augmented Pólya-gamma variables to be sampled depends on the number of classes instead of the sample size n. Hence, after the grouping steps, the algorithm proceeds as follows
• Update the Pólya-gamma augmented data from their full conditional posterior
for every h = 1, . . . , H and l = 1, . . . , V (V − 1)/2, with PG(b, c) denoting the Pólya-gamma distribution with parameters c ∈ and b > 0.
• Sample the shared similarity vector Z from its Gaussian full conditional
• For each l = 1, . . . , V (V − 1)/2 update hyperparameters µ l and σ 2 l in the shared similarity vector Z, from their corresponding full conditionals
• To maintain conjugacy in sampling the class-specific deviations, we reparameterize the model to update quantitiesX
, and according to our prior specificationX 
denoting the (V − 1) × R matrix obtained by removing the vth row inX (h) . To do this, we can recast the problem in terms of Bayesian logistic regression
with Y (v) be the diagonal matrix with the corresponding Pólya-gamma augmented data, the full conditional is
• For each h = 1, . . . , H, sample the elements of the vector
where θ
for r = 1, . . . , R.
• For each h = 1, . . . , H compute the class specific edge probability vectors π (h) applying equation (3) with S
The above steps are all straightforward and mixing is efficient in our experience. The algorithm can easily handle missing edges by imputing these edges in the Gibbs sampler from their full conditionals. Specifically, if L(A k ) l is missing, we simply sample it from Bern(π
).
SIMULATION STUDY
We conduct simulation studies to evaluate the performance of our approach in accurately estimating the population distribution of network data. Data are generated to mimic our brain network application, while inducing clustering effects and different deviation complexities across the classes.
We consider H 0 = 21 classes and simulate 2 networks for each class according to (1), for a total of n = 42 networks with V = 70 nodes. Class-specific edge probability vectors π 0(h) , h = 1, . . . , H 0 , are generated according to (3)-(4) so as to allow different levels of complexity in the network structure within each class by letting λ 0(h) = (5, 0, 0) T , (R 0(h) = 1) for h = 1, . . . , 7, λ 0(h) = (3, 2, 0) T , (R 0(h) = 2) for h = 8, . . . , 14 and λ 0(h) = (2.5, 1.5, 1) T , (R 0(h) = 3) for h = 15, . . . , 21.
Hence, the first seven classes have a simpler structure and the last seven exhibit more complex behavior. The entries in the feature matrices X 0(h) are generated as iid standard Gaussians, while Z 0 is set equal to the log-odds of the empirical edge probabilities in the brain network application averaging over subjects.
Posterior computation is performed under model (1)-(4) with priors (7) allow learning of the shrinkage weights λ 0(h) , we set a 1 = 2.1, b 1 = 2 and a 2 = 3, b 2 = 0.5 in the MIG(a, b) prior. This enforces increasing shrinkage for growing r, while maintaining heavy tails to avoid over-shrinkage of important elements. Finally, we choose a α = b α = 0.01 to favor a vague prior on the concentration parameter α characterizing the shrinkage across classes. The above hyperparameter values will be used in all our analyses, including of the brain network data, and can be used more broadly.
We generate 5,000 Gibbs iterations and set a burn-in of 1,000; trace-plots suggest this burn-in is sufficient for convergence and show no evidence of label switching issues. The latter may represent a problem in Bayesian mixture models when the focus of inference is cluster-specific. Although it is not the case in our specific simulations and application, when trace-plots suggest label switching issues are encountered, one possibility is to relabel the classes at each MCMC iteration using postprocessing algorithms such as Stephens (2000), Dahl and Vannucci (2001) or Jasra et al. (2005) .
We additionally monitor mixing via effective sample sizes for the quantities of interest, with most of these values ≈ 1,500 out of 4,000 providing an excellent mixing result given the complexity of the problem.
Borrowing of information across the networks allows us to obtain precise inferences for the shared class-specific deviations under this challenging scenario, with most of the variability in the data characterized through the shared behavior. In fact, all pairs of networks are correctly matched with high posterior probability, with the shrinkage prior providing efficient deletion of the unnecessary final 9 classes.
Efficiently exploiting the network structure of the data allows us to obtain accurate inferences for the class-specific edge probability vectors π (h) and deviations D (h) , as shown in the second and third row of Figure 3 , while providing key insights on the class-specific deviations from the shared structure and accurately learning the complexity of such deviations as displayed in the third row of Figure 3 and Figure 4 , respectively. Figure 3 additionally highlights how most of the variability in our simulation is provided by the shared behavior (lower triangular elements in first row) and classes deviate from such structure on a subset of the edges, with different degree of complexity (third row). As shown in Figure 4 , our factorization and prior structure induces deletion of unnecessary dimensions, with the number of dimensions deleted specific to each class.
Finally note how the 90% hpd intervals are larger for elements in π (h) than the shared behavior (upper triangular elements in first row of Figure 3 ) as there is much less information in the data about the class-specific deviations.
We obtain similarly good performance when generating Z 0 from a low-rank structure, and changing sizes and complexity of the groups. In such cases there is typically more information on the class-specific deviations, and a growing number of networks in each class increase the data available to estimate π (h) and D (h) . Hence we preferred to carefully focus our analysis on the previous simulation, providing a more challenging setting to evaluate the performance of our model,
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Node positions: brain coordinates Node positions: force-directed placement scheme while mimicking the brain network application of the next section.
POPULATION OF BRAIN NETWORKS
We consider an application to analyze brain connectivity structures in the data set KKI-42 (Landman et al. 2011 ) available at http://openconnecto.me/data/public/MR/; see Craddock et al. (2013) for an overview on data collection via magnetic resonance imaging (MRI) and Roncal et al. (2013) for details on the construction of brain networks exploiting raw diffusion and structural MRI data.
Data are collected for 21 healthy subjects with no history of neurological disease under a scanrescan imaging session, so that for each subject two brain network observations are available, for
95% quantile Posterior mean 5% quantile Figure 6 : Weighted network visualization with weights given by 5% quantile (left), mean (middle) and 95% quantile (right) of the posterior distribution for quantities 1/{1 + exp(−Z l )}, l = 1, . . . , V (V − 1)/2. a total of n = 42 networks A 1 , . . . , A n . There are 35 brain regions considered in constructing the network, with each one further divided into left and right hemispheres, leading to a total of |V| = V = 70 nodes. For each pair of regions and each subject, a non-negative strength of association is available, with most of the association measures being zero. In our analysis, we focused on the binary adjacency matrices indicating a positive strength of association between each pair of brain regions. Posterior computation is performed as in the simulation study, considering 5,000 Gibbs iterations with a burn-in of 1,000. We obtain similar mixing performance with effective sample sizes ≈ 1,300 out of 4,000 samples and no label switching issues.
As in the simulations, the shared similarity vector Z provides insight into common network structure across the different brain scans. The left plot of Figure 5 shows how connections among regions in the same hemisphere are in general more likely than connections among regions belonging to different hemispheres, and edges typically occur with estimated probability close to zero or one inducing overall strong dependence between different networks, with monitored brains displaying the same behavior on a wide subset of connections. Additionally, sub-networks characterizing each of the two hemispheres interestingly show a characteristic spatial structure with similar behavior within each sub-network.
Although our approach can easily accommodate nodal predictors, such as the local spatial position and hemisphere, we avoid imposing a predefined notion of spatial structure as one of our main goals is to learn this structure. The right plot of Figure 5 interestingly shows how this goal is efficiently achieved under our approach. In fact, we obtain similar insights to those in the left plot of Figure 5 when plotting the network not in terms of the physical spatial location of the nodes in the brain but instead in terms of the inferred location using the posterior mean of Z; see Fruchterman and Reingold (1991) for details on network visualization exploiting edge probability
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Estimated deviation subject 3, age = 30 Estimated deviation subject 21, age = 22 information. Specifically, note how the two-block structure induced by the two hemispheres and the evident spatial behavior are largely maintained in the right plot of Figure 5 . Borrowing information across all networks has the additional benefit of providing accurate learning of the shared behavior as shown in Figure 6 , which has been constructed exploiting the posterior samples for the shared parameters.
Scan-rescan data provide an appealing setting for testing the performance of network clustering on real data. Specifically, we would like our inferred clusters to correspond to the individuals under study, correctly matching their two scans. In fact, out of the 21 subjects, for 20 of the subjects, their scan-rescan networks were correctly allocated to the same clusters with high probability.
Matching fails for networks A 27 and A 28 corresponding to subject 14. Specifically A 28 is grouped with networks A 25 and A 26 corresponding to subject 13, while A 27 is allocated to its own class.
This result is consistent with networks A 27 and A 28 having a lower agreement on observed edges (89% of the edges are the same in A 27 and A 28 ) than those observed between A 28 and A 25 (90%), A 26 (91%), respectively. It is also interesting to note that subjects 13 and 14 are both males of similar age.
Inferring class-specific deviations, while learning the structure of these quantities provides key insight in the brain network behavior as shown in Figures 7 and 8 . Specifically we consider 2 subjects in increasing order of age, and provide an overview of their corresponding deviation structure. The first row of Figure 7 further confirms how most of the variability in the brain connections is provided by the shared structure, with subject-specific brains deviating from the common behavior only on a subset of the connections as shown in the second row of Figure 7 . Upper triangular elements in the first row of Figure 7 further highlight how less information in the data about the class-specific deviations induce posteriors for the corresponding edge probability vectors less concentrated than those for the shared behavior. We additionally learn the complexity of these deviations via the shrinking weights displayed in the third row of Figure 7 . Allowing these quantities to be classspecific leads to interesting insights on subject-specific deviation complexity, with the shrinkage prior inducing posterior distributions for unnecessary dimensions consistently concentrated near 0. Figure 8 confirms how including class-specific deviations and allowing the complexity in such deviations to be class-specific can provide key insights in the subject-specific network behavior. Note how a lower latent space dimension for the older subject induces a less complex brain deviation from the shared behavior, with respect to the one estimated for the younger subject. The latter shows a brain in general more connected than the shared one, with higher edge probabilities for nodes in the right frontal hemisphere and few regions inducing less connection probability. The older subject has instead a more similar behavior to the shared one with exception to few regions showing either evident higher or lower connection probabilities.
We conclude our application by exploring the difference in the estimated complexities with age and gender. As the average age in our sample is 32, with many subjects having similar ages in the range (28, 38), we have limited power to detect changes with age. However, it is interesting to note in Figure 9 how brain deviations from the shared structure associated to subjects in younger and older ages show on average more complexity than subjects in the middle range of ages. No substantial differences are found when considering gender. Although this assessment of differences with covariates is exploratory, the models could be easily generalized to formally include covariates.
DISCUSSION
Motivated by brain neural activity networks, we have developed a Bayesian nonparametric approach for modeling a population distribution of network-valued data. As illustrated through application to human connectome data and corresponding simulations, the proposed approach accurately infers a shared behavior, while also learning deviations from this structure specific to clusters of individuals.
The model provides a useful unsupervised approach for flexibly and parsimonious characterizing the population distribution of network data, motivating a number of interesting ongoing directions.
One important topic is developing supervised approaches that include response variables along with network-valued predictors. For example, behavioral phenotypes, such as creativity, autism, empathy and others, are available in some studies along with brain activity network data, with interest focusing on developing accurate predictive models of these phenotypes, while also inferring deviations from the population-averaged network structure informative about phenotypic variability. Our proposed model can be easily extended to the supervised case by modeling the phenotypic response via a generalized linear model (GLM) or mixture of GLMs with a cluster-specific offset, under the assumption of conditional independence between the network-valued predictor A k and the phenotype y k given the cluster index G k . For example, certain network clusters may have a high offset, corresponding to relatively large values of a given phenotype, while other clusters have low offsets. Our computational algorithms are trivial to generalize to such a case.
Another important extension is to accommodate weighted networks. In particular, most of the connectome data sets extracted from human brain imaging are typically not binary and thresholding of measures of connection strength to obtain binary adjacency matrices may lead to loss of information. One possibility is to generalize our model to characterize the weighted connection between the lth node pair as a transformation of the latent continuous variable S (h) l , with the transformation learned from the data.
Finally, scaling to massive networks is a key issue to deal with the high spatial resolution provided by modern imaging modalities. Without modification our computational algorithms fail in scaling to very large nodes sets V. Developing models that exploit sparsity in the network, or avoid sampling through efficient optimization algorithms exploiting distributed computing platforms, provide promising directions.
APPENDIX
Proof of Lemma 3.1 Noting p A is the probability mass function over cells in a contingency table, Lemma 3.1 follows immediately from Theorem 1 of Dunson and Xing (2009) Following Dunson and Xing (2009) and recalling the independence between Π ν and Π π , a sufficient condition for the latter to be strictly positive is that Π ν {B ν (ν 0 )} > 0, for any ν > 0, and Π π {B π (π 0(h) )} > 0, for any π h > 0, π 0(h) ∈ (0, 1) V (V −1)/2 and h = 1, . . . , H, which follow from conditions (ii) and (iii) in Theorem 4.1, proving the result.
Proof of Lemma 4.2 Letting Π S be the prior on the latent similarity vector induced by Π Z , Π X and Π λ through factorization (4), we first show that for any S 0 ∈ V (V −1)/2 and any s > 0, Π S {B s (S 0 )} = Π S { V (V −1)/2 l=1 | S l − S 0 l | < s } > 0. Let R be chosen so as to satisfy condition (i), then according to proof of Lemma 3.2, we can factorize the previous probability as
with diag(Λ 0 ) = λ 0 = (λ 0 1 , . . . , λ 0 R 0 , 0 R−R 0 ) T . Under the independence of Π Z , Π X and Π λ , and exploiting the triangle inequality, a lower bound for the previous quantity is
Hence (13) | L(XΛX T ) l − L(X 0 Λ 0 X 0T ) l | < s /2. Thus to prove the positivity of the second term and recalling the independence between Π X and Π λ , it is sufficient to show that Π X {B X (X 0 )} > 0, for any X 0 ∈ V ×R and X > 0 and Π λ {B λ (λ 0 )} > 0, for any λ 0 ∈ R + and λ > 0, with λ 0 r = 0 for r > R 0 , representing conditions (iii) and (iv) of the Lemma, respectively.
Let π 0 l = g(S 0 l ), l = 1, . . . , V (V − 1)/2, with S 0 ∈ V (V −1)/2 factorized as before, and denote with Π π the prior on the edge probability vector, induced by Π S through the one-to-one differentiable mapping g(·). To conclude the proof we need to show that Π π {B π (π 0 )} > 0 given that Π S {B s (S 0 )} > 0 is true. Since the mapping g(·) is 1-to-1 differentiable, by definition of continuity, for any π > 0, there exists an s > 0, such that
for all S such that
|S l −S 0 l | < s . Since we proved that the event
|S l −S 0 l | < s has non-null probability for any S 0 ∈ V (V −1)/2 , by the continuity of the mapping the same holds with λ 0 r = 0 for r = R 0 + 1, . . . , R. Since λ 1 is distributed according to an Inverse Gamma, the first term has non-zero probability, and the same holds for terms Π λr|λ r−1 {|λ r − λ 0 r | < λ /R | |λ r−1 − λ 0 r−1 | < λ /R}. In fact, since λ r | λ r−1 ∼ Inv-Ga(a 2 , λ r−1 b 2 ), the previous term states the full support property of a Inv-Ga(a 2 , λ r−1 b 2 ) with λ r−1 lying in a neighborhood of λ 0 r−1 . Therefore, since the Inv-Ga(a, b) has full support over + for any a > 0, b > 0 and provided that by definition λ r−1 b 2 > 0, also Π λr|λ r−1 {|λ r − λ 0 r | < λ /R | |λ r−1 − λ 0 r−1 | < λ /R} > 0 for every r = 1, . . . , R.
Note that the proof holds also for values λ 0 r = 0 as there is no loss of generality in the previous results when considering a neighborhood of 0.
