Abstract-Synchronous dataflow (SDF) graphs are a widely used formalism for modelling, analysing and realising streaming applications, both on a single processor and in a multiprocessing context. Efficient schedules are essential to obtain maximal throughput under the constraint of available resources. This paper presents an approach to schedule SDF graphs using a proven formalism of timed automata (TA). TA maintain a good balance between expressiveness and tractability, and are supported by powerful verification tools, e.g. UPPAAL. We describe a compositional translation of SDF graphs to TA, and perform analysis and verification in the UPPAAL state-of-the-art tool. This approach does not require the (exponential) transformation of SDF graphs to homogeneous SDF graphs and helps to find schedules with a trade-off between the number of processors required and the throughput. It also allows quantitative model checking and verification of (preservation of) user-defined properties such as the absence of deadlocks, safety, liveness and throughput analysis. This translation also forms the basis for future work to extend this analysis of SDF graphs with new features such as stochastics, energy consumption and costs.
I. INTRODUCTION
Modern multimedia applications, such as multi-party video conferencing and video-in-video, impose high demands on a system's throughput. At the same time, resource requirements (buffer sizes, number of processors used) should be minimised. Therefore, smart scheduling strategies are needed.
Synchronous Dataflow (SDF) graphs are well-known computational models for analysing dataflow and digital signal processing applications and are increasingly utilised for both modelling and analysing multimedia applications on a multiprocessor Systems-on-Chip (MPSoC) [16] . In this paper, all software tasks of an application are modelled as SDF actors.
Currently, resource-allocation strategies and scheduling of tasks for SDF graphs are carried out using the max-plus algebraic semantics and graph analysis by transforming SDF graphs to equivalent Homogeneous SDF graphs (HSDF) [5] [12] . This approach leads to a larger graph; in the worst case, the derived HSDF graph can be exponentially larger than the original SDF graph [20] . Our approach does not avoid this exponential complexity but rather we are solving the problem with resource constraints in the same complexity.
Another state-of-the-art method [9] calculates the throughput of SDF graphs by exploring the state-space until a periodic phase is found. However, in this method, each actor is executed as soon as it is enabled and it is assumed that sufficient resources are available to accommodate all the enabled executions simultaneously. On the contrary, this may not be the case in real-life applications, where there is always a constraint on the number of resources.
We propose an alternative, novel approach to analyse schedules of SDF graphs on a limited number of processors using Timed Automata (TA) [3] . TA are a natural choice for modelling time-critical systems to check whether the timing constraints are met. By definition, TA are automata in which clock variables measure the elapse of time. Clock guards on the edges indicate conditions under which an edge can be taken and invariants show the conditions under which a system can stay in a certain location. TA are extensively used in the verification and model checking of industrial applications [17] .
In particular, our main contributions are: (1) Translating SDF graphs into timed automata in a compositional manner; (2) Exploiting UPPAAL's [4] capabilities to search the statespace and derive a schedule that fits on the given number of processors while maximising throughput; (3) Handling heterogeneous processor models, in which only specific processors can run a particular task. In this way, we can efficiently determine a trade-off between the number of processors and the throughput for a certain application. This will hugely aid in finding efficient schedules in terms of energy and memory consumption. We also demonstrate that our translation preserves deadlock freedom if the number of processors varies.
Quantitative model checking and support for evaluating userdefined properties is lacking in the existing contemporary SDF graph analysis tools e.g. SDF 3 [22] . In this context, UPPAAL is exploited to address this lack and to evaluate user-defined properties which further adds to the benefits of SDF graphs. Future research directions are to carry on from the results achieved in this paper and explore the possibilities of extending the analysis of SDF graphs with the new features, i.e. stochastics and energy costs and combine with new extensions of TA like costs and timed games.
Paper organisation. Firstly, Section II reviews related work. Section III explains SDF graphs and Section IV discusses the throughput analysis of SDF graphs and our method of calculating it. Section V covers TA and UPPAAL and Section VI covers the translation of SDF graphs to TA. The methodology of analysing SDF graphs using UPPAAL is explained in section VII. Section VIII experimentally validates our approach via case studies. Finally, Section IX draws conclusions and outlines possible future research.
II. RELATED WORK
Various dataflow models exist, such as computational graphs [12] and SDF graphs [16] . SDF graphs are the more expressive of the two, and can analyse applications running on multiprocessors, such as MPEG-4 and MP3 decoder. Minimising the buffer requirements of SDF graphs using model checking is analysed in depth [8] , [10] . Throughput analysis of HSDF graphs is studied extensively in [5] , [12] , [25] , [27] . An algorithm proposed by Karp in [12] to calculate maximum cycle ratio (MCR) is another efficient method of calculating the throughput. All these studies require a conversion of SDF graphs into HSDF graphs [16] , [27] which can be exponentially larger than the original SDF graphs in the worst case. On the other side, the throughput calculation method applicable directly to SDF graphs [9] is practical only if we have sufficient processors. However, our strategy calculates maximal throughput on a given finite number of processors.
Another novel technique for task binding and scheduling of SDF graphs under given throughput constraints is presented in [20] . But this approach uses an combination of static-order and TDMA scheduling for actors within an application, unlike in our strategy where the actors are mapped in such a way that maximal throughput is achieved at run-time. A modelchecking based approach to guarantee timing bounds of multiple SDF graphs running on a shared-bus multicore architectures is analysed in [6] . However, this analysis also requires a staticorder scheduling.
Model-checking of a recently introduced extension of SDF graphs known as Scenario-Aware Dataflow (SADF) [23] is done in [24] utilising the CADP tool suite [7] by the application of Interactive Markov Chains (IMC). Nevertheless, it does not investigate the calculation of throughput nor does it consider multiprocessor platforms.
To the best of our knowledge, there are no papers that present a technique of finding a maximal throughput without translating SDF graphs to equivalent HSDF graphs on a given number of processors, both in homogeneous and heterogeneous systems.
III. SYNCHRONOUS DATAFLOW
In this section, the formal definitions and semantics of SDF graphs are introduced.
A. SDF Graphs
In typical streaming applications, there is a set of tasks to be executed in a certain order. An important part of these applications is a set of periodically executing tasks which consume and produce fixed amounts of data. An SDF graph is a directed, connected graph in which these tasks are represented by actors, data communicated is represented by tokens and the edges transport tokens between actors. Each edge is connected to precisely one producer and precisely one consumer. The execution of an actor is known as an (actor ) firing and the number of tokens consumed or produced onto an edge as a result of a firing is referred to as consumption and production rates respectively. In the origial definition [16] , each actor takes unit time to complete its firing. However, there is a natural extension by which a certain execution time is associated with each actor [19] .
Example 1. Figure 1 shows an SDF graph with three actors u, v, w. Arrows between the actors depict the edges which hold tokens (dots). The execution time of the actors is represented by a number inside the actor nodes. The numbers near the source and destination of each edge are the rates.
An SDF graph is defined in the following.
• A is a finite set of actors, 
Informally, for all actors a ∈ A and dependency edges d ∈ D, if the number of tokens on every input edge (a i , a, p i , q i ) ∈ In(a) is greater than or equal to q i , actor a fires and removes q i tokens from every In(a). The firing takes place for τ (a) time units and it ends by producing p i tokens on all (a, 
B. Semantics
The dynamic behaviour of an SDF graph can be best understood if we define it in terms of a labelled transition system. For this purpose, we need to define the notions of state, transition and execution [9] [21] . By introducing the concept of multiset of numbers for actors, it is possible to have multiple simultaneous firings of same actor also known as auto-concurrency. An edge (a, b, p, q) ∈ D in an SDF graph is called a self -loop if a=b. Auto-concurrency of any actor can be trivially restrained by adding self-loops with initial tokens equal to the desired degree of auto-concurrency. Suppose that the state vector of the SDF graph in Figure 1 is (ρ, υ) where ρ corresponds to edges u-v, v-w, v-v respectively and υ represents the multisets for actor u, v and w respectively. The initial state of the SDF graph in Figure 1 is ((0, 0, 1), (∅, ∅, ∅)).
The transitions are of three forms i.e. the start transition representing the start of actor firing, the end transition representing the end of actor firing and discrete clock ticks representing the progress of time.
and label κ is defined as κ ∈ (A × {start, end}) ∪ {tick} and corresponds to the type of transition.
• Label κ = (a, start) denotes the starting of a firing by an actor a ∈ A. For all a ∈ A and d ∈ In(a), this transition results in,
otherwise. ∀a ∈ A and ∀d ∈ In(a) (2) where represents multiset union; that is we remove CR(d) tokens and attach a's execution time τ (a) to υ 2 for all a ∈ A and d ∈ In(a).
• Label κ = (a, end) denotes the ending of a firing by an actor a ∈ A. For all a ∈ A and d ∈ Out(a), this transition results in,
otherwise. ∀a ∈ A and ∀d ∈ Out(a) (4) where \ represents multiset difference. This transition produces the specified number of tokens on the outgoing edge of a and removes from υ 1 one occurrence of a with remaining executing time 0 for all a ∈ A and d ∈ Out(a).
• Label κ = tick denotes a clock tick transition. For all a ∈ A and d ∈ D, this transition is enabled if 0 / ∈ υ 1 (a) and results in ρ 2 (d) = ρ 1 (d) and υ 2 = {(a, υ 1 (a) 1)|a ∈ A} where υ 1 (a) 1 denotes a multiset of elements of υ 1 (a) decreased by one. This transition decreases by 1 the remaining execution time for all actor occurrences.
C. Scheduling
A schedule of an SDF graph is a firing sequence of actors to meet certain design objectives. A key aspect in SDF graphs is to find schedules with certain optimality properties, e.g. maximal throughput or the minimum number of processors required. Note that deadlocked executions are infinite, as time can always progress. To avoid these effects, there is a property termed consistency which must hold [14] (although it does not guarantee deadlock freedom [9] ). Consistency is defined as follows:
Repetition vector γ is termed non-trivial if and only if ∀a ∈ A, γ(a) > 0. An SDF graph is consistent if it has a non-trivial repetition vector.
A repetition vector determines how often each actor must fire with respect to the other actors without a change in the token distribution. If each actor of an SDF graph is invoked according to its repetition vector in a schedule, the number of tokens on each edge is the same after the schedule is executed as before. Such a schedule is termed a periodic schedule. The repetition vector can be written in the form of matrix-vector [15] as:
where Γ is termed the topology matrix of an SDF graph and 0 is a null vector. The rows and columns of Γ are indexed by the edges and actors in an SDF graph respectively. For every edge (a, b, p, q) ∈ D from a ∈ A to b ∈ A, the entries of the topology matrix are defined as:
A self-loop rules out the possibility of a repetition vector if p = q as it contradicts equation 6; otherwise it does not have any effect on the existence of a repetition vector and is therefore not added to the topology matrix.
Lemma III.1. For γ in the equation 5 to be a vector containing only positive integers, the rank of Γ must not be full.
Proof: If the rank of Γ is full, it implies that Γ is invertible. Then we can write the equation 5 as,
where I is an identity matrix. The above equation is valid only if γ is a vector with all entries equal to 0, which clearly is a contradiction.
The rank of γ of an SDF graph is always equal to n or n − 1 where n is the number of actors [15] . Therefore, it is necessary for Γ to have a rank n − 1 for a repetition vector to exist [15] .
Theorem III.2. An SDF graph with n actors has a periodic schedule if and only if its topology matrix Γ has a rank n − 1 . Furthermore, if its topology matrix has a rank n − 1 , then there exists a unique smallest integer solution γ to the equation Γ γ = 0 and all entries in the vector γ are coprime.
If Γ has a rank n − 1 , we obtain the following facts by applying linear algebra [15] :
Clearly, an SDF graph is consistent only if its topology matrix has a rank = n − 1 where n is the number of actors. In the remaining paper, we always assume consistency.
Definition 9. Let us assume that an SDF graph (A, D, Tok 0 , τ) has a repetition vector γ. An iteration is a set of actor firings such that for each a ∈ A, the set contains γ(a) firings of a.
For the SDF graph in Figure 1 , the topology matrix is given by:
As we can see that the topology matrix Γ is equal to two linear independent rows, the positive integer solution i.e. repetition vector γ exists and is equal to 4, 2, 3 . This shows that the graph is consistent and graph iteration consists of 4 firings of actor u, 2 firings of actor v and 3 firings of actor w.
D. Modelling Finite Resources
An SDF graph typically only models an application. When mapping an application onto a hardware platform, the chosen platform imposes an extra set of constraints, which we need to take into account. Communication between actors in an SDF graph requires buffer storage capacity. Minimising buffer capacity is an important factor to improve energy costs [8] . We therefore define an edge capacity function, which yields the maximum number of tokens that can be stored on an edge. The edge capacity function also help to make an SDF graph strongly connected. [20] . The capacity of an edge (a, b, p, q) ∈ D is denoted by the number of initial tokens on the edge
The SDF graph shown in Figure 1 after adding the edge capacities is shown in Figure 2 To avoid deadlock, an SDF graph must have a topology matrix with a rank equal to n − 1 and enough initial tokens to execute all the firings in the repetition vector. Finding the smallest edge capacities for which the graph can be executed without the risk of a deadlock using model checking is described in [8] .
Furthermore, not all actors can be mapped onto every processor, because of memory and bandwidth limitations, analogue versus digital processing capabilities, instruction set limitations, etc. as reflected in a processor application as follows:
Definition 11. A processor application model is a tuple (P, ζ) consisting of a finite set P of processors and a function ζ : P → 2 A indicating which actors can be mapped to which processor.
The edge capacity function and processor application model allow us to reason about the behaviour of an application under a specific mapping. The processor is claimed by an actor at the beginning of its firing and after the execution time of the actor elapses, it finishes firing and releases the processor as shown in Figure 3 .
In real-life applications, the execution time of an actor varies with the type of processor onto which it is mapped. Since we associate with each actor precisely one execution time, at the moment our model covers instances where actors are mapped onto only one type of processor in case of a heterogeneous platform.
Definition 12.
A processor availability function δ on a set of processors P is given by δ : P → {0, 1}.
We define claiming of a processor p ∈ P by an actor a ∈ A at the start of its firing by Clm : A → (P → {1}). Similarly, releasing of a processor p ∈ P by an actor a ∈ A at the end of its firing is defined by Rel : A → (P → {0}). [26] . Edge quantity ρ : D → N associates with each edge the number of tokens present in that edge and δ associates with each processor p ∈ P if it is available or occupied. To observe the progress of time, υ : A → N N associates a multiset of numbers representing the remaining execution times of active actor firings. mapped on a processor application model (P, ζ) from state
• Label κ = (a, start) denotes starting of a firing by an actor a ∈ A. For all a ∈ A, d ∈ In(a) and p ∈ P , this transition may occur if
Here, represents multiset union.
• Label κ = (a, end) denotes ending of a firing by an actor a ∈ A. For all a ∈ A, d ∈ Out(a) and p ∈ P , this transition can occur if 0 ∈ υ 1 (a) and
Here, \ represents multiset difference.
•
IV. THROUGHPUT ANALYSIS

A. Throughput Analysis by Self-Timed Execution
The maximal throughput of an SDF graph is determined from a specific type of execution known as a self -timed execution [9] in which every actor fires as soon as it is enabled. Due to the deterministic behaviour of an SDF graph, the states are repeated in an execution after a certain number of firings.
Proposition IV.1. According to [9] , for every consistent and strongly connected SDF graph, the state-space of a self-timed execution consists of a finite sequence of states (transient phase) followed by a periodic sequence repeated infinitely (periodic phase).
In a self-timed execution, a certain state that was visited before is revisited implying the fact that execution is then in the periodic phase. The periodic phase of an SDF graph consists of a whole number of iterations. Moreover, each actor fires according to the repetition vector in an iteration. For each actor a ∈ A in the SDF graph, we define its corresponding entry in the repetition vector γ as γ(a). We also define the number of iterations per period as m.
Definition 16. The throughput of an SDF graph with a processor application model is the average number of graph iterations that are executed per unit time, measured over a sufficiently long period.
The self-timed execution of the SDF graph shown in Figure  2 is explained in Figure 4 . It is worth noting that after 2 simultaneous firings of actor u on processors p 0 and p 1 , an iteration is completed every 9 time units and hence throughput is 1, 3, 0, 1), ({∅, ∅}, ∅, 1 Similarly, υ corresponds to the multisets for actor u, v and w respectively. We can also see that the periodic phase has a duration of 9 time units consisting of precisely one iteration. This method is implemented in the SDF 3 to calculate the throughput of SDF graphs.
B. Throughput Analysis by Fastest Execution
Let (ρ 0 , υ 0 ) and (ρ r , υ r ) denote the initial and recurrent states at the completion of the periodic phase respectively in a self-timed execution. For each actor a ∈ A, let f at and f ap represents the number of times actor a ∈ A fires in the transient phase and periodic phase respectively. Lemma IV.2. If a periodic phase in a self-timed execution is repeated for n times, then f ap is equal to nmγ(a).
Proof:
The proof follows from the definition of self-timed execution, repetition vector and iteration.
The self-timed execution takes a minimum amount of time to revisit (ρ r , υ r ) and provides the maximum throughput of an SDF graph. Therefore, we can consider it as a fastest execution to reach (ρ r , υ r ) again. Lemma IV.3. As a result of the fastest execution, let us say that the SDF graph has repeated the periodic phase n times and is in the state (ρ r , υ r ). From here, if the SDF graph is executed in such a way that each actor a ∈ A fires equal to f at = kγ(a) − f at for some constant k, the SDF graph reaches the initial state (ρ 0 , υ 0 ).
Proof: Total number of firings for each actor a ∈ A in this case are:
From Fact III.4, Γ (nγ) = 0 for any constant n.
A necessary condition for previous lemma to hold is f at ≥ 0. To reach (ρ 0 , υ 0 ) from (ρ r , υ r ) in the least number of firings, f at must be minimal. Let k min denote the smallest k such that f at ≥ 0 and f at is minimal for all actors a ∈ A.
If we assume that the part of execution from (ρ r , υ r ) to (ρ 0 , υ 0 ) is fastest also, then we can say the following.
Lemma IV.4. The fastest execution of every consistent and strongly connected SDF graph repeats the periodic phase n times if each actor a ∈ A fires equal to (nm + k min )γ(a) for some constants n and k min .
Proof: Trivial for non-zero transient phase following lemma IV.2 and IV.3. If a transient phase does not exist and the SDF graph enters the periodic phase directly, then f at = 0. In this case, the minimum value of k satisfying f at ≥ 0 is k min = 0. Furthermore, the total number of firings is equal to nmγ(a) for each a ∈ A and the periodic phase is repeated n times.
In section VII, we propose UPPAAL as a tool to compute the repetition vector and throughput. UPPAAL can automatically verify a number of properties, including invariant and reachability checking. An important feature in our approach is the option of generating a trace with the shortest possible accumulated time delay to reach the final state i.e. (nm+k min )γ(a) for each actor a ∈ A from the initial state (ρ 0 , υ 0 ), termed Fastest Trace. UPPAAL explores the whole state-space and finds the fastest execution trace containing the periodic phase repeated n times. From the periodic phase, we determine the maximal throughput of the SDF graph.
Self-timed execution assumes there is an unbounded number of processors to accommodate all enabled firings of all actors at a certain time. Let P min denote the finite set containing the minimum number of processors required to allow self-timed execution. From lemmas IV.3 and IV.4, we can generalise the following.
Lemma IV.5. For every consistent and strongly connected SDF graph mapped on a processor application model (P, ζ) in such a way that ∀p∈P ζ(p) = A and ∅ ⊂ P ⊆ P min , the maximal throughput of the SDF graph is determined from the periodic phase of the fastest execution to the i th multiple of the repetition vector for some constant i .
In a strongly connected and consistent SDF graph, each actor depends on the other actors in order to have a sufficient amount of tokens on its input edges to be enabled for firing. This implies a bound on the difference in the number of firings of each actor with respect to the corresponding entries in the repetition vector. The state-space of reaching the i th multiple of the repetition vector for some constant i if ∅ ⊂ P ⊆ P min could contain multiple possible executions. If we search the whole state-space and consider only the fastest execution out of all executions, we notice that it contains a periodic phase implying the maximal throughput.
The reason is that in a fastest execution, if insufficient processors are available to map all simultaneous enabled firings, some of the firings will be delayed. Delaying a certain firing does not change any dependency. Instead, successors firings would also be delayed. The constraint of having to reach the final state in the least possible time ensures that delayed firings are mapped in such a way that they cause the least delay for their 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 successor firings to be enabled. As the number of simultaneous firings of the actors and number of tokens in any edge remains bounded, the state-space is also finite. This ensures that a certain state (ρ r , υ r ) will be revisited eventually during the execution representing the periodic phase. We explore the whole statespace with UPPAAL and find the fastest execution trace from all possible executions.
For each SDF graph, the value of k min varies by altering the given number of processors and depends on how many times each actor a ∈ A has fired during the transient phase. Therefore, the value of nm + k min given to UPPAAL as a final state must be high enough to ensure that f at is greater than 0 and the SDF graph enters the periodic phase.
Example 2. The minimum number of processors to achieve self-timed execution for the SDF graph in Figure 2 is P min = 4. If we map the same SDF graph on 4 processors, then the fastest execution to the 3 rd multiple of repetition vector i.e. 3γ = 12, 6, 9 is shown in Figure 6 . In this example, the values of n, m and k min are 2, 1 and 1 respectively. Therefore, the periodic phase is repeated twice. We could determine the throughput from the periodic phase which is equal to 1 9 . In the similar fashion, if we map the same SDF graph on 3 processors, the fastest execution to the 3 rd multiple of repetition vector is shown in Figure 7 . Please note that the the value of throughput still remains 1 9 . In the rest of the paper, we do not analyse final transient phase as it does not affect the throughput.
V. TIMED AUTOMATA
This section recalls the basic definitions of timed automata (TA) [2] , [3] . We use B(C) to denote the set of clock constraints for a finite set of clocks C. That is, B(C) contains all of conjunctions over simple conditions of the form x c or x − y c, where x, y ∈ C, c ∈ N and ∈ {<, ≤, =, ≥, >}.
, where L is a set of locations; Act is a finite set of actions, co-actions and internal λ-actions; C is a finite set of clocks;
C × L is a set of edges; Inv : L → B(C) assigns an invariant to each location; and l 0 ∈ L is the initial location.
Edges are labelled with tuples (g, α, D).
Here, g is a constraint on the clocks of the timed automaton expressing when the transition can be taken; α is an action used for communication between automata; and D ⊆ C is a set of clocks to be reset on the edge. For example, the edge from InUse_w to Idle in Figure 8b indicates that this edge can be taken when clock x = 3, its action label is end [i] [w]!, and it resets no clocks. Invariants indicate when actions have to be taken, i.e. a timed automaton can only be in a location if all its invariants are true. For instance, the timed automaton in Figure 8b can only remain in the location InUse_w if it fulfils x ≤ 3.
Complex TA are often built by putting together smaller component TA, using the parallel composition operator ||. Two components in a composition synchronise on joint actions, while evolving independently on non-joint actions.
The edge set E is the smallest set that contains the following transitions
VI. TRANSLATION OF SDF GRAPHS TO TIMED AUTOMATA Our framework of scheduling SDF graphs consists of separate models of an SDF graph and the processors. This method splits the scheduling problem of the SDF graphs in terms of the tasks and resources. In this section, we explain the translation of an SDF graph along with a processor application model to timed-automata with the help of UPPAAL.
Given an SDF graph G = (A, D, Tok 0 , τ) together with a processor application model (P, ζ), we generate a parallel composition of TA:
as shown in Figure 8 . Here, the timed automaton A G models the SDF graph as shown in Figure 8a . The TA Processor 1 , . . . , Processor n model the processors P = {p 1 , . . . , p n }, as shown in Figure 8b . Note that the resulting timed automaton is trivially extensible in the number of processors. Thus, the translation is, at least, composable with regards to the processor application model.The underlying LTS of G is given by (S, Lab, → G ) where S = (ρ, η) denotes the states, Lab = κ denotes the labels and
where L = l 0 = {Initial} is the only location in our SDF graph model. The action set Act = {fire!, end?} contains two parameterised actions i. Here, ρ(d) ≥ CR(d) refers to a guard and it signifies that tokens on all input edges d ∈ In(a) of an actor a ∈ A must be greater than or equal to their consumption rate in order to take the action fire!. As a result of taking the action fire!, tokens on all input edges d ∈ In(a) of an actor a ∈ A are subtracted i.e.
Similarly, by taking the action end?, actor firing is completed and tokens are produced on all output
A G contains a number of variables: for each edge from actors a ∈ A to b ∈ B, an integer variable buff_a2b containing the number of tokens in the buffer from a ∈ A to b ∈ B; counter_a, which counts how many times actor a ∈ A has fired; and a boolean flag_act, which is initially 1, and set to 0 as soon as any actor fires. Initially, counter_a = 0 and buff_a2b contains the number of tokens in the initial distribution of G.
Taking the action fire[i][a] consumes, for each actor a ∈ A and input edge (b, a, p, q) ∈ In(a) in G, the q tokens from the buffer buff_b2a, and is carried out by the function consume(buff_b2a, q). The action end[i][a] adds, for each actor a ∈ A and output edge (a, b, p, q) ∈ Out(a) in G, the p tokens on the buffer buff_a2b by carrying out the function produce(buff_a2b, p). Finally, we note that the edges are parameterised in processor id's but not in actors. This is because each edge can contain only one parameter. Since the translation is defined by induction on the structure of SDF graphs, it is also composable in the (software) application.
Likewise, processor TA P rocessor 1 , . . . , P rocessor n are defined as for all 1 ≥ i ≥ n: In this way, A G is notified that the execution of a ∈ A has ended, so that A G updates the buffers and other variables. Note that Processor i contains exactly one clock x i ; since clocks in UPPAAL are local we can abbreviate x i by x. A separate clock variable records the overall time progress. For more details on translation from SDF graphs to TA and analysis in UPPAAL, we refer to [1] .
VII. ANALYSIS OF SDF GRAPHS WITH UPPAAL
Following Theorem III.2, starting from the initial token distribution of an SDF graph, we ask UPPAAL to find a trace which leads us to the initial token distribution again in the least possible time. We have a boolean variable flag_act with an initial value true in our UPPAAL model. As soon as the UPPAAL model starts executing, the value of flag_act changes to false. In a nutshell, the purpose of flag_act is not to give the initial state as a result and to force the model to start executing. We also associate a counter with each actor. By checking the values of counters after the query gives us a trace, we determine how many times each actor has fired to reach the target state (initial token distribution) which gives us the repetition vector .
As we know the initial token distribution of the SDF graph in Figure 2 , selecting Fastest trace and verifying the following query in UPPAAL generates a trace by which we determine the repetition vector i.e. 4, 2, 3 .
E<>(buff_u2v==0&buff_v2w==0&buff_v2u==2&buff_-w2v==6&buff_v2v==1&flag_act==false)
The repetition vector γ found in the previous step is an input to find maximal throughput. Following lemma IV.5, we find the fastest trace to nm + k min -multiple of the repetition vector.
We find out the throughput of SDF graph shown in Figure  2 using nm + k min = 3 rd multiple of the repetition vector i.e. 12, 6, 9 by verifying the following query.
E<>(counter_u==12&counter_v==6&counter_w==9) Figure 6 shows the schedule build from the generated trace when the SDF graph in Figure 2 is mapped on 4 processors.
Similarly, we can detect the presence or absence of deadlocks in an SDF graph by checking "A[] not deadlock". Please note that all counters must be removed to verify the absence of deadlocks.
VIII. CASE STUDIES
This section presents the results of the experiments in various case studies. We have used a bipartite graph with buffer capacities [8] in Figure 9 , a MPEG-4 decoder [24] capable of processing 5 macro blocks in Figure 10 , a MP3 playback application [25] in Figure 11 , an example of SDF graphs shown in Figure 12 , a MP3 decoder [20] in Figure 13 and an audio echo canceller [11] in Figure 14 . Table I shows repetition vector of each SDF graph and Table II shows the results of the experiments to find out the repetition vector, throughput and deadlock freedom and comparison with SDF 3 . These figures are determined using an utility called memtime. The experiments were run on a dual-core 2.8 GHz machine with 4GB RAM. The first column displays the number of processors, and the second column represents the value of maximal throughput with respect to various numbers of processors. Columns 3-6 depict memory consumption (KB) and computation time (s) required by UPPAAL in generating the trace of second multiple of the repetition vector to determine throughput, and to verify deadlock freedom. The final column represents time (s) taken by SDF 3 for calculating throughput for self-timed execution. It also explains that SDF 3 only calculates the throughput of an SDF graph assuming that a sufficient number of processors to realise self-timed execution are available.
We could determine the exact number of processors required for a self-timed execution, which is 4 for the example SDF graph in Figure 1 using SDF 3 . Then, we apply our approach to derive an optimal schedule on a smaller number of processors. As we can observe from Table II, even after reducing the number of processors to 3, the throughput is the same, i.e. 1 9 , which clearly shows that we do not always need a self-timed execution to realise maximum throughput. If we further reduce the number of processors to 2, throughput does not deteriorate significantly and decreases slightly to 1 11 . Thus, using model-checking, we could generate an optimal schedule in a simple manner on a given number of processors automatically, once the target state is specified in a query. We could also check deadlock freedom efficiently if a certain SDF graph is mapped on a reduced number of processors than required for a self-timed execution.
So far, we have assumed a homogeneous system in which an actor can be mapped on any processor as all processors are identical. A homogeneous system gives more freedom to decide which actor to assign to a particular processor. However, this freedom is constrained in a heterogeneous system by which Figure 14 [OUT SRC AEC ADC] = [23 23 1 23] processors could be utilised to execute a particular actor. In UPPAAL, we can utilise the same models described earlier in a heterogeneous system following lemma IV.5. Let us consider an SDF graph shown in Figure 1 mapped on a heterogeneous system in such a way that actor u can be mapped only on the processors p 0 and p 1 , actor v can be executed only on the processor p 2 , and the processor p 3 is assigned to execute actor c only. The schedule of this system is displayed in Figure 15 and the maximal throughput is throughput and the number of processors. By translating SDF graphs to TA, we have combined the flexibility of automata with the efficiency of SDF graphs to derive optimum schedules. Moreover, with the help of contemporary model checkers such as UPPAAL, benefits over the range of analysable properties such as the absence of deadlocks and unboundedness, safety, liveness and reachability can also be achieved. We encountered some limitations while using UPPAAL in this context such as the state-space explosion problem for the bigger models and the inability to express complex statements such as nesting of path quantifiers.
To tackle these problems, we plan to apply multi-core LTL model checking using opaal+LTSMIN [13] . Future work also includes energy optimal reachability analysis with the help of UPPAAL CORA [18] and possibly extending the processor application model with the features such as stochastics and energy costs. Similarly, we also plan to translate a recent extension of SDF, i.e. Scenario Aware Dataflow to TA, enrich it with energy optimal reachability and mappings to Markov automata. This will allow us to achieve self energy-supporting computation in the target systems where energy generation, energy storage, and energy consumption are kept in balance over the lifetime of a system.
