Most work on sense disambiguation presumes that one knows beforehand -e.g. from a thesaurus -a set of polysemous terms. But published lists invariably give only partial coverage. For example, the English word tan has several obvious senses, but one may overlook the abbreviation for tangent. In this paper, we present an algorithm for identifying interesting polysemous terms and measuring their degree of polysemy, given an unlabeled corpus. The algorithm involves: (i) collecting all terms within a -term window of the target term; (ii) computing the inter-term distances of the contextual terms, and reducing the multi-dimensional distance space to two dimensions using standard methods; (iii) converting the two-dimensional representation into radial coordinates and using isotonic/antitonic regression to compute the degree to which the distribution deviates from a single-peak model. The amount of deviation is the proposed polysemy index.
INTRODUCTION
Published work on sense disambiguation (e.g. [12, 7, 2, 3, 4, 5, 8, 10] ) invariably presumes that one has in mind a particular set of polysemous terms to be disambiguated. While this is quite often a reasonable assumption, it must be borne in mind that published lists invariably give only partial coverage. For example, the English word tan has several obvious senses -WordNet 1 lists two for the nominal interpretation, for instance -but one may overlook its function as an abbreviation for tangent. 2 It is desirable, therefore to have a method for detecting terms that display potential ambiguity in a language, which one might not necessarily expect to find listed in online lexical resources for that language. This is of particular interest for languages for which such on-line lexical resources do not exist, which includes most languages besides English and a few of the better studied European and Asian languages.
In this paper we present an algorithm for identifying interesting polysemous terms and measuring their degree of polysemy, given an unlabeled corpus. In addition to using standard techniques for dimensionality reduction, the algorithm also presents a novel application of isotonic/antitonic regression. We present and illustrate the algorithm in Section 2., and discuss some potential applications and limitations in Section 3.
The algorithm that we will present is most similar to previous work of Schütze [7, 8] in that the senses that the method "discov-bass reed DOUBLE species instrument heard music 250 drums normal bows nebulifer Atlantic hunting ARTHUR secular-was continuo bays CAMPBELL CRAPPIE organ oxidation colorless microorganisms produces peroxide electrolysis nitrogen Considerable investigated dye conductor synthetic behind hydrochloric kiln hydrate bond smithsonite crystalline spontaneous combining 
. Words are capitalized as they appear in the corpus.
ers" are arrived at by computing similarities among words that occur in contexts surrounding the target word. However, our approach differs from Schütze's primarily in proposing a polysemy index, that is a quantitative measure of how polysemous a word is, given the corpus. Thus given a list of, say, a few thousand target words, it is possible to rank them by their polysemy indices, with the most polysemous words (relative to the corpus used) appearing at the top of this list.
THE ALGORITHM

For target term
5
, collect all terms q occurring within aterm window (typically 7 6 9 8 @ ) of all instances of
is the frequency of P within such -term windows, and
) Table 1 gives a randomly selected selection of words that cooccur with the words bass and oxidation, two nouns that occur with roughly the same frequency in the 10 million word Grolier's Encyclopedia. Using methods from [9] , the terms in
For each
can be represented 2-dimensionally such that distances in the representation correlate maximally with distances in G . For strongly polysemous terms, the representation typically shows elongated, near-linear clusters -one cluster per sense -that radiate outwards from a common region. For less polysemous terms, such radial structure is lacking. Figure 1 shows the first two dimensions for bass and oxidation as computed over Grolier's Encyclopedia. 
, which is defined to be a sequence
that minimizes the sum of squared differences between , and add the two sums of squared differences. We then define the peak to be that value of for which this combined sum is minimized. The value of this minimum is a measure of the degree to which the points can be fitted with a single-peaked function. The strength of this method is that no assumptions whatsoever are made about the shape of the single-peaked function. Figure 2 shows the smoothed distance-versus-radial-bin plots for bass and oxidation as computed over Grolier's Encyclopedia.
As an instance of the output of the algorithm, consider the terms with the twenty-five highest polysemy indices, along with their "discovered" senses, derived from a list of about 9,000 lower case terms (
) in Grolier's Encyclopedia. These data are shown in Table 2 . Also listed, for each term, is whether or not the discovered sense ambiguity is found in WordNet. Clearly most of the discovered senses (as well as other senses not discovered by the algorithm in this corpus) are to be found in WordNet -though there are some omissions, such as the discovered senses of inherited, aromatic and r. But note again that WordNet and WordNet-like resources exist for only a few languages meaning that for other languages a tool such as the one described here could potentially be useful. Also, to the extent that one finds senses that have been overlooked by the creators of on-line thesauruses, such a tool can also be useful for English. 
) in Grolier's Encyclopedia. These data are shown in Table 2 . Parameter settings are as for Figures 1-2. Examples tagged with "??" are cases where the sense distinction, if there is one, is subtle from the point of view of human judgment of polysemy. The fourth column, labeled "wn" indicates whether the particular set of discovered senses is listed in WordNet.
DISCUSSION
Besides identifying interesting polysemous terms, the algorithm can also be used with known polysemous terms to select canonical contexts for the various senses: one selects contexts containing terms falling in bins near each peak. Such contexts can then be used to seed a self-organizing disambiguation method, such as that proposed by Yarowsky [12] . For instance, the following two sets of terms occur within plus or minus two bins of each of the two peaks for bass, as computed over Grolier's encyclopedia: It is important to understand a couple of weaknesses of the approach. First of all, the particular version of the method we have described is a "bag of words" model, since the only raw data that are used are the frequencies of occurrence of words within a given window. As such it shares with other similar approaches, such as Schütze's, the limitation that it works best for ambiguities that are topical; it is for such ambiguities that the occurrence of particular words in the context are most likely to serve as useful clues. Thus, ambiguities in nouns (which are often topical, though see [5, page 152] for some discussion of this point) are more easily detected than ambiguities in verbs: ambiguities in verbs tend to relate to much more restricted information, such as the particular head noun of the object NP used with the verb (cf. [6] ). However there is no principled reason why the same algorithm could not also be used for such cases. All that would be required would be to provide a method for extracting the relevant contextual features (e.g., the head noun of the object NP of a verb). Then one could apply the algorithm in Section 2. as before, replacing the collection of "all terms q occurring within a -term window of all instances of 5 in corpus A " with .
Second, the method works well -that is, the terms with the highest polysemy indices are words that have clearly distinct senses according to human intuitions -only when the text corpus comprises texts covering a wide range of topics; this is characteristic of encyclopedia text and explains why we have used Grolier's encyclopedia for our experiments. There is nothing unusual in this observation: in a similar vein, Yarowsky [11, 12] used Grolier's encyclopedia in his thesaurus-category-based experiments for precisely the same reasons of coverage. Of course, this does imply that in order to run the same method on another language besides English, we would first need to acquire an encyclopedia or encyclopedia-like corpus for that language, something that we have not currently done. 
