Abstract-Clustering is an important process for finding and describing a variety of patterns and anomalies in multivariate data through various machine learning techniques and statistical methods. Determination of the optimum number of clusters in data is the main difficulty when applying clustering algorithms. In this paper, an exponential method has been proposed to determine the optimum number of clusters in power quality monitoring data using an algorithm based on the Minimum Message Length (MML) technique. The optimum number of clusters has been verified by the formation of super-groups using Multidimensional Scaling (MDS) and link analysis with power quality data from an actual harmonic monitoring system in a distribution system in Australia. The results of the obtained super-group abstractions confirm the effectiveness of the proposed method in finding the optimum number of clusters in harmonic monitoring data.
disciplines, such as business, engineering, biology, psychology and medicine [1] .
In using the clustering technique for harmonic monitoring data, each cluster can represent a specific operating condition, such as peak load, off-peak load, capacitor switching operation etc. The operating conditions of each of these clusters can be analysed and confirmed by the operation engineers [2] . In this way, clusters due to power quality issues can be identified and be used to identify future occurrence of the power quality problems. Repeated occurrence of these clusters may require counter measures to be designed to reduce or eliminate the identified power quality issues. If in the analysis of future data, new clusters are formed, this suggests that new and unknown operating conditions have occurred and this can trigger an alarm for the engineers to investigate further.
Determining the optimum number of clusters becomes important since overestimating the number of clusters will produce a large number of clusters each of which may not necessarily represent a unique operating condition, whereas underestimation leads to only small number of clusters each of which may represent a combination of unique events.
The aim is this paper is to develop a method to determine the optimum number of clusters, each of which represents a unique operating condition.
The paper first describes the design and implementation of the harmonic monitoring program and the data obtained. These data are then clustered using the data mining tool ACPro, which is based on the Minimum Message Length (MML) principle. The exponential method is then proposed to estimate the optimum number of clusters using the message length difference (MLD). The proposed method is verified using Multidimensional Scaling (MDS) and link analysis with harmonic monitoring data, and the results of the tests show that the proposed method is effective in finding the optimum number of clusters, each of which represent a unique operating condition.
II. HARMONICS MONITORING SYSTEM
To illustrate the use of the data mining analysis tools harmonic monitoring results from three MV electricity utility customers on a typical MV distribution system were obtained. Data from the source end of the MV feeders supplying the customers and the HV/MV substation transformer supplying the distribution network was also obtained, as shown in Fig. 1 . Although not selected specifically for the application of data mining the test system involved capturing PQ data using standard parameters and monitoring intervals and thus it was perceived the true applicability of data mining to PQ data would be illustrated.
The monitored data included voltage and current readings of the fundamental, THD, and 3 rd , 5 th , and 7 th harmonics every 10 minutes over a period of two weeks. Measurements were taken from the HV/MV zone substation transformer voltage transformers (VT) and current transformers (CT) at the MV feeder CTs and the LV side of each customer's 11kV/430V distribution transformer. The selected customers represented different load types, i.e. primarily residential, commercial or industrial sites. The locations of PQ monitoring devices at Sites 1-7 are illustrated in Fig. 1 .
The residential site consists primarily of residential homes in an inner suburban location. The commercial site is a large shopping centre operating seven days a week. The industrial site is a medium sized factory manufacturing paper products such as paper towelling [3] .
III. UNSUPERVISED CLUSTERING WITH MML
Unsupervised clustering is based on the premise that there are several underlying classes that are hidden or embedded within a data set which are not known a priori. The objective of such processes is to identify an optimal model representation of these intrinsic classes, by partitioning the data into multiple clusters or subgroups.
The partitioning of data into candidate subgroups is usually subject to some objective function like a probabilistic model distribution, e.g. Gaussian. From any arbitrary set of data several possible models or segmentations might exist with a plausible range of clusters. In this paper, a technique based on Minimum Message Length (MML), or Minimum Description Length (MDL) encoding criterion, is used to evaluate each successive set of segmentations and monitor their progression towards a globally best model. In this technique, the measured data is considered as an encoded message. The Minimum Message Length inductive inference, as the name implies, is based on evaluating models according to their ability to compress a message containing the data. Compression methods generally attain high densities by formulating efficient models of the data to be encoded.
The encoded message consists of two parts. The first of these describes the model and the second describes the data values of the model. The model parameters and the data values are first encoded using a probability density function (pdf) over the data range and assuming a constant accuracy of measurements (Aom) within this range. The total encoded message length (two parts) for different models is then calculated and the best model (shortest total message length) is selected. The MML expression is given as [4] :
where: K : mixture of clusters in model L (K) : the message length of model K L(D/K) : the message length of the data given the model K L (D, K): the total message length Given a data set D, initially, the range of measurement and the accuracy of measurement for the data set are assumed to be available. The message length of a mixture of clusters having Gaussian distributions each with its own mean (µ) and variance (σ) can be calculated from (2) [5] . : data points AOPVσ : accuracy of the parameter value of σ
The message length of the data using Gaussian distribution model can be calculated from the following equation [5] : investigation, it was discovered early that a method has to be found to determine the optimum number of clusters using the MML technique, since overestimating the number of clusters will produce a large number of clusters each of which may not necessarily represent truly unique operating conditions, whereas underestimation leads to only small number of clusters each of which may represent a combination of specific events. (fewer) super-groups. In this study, it has been found that when the difference between the message lengths of two consecutive mixture models is close to zero and stays close to zero, then it can be inferred that the two models are similar. A series of very small values of the difference of the message length of two consecutive mixture models can then be used as an indicator that an optimum number of clusters has been found. It has been shown that minimizing the message length in an MML technique is equivalent to maximizing the posterior probability in Bayesian theory [6] . However, we propose to further emphasize this difference by calculating the exponential of the change in message length for consecutive mixture models which represents the probability of the model correctness. If this value remains constant at around 1 for a series of consecutive mixture models then the first time it reaches this value should be determined to be the optimum number of clusters.
V. RESULTS AND OUTCOMES
To illustrate the use of the exponential of message length difference curve on determining the optimal number of clusters for the harmonic monitoring system described in section II, the measured fundamental, 5 th and 7 th harmonic currents from buses 1, 2, 3 and 4 taken on 12 -19 January 2002 were used as the input attributes to ACPro. The trend in the exponential message length difference for consecutive pairs of mixture models is shown in Fig. 2 .
Here, the exponential of the message length difference does not remain at 1 after it initially approaches it, but rather oscillates close to 1. This is because the algorithm applies various heuristics in order to avoid any local minima that may prevent it from further improving the message length. Once the algorithm appears to be trapped at the local minima, ACPro tries to split, merge, reclassify and swap the data in the clusters found so far to determine if doing so it may result in a better (lower) message length. This leads to sudden changes to the message length and more often than not, the software can generate large number of clusters which are generally not optimum.
This results in the exponential, message length difference deviating away from 1 to a lower value, after which it gradually returns back to 1. To cater for this, the optimum number of clusters is taken as when the exponential difference in message length first reaches its highest value. Using this method, it can be concluded that the optimum number of cluster is 16, because this is the first time it reaches its highest value close to 1 at 0.9779.
The clusters are subsequently sorted in ascending order based on the mean value of the fundamental current, such that cluster s0 is associated with the off peak load period and cluster s15 related to the on-peak load period.
With the help of the operation engineers, the sixteen clusters detected by this exponential method were interpreted as given in Table I . It is virtually impossible to obtain these 16 unique events by visual observation of the waveforms shown in Fig. 3 . 5th harmonic loads at Substation due to Industrial site s1
Off peak load at Substation site s2
Off peak load at commercial site s3
Off peak at load Commercial due to Industrial s4
Off peak at Industrial site s5
Off peak at Substation site s6 and s7
Switching on and off of capacitor at Substation site s8
Ramping load at industrial site s9 Switch on harmonic load at industrial s10
Ramping load at Residential site s11
Ramping load at commercial site s12
Switching on TV's at Residential site s13
Switching on harmonic loads at industrial and residential S14
Ramping load at substation due to commercial S15
On peak load at substation due to commercial lengths of two consecutive mixture models is close to zero (or its exponential is close to 1) and stays close to zero (or its exponential stays close to 1), then it can be inferred that the two consecutive models are similar. The later model has been formed by splitting one or more of the clusters in the previous model into two or more similar clusters. These similar clusters can be re-merged into super-groups in order to return to the optimum model. This suggests that the super-group techniques can be applied to the MML algorithm to reduce the total number of clusters to the optimum value. This suggests that the super-group technique is a good technique to verify the proposed method of using the trend of the exponential of message length difference to obtain the optimum number of clusters.
To verify this, the same data from previous section was used as an input to ACPro, but now allowing ACPro to produce the maximum number of clusters (30 clusters). The trend in the exponential of message length difference for consecutive pairs of mixture models of the 30 clusters. The clusters are subsequently sorted in ascending order based on the mean value of the fundamental current, such that cluster s0 is associated with the off-peak load period and cluster s29 related to the on-peak load period. The Kullback Liebler distances (KL) [7] between the 30 clusters are sorted from the lowest to the highest (the most similar clusters to the most difference ones). A multidimensional scaling algorithm (MDS) [8, 9] , which is a dimension reduction technique is then used to form a network from the KL distances. The MDS Knowledge Network Organising Tools (KNOT) software [10] is used to form the super-group abstractions by removing the links whose distances exceed a dissimilarity threshold (in this case when KL distance is less than 13.5 Bits). Using this technique and the defined dissimilarity threshold, it was found that sixteen super-groups are obtained as visualised in Fig. 4 . This is the same number of clusters obtained from the proposed method of determining optimum number of clusters usig the trend of the exponential of message length difference. Table II shows the relationship between the sixteen super-groups obtained using the MDS method and the optimum sixteen clusters obtained from the proposed method based on the trend of message length difference. The optimal number of clusters in power quality data was investigated using a proposed method based on the trend of the exponential difference in message length between two consecutive mixture models. The results show that the suggested method is effective in determining the optimum number of clusters in harmonic monitoring data from a distribution system in Australia. To validate the optimum number of clusters obtained, the MDS method was used to form super-groups with a defined dissimilarity threshold. It was found that similar number of super-groups is obtained as the optimum number of clusters obtained from the proposed method based on the trend of the exponential difference in message length between two consecutive mixture models. The MDS method shows how the clusters obtained from an overestimation of the number of clusters can be merged to form the optimum number of clusters. Correct determination of the number of system unique operating conditions is important in the diagnosis of power quality disturbances as well for prediction of these events in the future.
