Abstract| In this paper, we consider robust inversion of linear operators with convex constraints. We present an iteration that converges to the minimum norm least squares solution; a stopping rule is shown to regularize the constrained inversion. A constrained Laplace inversion is computed to illustrate the proposed algorithm.
I. Introduction
In this paper, we consider ill-posed linear problems which are accompanied by prior knowledge that the solutions belong to a closed and convex set. The data collection experiment is assumed to be linear and is represented by the operator A Ax = b where b 2 R n is the collection of measurements and x is the unknown signal to be recovered. Here x is assumed to be an element of a Hilbert space, H. The prior constraints on x are expressed by requiring that x belong to a set K of admissible signals; K is assumed to be a closed and convex subset of H. This work was supported in part by the National Science Foundation under Grant MIP-9111044.
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In the absence of a criterion for distinguishing among the signals in F, a set estimation procedure 10], 11] may be employed to estimate the set F. In contrast, a point estimation technique may be employed to produce a single signal in F; for example, projected Landweber iterations 12] converge to a point in the set F, with the limit point determined by the starting point.
Of particular interest as a point estimate is the minimum norm element of F. The principal argument in support of the minimum norm criterion is that consistency with the prior information is achieved by a solution with the least possible signal energy from the null space of the measurement operator, A. That is, the utmost conservatism is used in postulating signal characteristics not observable by the data collection experiment. Formally, the combination of least-squares measurement consistency and the minimum norm criterion may be written as the following optimization task (1) Thus, among all signals achieving the least-squares t to the noisy measurements, we select the signal of minimum norm. We denote the K-constrained pseudoinverse as A y K : R n 7 ! K. The operator A y K maps the measurement vector b to the reconstructed signalx 2 K.
The convexly constrained linear inverse problem described in (1) is notionally depicted in Figure 1 . For illustration, the signal x is in R 2 and the linear operator A produces a scalar measurement. In the gure, the data vector b is not in the set of noiseless data measurements, A(K). The feasible set (shown by the bold line) consists of all vectors x 2 K providing a least-squares t to b . The operator A y K computes the minimum norm element of the feasible set.
The K-constrained pseudoinverse in (1) can be viewed as a constrained (and hence nonlinear) generalization of the Moore-Penrose pseudoinverse 13] for the linear operator A. As with any inverse operator, noise sensitivity is of paramount concern. Moreover, owing to the structure of the constraint set K, the K-constrained pseudoinverse may be an unbounded, or even discontinuous, operator; that is, in the worst case small changes in the noisy measurement may cause arbitrarily large changes in the reconstructed signal. Thus, regularization of the inverse operator is required to combat potentially high noise sensitivity. Our main result is an iterative algorithm and an associated stopping rule that provably provides a regularization method for solving convexly constrained linear inverse problems. Let K denote the nearest point projection operator onto the closed convex set K. We propose the iteration
where 2 (0; 2kAk ?2 ), n = (1 + n ?c ) ?1 ; 0 = 1; c 2 (0; 1). When terminated at the smallest index n such that kAx n ? b k k , k 1, the algorithm produces a constrained regularization method. In establishing the context and development of (2) we present two additional algorithms. The rst is a nonstationary method for computing A y K for noiseless data b (as encountered in signal design problems In Section III, we review several properties of A y K , including existence, uniqueness and continuity. We also present a nonstationary iteration for computing A y K (b). In Section IV, we discuss the regularization of the constrained inverse problem. We rst review the constrained Tikhonov regularized solution and present an algorithm to compute it. We then de ne the concept of a constrained regularization method and present a stopping rule to obtain a constrained regularization method. Apparently, use of stopping rules is a novel approach to constrained linear inverse problems.
III. Properties of A y K A. Well-posedness An inverse problem is well-posed in the sense of Hadamard 23] if the following three conditions are satis ed: (i) a solution exists, (ii) the solution is unique, and (iii) the solution varies continuously with data. In this section, we review the well-posedness of the constrained minimum norm least squares inversion in (1) . In particular, we provide a set of su cient conditions for the existence and uniqueness of A y K (b ) and for continuity of the K-constrained pseudoinverse operator A y K .
Existence and Uniqueness
In this subsection we give the simple necessary and sucient condition for the existence and uniqueness of solutions to (1).
The set A(K) contains the noiseless data vectors measured from objects represented in the constraint set K. Thus, for any bounded linear A and closed convex K, A y K is continuous on the relative interior of A(K). Yet, we seek an inverse A y K that is continuous for all data vectors, including those not in A(K) due to measurement noise. It is worth noting that continuity of A y K is greatly a ected by the constraint set K. For the noisy measurements which do not belong to A(K), the continuity results can further be understood as the study of A y K on the boundary of A(K), which in turn leads to the study of the boundary of K.
Below we provide three su cient conditions for the continuity of A y K . K (b) are presented; here we present a nonstationary variation of the projected Landweber iteration, and demonstrate its strong convergence. The nonstationary method can be proved to converge strongly under much weaker conditions than stationary methods, thus making it useful for practical implementation. Moreover, the method is used in Section IV with a stopping rule to provide a constrained regularization method for the operator A.
In 12], Eicke showed that the projected Landweber iteration solves the least squares problem in (3) and converges to some signal in the feasible set F. In order to compute the unique minimum norm signal in F, we present a nonstationary version of the projected Landweber iteration that converges strongly to the K-constrained pseu- 2 A boundary point of a convex set is said to be regular if it lies in exactly one supporting hyperplane of K.
where 0 n < 1 is monotonically increasing to 1. In the following theorem, a speci c sequence f n g is shown to result in the strong convergence of the algorithm in (4). In the next section, we will demonstrate that algorithm (4) when accompanied with a stopping rule provides a constrained regularization method for A.
IV. Regularization
A. Constrained Tikhonov-regularization In this section, we review Tikhonov-regularized solutions for ill-posed constrained inverse problems. The theoretical properties of constrained Tikhonov solutions were studied in detail by Neubauer 26] 
The basic idea of regularization 14] is to replace the original ill-posed problem with a \nearby" well-conditioned problem whose solution approximates the required solution. The regularization parameter, , provides a tradeo between delity to the measurements and noise sensitivity. Tikhonov-regularized solutions possess several desirable properties. Some of them are reviewed in the following lemma. We emphasize that the Tikhonov regularized problem formulation in (5) is an approximation to the original constrained least-squares problem. By Lemma 6(c), the approximate problem has solution that varies continuously with the noisy data. Further, by Lemma 6(d), as noise power decreases, an appropriate sequence of values results in convergence of regularized solutions to the Kconstrained pseudoinverse of the noiseless data, A y K (b). One immediate consequence of Lemma 7 is the following damped xed point algorithm, which we show converges strongly to a Tikhonov-regularized solution. We approximate the rmly non-expansive operator f ( ) = + (b ? A K A ) by a contractive operator, f r; = rf , where 0 < r < 1. An appropriate choice of regularization parameter is crucial for the success of the Tikhonov-regularization method. A large favors a solution with small energy, while a small has the opposite e ect. Also, controls the sensitivity of the regularized solution to perturbations in A and b, and the perturbation bound is proportional to ?1 26] . Generalized cross validation (GCV) is an e ective strategy for choosing but is computationally very intensive. L-curve is equivalent to GCV 15] but requires user participation for a proper choice of . None of the above techniques have been studied in detail for constrained inverse problems.
If a reliable estimate of the noise power is available, then the discrepancy principle is both e ective and computationally simple. When noise power estimates have low condence, then a more computationally intensive and elaborate procedure, like L-curve or generalised cross validation, needs to be employed. We consider the case when noise power estimates are reliable and consider stopping rules as means for constructing a constrained regularization method. B. Constrained regularization using stopping rules
In this section, we demonstrate how iterative methods to approximate A y K (b ) can be adapted to provide a regularized solution by adding a stopping rule. The main idea is as follows. In the last section, we reviewed that con- Our aim is to demonstrate that the projected iterative regularization accompanied by a stopping rule yields a constrained regularization method. That is, for a given > 0 and b , we seek a n = n ( Then the non-stationary method (4) together with stopping rule (7) provides a regularization scheme for A.
A su cient condition for the rate hypothesis in Theorem 9 is given next.
If the hypothesis in Proposition 10 is satis ed, then c < 2=3 satis es the conditions for Theorem 9.
Theorem 9 gives an asymptotic property of the stopping rule for ! 0 and establishes that the proposed algorithm yields a constrained regularization method. Essentially, a stopping rule de nes an operator which depends on noise power, the available data, and the constraint set K. Asymptotically, the operator provides an estimate of A y K (b), such that as noise power goes to zero, the estimates R ?( ;b );K b converge to A y K (b).
V. Constrained Laplace Transform Inversion
The Laplace transformation is a Fredholm integral equation of the rst kind with the kernel e ?st and both the integration intervals being 0; 1). The following example 29] is used where f denotes the solution and g denotes the corresponding right-hand side in Af = g. f(t) = t 2 e ?t=2 ; g(s) = 2 (s + 1=2) 3 The closed convex constraint is given by K = x(t) : 0 x(t); x(t) 2 L 2 0; 1)
The integral equation and constraint set are discretized by the means of Gauss-Laguerre quadrature 30] with 32 points. The constraint set is therefore the discretized version of K in R 32 .
The algorithm in (4) with stopping rule (7) was applied to noisy data b for 50 Gaussian noise realizations (signal to noise ratio (SNR) = 0 dB, c = 0:99 and = kAk ?2 ) with k = 1 and k = 1:1. The resulting number of iterations was data adaptive and varied greatly with speci c noise relations, ranging from 5 to 150. For comparison, the iteration in (4) was stopped at predetermined limits of 100 and 10000 iterations, yielding a total of four approximate solutions to the constrained inverse problem. Figure 2(a) shows the standard deviation in the four solutions, and Figure 2(b) shows the mean solution from the four solution techniques.
From Figure 2 , we observe that as the number of iterations increases, both the norm of the reconstruction and the noise sensitivity increase, owing to the ill-conditioning of the inverse problem. Further, the two regularized solutions provide lower standard deviation than the xed iteration algorithms for reconstruction errors of similar magnitude. For example, at 10000 iterations the standard deviation is approximately equal to the amplitude of the unknown signal, x. Thus, regularization reduces sensitivity to data perturbations.
Choice of k 1 in the stopping rule provides an expression of con dence in the noise bound, . As k increases we adopt greater conservatism and suppress sensitivity to measurement noise, as evidenced by a reduced standard deviation. Values of k = 1 and k = 1:1 are shown in the gure; both the mean and the standard deviation curves for k = 1:5 are nearly identical to the k = 1:1 case.
VI. Conclusion
In this paper we studied linear inverse problems accompanied by convex and closed constraints. Conditions for existence, uniqueness and continuity of convexly constrained inversion were presented, and an iterative algorithm was shown to converge to the minimum norm least-squares solution. The discrepancy principle for regularization of illposed inverse problems was extended to include convex constraints. It was demonstrated that knowledge of a noise power bound can be e ectively used in a stopping rule, which was proven to regularize the inverse operator.
The present analysis proves that one approach, the discrepancy principle, used for unconstrained inverse problems extends nicely to convexly constrained cases. The authors believe that the same is true of other popular approaches, namely, L-curve and generalized cross validation. Proof of Theorem 5 Note that for 2 (0; 2kAk ?2 ), kI ?
A Ak < 1. Let n denote the xed point of K U n .
Using Lemma 11 and nonexpansiveness of K , we observe k n ? n+1 k k(I ? A A)( n n ? n+1 n+1 )k k n n ? n+1 n+1 k n k n ? n+1 k + ( n+1 ? n )k n+1 k k n ? n+1 k n+1 ? n 1 ? n k n+1 k
As n ! 1, we have n = (1 ? n )= n ! 0. Thus, from Lemma 6(d), f n g is a convergent sequence and hence bounded. Let M = supfk n k : n = 1; 2; :::g. This implies k n ? n+1 k n+1 ? n 1 ? n k n+1 k n+1 ? n n+1 (1 ? n ) M Therefore, from the triangle inequality and n = K U n n , we learn kx n+1 ? n+1 k k K U n x n ? n k + k n ? n+1 k n kx n ? n k + n+1 ? n n+1 (1 ? n ) M If M 6 = 0, then kx n ? n k M y n (8) where y n is de ned in the Lemma 12. The lemma shows that kx n ? n k ! 0. If M = 0, then n = 0 8n ) A y K (b) = 0. Replace M by M 0 > 0 in the above inequalities to obtain that kx n ? n k ! 0 and hence x n ! 0. For a xed and b , x n and n converge to the same limit, i.e., A y K (b ) (by Lemma 11) . Hence, n ! 1 implies that the rst term will converge to zero. Likewise, as n ! 1, the last term tends to 0. Next we consider the middle term. From 27,Theorem 2.5], k n ? n k kb ? bk p :
Hence, k n ? n k p n p 1 ? n p n c=2
Next, it remains to be shown that the stopping rule produces n such that n c=2 ! 0 as ! 0. To this end, we nd the asymptotic dependence of n on as determined by the stopping rule. Note, if A y K (b) 2 R( K A ), then p = c as shown by Neubauer 26] . Hence, for n c=2 ! 0, we require c < 2=3. We note that the condition on the convergence rate of A n required in Theorem 9 can be removed by modifying the stopping rule for small values of 24].
