Predicting the coagulant dosage is especially crucial to the purification process in water treatment plants, directly affecting the quality of the purified water. Nowadays, several mathematical methods have been adopted for the purification process, but their predictive precision and speed still need to be improved. This study applies a novel neural network called the extreme learning machine (ELM) to predict the coagulant dosage based on certain signification factors of the raw water. Performances are compared between ELM and back-propagation neural networks in this paper. The results show that both neural network algorithms perform well in this application and ELM can realize online prediction due to its short time consumption.
INTRODUCTION
The coagulation process is a very prominent step in water treatment. The precision of controlling the coagulant dosage is closely related to the next several processes and the quality of the purified water. Nowadays, there are several conventional methods to predict the coagulant dosage in practice, such as the jar test (Wu & Lo ) , based on the operation's experience, and regression methods (Deng et () used an ANN model for online prediction of optimal coagulant dosing, and in order to avoid over-fitting, their study adopted the Levenberg-Marquardt method in combination with weight decay regularization.
In all the studies above, the ANN models extract all the significant features from the raw water as their inputs and take the actual coagulant dosing as their outputs. Then the neural networks can be trained through the LevenbergMarquardt method to determine the optimal coagulant dosage. However, the BP model is still confronted with bottlenecks such as time-consuming training, local minima and necessary stopping methods.
The extreme learning machine (ELM) is a single hidden layer feed-forward neural network (SLFN) proposed by Huang et al. (, , ) , and it has been applied in many regression and multiclass classification problems.
ELM only needs to designate the number of hidden layer nodes and choose the appropriate activation function.
With its input weights (linking the input layer to the hidden layer) and hidden layer bias randomly assigned, the ELM can then analytically determine the output weights (linking the hidden layer to the output layer) through the Moore-Penrose generalized inverse, while plenty of iterations are required to train the BP neural networks.
Furthermore, the result of ELM is the smallest norm leastsquares solution, which means that it can have the smallest predicting error (Bartlett ) . In this paper, we apply this novel neural network to enhance the accuracy of the prediction system, and focus on analysis and comparison of two neural networks for solving the coagulant dosage prediction problem. Specifically, the main contributions of this paper lie in the following facts.
(1) Two neural networks: back-propagation neural networks (BPNNs) and ELM are exploited, analyzed and compared when they are applied to predict the coagulant dosage. To the best of the authors' knowledge, this is the first time that ELM has been applied in this application. 
METHODS
An ANN's structure typically consists of an input layer, single hidden layer and an output layer, which is shown in Figure 1 , and each layer links to the adjacent layers by weighted connections so that the information can propagate in a feed-forward manner. Differentially, BP propagates the error in a back-forward way through the Levenberg-Marquardt method while ELM obtains its optimal solution using the Moore-Penrose generalized inverse. As follows, the matrix form of ELM is presented and we will apply this neural network to our modeling to predict the coagulant dosage.
Matrix form of ELM
Suppose that we have M training data, that is (x k , y k ) and
T ∈ R n and y k ∈ R, N is the dimension of input features and the neuron number of the input layer. The input weight
,Ñ is the number of hidden neurons, and
T , where w ji denotes the weight that connects the jth hidden neuron and the ith
Since the input weights and hidden layer bias, where b j ∈ R, are randomly assigned, the SLFNs withÑ hidden neurons and the activation function g( P þb j ) can be mathematically modeled as follows (Huang et al. , , ) :
Given the M equations above, then the matrix form of the ELM algorithm can be written as follows:
where
Then the solution can be obtained as follows, where H y is the Moore-Penrose generalized inverse of H:
Data preprocessing
According to the modeling above, now we will preprocess our data and apply them to this neural network model.
The data in this paper are provided by a water treatment plant in Foshan, China, for 2008. The data set contains 5,100 samples, and the neural network takes its rawwater turbidity, value of pH, flux rate and turbidity of water to be filtered as inputs and takes coagulant dosage as output.
We removed unreasonable data to eliminate the burst noise, and 5,017 valid data remained. Then we randomly divided the valid data set into a training data set (2/3) and a testing data set (1/3).
Normalization
Assume the neural networks take the logic sigmoid as its activation function, which is presented in Figure 2 . The logic sigmoid is a bounded continuous differentiable function, whose values are located at [0, 1] . While the input variables and output variables (coagulant dosage) have a wide range, the neural networks will saturate and overflow without normalization. Thus we normalized the input variables and output variables respectively as follows:
Here x i is the mean value of the ith input feature, std(x i ) is the standard deviation of the ith input feature, y is the mean value of the label, and std(y) is the standard deviation of the label. And we unnormalize the normalized data as follows:
Cost function
To estimate and compare the performances of ELM and BP, their performances are evaluated by the same cost function to calculate the MAPE as its training error and testing error.
The cost function is given as follows, where y k is the standard dosing, while the input is x k , and o k is the actual output of the neural networks:
RESULTS AND DISCUSSION

Performance evaluation
For the BP neural networks, the learning rate is fixed as 0.01, and the neuron number and activation functions are designated respectively. Generally, we set the max iteration as 1,000 for the tansig and logsig functions (the definitions of the functions are formulated as Equations (9) and (10)). The neuron number is assigned from 6 to 20, and the networks are likely over-fitting when the neuron number becomes large. Because BPNNs consume a lot of time in training the networks, each set-up is trained ten times and the average performances are presented in Table 1 .
For the ELM algorithm, the input weights and hidden layer bias are randomly assigned within the interval [À1, 1].
In order to compare the capacity of ELM with BPNNs, we adopt the same hidden layer activation functions (tansig and logsig), and assign the hidden layer neuron number from 10 to 500 respectively (the interval for the neuron number is set as 10). Each set-up is trained 50 times and the average performances are shown in Figure 3 .
As the neuron number of the ELM can range over a wide extent to get a good performance, we only list one set-up which has the smallest average testing error. And each set-up of the ELM algorithm is trained 50 times and the average performances are presented in Table 2 .
As is shown in Tables 1 and 2 and Figure 3 , when the neuron number increases, the training time of both algorithms also increases with the trend, while their training error and testing error decrease gradually. However, the speed of the ELM is much faster than the BPNNs. Similarly, both algorithms will face an over-fitting problem when the neuron number becomes very large, such as tansig and logsig (in Figure 3 ) producing large testing errors when their neuron number exceeds 350.
In order to enhance the precision of our predictive model, several uncommon activation functions are adopted for these two neural networks (tribas, radbas and satlin); these are bounded nonlinear functions and adapted to these two neural networks (Hornik ) . The definitions of these activation functions are formulated as Equations (11)- (13):
For BPNNs, as the convergence rates of tribas, radbas and satlin are much faster than the former activation functions, some proper stopping-methods are needed (Sun et al. ) to avoid over-fitting or under-fitting. Here we terminate the training process when the correlation coefficient R reaches near to 0.98 (shown in Figure 4 ), which denotes that the neural networks can approximate well with both the training data and the testing data. However, the larger the neuron number is, the faster the convergence speed that the BPNNs will reach, and thus the less the iteration number the BPNNs require, whereas the stopping method becomes hard to control and the training time becomes longer when the neuron number becomes much larger. Consequently the neuron number was set in the interval [50, 200] .
The average performances of BPNNs are presented in Table 3 . The set-up of the ELM which has the smallest average testing error is presented in Table 4 , and its performances for different activation functions and neuron numbers are shown in Figure 5 (the interval of neuron number is set as 10).
As is shown in Figure 5 , as the neuron number increases, the training time of both algorithms increases, and their training error and testing error decrease. In this situation, radbas will produce a large testing error when its neuron number exceeds 250. Tribas and satlin are adaptive to a wide range of neuron numbers. In general, both algorithms with tribas or satlin and the proper neuron number can obtain better performances than the situation (tansig and logsig) listed above, which means that our predictive model has been improved.
To prove both algorithms can generate good performance, we randomly choose 200 testing data and use them to predict the coagulant dosage using BPNNs and ELM respectively. The performances of the BPNNs are presented in Figure 6 , and the performances of the ELM are presented in Figure 7 . The activation function of both algorithms is satlin and the neuron number is set as 200 for BP and 360
for ELM.
In the first subplot, the solid curve is the standard dosing corresponding to the inputs, and the dotted curve 
DISCUSSION
In this section, several similarities and distinctions between BP and ELM will be discussed for this application. 
CONCLUSION
In this paper, we apply the ELM to model the coagulant dosage prediction system and compare its performances with BPNNs.
This paper has demonstrated that both BPNNs and ELM can perform well when used to predict the coagulant dosing, while ELM is much more prominent in speed. Thus in most engineering applications, the ELM can be very significant for online prediction. The ELM algorithm can also avoid converging at a local minimum, and it does not require some stopping methods to avoid over-training. Therefore, the ELM is adopted in this application. Another interesting line of future research would be a regularization term in the ELM, which can reduce the over-fitting effects and help to select neuron number.
