Abstract : It is conceivable to use a teleoperated robot as a method for exploring a disaster environment quickly while avoiding secondary disaster. According to conventional researches, the image captured behind from the teleoperated robot is useful as information provided to an operator for operating a teleoperated robot. In this research, a teleoperated method to provide the image from behind is proposed by using an autonomous robot. This method allows one image to include both the teleoperated robot itself and the environment around the teleoperated robot. Here, it is important to develop an algorithm that can navigate the autonomous robot to the position where the camera image can be obtained so that the operability is enhanced for the teleoperated robot at the front. This paper describes a method for determining the movement position for the autonomous robot in consideration of each robot's position and obstacles around the robot. A method for changing three modes (Follow/Back/Wait) is also described according to the situation. Finally, the movement position of the autonomous robot and the captured images actually provided by each robot are shown through the experimental results using real mobile robots to verify the usefulness of the proposed method.
Introduction
For accidents in nuclear and chemical plants, it is very important to collect the information of disaster environments rapidly. To avoid secondary disasters, remote controlled robots are utilized in many cases [1] , [2] . Remote controlled robots are mainly operated based on the image captured from the camera and other sensors mounted on the robot. Therefore, the information provided from the robot is quite important [3] , [4] .
In a case where only one robot is operated and the only camera mounted on the robot body is available, it is difficult to capture both the robot and the environment in one image. A conceivable alternative choice is to use multiple camera images. However, it is not easy to switch the image that the operator should focus on in various situations, so it needs hard training.
With the real example of the nuclear accident at Fukushima, two remote controlled mobile robots are used for the initial response to investigate inside of the Fukushima Daiichi nuclear power station [5] . At that time, the image captured from the rear robot includes the front robot and the environment in one image. This research focuses on this fact, where in the above example, the rear robot is manually controlled. In our research, the rear robot is autonomous and the algorithm of the autonomous behavior is devised, so that the rear robot can move to the suitable position to capture the support image for remotely controlling the front robot. In this paper, an algorithm is devised to reach the view point while avoiding the contact of the environment. The resultant captured images are evaluated whether such images are suitable to control the front robot.
In the next section, related works are described and the fo-
Related Works
When researches on a teleoperation of a mobile rescue robot were started, an effective camera image was discussed to increase the operability. As the results, "an image where the robot is positioned in the center of the camera view with clear survey of the surroundings shows high efficiency in remote control of a mobile robot" [6] is one of answers from some experiments. A back view camera image provided by our proposed method is also one of the images with such kinds of characteristics. However, it is not easy to obtain such kinds of view. Therefore, recently, the technical interests of this research field are in how to make or generate such kinds of images.
Usually, an own camera mounted on a robot is used for the teleoperation of the mobile robot. To capture both the robot and the environment in a same image, the mounted position is set on rather high and behind [6] . To obtain enough view area surrounding the robot, it needs an enough distance from the robot body to the camera position. As a result, the total robot size becomes higher and bigger, so that it is hard for the robot to move through narrow space with a low ceiling.
As other conventional methods, spatio-temporal bird's-eye view images are proposed [7] using multiple fish-eye cameras. By using four fish-eye cameras mounted on the front, back, right, and left side, bird's-eye images are generated. The merit of this method is to easily check the collision risk in the narrow space and robust against the failure of cameras. However, the bird's-eye image is like two-dimensional overhead view and does not have enough information on the front side. Therefore, the front view by a normal camera is additionally required. The operator must also check multiple images simultaneously. To cope with these problems, a method for using a back view image synthesized from past images is proposed [8] . This method combines the camera images captured in past times and the CG model of the robot, where the current robot posture is synthesized onto the past image. Then, the synthesized images are indicated to the operator. The strong point of these images is to include both the robot and the environment with suitable balance in the same one image. However, the method using the past image does not work well in dynamic environment and dynamic robot movement such as quick turning.
From the above previous works, the information on both the robot and the environment around the robot should be provided to the operator. By acquiring such information, the burden of the operator should be reduced and the operability should be increased. However, it is very hard to satisfy them with the only image captured from the camera mounted on the robot itself. Therefore, we propose a remote control method using back view from an autonomous mobile robot and evaluate the effectiveness [9] . This method provides the camera image which is captured from the autonomous robot moving behind the teleoperated robot, to the operator (Fig. 1) . By the proposed method, both the posture of the teleoperated robot and the surrounding environment can be included in the same image. The proposed method is available in a dynamic environment. To realize this idea, the development of an autonomous mobile algorithm which can decide the target position of camera's view point depending on a situation, is essential and very important. Therefore, in this research, we focus on the development of an autonomous mobile algorithm to move the autonomous robot onto the view point where the operability is increased.
In this paper, the proposed autonomous mobile algorithm is described in detail. The experimental results using real robots based on the proposed algorithm are also discussed and its usefulness is verified by showing the camera image captured from the autonomous robot.
Autonomous Mobile Algorithm to Provide Support
Images for Teleoperation
Target Environment and Target Robotic System
The algorithms to decide the target position of next movement for an autonomous mobile robot is mentioned in detail to capture the image for increasing the operability, from the next subsections. The preconditions required for the proposed algorithm are as follows:
1. The environment is two-dimensional and the ground is flat. 2. Each robot manages each position with odometry and the ICP algorithm [10] at global coordinate.
3. Each robot position is shared with each robot and the operation PC via Wireless LAN.
4. The autonomous mobile robot has laser range finders which cover all directions.
5. The autonomous mobile robot has a camera with a turn table in the pan direction.
6. The autonomous mobile robot and a teleoperated robot do not exchange their roles.
Here, about the item 6, the algorithm sometimes becomes much easier if the two robots exchange their roles. In the case of the exchangeable roles, the algorithm can be constructed by only the following mode described later. However, since the mounted sensors and equipments are not always the same, it is impossible, in some cases, to exchange the roles. This paper proposes a method that is applicable even if the role exchange is not permitted. Figure 2 shows a target robotic system and the information flow. When deciding the target position, the position of the teleoperated robot and the position of the autonomous robot, the environmental information measured by laser range finders mounted on the autonomous robot are utilized in the operation PC. The target position decided in the operation PC is sent to the autonomous robot, which realizes the autonomous movement toward the target position.
Basic Scheme with Three Modes
In a teleoperation method using an autonomous mobile robot, an algorithm is very important to decide the target position of the next movement. Because the back view image provided to the operator differs greatly depending on the current position of the autonomous robot. For example, in the case where the teleoperated robot is closer to the autonomous robot, the teleoperated robot appears bigger in the image captured from the autonomous robot. As a result, the environmental information around the robot is not enough in the size of the back view image, so that the operability becomes lower. For obtaining the image so as to increase the operability, the autonomous robot should keep a suitable distance to the teleoperated robot. Thus, it is extremely important to develop an algorithm for deciding the target position of the next movement.
Usually, since the autonomous robot follows behind the teleoperated robot, the target position of the next movement is sim- ply decided, depending on the positions of each robot and obstacles. However, in the case of reaching a dead end, or changing a route to the other search area which has already passed, the teleoperated robot moves toward to the autonomous robot. Then, it is difficult for the autonomous robot to follow behind the teleoperated robot. At this case, the autonomous robot should keep the space to pass through the teleoperated robot. Therefore, an alternative strategy is required. Based on the above considerations, a proposed switching strategy can switch among three modes that are composed of 1) Following, 2) Back, and 3) Wait, according to the relative positions between the teleoperated robot and the autonomous robot.
In the following mode, the autonomous robot follows behind the teleoperated robot to capture the camera image so as to increase the operability. In the back mode, the teleoperated robot largely changes the direction and moves toward to the autonomous robot in the case of reaching a dead end and so on. In the wait mode, the autonomous robot halts at the current place. Since the ideal position of the next movement is different in these three modes, the decision process is also different each other. By switching the three modes, the autonomous robot can select the suitable behavior in various situations.
As shown in Fig. 3 , the three modes are selected using the relative position of each robot. The heading direction of the teleoperated robot is set to 0 degree. If the autonomous robot is located between p b (deg) and 180 degree or between −p b (deg) and −180 degree, the following mode is selected. If the autonomous robot is located between 0 degree and p a (deg) or between 0 degree and −p a (deg), the back mode is selected. If the autonomous robot is located between p a (deg) and p b (deg) or between −p a (deg) and −p b (deg), the wait mode is selected. By setting the wait area, a frequent switching nearby the borderline is avoided between the following mode and the back mode. During the wait mode, the heading direction of the autonomous robot is controlled to the teleoperated robot. This makes smooth changing to the other modes and the camera kept the teleoperated robot in the center of the image. An example situation shown in Fig. 3 is set to the following mode because the autonomous robot is located between p b (deg) and 180 degree.
Autonomous Mobile Algorithm on the Following Mode

Decision of the target point on the following mode
The target point on the following mode is decided by the following steps. The candidate points are set based on the information measured by laser range finders mounted on the autonomous robot and evaluated to decide the target point. After registration of the target point, the autonomous movement to the target point is executed. The following factors are evaluated to decide the target point.
Evaluation on the relative position between each candidate
point and the teleoperated robot 2. Evaluation on a movement constraint to the autonomous robot
Setting of candidate points
On the following mode, the laser range finder mounted on the front side of the autonomous robot is utilized for setting the candidate points. By the laser range finder of the front side, the distance to the obstacles is measured every the constant step of the measurement direction, where the heading direction of the autonomous robot is set as 0 deg. After that, the candidate points every l i step are set from the origin of the sensor mounted position to the measured distance at each angle, which means that the candidate points are set in no obstacle region. Then, each candidate is evaluated by the evaluation functions mentioned in the following subsections. 3.3.3 Evaluation on a relative position between each candidate point and the teleoperated robot To capture the image from a back view point for increasing the operability, the teleoperated robot and the autonomous robot need to maintain a suitable distance. To reduce the traveling distance for the following, a target point nearby the line between the teleoperated robot and the autonomous robot is expected. Therefore, the evaluated value e c based on the relative position between each candidate point and the teleoperated robot is calculated by using the relative distance and the relative angle. As shown in Fig. 4 , the relative distance l R f between the teleoperated robot and one of the candidate point (x, y) and the relative angle θ R between them are given by the following equations:
where (x t , y t , θ t ) is the position of the teleoperation robot and (x a , y a , θ a ) is the position of the autonomous robot. Based on l R f and θ R , the evaluated value of the relative distance e l f and the evaluated value of the relative angle e θ are set by respectively:
Finally, the evaluated value of the relative position e c is defined by e c = e l f e θ .
Here, l d f is the ideal value of the relative distance. K l f and K θ are the parameters to set the tolerable range of the relative distance and that of the the relative angle, respectively. 3.3.4 Evaluation on a movement constraint to the autonomous robot The autonomous robot moves toward the decided target point to follow the teleoperated robot. However, with only the above consideration, the target point would be set to a location where it is difficult to be reached, such as right at the robot's side. In this case, the robot must move to the target point after turning largely. Less turning motion is much better to follow smoothly. Therefore, using the position of the autonomous robot (x a , y a , θ a ) and one of the candidate point (x, y) shown in Fig. 4 , the angle φ between the heading direction of the autonomous robot and the candidate point and the evaluated value e φ of the movement constraint of the autonomous robot are calculated respectively by
where K φ denotes the parameter for the tolerable range of the movement constraint to the autonomous robot. In this regard, however, the robot can not turn a sharp corner smoothly if the movement constraint is strong. Therefore, if φ is larger than p φ , then e φ is set to zero (i.e. the moving constraint is ignored).
Calculation of the final evaluated value
The final evaluated value of each candidate point is calculated using each evaluated value mentioned above. From the evaluated value of the relative position e c and the evaluated value of the movement constraint e φ , the final evaluated value of each candidate point e s f is calculated by the following equation:
where the value e o denotes an occluded status. Note that if an occlusion occurs, e o is 0, otherwise 1. In the case that some obstacles exist between the teleoperated robot and the autonomous robot, the occlusion occurs, so that it is impossible to capture the teleoperated robot in the image from the autonomous robot. Therefore, a candidate point with an occlusion must be omitted. The coefficient α is a weight value about each evaluated value, where the range of α is 0 ≤ α ≤ 1. Finally, the value e s f is calculated at each candidate point and the candidate point with the maximum of e s f is set to the target point.
3.3.6 Registration of the target point After deciding a target point from every candidate point, the target point is registered. The autonomous robot moves toward the registered target point. The calculation of the target point mentioned above is repeatedly performed even if the robot halts and the relative relationship between the robots is not altered. To avoid that the almost same position is decided as the target point repeatedly, if the distance between the last registered target point and the updated target point is less than the threshold l j , the updated target point is not registered. When the autonomous robot reaches the target point before updating the target point, the robot halts at the last target point. Then, after registering the updated target point, the robot moves toward the latest target point.
Autonomous Mobile Algorithm on the Back Mode
Decision of the target point on the back mode
When the teleoperated robot reaches the dead end and reverses the heading direction, it is difficult to keep the following mode. One of the ways to deal with such a case is to exchange the roles of each robot. However, there are many cases that the role exchange is not available due to different sensors mounted on each robot and their different functions. To cope with the above case, the back mode is introduced to make the teleoperated robot pass through the autonomous robot. The flow for deciding the target point on the back mode is basically the same as one of the following mode. In the case of the back mode, the behavior after reaching the target point depends on the environment. The following two factors are evaluated to decide the target point.
Evaluation on the relative distance 2. Evaluation on the distance from the wall
The following subsections describe each evaluation on the back mode and the autonomous behavior after reaching the target point. Here, the selection of the mode and the registration of the target point are the same as those of the following mode. The method of setting candidate points is also the same as that of the following mode, where the information obtained from the laser range finder mounted on the back side of the autonomous robot is used for such a setting.
Evaluation on the relative distance
When the teleoperated robot reverses the heading direction and approaches to the autonomous robot, the autonomous robot should keep enough distance to the teleoperated robot so as to avoid a collision to the teleoperated robot. Therefore, the evaluation on the relative distance is utilized such as the evaluation of the following mode.
As shown in Fig. 5 , the teleoperated robot is located at the position (x t , y t , θ t ) and the autonomous robot is located at the position (x a , y a , θ a ). If one of candidate points is (x, y), then the relative distance l Rb between the teleoperated robot and the candidate point is calculated by the following equation:
The evaluated value e lb based on the relative distance l Rb is defined as
where l db is the ideal relative distance and K lb is the parameter for the tolerable range about the relative distance. 3.4.3 Evaluation on the distance from the wall When the teleoperated robot reverses the direction of the movement, the autonomous robot may be in front of the teleoperated robot. At that time, the autonomous robot would block the teleoperated robot's course. Therefore, the autonomous robot should move away from the teleoperated robot until near the wall of the corridor and keep enough space to pass through. By using the distance information obtained from a laser range finder at the back side of the autonomous robot, the equation of the wall is calculated based on the least square technique. The order of the distance information is n to m from the left side of the heading direction of the autonomous robot. These n and m are the numbers corresponding to the scanning direction of a laser range sensor. When close obstacles are successively measured, n and m are the beginning and the end respectively. 
which are used as the final answer, if the solved value a is −1 ≤ a ≤ 1. Otherwise, the coefficients formed in x = ay + b are recalculated based on the same method. Finally, the evaluated value e w on the distance from the wall is calculated. About one of candidate points as (x, y), the distance d between the wall and the candidate is The evaluated value e w on the distance from the wall is calculated as
Here, l w is the ideal distance from the wall and K w is a parameter related to the tolerable range about the distance from the wall.
Calculation of the final evaluated value
The final evaluated value e sb is calculated from the above each factor of evaluation. Based on the evaluated value on the relative distance e lb and the evaluated value on the distance from the wall, the final evaluated value e sb on the back mode is calculated as
where β is the weight value for each evaluated value and the range is 0 ≤ β ≤ 1. The value e sb is calculated at each candidate point and the candidate point with a maximum of e sb is set to the target point.
Autonomous behavior after reaching the target point
After reaching the target point, the wall equation is calculated based on the least square method mentioned above. The both distances from the left and right side walls are calculated by the formula of the distance between a line and a point using the calculated coefficients of the equation of the line, and the autonomous robot position (x a , y a , θ a ). Adding the both distances gives the width of the road.
In the case where the calculated width of corridor is larger than the threshold value l cw , which is determined by each robot size and the clearance to go through each other, the autonomous robot stops near the wall and the space is enough retained to go through the corridor for the teleoperated robot. Then, the autonomous robot keeps stopping there until the teleoperated robot passes. On the other hand, in the case where the calculated width is lower than l cw , the teleoperated can not pass through the autonomous robot. At that case, the autonomous robot continues to keep the back mode until the corridor width becomes enough large. Figure 6 shows the visualized results of the final evaluation values at each candidate on the example corridor environment. The left side of Fig. 6 is the calculation results on the following mode, where the polygons denote the teleoperated robot and the autonomous robot. The small circles denote the detected obstacles by the laser range finder mounted on the front side. Especially, the small circles of the both sides mean the walls of the corridor. The final evaluated value at each candidate point is visualized by the gray level and the darker has a higher evaluated value. Therefore, the darkest point is decided as a target point. On the following mode, based on the evaluation of the relative distance, the gray level at each candidate point indicates that the points with a suitable distance from the teleoperated robot have higher evaluated values. According to the evaluation of the relative position and moving constraints, the candidate points near by the heading direction of the autonomous robot become higher evaluated values. Finally, the darkest point (i.e., the point with a slightly larger dot) is selected as a target point. Figure 7 shows the evaluated values in the situation where the teleoperated robot is in the corridor, whereas the autonomous robot is still inside of the room near the door connected to the corridor. Unlike Fig. 6 , there are many occlusions between the teleoperated robot and the autonomous robot in Fig. 7 . The autonomous robot should decide the target point without occlusion. It can be confirmed from the Fig. 7 that the occluded points are omitted from the candidates according to the algorithm mentioned above. By this algorithm, the autonomous robot can keep the teleoperated robot within the captured images.
Examples to Calculate the Target Point
Calculation results on the following mode
Note here that in this simulation, each candidate point is set every 0.36 degree from −120 degree to 120 degree based on the information obtained from the laser range finder, which is the same condition as that of the real sensor used for the experiments described in the next section. The parameters on the following mode are l d f = 1500 mm, K l f = 500 mm, K θ = π/2 rad, K φ = π/4 rad, and α = 0.6.
Calculation results on the back mode
The right side of the Fig. 6 shows visualized results of the final evaluation value at each candidate point on the back mode. In this figure, the teleoperated robot is on the way to turn to the reverse direction. This indication is caused by the transmission delay of the data and the actual direction of the teleoperated robot is to the direction of the autonomous robot. Like the following mode, the robots are shown with the polygons and the target point is shown with a slightly larger dot. In the back mode, the laser range sensor at the back side is used and the measured obstacles are indicated by the black dots. As the results, the walls at both sides of the corridor are indicated like the black dot lines at both sides. On the back mode, the candidate points with a suitable distance from the teleoperated robot become darker based on the relative distance, which means that these points are evaluated to be higher values. Thus, the candidate points with a suitable distance from the wall at the right side are also evaluated to be higher values. As a result, the autonomous robot goes back up to the target point indicated by the slightly larger dot. Here, the parameters on the back mode are l db = 2300 mm, K lb = 200 mm, l w = 300 mm, K w = 50 mm, and β = 0.6.
Experiments
In this section, the support images provided for the teleoperation of a mobile robot by using the proposed method are evaluated through some experiments with the real robots. Basic experiments with only the following mode and the experiments integrated with all the three modes are conducted to evaluate the superiority of the proposed method by comparing the camera image captured by the teleoperated robot and the camera image captured by the autonomous robot. Furthermore, it is confirmed that the autonomous robot can behave in suitable actions and keep providing the support images for the teleoperated robot even when the teleoperated robot reverses the direction and comes toward the autonomous robot. Figure 8 shows devices such as a PC, a game pad and so on for the teleoperation of a mobile robot. The left side of the display indicates the camera images captured by each robot. In these experiments, the camera images captured by the teleoperated robot itself are also indicated for comparison. The right side of the display indicates the position of each robot and the information of obstacles obtained from laser range finders. The evaluated value of each candidate point and the final target point are also visualized. The operator remotely controls the teleoperated robot by using the game pad, while the operator observes the camera images sent from the autonomous robot, which are indicated at the lower left of the display of the PC for teleoperation.
Devices for a Teleoperation of a Mobile Robot
Basic Experiment to Follow the Teleoperated Robot
Experimental environment and conditions
The operator remotely controls the teleoperated robot to move from inside a room to a corridor through the door, turn to the right, and pass along the corridor. While remotely controlling, the operator observes the camera images captured by the autonomous robot. The same parameters as those mentioned in section 3.5 are used for the target point decision in this experiment. The autonomous robot starts at 1500 mm backward from the teleoperated robot, because the operator decided that this distance is suitable as the relative distance between the teleoperated robot and the autonomous robot. By checking the balance of the teleoperated robot and its surroundings in the back view image provided from the autonomous robot, various factors such as a robot size, a camera mounted position, a preference of an operator and an environment were considered. Figure 9 shows the position of each robot in this following experiment. Figure 9 (a) to Fig. 9 (d) are captured from the same view-point, whereas Fig. 9 (e) and Fig. 9 (f) are captured from another view-point. On the following mode, as shown in Fig. 9 , it is confirmed that the autonomous robot followed the teleoperated robot from backward. The camera images to be provided to the operator and the decision process of the target point are indicated as shown in Fig. 10 . Note here that the labels by alphabet in Fig. 10 are not consistent with them in Fig. 9 . Figure 10 (a) shows the display at the initial position of each robot, where from this point, the operator controls the teleoperated robot to go forward. Figure 10 (b) shows the display for the case where the autonomous robot has decided the target position. Figure 10 (c) shows the display for the case where the teleoperated robot turned to the right, where the autonomous robot waited at this point due to the mode selection. Figure 10 (d) shows the display for the case where the mode was changed from the wait to the following. Figure 10 (e) and Fig. 10 (f) show that both robots go along the corridor.
Experimental results and discussions
Based on the results mentioned above, we discuss the usefulness of the proposed autonomous mobile algorithm and the indicated images. The camera images indicated at the upper left of the display provide the only front view of the teleoperated robot. On the other hand, it is confirmed that the images by the proposed method indicated at the lower left provide various information such as the posture of the teleoperated robot, the surrounding environment, and so on. Therefore, the operator can understand the robot and the environment easily and simultaneously. Since these images were more similar to where the operator directly observes the robot, the high operability was able to be realized.
Figures 10 (b) and 10 (d) are the display for the case where the target points have been decided. Figure 10 (b) is the display for the case where the autonomous robot was behind the teleoperated robot. The teleoperated robot can be observed at a suitable location in the image, so that it is confirmed that the target position is not too near and not so far from the teleoperated robot. In Fig. 10 (d) , though the autonomous robot waited at first, as soon as the teleoperated robot moved to the right side and the occlusion was estimated to occur, the mode was switched to the following mode and the target point was calculated. From Fig. 10 (d) , it is confirmed that the occluded viewpoints were omitted in the calculation process of the target point. As a result, the robot promptly arrived at the view point without occlusion. Thus, the feasibility of the proposed algorithm is confirmed through the fact that the autonomous robot can be moved to a position to obtain a high operability.
On the other hand, in the case of Fig. 10 (c) , the images from the teleoperated robot are also important. This is just after the teleoperated robot turned to the right. The camera of the autonomous robot does not capture any information on the heading direction of the teleoperated robot. This situation needs both images of the teleoperated and autonomous robots. For this purpose, two strategies are conceivable. One is to switch the indicated images, depending on the situation. The other is to indicate both images all the time. In this experiment, the latter was adopted as the method of the image indication for comparison. We should find a good solution to this point in our future works.
Experiment with All Three Modes
Experimental environment and conditions
In this experiment, an autonomous mobile algorithm including the back mode is examined. The algorithm is evaluated through the camera image captured from the autonomous robot on the back mode and the display of the decision process for the target position on the back mode. The operator remotely controls the teleoperated robot to move forward a little, turn to reverse, and move toward the autonomous robot along the corridor. The same parameters as those mentioned in section 3.5 are used for the target point decision in this experiment. For the same reasons as described in section 4.2, the autonomous robot starts at 1500 mm backward from the teleoperated robot. Figure 11 shows each robot position in the experiment including the back mode. In Fig. 11 (a) to Fig. 11 (b) , the teleoperated robot moves forward a little. After that, the teleoperated robot starts to reverse the heading direction in Fig. 11 (c) . Then, the autonomous robot decides the target point for back and goes toward the target point in Fig. 11 (d) . As shown in these figures, the autonomous robot was able to make the space to pass through for the teleoperated robot. Furthermore, after the teleoperated robot passed through the side of the autonomous robot, the autonomous robot returned to the following mode and followed the teleoperated robot, as shown in Fig. 11 (f) . Figure 12 shows the display of the PC for operation which includes the camera images captured from each robot and the decision process of the target point for the autonomous robot. Note here that the labels by alphabet of Fig. 12 are not consistent with them of Fig. 11 . Figure 12 (a) shows that each robot is at the initial position. The teleoperated robot moves forward a little and the autonomous robot follows it as in Fig. 12 (b) . Figure 12 (c) shows the decision result of the target point for back of the autonomous robot. After deciding the target point, the autonomous robot goes back and reaches the target point, as shown in Fig. 12 (d) . Figure 12 (e) displays the case where the teleoperated robot passes through the side of the autonomous robot. In Fig. 12 (f) , the teleoperated robot continues to move along the corridor after crossing the autonomous robot. Then, Fig. 12 (h) shows the decision result of the target point on the following mode.
Experimental results and discussions
Based on the experimental results mentioned above, we discuss the usefulness of the proposed autonomous mobile algorithm and the indicated images by the proposed method. When the teleoperated robot turns and moves toward the autonomous robot, the position of the autonomous robot is important. Figure 12 (c) shows the decision result of the target position for back. From this figure, it is confirmed that the target point is determined at a suitable distance away from the teleoperated robot and near by the wall. As a result, it is confirmed that the autonomous robot can keep the way for the teleoperated robot to pass through the corridor by the proposed method. In this experiment, the autonomous robot halted and waited until the teleoperated robot has passed through the side of the autonomous robot because the width of the corridor is enough wide. By Fig. 12 (d) to Fig. 12 (f) , it is confirmed that the heading direction of the teleoperated robot turned to the teleoperated robot. Then, the autonomous robot was able to return to the following mode as shown in Fig. 12 (g) . The experiment demonstrated that the autonomous robot based on the proposed method was able to have suitable behavior even when the teleoperated robot moved toward the autonomous robot. As in the case of the following experiment, the camera images captured from the teleoperated robot are sometimes effective. As shown in Fig. 12 (e) , the camera of the autonomous robot was not able to capture the front view of the teleoperated robot when the teleoperated robot moved across the autonomous robot. Consequently, a combinatorial use of the both camera images has the room to the future studies as in the case of the following experiment.
Conclusions
This paper has proposed an autonomous mobile algorithm to provide the camera image from the rear robot for the teleoperation of the front robot. By the developed method in this research, the autonomous mobile robot was able to move to a suit-able position to capture the image from back view point without any complicated calculations. Finally, the effectiveness of the images captured by the proposed method was confirmed by the some experiments using real robots. From these experimental results, the proposed autonomous mobile algorithm was shown to serve as the back view camera images continuously. Therefore, it is naturally concluded that the operability is increased than only own camera images of the teleoperated robot.
In the experiments mentioned above, the both images by the teleoperated robot and the autonomous robot were indicated on the display for the comparison. As a result, better operability may be available if the suitable image is dynamically selected according to the circumstance. The development of an effective indication method using the both images will be expected for the future researches.
