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Abstract
Sufficient conditions are given for the solutions to the (fully nonlinear, degenerate) elliptic equation F(x, u,Du,D2u) = 0 in Ω
to satisfy |u(x) − u(y)| C|x − y|α for some α ∈ (0,1) when x ∈ Ω and y ∈ ∂Ω .
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1. Introduction
The purpose of this paper is to study the behaviour of the solution u to the equation
F
(
x, u,Du,D2u
)= 0, x ∈ Ω, (1)
close to the boundary ∂Ω , in particular to find sufficient conditions for there to be numbers α ∈ (0,1) and C < ∞ so
that |u(x) − u(y)| C|x − y|α when x ∈ Ω and y ∈ ∂Ω .
The approach taken here is to use the notion of viscosity solutions. We say that u is a viscosity solution if it is
both a subsolution and supersolution and u is a subsolution to F = 0 in Ω if it is upper semicontinuous in Ω and for
every x0 ∈ Ω the following implication holds: If ψ ∈ C2(Rd) and u(x)ψ(x)+ u(x0)−ψ(x0), x ∈ Ω , |x − x0| < δ,
for some δ > 0, then F(x0, u(x0),Dψ(x0),D2ψ(x0))  0. (Here Dψ(x0) is the gradient of ψ and D2ψ(x0) is the
matrix with the second order partial derivatives of ψ at x0 as elements.) Supersolutions are defined in a similar way
with “” replaced by “.” For details, further information, references, and related results not discussed here, see,
e.g., [1] and [4]. Since one wants to be sure that classical solutions are viscosity solutions, one has to assume that F
is nonincreasing in its last argument (with the natural ordering for symmetric matrices).
There are very many results on boundary regularity for elliptic equations, usually in the form of regularity results
that can be extended to the closure Ω of the set Ω , see, e.g., [5]. The partial differential operator is in these results
usually assumed to be uniformly elliptic, which is not required to be the case here. For example a result similar to
Corollary 3 below for linear uniformly elliptic equations is obtained in [7] and [8]. See also [3] where the exterior cone
condition is relaxed. The conclusion of Corollary 4 for fully nonlinear and uniformly elliptic equations is obtained in
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λu + |Du|p = f (x) with p > 1 have recently been established in [2]. Note that the results below are not applicable
to this equation unless more positivity is required of A than in [2]. For results of a different kind for fully nonlinear
equations, see, e.g., [9] and the references there.
2. Statement of results
We let B(x0, r) = {x ∈ Rd | |x − x0| < r} where | · | denotes the Euclidean norm, by S(d) we denote the set of all
d × d symmetric matrices, and for A and B ∈ S(d) we write A B if 〈x,(A − B)x〉 0 for all x ∈ Rd and A < B
if 〈x,(A − B)x〉 < 0 for all x ∈ Rd \ {0}, where 〈·,·〉 denotes the standard inner product in Rd . If n ∈ Rd , then n ⊗ n
denotes the matrix with elements njnk .
In order to simplify the statements and proofs, first we consider the case where we have a subsolution only.
Theorem 1. Assume that
(i) d  1 and Ω ⊂Rd is open;
(ii) the set Ω satisfies a uniform exterior cone condition, i.e., there are numbers θ ∈ (0, π2 ] and h > 0 such that
for each y0 ∈ ∂Ω there is a vector n0 ∈ Rd with |n0| = 1 such that {x ∈ Rd | 〈x − y0,n0〉  cos(θ)|x − y0|,
|x − y0| h} ∩ Ω = {y0};
(iii) F : Ω ×R×Rd × S(d) → [−∞,∞] is degenerate elliptic, i.e., nonincreasing in its last variable;
(iv) there are positive numbers r0, λ0, μ0 and η0 and an open interval J ⊂R such that
F
(
x, s, λn,−μλ2(ηn ⊗ n − I ))> 0,
if x ∈ Ω , infy∈∂Ω |x − y| r0, s ∈ J , |n| = 1, λ > λ0, μ > μ0, and η > η0;
(v) ϕ : ∂Ω → R is Hölder continuous, i.e., there are constants Cϕ < ∞ and αϕ ∈ (0,1] so that |ϕ(x) − ϕ(y)| 
Cϕ |x − y|αϕ for all x, y ∈ ∂Ω with |x − y| 1;
(vi) u : Ω → J is upper semicontinuous, u is a subsolution to F = 0 in Ω , u(y) ϕ(y) when y ∈ ∂Ω , and there is a
number ω0 < ∞ so that u(x) − ϕ(y) ω0 for all x ∈ Ω and y ∈ ∂Ω with |x − y| r0.
Then there are numbers C < ∞ and α > 0, depending on θ , h, r0, λ0, μ0, η0, Cϕ , αϕ , and ω0 only, so that
u(x) ϕ(y) + C|x − y|α, |x − y| < r0, x ∈ Ω, y ∈ ∂Ω.
Observe that in the case where ∂Ω is a bounded set, the existence of the number ω0 in hypothesis (vi) is a conse-
quence of the upper semicontinuity of u.
Note also that we assume the existence of a subsolution, and hence we need not explicitly make very many general
assumptions on F , except for (iv) which is needed in order to make it possible to construct a twice continuously
differentiable supersolution with suitable properties. The comparison result one derives with this supersolution gives
an inequality involving values of the function ω(s) = sup{u(x) − ϕ(y) | |x − y|  s} at different points from which
one can then get the desired upper bound for ω.
Next we consider a different set of hypotheses where more restrictions are put on Ω , somewhat less on F and the
conclusion is slightly stronger in that we get more information about the number α.
Theorem 2. Let assumptions (i), (iii), and (v) of Theorem 1 hold and assume that
(ii′) there is a positive number R such that for each y0 ∈ ∂Ω there is a point z0 ∈ Rd such that |y0 − z0| = R and
Ω ⊂ B(z0,R);
(iv′) F(x, s,p,X) > 0,
if x ∈ Ω , s ∈ J , p = 0, and X < 0;
(vi′) u : Ω → J is upper semicontinuous, u is a subsolution to F = 0 in Ω , and u(y) ϕ(y) when y ∈ ∂Ω .
Then there is a number C < ∞, so that
u(x) ϕ(y) + C|x − y| 12 αϕ , x ∈ Ω, y ∈ ∂Ω.
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ing that Ω is the intersection of balls with the same radius. Hypothesis (iv′) holds for example if we assume that
F(x, s,p,0) = 0 and F is strictly decreasing (and not only nonincreasing) in its last variable and this assumption is
much less restrictive than (iv) although neither one implies the other one.
For completeness we formulate the corresponding results for viscosity solutions as well.
Corollary 3. Let assumptions (i)–(iii) and (v) of Theorem 1 hold and assume in addition that
(iv′′) there are positive numbers r0, λ0, μ0 and η0 and an open interval J ⊂R such that
F
(
x, s, λn,−μλ2(ηn ⊗ n − I ))> 0 and F (x, s, λn,μλ2(ηn ⊗ n − I ))< 0,
if x ∈ Ω , infy∈∂Ω |x − y| r0, s ∈ J , |n| = 1, λ > λ0, μ > μ0, and η > η0;
(vi′′) u : Ω → J is continuous, u is a viscosity solution to F = 0 in Ω , u(x) = ϕ(x) when x ∈ ∂Ω , and there is a
number ω0 < ∞ so that |u(x) − u(y)| ω0 for all x ∈ Ω and y ∈ ∂Ω with |x − y| r0.
Then there are numbers C < ∞ and α > 0, depending on θ , h, r0, λ0, μ0, η0, Cϕ , αϕ , and ω0 only, so that∣∣u(x) − u(y)∣∣ C|x − y|α, |x − y| < r0, x ∈ Ω, y ∈ ∂Ω.
Corollary 4. Let assumptions (i), (iii), and (v) of Theorem 1 and (ii′) of Theorem 2 hold and assume in addition that
(iv′′′) F(x, s,p,X) > 0 and F(x, s,p,−X) < 0,
if x ∈ Ω , s ∈ J , p = 0, and X < 0;
(vi′′′) u : Ω → J is continuous, u is a viscosity solution to F = 0 in Ω , and u(y) = ϕ(y) when y ∈ ∂Ω .
Then there is a number C < ∞ so that∣∣u(x) − u(y)∣∣ C|x − y| 12 αϕ , x ∈ Ω, y ∈ ∂Ω.
Next we state a result almost identical to [6, Theorem 5] where one uses a boundary regularity result to get interior
Hölder regularity as well. In this result we study the equation
F
(
u,Du,D2u
)= 0, (2)
that is the equation does not involve the variable x explicitly.
Theorem 5. Assume that
(i) d  1 and Ω ⊂Rd is open;
(ii) F :R×Rd × S(d) → [−∞,∞] is nondecreasing in its first and nonincreasing in its last variable;
(iii) comparison holds in the sense that if u1 is upper and u2 is lower semicontinuous in Ω0 where Ω0 ⊂ Ω is open,
u1(y) u2(y), y ∈ ∂Ω0, and u1 is a subsolution and u2 is a supersolution to Eq. (2) in Ω0, then u1(x) u2(x),
x ∈ Ω0;
(iv) u is a viscosity solution to Eq. (2) in Ω and there are numbers C < ∞, α > 0, and r0 > 0 so that |u(x)−u(y)|
C|x − y|α for all x ∈ Ω and y ∈ ∂Ω with |x − y| r0.
Then ∣∣u(x) − u(y)∣∣ C|x − y|α, x,y ∈ Ω, |x − y| r0.
We omit the proof since it is the same as the one for [6, Theorem 5] when L|h| is replaced by C|h|α and one
requires that |h| r0.
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−|Du|p−2u − (p − 2)|Du|p−4〈Du,D2uDu〉= 0, p  1, (3)
−〈Du,D2uDu〉= 0, (4)
−u + 〈Du,D
2uDu〉
1 + |Du|2 = 0, (5)
−u + 〈Du,D
2uDu〉
|Du|2 = 0. (6)
Hypothesis (iv′′) holds for Eq. (3) with 1 < p < ∞ (but not p = 1) and for (4) but not for Eqs. (5) or (6) whereas
(iv′′′) holds for all of these equations (provided d  2 in the case of Eq. (6)). Note that Eq. (6) is the same as Eq. (3)
multiplied by |Du| in the case p = 1. Moreover, note that u is the trace of D2u and that in many cases the term
〈Du,D2uDu〉 is written as trace((Du ⊗ Du)D2u). The first equation is related to the p-Laplacian, the second to
the ∞-Laplacian and the last two to the mean curvature operator for graphs and hypersurfaces, respectively. In the
results considered here it does not matter how the function F is defined when Du = 0 but, e.g., when considering
existence problems one usually requires that F is lower semicontinuous when one considers subsolutions (and upper
semicontinuous in the case of supersolutions).
Finally we give two closely related examples which show that at least in some ways the results in Corollary 4
cannot be improved, the first showing that the exponent 12αϕ is the best possible and the second that if (ii′) is replaced
by a slightly weaker assumption, not even the conclusion of Corollary 3 necessarily holds. By considering the well
known case of Laplace’s equation one can show that if d  3 and the exterior cone condition (ii) is not satisfied, then
the conclusion of Corollary 3 need not hold.
Example 6. Let d = 2, Ω = B(0,1), F(x, s,p,X) = − trace(X) + 〈p,Xp〉|p|2 , p = 0, and u(x, y) = (1 − x)α where
α ∈ (0, 12 ]. Then the assumptions of Corollary 3 hold with αϕ = 2α (when ϕ
def= u|∂Ω ) and
sup
x∈Ω,y∈∂Ω
|u(x) − u(y)|
|x − y|α = 1.
Example 7. Let ω be a twice continuously differentiable, strictly increasing, and concave function on (0,∞) with
ω(0) def= limt↓0 ω(t) = 0, d = 2, Ω = {(x, y) | |y| < ω(x),0 < x < 1}, F(x, s,p,X) = − trace(X) + 〈p,Xp〉|p|2 , p = 0,
and u(x, y) = ω(x). Then the assumptions of Corollary 4 hold with αϕ = 1 (when ϕ def= u|∂Ω ) and
sup
x∈Ω,y∈∂Ω
|u(x) − u(y)|
ω(|x − y|) = 1.
3. Proof of Theorem 1
We assume, of course, that ∂Ω is not empty, because otherwise there is nothing to prove. We define the function ω
by
ω(s) = sup{u(x) − ϕ(y) ∣∣ |x − y| s, x ∈ Ω, y ∈ ∂Ω}. (7)
At this point we know that ω(s) ω0 when s  r0.
We start by choosing some parameters. Let a, b, and c be such that
1 < a + 1 < c < b,
and define
γ = c − a sin(θ).
The number m is chosen so that
m
(
1 − a sin(θ)
)m−1
<
b
, (8)b cμ0
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m (η0 − 1)b
a sin(θ)
+ 1. (9)
The number τ0 ∈ (0,min{1, r0γ , h2a }) is chosen so that
τ
1− 12 αϕ
0 <
m
bλ0
(
1 − c
b
)m−1
, (10)
and
q1
def=
(
1 − a + 1
b
)m
−
(
1 − c
b
)m
− Cϕ(a + c)αϕ τ
1
2 αϕ
0 > 0. (11)
We take α ∈ (0, 12αϕ) so that
q1
γ α − 1 max
{
q2,
2ω0
τ0
}
, (12)
where
q2
def=
(
1 − a sin(θ)
b
)m
−
(
1 − c
b
)m
. (13)
Let τ ∈ (0, τ0] and  > 0 be arbitrary. Assume that xτ ∈ Ω and yτ ∈ ∂Ω are such that |xτ − yτ | τ and
u(xτ ) − ϕ(yτ ) ω(τ) − .
We let nτ be the unit vector associated with yτ in assumption (ii) and define
zτ = yτ + aτnτ .
As a test function we take
ψ(x) = −τα
(
1 − |x − zτ |
bτ
)m
, |x − zτ | < bτ.
By the upper semicontinuity of u − ψ there is a point x0 ∈ Ω so that |x0 − zτ | cτ and
u(x0) − ψ(x0) u(x) − ψ(x), x ∈ Ω, |x − zτ | cτ. (14)
Since we have assumed that c > a + 1 we know that |xτ − zτ | |xτ − yτ | + |yτ − zτ | (a + 1)τ < cτ and thus also
that
u(x0) − ψ(x0) u(xτ ) − ψ(xτ ) ω(τ) −  + ϕ(yτ ) + τα
(
1 − a + 1
b
)m
. (15)
In the following we shall derive an upper bound for u(x0) − ψ(x0), and then we also get an upper bound for ω(τ).
First we assume that x0 ∈ Ω and |x − zτ | < cτ . Then x0 is by (14) a local maximum point of u − ψ in Ω and it
follows from the assumption that u is a subsolution that
F
(
x0, u(x0),Dψ(x0),D
2ψ(x0)
)
 0. (16)
A straightforward calculation shows that
Dψ(x0) = λn,
where n = 1|x0−zτ | (x0 − zτ ) (so that |n| = 1) and
λ = τ
αm
bτ
(
1 − |x0 − zτ |
bτ
)m−1
 τ
α−1m
b
(
1 − c
b
)m−1
> λ0,
where we for the last inequality used the assumptions α  1αϕ , τ < 1, and (10).2
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D2ψ(x0) = λ|x0 − zτ |I −
(
λ
|x0 − zτ | +
λ(m − 1)
bτ(1 − |x0−zτ |
bτ
)
)
n ⊗ n = −λ2μ(ηn ⊗ n − I ),
where we thus have defined
μ = 1
λ|x0 − zτ | and η = 1 +
(m − 1)|x0 − zτ |
bτ(1 − |x0−zτ |
bτ
)
.
Since x0 ∈ Ω , it follows from the exterior cone property that |x0 − zτ |  aτ sin(θ) and since we also have
|x0 − zτ | cτ and τ < 1 we deduce from (8) and (9) that
μ b
cταm(1 − a sin(θ)
b
)m−1
> μ0,
η (m − 1)a sin(θ)
b
+ 1 > η0.
We get a contradiction from (iv) and (16) when we insert the expressions for Dψ(x0) and D2ψ(x0) into (16).
This contradiction implies that either x0 ∈ ∂Ω or |x0 − zτ | = cτ . If x0 ∈ ∂Ω then we have by (v), the definition
of ψ , and by the facts that |x0 − zτ | aτ sin(θ) and |x0 − yτ | (a + c)τ that
u(x0) − ψ(x0) ϕ(x0) − ϕ(yτ ) + ϕ(yτ ) + τα
(
1 − a sin(θ)
b
)m
 ϕ(yτ ) + Cϕ(a + c)αϕ ταϕ + τα
(
1 − a sin(θ)
b
)m
. (17)
In the case where |x0 − zτ | = cτ we know that there is a point y0 ∈ ∂Ω on the line through x0 and zτ such that
|x0 − y0| (c − a sin(θ))τ and |y0 − yτ | (a + c)τ . Thus we conclude that in this case
u(x0) − ψ(x0) ω
((
c − a sin(θ))τ)+ ϕ(y0) − ϕ(yτ ) + ϕ(yτ ) + τα
(
1 − c
b
)m
 ϕ(yτ ) + ω(γ τ) + Cϕ(a + c)αϕ ταϕ + τα
(
1 − c
b
)m
. (18)
It follows from inequalities (15), (17), and (18) that
ω(τ)  + Cϕ(a + c)αϕ ταϕ − τα
(
1 − a + 1
b
)m
+ max
{
τα
(
1 − a sin(θ)
b
)m
, τα
(
1 − c
b
)m
+ ω(γ τ)
}
.
Since  > 0 was arbitrary we may as well assume that  = 0. With the notation introduced in (11) and (13)
we have (since ταϕ  ταταϕ−α0  τατ
1
2 αϕ
0 because τ  τ0 < 1 and α <
1
2αϕ and since Cϕ(a + c)αϕ τ
1
2 αϕ
0 <
(1 − a+1
b
)m − (1 − c
b
)m)
ω(τ)max
{−q1τα + ω(γ τ), q2τα}, 0 < τ  τ0. (19)
Let A def= {n 0 | ω(τ0γ−n) q2(τ0γ−n)α}. Next we show that if n ∈ A but n+1 /∈ A, then we get a contradiction.
By (19) and the assumptions n ∈ A, n + 1 /∈ A, and q2  q1γ α−1 , we have
ω
(
τ0γ
−n−1) ω(τ0γ−n)− q1(τ0γ−n−1)α
 q2
(
τ0γ
−n)α − q1(τ0γ−n−1)α

(
τ0γ
−n−1)α(q2γ α − q1) q2(τ0γ−n−1)α,
so that n + 1 ∈ A.
Thus it remains to show that the set A is not empty since once this is done we get the desired conclusion (by the
facts that ω is bounded and nondecreasing on [0, r0]).
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γ α−1 and suppose that n /∈ A for n = 0,1, . . . ,M . This implies by (19) that
ω
(
τ0γ
−n) ω(τ0γ−n+1)− q1(τ0γ−n)α, n = 0,1, . . . ,M.
It follows that
ω
(
τ0γ
−M) ω(τ0γ ) − q1τα0
M∑
k=0
(
γ−α
)k
.
If we employ the inequality
∑M
k=0 qk  M+12 which holds for q  1 − 1M , then we get
ω
(
τ0γ
−M) ω(τ0γ ) − q1τα0 M+12 , (20)
provided γ−α  1 − 1
M
or equivalently
M  γ
α
γ α − 1 ,
which is the case for our choice of M . We get the desired contradiction from (20) if ω(τ0γ ) − q1τα0 M+12  0. Since
τα0  τ0 and ω(τ0γ ) ω0 this inequality is implied by the inequality
M + 1 2ω0
q1τ0
. (21)
Since γ α > 1 and (12) holds we know that 2ω0
q1τ0
<
γα
γ α−1 and thus (21) holds for our choice of M and we get a
contradiction. This completes the proof.
4. Proof of Theorem 2
Again we assume that ∂Ω is not empty and since ∂Ω is compact by (ii′) we may assume that the inequality
|ϕ(x) − ϕ(y)| Cϕ |x − y|αϕ holds for all x and y ∈ ∂Ω (without restrictions on |x − y|).
We define ω by (7) and let τ ∈ (0, τ0] and  > 0 be arbitrary where τ0 satisfies τ 1−
1
2 αϕ
0 <
(4R)1−
1
2 αϕ
ln(16) . Assume that
xτ ∈ Ω and yτ ∈ ∂Ω are such that |xτ − yτ | τ and
u(xτ ) − ϕ(yτ ) ω(τ) − .
It follows from (ii′) that there is a point zτ ∈ Rd such that Ω ⊂ B(zτ ,R) and |zτ − yτ | = R. Define wτ =
yτ + 4(zτ − yτ ) so that |wτ − yτ | = 4R.
As a test function we take
ψ(x) = −C1eaτ (|x−wτ |−4R),
where
C1 = Rαϕ 21+ 52 αϕCϕ,
and aτ ∈ (0, 1τ ) is chosen so that
αϕ
(
τ
4R
) 1
2 αϕ−1 = 16aτRe−aτ τ .
It follows from our choice of τ0 that such a solution exists.
Since u is upper semicontinuous and Ω is compact there is a point x0 ∈ Ω such that
u(x0) − ψ(x0) u(x) − ψ(x), x ∈ Ω. (22)
If x0 ∈ Ω , then it follows from the assumption that u is a subsolution to F = 0 in Ω that
F
(
x0, u(x0),Dψ(x0),D
2ψ(x0)
)
 0. (23)
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Dψ(x0) = −C1aτ eaτ (|x0−wτ |−4R) 1|x0 − wτ | (x0 − wτ ) = 0,
and that
D2ψ(x0) = −C1aτ e
aτ (|x0−wτ |−4R)
|x0 − wτ | (I − n ⊗ n) − C1a
2
τ e
aτ (|x0−wτ |−4R)n ⊗ n < 0,
where n = 1|x0−wτ | (x0 − wτ ). It follows from (iv′) that these inequalities contradict (23).
This contradiction implies that x0 ∈ ∂Ω and we get the inequality
u(x0) − ψ(x0) ϕ(yτ ) + ϕ(x0) − ϕ(yτ ) + C1eaτ (|x0−wτ |−4R)
 ϕ(yτ ) + Cϕ |x0 − yτ |αϕ + C1eaτ (|x0−wτ |−4R). (24)
Since we are looking for an upper bound for the expression on the right-hand side we may without loss of generality
assume that |x0 − 12 (wτ + yτ )| = 2R. If we now let θ be the angle between x0 − wτ and yτ − wτ , then we conclude
that θ ∈ [0, π2 ) and
|x0 − wτ | = 4R cos(θ),
|x0 − yτ | = 4R sin(θ).
From (24) we now conclude with the aid of the inequality sin(θ)√2√1 − cos(θ) that
u(x0) − ψ(x0) ϕ(yτ ) + Rαϕ 2 52 αϕCϕ
((
1 − cos(θ)) 12 αϕ + 2e−aτ 4R(1−cos(θ))). (25)
We need the following technical result:
Lemma 8. Assume that 0 < β  12 and that σ > 0 is such that σ 1−β <
β
ln(4) and let γ = inf{x > 0 | βσβ−1 = 2xe−xσ }.
Then γ ∈ (βσβ−12 , eβσ
β−1
2 ) and
max
s∈[0,1]
(
sβ + 2e−γ s)= σβ + 2e−γ σ .
Proof of Lemma 8.
Since βσβ−1 < 2
σe because β ∈ (0, 12 ] and σ ∈ (0,1) there are two solutions to the equation βσβ−1 = 2xe−xσ and
the smaller one is less than 1
σ
so that 1 > e−γ σ > e−1. These inequalities imply that γ ∈ (βσβ−12 , eβσ
β−1
2 ).
Write sβ = t and consider the function f (t) = t + 2e−γ tδ where δ = 1
β
 2. Since γ > βσ
β−1
2 and σ
1−β < βln(4) we
have γ > ln(2) and hence f (0) = 2 = 1 + 2e− ln(2) > f (1). Furthermore, a calculation shows that
f ′′(t) = 2γ δ2tδ−2e−γ tδ
(
−δ − 1
δ
+ γ tδ
){
< 0, 0 tδ < δ
(δ−1)γ ,
> 0, δ
(δ−1)γ < t
δ.
Thus we see that the derivative of the function sβ + 2e−γ s vanishes at exactly one point in the interval (0, δ
(δ−1)γ )
and the maximum of the function sβ + 2e−γ s is achieved in that point. By our choice of γ this point is σ since the
inequality γ < eβσ
β−1
2 implies that σ <
δ
(δ−1)γ . This completes the proof. 
Now we invoke Lemma 8 with β = 12αϕ and σ = τ4R and we note that aτ has been chosen to be equal to γ4R so we
conclude from (25) that
u(x0) − ψ(x0) ϕ(yτ ) + Rαϕ 2
5
2 αϕCϕ
(4R)
1
2 αϕ
τ
1
2 αϕ + C1e−aτ τ . (26)
Returning to our choices of x0 and xτ and using the fact that |xτ − wτ | − 4R = |xτ − wτ | − |yτ − wτ | 
−|xτ − yτ |−τ we see that
G. Gripenberg / J. Math. Anal. Appl. 352 (2009) 175–183 183u(x0) − ψ(x0) u(xτ ) − ψ(xτ ) ω(τ) −  + ϕ(yτ ) + C1eaτ (|xτ−wτ |−4R)
 ω(τ) −  + ϕ(yτ ) + C1e−aτ τ .
When we combine this inequality with (26) we conclude that
ω(τ)R 12 αϕ 2 32 αϕCϕτ
1
2 αϕ + ,
and since  > 0 was arbitrary, we get the desired conclusion.
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