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The representations of the algebra of bounded finite rank operators on a 
normed space are studied, and the results applied to related algebras. In 
particular, it is shown that every derivation of the algebra of all bounded 
operators is inner. 
1. INTR~DOCTI~N 
Let [E be a normed linear space. By .T(lE) we mean the algebra of 
bounded linear operators on IE. We denote by 9(lE) the subalgebra of 
bounded finite rank operators; by X(lE) the norm closure of F(E); 
and by V(lE) the compact operators. (%?(iE) and Z(E) coincide for a 
wide class of spaces IE [5]; whether they do for all IE is as yet unknown.) 
In this paper we study the representations of the algebras X([E) and 
F(lE), and apply the results to determine all the automorphisms and 
derivations of the algebras 9(E), g(lE), and the others previously 
mentioned. 
By a representation of an algebra GZ we mean a homomorphism 
~:GZmY(F) h w ere F is a normed space. Since Z(F) is embedded 
in 9(F), where F is the completion, it will often do no harm to require 
that F be a Banach space. However, we will not assume that 7~ is 
continuous without explicit mention. We call YT essential provided 
the linear span of the ranges of the operators T(A), A E Q!, is dense 
in IF. 
Our main result on the structure of representations says roughly 
the following. Every continuous essential representation of .X([E) is 
equivalent to the natural representation on iE @ Ml, where the tensor 
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product is completed with respect to a suitable cross norm. In other 
words there is just one irreducible representation, and the general 
representation is a “factor” representation in the most literal sense. 
The qualitative, algebraic side of this result has a long history going 
back to Burnside; some recent related work is contained in Berkson 
and Porta [l], though our viewpoint is different. 
In Section 3 we apply our methods to the study of automorphisms, 
isomorphisms, and derivations. Among other things we prove that 
every derivation of Z(lE) is inner. This answers a question mentioned 
by Sakai [8, p. 1711. 
In Section 4 we return to the problem of characterizing the tensor 
product norms on E @ GUI which are associated with continuous 
representations 7~ of Z(lE). This turns out to be related to the deter- 
mination of the cornmutant of n. The general situation seems to be 
quite complicated, even for Hilbert spaces. 
We should note that many of our results are valid for a wide variety 
of topological vector spaces. In particular, Section 3 depends only on 
the validity of an appropriate version of the closed graph theorem. 
We prefer to stick with normed spaces for simplicity’s sake. 
Most of the results of this paper were obtained in 1968-69 while 
the author held an N.S.F. postdoctoral fellowship. A preliminary 
announcement was made in [2]. 
2. REPRESENTATIONS 
We will begin by studying the structure of an arbitrary represen- 
tation rr of g(E) by b ounded linear transformations of a normed space 
lF. (The topology of [F is largely irrelevant for much of what we shall 
say.) Fix a unit vector e E lE. Let P be any projection in %(lE) whose 
range is spanned by e. Then n(P) is a projection whose range M is 
easily seen to depend on e but not on the particular projection P. 
Define a bilinear map p,, : [E x m/n + [F by 
P&, 5) = 4%, (2.1) 
where A E p(lE) is any operator such that Ae = x. To see that this 
is well defined, suppose Ae = 0. Then AP = 0, and, hence, 
77(A)< = 7(A) Tr(P)( = a(AP)S = 0. 
This bilinear map extends to a linear map /3 : lE @ M -+ [F, i.e., 
P(x 0 5) = &I(% 0 
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2.1. LEMMA. The map /3 intertwines the natural representation p 
of %(iE) on IE @ M with the representation n. Furthermore, #I is injective, 
and its range is the linear span of the ranges of all r(A), A E S(lE). 
Proof. The natural representation is, of course, p(A) = A @I 
where I is the identity on Ml. Suppose x = Be. Then 
B(p(& 0 6) = S(ABe 0 ‘5) = 4&S 
= =(A) +w = r(A) B(x 0 g. 
This proves our first assertion. 
Next, suppose p(t) = 0. We can write 
with the xi’s linearly independent in E. Then there is an operator A, 
in F(lE) such that Ai = e and A,(q) = 0 for j # i. We have 
0 = 4%) 13(t) 
= 7MQ) = n(e 0 &) 
= 77(p) & = Ei since tie Ml. 
Thus, all & = 0 and t = 0. 
It is obvious that the range of #I is contained in the span of the 
ranges of r(A). Conversely, suppose that 
for some 5 E 5 and A E 9(E). We may suppose A is a rank one 
operator. Then there are vectors v E E and ‘p E E* such that 
Ax = p)(x)v. Let B E 9(E) b e such that Be = v, and define C by 
Cx = v(x)e. Then 
whence 
A = BC = BPC, 
rl = 4B) +‘I 4C)C = +)E, 
for E in the range of r(P), namely Ml. But then 
rl = &Be 0 0, 
i.e. 7 is in the range of ,l3. 1 
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2.2. COROLLARY. Let T : F(E) -+ 2?(lF) be a representation such 
that IF is spanned algebraically by the ranges of the operators T(A). 
Then rr is equivalent to a direct sum of r copies of the identity represen- 
tation of S(E). H ere r is the rank of n(P) for P any rank one projection 
in F(lE). 
Proof. The stated equivalence is implemented by /3. 1 
Thus far we have not imposed continuity conditions on 71. 
Discontinuous representations certainly exist. For example, on a 
finite measure space let V be the L2 functions. Let E = V with the L1 
norm and let IF = V with the L2 norm. Then $(lE) embeds in g(lF), 
but not continuously. Note that in this example the IF norm dominates 
the E norm. We now state a general result of this type, which will 
prove useful later. 
2.3. PROPOSITION. Let E, F be normed spaces, and let T : F(E) --t 
Z’(F) be a representation which is equivalent to the sum of a Jinite 
number r of copies of the identity representation. Then the map 
/3 : [E @ M ---f IF has a continuous inverse. 
Proof. The space M is r dimensional, so we may identify E Q M 
with E, = IE @ --- @ lE, the sum of r copies of lE. We can use /3 to 
identify lF algebraically with E, , and then our assertion is that the IF 
norm dominates the direct sum norm. 
Let X, = (x,l, XV2 ,..., x,~) be a net which tends to 0 in the weak [F 
topology. We shall show that X, -+ 0 in the weak IE, topology. To see 
this pick any y E [E* and consider A E .9( lE) defined by Ay = q( y)e. 
Here e is a fixed unit vector. Then by assumption the operator 
A, = A@A@...@A 
is bounded with respect to the [F norm. Moreover, A,. is a finite rank 
operator, and, therefore, A7(xY) + 0. Since the range of A,. is finite 
dimensional the latter convergence is with respect to any norm, in 
particular the IE, norm. Hence, each component of A,(x,) + 0, and 
this means that, for all j, ~(xyj) + 0. Thus, x, --f 0 in the weak E, 
topology. 
It follows immediately that E, * C [F*, and the closed graph theorem 
shows that the lE,* norm dominates the IF * norm. Taking polars we see 
that the IF norm dominates the IE, norm. 1 
We turn next to the study of continuous representations 
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7~ : g(lE) -+ P’(5). Assuming that IF is a Banach space, such represen- 
tations extend uniquely to Y(iE), the norm closure of 9([E). Let & 
be defined as in (1). The bilinear map /IO is bounded by I] r 11. Indeed, 
we choose v E iE* with cp(e) = 11 v /I = 1. If we define A E g(E) by 
Ay = v(y)x, we have Ae = x and I/ A 1) = /I x II. It follows that 
II P&9 6% = II 44S II G II 7r II II A II II E II = II 97 II II x II II 6 Il. (2.2) 
Accordingly & extends to a bounded linear map /3 : E a,, M -+ IF 
with II B II = II A II. H ere E 0, Ml is the completion of E @ M with 
respect to Schatten’s greatest moss norm y [9]. Recall the definition: 
r(t) = inf lx II xi II * II &II : t = C xi 0 &I. (2.31 
As in Lemma 2.1, /? intertwines the natural representation of X(E) 
on IE 0, Ml with z-. We don’t claim that /3 is injective on the completed 
tensor product space, however; in fact this is a difficult question 
related to the approximation problem [5] for compact operators. In 
any case Lemma 2.1 ensures that p is injective on the algebraic tensor 
product lE @ Ml. 
A norm /I * II on lE @ M is called admissible [4] provided that it is 
dominated by the greatest cross norm y and dominates the least cross 
norm h. We recall the definition of h: Associated with t = zrC1 xi @ & 
there is a linear map T, : E* -+ Ml defined by 
(2.4) 
By definition, 
h(t) = II Tt II = SUP 111 f dxi) ti j/ : II v II < 11. (2.5) 
i=l 
2.4. LEMMA. Let 7 : X(iE) ---f 2(F) be a continuous representation. 
DeJine an associated norm (1 - /In on IE @ Ml by 1) t Illi = /I/3(t)]/. This 
norm is admissible. In fact 
II rr II--l h < II * Iln < II 37 IIY * (2.6) 
Proof. The inequality )I t )IV < (I rr Ij y(t) follows because 11 p 11 < 
11 r (I, For the other half of (6), fix t = CT xi @ & E E @ Ml. As usual e 
is the fixed unit vector in IE used in the construction of ,8. For each 
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y E E* define A, by A,(y) = v(y)e. Note that /I A, II = II v /I so that 
II +%)ll G II r II . II v II. SUPP ose IIFII < 1. Then we have 
Taking the supremum over all v with norm <l, we get 
II = II * II t l/?i 2 w. I 
We now summarize some of our results. 
2.5. THEOREM. Let rr : Z(E) -+ Y(F) be an essential continuous 
representation, with IF complete. Then there is a closed subspace NJ of IF, 
an admissible norm /I * Iln on E @ ~JQ, and an isometric isomorphism 
(Here E 0, M denotes the completion of the algebraic tensor product with 
respect to the previous norm.) Moreover, p intertwines the natural 
representation p(A) = A @I with 7~. 
Proof. The map fl is, of course, just the extension of /3 from 
E @ M to the completed tensor product. Our assertions then follow 
immediately from Lemmas 2.1 and 2.4. 1 
We also have the following result. 
2.6. COROLLARY. Let E and [F be normed spaces. Suppose that there 
is a nonxero continuous representation rr : fl(lE) -+ .2’(F). Then E is 
topologically isomorphic to a subspace of F. If rr is norm decreasing then it 
is actually norm preserving, and E is isometric to a subspace of F. 
Proof. Because x # 0 the space M of Lemma 2.1 is nonzero. Fix 
a unit vector t E M and define T : E 4 IF by 
TX = /3(x @ 6). (2.7) 
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Since h(~ @ 6) = ~(2 @ f) = 11 x 11, it follows from Lemma 2.4 that 
II r lkl II x II < II TX II < II n II . II x II. (2.8) 
Hence, T is a topological isomorphism of E onto its range, which we 
will denote by E’. It follows from (2.8) that T is an isometry if 7~ is 
contractive, since then 11 r /) = 1. 
Finally, by Lemma 2.1 and the definition (7) of T in terms of /3, 
we see that TA = n(A)T for A E F(lE). Assuming that n is contractive 
it follows that II A II = I/ TA II < /I r(A)Il. Hence, /I r(A)/1 = I/ A 11, 
i.e. i7 is isometric. 1 
It follows immediately that if lE is a Banach space not isomorphic to 
Hilbert space, then the Banach algebra X(lE) has no nontrivial 
continuous representations on Hilbert space and, therefore, no 
continuous homomorphisms into any C* algebra. 
In view of Theorem 2.5, it is natural to ask whether every admissible 
norm on E @ M arises from a representation 7~ of 9(lE). We shall 
show in Section 4 that this is not the case, even if IE and Ml are Hilbert 
spaces. A reasonable characterization of those tensor norms which 
arise from representations remains elusive. 
Also, the tensor structure for an essential representation rr suggests 
that there should be an extension of n to the whole of Y(lE). (Such an 
extension is unique if it exists.) We do not know whether extensions 
always exist. It is not difficult to see that they do if lE possesses the 
bounded approximation property: there exists a net Ja of uniformly 
bounded finite rank operators which converges pointwise to the 
identity. It would be interesting to know if the converse is true. 
3. AUTOMORPHISMS AND DERIVATIONS 
We shall call a subalgebra GY of Z(E) standard provided GZ contains 
9(iE). Thus, Y(E), V(E), and Z([E) are all standard. It is not hard to 
see that if E* is a reflexive Banach space and GZ is a strictly transitive 
norm-closed subalgebra of Z(IE) which contains at least one rank-one 
operator, then Q? is standard. We want to study derivations of 
standard algebras and isomorphisms between them, and we begin 
with the case of 5(E) itself. 
3.1. THEOREM. Let IE and F be normed spaces, and let rr : F(E) -+ 
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p(F) be an algebra isomorphism. Then VT is spatial, i.e., there is a linear 
topological isomorphism T : E + F such that for all A E F(E) 
n(A) = TAT-I. (3.1) 
In particular rr is continuous. 
Proof. By Corollary 2.2 n is algebraically equivalent to the 
identity representation of F(E), i.e. there is a linear bijection T such 
that (3.1) holds. Proposition 2.3 implies that T-l is continuous. The 
same argument applied to r-l rather than 7r shows that T is continuous. 
I 
We can easily deduce the analogous result for arbitrary standard 
algebras. 
3.2. COROLLARY. Let iE and F be normed spaces, and let UZ and 9 be 
standard operator algebras on E and F, respectively. Then every iso- 
morphism rr : 6Z -+ a is spatial in the sense explained above. In particular, 
7r is continuous. 
Proof. Note that F(IE) is the unique minimal two-sided ideal in 
LY, as is F(F) in 9. Hence, z= maps S(lE) onto 5((F). Therefore, there 
is a topological isomorphism T : IE -+ F such that (3.1) holds at least 
for A E F([E). 
Now let B E GZ be arbitrary. Then for every A E F(E) we have 
BA E F(lE), and so 
T(BA) T-l = @?A) = n-(B) TAT-l. 
Accordingly TBT-l - n(B) annihilates S(F), and, therefore, 
z-(B) = TBT-I. i 
In case OL = LZ([E) and 99 = S(!F), the foregoing reduces to a 
theorem of Mackey [7], which Eidelheit [3] had previously proved 
for complete spaces. Note that Corollary 3.2 implies that every 
automorphism of S([E) is inner. 
Now we turn to the proof of similar results for derivations. 
3.3. THEOREM. Let IE be a normed space and let D : S(lE) -+ 9(E) 
be a derivation, i.e. a linear map such that 
D(AB) = AD(B) + D(A)& (3.2) 
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for all A, B in S(E). Then there is an operator X in 9(E) such that 
D(A) = XA - AX. (3.3) 
In particular, D is continuous. 
Remark. It follows that D maps F(lE) into itself. (This is normally 
part of the definition of a derivation of an algebra.) 
Proof. It is easy to check that, because D is a derivation, the 
operator matrix 
n(A) = [; Dy)] (3.4) 
defines a representation of F(lE) on IE @ LE. (This amusing fact has 
probably been discovered independently many times.) So we are in 
a position to apply the machinery of Section 2. 
It follows from Corollary 2.2 that 7~ is algebraically equivalent to 
the direct sum of two copies of the identity representation. Hence, 
there is a transformation L : IE @ E --f E @ E such that 
r(A) = L(A @ A)L-I. (3.5) 
Moreover, as in Theorem 3.1, L-l must be continuous by virtue of 
Proposition 2.3. 
In operator-matrix notation, we have 
L-l = w x [ I Y Z’ (3.6) 
where the four components belong to JZ’(lE). Writing out the relation 
L-b-(A) = (A @ A) L-l and using (3.4) and (3.6) we have 
[ 
WA WD(A) + XA 
YA YD(A) + ZA (3.7) 
Hence, Wand Y are scalars, not both of which can be zero. Suppose 
W = AI, h # 0. Then we have 
XD(A) + XA = AX, (3.8) 
from which (3.3) follows after division by A. 1 
3.4. COROLLARY. Let G!? be a standard operator algebra on IE. Then 
every derivation D : a -+ 9((E) is of theform (3.3) for some X E 9(E). 
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So D is automatically continuous. In particular every derivation of 
-w> is inner. 
Proof. By Theorem 3.3 there exists X E Z(lE) such that (3.3) 
holds for all A E %(lE). The rest of the argument is like that of 
Corollary 3.2. 1 
Remark. Some time after I found the preceeding proof of Theorem 
3.3, I noticed that the result could also be proved by an adaptation 
of an argument of Kaplansky [6, Theorem 91. For the reader’s 
convenience the details follow; the algebra comes from Kaplansky’s 
paper. 
Fix a rank one projection PE F(lE). Because P2 = P we have 
D(P) = PD(P) + D(P)P. It follows that PD(P)P = 0. Now let 
Then 
Y = PI)(P) - D(P)P. 
PY - YP = PD(P) + D(P)P = D(P). 
So if we define 
D'(A) = D(A) - (AY - YA), 
we have D’(P) = 0. So we may assume D(P) = 0 to begin with. 
We then have 
D(AP) = AD(P) + D(A)P = D(A)P. 
This shows that AP -+ D(A)P is a well defined linear transformation 
on the left ideal F(lE)P, which can be identified with the space IE. 
Hence, there is a linear map X : lE --+ [E such that 
XAP = D(A)P, 
for all A E $(lE). Then for any B E F(E), 
XABP = D(AB)P = D(A) BP + AD(B)P 
= D(A) BP + AXBP. 
It follows that D(A) = XA - AX. 
To see that X is bounded we note that by choosing A suitably, it 
follows that v 0 X is bounded for all y in lE*. The boundedness of X 
is an immediate consequence, as in the argument of Proposition 2.3. 
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4. THE COMMUTANT 
Let E be a normed space, 5 a Banach space, and 7~ : %(lE) + Z(5) 
a continuous essential representation. From Section 2 we know that 
there is a Banach space M and an admissible norm 11 */Ia such that [F 
is isometric to E @, M with +A) corresponding to A @I. This 
suggests that the cornmutant of the representation n must correspond 
to a set of operators of the form I @ B for B E Y(M). We shall show 
that this is indeed the case, but that in general not every B E Z?(M) 
gives rise to a bounded operator on iE a,, Ml. Our considerations 
will also lead to an example of an admissible norm on a tensor product 
of two Hilbert spaces which does not arise from a representation 
of the algebra of compact operators. We alluded to this in Section 2. 
4.1. PROPOSITION. Let r be a continuous essential representation of 
X(E). As indicated above, we may take z-(A) = A @I on the tensor 
product IE @ Ml. Let W C $P(!E Q,, Ml) be the commutant of TT. Then each 
T E 9 is of the form I Q B for some B E Z(M). Conversely, ;f B E 3’(M) 
is of Jinite rank then I @ B E 9. 
Proof. If e is a fixed unit vector in E and P is the projection onto 
the span of e, the fact that T commutes with n(P) implies that there 
is an operator B E 9(M) such that T(e @ 5) = e @ Bt for 5 E M. 
A general finite tensor is of the form 
and so 
T(t) = f T(n(Ai)e 0 ti) 
i=l 
= C r(A,)e @ B& = (I @ B)t. 
Thus, T = I @ B on a dense subspace and, therefore, on the whole 
space. 
Conversely, suppose B E Y(M) has finite rank. We must show that 
I Q B induces a bounded operator on E Qn Ml. This is a simple 
consequence of the admissibility of /I - )I= . It is enough to deal with B 
of rank one, so suppose that 
WI) = ICI(dE, 
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for some [EM, #EM *. Note /j B I/ = 11 #I/ 11 f 11. Consider 
We have 
Thus I @ B is bounded with respect to jl * I/,, . 1 
We shall now give an example showing that 99 need not be all of M, 
and indeed need not even contain X(M). 
Let W be an infinite dimensional real Hilbert space. Embed W @ W 
in P(W) by defining 
(f 0 g>(x) = (f, 4 g. (4.1) 
This identifies W @ W with the finite rank operators fl(W). Under 
this identification the least cross-norm X corresponds to the operator 
bound and the greatest cross-norm y to the trace norm 
7(A) = trace(A*A)1/2. (4.2) 
For this see, e.g., Schatten [lo]. 
Let K be a closed infinite dimensional subspace of W whose 
codimension is also infinite. Define 
4 = {A E 9(W): range(A) C K}. (4.3) 
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Observe that 9 is a closed right ideal in 2?(W). Now define a norm 01 
on 9(W) by 
Then we have 
a(A) = 11 A 11 + &(A - X). (4.4) 
h(A) = II A II < 44) < II A II + 44 < 244) = &44), 
so that 01 is an admissible norm. 
If T E Y(W), we define 
(4.5) 
n(T)A = AT*, (4.6) 
for A ES(W). (U n d er our identification of .9(W) with W 8 W, n(T) 
corresponds to T @ 1.) We shall show that r(T) is bounded with 
respect to the norm 01. 
To see this, fix A E 9(W). Then given E > 0, choose X E 4 so that 
II A II + @ - X) d (1 + 4 a(A). 
Since 3 is a right ideal, XT* E 9. Hence, 
+(T)A) = a(AT*) < II AT* II + @T* - XT*) 
< It T II II A II + II T II @ - X> 
< (1 + 4 II Tll44 
Since 4 > 0 was arbitrary, 
+(T)A) < II T II 44 (4.7) 
This shows that 7~ is a contractive representation of 2?(W). 
On the other hand, we can find P and U E F(W) such that a(P) = 1, 
11 U I( = 1, but a( UP) is as large as desired. Indeed, let n be a given 
integer. Let P be the orthogonal projection onto some n-dimensional 
subspace of K. Then P E 9 so 
a(P) = IlPjl = 1. (4.8) 
Choose an n-dimensional subspace PJ of HJ-, and let U be a partial 
isometry from. the range of P to N. Then 
II UII = 1. (4.9) 
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Let Q be the orthogonal projection on N. Then for any X E 9 
Hence, 
T( UP - X) >, T(Q( UP - X)) = T( UP) 
= T(U) = n. 
.(UP) = // UPj/ + T(W) = ?z + 1. (4.10) 
Now let M, be a sequence of mutually orthogonal subspaces of K, 
with dim M, = 4” - 1. Let N, be a corresponding sequence of 
subspaces of K 1. Let U, be a partial isometry from MI, to lV, , and let 
v= f 2-“U,. 
12=1 
(4.11) 
The series is norm-convergent, so V is compact. Moreover, if P, is 
the orthogonal projection on M, we have as previously 
but 
@?z) = 1, (4.11) 
cd(VP,) = (l/2”) a(U,P,) = (l/2”) .4” = 2”. (4.13) 
Hence, left multiplication by V is not bounded with respect to the 
norm 01. Under our identifications this means that I @ V is not 
bounded on W @ W with respect to the 01 norm. In other words I’, 
as advertised, is a compact operator which does not induce a member 
of the commutant of rr. 
Finally, we give an example of an admissible norm on W @I W 
which is not associated with a continuous representation of 
q-n) = %yW)- on either the left or the right factor. As above, 
identify 9(W) with W @ It!. Then define 
&(A) = a(A) + a(A*). (4.14) 
Here cy. is defined by (4.4). Th en 6 is admissible because 01 is; while 
with V and P, as previously we have 
and 
G.(P,) = 2c@,) = 2 
IqVP,) = a(VP,) + ap,v*> > 2”. 
Hence, left multiplication by V, which corresponds to 1 @ V on 
W @ W, does not induce a bounded operator in G-norm. Similarly 
V @I, which corresponds to left multiplication by V*, does not 
induce a bounded operator. 
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