Two manifestations of decoherence, called instantaneous and dynamical, are investigated. The former reflects the suppression of the interference between the components of the current state while the latter reflects that within the initial state.
dynamical decoherence. The instantaneous decoherence is built on the customary way to identify decoherence and relies on the suppresion of the interference terms within the actual state. The dynamical decoherence confirms the intuitive view about the builing up of the suppression during the time evolution and has not been mentioned before. The particular definition of the instantaneous decoherence was chosen to make the comparison with the dynamical decoherence natural and easy.
The instantaneous decoherence refers to the current state of the observed system by the help of some indicator of the mixed state components, such as the entropy or the purity.
In the procedure, followed below, one starts with the specification of two orthogonal pure states, |ψ ± , ψ + |ψ − = 0, and monitors the suppression of the interference terms occurring in the probability of finding the system in the subspace of the pure state, |ψ = σ=±1 |ψ σ , 
ρ(t) being the current reduced density matrix of the open system considered and the trace is to be taken with respect to the degrees of freedom of that system. This particular definition is employed to be as close as possible to the dynamical decoherence, defined by the suppression of the interference terms of the initial state in the expectation value of an observable A, 
Here (|ψ σ ψ σ |) t denotes the component |ψ σ ψ σ | of the initial density matrix developed until the current time. Both the pure states and the density matrix follow linear time evolution with the important difference that no interference terms appear in observable averages for the latter. The most obvious choice for A is A = σ |ψ σ ψ σ |.
To illuminate the conceptual difference between the two type of decoherence introduced above, let us consider Schrödinger's cat as an example. Here |ψ ± corresponds to the cat being alive or dead and the probability of finding the cat in the living or dead state, p ± , can be expressed in terms of the initial state, given by the help of |ψ ± . Dynamical decoherence means the suppression of the interference terms between the two distinct states at the instant of time when the experiment was prepared in the final probability p ± . Thus, dynamical decoherence displays the loss of informations, encoded in these interference terms during the period of time between preparation and observation. On the other hand, instantaneous decoherence reflects the presence of mixed components in the density matrix at the instant of time of the observation.
The method of investigation to be applied consists of the Closed Time Path (CTP) formalism [9] [10] [11] [12] [13] , and the path integral representation for the propagator of the reduced density matrix of an open system. This is a CQCO scheme, i.e. it handles classical, quantum, closed and open systems on equal footing [14] . The temporal development of the density matrix of a closed system is a unitary transformation, U ρ i U † , ρ i being the initial density terms of a Langevin equation [17, 18] . It should be noticed, however, that such a noise is not a fingerprint of an environment. Rather, it occurs also in closed quantum systems.
Quantum Langevin equations for open systems have been established previously by solving the environment equation of motions in the Heisenberg representation [19, 20] . This procedure is equivalent to applying the CTP formalism, apart from the fact that the latter can handle interactive environment in a much simpler manner.
Simple toy models [21] have already been used to find the impact of a harmonic environment on the observed system [22] [23] [24] . The so called stationary decoherence was introduced in [3] within the framework of kinetic theory, supplemented later by including dephasing and dissipation [25, 26] . More systematic investigations used the Born approximation [27] [28] [29] , taking into account higher orders [30] , and utilized the usual many-body methods [31] . The prototype of the models used in his work consists of a test particle (the system) interacting with an ideal gas (the environment). The degrees of freedom of the latter are eliminated and the effective Lagrangian is calculated within the leading order of the perturbation expansion with respect to the test particle-gas interaction, and the Landau-Ginzburg double expansion [32] . The resulting effective Lagrangian is equivalent with the traditional models [23] .
The path integral formalism offers an alternative way to imagine and to deal with quantum systems. The decoherence has been identified and mainly studied in the operator formalism but it is natural to explore the possibilities of using the path integral formalism for its detailed description [33] . An important advantage of the path integral formalism, its flexible handling of a non-local effective dynamics, was exploited in the calculation of the non-local, time-dependent form of the master equation for harmonic [34] and anharmonic environment [35] . Another approach, the consistent history formalism of quantum mechanics [5] [6] [7] [8] leads to the decoherence functional [36] , a modified form of the influence functional [17] of the CTP formalism. The path integral representation is particularly advantageous to find the effects of the coarse graining of the particle trajectory [37, 38] and to describe continuous monitoring of a quantum system by measurements [39] . One can gain a simple insight into the propagation and the decoherence of a relativistic particle [40] by the help of integrating over the particle trajectory in space-time. The interplay of decoherence and dissipation in front of a dielectric plate, an interesting polarization effect, was addressed in ref.
[41]. The master equation, the traditional description of decoherence, was derived within the harmonic oscillator model in the presence of initial system-environment correlations [42] and for an electron in QED [43] . The decoherence of a particle, subject of a harmonic force and coupled linearly to a harmonic environment, can be followed by solving the local, stationary master equation [44] [45] [46] . The saddle point expansion of the path integral expression for the Liouville-space propagator of the density matrix, introduced in this work, agrees with these results, is a systematical approximation scheme for the decoherence of realistic, anharmonic The presentation starts with the separation of the instantaneous and the dynamical decoherence in section II, followed by the brief outlines of the semiclassical approximation of the decoherence in section III. The decoherence of the harmonic toy models is discussed in section IV and section V contains some remarks about the anharmonic oscillator. A summary is given in section VI and a brief justification of the phenomenological Lagrangian, used in the calculation, is given in an appendix. 
establishes the independence under the common rescaling λ + = λ − . The dependence on different rescaling can be eliminated by replacing the arithmetic mean of the diagonal contributions by their geometrical mean,
This ratio satisfies the inequality, 0 ≤ D inst ≤ 1, the pure states saturating the upper bound.
To find a measure of the dynamical decoherence we assume that the system joined with its environment forms a closed full system with Hamiltonian H tot in a factorisable initial state ρ tot (t i ) = ρ(t i ) ⊗ ρ ei , and write the reduced density matrix at time t as a linear expression of the initial value,
wherex = (x + , x − ) stands for a pair of system coordinates,
denotes the Green-function in the Liouville space, U (t) = exp −itH tot / , and Tr e , the trace over the environment. The interference terms of the initial state, given by the component ∆ρ(t i ) of ρ(t i ), develops into
The characterization of the weight of this component within the actual state, is a nontrivial task owing to the unitarity of the full dynamics which suppresses its contribution to the total probability. In fact, this contribution,
, is independent of t and is vanishing for t = t i . In other words, the interference contributions of the initial state are completely dispersed within the full system as far as the total probability is concerned and can only be recovered by measuring an appropriately chosen observable.
It is natural to choose an initial pure state, ρ(t i ) = |ψ ψ|, |ψ = |ψ + + |ψ − and inquire about the probability for finding the state within the subspace span by the components
, up to the normalization. This quantity is the sum of the diagonal and the off-diagonal components of the initial state whose ratio,
is a measure of the suppression of the interference terms of the initial state during the time evolution from t i to t. The replacement of the arithmetic means by geometrical one produces the dynamical suppression factor,
It detects the correlation between the operators U and U † in the expectation values, the presence of mixed components of the state of the system at time t. For closed system
III. SEMICLASSICAL DECOHERENCE
The transition amplitude of a closed system,
is found by integrating a phase factor over the trajectories with end points x(t i ) = x i ,
One can similarly write the Liouville-space propagator of the density matrix, 
for the propagator (6), including the effective action,
defined by the help of the influence functional [17] ,
where the integration is taken over closed paths, y Note that the full time reversal transformation,
, exchanges the direction of the time together with the initial and the final conditions hence is always a trivial, formal symmetry. Another important feature of the effective action expresses the unitarity of the full dynamics, Trρ = 1. This condition becomes highly non-trivial by introducing a physical external source, coupled to an observable,
, and considering T r[ρ] as the generator functional for the Green functions for A. In particular, when the system moves along diagonal CTP trajectories,
, then it represents a given, possible classical environment for its environment and the unitarity of its dynamics, Trρ e = 1 where ρ e is the environment density matrix,
The Liouville space propagator, (12) , is approximated below in an illuminating manner by a combination of phenomenological considerations and the expansion in powers of the Planck constant. The former is used to define a simple, physically motivated influence functional and the latter consists of the semiclassical approximation when truncated at O ( ).
A. Phenomenological effective Lagrangian
The usual way to find a local effective action is the Ginzburg-Landau local expansion with the assumption of the smallness of the amplitude and the frequency of the modification of the quantum trajectories by the environment. To construct the leading order, harmonic Lagrangian, we possess 10 possible terms, the bilinears made by x,ẋ, x d , andẋ d , whose coefficients are real or pure imaginary numbers owing to the full time reversal invariance.
The vanishing of the action for x d (t) = 0 eliminates the combinations x 2 ,ẋx andẋẋ, allowing Therefore we start with the effective Lagrangian,
cf. Appendix A for more justification. The Lagrangian assumes the form
The imaginary part of the Lagrangian merits a special attention in discussing decoherence. The effective action of an open system can be defined in classical mechanics, as well [14] . Since one is interested in CTP diagonal trajectories in classical physics, because the system dynamics is completely ignored. In the simplest rigid scheme the pair of trajectories is taken taken to be stationary, x ± (t) = x ± 0 , leading to stationary decoherence [3] . Note that strong decoherence, displayed by systems with weak internal interactions, compared with the system-environment interactions, can be approximated by the rigid decoherence only if the dominance of the path integral (12) by the considered trajectory pair is established and the stationary trajectories may loose their importance even in weakly interactive systems. The path integral, (12) , approximated by the integrand at the trajectory
where t = t f − t i . The resulting stationary decoherence time scale, τ sd (
depends on x d . One can always find a characteristic stationary decoherence length scale, sd , by dimensional reasoning, in particular the harmonic decoherence potential,
is not physical since x d being non-observable, x dn = 0. Indeed, consider the trace of the density matrix in the presence of a linear source, j(t), coupled to the coordinate x(t),
where T and T * denotes the time and the anti-time ordering. In the path integral formula the source is coupled to
and the moments, 
In the case of harmonic system this equation is exact and the normalization, N , depends on the time only. The saddle point trajectory satisfies the equations, There are non-trivial stationary solutions, 
IV. HARMONIC SYSTEMS
In the case of a harmonic system, The effective action, evaluated for the saddle point trajectories, is quadratic in the initial and final points and can be written in the generic form 
2
,
and
The real part of the effective action, given by the parameters (24), is classical and of O ( 0 ), tree-level, and the imaginary part, containing (25) , is the effect of quantum fluctuations since d 0 and d 2 contain the impact of the quantum fluctuations in the environment. The divergences at (half) integer periods are the remnant of the (anti)
focusing of the undamped oscillator.
The dynamical suppression factor, (9), corresponding to localized states, ψ ± (s) = δ(x − x ± ),
defines the dynamical decoherence length dd = 2 /D i which is infinite for closed dynamics, any non-triviality being due to the openness of the system. The instantaneous decoherence factor is defined by the reduced density matrix,
The perfectly localized state of the continuous spectrum is non-physical since it can not develop diffraction. This shortcoming will be avoided below by considering a wave packet with finite width,
with q ≤ 2r for the initial state. The parameters q, r and s of the actual state can be expressed in terms of the initial values and the parameters (24)- (25) . The instantaneous suppression factor, (4), is easy to find,
with the asymptotic instantaneous decoherence length, given by 1/ A simple calculation yields The instantaneous decoherence is extracted from the parameters q 2 and r 2 of a wave The parameters approach their asymptotic, relaxed values, q
2 )/2 νd + which yield the asymptotic instantaneous decoherence length, let us place an anharmonic system into an initial state which is localized around a stable equilibrium position in such a manner that the harmonic approximation is justified for a short time span. The saddle point of the quantum fluctuation, x d (t), being unstable, drives the system away from the initial region of harmonicity. Such a runaway motion can be stabilized by anharmonicity. It is well known that the saddle point, being the result of an equilibrium between harmonic and anharmonic forces, mω 2 x = gx n with n > 1, is singular in the limit where the coupling strength, g, approaches zero. Hence the relaxed state is non perturbative, the limit of vanishing anharmonicity is not continuous. Another manifestation of this phenomenon is that the saddle point trajectory wanders around the unstable fixed points, (22) , in a rather complicated manner, controlled by the boundary conditions.
One can gain more insight into the build up of instability by the anharmonicity by recalling the conjecture that the perturbation expansion is singular in quantum systems. This feature of the perturbation expansion has been put forward first in QED [53] . The heuristic argument for anharmonic oscillator, U (x) = m 0 ω Yet another qualitatively new aspect of the anharmonic forces can be found in the numerical quadrature to solve the equations of motion. The simplest possibility is the integration of the equations of motion with a given initial,x(t i ) =x i ,ẋ(t i ) =v i or final conditions, x(t f ) =x f ,ẋ(t f ) =v f , and to adjust the initial or final velocities to satisfy all boundary conditions. Either x or x d is unstable in these cases which makes the adjustment difficult.
Another possibility is to seek each trajectory along its stable time direction but this implies integrating x and x d in opposite directions in time which leads to new difficulties. The bot- tom line is that the set of differential equation (21) 
which is plotted in Fig. 4 . 
where the last term describes the the thermal bath effects on the environment attached to.
The models can conveniently be parameterized by the help of the spectral density, 
The integration over the spectral variable can easily be carried out with the result
where
