An open question in numerical analysis of multidimensional scalar conservation laws discretized on non-structured grids is the optimal rate of convergence. The main difficulty relies on a priori BV bounds which cannot be derived by opposition to the case of structured (cartesian) grids. In this paper we consider a related question for a corresponding continuous model, namely the vanishing viscosity method for a multidimensional scalar conservation law with a general diffusion matrix which is only bounded. Then, BV estimates are not available here and we prove the h 1/2 convergence rate. Our strategy of proof differs from the classical method of Kuznetzov. It consists in using in an accurate way the entropy dissipation due to the parabolic terms. The dissipation of the conservation law is not strong enough and we thus consider an auxiliary parabolic problem to compensate that. Using the kinetic formulation and the related uniqueness method also helps to avoid unessential technicalities.
Introduction
We consider the entropy solution u ∈ C(R + A classical open question in the numerical analysis of this equation discretized on non-structured grids is the optimal rate of convergence. Indeed, in such situations BV bounds on the numerical approximation are not available and thus Kuznetsov's [13] classical approach does not apply and only a reduced convergence rate in h 1/4 can be established ( [5] , [19] see also [7] , [11] , [10] , [15] ). This multidimensional situation is in opposition to the one dimensional case where such BV bounds are derived [18] and optimal rate of convergence h 1/2 follows. The result of Sanders [18] can be generalized in more than one dimension only for cartesian grids. Recently, Cockburn and Gremaud [6] towards proving the optimal rate, proposed a variant of Kuznetsov's approach aiming to show the expected rates by bypassing the stability estimates of the approximate problem. This approach was however restricted to strong conditions on the mesh and the discrete fluxes. It is usual to relate numerical methods to the vanishing viscosity method (below we always use the convention of summation upon the repeated index),
where the anisotropic matrix a ij reflects the unstructured character of the grid and thus it is natural to only assume that for some constant K > 0,
Then the same difficulty appears that the standard method for error estimates does not apply.
Indeed, we recall that, as stated in a compact form in [1] , Kuznetzov's result requires to control entropies in a weak form. Namely, error terms E S in the hyperbolic entropy inequalities, for convex S,
imply error estimates
For the vanishing viscosity method (1.2), we have, for S convex,
Therefore the inequality (1.5), applies with
and we directly deduce the standard result
With the only L ∞ assumption (1.3), we do not have a priori BV bound for the function v (except in one dimension). Therefore the general estimate (1.5) does not apply here.
The present paper develops new ideas to prove the 
One of the ingredients of the proof relies on the precise entropy equality for (1.2), namely
Especially, we have included a precise parabolic entropy dissipation term
, which is essential in our analysis. This term has already been used in the proof of uniqueness for various hyperbolic/parabolic problems with the anisotropic nonlinear diffusions [4] , and also by Chen and DiBenedetto [3] (but it can be recovered from a weaker entropy inequality for isotropic diffusions [2] , [8] ). Another idea developed here is that this entropy dissipation is not enough and a direct comparison with the hyperbolic solution u is not possible. In order to obtain such entropy dissipation we can only compare v with a solution to a parabolic equation with a constant diffusion term. The proof covers also the case
under appropriate smoothness assumptions on v and provided that matrix a ij still is bounded, (1.3). Note that estimates of the viscosity approximation
without using the T V stability of v were first proved in [6] in one dimension and extended in many dimensions in [1] . These proofs do not cover our case (1.3) since when applied to (1.2) require a ij to be differentiable. 
(2.1) 
2) Theorem 1.1 follows directly from this because we can apply (1.5) to compare u and w. Since we have, for all t ≥ 0,
we indeed deduce from (1.5) that
The proof is therefore reduced to prove Theorem 2.1. This will be shown in the sequel; a main point here is the fact that (2.1) contains more entropy dissipation than (1.1).
Kinetic formulations
We use the kinetic framework [14] , [16] , [17] which simplifies very much uniqueness arguments compared to the initial Kruzkov approach [12] . This needs some notations. We define after [14] the 'equilibrium' function of density w by χ(t, x, ξ) := χ(ξ; w(t, x)) by
3)
The theory of kinetic formulations states that (2.1) is equivalent to write the kinetic equation on χ
for some the nonnegative bounded measure m given by
The derivation of this equation from (2.1) shows that the measure m expresses the entropy dissipation. Indeed, after multiplying (2.4) by S (ξ) and ξ integration, we obtain
which is the entropy equality for (2.1). Indeed, the function χ is chosen because it provides the equalities
Similarly, we can perform the same construction for the function v and define, using still the notation (2.3),χ(t, x, ξ) := χ(ξ; v(t, x)). It solves
Regularization
We shall need more regularity than available on the function χ(ξ; w(t, x)). We set ε = (ε 1 , ε 2 ), ε 1 for the forward time regularization and ε 2 for the space regularization, and we define
where ϕ j ≥ 0, j = 1, 2, denote the normalized regularizing kernels with ϕ j = 1, supp(ϕ 1 ) ⊂ (−1, 0) in order to allow the time regularization. Next we set
The regularity of the kinetic formulation leads to an equation on χ ε ,
Decay functional
Following [16] , we introduce the decay functional
(2.12) Since |χ ε | = sgn(ξ)χ ε , and using the L 1 assumption which allows to integrate by parts, we have
We refer to [16] , [17] for the justification of significance of all these terms. Here the two negative terms containing m are favorable to prove decay of Q ε , and the two other terms have to be controlled, which we do now.
We begin with the worse, containing a ij which is treated in an original way here.
where we have used the definitions of m ε ,m, and the bound in (1.3). Hence we conclude
To proceed further, we upper bound the right hand side of (2.13) by
and we conclude that
(2.14)
Conclusion of the proof
We can now conclude the proof. We deduce from (2.14) that
On the other hand, we can upper bound the initial error by At this level we may pass to limit as ε 1 vanishes and we find, (with the obvious modification on the definition of Q ε 2 )
Finally, following the above lines, we lower bound Q ε 2 (t) by
[|w(t, y) − v(t, x)|ϕ ε 2 (x − y) dx dy
. Together with (2.15) we find
and optimizing the parameter ε 2 , we conclude the proof of Theorem 2.1.
