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Abstract— This paper considers consensus optimization prob-
lems where each node of a network has access to a different
summand of an aggregate cost function. Nodes try to minimize
the aggregate cost function, while they exchange information
only with their neighbors. We modify the dual decomposition
method to incorporate a curvature correction inspired by
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton
method. The resulting dual D-BFGS method is a fully de-
centralized algorithm in which nodes approximate curvature
information of themselves and their neighbors through the
satisfaction of a secant condition. Dual D-BFGS is of interest in
consensus optimization problems that are not well conditioned,
making first order decentralized methods ineffective, and in
which second order information is not readily available, making
decentralized second order methods infeasible. Asynchronous
implementation is discussed and convergence of D-BFGS is
established formally for both synchronous and asynchronous
implementations. Performance advantages relative to alterna-
tive decentralized algorithms are shown numerically.
Index Terms— Multi-agent network, consensus optimization,
quasi-Newton methods, dual methods
I. INTRODUCTION
We study the problem of decentralized consensus op-
timization where nodes of a network maximize a global
objective function, while each of them has access to a
different summand of the global objective function. To be
more precise, consider a variable x˜ ∈ Rp and a local strongly
concave function fi : Rp → R associated with node i. The
goal of nodes is to solve the optimization problem
x˜∗ := argmax
x˜∈Rp
f(x˜) = argmax
x˜∈Rp
n∑
i=1
fi(x˜), (1)
while being allowed to exchange information with neighbors
only. These problems arise in decentralized control [1]–[4],
sensor networks [5]–[7], and machine learning [8]–[10].
The theory and practice of first order methods to solve
(1) is well developed. There are multiple methods that solve
(1) in the primal domain [11]–[14] and a larger number of
methods that solve (1) through duality theory [5], [7], [15]–
[18]. However, and as is the case in centralized optimization,
these first order methods are slow to converge when the
objective function is ill-conditioned. This has motivated the
development of decentralized second order methods which
perform better than their first order counterparts, when the
problems are not well conditioned and Hessians are available
at reasonable computational cost [19]–[21]. Alas, evaluation
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and inversion of Hessians is a task that can be computation-
ally impractical in some problems. When this is the case
in centralized optimization, the solution comes in the form
of resorting to quasi-Newton methods [22]–[24]. The goal
of this paper is to develop a decentralized quasi-Newton
method to handle problems that are not well conditioned and
in which second order information is not readily available.
We start by equating the solution of (1) to the minimization
of a suitable dual function (Section II). A brief descrip-
tion of a regularized version of the centralized Broyden-
Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton method is
then introduced (Section II-A). BFGS, regularized or not,
can’t be implemented in a decentralized manner because it
relies on multiplying gradients by a curvature matrix that is
not sparse. This limitation is overcome by the Decentralized
(D-)BFGS method which relies on the observation that
the appealing convergence traits of BFGS come from the
curvature matrix satisfying a secant condition that can be
expressed and satisfied in a decentralized manner (Section
III). D-BFGS is a modification of regularized BFGS that
maintains validity of this secant condition while ensuring the
curvature matrix has a sparsity pattern matching the sparsity
pattern of the graph. Asynchronous implementation of D-
BFGS is further discussed (Section III-A). Convergence of
D-BFGS is established for synchronous and asynchronous
implementations (Section IV) and performance advantages
relative to alternatives are evaluated numerically (Section V).
We close the paper with concluding remarks (Section VI).
II. PROBLEM FORMULATION
We consider a decentralized system with n nodes which
are connected as per the graph G = (V, E) where V =
{1, . . . , n} is the set of nodes and E = {(i, j)} is the set
of m edges. We assume the graph G is symmetric, i.e.,
(i, j) ∈ E implies (j, i) ∈ E , and the graph does not contain
self-loops. Further, define the neighborhood of node i as the
set ni := {j | (i, j) ∈ E} of nodes j that are adjacent to
i. The nodes have access to their local functions fi only
and their goal is to find the optimal argument x∗ ∈ Rp that
minimizes the aggregate cost function,
∑n
i=1 fi(x˜) in (1). To
rewrite this optimization problem in a manner that is more
suitable for decentralized settings, we introduce the variable
xi as a copy of the decision variable x˜ kept at node i. We
then rewrite the optimization problem in (1) as
x∗ := argmax
x1,...,xn
n∑
i=1
fi(xi)
s.t. xi = xj , for all (i, j) ∈ E . (2)
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Since the graph is connected, any feasible solution of (2)
satisfies x1 = · · · = xn. With this restriction on the feasible
set the cost functions in (1) and (2) become equivalent and
the optimal argument x∗ = {x∗1, . . . ,x∗n} of (2) has the form
x∗1 = · · · = x∗n = x˜∗.
We tackle the solution of (2) in the dual domain. Define
then the dual variable λij ∈ Rp associated with the constraint
xi = xj which is kept at node i. Moreover, define λi as
the concatenation of all λij for j ∈ ni. Further, consider
λ := [λ1; . . . ;λn] ∈ Rmp as the concatenation of the n
dual variables λi, to write the Lagrangian L(x,λ) of the
optimization problem in (2) as
L(x,λ) =
n∑
i=1
fi(xi) +
∑
(i,j)∈E
λTij(xi − xj). (3)
Notice that the Lagrangian L(x,λ) for a given dual vector λ
is separable over the nodes. Hence, each node i computes the
local Lagrangian maximizer xi(λ) by solving the program
xi(λ) = argmax
xi∈Rp
fi(xi) +
∑
j∈ni
(λij − λji)Txi. (4)
Upon defining the aggregate Lagrangian maximizer vector
x(λ) := [x1(λ); . . . ;xn(λ)] as the concatenation of the
local maximizers xi(λ), we can define the dual function as
h(λ) := L(x(λ),λ) and the dual problem as the minimiza-
tion of the dual function,
λ∗ := argmin
λ
h(λ) (5)
:= argmin
λ
n∑
i=1
fi (xi(λ)) +
∑
(i,j)∈E
λTij (xi(λ)− xj(λ)) .
For concave problems that satisfy minimal constraint qual-
ifications that we assume to hold, the dual problem in (5)
is equivalent to the primal problem in (2). In particular,
the optimal primal variable at node i can be recovered as
xi(λ
∗) = x∗ if the optimal multiplier λ∗ is known [cf.(4)].
An important feature of the dual function h(λ) is that
its gradients can be computed locally as well. Specifically,
it follows from the definition of the dual objective function
h(λ) in (5) that the partial derivative of h(λ) with respect
to the component λij can be written as the constraint slack
gij(λ) :=
∂h(λ)
∂λij
= xi(λ)− xj(λ). (6)
Observe that to solve the program in (4), node i requires
access to the local multipliers λij and the dual variables λji
of its neighbors j ∈ ni. Likewise, to evaluate the gradients
gij(λ) in (6), node i needs access to the local Lagrangian
maximizer xi(λ) and the neighboring maximizer xj(λ). It
follows that gradient descent in the dual function can be
implemented distributedly by relying on local operations and
communication with neighboring nodes [7].
For future reference we emphasize that although the
primal objective function f is strongly concave, the dual
objective function h is not necessarily strongly convex. This
fact requires the use of regularizations in the quasi-Newton
algorithm that we will propose in Section III. We study this
regularization in the following section.
A. Regularized BFGS
Dual gradient descent can be implemented in a decentral-
ized manner and proven to converge to optimal arguments.
However, convergence is slow when the condition number of
the dual function is large. In this paper we propose a decen-
tralized quasi-Newton method to overcome this limitation. In
centralized settings, the idea of quasi-Newton methods is to
alter the descent direction by premultiplying the dual gradient
with an approximation of its Hessian inverse. Specifically,
consider a time index t and let λ(t) denote the dual variable
iterate at time t and g(t) = g(λ(t)) be the corresponding
gradient. Further, introduce a step size (t) and a symmetric
positive definite matrix B(t) ∈ Rmp×mp to define the dual
quasi-Newton method through the recursion
λ(t+ 1) = λ(t)− (t)B(t)−1g(t) := λ(t) + (t)d(t), (7)
where we have defined the descent direction d(t) :=
−B(t)−1g(t) in the second equality. If we substitute the
matrix B(t) by the dual Hessian ∇2h(λ(t)), we recover the
update of Newton’s method. The idea of quasi-Newton meth-
ods is that to design the matrix B(t) as an approximation
of the the dual Hessian ∇2h(λ(t)), while avoiding the cost
of its evaluation. Various quasi-Newton methods are known
to accomplish this feat, with the most common being the
method of Broyden-Fletcher-Goldfarb-Shanno (BFGS) [25].
To describe BFGS begin by defining the variable variation
v(t) and the gradient variation r(t) as
v(t) := λ(t+ 1)− λ(t), r(t) := g(t+ 1)− g(t). (8)
The idea of regularized BFGS [26] is to find a matrix at
each iteration t + 1 that: (i) Satisfies the secant condition
B(t + 1)v(t) = r(t). (ii) Is closest to the previous Hessian
approximation matrix B(t) with respect to a differential
entropy measure. (iii) Has a smallest eigenvalue not smaller
than a pre-specified constant γ. To express this matrix
introduce the modified gradient variation vector r˜(t) with
regularization constant γ > 0,
r˜(t) := g(t+ 1)− g(t)− γv(t). (9)
The Hessian approximation B(t) of regularized BFGS can
then be computed by recursive application of
B(t+ 1) = B(t) +
r˜(t)r˜(t)T
r˜(t)Tv(t)
− B(t)v(t)v(t)
TB(t)
v(t)TB(t)v(t)
+ γI.
(10)
The matrix B(t+ 1) in (10) is the closest to B(t) in terms
of relative entropy among all the matrices that satisfy the
original secant condition and whose smallest eigenvalue is
at least γ [26, Proposition 1]. We emphasize that the use of
the modified gradient variation in lieu of the regular gradient
variation is necessary to maintain validity of the secant B(t+
1)v(t) = r(t) condition which is the property that endows
BFGS with appealing convergence traits; see [26] for details.
Both, the variable iteration in (7) and the matrix update in
(10), require centralized operations. In particular, to evaluate
the inner product r˜(t)Tv(t) in (10) or to compute the product
B(t)−1g(t) in (7) nodes need access to global information.
The goal of this paper is to introduce a variation of the
regularized BFGS method that maintains the secant condition
and is implementable in a decentralized manner.
III. DECENTRALIZED BFGS
We propose a decentralized implementation of BFGS (D-
BFGS), in which each node approximates the curvature of its
local cost function and its neighbors. In doing so, each node
computes and stores a local Hessian inverse approximation.
As in regularized BFGS, an important feature of D-BFGS is
that while it can be formulated in a decentralized manner,
the global descent of the algorithm still satisfies the original
secant condition. To study the details, recall ni as the
neighborhood of node i and define mi := |ni| as the number
of neighbors of node i. We introduce the local dual vector
λi(t) ∈ Rmip of node i as the concatenation of the dual
variables λij(t) where j ∈ ni. We use this definition to
introduce the local variable variation at node i as
vi(t) :=
λi(t+ 1)− λi(t)
mi + 1
. (11)
Nodes can exchange their local dual variable λi(t) with
each other and construct a concatenated neighborhood dual
variable λni ∈ RMip where Mi = mi+
∑
j∈ni mj . The local
variable variation in (11) can subsequently be extended to
the neighborhood variable variation vector v˜ni(t) ∈ RMip.
Specifically, denote by Dni ∈ RMip×Mip the diagonal
matrix such that its components corresponding to node j are
1/(mj + 1). The modified neighborhood variable variation
v˜ni(t) of node i is then given by
v˜ni(t) = Dni [λni(t+ 1)− λni(t)] . (12)
Likewise, we can define the local gradient gi(t) ∈ Rmip
at node i as the concatenation of the partial derivates
∂h(λ)/∂λij = x
∗
j (λ) − x∗i (λ) for all j ∈ ni. These can
be then exchanged between neighboring nodes to construct
a neighborhood gradient gni(t) ∈ RMip and modified
neighborhood gradient variation r˜ni(t) ∈ RMip. With a
regularization constant γ > 0, the modified neighborhood
gradient variation r˜ni(t) is given by
r˜ni(t) = gni(t+ 1)− gni(t)− γv˜ni(t). (13)
Thus, we have defined the neighborhood variable variation
v˜ni(t) and modified gradient variation r˜ni(t) so that they
are suitable for decentralized settings. We introduce Bi(t)
as the neighborhood Hessian approximation matrix, which
is updated as
Bi(t+ 1) = Bi(t) +
r˜ni(t)r˜ni(t)
T
r˜ni(t)
T v˜ni(t)
(14)
− B
i(t)v˜ni(t)v˜ni(t)
TBi(t)
v˜ni(t)
TBi(t)v˜ni(t)
+ γI.
The update in (14) differs from (10) in its use of neighbor-
hood variable and modified gradient variation as defined in
(Bi)−1
gi
gj
λi
λj
gniλni
gi
gj
gni
eii
eij
eini
eii e
j
i
(14)
⇒ × = +
di
(Bj)−1
gi
gj
λi
λj
gnjλnj
gi
gj
gnj
eji
ejj
ejnj
ejj e
i
j
(14)
⇒ × = +
dj
Fig. 1: D-BFGS variable flow. Nodes exchange variable and gradi-
ent variations – λi and gi sent to j and λj and gj sent to i – that
they use to determine local curvature matrices – Bi and Bj . They
then use exchanged gradients to compute descent directions – eini
and ejnj . These contain a piece to add locally – e
i
i stays at node i
and ejj stays at node – and a piece to add at neighbors – e
i
j is sent
to node j and eji is sent to node i.
(12) and (13), respectively, instead of the variation vectors
in (8) and (9).
We define the descent direction of D-BFGS with normal-
ization constant Γ > 0 evaluated at node i as
eini(t) := −(Bi(t)−1 + ΓDni) gni(t). (15)
Note that ΓDni is added to the Hessian inverse approxima-
tion Bi(t)−1 to ensure that the descent direction eini(t) is
not null.
The variable flow is demonstrated in Figure 1. Nodes
exchange variable and gradient information to compute local
Hessian inverse approximations Bi(t)−1 and neighborhood
descent direction eini(t). The descent direction e
i
ni(t) con-
tains a descent direction for node i and its neighbors j ∈ ni.
Nodes therefore exchange with their neighbors the parts of
their locally computed descent direction pertaining to them.
To be more precise, denote eij(t) ∈ Rmjp = [eini(t)]j as
the component of the descent direction eini(t) evaluated at
node i that belongs to the neighbor j. Node i computes its
full descent direction di(t) as the sum of locally computed
descent directions eii(t) and the parts received from its
neighbors eji (t), i.e.,
di(t) := e
i
i(t) +
∑
j∈ni
eji (t). (16)
The local variable λi at node i is then updated using the full
descent direction di(t) by
λi(t+ 1) = λi(t) + (t)di(t). (17)
Note that at each step t the primal variable xi(t + 1) can
subsequently be recovered as the Lagrangian maximizer with
respect to λ(t+ 1), i.e.
xi(t+ 1) = xi(λ(t+ 1)). (18)
The summary of the algorithm performed for node i is
outlined in Algorithm 1. Each node begins with an initial
Algorithm 1 D-BFGS method at node i
Require: Bi(0),λi(0),gi(0),λni(0),gni(0)
1: for t = 0, 1, 2, . . . do
2: Compute eini(t)=−(Bi(t)−1+ΓDni)gni(t) [cf. (15)]
3: Exchange eij(t) with neighbors j ∈ ni
4: Compute descent dir. di(t) := eii(t) +
∑
j∈ni
eji (t).
5: Update local variable λi(t+1) = λi(t)+(t)di(t) [cf.(17)]
and exchange with neighbors
6: Compute xi(λ(t+1)) and exchange with neighbors [cf. (4)]
7: Compute gij(t+ 1) and exchange with neighbors [cf. (6)]
gij(t+1) = xi(λ(t+1))− xj(λ(t+ 1))
8: Compute v˜ni(t), r˜ni(t),B
i(t+ 1) [cf.(12)–(14)]
9: end for
dual variable vi(0), and Hessian approximation Bi(0), and
gradient gi(0). Nodes initially exchange local variable and
gradients to construct initial neighborhood variable λni(0)
and gradient gni(0). For each step t, nodes compute their
neighborhood descent direction eini(t) in Step 3 and ex-
change the descent elements ejni(t) with their neighbors in
Step 3 to compute the full descent direction di(t) as in Step
4. They use the full descent direction di(t) to update the
variable λi(t + 1) and exchange it with their neighbors to
form λni(t + 1) in Step 5. Then, they use their neighbor
variables λj(t + 1) to compute an updated Lagrangian
maximizer xi(λ(t+ 1)) in Step 6, which it then exchanges
with its neighbors. With access to the Lagrangian maximizer
xi(λ(t+ 1)) of their neighbors, the gradient gij(t+ 1) can
be updated and then exchanged as in Step 7. In Step 8,
nodes compute their modified variable v˜ni(t) and gradient
r˜ni(t) variations that are required for computing the updated
neighborhood Hessian approximation matrix Bi(t+ 1).
Remark 1 We stress here the need in using the normal-
ization matrix Dni used in (12) for defining the variable
variation vni(t). Including Dni in the definition ensures that
the global Hessian inverse approximation matrix satisfies
the global secant condition. To be more precise, consider
the regularized neighborhood Hessian inverse approximation
Bi(t)−1 + ΓI ∈ RMip×Mip. We define Hi(t) ∈ Rmp×mp
to be the block sparse matrix with respect to ni that has a
dense sub-matrix Bi(t)−1. Further define Dˆni ∈ Rmp×mp
to be the black sparse matrix with respect to ni that has
a dense submatrix of Dni . Considering this definition the
descent direction d(t) for the global concatenated variable
vector λ(t) can be written as
d(t) := −
n∑
i=1
[
Hi(t) + ΓDˆni
]
g(t)
:= − [H(t) + ΓI]g(t). (19)
The expression in (19) states that the matrix H(t) :=∑n
i=1H
i(t) is the global Hessian inverse approximation. It
is easily verifiable that the matrix H(t) satisfies the global
secant condition, i.e., v(t) = H(t)r(t) which justifies the
normalization of the variable variation in (12).
Remark 2 As in the case of centralized BFGS, it is nec-
essary that the neighborhood inner product r˜ni(t)
T v˜ni(t)
be positive in order for Bi(t) to be well defined. In the
decentralized case, however, due to the truncating of the
gradient and variable vectors we cannot guarantee that this
inner product is positive even when the functions are strongly
convex. As such, in practice the condition r˜ni(t)
T v˜ni(t) > 0
must be verified at every iteration, otherwise we do not
update the Hessian approximation matrix, i.e. Bi(t + 1) =
Bi(t). Note that for these iterations the local secant condition
for node i is not satisfied.
A. Asynchronous implementation
Given the coordination and communication cost required
to implement D-BFGS in Algorithm 1, we also consider
the D-BFGS algorithm in the asynchronous setting. Our
model for asynchronicity follows that used in [27], in which
nodes perform computations and communications out of
sync with their neighbors. Consider that the time indices are
partitioned so that node i’s primary computation, namely the
computation of descent direction eini(t), requires multiple
time iterates to complete. For each node i, we define a set
T i ⊆ Z+ of all time indices in which node i is available to
send and receive information.
We further define two functions that specify the asyn-
chronicity between nodes. For each node i, we define a
function pii(t) that returns the most recent time node prior
to t node i was available, i.e.
pii(t) := max{tˆ | tˆ < t, tˆ ∈ T i}. (20)
Moreover, we define a function piij(t) that returns the most
recent time node j sent information that has been received
by node i by time t, or explicitly,
piij(t) := pi
j(pii(t)). (21)
In the asynchronous setting, the superscript notation used
to denote locally computed information now additionally
signifies a node’s current knowledge its neighbors, i.e.
λij(t) := λj(pi
i
j(t)) (22)
λini(t) = [λ
i
j(t)]j∈ni . (23)
We emphasize that λij(t) 6= λkj (t) for any two nodes i and k
at any time t. We consider as the current global variable state
λ(t) the concatenation of each node’s current knowledge
of its own variable, i.e. λ(t) := [λii(t); . . . ;λ
n
n(t)]. We
subsequently use the same notation for local gradients gij(t)
and descent directions eij(t).
We assume at any time t ∈ T i that node i does three
things: (i) It reads the variable, gradient, and descent di-
rections from neighboring nodes j ∈ ni sent while it was
busy. (ii) It updates its local variables and gradient using
the descent direction is has just finished computing as well
as the descent directions it has received from its neighbors.
Algorithm 2 Asynchronous D-BFGS method at node i
Require: Bi(0), λi(0), gi(0), dini(0) [cf. (15)]
1: for t ∈ T i do
2: Read eji (t),λ
i
j(t),g
j
i (t) from neighbors j ∈ ni
3: Update λi(t+ 1),x(λ(t)),gi(t+ 1) [cf. (24), (25)]
4: Compute v˜ini(t), r˜
i
ni(t),B
i(t+ 1) [cf. (26), (27), (14)]
5: Compute eini(t+ 1) [cf. (15)]
6: Send λi(t+ 1),gi(t+ 1), eij(t+ 1) to neighbors j ∈ ni
7: end for
(iii) Node i can send its locally computed descent direction
as well as its updated variable and gradient info. To state in
more explicit terms, node i performs the following update to
its own variable at all times,
λii(t+ 1) = λ
i
i(t) + (t)di(t), (24)
where di(t) is the decent for the ith variable xi(t) at t,
di(t) =
{
eii(t) +
∑
j∈ni e
j
i (t) if t ∈ T i
0. otherwise.
(25)
If t ∈ T i, node i applies all descent directions available,
otherwise it does nothing. Observe that the descent direction
in (25) contains descents calculated with information from
time pii(t) as well as the times piij(t) that neighbor j most
recently updated its local variable.
To specify the asynchronous version of the D-BFGS algo-
rithm, we reformulate the variable and gradient differences,
v˜ini(t) and r˜
i
ni(t) for the asynchronous case:
v˜ini(t) = Dni
[
λini(t+ 1)− λini(t)
]
, (26)
r˜ini(t) = g
i
ni(t+ 1)− gini(t)− γv˜ini(t). (27)
The computation of the local asynchronous update matrix
Bi(t) and the corresponding descent direction eini(t) follows
respectively (14) and (15) exactly as in the synchronous
setting, now using asynchronous v˜ini(t) and r˜
i
ni(t) in place
of v˜ni(t) and r˜ni(t), respectively.
The complete asynchronous algorithm is outlined in Al-
gorithm 2. Each node begins with an initial variable λi(0),
Hessian approximation Bi(0), gradient gi(0), and descent
component eii(0). At each time index t, they begin by reading
the variables of neighbors eji (t),λ
i
j(t),g
j
i (t) in Step 2 and
construct neighborhood variables. The aggregated descent
direction di(t) is used to update variables λi(t+1), x(λ(t+
1)), and gi(t + 1) in Step 3. Then, with the updated local
variable λi(t+1) and gradient gi(t+1), the node computes
the D-BFGS variables v˜ini(t), r˜
i
ni(t), and B
i(t+ 1) in Step
4. In Step 5, node i computes the next descent direction
dini(t+ 1), and sends its variables to neighbors in Step 6.
While Algorithm 2 follows a similar structure to the syn-
chronous Algorithm 1, we highlight that n the synchronous
algorithm, coordination of four rounds of communication
were required at each iteration of Algorithm 1 to properly
communicate the dual variable, primal variable, and dual
gradient information. In the asynchronous setting, only a
single round of communication is possible at each time
iteration, thus the communication burden is indeed reduced
and the coordination between nodes rendered unnecessary.
IV. CONVERGENCE ANALYSIS
In this section, we study the convergence properties of
the D-BFGS method and show that the sequence of primal
iterates xi generated by D-BFGS converges to the optimal
argument x˜∗ of (1). In proving these results we make the
following assumptions.
Assumption 1 The local objective functions fi(x) are dif-
ferentiable and strongly convex with parameter µ > 0.
The strong convexity of local functions fi implies that
the aggregate function f(x) =
∑n
i=1 fi(xi) is also strongly
convex with constant µ. Define the oriented incidence matrix
A ∈ Rmp×n where the Aev component is 1 if edge e is
started from node v and is −1 if edge e is ended at node
v; otherwise Aev = 0. It is not difficult to see that the
Hessian of the dual function can be written as ∇2h(λ) =
A
(∇2f(x(λ)))−1AT from where we conclude that the
eigenvalues of the dual function Hessian are upper bounded
by 4n/µ (note: ATA is two times the graph Laplacian
matrix). In turn, this implies that the dual function gradients
g(λ) are Lipschitz continuous with constant 4n/µ,
‖g(λ)− g(λ˜)‖ ≤ 4n
µ
‖λ− λ˜‖. (28)
We additionally make a further assumption regarding the in-
ner product of neighborhood variable and gradient variations.
Assumption 2 For all i and t, the inner product between
the neighborhood modified variable and gradient vector
variations is strictly positive, i.e. v˜Tni r˜ni > 0.
This assumption is necessary to ensure all local Hessian ap-
proximations are well defined in (14). While this assumption
does not always hold in practice, we use it regardless to
simplify analysis. We stress that, in the case the assumption
is violated, setting Bi(t+ 1) = Bi(t) (See Remark 2) does
not have any bearing on the proceeding analysis.
We specify H(t) =
∑n
i=1H
i(t) as the global Hessian
inverse approximation and d(t) = −[H(t) + ΓI]g(t) as the
global descent direction. The following lemma establishes
the positive definiteness of the global descent direction.
Lemma 1 Consider the D-BFGS method introduced in (11)-
(19). Further, recall both the positive constants γ and Γ as
the regularization parameters of D-BFGS and the definition
of the global Hessian inverse approximation H(t) + ΓI =∑n
i=1[H
i(t)+ΓDni ]. The eigenvalues of the global Hessian
inverse approximation H(t) are uniformly bounded as
ΓI  H(t) + ΓI  ∆I :=
(
Γ +
n
γ
)
I, (29)
where n is the size of network.
Proof: The lower bound on H(t) + ΓI follows immediately
from the fact that H(t) is a sum of positive semidefinite
matrices and is therefore a positive semidefinite matrix with
eigenvalues greater than or equal to 0. The upper bound
subsequently follows from the fact that each Hi(t) have
eigenvalues upper bounded by 1/γ, as the dense submatrix
Bi(t)−1  1/γI. Then, the sum of n such matrices recovers
the upper bound in (29).
The result in Lemma 1 shows that the eigenvalues of the
global Hessian inverse approximation H(t) are uniformly
bounded. Thus, D-BFGS descent direction d(t)=−H(t)g(t)
is a valid descent direction. We use this result and convexity
of the dual function h to show that the sequence of dual
objective function errors h(λ)− h(λ∗) converges to null.
Theorem 1 Consider the D-BFGS method introduced in
(11)-(19). If Assumption 1 holds true and (t) is chosen such
that (t) < Γµ/(n∆2), then the dual objective function error
h(λ(t)) − h(λ∗) converges to zero at least in the order of
o(1/t), i.e.,
h(λ(t))− h(λ∗) ≤ o
(
1
t
)
. (30)
The proof for this result is standard, and is a small varia-
tion of that for gradient descent found in [28, Proposition
1.3.3]. Theorem 1 shows that the sequence of the dual
objective function h(λ) generated by D-BFGS converges to
the optimal dual function value h(λ∗). We conclude with a
corollary establishing the convergence of the primal function
error and the primal variables of the original problem in (2).
Corollary 1 The sequence of primal function value error
generated by the D-BFGS algorithm converges to zero, i.e.
lim
t→∞ f(x
∗)− f(x(t)) = 0. (31)
Furthermore, the sequence of primal variables x(t) con-
verges to the optimal primal variable x∗ at least in the order
of o(1/
√
t), i.e.
‖x(t)− x∗‖ ≤ o
(
1√
t
)
(32)
Proof: See Appendix I.
We subsequently further provide a convergence result for
the asynchronous implementation of DBFGS. The result uses
the common assumption of partial asynchronicity, i.e. any
two nodes are no more than some constant B out of sync.
We demonstrate convergence in the following theorem.
Theorem 2 Consider the asynchronous D-BFGS algorithm
proposed in (24)-(27) and (14)-(16). If Assumptions 1 holds
and the following partial asynchronicity property is satisfied
for some B > 0,
max{0, t−B + 1} ≤ piij(t) ≤ t, for all i, j, t, (33)
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Fig. 2: Convergence path of the average distance to optimal primal
variable vs. number of iterations for D-BFGS, ADMM, and DD for
quadratic problem with condition number 102.
then there exists a stepsize (t) such that limt→∞ g(t) = 0.
The proof for this result is omitted for space considerations
and can be found in [29, Theorem 3]. This theorem demon-
strates that the uncoordinated and asynchronous implemen-
tation of DBFGS is still guaranteed to converge.
V. NUMERICAL RESULTS
We provide numerical results of the performance of D-
BFGS and first order methods ADMM [5] and dual descent
(DD) in solving a quadratic program. Consider the problem
x∗ := argmax
x∈Rp
n∑
i=1
−1
2
xTAix− bTi x, (34)
where Ai ∈ Rp×p is the positive definite matrix and bi ∈ Rp
is a random vector which are both available only at node i.
In this case the Lagrangian maximizer and primal update in
(4) can be computed with a closed form solution as
xi(λ) = A
−1
i
∑
j∈ni
(λji − λij) +A−1i bi. (35)
The rest of the D-BFGS updates for this problem follow from
(6) and (11)-(19).
To both ensure the local objective functions are concave
and control the problem’s condition number, we set the
matrices Ai := diag{Ai}. The first p/2 elements ai are
randomly chosen from the interval [1, 10−1] and the last p/2
elements are chosen randomly from the interval [1, 101]. The
resulting A =
∑n
i=1Ai is then a positive definite with a
condition number of 102. For the vectors bi, the elements
are chosen uniformly and randomly from the box [0, 1]p. In
our simulations we fix the variable dimension p = 4 and the
number of nodes n = 50. The regularization parameters for
D-BFGS are chosen to be γ = 10−2 and Γ = 10−3. In the
experiments, the step size for each method is chosen to be
constant and attempt is made to choose the largest step size
for which the algorithms are observed to converge. For the
network structure, we consider a 4-regular cycle graph.
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Fig. 3: Histogram of number of local communications needed to converge for D-BFGS, ADMM, and DD for condition numbers of (a)-(c)
100 and (d)-(f) 102. In all cases, D-BFGS provides significant improvement in convergence time over first order methods, with the larger
improvement for larger condition number.
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Fig. 4: Histogram of number of local communications needed to
converge for asynchronous (a) D-BFGS and (b) DD. D-BFGS
provides significant improvement in convergence time over DD.
We simulate the performance of D-BFGS, ADMM, and
DD on the dual problem in (5) each using respective step
sizes of 0.01, 0.002, and 0.002. To view convergence with
respect to the original primal problem, we look directly at
how fast and how close the algorithms reach the optimal
point in the original primal formulation rather than looking at
the norm of dual gradient. The optimal point x∗ is calculated
for the quadratic problem in (34) using the closed form
solution of a quadratic problem with linear constraints [30]
and we evaluate the normalized average error as
e(t) :=
1
n
n∑
i=1
‖xi(t)− x∗‖2
‖x∗‖2 . (36)
Figure 2 shows the normalized average error e(t) for all
three algorithms with respect to the number of iterations. We
see that D-BFGS converges substantially faster than the first
order methods, reaching an average distance of 8.7 × 10−5
by iteration 500, while ADMM and DD just reach 3.3×10−2
and 1.8× 10−1 respectively by iteration 500.
It is worth noting that D-BFGS requires four local ex-
changes with neighbors per iteration, while ADMM and DD
require only two. In Figure 3 we thus present a histogram of
the number of of local exchanges required for each algorithm
to converge, which we define as δ(t) = 10−2, over the course
of 1000 independent trials for both small and large condition
numbers. We see that D-BFGS requires about a factor of 2
and 5 less than ADMM and DD respectively for a small
condition number of 100. With larger condition number,
however, the improvement of D-BFGS increases to close
to a factor of 7 and 8 respectively. These results showcase
the advantages of decentralized quasi-Newton methods over
first-order gradient descent methods.
We additionally perform a numerical analysis on both D-
BFGS and DD in the asynchronous setting for condition
number 100. To generate asynchronicity, we employ a simple
model of aggregated Gaussian drift between nodes’ local
clocks. In Figure 4, we present histograms of number of
information exchanges required to converge to an average of
error of 5× 10−2 for both D-BFGS and DD with respective
stepsizes of 0.007 and 0.001. While a degradation in con-
vergence time relative to synchronous algorithms is clearly
evident, D-BFGS nonetheless continues to outperform DD,
requiring on average about 600 and 1200 exchanges to occur
respectively.
VI. CONCLUSIONS
We considered the problem of decentralized consensus op-
timization, in which nodes sought to maximize an aggregate
cost function while only being aware of a local strictly con-
cave component. The problem was solved in the dual domain
through the introduction of D-BFGS as a decentralized quasi-
Newton method. In D-BFGS, a node approximates the cur-
vature of its local cost function and its neighboring nodes to
correct its descent direction. Analytical and numerical results
were established showing its convergence and improvement
over decentralized gradient descent methods, respectively, in
synchronous and asynchronous settings.
APPENDIX I
PROOF OF COROLLARY 1
The first result follows from the strong concavity of the
primal function f , which implies that the duality gap is zero.
The second result follows from the argument in [31, Theorem
1], repeated here.
Consider the Lagrangian function L(x,λ) in (3), which
is strongly concave with respect to x with parameter µ
for strongly concave fi’s with parameter µ. It is then the
case that the following inequality holds for two points, the
Lagrangian maximizer x(λ) [cf. (4)] and the optimal primal
variable x∗,
L(x(λ),λ)− L(x∗,λ) ≥ µ
2
‖x(λ)− x∗‖2. (37)
Observe that by using the matrix A defined in Section
IV, we can rewrite the Lagrangian function as L(x,λ) =
f(x)+λTAx. We can find an upper bound on L(x(λ),λ)−
L(x∗,λ) with respect to the dual function as
L(x(λ),λ)− L(x∗,λ) = f(x(λ)) + λTAx(λ) (38)
− f(x∗)− λTAx∗.
The first two terms in (38) are equivalent to the dual function
h(λ), while f(x∗) = h(λ∗) because the duality gap is zero.
Additionally Ax∗ = 0 by construction so (38) reduces to
L(x(λ),λ)− L(x∗,λ) = h(λ)− h(λ∗). (39)
We can then combine the results of (37), (39), and (30) to
obtain
µ
2
‖x(λ)− x∗‖2 ≤ h(λ)− h(λ∗) ≤ o
(
1
t
)
, (40)
which provides us the with the result in (32).
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