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Abstract
An unconstrained optimization problem is formulated in terms of
tropical mathematics to minimize a functional that is defined on a
vector set by a matrix and calculated through multiplicative conjugate
transposition. For some particular cases, the minimum in the problem
is known to be equal to the tropical spectral radius of the matrix. We
examine the problem in the common setting of a general idempotent
semifield. A complete direct solution in a compact vector form is ob-
tained to this problem under fairly general conditions. The result is
extended to solve new tropical optimization problems with more gen-
eral objective functions and inequality constraints. Applications to
real-world problems that arise in project scheduling are presented. To
illustrate the results obtained, numerical examples are also provided.
Key-Words: idempotent semifield, eigenvalue, linear inequality,
optimization problem, direct solution, project scheduling.
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1 Introduction
Tropical (idempotent) mathematics, which focuses on the theory and appli-
cations of idempotent semirings, dates back to a few works published in the
early 1960s, such as seminal papers by Pandit [27], Cuninghame-Green [5],
Giffler [10], Vorob’ev [30] and Romanovski˘ı [28]. Since these works, there
have been many new important results obtained in this field and reported
in various monographs, including the most recent books by Golan [11], Hei-
dergott et al [13], Gondran and Minoux [12], Butkovicˇ [2], and in a great
number of contributed papers.
Optimization problems that are formulated and solved in the tropical
mathematics setting constitute an important research domain within the
∗Faculty of Mathematics and Mechanics, Saint Petersburg State University, 28 Univer-
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†The work was supported in part by the Russian Foundation for Humanities under
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field. An optimization problem, which is drawn from machine scheduling,
arose in the early paper by Cuninghame-Green [5] to minimize a functional
defined on a vector set by a given matrix. In terms of the semifield Rmax,+
with the usual maximum in the role of addition and arithmetic addition in
the role of multiplication, this problem is represented in the form
minimize x−Ax,
where A is a square matrix, x is the unknown vector, x− is the multi-
plicative conjugate transpose of x , and the matrix-vector operations follow
the usual rules with the scalar addition and multiplication defined by the
semifield.
The solution to the problem is based on a useful property of tropical
eigenvalues. It has been shown in [5] that the minimum in the problem
coincides with the tropical spectral radius (maximum eigenvalue) of A and
is attained at any tropical eigenvector corresponding to this radius. The
same results in a different setting were obtained by Engel and Schneider [9].
In recent years, the above optimization problem has appeared in various
applied contexts, which motivates further development of related solutions.
Specifically, the problem was examined by Elsner and van den Driessche
[7, 8] in the framework of decision making. Applications to discrete event
systems and location analysis were considered in Krivulin [21, 23, 25, 15].
In tropical algebra, the spectral radius is given directly by a closed-form
expression, which makes the evaluation of the minimum a rather routine
task. By contrast, it may be not trivial to represent all solutions to the
problem in terms of tropical mathematics in a direct, explicit form that is
suitable for further analysis and applications.
Cuninghame-Green [4] proposed a solution that is based on reducing to a
linear programming problem. This solution, however, does not offer a direct
representation of all solutions in terms of tropical mathematics. Further-
more, Elsner and van den Driessche [7, 8] indicated that, in addition to the
eigenvectors, there are other vectors, which can also solve the problem. An
implicit description of the complete solution set has been suggested in the
form of a tropical linear inequality. Though a solution approach has been
proposed, this approach provided particular solutions by means of a numer-
ical algorithm, rather than a complete solution in an explicit form. Note
finally that the existing approaches mainly concentrate on the solution in
terms of the semifield Rmax,+ , and assume that the matrix A is irreducible.
In this paper, we examine the problem in the common setting of a general
idempotent semifield. A complete direct solution in a compact vector form
is obtained to this problem under fairly general assumptions. We apply and
further develop the algebraic technique introduced in [20, 21, 22, 24, 23],
which combines general methods of solution of tropical linear inequalities
with results of the tropical spectral theory. On the basis of the solution
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to the above problem, we offer complete direct solutions to new problems
with more complicated objective functions and linear inequality constraints.
Applications of these results to real-world problems that arise in project
scheduling and numerical examples are also provided.
The paper is organized as follows. We start with Section 2, where a short,
concise overview of notation, definitions, and preliminary results in tropi-
cal algebra is given to provide a common framework in terms of a general
idempotent semifield for subsequent results. Complete solutions to various
linear inequalities together with new direct proofs, which are of indepen-
dent interest, are presented in Section 3. Furthermore, Section 4 offers a
new complete direct solution to the above optimization problem and pro-
vides examples of known solutions to more general optimization problems.
Finally, in Section 5, two new tropical optimization problems are examined.
We obtain complete solutions to the problems and illustrate these results
with applications and numerical examples.
2 Preliminary definitions and results
The purpose of this section is to offer an overview of the necessary notation,
definitions, and preliminary results of tropical (idempotent) algebra in a
short and concise manner. Both thorough exposition of and compendious
introduction to the theory and methods of tropical mathematics are provided
by many authors, including recent publications by Golan [11], Heidergott et
al [13], Akian et al [1], Litvinov [26], Gondran and Minoux [12], Butkovicˇ
[2].
In the overview below, we consider a general idempotent semifield and
mainly follow the notation and presentation in [22, 23, 25, 15, 18] to pro-
vide the basis for the derivation of subsequent results in the most possible
common general form. Further details of the theory and methods, as well
as related references can be found in the publications listed before.
2.1 Idempotent semifield
Suppose that X is a nonempty set with binary operations, addition ⊕ and
multiplication ⊗ . Addition and multiplication are associative and commu-
tative, and have respective neutral elements, zero 0 and identity 1 . Multi-
plication is distributive over addition and has 0 as absorbing element.
Furthermore, addition is idempotent, which means that x ⊕ x = x for
all x ∈ X . Multiplication is invertible in the sense that for each x 6= 0 ,
there exists x−1 such that x−1 ⊗ x = 1 . With these properties, the system
〈X,0,1,⊕,⊗〉 is generally identified as the idempotent semifield.
The power notation is routinely defined for all x 6= 0 and integer p ≥ 1
as xp = xp−1 ⊗ x , x−p = (x−1)p , x0 = 1 , and 0p = 0 . Moreover, the
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integer power is held to extend to rational exponents, and thus the semifield
is taken algebraically complete (radicable).
To save writing, the multiplication sign ⊗ is omitted from here on. The
power notation is used in the sense of the above definition.
The idempotent addition defines a partial order such that x ≤ y if
and only if x⊕ y = y for x, y ∈ X . With respect to this order, the addition
possesses an extremal property, which implies that the inequalities x ≤ x⊕y
and y ≤ x ⊕ y hold for all x, y ∈ X . Both addition and multiplication are
monotone in each argument, which means that the inequalities x ≤ y and
u ≤ v imply x⊕ u ≤ y ⊕ v and xu ≤ yv , respectively.
The partial order is considered extendable to a total order to make the
semifield linearly ordered. In what follows, the relation signs and optimiza-
tion problems are thought of in terms of this linear order.
Common examples of the idempotent semifield under consideration are
Rmax,+ = 〈R∪{−∞},−∞, 0,max,+〉 , Rmin,+ = 〈R∪{+∞},+∞, 0,min,+〉 ,
Rmax,× = 〈R+∪{0}, 0, 1,max,×〉 , and Rmin,× = 〈R+∪{+∞},+∞, 1,min,×〉 ,
where R is the set of real numbers and R+ = {x ∈ R|x > 0}.
Specifically, the semifield Rmax,+ is endowed with an addition and multi-
plication, defined by the usual maximum operation and arithmetic addition,
respectively. The number −∞ is taken as the zero element, and 0 as the
identity. For each x ∈ R , there exists an inverse x−1 , which coincides with
−x in ordinary arithmetic. The power xy is defined for all x, y ∈ R and
equal to the arithmetic product xy . The order induced on Rmax,+ by the
idempotent addition corresponds to the natural linear order on R .
In the semifield Rmin,× , the operations are defined as ⊕ = min and
⊗ = × , and their neutral elements as 0 = +∞ and 1 = 1. Both inversion
and exponentiation have the usual meaning. The relation ≤ , defined by
idempotent addition, corresponds to an order that is opposite to the natural
order on R .
2.2 Matrix algebra
The idempotent semifield is routinely generalized to idempotent systems of
matrices and vectors. Let Xm×n be the set of matrices over X , with m rows
and n columns. The matrix with all zero entries is the zero matrix denoted
0 . Any matrix without zero rows (columns) is called row- (column-) regular.
Addition and multiplication of conforming matrices, and scalar multipli-
cation follow the usual rules, where the operations ⊕ and ⊗ play the roles of
the ordinary addition and multiplication, respectively. The extremal prop-
erty of addition and the monotonicity of addition and multiplication in the
carrier semifield are extended component-wise to the matrix operations.
For any matrix A , its transpose is represented by AT .
Consider square matrices in the set Xn×n . A matrix that has 1 along the
diagonal and 0 elsewhere is the identity matrix, which is denoted by I . For
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any matrix A ∈ Xn×n and integer p ≥ 1, the matrix power is immediately
defined by Ap = Ap−1A and A0 = I .
A matrix is reducible if identical permutation of its rows and columns
can reduce it to a block-triangular normal form, and irreducible otherwise.
The lower block-triangular normal form of a matrix A ∈ Xn×n is expressed
as
A =


A11 0 . . . 0
A21 A22 0
...
...
. . .
As1 As2 . . . Ass

 , (1)
where Aii is either irreducible or a zero matrix of order ni , Aij is an
arbitrary matrix of size ni×nj for all i = 1, . . . , s , j < i , and n1+· · ·+ns =
n .
The trace of any matrix A = (aij) ∈ X
n×n is given by
trA = a11 ⊕ · · · ⊕ ann.
It directly results from the definition that, for any matrices A and B ,
and scalar x , the following equalities hold:
tr(A⊕B) = trA⊕ trB, tr(AB) = tr(BA), tr(xA) = x trA.
The first equality is extended in [17] to a binomial identity for traces,
which is valid, for all m ≥ 0, in the form
tr(A⊕B)m =
m⊕
k=1
⊕
i1+···+ik=m−k
tr(ABi1 · · ·ABik)⊕ trBm. (2)
Any matrix, which has only one row (column) is a row (column) vector.
The set of column vectors of order n is denoted by Xn . The vector with all
zero elements is the zero vector denoted 0 .
A vector is called regular if it has no zero elements. Suppose that x ∈ Xn
is a regular vector. Clearly, if A ∈ Xn×n is a row-regular matrix, then the
vector Ax is regular, and if A is column-regular, then xTA is regular.
For any nonzero column vector x = (xi) ∈ X
n , its multiplicative conju-
gate transpose is a row vector x− = (x−i ) that has elements x
−
i = x
−1
i if
xi 6= 0 , and x
−
i = 0 otherwise.
The following properties of the conjugate transposition are easy to verify.
Let x,y ∈ Xn be regular vectors. Then, the element-wise inequality x ≤ y
results in x− ≥ y− and vice versa. Furthermore, the matrix inequality
xy− ≥ (x−y)−1I holds entry-wise. If x is a nonzero vector, then x−x = 1 .
A scalar λ ∈ X is an eigenvalue of a matrix A ∈ Xn×n , if there exists a
nonzero vector x ∈ Xn such that
Ax = λx.
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Any vector x that provides this equality is an eigenvector of A , which
corresponds to λ .
Every irreducible matrix has only one eigenvalue. The eigenvectors of
irreducible matrices have no zero components and so are regular.
Reducible matrices may possess several eigenvalues. The maximal eigen-
value (in the sense of the order on X) of a matrix A ∈ Xn×n is called the
spectral radius of the matrix, and is directly calculated as
λ =
n⊕
m=1
tr1/m(Am).
From this equality, it follows, in particular, that the inequality λm ≥
trAm is valid for all m = 1, . . . , n .
3 Solution to linear inequalities
This section presents complete solutions to linear inequalities to be used
in the solving of optimization problems. These results can be obtained as
consequences of the solutions of related equations in [20, 22, 24, 23, 18].
Below, we offer the solutions provided with new direct independent proofs,
which are of separate interest.
Suppose that, given a matrix A ∈ Xm×n and a regular vector d ∈ Xm ,
the problem is to find all vectors x ∈ Xn that satisfy the inequality
Ax ≤ d. (3)
A solution to the problem is provided by the next statement.
Lemma 1. For any column-regular matrix A and regular vector d, all
solutions to (3) are given by
x ≤ (d−A)−. (4)
Proof. It suffices to verify that inequalities (3) and (4) are consequences of
each other. First, we take inequality (3) and multiply it by (d−A)−d− from
the left. By applying properties of the conjugate transposition, we write
x ≤ (d−A)−d−Ax ≤ (d−A)−d−d = (d−A)−,
and thus obtain (4). At the same time, the left multiplication of inequality
(4) by the matrix A and the above mentioned properties give
Ax ≤ A(d−A)− ≤ dd−A(d−A)− = d,
which yields (3) and completes the proof.
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We now consider the following problem. Given a matrix A ∈ Xn×n , find
all vectors x ∈ Xn such that
Ax ≤ x. (5)
To describe a solution to inequality (5) in a compact form, we introduce
a function that maps each matrix A ∈ Xn×n onto the scalar
Tr(A) = trA⊕ · · · ⊕ trAn,
and use the star operator (the Kleene star), which takes A to the matrix
A∗ = I ⊕A⊕ · · · ⊕An−1.
The derivation of the solution is based on the result, which was ap-
parently first suggested by Carre´ [3] and will be referred to as the Carre´
inequality. In terms of the above defined function, the result states that any
matrix A with Tr(A) ≤ 1 satisfies the inequality
Ak ≤ A∗, k ≥ 0.
A complete direct solution to inequality (5) is given as follows.
Lemma 2. For any matrix A with Tr(A) ≤ 1 , all solutions to inequality
(5) are given by
x = A∗u, u ∈ Xn.
Proof. First, we show that, for any u ∈ Xn , the vector x = A∗u satisfies
(5). It follows from the Carre´ inequality that AA∗ = A⊕ · · · ⊕An ≤ A∗ .
Then,
Ax = A(A∗u) = (AA∗)u ≤ A∗u = x.
Now suppose that x is a solution to inequality (5), and then verify that
x = A∗u for some u ∈ Xn . Indeed, left multiplication of (5) by A yields
the inequality Amx ≤ x for all integer m ≥ 1, and thus the inequality
A∗x ≤ x . Because A∗ ≥ I , we also have the inequality A∗x ≥ x . Both
inequalities result in the equality x = A∗u , where u = x .
Finally, we suppose that, given a matrix A ∈ Xn×n and a vector b ∈ Xn ,
we need to obtain all regular vectors x ∈ Xn that satisfy the inequality
Ax⊕ b ≤ x. (6)
The next complete direct solution to the problem is given in [18].
Theorem 3. For any matrix A and vector b, the following statements hold:
1. If Tr(A) ≤ 1 , then all regular solutions to inequality (6) are given by
x = A∗u, where u is any regular vector such that u ≥ b.
2. If Tr(A) > 1 , then there is no regular solution.
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4 Extremal properties of eigenvalues and optimiza-
tion problems
The spectral radius (maximum eigenvalue) of a matrix in idempotent algebra
exhibits an extremal property in the sense that it represents the minimum
of a functional defined by the matrix and calculated with a conjugate trans-
position operator.
To be more specific, let A ∈ Xn×n be a matrix with spectral radius λ
and x ∈ Xn be a vector. We form the functional x−Ax and consider the
problem
minimize x−Ax, (7)
where the minimum is taken over all regular vectors x .
Then, it can be shown that the minimum in this problem is equal to λ .
Although this property has been known in various settings for a long
time, the problem of finding all vectors x that yield the minimum did not
admit a complete solution in terms of a general semifield.
In the context of tropical mathematics, this property has been first in-
vestigated in [5] in the framework of the semifield Rmax,+ . It has been shown
that the minimum in (7) is attained at any eigenvector of the matrix A ,
which corresponds to λ . Furthermore, the problem was reduced in [4] to a
linear programming problem, which, however, did not offer a direct repre-
sentation of the solution vectors in terms of tropical mathematics. Similar
results in a different and somewhat more general setting have been obtained
in [9].
More solution vectors for the problem were indicated in [7, 8]. Specifi-
cally, it has been shown that not only the eigenvectors, which solve the equa-
tion Ax = λx , but all the vectors, which satisfy the inequality Ax ≤ λx ,
yield the minimum of the functional x−Ax . However, the solution, which
has been given to the last inequality, had the form of a numerical algorithm
rather than a direct explicit form.
A complete direct solution to problem (7) is obtained in [17, 18] as a con-
sequence of the solution to more general optimization problems. Below, we
provide the solution to the problem under general assumptions and present
a new independent proof as a good example of the approach.
Lemma 4. Let A be a matrix with spectral radius λ > 0 . Then, the
minimum in (7) is equal to λ and all regular solutions of the problem are
given by
x = (λ−1A)∗u, u ∈ Xn.
Proof. To verify the statement, we show that λ is a lower bound for the
objective function in (7), and then obtain all regular vectors that produce
this bound. First, assume that the matrix A is irreducible and thus has
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only regular eigenvectors. We take an arbitrary eigenvector x0 and write
x−Ax = x−Axx−0 x0 ≥ x
−Ax0(x
−x0)
−1 = λx−x0(x
−x0)
−1 = λ.
Suppose the matrix A is reducible and has the block-triangular form
(1). Let λi be the eigenvalue of the matrix Aii , i = 1, . . . , s , and λ =
λ1 ⊕ · · · ⊕ λs . Furthermore, we represent the vector x in the block form
xT = (xT1 , . . . ,x
T
s ), where xi is a vector of order ni . It follows from the
above result for irreducible matrices that
x−Ax =
s⊕
i=1
s⊕
j=1
x−i Aijxj ≥
s⊕
i=1
x−i Aiixi ≥
s⊕
i=1
λi = λ.
Consider the equation x−Ax = λ . Since λ is a lower bound, this
equation can be replaced by the inequality x−Ax ≤ λ . Furthermore, the
set of regular solutions of the inequality, if they exist, coincides with that
of the inequality λ−1Ax ≤ x . Indeed, after the left multiplication of the
former inequality by λ−1x , we have λ−1Ax ≤ λ−1xx−Ax ≤ x , which
results in the latter. At the same time, left multiplication of the latter
inequality by λx− directly leads to the former one.
With the condition Tr(λ−1A) = λ−1 trA⊕· · ·⊕λ−n trAn ≤ 1 , we apply
Lemma 2 to the last inequality, which yields the desired complete solution
to problem (7).
To conclude this section, we provide examples of solutions to more gen-
eral optimization problems examined in [14, 19]. We start with an uncon-
strained problem, which has an extended objective function and formulated
as follows. Given a matrix A ∈ Xn×n and vectors p, q ∈ Xn , find all regular
vectors x ∈ Xn such that
minimize x−Ax⊕ x−p⊕ q−x. (8)
A direct solution to the problem was proposed in [14]. For an irreducible
matrix A with spectral radius λ > 0 and a regular vector q , it was sug-
gested that the minimum value in (8) is equal to
µ = λ⊕ (q−p)1/2,
and all regular solutions of the problem are given by
x = (µ−1A)∗u, µ−1p ≤ u ≤ µ(q−(µ−1A)∗)−.
Below, we offer a solution to a more general problem, which includes
problem (8) as a special case. The results obtained to problem (8) in the
next section show that the above solution appears to be incomplete.
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Finally, consider the following constrained version of problem (7). Sup-
pose that, given matrices A,B ∈ Xn×n , C ∈ Xm×n and vectors g ∈ Xn ,
h ∈ Xm , we need to find all regular vectors x ∈ Xn such that
minimize x−Ax,
subject to Bx⊕ g ≤ x,
Cx ≤ h.
(9)
Let A be a matrix with spectral radius λ > 0 , B be a matrix with
Tr(B) ≤ 1 , C be a column-regular matrix, and h be a regular vector such
that h−CB∗g ≤ 1 . Then, problem (9) can be solved as in [19] to find that
the minimum value in problem (9) is equal to
θ =
n⊕
k=1
⊕
0≤i0+i1+···+ik≤n−k
tr1/k(Bi0(ABi1 · · ·ABik)(I ⊕ gh−C)),
and all regular solutions of the problem are given by
x = (θ−1A⊕B)∗u, g ≤ u ≤ (h−C(θ−1A⊕B)∗)−.
5 New tropical optimization problems
In this section we offer complete direct solutions for two new problems with
objective functions that involve the functional x−Ax . The proposed proofs
of the results demonstrate the main ideas and techniques of the approach
introduced in [20, 21, 24, 23] and further developed in [25, 14, 15, 17, 16, 18,
19], which is based on the solutions to linear inequalities and the extremal
property of the spectral radius discussed above.
5.1 Unconstrained problem
We start with an unconstrained problem, which is a further extension of
the problems considered in the short conference papers [16, 14], where less
general objective functions were examined. The solution presented below
expands the technique proposed in these papers to solve the new problem,
but suggests a more compact representation of the results, which is based
on the solution to the linear inequalities with arbitrary matrices in [18]. As
a consequence, a more accurate solution to the problem in [14] is obtained.
Given a matrix A ∈ Xn×n , vectors p, q ∈ Xn , and a scalar c ∈ X , the
problem is to find all regular vectors x ∈ Xn such that
minimize x−Ax⊕ x−p⊕ q−x⊕ c. (10)
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5.1.1 Solution to unconstrained problem
A complete direct solution to the problem under fairly general conditions is
given in a compact vector form by the following result.
Theorem 5. Let A be a matrix with spectral radius λ > 0 , and q be a
regular vector. Denote
µ = λ⊕
n⊕
m=1
(q−Am−1p)1/(m+1) ⊕ c. (11)
Then, the minimum in (10) is equal to µ and all regular solutions of the
problem are given by
x = (µ−1A)∗u, µ−1p ≤ u ≤ µ(q−(µ−1A)∗)−.
Proof. Below, we replace problem (10) with an equivalent constrained prob-
lem that is to minimize a scalar µ subject to the constraint
x−Ax⊕ x−p⊕ q−x⊕ c ≤ µ, (12)
where the minimum is taken over all regular vectors x .
Our use of inequality (12) is twofold: first, we consider µ as a parameter
and solve the inequality with respect to x , and second, we exploit (12) to
derive a sharp lower bound on µ .
First, we note that inequality (12) is itself equivalent to the system of
inequalities
x−Ax ≤ µ, x−p ≤ µ, q−x ≤ µ, c ≤ µ.
It follows from the first inequality and Lemma 4 that µ ≥ x−Ax ≥ λ >
0 .
Considering that the vectors x and q are regular, we apply Lemma 1
to the first three inequalities to bring the system into the form
Ax ≤ µx, p ≤ µx, x ≤ µq, c ≤ µ.
The second and third inequalities together give p ≤ µ2q . After multi-
plication by q− from the left, we obtain another bound µ ≥ (q−p)1/2 .
Together with the forth inequality, we have
µ ≥ λ⊕ (q−p)1/2 ⊕ c. (13)
Furthermore, we obtain all regular vectors x that satisfy the first three
inequalities of the system. We multiply the first two inequalities by µ−1
and then combine them into one to write the system of two inequalities
µ−1Ax⊕ µ−1p ≤ x, x ≤ µq. (14)
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Note that Tr(µ−1A) ≤ Tr(λ−1A) ≤ 1 since µ ≥ λ . Then, Theorem 3
provides a complete solution to the first inequality at (14) in the form
x = (µ−1A)∗u, u ≥ µ−1p.
Substitution of the solution into the second inequality results in the
system of inequalities defined in terms of the new variable u as
(µ−1A)∗u ≤ µq, u ≥ µ−1p.
By solving the first inequality in the new system by means of Lemma 1,
we arrive at the double inequality
µ−1p ≤ u ≤ µ(q−(µ−1A)∗)−.
The set of vectors u defined by this inequality is not empty if and only
if
µ−1p ≤ µ(q−(µ−1A)∗)−.
By multiplying this inequality by µ−1q−(µ−1A)∗ from the left, we obtain
µ−2q−(µ−1A)∗p ≤ 1.
Since left multiplication of the latter inequality by µ(q−(µ−1A)∗)− gives
µ−1p ≤ µ−1(q−(µ−1A)∗)−q−(µ−1A)∗p ≤ µ(q−(µ−1A)∗)− , and so yields
the former inequality, both inequalities are equivalent.
Consider the left-hand side of the last inequality and write it in the form
µ−2q−
(
n−1⊕
m=0
µ−mAm
)
p =
n−1⊕
m=0
µ−m−2q−Amp.
Then, the inequality is equivalent to the system of inequalities
µ−m−2q−Amp ≤ 1, m = 0, . . . , n− 1,
which can further be rewritten as
µm+1 ≥ q−Am−1p, m = 1, . . . , n.
Furthermore, we solve every inequality in the system to obtain
µ ≥ (q−Am−1p)1/(m+1), m = 1, . . . , n.
By combining these solutions with the bounds at (13), we have
µ ≥ λ⊕
n⊕
m=1
(q−Am−1p)1/(m+1) ⊕ c.
As we need to find the minimum value of µ , the last inequality must
hold as equality (11). The solution set is then given by
x = (µ−1A)∗u, µ−1p ≤ u ≤ µ(q−(µ−1A)∗)−,
which completes the proof.
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Note that a complete solution to problem (8) can now be obtained as a
direct consequence of the above result when c = 0 .
Corollary 6. Let A be a matrix with spectral radius λ > 0 , and q be a
regular vector. Denote
µ = λ⊕
n⊕
m=1
(q−Am−1p)1/(m+1).
Then, the minimum in (8) is equal to µ and all regular solutions of the
problem are given by
x = (µ−1A)∗u, µ−1p ≤ u ≤ µ(q−(µ−1A)∗)−.
5.1.2 Application to project scheduling
In this section, we provide an application example for the result obtained
above to solve a problem, which is drawn from project scheduling [6, 29].
Suppose that a project involves a set of activities (jobs, tasks) to be
performed in parallel according to precedence relationships given in the form
of start-finish, late start and early finish temporal constraints. The start-
finish constraints do not enable an activity to be completed until specified
times have elapsed after the initiation of other activities. The activities are
completed as soon as possible within these constraints.
The late start and the early finish constraints determine, respectively,
the lower and upper boundaries of time windows that are allocated to the
activities in the project. Each activity has to occupy its time window en-
tirely. If the initiation time of the activity falls to the right of the lower
bound of the window, the time is adjusted by shifting to this bound. In a
similar way, the completion time is shifted to the upper bound of the window
if this time appears to the left of the bound.
For each activity in the project, the flow (turnaround, processing) time is
defined as the time interval between the adjusted initiation and completion
times of the activity. The optimal scheduling problem is to find the initiation
times that minimize the maximum flow time over all activities, subject to
the precedence constraints described above.
Consider a project with n activities. For each activity i = 1, . . . , n ,
we denote the initiation time by xi and the completion time by yi . Let
aij be the minimum possible time lag between the initiation of activity
j = 1, . . . , n and the completion of i . If the time lag is not specified for
some j , we assume that aij = −∞ . The start-finish constraints lead to the
equalities
yi = max(ai1 + x1, . . . , ain + xn), i = 1, . . . , n.
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Furthermore, we denote the late start and early finish times for activity
i by qi and pi , respectively. Let si be the adjusted initiation time and ti be
the adjusted completion time of activity i . Considering the minimum time
window defined by the late start and the early finish constraints, we have
si = min(xi, qi) = −max(−xi,−qi), ti = max(yi, pi), i = 1, . . . , n.
Finally, with the maximum flow time, which is given by
max(t1 − s1, . . . , tn − sn),
we arrive at the optimal scheduling problem in the form
minimize max
1≤i≤n
(ti − si),
subject to si = −max(−xi,−qi),
ti = max
(
max
1≤j≤n
(aij + xj), pi
)
, i = 1, . . . , n.
As the problem formulation involves only the operations of maximum,
ordinary addition, and additive inversion, we can represent the problem
in terms of the semifield Rmax,+ . First, we introduce the matrix-vector
notation
A = (aij), p = (pi), q = (qi), x = (xi), s = (si), t = (ti).
By using matrix algebra over Rmax,+ , we write
s = (x− ⊕ q−)−, t = Ax⊕ p.
Then, the objective function takes the form
s−t = (x− ⊕ q−)(Ax⊕ p) = x−Ax⊕ q−Ax⊕ x−p⊕ q−p.
The problem under study now reduces to the unconstrained problem
minimize x−Ax⊕ q−Ax⊕ x−p⊕ q−p, (15)
which has the form of (10).
The application of Theorem 5 with q− replaced by q−A and c by q−p
gives the following result.
Theorem 7. Let A be a matrix with spectral radius λ > 0 , and q be a
regular vector. Denote
µ = λ⊕
n⊕
m=0
(q−Amp)1/(m+1). (16)
Then, the minimum in (15) is equal to µ and all regular solutions of the
problem are given by
x = (µ−1A)∗u, µ−1p ≤ u ≤ µ(q−A(µ−1A)∗)−.
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5.1.3 Numerical example
Consider an example project that involves n = 3 activities. Suppose that
the matrix A and the vectors p and q are given by
A =

 2 4 02 2 1
0 −1 1

 , q =

 11
1

 , p =

 33
3

 ,
where the symbol 0 = −∞ is used to save writing.
To obtain the spectral radius λ , we successively calculate
A2 =

 6 6 54 6 3
2 4 2

 , A3 =

 8 10 78 8 7
6 6 5

 , λ = 3.
Furthermore, we calculate
q−A =
(
1 3 0
)
, q−A2 =
(
5 5 4
)
, q−A3 =
(
7 9 6
)
,
and then obtain
q−p = 2, q−Ap = 6, q−A2p = 8, q−A3p = 12, µ = 3.
After evaluating the matrices
µ−1A =

 −1 1 0−1 −1 −2
−3 −4 −1

 , µ−2A2 =

 0 0 −1−2 0 −3
−4 −2 −2

 ,
we can find
(µ−1A)∗ =

 0 1 −1−1 0 −2
−3 −2 0

 , q−A(µ−1A)∗ = ( 2 3 1 ) .
By calculating the lower and upper bounds on the vector u , we get
µ−1p =

 00
0

 , µ(q−A(µ−1A)∗)− =

 10
2

 .
In terms of ordinary operations, the solution is given by the equalities
x1 = max(u1, u2 + 1, u3 − 1),
x2 = max(u1 − 1, u2, u3 − 2),
x3 = max(u1 − 3, u2 − 2, u3),
where the elements of the vector u satisfy the conditions
0 ≤ u1 ≤ 1, u2 = 0, 0 ≤ u3 ≤ 2.
Substitution of the bounds on u into the above equalities gives the result
x1 = 1, x2 = 0, 0 ≤ x3 ≤ 2.
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5.2 Constrained problem
We now consider a new constrained problem which combines the objective
function of the problem in [16] with inequality constraints from the problem
in [18]. To solve the problem, we follow the method proposed in [17], which
introduces an additional variable and then reduces the problem to the solving
of a linear inequality with a matrix parametrized by the new variable.
Given matrices A,B ∈ Xn×n and vectors p,g ∈ Xn , we need to find all
regular vectors x ∈ Xn such that
minimize x−Ax⊕ x−p,
subject to Bx⊕ g ≤ x.
(17)
Note that, due to Theorem 3, the set of regular vectors that satisfy the
inequality constraints in problem (17) is not empty if and only if Tr(B) ≤ 1 .
5.2.1 Solution to constrained problem
The next assertion provides a direct complete solution to the problem.
Theorem 8. Let A be a matrix with spectral radius λ > 0 and B be a
matrix with Tr(B) ≤ 1 . Denote
θ = λ⊕
n−1⊕
k=1
⊕
1≤i1+···+ik≤n−k
tr1/k(ABi1 · · ·ABik). (18)
Then, the minimum in (17) is equal to θ and all regular solutions of the
problem are given by
x = (θ−1A⊕B)∗u, u ≥ θ−1p⊕ g.
Proof. First, we note that x−Ax ⊕ x−p ≥ x−Ax ≥ λ > 0 , and thus the
objective function in problem (17) is bounded from below. We now denote
by θ the minimum of the objective function over all regular vectors x and
verify that the value of θ is given by (18).
The set of all regular vectors x that yield the minimum in (17) is given
by the system
x−Ax⊕ x−p = θ, Bx⊕ g ≤ x.
Since θ is the minimum, the solution set does not change if we replace
the first equation by the inequality
x−Ax⊕ x−p ≤ θ.
Furthermore, the last inequality is equivalent to the inequality
θ−1Ax⊕ θ−1p ≤ x.
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Indeed, by multiplying the former inequality by θ−1x from the left, we
obtain
θ−1Ax⊕ θ−1p ≤ θ−1xx−Ax⊕ θ−1xx−p ≤ x,
which yields the latter. On the other hand, the left multiplication of the
latter inequality by θx− immediately results in the former one.
The system, which determines all regular solutions, now becomes
θ−1Ax⊕ θ−1p ≤ x, Bx⊕ g ≤ x.
The above two inequalities are equivalent to one inequality in the form
(θ−1A⊕B)x⊕ θ−1p⊕ g ≤ x. (19)
It follows from Theorem 3 that the existence condition of regular solu-
tions to inequality (19) is given by the inequality
Tr(θ−1A⊕B) ≤ 1.
The application of binomial identity (2) to the left-hand side of the
inequality, followed by the rearrangements of terms leads to the inequality
Tr(θ−1A⊕B) =
n⊕
m=1
tr(θ−1A⊕B)m
=
n⊕
m=1
m⊕
k=1
⊕
i1+···+ik=m−k
θ−k tr(ABi1 · · ·ABik)⊕ Tr(B)
=
n⊕
k=1
⊕
0≤i1+···+ik≤n−k
θ−k tr(ABi1 · · ·ABik)⊕ Tr(B).
Since Tr(B) ≤ 1 by the conditions of the theorem, the existence condi-
tion reduces to the inequalities⊕
0≤i1+···+ik≤n−k
θ−k tr(ABi1 · · ·ABik) ≤ 1, k = 1, . . . , n.
After solving the inequalities with respect to θ , and combining of the
obtained solutions into one inequality, we obtain
θ ≥ λ⊕
n−1⊕
k=1
⊕
1≤i1+···+ik≤n−k
tr1/k(ABi1 · · ·ABik).
Taking into account that θ is the minimum of the objective function, we
replace the last inequality by an equality, which gives (18).
By applying Theorem 3 to write the solution for inequality (19), we
finally obtain.
x = (θ−1A⊕B)∗u, u ≥ θ−1p⊕ g.
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5.2.2 Application to project scheduling
Consider a project that consists of n activities operating under start-finish,
start-start, early start and early finish temporal constraints. The start-finish
constraints determine the minimum allowed time lag between the initiation
of one activity and the completion of another activity. The start-start con-
straints dictate the minimum lag between the initiation times of the activi-
ties. The early start constraints define the earliest possible times to initiate
the activities. The early finish constraints require that the activities cannot
be completed earlier than prescribed times. All activities in the project are
completed as soon as possible to meet the constraints. The problem is to
minimize the flow time over all activities.
In the similar manner as before, for each activity i = 1, . . . , n , we denote
the initiation time by xi and the completion time by yi . Given the start-
finish time lags aij and the earliest finish times pi , we have
yi = max(ai1 + x1, . . . , ain + xn, pi), i = 1, . . . , n.
Let bij be the minimum allowed time lag between the initiation of ac-
tivity j = 1, . . . , n and the initiation of activity i , and gi be the earliest
acceptable time of the initiation of i . The start-start and early start con-
straints give the inequalities
xi ≥ max(bi1 + x1, . . . , ain + xn, gi), i = 1, . . . , n.
After adding the objective function, we represent the scheduling problem
in the form
minimize max
1≤i≤n
(yi − xi),
subject to yi = max
(
max
1≤j≤n
(aij + xj), pi
)
,
xi ≥ max
(
max
1≤j≤n
(bij + xj), gi
)
, i = 1, . . . , n.
To rewrite the problem in terms of the semifield Rmax,+ , we define the
following matrices and vectors
A = (aij), B = (bij), p = (pi), g = (gi), x = (xi).
In vector form, the problem becomes
minimize x−(Ax⊕ p),
subject to Bx⊕ g ≤ x.
Clearly, the obtained problem is of the same form as problem (17) and
thus admits a complete solution given by Theorem 8.
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5.3 Numerical example
To illustrate the result, we take a project with n = 3 activities under con-
straints given by
A =

 4 0 02 3 1
1 1 3

 , B =

 0 −2 10 0 2
−1 0 0

 , p =

 66
6

 , g =

 12
3

 .
Then, we need to verify the existence condition for regular solutions in
Theorem 8. We have
B2 =

 0 0 01 −2 1
0 −3 0

 , B3 =

 −1 −2 10 −1 2
−1 0 −1

 , Tr(B) = 0.
In addition, we obtain
A2 =

 8 4 16 6 4
5 4 6

 , A3 =

 12 8 510 9 7
9 7 9

 , λ = 4.
Furthermore, we successively calculate
AB =

 0 2 53 0 5
2 −1 3

 , AB2 =

 4 −2 44 1 4
2 0 3

 ,
A2B =

 4 6 96 4 8
5 3 6

 , θ = 4.
We now evaluate the matrices
θ−1A⊕B =

 0 −2 10 −1 2
−1 −3 −1

 , (θ−1A⊕B)2 =

 0 −2 11 −1 1
−1 −3 0

 ,
and then find
(θ−1A⊕B)∗ =

 0 −2 11 0 2
−1 −3 0

 , θ−1p⊕ g =

 22
3

 .
Returning to the usual notation, we have the solution
x1 = max(u1, u2 − 2, u3 + 1),
x2 = max(u1 + 1, u2, u3 + 2),
x3 = max(u1 − 1, u2 − 3, u3),
where the components of the vector u are given by the inequalities
u1 ≥ 2, u2 ≥ 2, u3 ≥ 3.
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