This article shows a parallel algorithm developed to simulate the electric voltage profile applied to the heating of the compression chamber used in the process of superhard materials synthesis, specifically, diamonds. The computational simulation for the determination of the distribution of the eletrical potential (d.d.p. in volt) is necessary to permit to get, with precision, the value of the heat (in W/mm) that is generated by the eletric current flux in the process. The analysis of temperature distribution let us investigate the graphite to diamond transformation process and also get diamonds of better quality and lower cost. The computational simulation is an important tool in the superhard materials syntesis research, once the real tests show a very high cost and many times they do not show satisfactory answers. We hope we can contribute with the techniques of computational simulation for the diamond synthesis process, using resources of parallelism shown in this article. The purpose to the use of paralelism techniques in the computational simulations is situated in the possibility of offering an ampler research of the superhard material synthesis process, through enlargement of the volume studied in a time of the reduced processing. In the simulations carried out in a small part of the compression chamber of 10 mm of ray per 10 mm of height, using a matrix 100 × 100, it was necessary nearly one hour of processing in a SUN FIRE machine with one SPARC III 750 MHz processor. A completed chamber, used in the diamond synthesis, has measurements from 60 mm to 100 mm and that can be enlarged if there is interest in analysing other parts of the high pressure apparatus that permit the coupling of the compression chamber to the hydraulic press.
Introduction
Diamonds are materials chemically inert, with high hardness, low friction coefficient, high thermic conductivity and an excellent electrical insulator. These attractive physical chemistry qualities make them essential in the cutting tools production, that goes through constant wear and tear. The diamond is in almost all lines of the industry, from the metal-mechanic up to the production of wood. The technology control for the production of synthetic diamond can put Brazil into the small group of countries that has this capability of production.
The production techniques of synthetic diamonds started in the fifties. The first oficial synthesis carried out by General Electric happened in 1954 . In Brazil, 1987 , researchers from Rio Grande do Sul University registered the first diamond synthesis. From 2001 until nowadays, the Norte Fluminense University has already produced ten thousand carats of diamonds, around two kilogramme, using the technique of high temperature and high pressure production.
The methods based on the graphyte to diamond transformation, in static high pressure (4.3 GPa to 8.0 GPa) and temperature (1450 K to 2100 K) use different compression chambers (1 GPa equals 10.000 atm.). These chambers provide the necessary high presssures and temperatures to the synthesis process, but they also cause strong temperature and pressure gradients in the process. The temperature gradients are undesirable, because they influence negatively the characteristics of the produced diamonds and also the lifetime of some equipments (Bundy et al., 1961; Bundy, 1995) .
The direct measurement of the temperature into the process is very limited, because of the severe conditions existent in the process (the solid corps become plastically deformed) and also because of constructive characteristics (the compression chamber stays into a metal apparatus of high hardness that makes the coupling to the hydraulic press). The heating of the process is done through the passage of electric current through the compressed corps (the graphite itself that will become into diamond). The electric voltage applied to the compressed corps (graphite and catalist metal arranged in different composition) causes the generation of heating and, the temperature controls are done through the voltage control applied to the process.
The voltage profile applied for heating depends on the constructive arrangement and on the properties of the present elements into the apparatus that generate the high pressure (graphite, catalist metal, etc.) at the beginning of the synthesis. This same electrical voltage profile will influence the way how the graphite to diamond transformation will happen, since the temperature distribution is dependent on the voltage profile, among other effects related also to the constructive arrangements and properties of the present elements of the synthesis beginning.
Analysing constructive alternatives, that can minimize the temperature gradients, they can result in the obtainment of diamonds with better quality and lower cost. It can be emphazised that the cost of this research, if done only in an experimental way (in laboratory), is very expensive. Another characteristic of this process is that fifty per cent of the synthetic diamond cost is related to the cost of the generated apparatus of high pressure and temperatures and the lifetime of the apparatus is limited to one hundred operations at most. All these factors put the development of the manufacture technologies and the raise of lifetime of these apparatuses in the core of the scientific matter about the diamonds synthesis.
It can be possible to study with the help of computational simulation, in a feasible way, the temperature and voltage ditribution, both in the synthesis region (compression chamber) and in the high pressure apparatus. It is possible to investigate the temperature gradients, constructive variations of the high pressure apparatus compounds and reactive cell, variation of the synthesis compounds properties, etc., through the computational simulation.
Reducing the processing time and allowing the execution of the computational simulation is a strategy of impact to support the research and development of diamond synthesis technology. The use of parallel strategies is a good way to reduce the computational time (Drummond et al., 2001; Ochi et al., 1999; Vianna et al., 1999 Vianna et al., , 2007 Vianna et al., , 2010 . A lot of papers have been published about computational simulation in the research of superhard materials synthesis until now (Levitas et al., 1989; Novikov et al., 1991; Rangel et al., 1998) , however the application of parallelism techniques is still a novelty in this area.
The organization of the paper is described as following. In the next section, it is described fhe high pressure apparatus. In Section 3, it is presented the modelling problem. The parallel algorithm is presented in Section 4. The computational results are presented in Section 5. Finally, Section 6 contains the concluding remarks. Figure 1 shows the diagram used in making calculations for high pressure apparatus diagram, used in a 2500 t press, before and during the compression. This anvil, gasket and reactive cell. The reactive cell is the place where occurs the graphite to diamond transformation. It is the exact place of the synthesis reaction. Analysing Figure 2 , it can be noticed that the reactive cell stays thermically insulated only in the gasket side, that has low thermical conductivity coefficient. The thermical insulation is low and the heat is dispersed in high value in the superior and inferior sides of the reactive cell. These parts are in contact with the anvil, constituted of high hardness metal and high mechanical strength, with high thermical conductivity coefficient. This constructive characteristic causes high temperature gradients in the reactive cell and in the anvil part that is in direct contact with it.
Description of the High Pressure Apparatus
Constructive variations of this apparatus can minimize the temperature gradients, both in the reactive cell and in the anvil (Levitas et al., 1989; Novikov et al., 1991) . The temperature gradients in the reactive cell influence the characteristics of the produced diamonds, however the gradients in the anvil influence lifetime itself. The region of the anvil in contact with the reactive cell is subdued to highest gradients and values of temperatures, being this the most critic region of this part (Poliakov et al., 1990 (Poliakov et al., , 1996 . 
Modelling Problem
The model approaches just one side of the compression chamber because of the cilindric simetry. Figure 3 shows in a grid form the focused parts of compression chamber decribed in Figure 2 . Observing the figure, it can be noticed that it is necessary to extend the matrix to extend the part of the analysed object for keeping the value precision, on the other hand, it is important to extend the number points of the matrix in a small region of the chamber for increasing the value precision.
It was used the differential equation of heat conduction in a stationary medium and two spatial co-ordinates that, for bodies of revolution the cilindrical-polar system, will be used with x denoting axial co-ordinate and y the radial one, described below with the respective boundary conditions (Gosman et al., 1985) .
(1) Figure 4 presents the boundary conditions, where h and L are the height and ray at the high pressure chamber, respectively. V 0 is na applied voltage and k is the conductive coefficient.
It was used the technique of the finite difference with explicit iterative with Tchebychev parameter scheme to the numerical solution (Samarskii and Vabishchevich, 1996) . In the literature related, for problems like these, the most useful methods are the finite difference methods (FDM) and the finite element methods (FEM). Both techniques are used with advantages and disadvantages in cases of numerical modelling problems of voltage and temperature distribution. On the present case, there is a phase transformation where the FDM is more useful. In finite difference form the Equation 1 is written as below
The solution for this problem is then given by
where: 
Proposed Parallel Algorithm
The proposed parallel strategy is based on the pipeline technique (Silberschatz and Galvin, 1997) . First of all, the matrix y is divided (horizontal cut) among the p processors, as shown on Figure 5a . As seen on Section Modelling Problem (Equation 3), the calculus of each y i,j element, besides using two elements of the same line (y i,j-1 and y i,j+1 ), uses an element of the previous line (y i-1,j ) and an element of the posterior line (y i+1,j ), where 1 ≤ i ≤ N 1 and 1 ≤ j ≤ N 2 . This dependence of elements of other lines causes a problem in the frontier regions. On Figure 5b , the frontiers are represented by lines in gray. In these regions, a processor P t needs an element of the processor P t-1 , in case it is the first line of the submatrix y t (piece of the y matrix related to the processor P t ), or an element of the process P t+1 , in case it is the last line. The proposed algorithm is started with the process P 1 carrying out the first iteration about the submatrix y 1 . When P 1 ends the first iteration, this one sends the last line of y 1 to the process P 2 so that this one can start its first iteration. P 2 starts the first iteration while, at the same time, P 1 starts its second iteration. The process P 2 calculates the first line of y 2 and sends it to the process P 1 because this one will be necessary when P 1 calculates the last line of y 1 . P 2 goes on the processing of the first iteration and when it is finished, the last line of y 2 is sent to the process P 3 and P 2 starts its second iteration, while at the same time P 3 starts its first and P 1 is already starting its third. This procedure repeats until the last process P p finishes its iteration of number n, where p and n are algorithm input parameters and represent, respectively, the number of processors and the total number of iterations.
In the pipeline technique used in operational systems (Silberschatz and Galvin, 1997) , if there are Z jobs to be executed and each one of them has z tasks (considering that each of these tasks is executed in one unit of time), the first job is executed in z units of time. The second job uses z-1 units of time of the previous job and needs only one additional unit of time. This happens with all of the others jobs. So, the expected time for the conclusion of the Z jobs is of
If there are a number of jobs much higher than the number of tasks (Z >> z), it can be told that
The ideal speedup in a pipeline with z tasks and Z jobs is:
Z In analogy with the parallel strategy adopted in this paper it can be told that the ideal speedup for a system with p processes carrying out n iterations (n >> p) is:
Figure 5. Proposed parallelism strategy.
Computational Results
The computational experiments were carried out in a SUN FIRE 6800 with SPARC III 750MHZ processors and 24Gb RAM.
The parallel algorithm proposed was implemented using the C programming language and MPI library for the parallelism.
In the first experiment, it was used a matrix 100 × 100 simulating a piece of the chamber of 10 mm of ray per 10 mm of height. The number of iterations (n) carried out was enough for having the convergence of the result, n = 10000000 (tem milions). Table 1 shows, to 1 ≤ p ≤ 4 processes, the obtained time and the speedup. The speedup achieved with p processes is calculated dividing the time spent by the algorithm using one process (t 1 ) divided by the time obtained (t p ).
This experiment was done with 1 ≤ p ≤ 4 processes because with p > 4 processes, the algorithm started losing efficiency (Ex.: t 5 > t 4 ). That can be justified because according to the number of processes increases, the region of the matrix y subordinated to each process decreases. As that region decreases, the carried out processing becomes smaller, making that the onus caused by the comunication starts influencing more and more in the total time of the algorithm.
In the second experiment, it was used a matrix 600 × 600 simulating a cylinder of 60 mm of ray per 60 mm of height. The number of iteration was fixed in n = 1000 (1 thousand). The purporse of this test was to verify the performance of the proposed parallel algorithm using 1 ≤ p ≤ 8 processes, since a matrix of bigger dimension was being used. Table 2 shows for 1 ≤ p ≤ 8 processes, the time obtained and the speedup. The reduction of the processing time with the increase of the number of process can be better seen on Figure 6 . 
