We present e- NeXSh, a 
Introduction
In recent years, the issue of process-subversion attacks has become very important, as is evidenced by the number of CERT advisories [2] . These are attacks that exploit programming errors in software to compromise running systems. Such errors allow the attacker to override the program's control logic, causing the program to execute code of their choosing. This code is either malicious executable ¡ This work was carried out while author was at Columbia University.
code that has been injected into the process' memory, or existing functions in the Standard C library (LIBC) or elsewhere in the program code. In either case, the attacker is able to compromise the process, and generally can gain control of the whole system if the attacked process was running with root privileges (this is often the case with server daemons).
To cause any real damage outside of the compromised process, e.g., to spawn a shell or to open the /etc/passwd file for editing, the attacker needs to access kernel resources via system calls. There has been significant research in recent years resulting in a wide range of process-sandboxing techniques that monitor applications' system-call invocations [27, 31, 32, 33, 48, 49, 50, 58] . These systems generally require manual effort to specify explicit sandboxing policies, except when such policies can be automatically generated from application code or training runs. Then, the policies are often either imprecise, producing a large number of false positives, or involve significant ( ¢ 2 £ ) overheads -these are described in more detail in ¤ 5. Other techniques prevent the execution of code in data memory [3, 5, 10, 13, 38, 40, 55] to defeat codeinjection attacks, randomise the addresses of functions in the Standard C library (LIBC) [3, 14, 20 ] to deter libcbased attacks, use static analyses to remove vulnerabilities from software [12, 19, 21, 35, 44, 46, 59] , or instrument application code to detect run-time attacks [22, 47, 28, 57] . There exist problems and/or limitations of these systems too, including large overheads or breaking of applications, the possibility of mimicry or brute-force attacks that can bypass the defence mechanisms, and the inability to specify or protect all vulnerabilities, respectively. These limitations are also covered in ¤ 5. In this paper we present e-NeXSh, a simple and lightweight technique that uses process-specific information -this information consists of disassembly data indicating the memory boundaries of all functions in the program, as well as the call sites for system-call invocations in the program code -to defeat both code-injection and libc-based attacks. The technique's novelty lies in how it builds on the system-call interception model used by Intrusion Detection Systems (IDS), and extends the idea to userspace code to monitor invocations of LIBC functions. We utilise the program code and its disassembly information as guidelines for an implicit policy to prescribe normal program behaviour, rather than manually defining explicit policies. We show that e-NeXSh creates an "effectively" nonexecutable stack and heap that permit the execution of all code except system-call invocations (even via LIBC functions). This makes our technique practical even for applications that have a genuine need for an executable stack. We have evaluated a prototype implementation of our technique on x86/Linux, and have demonstrated efficacy at defeating both libc-based and code-injection attacks, including 100% effectiveness against Wilander's benchmark test-suite [64] , in our evaluations. We provide further discussion in ¤ 5. Our implementation consists of two parts: a user-space component to intercept and validate LIBC function invocations, and a kernel component to do the same for system-call invocations. The user-space component (implemented as a shared library: e-NeXSh.so) intercepts invocations of LIBC functions, and validates the call chain against the program's binary code and its disassembly information. This component can detect libc-based attacks that redirect the targeted program's control-flow into LIBC functions, to indirectly issue system calls. If an invocation has a legitimate call chain (i.e., one that matches the program code and disassembly data), we indicate this to the kernel component, and then forward the call on to the appropriate function in LIBC. Our kernel component extends the system-call handler in the Linux kernel to intercept and verify that all system-call invocations are made from legitimate locations in the program (or LIBC) code. These components collectively block all paths that an attacker may take to invoke system calls.
An important advantage of our technique is the low overhead added to system execution -we report negligible run-time overheads for both Apache benchmarks and common UNIX utilities. By implementing our technique within LIBC and kernel call handlers, we have managed to capitalise on the relatively large execution time required to process most system calls (including time spent in LIBC), versus normal procedure calls. Our design also permits transparent integration with applications, without needing to modify either source or binary code for both applications and the Standard C library (LIBC). This has many advantages -for instance, our technique can be applied to legacy and third-party applications for which there is no access to the source code. Furthermore, e-NeXSh can be used in conjunction with other defence mechanisms that instrument application executables or library binaries to perform run-time checking. Even though we modify the kernel in our implementation, we can selectively enforce the protection mechanism, allowing most programs [that do not need the security] to run unaffected.
The rest of this paper is structured as follows: we present an overview of our approach in ¤ 2. We describe our implementation of e-NeXSh in ¤ 3, and present an evaluation of our technique in 
Approach
Published guidelines [4, 6, 9] and analyses [7, 15, 23, 24] of process-subversion attacks indicate that these attacks generally contain the following integral elements: the triggering of some security vulnerability in the target application, causing an overwrite of some code pointer memory location, making it point to malicious code of the attacker's choosing. These elements comprise the anatomy of attacks, and is illustrated in figure 1 . Then, as the program continues execution, it eventually activates this overwritten code pointer, and begins executing the attack code in question. Research efforts have resulted in tools for identifying and/or eliminating vulnerabilities from application code, as well as at run-time techniques for detecting that vulnerabilities may have been exploited or that certain code pointer may have been overwritten. Rather than monitor all exploitable vulnerabilities and over-writable code pointers, we focus on the third element of attacks, i.e., the malicious code that attackers execute. Our technique is then able to defeat both known and yet unknown attacks, regardless of the specific vulnerabilities they exploit, or the specific code pointers they overwrite.
The executed malcode is invariably either executable code that the attacker has injected into the program memory, or existing code in the program or its referenced libraries, and in all cases, is executed to invoke some system call(s). Recognising this fact, we have based our technique on the monitoring of system-call invocations both within the kernel and at the user-space levels. We can trivially identify direct invocations of system calls by injected code, from within the kernel. Furthermore, we monitor calls to LIBC functions to detect if existing code in the program or its libraries is executed to indirectly invoke a system call (this generally is by way of the appropriate LIBC function). Specifically, we intercept calls to LIBC functions at the user-space level to inspect and validate the program stack. By intercepting both paths to invoking system calls, we can detect when a compromised program attempts to invoke system calls. We also randomise the program memory layout to prevent mimicry attacks would otherwise replicate the program stack in order to present a seemingly valid call stack to our checking subsystem. Table 1 provides a high-level overview of the evolution of e-NeXSh in response to increasingly sophisticated and adaptive attack mechanisms:
Attacks mechanisms and Defence measures Code-Injection attacks
Attack executable attack code injected into data memory invokes system calls directly.
Defence the kernel component of e-NeXSh examines the "return address" for system calls to identify code-injection attacks.
(LIBC-based)
Existing-Code attacks
Attack attacker invokes system calls indirectly by redirecting program flow-of-control to existing trap instruction in either application or library code, e.g., LIBC. This avoids the first-level defence against codeinjection attacks.
Defence the LIBC component of e-NeXSh intercepts invocations of shared library calls, and verifies the program stack trace (main -to library function), and thus detects existing-code attacks.
(Stack-faking)
Mimicry attacks
Attack attacker re-creates signature for a valid program stack-trace to give e-NeXSh the impression of a normal program run.
Defence randomise the program memory layout (activation record headers return address, old frame pointer¡ , offset of program data stack, and offset of program code segment) to prevent attackers from re-creating a valid stack-trace signature. 
Implementation
In this section, we describe the two components of our e-NeXSh implementation for the Linux operating system running on x86 hardware. We then illustrate its operations, i.e., the sequence of events, for handling both normal program behaviour and attacks in progress. We end this section by enumerating some benefits of our technique.
Validating System-Call Invocations
We use the system calls emitted by a program as an indication of its behaviour, similar to traditional host-based intrusion detection systems (IDS) that infer program behaviour from audit patterns, i.e., the observed sequence of system calls emitted [34, 42, 43, 58, 65] by the running program. While these systems generally use source codebased static models to determine malicious activity, we use specific information associated with system-call and LIBC invocations. The novelty in our technique is that we extend the checking "deeper" into the application's call stacks, thus making it more difficult for an attacker to launch mimicry [60] (or libc-based) attacks.
We chose a kernel-based, system-call interposition technique to utilise the resource-manager role of the operating system kernel for monitoring the invocations of system calls. Similar to normal function-calling conventions in user code, a system-call invocation also stores information (the program counter value) about the caller code in the program stack. We extended the system-call handling utility in the kernel to verify that it was legitimate application (or library) code that made the system-call invocation. Specifically, we check to see that the virtual memory address of the trap machine instruction that issued the system call is located in one of the code segments for the process. The kernel maintains information on all the different code and data segments that comprise each process' run-time memory. Our kernel modifications simply checks the read-write flag for the given memory address. A "writable" flag denotes data memory, which we now assume contains injected code that's invoking a system call. On the other hand, legitimate invocations of system calls occur from non-writable code memory addresses that are associated with a "readonly" flag.
Validating LIBC Function Invocations
We extend this caller-validation idea into the user-space to validate invocations of LIBC functions. This is implemented in the form of a shared library (e-NeXSh.so) containing corresponding wrapper functions for each LIBC function that is intercepted -we currently provide wrappers only for functions that are useful to an attacker [65] (some of these functions are: chmod, connect, execve, fork, open, mmap, mprotect, socket). We set the LD PRELOAD environment variable to ensure that LIBC function invocations made by programs are directed into our shared library. Each wrapper function consists of the following steps: authorise LIBC-based system calls, validate the current call stack, and resume execution by invoking the intended LIBC function, or kill the process if authorisation fails. We describe the most complex step (call-stack validation) first. 
Validating the Call Stack
Each wrapper function performs a stack walk along the dynamic chain of intermediate functions starting from main() and ending with the function that eventually invoked the LIBC function. This yields a list of return address values for each of the intermediate functions: we first verify that each of these return addresses exists in the writeprotected memory region reserved for the application code, viz., the .text section (we assume that information about the range of the .text section for the program code is provided by the kernel). We then inspect the .text section of the process memory to extract and decode each call instruction preceding the instructions at these return addresses. We can now verify that the absolute target address of this direct call instruction exactly corresponds to the beginning address of the function that is one level deeper in the call chain. In other words, for each caller-callee pair in the dynamic chain, we can validate the call site and target site memory addresses against the start and end limits for both functions. Our technique for validating the call stack is similar to stack-tracing techniques in [26] and those in Java for checking access control [61] , but without the benefit of Java's extensive run-time information. Figure 2 illustrates the verification of a single caller-callee function relationship, where foo calls bar. The x86 architecture defines other (indirect) call instructions that are of variable length, and do not encode the true target of the call instructions. Instead, they utilise indirect addresses stored in registers or the memory at runtime. This prevents us from statically producing call graphs to define all possible caller-callee relationships, and forces us to accept any function as a potentially valid target for an indirect call instruction. An attacker could then potentially overwrite a function pointer variable or a C++ VPTR entry, and cause a redirection of control directly into a LIBC function.
There are a number of options available at this point: we can counter such attacks by requiring the innermost callercallee pair in the dynamic chain (where the application program invokes the LIBC function) to be a direct call instruction -this has the potential to falsely label some applications as being compromised if they invoke the protected LIBC functions via function pointers (the applications we have evaluated do not use indirect call instructions to invoke LIBC functions). Another approach is to run the program in training mode and log the occurrences of code pointers in the call stack. Assuming that these invocations did not already lead to a process compromise during the training stage, the logged data can be integrated into the disassembly information for the program. This allows future occurrences of these code pointers to be accepted. A third option is to use a simple static-analysis [11] engine to precompute sets of acceptable values for the target address for indirect calls. Correctly using this new information would increase the memory footprint of e-NeXSh.so. However, the run-time overheads should be minimal since this data is referenced only for call-stack instances that include indirect calls. Even so, there may potentially be an efficient means to further reduce these overheads.
Authorising System Calls
Before validating the call stack, the wrapper function invokes a new system call that we defined as syscall libc auth. This system call is used to indicate to the kernel that the checking mechanism in e-NeXSh.so has verified the user-space section of the call stack for upcoming system calls. We store a random 1 32-bit nonce in the stack frame, and pass the address of this nonce in the system call. This ephemeral nonce value exists only for the duration of the execution of the wrapper functions in e-NeXSh.so (it is erased before the wrapper function returns; see below), meaning that it is never available in memory whenever any attacker code may be executing. We can thus prevent information leakage in a manner similar to Karger [36] for cross-domain calls, and hence prevent replay attacks that read and re-use nonces.
The kernel code for syscall libc auth verifies that this system-call invocation's call site is in the code section of e-NeXSh.so, and then stores the address and value (by dereferencing the location on the user-space stack) of the nonce in the process' PCB, and returns control to the userspace. Later on, when verifying system calls invoked via LIBC functions, the kernel checks to make sure that the nonce that was specified most recently still exists at the given location (the nonce location becomes invalid when we obliterate the nonce value from the stack, see next). Note that by setting the nonce before validating the call stack, we are able to prevent attacks that might otherwise jump into the middle of our wrapper functions to skip the initial checks.
After issuing the authorisation system call and validating the call stack, the wrapper function resumes the program execution by passing control to the original LIBC function (referenced via explicit dlopen / dlsym calls) which may, in turn, invoke system calls. These system calls are accepted by the kernel since not only are they invoked by a trap instruction located in the code section (of LIBC), but also because the nonce value that was passed to the kernel is still valid. When the LIBC function completes execution, it will return control to our wrapper function. We now zero out the nonce value on the stack (to eliminate the possibility of any mimicry attack re-using the nonce), and return to the application. We reduced the overhead from an earlier implementation that involved a separate system call to indicate to the kernel that the current e-NeXSh.so wrapper had completed its execution, and was returning control to the application.
Multi-threaded applications may enable attackers to use a parallel thread to invoke malicious system calls (this thread would still need to use a libc-based attack to avoid issuing a system call directly from data memory) after getting a legitimate program thread to carry out the systemcall authorisation. We counter this threat by implementing semaphore-based synchronisation in the e-NeXSh.so wrapper functions to ensure that multiple threads are not concurrently allowed into the critical LIBC (and subsequent system-call) functions. This could potentially cause synchronisation problems with system calls that block on I/O, e.g., read on a socket interface. However, none of the LIBC functions we currently protect are blocking functions.
Attacks Against e-NeXSh
An attacker could attempt a direct target at the e-NeXSh protection mechanism by overwriting the program stack to make it appear as a valid run for the given program. This allows the attacker to issue any system call that the application could invoke during normal execution. The difference is, of course, in the system-call parameter being provided: an attacker could exploit this loophole to access critical files by compromising any program that does file I/O. This problem is similar to that of attackers overwriting critical program data that are used as parameters for system calls, and a general solution is to manually define policies [49] to dictate the set of file-system resources that each program can access, for instance.
This loophole in e-NeXSh allows an attacker to create a fake, but seemingly valid, stack, and consequently pass both the LIBC-and kernel-based checks. Such attacks have been demonstrated in [17] to mimic a valid program stack, allowing them to successfully bypass commercialgrade sandboxing products and consequently invoke system calls. Later, we describe how we can counter these attacks by using simple randomisation techniques to make it significantly harder for an attacker to re-create a valid stack.
Kruegel et al. [41] describe a binary code-analysis method involving symbolic execution [39] of victim programs, to construct attacks that can automatically regain program control even after issuing system calls (possibly by using faked stacks). These are mimicry attacks of a different kind [41, 60] in that they intend to invoke a number of system calls matching a valid audit trail for the given program, enabling them to evade detection by traditional hostbased IDS systems [34, 42, 43, 58, 65] that may be monitoring such program audit trails. Kruegel's attacks use faked stack traces to thwart Feng's [27] and Sekar's [53] stackverification techniques, and then repeatedly regain program control, allowing them to defeat the defence techniques' audit-trail monitoring mechanisms. In this manner, Kruegel has reduced the task of breaking techniques such as [27, 53] into a matter of invoking system calls a number of times.
A critical requirement for Kruegel's generated attacks to successfully regain program control after a system-call invocation is their need to maliciously modify code pointers, specifically, entries in the Procedure Linkage Table (PLT) 2 . In this regard, we can trivially render Kruegel's method ineffective by extending e-NeXSh.so's initialisation (when the program is loaded) to carry out eager evaluation of the program's PLT, and subsequently write-protecting the PLT to prevent any updates. Preventing the attack from updating these code pointers has the effect that it eliminates the possibility of Kruegel's attacks regaining program control after attempting a system-call invocation. However, even this may be redundant given the increased difficulty in creating a fake stack that can evade e-NeXSh.so, as described next.
The core elements of creating a fake stack are: determine what memory locations in the stack should contain the return address and old frame-pointer values for activation records, and overwrite these locations with values that are valid for a normal program run. We employ randomisation on different portions of the process memory layout to make it hard to fake the stack. We first offset the starting location of the program stack by a random 16-bit value as in [14] , increasing the difficulty for an attacker in figuring out which memory addresses on the stack to overwrite. We can also use either a suitably modified compiler [22, 37] or binaryediting tool [47] to obfuscate (using 32-bit XOR keys) the stored values in the stack-frame headers for the return address and old frame-pointer value. Note that the XOR keys need to be communicated to and stored in e-NeXSh.so to reconstruct the original return address and old frame-pointer values when traversing and validating the stack -the location where these values are stored can be randomised, and protected against scanning attacks by storing between unmapped memory pages (an attacker trying to read from these pages will cause a memory protection violation, and thus crash the process).
Obfuscating the stored return address and old-frame pointer values significantly increases the difficulty for an attacker in determining what values to write on the stack frames to simulate a valid stack. Even if he does figure out which locations on the stack to overwrite, he would need to know the XOR values for both the return address and old frame-pointer. Finally, we also randomise the starting offset (as in [14] ) for the .text segment by a random 24-bit value, thus randomising function addresses in the program code. This further increases the difficulty for an attacker to figure out what values (for function return addresses) to write on the program stack to mimic a valid stack.
These are standard compile-time or program load-time techniques for obfuscating the program's stack segment and code segment layout, and can be implemented for no additional run-time cost while still increasing the work-load for a brute-force attack by a factor of up to ¢ ¡ ¤ £ ¥ (16 + 32 + 32 + 24) . Combining e-NeXSh's system-call and LIBC function-call monitoring with these obfuscation techniques addresses their mutual shortcomings, and makes for a more powerful defence system than with either technique in isolation. For instance, a program protected solely by these obfuscation techniques, i.e., in the absence of our call monitoring, can trivially be defeated by an attacker simply injecting and executing code in data memory, or overwriting a program code pointer to invoke a LIBC function -this is demonstrated by brute-forcing attack techniques as reported in Shacham [54] . Conversely, e-NeXSh's call monitoring techniques are susceptible to stack-faking attacks in the absence of such obfuscations.
Operation
We now describe the normal invocation of LIBC functions by application code and a libc-based attack scenario.
A code-injection attack that issues system calls directly from data memory will obviously be detected by our kernel code. By defining the LD PRELOAD environment variable, the program's invocations of LIBC functions are directed into the appropriate wrapper function in e-NeXSh.so which issues the authorising system call, validates the program call stack, and invokes the intended LIBC function, in order. On the other hand, a standard libc-based attack will generally transfer control directly into the original LIBC function. Consequently, when this function issues system call(s), our kernel component will correctly reject them due to the lack of authorisation (i.e., the last specified nonce location has been invalid since the last invocation of any e-NeXSh.so wrapper function). A more sophisticated libc-based attack that inspects the entries in the Procedure Linkage Table ( PLT) or Global Offset Table ( GOT) can invoke the relevant wrapper function in our shared library. However, the call stack-validation code will detect the deviation from the program's normal behaviour, and can log the attack attempt and halt the process by issuing a SIGKILL signal. Directly issuing system calls for both logging and signaling and also not returning control to the application makes our technique invulnerable to extended attacks, e.g., [16, 41] , that may have compromised the logging-or exithandler code as a means of regaining control. Figure 3 illustrates a successful, legitimate invocation of the sys execve system call by function foo in the application code, as well as an unsuccessful attempt by the malicious code shellcode to invoke functions in LIBC. As a result, malicious code can invoke system calls neither directly nor indirectly via LIBC functions.
Transparency of Use
Our implementation imposes no interference on normal system operations. Firstly, we can enforce protection on only those programs that need security, e.g., server daemons like httpd, sendmail, smbd, imapd, and leave the rest of the system unaffected. The user-space component e-NeXSh.so can be disabled by simply not setting the LD PRELOAD environment variable. We created a flag in the kernel's Process Control Block (PCB) data structure that has to be set in order for our kernel component to validate system-call invocations. This flag can be set by a variety of means in the kernel's process loading code: (a) the LD PRELOAD environment variable is set (and contains e-NeXSh.so), (b) the program's name contains the prefix enxProtect , or (c) the program image contains an ELF [56] section titled enexsh, consisting of pre-computed disassembly information for the program and the referenced libraries. 
Step (d) signifies the execution of the trap instruction, and the triggering of the system-call signal handler in the kernel, and step (e) represents the kernel performing its own checks, verifying that the calling code's virtual memory address is in read-only memory, and that the currently requested system call is authorised (by checking the nonce). The sequence (xde) indicates an unsuccessful attempt by attack code in shellcode to invoke the same system call via LIBC. The attack fails the nonce check at step (e), because the system-call invocation has not been authorised.
Our technique allows for code execution on the stack and heap as long as it does not invoke a system call or LIBC function. A benefit of this feature is that e-NeXSh does not break applications with a genuine need for an executable stack, e.g., LISP interpreters. However, by preventing system-call or LIBC function invocations from the stack or heap, e-NeXSh creates an "effectively" non-executable stack and heap. This is an improvement over true nonexecutable stack and heap techniques that either break legitimate applications, or require significant effort to allow such code to execute on the stack or heap.
Evaluation
In this section, we report on our evaluations of the efficacy and usability of our technique. We conducted experiments to measure both its effectiveness in protecting the system from various attacks, and impact to the system performance.
Efficacy
The foremost objective of any protection mechanism is successful defence against attacks. We have used e-NeXSh to defeat stack-and heap-based code-injection attacks based on our modified version of Aleph One's stacksmashing attack (figure 4), and an example libc-based attack using the sample program in figure 5 . To further test our technique's effectiveness against attacks, we ran a benchmark test-suite compiled by Wilander and Kamkar [64] . This code-injection attack test-suite contains 20 different bufferoverflow techniques to overwrite vulnerable code pointers, viz., function's return address, function pointer variables, old frame pointer, and longjmp buffers, in all of the stack, heap, .bss and data segments of process memory. eNeXSh was able to achieve 100% effectiveness by defeating all 20 attacks, a significant improvement over the mere 50% achieved by ProPolice [25] , the best buffer overflow detector tool evaluated by Wilander. A dynamic buffer-overflow detector [51] also managed 100% effectiveness using this test-suite, however with a considerably larger (upto
We discuss performance issues due to e-NeXSh next.
Usability
The usability issues related to incorporating any security mechanism are manifold, including impact on system performance, increase in program disk or memory usage, any other interference with normal system operation (e.g., breaking certain applications), and ease of incorporating the technique (e.g., any manual effort required). We focus primarily on the impact to system performance due to our interception of LIBC function and system-call invocations.
Execution Overheads
We ran a set of micro-benchmarks to determine the worst-case performance hit on system-call invocations (via LIBC), and macro-benchmarks to determine the performance impact on real-world software. We used the ApacheBench benchmarking tool from the Apache HTTP Server project [1] and several common UNIX tools for the macro-benchmarks. Our results show that e-NeXSh imposes a small performance overhead on average for Apache-1.3.23-11 ( 1.5% reduction in request-processing capability), and tools like tar and gzip. These benchmarks were compiled with the gcc-3.2 compiler with no debugging, and no optimisation. The benchmarks were run on a 1.2GHz Pentium III machine with 256MB of RAM. Timing measurements were made using the gettimeofday function for the micro-benchmark tests, and the UNIX time tool for the macro-benchmark tests. ApacheBench provided its own timing results.
Micro-benchmarks
We wrote a C program that uses the gettimeofday function to measure the system time to invoke each LIBC function (corresponding to the system call, see next) LIMIT times in a loop (LIMIT == 10,000). We then divided the total time by LIMIT to get the mean execution time per invocation. We collected such values from 10 runs, and averaged the median 8 values for each system call. Figure 6 shows the results for individual microbenchmarks to assess upper-bound performance overhead for several potentially dangerous system calls (that would be used by an attacker), a system call (brk) frequently invoked for dynamic memory allocations, and a lightweight system call (getpid).
Note the spikes for open, mprotect, connect and socket system calls, indicating overheads of almost £ ¡ . We ran additional tests with varying LIMIT (1, 10, 100, 1000, and 10000) for each of these system calls, and discovered that the e-NeXSh overhead per system-call invocation (the overhead settles in the range 3-8¢
¤ £ per 2-4¢
¤ £ systemcall execution time) became more prominent at higher iterations -these additional results are tabulated in appendix A.
Macro-benchmarks
We chose the ApacheBench benchmarking suite for the Apache [1] HTTP server project as a realistic benchmark for evaluating the performance impact of e-NeXSh. Apache is ideal for this purpose owing to its wide-spread adoption, and to the fact that it exercises many of the wrapper functions in e-NeXSh.so such as connect, execve, fork, open, and socket.
We ran the ab tool from ApacheBench with the parameters: -n 10000 Table 3 . e-NeXSh macro-benchmark: UNIX utilities, -C 1000 http://localhost/50KB.bin to simulate 1000 concurrent clients making a total of 10,000 requests for a 50KB file through the loopback network device (i.e., on the same host as the web server, to avoid network latency-induced perturbations to our results). We collected and averaged the results for 5 runs of ab for each server configuration (see next). The machine was otherwise unloaded. Table 2 shows the results of our macro-benchmark tests (also plotted in figure 7 ). The Apache server suffers a small 1.55% decrease (though the standard deviation indicates that this decrease is insignificant) in request-handling capacity while running under full e-NeXSh protection (column 3, Apache +ENX), as compared to running on a stock Linux system (column 1, Apache). Column 2 (Apache -ENX) signifies the Apache server running unprotected on top of an e-NeXSh-enhanced kernel, however with eNeXSh disabled. We also ran some tests to determine e-NeXSh's impact on the performance of common, non-server UNIX programs. Table 3 shows the execution time (averaged over 5 runs, and corresponding standard deviation) for the ctags, gzip, scp and tar utilities, measured using the UNIX time command. Three of these tests involved a local glibc-2.2.5 code repository: we ran ctags to generate indexes for the GLIBC source code, tar to create an archive of the source code repository, and scp to upload the archive file to a remote server (using public keys for automatic authentication). We also created a 50MB file by reading bytes from /dev/random, and we compressed this file using gzip (it compressed the GLIBC archive too fast for us to get a meaningful time measurement). These results show that overhead added by e-NeXSh to these common programs is insignificant: in the final column, the reported overhead is consistently smaller in magnitude than the standard deviation.
Other Usability Issues
Recall that e-NeXSh operates completely transparently to applications and existing libraries, meaning that their disk usage remains constant. The run-time memory usage of protected programs increases by the size of the data structure representing function boundaries (at 16 bytes per function, Apache-1.3.23-11 has 790 functions, i.e., increased memory footprint of 3KB) in e-NeXSh.so. If the e-NeXSh.so shared library is customised for each application, this will increase the disk usage marginally (currently 34KB).
Once the kernel has been patched, and a suitable e-NeXSh.so shared library made available, applying eNeXSh protection to an application is a simple matter of by setting the LD PRELOAD environment variable. Unlike the non-executable stack and heap techniques, e-NeXSh does not break applications that require execution of code on the stack or heap, or require complex workarounds to "unbreak" them. Also, extending e-NeXSh.so with a new wrapper is very easy, requiring only a one-line C macro to define the wrapped LIBC function's signature.
Related Work
Our technique is similar to existing work in three general areas of security research: (a) system-call interposition techniques for process sandboxing or intrusion detection, (b) techniques that prevent the execution of injected code, and (c) address obfuscation techniques to combat libc-based attacks. Though there exist certain overlaps in these areas, we discuss each area separately.
System-Call Interposition
System-call interception-based intrusion-detection systems [18, 32, 34, 58, 62, 63] are similar to our technique in that they passively observe process behaviour. The observed behaviour of the running program, as signified by its audit trails, i.e., the sequence of system calls issued by the running program, is validated against an abstract Finite State Machine (FSM) model that represents normal execution of the monitored programs. These model can be constructed either during a training phase, or it can be generated from other compile-time information about the program. Running these systems within acceptable overheads has generally resulted in loss of precision, yielding a large number of false positives, and sometimes even false negatives. Giffin [33] , another system call-driven, intrusion-detection system, is an improvement over Wagner and Dean's technique [58] that uses static disassembly techniques on Solaris executables to create a precise, yet efficient model (based on the Dyck language) to represent the beginning and end of function invocations. Feng [27] and Rabek [50] take the concept of system-call interception a step further by inspecting return addresses from the call stack to verify them against the set of valid addresses for the program. This is similar to our (kernel-level) concept of validating the virtual memory address of code that issues the trap instruction, and the validation of the call stack return addresses in e-NeXSh.so. However, these systems incur larger overheads as they get the kernel to extract and verify individual return address values from the program call stack, whereas we only have to validate a single address in the kernel. Instead, we verify the user-space call stack completely within our user-space component. Another important advantage of our system is the simplicity of our technique -instead of an FSM-based model, we simply use the program code (as a call-graph model) to validate program call stacks.
Gao's evaluation [29] concludes that mimicry attacks can break anomaly-detection techniques that intercept system calls and analyse audit trails. These mimicry attacks exploit the fact that such anomaly-detection techniques define normal program behaviour in terms of audit trails. Our technique is not similarly vulnerable to these attacks since we monitor not audit trails over a period of time, but rather the entire call stack to validate against the static program code. In ¤ 3.2.3, we discussed the ineffectiveness against e-NeXSh of Kruegel [41] , a similar method for automating mimicry attacks against certain classes of intrusion-detection systems. A Phrack article [17] presents a mimicry attack [29, 41] (using faked stack frames) to defeat two commercial sandboxing products for the Windows operating system, viz., NAI Entercept and Cisco Security Agent, that perform kernel-based verification of the return addresses on the user-space stack and the return address of the trap call. These defence techniques are tricked into accepting the faked stack frames since they only check that the return addresses from the stack-trace exist in a .text section. Our full caller-callee validation in e-NeXSh.so combined with the stack-and code-segment obfuscations (¤ 3.2.3) would thwart a Linux version of this attack, given that we make it much harder to fake the stack.
Linn et al. [45] present a defence technique that is very similar to e-NeXSh is terms of its objectives and methods. They also use the locations of trap instructions in code memory to identify illegal invocations of system calls by code-injection attacks -whereas our kernel module simply inspects the "return address" of system-call invocations and checks the memory page's read/write flag, Linn's technique uses the PLTO [52] binary rewriting tool to pre-process executable files to construct an Interrupt Address Table (IAT) of valid sites for system calls. The IAT is loaded by the kernel, and referenced for a matching "return address" entry when validating each system-call invocation during the program run. Linn's technique inherits the PLTO tool's inability to handle dynamically linked executables, and hence has to include all referenced library code, e.g., LIBC, in a single static executable to deal with the trap instructions in the LIBC code. e-NeXSh, on the other hand, still only needs to verify that the "return address" of the trap instruction exists in a write-protected memory area -for LIBC, this would be the code-segment of libc.so in the program memory.
Besides their method of monitoring system-call instructions to identify code-injection attacks, Linn also includes a mechanism parallel to our e-NeXSh.so, i.e., for identifying attacks that use existing trap instructions in the program (or library) code to invoke system calls. Linn classifies these attacks into "known address" and "scanning" categories, and focuses on using obfuscation techniques to defeat such "scanning" attacks, including (a) using the PLTO tool to replace the trap instructions with other machine instructions that are guaranteed to also cause a kernel trap, (b) removing from executables any symbolic information that might aid an attacker in figuring out where the trap instructions were replaced, (c) interspersing nop-equivalent instructions in the program code, and (d) interspersing the address space of the executable with munmap'd memory pages. This collection of obfuscation techniques serves to prevent a "scanning" attacker from using an existing trap location in the program code to invoke system calls. However, when compared to e-NeXSh.so that accomplishes the same purpose, we see that Linn's performance overhead (15%) is approximately £ ¢ £ greater than that for e-NeXSh. Linn attributes their large overhead primarily to a degraded instruction-cache performance, and points out that their layout randomisation easily leads to a high rate of TLB misses. Another disadvantage of their technique is the need to modify the executable files in a highly intrusive fashion, which is likely to complicate matters for both debugging purposes and interoperability with other, independent defence techniques.
Some intrusion-detection systems require manual effort to define and update explicit policies [18, 49] 
Defence Against Code-Injection Attacks
Process-specific randomised instruction sets [13, 38] and process shepherding [40] have demonstrated resilience against code-injection attacks by only permitting trusted code to execute, where the trust is dictated by the origins of the code. These systems rely heavily on the use of machine emulators or binary translators incurring large overheads, and hence are unsuitable for real-world use.
Techniques like [3, 5, 10, 55] protect against codeinjection attacks by making the program stack, heap and static data areas non-executable. By default, these data areas are mapped to memory pages marked writable in the Linux operating system. Since the 32-bit x86 architecture only provides support to specify whether individual memory pages are writable and/or readable, there is no efficient means of specifying whether a given page is executable. This has resulted in operating systems like Linux considering readable pages as also being executable. These nonexecutable stack and heap techniques [3, 55] have developed a software solution for distinguishing the readable and executable capabilities for individual pages, and have been successful in preventing the execution of code in these areas, although in a mostly non-portable manner. A critical drawback of these approaches is that they break code with legitimate need for an executable stack, prompting the development of complex workarounds to facilitate such code, e.g., trampolines for nested functions (a GCC extension to C) and signal-handler return code for Linux.
Recent processors [30] provide native hardware support for non-executable pages via a NoExecute (NX) flag. This, however, will serve only to make redundant the code used to emulate the per-page execute bit -the complex workarounds and associated overheads to allow executable stacks and heaps for applications that require them still remain. Furthermore, these techniques cover only a subset of exploitation methods (e.g., existing-code or libc-based attacks are still possible).
Our approach can also be thought of as making data memory non-executable for the purposes of injected code invoking system calls or LIBC functions. However, our technique does not prohibit the execution of most code that has been deposited into data memory (the exception is the trap instruction to make system calls), making it possible to run applications that require an executable stack.
Address Obfuscation
Address-obfuscation techniques [3, 14, 20] can disrupt libc-based attacks by randomising the locations of key system library code and the absolute locations of all application code and data, as well as the distances between different data objects. Several transformations are used, such as randomising the base addresses of memory regions (stack, heap, dynamically linked libraries, routines, and static data), permuting the order of variables and routines, and introducing random gaps between objects (e.g., by randomly padding stack frames or malloc()'d regions). However, Shacham et al. [54] recently demonstrated the futility of such address-obfuscation techniques for 32-bit systems (they can only utilise 16 bits of randomness) by creating an attack to defeat PaX's address space layout randomisation in 216 seconds. e-NeXSh is not vulnerable to this attack since we do not obfuscate the memory addresses of LIBC functions. The secret component in our technique, i.e., the nonce, is reliably secure against re-use by attackers since we create and destroy the nonce values entirely within e-NeXSh.so. Furthermore, we employ up to 104 bits (compare to 16bits for the tests in [54] ) of randomness, which greatly increases the difficulty for an attacker.
Open Issues and Future Work
An underlying assumption in our work is that an attack needs to interact with the system outside its compromised process, and that this interaction can be tightly monitored and controlled by the OS kernel. Linux allows an application to carry out memory-mapped I/O without having to issue system-calls except for one initial call to the mmap system call. The techniques presented in this paper cannot detect when a compromised process is performing memory-mapped I/O. However, such an attack is effective only against a program that has already set up memorymapped access to critical files.
e-NeXSh is incompatible with systems that involve copying executable code to data sections for the purposes of execution -this will immediately be flagged as execution of injected code, and the process will be halted. For instance, techniques like LibVerify [12] and Program Shepherding [40] that require execution of managed or shepherded code stored in data pages cannot be used in conjunction with e-NeXSh.
One deficiency of our system is that it does not protect against attacks that exploit vulnerabilities to overwrite crucial (non-code pointer) data. This could enable the attacker to bypass application-specific access-control checks, or, in extreme cases, even be able to specify the parameter for the program's own invocation of the system call. However, few techniques [18, 49] monitor system-call parameters to protect against such attacks, and only with manually edited, explicit policies.
Future Work
Our implementation relies on program and library disassembly for validating stack traces, and is currently unProceedings of the 21st Annual Computer Security Applications Conference (ACSAC 2005) 1063-9527/05 $20.00 © 2005 IEEE able to carry out proper user-space call-stack validation either if optimising compilers have been used to produce code without the old-frame-pointer entry in stack frames (i.e., cannot do stack traces), or if the program executable has been strip'd of symbols (i.e., cannot disassemble the code). The obvious solution to this problem involves imposing certain build-time constraints -application code will need to be compiled with the old-frame-pointer enabled, and the executables cannot be run through strip. Another possibility is to use more robust disassemblers like IDA-Pro [8] .
A possible future direction for our work is to relocate the user-space stack-verification code into the kernel. Having a self-contained e-NeXSh mechanism in the kernel will allow for a simpler design, avoiding the need for an extra system call or storage space for a nonce in the PCB. Furthermore, the call-stack verification can be extended to monitor library code in statically linked executables. However, this decision could also lead to larger performance overheads as the kernel has to validate the user-space stack.
We are working to improve the handling of code pointers in the call stack. In addition to collecting information about the set of acceptable use for function pointers in the call stack during training stages, we are considering the use of static-analysis techniques combined with some run-time program data [11] to compute full call graphs for programs.
Conclusions
We have presented a technique that makes use of information about a process' run-time memory, creating an implicit policy to efficiently monitor all system call and LIBC function invocations made by the process. This helps in defeating process-subversion attacks from causing any damage outside of the compromised process. This technique has demonstrated successful protection of software against both code-injection and libc-based attacks, using Wilander's testsuite [64] in addition to our own synthetic effectiveness benchmarks. We have established that our approach is both feasible and economical, imposing negligible overheads on Apache and common UNIX utilities, and is applicable for both legacy and closed-source applications since we do not require any changes to application source code.
A Appendix
Figures 8, 9, 10, and 11 demonstrate declining average execution time for system calls in our extended micro-benchmark tests, and indicate that the overhead due to e-NeXSh is in the range 3-8¢ ¤ £ per invocation. 
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