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Scientific Abstract
We here consider modelling tissue growth and mechanotransduction, utilising a continuum ap-
proach based on the theory of elasticity. Our models are valid for both unhealthy and healthy
tissues and assume a spherical symmetry is present. In principal, there are a number of tissue
types which can be modelled using our framework, however, we choose to focus on three main
tissue paradigms; epithelial cysts, ovarian follicles and avascular tumour spheroids, which all
share common geometric features of a central core, surrounded by a proliferating rim of cells.
In all cases, the tissues are embedded in a constraining outer gel.
We show that growth within the tissue leads to the build-up of internal stress, and we
find potential mechanotransductive mechanisms occurring as a result of this growth. These
mechanisms are deemed switching points and we show that they can occur both as a result
of the internal stress and of the associated strains. We also find that, for systems with a
deformable central core, this core can expand and shrink passively as a result of growth within
the surrounding material in parameter regimes that we identify.
We also relax the assumption that the inner core is non-growing and consider that both
phases of the tissue undergo growth. This leads to a competition of growth and we show that
switching still occurs, but is now dependent upon the growth in both regions. This is considered
specifically in the case of ovarian follicles, where we further observe that the cuboidalisation
of cells can be produced as a consequence of the mechanics within the system. We next con-
sider the addition of the effect of contractility upon the linear model using two techniques of
implementation.
The necessity of the use of nonlinear elasticity is then tested, from which we show that for
most parameters within the realms of soft biological tissues, the linear approximation to the
nonlinear model is of a sufficient likeness to warrant the use of the linear scheme. We find that
the ratio of the Young’s modulus of the tissue and the surrounding medium is key in determining
the effectiveness of the linear model.
These studies consistently highlight the importance of the mechanical properties of the tis-
sue and surrounding extracellular matrix, specifically stressing the significance of the Young’s
modulus upon tissue growth dynamics.
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1
Introduction
1.1 Mechanical Interactions in Tissue Growth
Mechanical interactions are increasingly being shown to play a key role in tissue development,
growth and regulation [1–4]. For example, it is known that these mechanical interactions play
a significant role in determining the fate of stem cells, and that this force is modulated by
the tissue micro-environment. In particular, the elasticity of the extra-cellular matrix (ECM),
which provides structural and biochemical support to the surrounding cells, has been shown to
influence the lineage of the stem cells [5, 6]. Soft matrices, like those found in the brain, direct
the stem cells into neurogenic lineages, and stiffer matrices, like those found in bone, direct the
stem cells towards osteogenic lineages [7]. It is also known that changes in the properties and
architecture of the extra-cellular matrix of epithelial cells promotes carcinogenesis by disrupting
the development of shape and form (morphogenesis), and driving cells towards having cancerous
characteristics [8, 9]. In particular, the softer tissues, such as breast or lung tissue, can have
their cell behaviours vastly altered by small changes in matrix stiffness or mechanical cues [10].
The mechanism which governs this behaviour is known as mechanotransduction; this is the
ability of cells to change their behaviours, such as growth, morphogenesis, lineage or apoptosis,
in response to their mechanical environment. Importantly, because tissues are made up of many
interacting cells, cellular dynamics also multiply the complexity of physical interactions within
the overarching tissues.
This awareness of the importance of mechanical force has also resulted in the increased
development of techniques that determine the response of cells to physical cues and to measure
cell-derived forces with popular approaches including traction force microscopy, vision-based
measurement, molecular force sensors and atomic force microscopy-based approaches [11–15].
Despite this influx of techniques available for measuring forces in two-dimensions, most are not
directly applicable to tissues in three-dimensions. However, there are other newly developed
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methods which can achieve this force measurement in three-dimensions. For example, the oil
droplet method of Campa`s et al. [16] or the fluorescence-resonance energy transfer based force
sensing in three-dimensions, see for example Roca-Cusachs et al. [17], or Grashoff et al. [18].
In parallel to these developments of biophysical techniques for measuring cell forces, there
has also been advancements in developing engineered tissue scaffolds, which can be used to
control the mechanical and physical properties of the cellular microenvironment, including the
topology [19, 20], stiffness of the substrate [21, 22], and ligand density and patterning [23].
Experimentally, biophysical studies in three-dimensions tend to focus on in vitro cultured tissue
using mechanically engineered gels e.g. collagen gels, agarose gels, hydrogels or polyacrylamide
gels [24–26]. Typically these cultured cells are epithelial cells which line the major cavities
and surfaces of organs throughout the body. The cultured epithelial cells mimic many of the
features of the glandular epithelium in vivo (within the body), such as the control of cell growth
and proliferation [8]. Also, whilst proliferating, these cells typically organise themselves into
spheroids, as is the case for tumour spheroids [8,27]. Although this spherical symmetry is often
present in cultured epithelial cells, these tissues can also grow anisotropically, meaning that
they have a preferential/non-preferential growth direction. The aforementioned cultured gels
can serve as synthetic ECM microenvironments, which can provide physical and biochemical
signals, whilst also granting mechanical support, to the cells. Due to the synthetic nature of the
gels, the stiffness can be easily altered to emulate the required ECM stiffness. The fact that the
ECM is vital in regulating intracellular processes necessitates the complexity of these cultured
gels, which are often nonlinear in nature [28], meaning that the linear stress/strain relation is
removed. It has also been shown that cells can actively adapt the stiffness of the surrounding
gel [29]. This highlights the need for a careful consideration when choosing a synthetic gel for
cell culture.
All of these advances have demonstrated that a vast range of cellular behaviours respond to
physical cues [30–33], with the cellular microenvironment stiffness identified as a key parameter
in controlling cell development. It has also become evident that cells behave differently in
multi-cellular structures, where coordination between cells generates additional complexities
within the system, as compared with the behaviour of an individual cell. By functioning as an
organized community, cells can function in ways that would not be possible as individual cells.
For example, multi-cellular structures change how force can be generated and transmitted as
opposed to studies involving single cells. Moreover, Sunyer et al. [34] demonstrated that cellular
communities exhibit durotaxis (migration) even where single cells cannot, while Trepat et al. [35]
showed that the force distributions within these migrating colonies are significantly altered by
the cell-cell attachments, and so these force distributions would not be observed in a cell studied
in isolation. In three-dimensions, this effect is further enhanced, where the geometry of the
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system also alters the stress and strain distribution, with clear changes in tissue development in
three-dimensional over that in two-dimensional environments [36–39].
The general structure of cells is well established, but the mechanisms by which they generate
stress are less well known [40]. Cells’ structural integrity arises mainly from within the cytoplasm,
or more specifically, from the cytoskeleton. There are three types of filament (a thread like
fibre) present in this cytoskeleton; actin filaments, intermediate filaments, and microtubules.
The actin filaments are dispersed throughout the cell, and they contribute towards the cell’s
mechanical strength, the intermediate filaments give reinforcement to the cytoskeleton [41],
and the microtubules play a large role in cell division and intracellular structure organisation.
Note that both the actin filaments and intermediate filaments can be assembled in response
to mechanical stress [9]. These three types of filament are intricately linked together and the
organisation of these links plays a vital role in sensing the mechanical microenvironment and
transmitting forces within the system [9]. The combination of these three filaments is what
gives the cell its mechanical strength. Through these linked filaments, a continuous mechanical
coupling is created throughout the cytoskeleton, which provides a method for force distribution
within the cell [9]. Actin filaments are also responsible for cell movements [42]; these movements
occur with the aid of a protein called myosin, which converts chemical energy into mechanical
energy. Bundles of actin-myosin are known as actin stress fibres and they have an effect on
cell motility and on the process of cell division [43], and also provides structural rigidity to the
cell [44]. Actin-myosin is also the main mediator for cellular contractility and this is one of the
main methods by which a cell can generate a force. There is also interest in contractility as
a method of sensing the stiffness of its surroundings, which occurs via the cell pulling on its
surrounding [22,45].
Another mechanism for the generation of stress is tissue growth; growth occurs by the process
of cell division, where a mother cell swells to double its size, and then is divided into two daughter
cells. This swelling of the mother cell (and the resulting daughter cells) leads to displacement
of the tissue, causing stress to be generated within the growing tissue. It is clear that tissue
growth depends on the coordination of many factors including biomechanical cues from the
cellular micro-environment and the genetic profile of the tissue, in addition to physical effects.
These stress and strain generating methods are interesting because in biological tissues,
there are many examples of stress or strain activating a biological process within the tissue. For
example, Gudipaty et al. [46] demonstrates that stretch activates and promotes cell division.
Other examples in the literature include stretch or compression affecting cytoskeletal fluidisation
[47] or cell alignment and reorientation [48]. For a range of effects that applied stress and strain
can have upon cells see, for example, the review from Schwarz and Safran [49].
As we have discussed, mechanical interactions are vital for the growth and development of
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tissues, so for this reason we are interested in developing mechanical models of tissue growth
which incorporate mechanotransductive feedback. These models should be applicable to both
healthy tissues and unregulated tissues, such as cancerous tissues. There are many paradigm
tissues that can be investigated, with some of the most popular including tumour spheroids
[50–53], epithelial cysts [54–56], or ovarian follicles [57]. In each of these three paradigm systems,
there is significant evidence that the behaviour of the cells within the tissue can be altered by
the material properties of the gels used for tissue culture; one of the most frequently studied
are avascular tumours, with numerous results showing that the stiffness of the encapsulating gel
alters tumour development [10,27,53,58]. However, similar studies have shown that, for example,
gel stiffness can affect cyst growth and lumen formation [3, 54], and oocyte development [57].
In light of this, we initially focus on these three paradigm tissue types; cysts, ovarian follicles
and tumours. These three tissue types all share common structural features such as spherical
symmetry and the existence of a central spheroidal core surrounded by tissue. For example,
a tumour spheroid’s core can consist of elastic necrotic tissue, whereas the centre of a cyst is
occupied by air or fluid, and by an oocyte (an egg cell) in an ovarian follicle’s central core. Each
of these three paradigm tissues is discussed in more detail below. See Figure 1.1 for this general
structure of each tissue type given as a histological representation.
Our first paradigm tissue type is the epithelial cyst; these are a thin walled (often only one
cell thick) cavity, filled with a liquid or gas, as depicted in Figure 1.1(a). Similar to that of
tumours, cysts are also thought of as unhealthy tissue. For example, the formation of cysts
within the liver or kidneys can hinder the formation of tissue [61]. However, other tissues with
a cyst-like structure can be found within the body. For example, the alveoli in the lungs, which
are healthy tissues, necessary within the respiratory system. Due to the thin nature of cysts,
effects such as nutrient deficiency, which can drastically affect the development of thicker tissues,
has a minimal effect upon growth in this case. The two main mechanisms by which a cyst can
form are cavitation, whereby cells near the centre of a tissue mass undergo apoptosis [38], and
hollowing, where the cells in the tissue begin exocytosis, a process of secreting molecules from
within the cells [62].
The second tissue type we consider is the ovarian follicle. Ovarian follicles each contain a
single oocyte, surrounded by cells known as granulosa cells, and are the basic units of female
reproductive biology. They also secrete hormones which are influential in stages of the menstrual
cycle. Ovarian follicles differ from tumour tissues in that fact that they are perfectly healthy
tissues which are vital in the process of reproduction. However, correct development is dependent
on biomechanical signals coupled with biochemical signalling from the micro-environment, such
as hormones or pressure sensing. This highlights the fact that stress is hugely important in the
development of both healthy and unhealthy tissues. See Figure 1.1(b) for the general structure
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(a) (b)
(c)
Figure 1.1: (a) An image of an epithelial cyst, reprinted by permission from Springer Nature:
Nature Reviews Molecular Cell Biology [38], Copyright 2002. (b) a histology of an ovarian
follicle [59], and (c) an image of an avascular tumour spheroid, c©1973 J.Folkman et al. Origin-
ally published in Journal of Experimental Medicine. https://doi.org/10.1084/jem.138.4.745 [60].
The central core in (a),(b) and (c) is filled with air/fluid, an oocyte and a necrotic core, respect-
ively.
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of the ovarian follicle.
It is known that the early development of ovarian follicles occurs in multiple stages. The cells
surrounding the oocyte start as flattened granulosa cells, which, as the follicle begins to grow,
change their shape to become cuboidal, see for example Hardy et al. [63]. Hardy et al. also
showed that there is an inherent growth arrest present in the system, where the granulosa cells
are proliferating and changing shape, but the central oocyte does not grow; suggesting that the
granulosa cells receive the signal to grow first. This is interesting as it would suggest that once
the surrounding granulosa cells reach a critical size, the central oocyte then receives a signal to
initiate growth, further suggesting that the mechanics of the system may determine this trigger.
The final tissue type which we consider is avascular tumours, which is often the go-to
paradigm tissue type whilst studying growing biological spheroids. See Figure 1.1(c) for a
histology of a tumour spheroid. Tumours are formed when an abnormal cell loses its ability to
control proliferation, which leads to a growing mass of abnormal cells. These masses are cat-
egorised into benign or malignant tumours, where the former has all of its cells clustered into a
single mass, whereas the cells of a malignant tumour have the ability to invade the surrounding
tissue [40].
Much of the earlier work on tumourigenesis focused on the role of nutrient concentration
in determining the overall tissue dynamics. This was motivated by the observations that when
key nutrients such as oxygen and glucose fall below a critical concentration, cell death occurs.
Equally it is observed that better access to nutrients may also promote growth. As the nutrient
concentration decays towards the centre of the tumour as the tumour grows, these observations
lead to a model of diffusion limited tissue growth [64]. In the centre of the tumour where cell
death occurs, a necrotic core forms. This process of necrotic core formation mirrors the healthy
developmental process of lumen formation in epithelial cysts and provides a link between these
two systems [8]. Although we here focus on mechanical models, it is essential to not lose sight
of the importance of necrotic core formation and nutrient diffusion.
Mechanical stress is also important in regulating the growth of tumours, as found by Helmlinger
et al. [27] who showed that an isotropic stress field inhibited tumour spheroid growth, but pos-
tulated that this stress induced inhibition of growth may give the tumour a survival advantage
due to the increased cell compaction, which can lead to increased drug and radiation resistance.
This seminal study has been taken up and informed a large number of subsequent studies into
the role of stress in influencing tumour progression [10,65–67]. Specifically we highlight Delarue
et al. [58], where they showed that the inhibition of growth due to stress is a result of cell
compression which leads to a reduction in cell volume, which in turn increases the expression
of a proliferation inhibitor, giving rise to an overall proliferation reduction. This means that we
have a system whereby the more stress the spheroid is under, the less it will grow, leading to a
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feedback system where the growth of the spheroid is dependent on the stresses present within
the system. Helmlinger et al. also showed that tumour cell aggregates exhibited preferential
growth in the direction of least stress, causing anisotropic growth. This means that the growth
of a tumour spheroid in an anisotropic stress field will lead to the spherical symmetry of the
system being broken. We can thus see that there are interesting questions regarding the relative
importance of nutrients as opposed to the mechanics.
Here we have briefly considered the role of the mechanical interactions in growing tissues
and cells, and various mechanisms which link the mechanical properties of the surrounding
ECM to the development of the encapsulated tissue, emphasising the need for mechanical models
incorporating both the growing tissue and the biologically vital ECM. We now move on to discuss
some of the different methods which have been utilised to integrate these complex biological
processes into mathematical models, and the different techniques that have been applied to
make these models more realistic.
1.2 Physical Models of Tissue Growth
The recognition that physical interactions play an important part in tissue growth and develop-
ment means that there is an increased demand for biomechanical models for tissue growth and
morphogenesis. Many different approaches have been taken with these models, such as theor-
etical models involving mixtures of materials and computational models utilising finite element
techniques. Such models have been applied in diverse fields such as physiology, engineering,
medicine and applied mathematics [58,68,69].
There are broadly two approaches to describing growth from a theoretical standpoint; those
which utilise computational techniques to model and track cells individually to generate overall
tissue dynamics (individual based models), and those which implement continuum based ap-
proaches, such as the theory of elasticity, which is described in detail in e.g. [70]. Despite the
recent increase in computing power, continuum models are still popular because of their ability to
gleam insights into the behaviour of the system before the simulations are run, and, under certain
schemes, analytical results can be found. This being said, amongst the engineering community,
computational simulations of growth, development and morphogenesis are more popular [71–73].
There are increasingly many open source platforms for performing individual based simulations
on a multitude of tissues [74, 75]. One particularly versatile platform is ‘Chaste’ [76] which is
developed by the University of Oxford’s Computer Science Department, and can be used for
computationally demanding problems, aimed at biological or physiological situations. One of
the main focuses of Chaste is for individual-based modelling of cell populations, where these
models are simulations based on the global consequences of local interactions of members of a
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population. Individual-based models have been used to model a variety of biological processes,
such as growth, nutrient deficiency or cell motility. Another example of the use of an individual-
based model is Byrne and Drasdo [77], where they compare the results from a computational
simulation of an individual-based model to that of a continuum model, concluding that both
types of model predict the same growth dynamics. In a similar regard, Baker and Simpson [78]
helped to bridge the gap between individual-based models and continuum models by creating a
hybrid model for the two, see also [79,80].
Despite the drastic advances in computing power over the last few decades, mathematical
models for the mechanics of biological growth are still in high demand. In order to begin
to address these issues, continuum mechanics modelling has been widely employed, see for
example [81–85]. These models generally consists of two or more interacting constituents, with
complex interactions between the constituents, and are frequently considered in the case of
tumours. Until recently, the usual approach for these models was to use reaction-diffusion
equations for the chemicals and nutrients relevant to growth, alongside balance equations for
the cell population [86,87]. But the difficulties in this type of model are describing how the cells
intake the nutrients and how the cells migrate, and also, these models do not account for the,
as we have discussed, vital role that mechanics play in the development and growth.
An alternative method to mechanically model growth uses thermoelasticity to account for
tissue expansion. Thermoelasticity involves studying the effects that the temperature of a body
has upon the body’s shape and size. It can be considered when deformations occur with a
change in temperature of the body, either from an outside source or from the deformation itself.
If the temperature of the body differs from the initial undeformed temperature, then, even in
the absence of external forces, the body will, in general, be deformed. As an example, Araujo
and McElwain [68] used this notion of considering growth as a thermal expansion, where they
model a compressible growing linear elastic material, whilst incorporating anisotropic growth,
which they then simplify using isotropic growth.
The downside of using a purely thermoelastic approach is that it is assumed there are small
deformations and hence small growth. For larger deformations, one often utilised approach
to include mechanics into tissue growth models is to consider a continuum elasticity model
and introduce the idea of multiple natural configurations, which was proposed by Rodriguez et
al. [88]. They showed that if an elastic body in an undeformed state undergoes some growth to
a new state, then the deformation can be decomposed into an interim fictitious target stress-free
state, which then is elastically deformed, resulting in the final deformed state. Therefore, if we
consider the existence of a deformation gradient tensor F, which describes the deformation from
the original undeformed state to the final deformed state, we can say that it is the product of
a tensor which arises solely due to the growth Fg and another tensor which is formed from the
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Figure 1.2: Representation of the decomposition method to modelling growth. This involves
splitting the deformation into a grown, stress-free interim configuration and then applying an
elastic response to give a final deformed configuration.
elastic response to the growth Fe i.e.
F = FeFg. (1.1)
See Figure 1.2 for an illustration of this. The key assumptions behind this decomposition are that
the elastic response is fast compared to the growth, which allows for a separation of timescales
and therefore a decomposition into multiple configurations.
This decomposition method is frequently coupled with the use of nonlinear elasticity [89–93]
as opposed to the seldomly coupled linear elasticity [94]. In [89] Ambrosi and Preziosi have
utilised nonlinear elasticity, alongside the decomposition method, to model avascular tumour
growth whilst accounting for stress relaxation. Using a similar technique, Ambrosi and Mollica
[90] have also modelled a growing nutrient limited multicellular spheroid.
Another technique often used to allow for mechanics in tissue growth is one that involves
modelling the tissue as a multiphase continuum, which typically consists of a solid phase and a
fluid phase. This description of the complex interactions between the fluid phase and the solid
phase is known as the theory of mixtures.
Whilst considering the theory of mixtures, growth is seen as a mass exchange between the
phases, or as a change in body mass of the constituents. This can be observed in tumour
spheroids where the growth of the tumour occurs at the expense of the extracellular fluid.
Poroelasticity models are just one example of mixture models, which have been used to de-
scribe the interaction between fluid flow and solid deformations within a porous medium; see
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for example Roose et al. [95] where they studied the stress generated by a growing spheroid
in an agarose gel using linear elasticity both for the outside gel and for the growing spheroid.
Furthermore, using mixture models, a multiphase model was proposed by Breward et al. [85] to
describe avascular tumour growth, where they incorporated multiple biological functions which
depended on a variety of parameters. Of course, these approaches can also be combined. For
example Ramirez-Torres et al. [96] combined the theory of mixtures with the notion of multiple
natural configurations. They found that radial body forces inhibit tumour growth, which can
similarly be concluded by inserting multicellular tumour spheroids into gels of increasing agarose
concentration. Ramirez-Torres et al. [97] again used the notion of multiple natural configura-
tions and the theory of mixtures to model an avascular tumour spheroid, whilst incorporating
anisotropic growth, to study the influence that this non-uniform growth had upon the tumour
interacting with the extracellular matrix.
Other, rarer, mechanical aspects have been added into models, such as fracturing. As an
example, Guiot et al. [98] introduced a fracture mechanism into their linear elastic model which
accounted for tumour invasion. They inserted a growing solid into an elastic fracturable ma-
terial, which resulted in the stress reaching a threshold value at which the elastic fracturable
material releases the external stress leading to another phase of tumour growth. This process
shows the progression from non-invasive growth to an invasive phase, after which the whole
fracture-regrowth cycle may begin again. Guiot et al. [99] then use these results to calculate
a dimensionless parameter that they dub the ‘invasion parameter’, which is related by the tu-
mour surface tension, the confining pressure and the tumour radius. This invasion parameter is
important as it can be used to predict whether or not invasive behaviour is expected.
The aforementioned models are just some of the approaches that have been applied, and
indeed there are many excellent reviews of mechanical models, for example Jones and Chapman
[100] or Ambrosi et al. [101]. See also Taber [102] for an excellent review on the biomechanics
of growing tissues and Roose et al. [103] for a review on models of avascular tumour growth.
1.3 Outline of Thesis
We have discussed in detail in section 1.1 the effects that mechanical forces can have upon
cells and tissues. We have seen that the cell/tissue behaviours can be drastically changed by the
application of mechanical forces; just some examples of these are cell differentiation, cell motility
and tissue growth. We here mathematically model the build up of stress due to tissue growth,
in both the tissue itself and the surrounding medium, in order to gleam information about the
mechanical interaction between the surrounding medium and the growing tissue. We do this
with the intent of contributing to the general understanding of the extremely complex biological
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process that is tissue growth. We aim to provide mathematical insights into tissue growth which
could aid experimental biologists in their studies of in vitro tissues and cells, or in the studies
of tumour growth suppression. We are also conducting this study to discover if some of these
biological processes discussed in section 1.1 can be explained solely from the mechanics of the
growing tissue system. As a final justification, we simply believe that the problems presented
in this thesis poise an interesting mathematical challenge.
We focus here on utilising a continuum approach to modelling the growth of three-dimensional
tissues. We consider modelling both healthy and unhealthy tissues focusing on three paradigm
tissue types: epithelial cysts, ovarian follicles and avascular tumours. Our three paradigm tis-
sues all share a similar structure of a spheroidal inner core, surrounded by a growing tissue
region, all embedded within a constraining outer gel. We here focus on the period following
growth initiation. Although we don’t specifically model it, growth initiation can be generated
as a result of both biochemical signalling [104], and mechanical cues, for example, where the
mechanical constraint is removed [105]. This enables the use of linear elasticity as the growth,
and the associated deformations, are considered to be small, at least in Chapters 2, 3, 4 and 5.
To account for tissue growth, we use a decomposition approach, as outlined above in Figure
1.2. The usual application of the decomposition method is coupled with a nonlinear elastic con-
stitutive relationship to account for long time growth [106–108], but computational techniques
are usually required to solve these nonlinear expressions, whereas using linear elasticity enables
analytical expressions to be found. Linear elasticity-based models have previously been used
in modelling avascular tumour growth over longer time periods than those we consider here,
although not in combination with the decomposition method, see for example [68, 84, 95]. We
note, however, the linear elasticity based model described in [98] for a solid tumour, which can
be shown to be formally equivalent to adopting a decomposition approach.
We introduce in Chapter 2 the basic theory of linear elasticity before, in Sections 2.3 and
3.1, determining the profile of the mechanical measures within the system. With the aid of
the analytical expressions found for the stresses and strains, we identify two potential mechan-
otransductive mechanisms; a stress-based and a strain-based mechanism, shown in Chapter 3
Sections 3.2.2 and 3.2.3. In Sections 3.1.3 and 3.3.4, we also investigate the observation that
the central core can passively expand and shrink due to growth. Due to this ability, we show
in Sections 3.1.3 and 3.3.5 that points exist where the models break down, but these points are
likely to be beyond the scope of linear elasticity.
Our next avenue of investigation is to consider a case study (in Chapter 4), where we focus
on ovarian follicles in more detail. This motivates a model with two growing phases, and we
again explore points of qualitative change to find interesting results, which we further investigate
in different cases (see Section 4.1.4). We then compare these results to experimental data on
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the initial phases of ovarian follicle growth, where we see similarities between our model and the
collected data (in Section 4.1.5).
To further enhance the realism of our models, many different biological processes could be
implemented. However, in Chapter 5, we are interested in two processes in particular; the
contractile nature of cells and a mechanotransductive feedback which allows for results such as
those shown in e.g. [27], where stress inhibits the growth of the tissue. For the incorporation of
contractility into the model, we consider two methods; an active stress approach and an active
strain approach, shown in Sections 5.2.1 and 5.3.1 and Sections 5.2.2 and 5.3.2, respectively. In
Section 5.3.4 we return to the cyst paradigm to consider the interior void expansion under these
contractile models.
Due to the popularity of nonlinear elasticity models for growth, in Chapter 6 we consider the
implementation of a nonlinear constitutive relation into our models. We consider two nonlinear
constitutive relations; neo-Hookean and Mooney-Rivlin, shown in Sections 6.2.2 and 6.5.1, re-
spectively. We compare each nonlinear model to the linear regime to determine whether we can
deem the linear scheme as a good enough approximation to the nonlinear schemes, as to enable
the use of linear elasticity over the more complex nonlinear elasticity.
Finally, in Chapter 7, we conclude and sketch avenues of future work.
2
Linear Elasticity and Tissue Growth
2.1 Introduction to Linear Elasticity
Within the literature it is quite common to consider the nonlinear theory of elasticity, due to its
more versatile nature of dealing with large strains and deformations. However, here we consider
only small periods of growth and so will study the linear theory of elasticity, as this additionally
allows us to find analytical results, as opposed to the numerical results from nonlinear elasticity,
which can then be analysed more easily to help us make intuitive remarks relating back to the
biological and physical properties of the model. This ease of analysis can also help with fitting
the model to experimental data.
The classic theory of linear elasticity is well established, see e.g. Landau and Lifshitz [70],
which we shall follow closely in explaining linear elasticity’s core ideas and concepts. We shall
begin by defining what an elastic deformation is, and how to describe this mathematically, and
then move on to look at a deformed body to find the relationship between the stresses and
strains.
2.1.1 The strain tensor
We first introduce the strain tensor, which measures deformation within a body. Specifically,
consider a continuum body under the action of a force which causes a deformation of the body.
An elastic deformation is one in which the body returns to its original undeformed state after
these forces are removed, as opposed to a plastic deformation whereby the body does not return
to its original state. In the former case, this deformation normally occurs when the deformation
of the body is small, and in the latter case, when the deformation is large and beyond the yield
point of the material.
Consider a point in a body which has been deformed; before the deformation it has position
vector r = (x1, x2, x3), and after the deformation the point is described by the position vector
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r′ = (x′1, x′2, x′3). Then the displacement of this point is given by u = r′ − r, or ui = x′i − xi
for i = 1, 2, 3. Now for two points within the body that are close together; the distance between
these two points before the deformation is given by dl = (dx21 + dx
2
2 + dx
2
3)
1
2 , where dxi is the
distance between the two points, in the xi direction. After the deformation the distance between
the points is dl′ = (dx′21 + dx
′2
2 + dx
′2
3 )
1
2 . Since dx′i = dxi + dui, we can say that
dl′2 =
∑
i
(dxi + dui)
2. (2.1)
On substituting dui =
∑
k
(
∂ui
∂xk
)
dxk into (2.1), we find that
dl′2 = dl2 + 2
∑
i,k
∂ui
∂xk
dxidxk +
∑
i,k,l
∂ui
∂xk
∂ui
∂xl
dxkdxl
= dl2 + 2
∑
i,k
ikdxidxk,
where ik is the strain tensor and
ik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
+
∑
l
∂ul
∂xi
∂ul
∂xk
)
. (2.2)
If we assume that the strains are small so that ∂ui∂xk are small, then the second order terms in
(2.2) may be neglected, and we are left with
ik =
1
2
(
∂ui
∂xk
+
∂uk
∂xi
)
. (2.3)
This is the linear strain tensor. Note that it is not necessary that the deformations are small,
only that the strains are small. From this definition of the strain tensor, we can clearly see that
it is symmetric i.e. ik = ki.
The sum of the components
∑
i ii gives the relative change in volume; if this sum is zero
then this means there has been no change in volume from the deformation, only its shape may
have been altered. When this occurs the deformation is known as a pure shear. There is also
a case known as hydrostatic compression, where the volume of the body changes, but there
is no change in shape. We highlight the case as later we use the fact that any deformation may
be broken down into a combination of a hydrostatic compression and a pure shear deformation.
2.1.2 The stress tensor
We next consider the description of forces in a continuum elastic deformation. When a deform-
ation occurs from an equilibrium state, forces arise which tend to return the body back to a
state of equilibrium; these forces are called internal stresses. In the theory of elasticity, we
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assume that the only distances considered are those which are large compared to the distances
between molecules, which allows us to say that the range of action of molecular forces is zero.
We also can assume that the forces which cause the internal stresses only act from a point to
neighbouring points. It then follows that the forces exerted on a portion of the body by any
surrounding part only acts upon the surface of that portion. Consider the total force acting on
some portion of a body; it can be expressed as the integral∫
FdV ,
where FdV is the force on the volume element dV . This is because the total force acting on
a portion of the body is equal to the sum of all the forces on all the volume elements in that
portion. By considering Newton’s third law, one can also write the above as an integral over
the surface (see [70]). We can then use the divergence theorem to conclude that F must be the
divergence of a rank-two tensor. i.e.
Fi =
∂σik
∂xk
, (2.4)
where we are using the Einstein summation principle, which says that repeated indices within
a given term are summed over the values of 1, 2 and 3. This rank-two tensor σik is known as
the stress tensor and is one of the key tensors in the theory of linear elasticity. We can then
express the force on a volume as an integral over the closed surface that bounds that volume.
i.e. ∫
Fi dV =
∫
∂σik
∂xk
dV =
∮
σik dfk,
where dfk are the components of the surface element vector directed along the outward nor-
mal. We thus see that σik is the force per unit area in the i-th direction, acting on a surface
perpendicular to the xk-axis i.e. σyx is the force per unit area in the ey direction acting on the
surface with normal in the ex direction and σxx is the force in the ex direction acting on the
surface with normal in the ex direction, where ex, ey and ez are the usual unit basis vectors in
Cartesian coordinates and x1 = x, x2 = y and x3 = z. By taking moments of the force F on the
whole volume, one can show that this stress tensor is symmetric i.e. σik = σki (see Landau and
Lifshitz [70]).
In a state of equilibrium, the internal stresses must balance in every volume element. Hence,
we require that Fi = 0, and so, from (2.4), we know that
∂σik
∂xk
= 0 or ∇ · σ = 0, (2.5)
known as the equations of equilibrium. The usual cause of deformation of a body is from external
forces being applied to the surface of the body, and these forces appear as boundary conditions
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of the equations of equilibrium. Although we will not explicitly be considering body forces here,
it is useful to state their inclusion. If the body is under the action of a body force then the
sum of the body force and the internal stresses must be zero. So, in this case, the equations of
equilibrium become
∂σik
∂xk
+ ρgi = 0 or ∇ · σ + ρg = 0, (2.6)
where ρ is the density of the body and gi are the components of the body force vector g.
A constitutive relation between the stress and strain can be generated by considering the
elastic free energy of the body, which is given by
ψ = µ
(
ik − 1
3
δikll
)2
+
1
2
K 2ll , (2.7)
where K is the bulk modulus, µ is the shear modulus and the elastic free energy is the free
energy of the deformation. Recall here an important result that any deformation can be written
as the sum of a hydrostatic compression and pure shear, as seen above in (2.7) where the first
term on the right hand side is a pure shear and the second term is a hydrostatic compression.
Note that K > 0 and µ > 0.
We can write the total differential of (2.7) dψ as
dψ = Klldll + 2µ
(
ik − 1
3
δikll
)
d
(
ik − 1
3
δikll
)
. (2.8)
We note here that δik
(
ik − 13δikll
)
= 0 and that dll = δikdik, and so we can write
dψ =
(
Kllδik + 2µ
(
ik − 1
3
δikll
))
dik. (2.9)
It then follows that the stress tensor for an isotropic body with constant temperature is given
in terms of the strain tensor by
σik =
dψ
dik
= Kllδik + 2µ(ik − 1
3
δikll). (2.10)
Inverting this then gives the strain tensor in term of the stress tensor as
ik =
δikσll
9K
+
σik − 13δikσll
2µ
. (2.11)
From (2.11), we can see that ik is a linear function of σik. i.e. the deformation is directly
proportional to the force; this is known as Hooke’s Law, but note that it is only valid in the
case of small deformations.
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Rather than K and µ, the elastic properties of the material are more often quoted in terms
of the Young’s modulus E and the Poisson’s ratio ν. They are be related to K and µ by
E =
9Kµ
3K + µ
, (2.12)
ν =
3K − 2µ
2(3K + µ)
. (2.13)
The Young’s modulus is a measure of the force required to stretch or compress a material; it has
the units of Pascals, or Newtons per meter-squared (force per unit area) and is calculated from
the ratio of the stress along an axis to the strain along that same axis. The stiffer the material,
the higher the value of the Young’s modulus, and vice versa. The Young’s modulus for biological
materials can vary greatly, but for soft tissues, the range can be typically anywhere from 1 kPa
to 100 kPa [109]. However, the measurements for the Young’s modulus can drastically vary
depending on the experimental method used, and can span multiple orders of magnitude. The
Poisson’s ratio is a dimensionless parameter which is defined as the ratio of the transverse com-
pression to the longitudinal extension i.e. the ratio of how much a material extends horizontally
when compressed vertically. Typically the Poisson’s ratio ranges in 0 ≤ ν ≤ 12 , where ν = 12
corresponds to a fully incompressible material. Interestingly, one can construct structures which
expand transversely when stretched longitudinally, which is represented by negative Poisson’s
ratios i.e. ν < 0. For tissues such as those considered here, the Poisson’s ratio is often close to
the incompressible case i.e. for soft tissue, we typically see that the Poisson’s ratio lies some-
where in the range 0.45 ≤ ν ≤ 0.49 [110]. In terms of E and ν, the stress tensor and strain
tensor become
σik =
E
1 + ν
(
ik +
ν
1− 2ν llδik
)
, (2.14)
ik =
1
E
[
(1 + ν)σik − νσllδik
]
. (2.15)
Considering the displacements ui, by substituting ik =
1
2
(
∂ui
∂xk
+ ∂uk∂xi
)
into (2.14), and then
substituting this equation back into (2.6), we find that the equation of equilibrium of an isotropic
body in terms of ui (under the influence of gravity) is
E
2(1 + ν)
∂2ui
∂x2k
+
E
2(1 + ν)(1− 2ν)
∂2ul
∂xi∂xl
+ ρgi = 0.
This can be expressed as
∇ (∇ · u)− 1− 2ν
2(1− ν)∇× (∇× u) = −ρg
(1 + ν)(1− 2ν)
E(1− ν) . (2.16)
If gravity is not the only force acting, one simply has to adjust the vector ρg to allow for
different body forces. Looking at the case where there are no body forces, and deformation is
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solely caused by forces applied to its surface, (2.16) becomes
2(1− ν)∇ (∇ · u)− (1− 2ν) (∇× (∇× u)) = 0, (2.17)
where the applied forces appear as boundary conditions.
2.1.3 Radially symmetric deformations
One case of particular interest to us is that of spherical symmetry. Throughout our work,
we assume that our systems all have the property of spherical symmetry and we define our
coordinates as r =
√
x2 + y2 + z2, θ = tan−1
( y
x
)
and φ = cos−1
(
z√
x2+y2+z2
)
, in the radial,
azimuthal and polar directions, respectively. Under this assumption (and isotropy), we know
that u = u(r)er, where er = (cos θ sinφ, sin θ sinφ, cosφ)
T , which implies that ∇× u = 0, and
so (2.17) simply becomes
∇ (∇ · u) = 0,
or
∇ · u = constant. (2.18)
We can also convert the strain and stress into spherical coordinates, in doing so we find that, in
terms of spherical coordinates, the strain components are
rr =
du
dr
, θθ =
u
r
, φφ =
u
r
,
θφ = 0, rθ = 0, φr = 0, (2.19)
and the stress components are given by
σrr =
E
(1− 2ν)(1 + ν)
[
(1− ν)du
dr
+ 2ν
u
r
]
,
σθθ =
E
(1− 2ν)(1 + ν)
[
ν
du
dr
+
u
r
]
,
σφφ =
E
(1− 2ν)(1 + ν)
[
ν
du
dr
+
u
r
]
,
σθφ = 0, σrθ = 0, σrφ = 0. (2.20)
2.1.4 Measure for total stress: Von Mises stress
When quantifying the stress ‘felt’ within a tissue, in addition to considering the stress compon-
ents, it is helpful to have a measure of ‘overall stress’. One such measure is the Von Mises
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stress, which is given by the following formula [111]
σVM =
√
1
2
[
(σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx)2 + 6(σ 2xy + σ 2yz + σ 2zx )
]
.
Since we have the assumption that our systems are all spherically symmetric, we know that our
displacement is purely radial i.e. u = u(r)er, which results in σθθ = σφφ. We also have that
there is no shear stress. i.e. σrθ = σrφ = σθφ = 0. So we find that the von Mises stress for a
spherical system is simply
σVM =
√
1
2
[
(σrr − σθθ)2 + (σθθ − σφφ)2 + (σφφ − σrr)2 + 6(σ 2rθ + σ 2θφ + σ 2φr )
]
= ‖σrr − σθθ‖, (2.21)
where ‖ · ‖ is the usual two-norm.
2.1.5 Thermoelastic expansion
Thermoelasticity involves studying the effects that the heating/cooling and the associated ex-
pansion/contraction has upon the elastic body’s shape and size. In general, a body which has
undergone a change in temperature will be deformed. We introduce here the theory of ther-
moelasticity which will be used later in Chapter 5.
In thermoelasticity we assume that the heating is slow enough that thermodynamic equilib-
rium is established at all instances, and we also assume that the change in temperature is small.
Under these assumptions, the linear constitutive relation can be shown to be modifiable to
σik = −Kα(T − T0)δik +Kllδik + 2µ(ik − 1
3
δikll), (2.22)
where T0 is the initial temperature and the constant α is found by looking at the case of free
thermal expansion (see Landau and Lifshitz [70]). Free thermal expansion is where there are no
external forces present and, as mentioned above, a change in temperature of the body results in
a deformation; in this case there are no internal stresses and hence we look at σik = 0 in (2.22).
By doing this we find that ll = α(T − T0), where the sum ll is the relative change in volume
from the deformation, and hence α is the thermal expansion coefficient. Comparing (2.22)
to (2.10), we see that only the −Kα(T −T0)δik term differs, meaning that this term is the extra
stress that the body experiences due to the change in temperature. In this case, (2.16) (in the
absence of other body forces) now becomes
3(1− ν)
1 + ν
∇ (∇ · u)− 3(1− 2ν)
2(1 + ν)
∇× (∇× u) = α∇T. (2.23)
Once more, under the assumption of spherical symmetry, with ∇ × u = 0, the equations of
equilibrium reduce to
3(1− ν)∇ (∇ · u) = (1 + ν)α∇T. (2.24)
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2.2 Modelling Growth Within a Continuum Elasticity Framework
Modelling the growth of biological tissues is a central component of this thesis. There are many
different ways of approaching this, as briefly reviewed in Chapter 1. The method that is chosen
here is based on linear elasticity, but implementing a decomposition method which considers
the growth and the elastic deformation to be separated in timescales. This technique results in
a fictitious interim configuration, which may be in a physically impossible state, in which each
material element of the tissue is in a stress-free grown state. This is the state which the tissue
would reach, if it were freely growing without any constraints on the outer boundary. We will
introduce this technique in more detail here, but first let us discuss what is meant when we use
the term growth.
Growth can be thought of in multiple ways; one method is to think of a body being made
up by a collection of particles, and the growth is then thought of as being an addition of new
particles into the body; another method of describing growth is to use mixture theory which says
that growth is considered to be an exchange of mass between phases i.e. the growth of a tumour
only occurs when mass is transferred from the extracellular fluid to the tumour. Although these
descriptions of growth are valid, they both incur difficulties which are overcome when taking
the following approach to growth; we here consider our growing tissue to be a single phase
continuum, whereby growth is seen as an increase in mass of the existing particles in the body,
as opposed to the addition of new particles into the body. Due to the fact that there are the
same number of particles before the growth as those after the growth has occurred, we can
successfully define a map from the original to the grown configuration.
The difficulty in modelling growth is to find how both the change of mass and the change
of stresses simultaneously affect one another, since the growth itself may cause a change in
stress. By using the approach above where we consider growth to be an increase in mass of
the already existing particles in the body, we allow ourselves to utilise the notion of multiple
natural configurations, as proposed by Rodriguez et al. [88]. This says that the contribution
from the growth can be separated from the contribution of the elastic response of the body.
Before moving on to consider the mathematical set-up of this multiple natural configuration
technique, we will explain how we model unconstrained growth.
Consider here an isotropically growing spheroid with no constraining outer material. Assume
that the radius of the spheroid is at r1 before any growth. We say that our growth is determined
by some known constant growth factor λ. We will always assume that growth means an
increase in mass, in contrast to a reduction in mass, and hence we say that λ ≥ 1, always. This
results in an overall increase in volume of the body, but the growth is isotropic, and hence the
body grows equally in all directions, leading to an overall radial expansion in size. We apply
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Figure 2.1: The transformation of the original undeformed radius r1 under the scaling of the
growth factor λ.
this same growth factor to all points in the growing body, and we simply say that a point in
the undeformed, original configuration of radius r will map to a radius λr after growth has
occurred, for reference see Figure 2.1. Under these non-constrained conditions there is no build
up of stress due to growth, as the spheroid is free to grow without any resistance from exterior
sources, resulting in an equilibrium at every stage of growth. Note that this is only the case
where growth is homogeneous, since if the growth were to occur inhomogeneously, then sections
of the body would grow at different rates and this can generate residual stress, even without
geometrical constraints. We further note here that although throughout this thesis we consider
the static states of equilibrium generated by some constant growth factor λ, this growth factor λ
is actually a proxy for time i.e. that the models presented here are quasi-static and are implicitly
dependent upon time through the growth factor λ. Indeed, if so desired, a time component could
be explicitly implemented within the growth factor, whereby, for example, a Gompertz law for
tumour growth could be used model the expected size of a tumour at time t, from which the
growth factor λ could be calculated and substituted into our models. For example, a simple
Gompertz growth law takes the form
X(t) = K
(
X(0)
K
)e−αt
,
where X(t) is the size of the tumour at time t, K is the maximum size that can be reached
with the available nutrients, X(0) is the initial tumour size and α is related to the proliferative
ability of the cells. The growth factor λ can then be calculated by taking the size of the tumour
at time t and dividing it by the tumour’s original size i.e.
λ(t) =
X(t)
X(0)
=
K
X(0)
(
X(0)
K
)e−αt
.
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Assuming that in the undeformed configuration the tissue is a spheroid, we can relate the growth
factor λ to the increase in volume of the spheroid by the following formula
Vi =
4
3
pir3(λ3 − 1),
and so when λ = 3
√
2, the tissue will have doubled in volume.
Now consider an unconstrained, isotropically growing annulus (a spheroid with a hole in
the centre), as in Figure 2.2. Assume that the inner and outer radii of the annulus are at r0
and r1 before any growth, respectively. We find that under the action of unconstrained growth,
this annulus is driven towards a radial expansion. This can be seen by considering a growing
spherical shell. As the growth causes each volume element in the shell to isotropically swell,
because of symmetry, the additional material from growth must still form a spherical shell. Since
we are in unconstrained growth, the resulting grown configuration must be in equilibrium i.e.
there is no stress. Hence, the material in the shell cannot be compressed, which means that the
radius of the shell must increase. This argument holds for all material elements in the shell, and
therefore, under the action of isotropic unconstrained growth, the inner hole must increase in
size, and scales with the growth. Therefore, similarly to the spheroid case, we can say that the
inner and outer boundaries will be at radii of λr0 and λr1 after the growth, respectively, as in
Figure 2.2. To conceptualize why the inner radius is scaled, under unconstrained free growth,
by the same factor λ as the outer radius, consider the initial configuration as being made up of
multiple nested thin shells. We know that under inflation each thin shell will have a radius λ
times its original radius. If we then combine all of the thin shells after inflation, we end in a
configuration where the outer boundary r1 is mapped to λr1 and r0 is mapped to λr0. Again,
due to the lack of constraining outer material, there will be no build up of stress in this system.
2.2.1 Multiple natural configurations
Next, consider a 2-dimensional rectangular, growing block; under unconstrained growth, this
block will grow to e.g. double its original area. Now consider placing this block inside two solid,
undeformable, immovable outer walls; the block would still like to grow to the same position as
that in the unconstrained growth case, only now it cannot as there are walls blocking its growth
in two directions; see Figure 2.3. This means that the block will grow to a different position
than it would naturally grow to, resulting in a build up of internal stresses in the body. Consider
here this same idea, but now for an isotropically growing spheroid embedded into an outside
material (a gel) which restricts the spheroid’s outwards growth. The difference here being that
this outside gel can be deformed, whereas the walls could not. In this situation, as the spheroid
grows, it will be constrained by the outside gel, causing the spheroid to be of smaller size than in
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Figure 2.2: The growth factor λ scaling the undeformed annulus of inner and outer radii of r0
and r1 respectively. Note that the inner radius also grows away from the centre of the annulus.
(a)
(b)
Figure 2.3: Showing the difference in growth of (a) an unconstrained block and (b) a block
constrained by two solid, immovable walls.
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the unrestricted growth case. This is where the notion of multiple natural configurations can be
used to elegantly separate the growth and the ‘push back’ from the surrounding gel. This notion
says that a restrictively growing material can be broken down into multiple configurations; an
undeformed original configuration, a stress-free interim configuration and the final elastically-
deformed configuration. In order to achieve this break down into multiple configurations, it is
assumed that there is a separation of timescales between configurations i.e. we assume that
the growth phase is much slower than the elastic response phase. It is important to note that
when physically observing a biological system for growth, due to the elastic response being fast,
one would never actually see the interim grown configuration, only the resulting final deformed
state.
Applying this decomposition technique to the constrained growing spheroid results in a
similar situation to that in Figure 2.1, only now we must apply an elastic deformation to the
grown configuration to account for the pressure that the surrounding gel will exert upon the
tissue. We say that in the final configuration the outer radius is now at α1r1, see Figure 2.4.
In this case, the growing region will incur a build up of stress, due to the outside gel pressure.
This stress can then be calculated by using the deformations of the different regions and using
(2.18) and (2.20). However, due to this separation into original, grown and final configurations,
under the assumption that the growth phase is much slower than the elastic response phase,
we can consider the deformations of the growing region to be relative to the interim grown
configuration.
2.3 Modelling a Growing Spheroid
Before considering structured tissues such as those of a cyst, or ovarian follicle presented in
Sections 3.1 and 3.2, we first demonstrate how to use the framework for a growing spheroid.
Specifically, we consider a proliferating tissue made up of a ball of growing cells embedded within
a constraining gel, see Figure 2.4. We assume that the growing tissue is perfectly spherical, and
is isotropically growing (or proliferating) with a growth factor λ. Because the deformations
within the growing region are all taken relative to the grown configuration, we only require that
the deformations (and therefore also the strains) are small relative to this grown configuration,
to allow for the use of linear elasticity. However, because we are creating models for the period
following growth initiation, we can consider the growth factor λ to be small, ensuring that the
deformations are always small relative to the grown configuration.
We model both the growing spheroid and the surrounding matter as linear elastic materials,
and we also assume that the surrounding matter is infinitely large and isotropic. This allows us
to use spherical coordinates within the surrounding material, in addition to inside the growing
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(a) (b)
Figure 2.4: (a) In vitro culture of a multicellular tissue embedded within an encapsulating gel.
Γt and Γg represent the proliferating tissue (blue) and the surrounding outer gel region (white),
respectively. (b) Schematic representation of the decomposition approach to modelling growth,
with the proliferating tissue of initial radius r1 again assumed to be encapsulated within a gel.
The interim configuration represents the form the spheroid would take if released entirely from
stress and the final configuration is the actual observed state after the elastic deformation has
been applied to the interim configuration.
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tissue region. For ease, we will usually refer to the surrounding material as the ‘outer gel’,
‘constraining gel’ or the ‘outside region’.
After appropriate changes of variables and parameters, the results presented in this section
can be shown to be formally equivalent to Guiot et al. [98], where a decomposition approach
was not used.
As we showed in Section 2.1.3, under these assumptions, u = u(r)er and the equation of
equilibrium is given in (2.18) i.e. we solve ∇ · u = constant, which holds in all linear elastic
regions i.e. in both the growing region and the outside region. Solving (2.18) for u gives
∇ · u = constant =⇒ 1
r2
d(r2u)
dr
= A,
which upon rearranging and integrating gives that the displacement is
u(r) =
A
3
r +
B
r2
, (2.25)
with A and B constant. Since (2.18) is valid everywhere, (2.25) holds in both the growing and
the outer region, but with different values of A and B for each material. This above equation is
the general form for the displacement in a spherical, purely radial system and we can substitute
this general displacement into (2.20) to find the general form for the stresses. We find that the
non-zero stresses are
σrr =
E
(1 + ν)(1− 2ν)
[
A
3
(1 + ν)− 2B
r3
(1− 2ν)
]
,
σθθ =
E
(1 + ν)(1− 2ν)
[
A
3
(1 + ν) +
B
r3
(1− 2ν)
]
,
σφφ =
E
(1 + ν)(1− 2ν)
[
A
3
(1 + ν) +
B
r3
(1− 2ν)
]
. (2.26)
To fix the unknowns A and B, we apply some boundary conditions, as laid out in the following
section.
2.3.1 Boundary conditions
Because our body is under constrained growth, we will use the notion of multiple natural con-
figurations, as described in Section 2.2.1. If we consider the displacement of the outer boundary
of the growing spheroid, we say that before any growth it is at a radius r1, and then only con-
sidering the contribution from the growth, that boundary targets a radius λr1. This position of
λr1 is in the fictitious interim stress-free configuration. Now due to the constraining gel, λr1 is
not achieved, but there is an elastic deformation back to an unknown position α1r1, which is
the state that is finally observed, see again Figure 2.4 for reference.
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If we now consider the deformation of the outside gel, we know that before any growth occurs
the boundary is positioned at radius r1, and after being deformed by the growing spheroid it is
positioned at radius α1r1. So we can say that the displacement of the outer boundary, whilst
considering from within the outside gel, is
ug(r1) = α1r1 − r1, (2.27)
where the subscript g is used to denote with respect to the gel region.
Because, due to the multiple natural configurations, we can separate the contributions of
the growth and the elastic response, which allows us to take the deformation of the growing
region relative to the interim grown configuration. So we can say that, whilst considering the
deformations from within the growing region, the deformation of the outer boundary relative to
the grown configuration is
ut(λr1) = α1r1 − λr1, (2.28)
where the subscript t is relating to the tissue region. Equivalently, for the stresses, we shall
use the superscripts g and t for the stresses within the outer gel and within the growing region,
respectively. Implicitly, with the use of the unknown α1 in the two above equations, we have
enforced the condition that the final position of the boundary is physically in the same position
when considering displacements from within the growing region, or from within the outer region.
A further boundary condition is provided by continuity of radial stress across the spheroid
surface. We thus require the radial stress in the outer region at the boundary r = r1 to be
equal to the radial stress inside the growing region, however, note that the stress is calculated
at r = λr1 for the growing spheroid, due to the decomposition method, as all of the stresses and
displacements within the growing region are calculated relative to the grown configuration. Note
that throughout this thesis, in the exception of Chapter 6 where we consider other forms of stress
and large deformations, we calculate the stress generated from the undeformed configuration.
This is because, in linear elasticity, we make the assumption that the displacements are small so
that we do not need to distinguish between the initial and deformed reference frames. Therefore,
in our case, at the outer boundary, the stresses are calculated at r = r1 and r = λr1 from the
within the outer and growing regions, respectively.
Another boundary condition we are required to apply is that in the far field we have no
displacement of the outer gel. Hence, as r →∞ the displacement is zero, and therefore ug(r) = 0
as r →∞. Due to the fact that the spheroid is isotropically growing and is spherically symmetric,
the final condition we impose is that ut(0) = 0. So to recap, the four boundary conditions which
we apply are
1. There is no displacement in the far field: ug(r)→ 0 as r →∞;
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2. There is no displacement at the origin: ut(0) = 0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
4. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1).
2.3.2 Solving for the displacements and stresses
We can now return to (2.25) and apply the above boundary conditions to fix the constants A
and B. In the outer region, from (2.25) we have that
ug(r) =
Ag
3
r +
Bg
r2
,
where Ag and Bg are gel-related constants. We apply the first boundary condition that ug(r) = 0
as r →∞, to find Ag = 0, leaving
ug(r) =
Bg
r2
. (2.29)
Now looking at the boundary r = r1, we know from (2.27) that the deformation of this boundary
is ug(r1) = α1r1 − r1, and hence, from (2.29)
α1r1 − r1 = Bg
r21
=⇒ Bg = r31(α1 − 1).
So the deformation of the outside gel is
ug =
r31(α1 − 1)
r2
. (2.30)
Now that within one region we have determined both of the unknowns Ag and Bg, we can
substitute these values into the general form for the stresses in terms of A and B, given in
(2.26). Upon doing this, we find that
σgrr = −
2Eg
1 + νg
(r1
r
)3
(α1 − 1),
σgθθ =
Eg
1 + νg
(r1
r
)3
(α1 − 1),
σgφφ =
Eg
1 + νg
(r1
r
)3
(α1 − 1). (2.31)
These stresses in the outer region are given here in terms of the unknown α1; we will apply a
similar procedure to the above to calculate the stresses in the inner region, and then apply the
continuity of radial stress boundary condition, which will allow us to determine α1.
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So, inside the growing region, similarly to the outside gel, we find that
ut =
At
3
r +
Bt
r2
, (2.32)
where At and Bt are constants. This deformation ut is now relative to the interim stress-free
configuration. Applying the zero displacement at the origin boundary condition implies that
Bt = 0, which then leaves us with
ut =
At
3
r.
Next we can use the condition given in (2.28), which says that ut(λr1) = α1r1 − λr1, alongside
(2.32), to express At in terms of α1 as
At =
3(α1 − λ)
λ
,
when means that the displacement in the growing tissue region is given by
ut =
(α1 − λ)
λ
r. (2.33)
From this ut, the stresses can be calculated from (2.20) as
σtrr = σ
t
θθ = σ
t
φφ =
Et
1− 2νt
(α1 − λ)
λ
. (2.34)
We now have two equations for the radial stress, given in terms of α1, in (2.31) and (2.34).
Applying the final boundary condition of continuity of radial stress fixes α1 i.e. we set σ
t
rr(λr1) =
σgrr(r1). This gives
Et
1− 2νt
(α1 − λ)
λ
= − 2Eg
1 + νg
(α1 − 1)
=⇒ α1
(
Et
(1− 2νt)λ +
2Eg
1 + νg
)
=
Et
1− 2νt +
2Eg
1 + νg
,
which then gives that the expansion factor for the outer boundary is given by
α1 =
Et
Eg
(1 + νg)λ+ 2(1− 2νt)λ
Et
Eg
(1 + νg) + 2(1− 2νt)λ
. (2.35)
Once α1 is determined, the solution is also fully determined. We see in (2.34) that we have
a constant stress throughout the growing region, as there is no dependence on r. We also see
that this expansion factor α1 does not depend on the thickness of the spheroid, but that it does
depend on the ratios of stiffnesses of the growing tissue and the outer gel. This means that the
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individual stiffness of a region is not important when determining the final position of the tissue,
only the ratio of the stiffnesses of both of the regions.
We now have the theory for growth and deformation of linear elastic spherical bodies. Since
the aim of these works is to produce a range of models which can be applied to a variety of
different biological situations, including both healthy and unhealthy tissue growth, we move on,
in the following chapter, to consider more complex geometries than the one introduced above.
3
Paradigm Tissue Models
In this chapter we will use the framework presented in Chapter 2 to create models for multiple
paradigm tissue types, by adapting the geometry of the system. This tissues which we consider
here are a cyst, an ovarian follicle and a tumour, which will be discussed in detail in Sections
3.1, 3.2 and 3.3, respectively. Much of the work in the following sections has been published by
Littlejohns and Dunlop [94].
3.1 Modelling a Growing Cyst
The first of our paradigm tissue types is a cyst, which consists of a thin annulus of cells, with
a central void containing either a liquid or gas. Although we generally consider cysts to be an
unhealthy tissue, there are tissues such as alveoli in the lungs which share a similar geometrical
structure, which are vital within the respiratory system to allow for the diffusion of gases from
the blood stream. In either case, the growing annulus region is thin, often only of a single cell
width, and the central void is large compared to the width of the annulus. We here model the
inner core region, which is filled with a gas or liquid, as an empty hole. Although this gas/liquid
would indeed generate a pressure within the core, we assume that this is negligible compared
with the other stresses in the system, allowing for a zero stress condition within the central
region. We continue the assumption that the entire system is spherically symmetric, with the
interface between the inner hole region and the growing annulus region initially at a radius
r = r0 and the outer boundary which connects the growing region to the outer region initially
lying at a radius r = r1. See Figure 3.1 for an image of a cyst and the accompanying schematic.
We recall here that as the annulus grows in the interim configuration, which is considered to be
stress-free, it will want to grow outwards and not inwards towards the centre to fill the hole. As
with the growing spheroid case, we use linear elasticity to determine the stresses present within
the system.
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(a) (b)
(c)
Figure 3.1: (a) Image of a cyst showing the thin layer of proliferating cells with a central void
region, reprinted by permission from Springer Nature: Nature Reviews Molecular Cell Biology
[38], Copyright 2002. (b) In vitro tissue culture of a cyst embedded within an encapsulating gel.
Γc, Γt and Γg represent the inner void region, proliferating tissue (blue) and the surrounding
outer gel region (outer white), respectively. (c) Schematic representation of the decomposition
approach to modelling growth, with a proliferating shell of initial inner and outer radii r0 and r1,
respectively, again assumed to be encapsulated within a gel. The interim configuration represents
the form the spheroid would take if released entirely from stress and the final configuration is the
actual observed state after the elastic deformation has been applied to the interim configuration.
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As we have seen in Section 2.1.2, the use of linear elasticity results in a force balance equation
of the form
∇ · σ = 0,
which must be solved in all regions in order to determine the stress tensor σ. This further
reduces to give, as in (2.25), that the deformations in each separate region are of the form
u(r) =
A
3
r +
B
r2
. (3.1)
As for the growing spheroid case in Section 2.3, we require appropriate boundary conditions; for
the cyst paradigm, these are similar to those previously presented, only now we cannot say that
there is zero displacement at the origin as there is no tissue present for r < r0, and therefore
we need a replacement for this boundary condition. As we have assumed that the gas/liquid
present within the central core exerts negligible pressure upon the tissue region, we know that at
the boundary between the inner core and the growing tissue, there is no radial stress. Therefore,
the four boundary conditions which we must apply are:
1. There is no displacement in the far field: ug(r)→ 0 as r →∞;
2. There is zero radial stress at the interface between the inner void and the growing annulus:
σtrr(λr0) = 0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
4. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1).
3.1.1 Solving for the displacements and stresses
As the three boundary conditions which involve the outer gel region (the first, third and fourth)
are the same as in the previous isotropically growing spheroid case, presented in Section 2.3, we
know that the stresses in the outer region are of the same form as in (2.31), which are
σgrr = −
2Eg
1 + νg
(r1
r
)3
(α1 − 1),
σgθθ = σ
g
φφ =
Eg
1 + νg
(r1
r
)3
(α1 − 1), (3.2)
and that the displacement in the gel region, similarly to (2.30), is still given by
ug =
r31(α1 − 1)
r2
,
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where α1 is currently unknown.
We now need to determine the displacements in the growing region, by applying the boundary
conditions to find At and Bt. Using the general form for the stresses given in (2.26), we can
apply the boundary condition that there is no radial stress at the inner boundary. Note here
that because there is growth present within the tissue region, we must use the decomposition
approach to split the deformation into a stress-free fictitious state and an elastic response.
Similarly to that in Section 2.3, this allows us to take all displacements and stresses relative to
this fictitious interim configuration. Therefore, to apply this boundary condition, we say that
σtrr(λr0) = 0. From (2.26) we see that this leads to
At
3
(1 + νt)− 2Bt
(λr0)3
(1− 2νt) = 0,
which can then be rearranged in terms of Bt to give that
Bt =
At
6
(1 + νt)
(1− 2νt)(λr0)
3. (3.3)
By previously introducing the term α1r1 as the final position of the outer boundary, we can apply
the third boundary condition that the outer boundary is in the same position when considering
from within the growing region and the outer region. Note that this has already been applied
in the outer region when determining (3.2). So now we must say that ut(λr1) = α1r1 − λr1 to
find that
At
3
λr1 +
Bt
(λr1)2
= (α1 − λ)r1,
which, upon rearranging for Bt, gives
Bt =
α1 − λ
λ
(λr1)
3 − At
3
(λr1)
3. (3.4)
We again refer back to (2.26), where we see that the stress in the growing region is given by
σtrr =
Et
(1 + νt)(1− 2νt)
[
At
3
(1 + νt)− 2Bt
r3
(1− 2νt)
]
.
We apply now the final boundary condition that the radial stress must be continuous over the
interface between the growing region and the outer region i.e. σtrr(λr1) = σ
g
rr(r1), where the
radial stress within the gel σgrr(r) is given in (3.2), which gives
Et
(1 + νt)(1− 2νt)
[
At
3
(1 + νt)− 2Bt
(λr1)3
(1− 2νt)
]
= − 2Eg
1 + νg
(α1 − 1). (3.5)
This leaves us with three equations, given by (3.3), (3.4) and (3.5), which must be solved for
the three unknowns At, Bt and α1. We can eliminate Bt from (3.3) and (3.4) to find that
At =
6(α1 − λ)
λ
(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
, (3.6)
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which we can then substitute back into (3.4) to find that
Bt =
α1 − λ
λ
(
1 + νt
1− 2νt
)(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
(λr0)
3. (3.7)
Upon substituting the above At and Bt into (3.5), we find that
α1 − 1 = − Et(1 + νg)
Eg(1− 2νt)
(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
α1 − λ
λ
(
1−
(
r0
r1
)3)
.
If we now let
γ =
Et
Eg
(
1 + νg
1− 2νt
)(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1(
1−
(
r0
r1
)3)
, (3.8)
we can say that
α1 − 1 = −γ(α1 − λ)
λ
,
which we may rearrange for α1 to give
α1 = λ
(
1 + γ
λ+ γ
)
. (3.9)
The final position of the outer boundary is then given by α1r1. Due to the fact that λ > 1,
which results in the gel pushing back onto the growing tissue, we should see that α1 < λ. To
see this we look at γ in (3.8) and note that because r0 < r1 and ν <
1
2 , each individual bracket
of γ is positive, and therefore γ is positive, also i.e. γ > 0. We apply this knowledge in (3.9) to
indeed see that α1 < λ.
We can also find the final position of the inner boundary by noting that the deformation at
the inner boundary is given by
ut(λr0) = α0r0 − λr0.
Also, we know that the deformation at this point, where At and Bt are now known, is given by
(3.1), which leads to
Atλr0
3
+
Bt
(λr0)2
= α0r0 − λr0.
After substituting At and Bt from (3.6) and (3.7) and rearranging, we have that
α0 − λ = (α1 − λ)
(
2 +
(
1 + νt
1− 2νt
))(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
. (3.10)
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We can also substitute α1 from (3.9) to find that
α0 = λ+ λ
(
1− λ
γ + λ
)(
2 +
(
1 + νt
1− 2νt
))(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
. (3.11)
This α0 gives us information about the size of the inner void.
Since r1 > r0 and 0.5 > νt, we have that
(
2 +
(
1+νt
1−2νt
))(
2 +
(
r0
r1
)3 (
1+νt
1−2νt
))−1
> 1, and
hence, using (3.10), we can infer that
‖α0 − λ‖ > ‖α1 − λ‖. (3.12)
We also note that because α1 < λ, the right hand side of (3.10) is negative, and therefore the
left hand side must also be negative. Hence, we also have that α0 < λ, which means that the
final radius is smaller than the preferred radius, as is expected when growth occurs within a
constraining gel. We now use the fact that both α0, α1 < λ and (3.12) to see that
λ− α0 > λ− α1,
and hence, we know that
α1 > α0. (3.13)
By also recalling that r0 < r1, the above inequality says that the physical position of the outer
boundary is always further away from the origin than the inner boundary. We will check in
the following paradigms if this condition that the boundaries cannot cross-over one another still
holds true, or whether there is a certain value of λ where we find that α0 ≥ α1, resulting in a
critical point where the model will break-down.
3.1.2 Parameter estimations
In the previous section we fully solved our system for α0, α1, At and Bt, and hence, if we so
wished, we could substitute these values back into the stresses and displacements. We will not
explicitly write out these stresses, as they would be very cumbersome, however, we plot the
behaviour of the stresses, to get more of a feel for what is occurring within the system. In order
to plot these stresses, we require values for the parameters r0, r1, νg, νt, Eg, Et and λ. In
this case, our current paradigm tissue is a growing cyst, which, as can be seen in Figure 3.1,
is typically a thin layer of growing cells, which is small compared to the size of the inner void.
Therefore, we take the ratio of the inner and outer radii to be close to 1 i.e. we say r0 =
9
10r1.
We also know from the literature that the Poisson’s ratio of the tissue cells and the surrounding
extra-cellular matrix (or gel) are in most circumstances likely to be very similar, and for soft
3.1 Modelling a Growing Cyst 37
Table 3.1: Typical Parameter Values for Biological Tissues
Young’s Modulus Poisson’s Ratio
Generic Biological Tissue 1 kPa - 1 MPa 0.45 - 0.49
Collagen Gel 3 kPa - 8 kPa 0.45 - 0.49
Our Tissues 1 kPa - 10 kPa 0.45 - 0.49
tissues in general, the Poisson’s ratio will typically lie in the range of 0.45 ≤ ν ≤ 0.49 [110].
Hence, we estimate our Poisson’s ratios to be νg = 0.45 and νt = 0.46, varying slightly as the
two regions consist of different materials.
We use the literature to also estimate the values for the Young’s moduli Et and Eg. The
values for the Young’s modulus can vary greatly from tissue to tissue, ranging anything from
kPa to MPa [106, 112–114]. We see from [115] that the Young’s modulus for a collagen gel can
typically range from 3 kPa to 8 kPa, and so here we choose our outer gel stiffness to be 5 kPa,
and we approximate the stiffness of the tissue to be approximately 10 kPa [22]. See Table 3.1
for these typical parameter values. We use these as base values for the growing region and outer
gel Young’s moduli, but we see from the equations produced in Section 3.1.1, that we are only
interested in the relative stiffnesses of the two regions; see, for example, (3.8), where the only
dependence on Eg or Et comes in the form
Et
Eg
, due to the continuity of radial stress boundary
condition. This means that the individual stiffness of each region is not as important as the
ratio of the Young’s moduli between the two regions. This, alongside the fact that the Young’s
modulus has a large variability between tissues, allows us, within reason, to rather freely choose
the values for Eg and Et.
We now must take a value for the growth factor λ. Since our models are focusing on the
period following the initiation of growth, we can take the value for λ to be small i.e. close
to unity. This also helps with the fact that the theory of linear elasticity is predicated upon
the strains being small, as a small λ helps to ensure this is the case. Therefore, we here take
λ = 1.1. This value for λ leads to an increase in radius by 10%, which results in a volume
increase of approximately 33%. Throughout the following sections, we use parameter values
similar to those described above, however, we will explain the values of any new parameters and
state the other parameter values that are taken. In Figure 3.2 we plot the stresses generated
for the cyst model using the above parameters. Note, in Figure 3.2 (a), the x-axis has values
for the radius r/r0, however, the stress shown (within the growing region) is the stress which is
generated from the point in the grown configuration which had initial radius r/r0. Considering
first the radial stress, we see that the growing region is always under compression, and that the
magnitude of the radial stress increases as we move through the growing tissue from r0 to r1,
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Figure 3.2: (a) Radial stress (blue), azimuthal stress (red) and Von Mises stress (green) plotted
against radial position in both the growing and outer regions. The vertical pink dashed line and
the vertical light blue dashed line represent the inner and outer radii r0 and r1, respectively.
Note that the stresses in the growing region are not calculated at r/r0, but are calculated from
the point in the grown configuration which had initial radius r/r0. (b) 3D representation of
the tissue system, where radial stresses within the proliferating and outer regions are shown,
with inner and outer radii r0 and r1, marked with dashed pink and dashed light blue lines,
respectively. Parameter values are r1 =
10
9 r0, νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa and
λ = 1.1.
until it hits a maximum magnitude on the boundary at r1, and as we move into the gel, the
stress gradually decreases. As for the azimuthal stress, we see that it is of maximum magnitude
on the inner boundary, from which it decreases in magnitude as we move from r0 towards r1.
Once it reaches the outer boundary, there is a jump to a positive stress, which then decreases
as we move further into the gel region.
3.1.3 Central region expansion or shrinkage driven by shell growth
Recall here that any discussions of parameters progressing over time are referring to the fact
that the growth factor λ is implicitly dependent upon time, and is monotonically increasing with
time, and that in real biological situations, the growth is dependent upon time.
We calculated earlier the value of α0 and we saw that α0 < λ, but another interesting result
can be deduced from α0. We show here that the central region can expand and contract passively
as a result of the growing shell.
To see this, we plot in Figure 3.3 α0 as a function of the growth factor λ for different values
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Figure 3.3: Expansion factor for an epithelial cyst plotted as growth progresses, demonstrating
significant lumen expansion due to the proliferating shell. α0 < 1 corresponds to the core
shrinking and α0 > 1 to expansion. Et = 1, 4, 10, 20kPa are plotted in dark blue, green, red,
light blue, respectively. Other parameter values are r1 =
10
9 r0, νg = 0.45, νt = 0.46 and
Eg = 5kPa.
of tissue to gel stiffness ratio Et/Eg, with r1 =
10
9 r0. Where α0 > 1, this corresponds to an
expansion of the inner compartment due to the shell expansion pulling it outwards. We note
here that for certain parameter regimes, the inner hole can initially expand and then as the
growth continues to progress, the hole will begin to close up. We see this behaviour in Figure
3.3 in the light blue (Et/Eg = 4) and red lines (Et/Eg = 2), where initially α0 > 1 and then as
the growth factor increases, α0 < 1. We also see that there are values for the Young’s moduli
which force the inner void region to only ever decrease in size in the period following growth
initiation, represented by the dark blue and green lines in Figure 3.3. We can analytically find
these values by considering the slope of the curve dα0dλ and finding the values where this slope is
negative at λ = 1. We find that
dα0
dλ
= 1 +
(−λ2 − 2λγ + γ)
(λ+ γ)2
(
2 +
(
1 + νt
1− 2νt
))(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
,
and that at λ = 1 we see that
α′0(1) = 1−
(
2 +
(
1+νt
1−2νt
))
1 + γ
(
2 +
(
r0
r1
)3( 1 + νt
1− 2νt
))−1
,
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and so when α′0(1) < 0, upon substituting γ from (3.8), results in
Et(1 + νg)
Eg(1 + νt)
< 1. (3.14)
Due to the fact that the Poisson’s ratio for the tissue and the gel are likely to be very similar (as
the Poisson’s ratio for soft tissues doesn’t vary much), this condition effectively physically trans-
lates to the ratio of the stiffness of the growing tissue and outer gel determining the possibility of
central core expansion. This further contributes to the importance of stiffness mediated effects
upon biological tissues, such as those shown in [7]. We see in (3.14) that when the effective
stiffness of the outer gel is larger than that of the growing tissue, there can be no expansion
of the inner core, only a decrease in size is possible. And when the effective stiffness of the
growing tissue is larger than that of the outer gel, we see behaviour whereby the central core
initially expands in size, and as the growth of the tissue progresses, the core will begin to reduce
in size. Shown in Zeng et al. [54] is that lumen (central void) formation is slowed down by
increasing the stiffness of the surrounding extracellular matrix; we have also shown here that
this lumen retardation can occur as a passive result of the mechanical properties of the growing
tissue and gel, without the inclusion of any active process. Although this is the case, it is likely
that this process is driven by more than just the mechanics of the system and would probably
be a complex mix of biological and mechanical processes, but we highlight that this passive
expansion/contraction should not be ignored.
Variations in the thickness of the growing shell have a weak influence on the expansion
factor α0 as compared with variations in the stiffnesses in this initial phase of growth. As an
example, for a growth factor of λ = 1.1, unless the outer gel is very soft relative to that of the
growing tissue, once r1 >
5
4r0 changes in shell thickness do not have a discernible effect on α0;
refer to Figure 3.4 where we have plotted the expansion factor α0 against the ratio r1/r0 for
multiple values of the ratio of the stiffnesses Et/Eg. We also see that the shell thickness does
not fundamentally alter the behaviour of α0, only the magnitudes of α0, whereas the variations
in stiffnesses can create fundamental differences in the behaviour of α0. This weak dependence
stems from the fact that the r0 and r1 terms usually come in the form of
(
r0
r1
)3
, and so we see
that because r0 < r1, unless r0 is close to r1, the cubed term will result in all
(
r0
r1
)3
terms being
small.
We see in Figure 3.3 that if λ continued to increase, then at some value for λ, a critical
point would be hit, where α0 = 0. This means the model predicts that even without additional
mechanical forces, the central void will close at some value for λ. This is because as the tissue
grows the stress builds up within the tissue, and eventually it becomes easier for the tissue to
start filling the hole, rather than further deforming the outer gel. We have shown above that the
point at which the inner core switches from expansion to shrinking depends upon the relative
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Figure 3.4: Expansion of the inner core as a function of the initial thickness of the growing region
for the hollow central region. α0 < 1 corresponds to the core shrinking and α0 > 1 corresponds
to expansion. The values of Et = 1, 4, 10, 20kPa are represented in the dark blue, green, red and
light blue lines, respectively, and other parameter values are νg = 0.45, νt = 0.46, Eg = 5kPa
and λ = 1.1.
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stiffnesses of the growing and gel regions. We now consider here the value for λ which causes
this closing of the inner void to occur, which we can determine via the behaviour of α0. Letting
η =
2 +
(
1+νt
1−2νt
)
2 +
(
r0
r1
)3 (
1+νt
1−2νt
) ,
we have from (3.11) that the inner expansion factor is given by
α0 =
λ
γ + λ
(γ + η + λ(1− η)) . (3.15)
As we stated earlier, we know that η > 1, and therefore, depending on the magnitude of λ, we
see that α0 can become negative. The point α0 = 0 is the point at which the inner void becomes
entirely closed, and is therefore the point at which the model ceases to be valid. Hence we need
to find the points where (3.15) becomes zero, which leads to
γ + η = λ(η − 1).
Solving this equation for λ and substituting in the values of η and γ results in a critical point
which we deem λi, and is given by
λi =
Et
Eg
1 + νg
1 + νt
+ 3
1− νt
1 + νt
(
1−
(
r0
r1
)3)−1
.
This tells us that for any growth factor value where λ > λi, we require a new model; we note that
this point is most likely beyond the validity for the linear model. For our estimated parameters,
we find that λi ≈ 6.08, and so the cyst can grow (in the interim configuration) to roughly 6
times its original radius before the hole will close up and the model breaks down, which again,
is unlikely to be still within the scope of the linear elastic model.
The point λi is one hard bound upon the value that λ can take, but there is another possible
bound which we must consider. This is where the growing annulus is compressed into nothing
i.e. where the inner and outer boundaries meet each other and this point of crossing-over occurs
when α0r0 = α1r1. We have previously shown in (3.13) that, for the cyst model, α1 > α0. Using
this inequality alongside the fact that r1 > r0, we deduce that there can be no points where
α0r0 = α1r1, and therefore there can be no crossing-over of boundaries within this model.
3.2 Modelling a Growing Tissue with a Solid Undeformable Central Core
In the previous section we saw how growth of a cyst induced a stress build up within the tissue
and we saw how this stress could cause the interior void to initially expand and then to start
to contract, eventually leading to the void closing entirely. Here we are interested in editing our
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geometric arrangement of the system so that the interior void is replaced with an immovable
solid spheroid. This could, for example, be used to model a system such as an ovarian follicle
which consists of an inner oocyte (egg), surrounded by growing granulosa cells, all within a
surrounding matrix. Oocytes are usually considered to be much stiffer than their surrounding
granulosa cells, justifying the use of an essentially infinitely stiff core region. See Figure 3.5
for a schematic and histological representation of an ovarian follicle. Note here that this is no
longer a thin growing shell and we will adjust the values for r0 and r1 accordingly. In Chapter
4 we study ovarian follicles in more detail, considering experimentally observed findings and
comparing these to results from our models.
Due to the now non-empty inner core region, we would expect different behaviour to that
found in the cyst model. Whereas before, the inner boundary was free to move, now the existence
of a material in the inner core will result in the growing tissue being pushed back (or pulled
back) from where it would like to grow to. We saw in the previous cyst model that there only
ever existed negative radial stresses, but now due to the inclusion of a central core, we could
expect this to lead to positive radial stresses emerging. We see that this does indeed lead to
interesting points which we term ‘switching points’. To see these results we must first utilise the
theory of linear elasticity, applying a decomposition method to account for the growth.
3.2.1 Determining the displacements and stresses
As with the previous sections, we must solve the force balance equation given in (2.5) by
∇ · σ = 0,
which will tell us how the stresses develop within each region of our model. This leads to
displacements of the form in (2.25) of
u(r) =
A
3
r +
B
r2
.
We now must use the above equation, alongside the decomposition of the overall displacement
into a fictitious grown state and an elastically deformed state to determine the stress profiles
within the system. In order to implement the change in geometry in the system, we are required
to change the boundary conditions which are applied.
Since we are assuming that the interior core is modelled as a solid, immovable material, the
inner boundary is at a fixed position r0, which implies that the expansion factor for the inner
core is one i.e. α0 = 1; this is our new boundary condition which is required to solve our system.
And so, the four boundary conditions are:
1. There is no displacement in the far field: ug(r)→ 0 as r →∞;
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Figure 3.5: (a) Histology of an ovarian follicle showing the central oocyte surrounded by prolif-
erating granulosa cells [59]. (b) In vitro tissue culture of an ovarian follicle embedded within an
encapsulating gel. Γc, Γt and Γg represent the inner solid oocyte region (green), proliferating
tissue (blue) and the surrounding outer gel region (white), respectively. (c) Schematic repres-
entation of the decomposition approach to modelling growth, with a proliferating shell of initial
inner and outer radii r0 and r1, respectively, again assumed to be encapsulated within a gel.
The interim configuration represents the idealised target form and the final configuration is the
actual observed state after the elastic deformation has been applied to the interim configura-
tion. Note that the λ scaling is only applied to the proliferating tissue region and not the central
region as it is non-proliferating.
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2. The inner boundary is at a fixed position: α0 = 1 =⇒ ut(λr0) = r0 − λr0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
4. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1).
We see here that the first, third and fourth boundary conditions are the same as in Section 3.1,
which lead here to some of the same equations. Drawing from the previous section, we know
from (2.30) that the displacement in the outer gel is
ug =
r31(α1 − 1)
r2
,
from (3.4) that
Bt =
α1 − λ
λ
(λr1)
3 − At
3
(λr1)
3, (3.16)
and from (3.5) that continuity of stress results in
Et
(1 + νt)(1− 2νt)
[
At
3
(1 + νt)− 2Bt
(λr1)3
(1− 2νt)
]
= − 2Eg
1 + νg
(α1 − 1). (3.17)
We here apply the new boundary condition that the inner boundary is immovable. Due to the
decomposition method, we still have that there is a displacement at the inner boundary, despite
the fact that the inner boundary cannot be moved. This is because the inner boundary would
still like to grow to a point λr0, only it is now pulled back by the inner core to the original point
of r0, and we take all displacements relative to the fictitious grown state. Therefore we know
that the displacement of the inner boundary is given by
ut(λr0) = r0 − λr0.
We know that this displacement ut(r) is also given in (2.25), and so, upon rearranging for Bt,
we see that
Bt =
1− λ
λ
(λr0)
3 − At
3
(λr0)
3. (3.18)
This leaves us with three equations given in (3.16), (3.17) and (3.18) which we must solve for
the three unknowns At, Bt and α1.
At and Bt can be found in terms of α1 by eliminating Bt from (3.4) and (3.18) to give At,
which can then be substituted back into (3.18) to find Bt. We find that
At = 3
[(
α1 − λ
λ
)
−
(
r0
r1
)3(1− λ
λ
)](
1−
(
r0
r1
)3)−1
, (3.19)
Bt = (λr0)
3
(
1− α1
λ
)(
1−
(
r0
r1
)3)−1
. (3.20)
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The above values for At and Bt can now be substituted into the continuity of radial stress
condition given in (3.5), which we then solve for α1, leaving
α1
[
(λr1)
3
λ
(1 + νt) +
2Eg
Et
(1 + νt)(1− 2νt)
(1 + νg)
(λr1)
3
]
=
2Eg
Et
(1 + νt)(1− 2νt)
(1 + νg)
(λr1)
3 +Bt(α1)(3− 3νt) + (λr1)3(1 + νt).
From which we find that α1 is given by
α1 =
B̂λ+ Â+ (1 + νt)λ
B̂λ+ Â+ (1 + νt)
, (3.21)
where
Â = 3(1− νt)
(
r0
r1
)3(
1−
(
r0
r1
)3)−1
, (3.22)
B̂ =
2Eg
Et
(1 + νt)(1− 2νt)
(1 + νg)
. (3.23)
This fully solves our system and we can determine the stresses, displacements and strains from
the above. We plot in Figure 3.6 the behaviours of the different stresses, using our estimated
parameters. Note here that we previously modelled a thin-layered cyst, but here we are not
assuming that our growing annulus is thin, and so we change our parameters for the radii
accordingly. Here we take r0 = 1 and r1 = 3. As seen in Figure 3.6, we have a similar stress
profile to that seen in Section 3.1. However, we notice in Figure 3.6 that at the inner boundary,
we have a positive stress occurring. This is because the inner immovable region is pulling back
upon the growing tissue leading to a positive radial stress. These regions where positive radial
stresses exist, or more specifically the point where the radial stress changes in sign (σrr = 0),
are of high interest to us. We are interested in when these points of zero radial stress occur on
the inner boundary and they can be thought of as occurring at a specific point in time (a value
for the growth factor λ). We term these points as switching points. We also see a similar
switching mechanism when considering the strains present within the system. We first consider
the stress-based switching mechanism and then move on to the strain-based switching.
Stretch or stresses are known to be some of the key mechanisms for control of certain biolo-
gical processes. For example, [46] shows that stretch activates and promotes cell division, [47]
shows that tissue stretch or compression can affect cytoskeletal fluidisation or [48] demonstrate
that tissue stretch can also have an effect on cell alignment and reorientation. Other such effects
of applied stress and strain are shown in the review by Schwarz and Safran [49]. These all
highlight the importance of carefully considering the points at which these processes could be
activated i.e. the points at which stress and strain switch sign. Relating this back to our current
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Figure 3.6: (a) Radial stress (blue), azimuthal stress (red) and Von Mises stress (green) plotted
against radial position in both the growing and outer regions. The pink dashed line and the
light blue dashed line represent the inner and outer radii r0 and r1, respectively. Note that the
stresses in the growing region are not calculated at r/r0, but are calculated from the point in the
grown configuration which had initial radius r/r0. (b) 3D representation of the tissue system,
with radial stresses within the proliferating and outer regions shown, with inner and outer radii
r0 and r1 marked with dashed pink and dashed light blue lines, respectively. Parameter values
are r1 = 3r0, νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa and λ = 1.1.
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ovarian follicle system; we can consider the existence of a λ such that this switching mechanisms
occurs at the inner boundary. At this point, the inner oocyte region will change from being
under tension to being under compression, and we here are interested in considering this point
as a potential trigger for growth initiation of the central core. This addition of a growing central
core will be considered further in Chapter 4.
3.2.2 Stress-based mechanism for mechanotransduction within the central compart-
ment
We have seen that a significant moment of qualitative change can be generated by tissue growth,
whereby the radial stress changes in sign, switching from tension to compression. We show here
that these points are able to occur only when the effective stiffness of the outer gel is softer than
the stiffness of the growing tissue.
To find these switching points, we consider when the radial stress in (2.26) changes sign
i.e. when σrr = 0. We are particularly interested in when the switching occurs at the inner
boundary, due to reasons outlines above, where these switching mechanisms may represent e.g.
robust triggers for growth activation, and in the case of an ovarian follicle, this is particularly
important as this would trigger the growth of the central oocyte. We know that the radial stress
is given in (2.26), and upon equating this to zero, we find that
σtrr =
Et
(1 + νt)(1− 2νt)
[
At
3
(1 + νt)− 2Bt
r3
(1− 2νt)
]
= 0,
which then implies that
At(1 + νt)r
3 = 6Bt(1− 2νt).
Substituting At and Bt and then α1 from (3.19), (3.20) and (3.21) into the above equation,
alongside r = λr0, allows us to then solve for the growth factor λ, resulting in the value that λ
must take in order for the switching point to occur on the inner boundary. So, first substituting
At, Bt and r = λr0, we see that(
α1 − λ−
(
r0
r1
)3
(1− λ)
)
(1 + νt) = 2 (1− α1) (1− 2νt),
and we note here that λ = 1 solves this equation, as substituting λ = 1 into α1 in (3.21) implies
that α1 = 1, but we are not interested in this point as this is the initial condition of no growth
and no stress. To find another solution, we substitute α1 from (3.21) into the above to give
B̂λ
(
1−
(
r0
r1
)3)
+ Â
(
1−
(
r0
r1
)3)
−
(
r0
r1
)3
(1 + νt)− 2(1− 2νt) = 0.
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The above equation can then be solved for λ, which we find is
λ =
2(1− 2νt) +
(
r0
r1
)3
(1 + νt)− Â
(
1−
(
r0
r1
)3)
B̂
(
1−
(
r0
r1
)3) .
After substituting Â and B̂ into this equation, we are left with
λ =
Et(1 + νg)
Eg(1 + νt)
= λs. (3.24)
This parameter tells us, because the radial stress is monotonically decreasing with λ, that
the inner core region will be under tension until the point where the growth factor λ exceeds
λs, at which point the central compartment will switch to be under compression. For our
parameter values, we calculate
Et(1+νg)
Eg(1+νt)
≈ 1.24, which is equivalent to an increase in volume of
approximately 90%. We see in Figure 3.6 where the growth factor λ = 1.1 <
Et(1+νg)
Eg(1+νt)
≈ 1.24,
that the central region is indeed experiencing a tensile force. The fact that this switching
condition is determined entirely by this simple ratio of four parameters is very elegant and
because, as we stated earlier, the Poisson’s ratio of tissue cells and the surrounding matrix
are in most circumstances likely to be very similar, we can effectively infer the possibility of
switching by simply looking at the relative stiffnesses of the constraining gel and the growing
tissue. Therefore λs < 1 essentially translates to the circumstance that the growing tissue is
softer than the constraining outer gel, whereas λs > 1 implies that the growing tissue is stiffer
than the outside gel.
Here, consider being in the λs < 1 regime, where the growing tissue is softer than the gel.
We plot in Figure 3.7 (a),(b) typical profiles for the radial stress σrr and circumferential stress
σθθ = σφφ, under this regime, for different values of λ. We see here that the radial stress is
at a maximum (magnitude) at the interface between the growing tissue and the outer gel and
the radial stress is uniformly compressive. We see also that increasing λ (growing the tissue
more) increases the magnitude of the stresses. Hence, the inner compartment only experiences
compressive radial stress, even in the period following growth initiation within the surrounding
tissue, which increases as the tissue grows.
We now consider the regime where λs > 1, which effectively is where the growing tissue is
stiffer than the surrounding gel. After growth initiation, and in fact for any value of λ < λs,
at the inner boundary there is a positive radial stress, indicating that the central compartment
is initially experiencing a pulling force, while the circumferential stresses remain compressive;
see Figure 3.7 (c),(d). We also see that at the interface between the growing tissue and the
outer gel the radial stress is compressive, resulting in a point within the growing region where
the radial stress is zero. As the tissue continues to grow, Figure 3.7 shows us that the radius
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Figure 3.7: Spatial variation of the radial and circumferential stresses in both the outer gel and
growing tissue. Stresses are considered in the region r ≥ r0, with r1 = 3r0. Each line represents
a different value for the growth factor λ, with λ = 1.05, 1.15, 1.25, 1.35 plotted in blue, green,
red and light blue, respectively. The radial stress is uniformly compressive in (a),(b) where
λs < 1, whilst in (c),(d), where λs > 1, the inner region initially experiences tension for a period
of growth. Note that the stresses in the growing region are not calculated at r/r0, but are
calculated from the point in the grown configuration which had initial radius r/r0. Parameter
values are νg = 0.45 and νt = 0.46 and in (a),(b) λs = 0.59 from Eg = 5kPa and Et = 3kPa and
in (c),(d) λs = 1.96 from Eg = 5kPa and Et = 10kPa.
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Figure 3.8: Evolution of (a) the radial stress at the inner boundary (b) circumferential stress
at the inner boundary, as the growth progresses, and where λs = 1.96 > 1. The radial stress
changes from tension to compression when λ = λs. Parameter values are νg = 0.45, νt = 0.46,
Eg = 5kPa and Et = 10kPa.
at which σrr = 0 decreases and that the compressive stress at the outer surface increases. To
make this more evident, in the λs > 1 regime, we plot the radial and circumferential stresses
at the inner boundary in Figure 3.8. This shows that the radial stress at the inner boundary is
initially positive, implying that that the central region is initially being pulled outwards. This
pulling force then increases with growth until a maximum is reached, after which the radial stress
continues to decrease to zero, before switching to result in the inner compartment experiencing
a compressive force.
We have seen that when the growing tissue is softer than the material surrounding it, an
interesting mechanism for growth induced mechanotransduction is introduced. In this regime,
the central compartment initially experiences tension as growth is initiated, before switching to
experiencing compression when the growth reaches a value such that λ = (Et(1 + νg))/(Eg(1 +
νt)). We highlight the fact that λs is independent of the thickness of the shell, although, the
shell thickness, Young’s moduli and Poisson’s ratios do determine the magnitude of the stresses
felt.
3.2.3 Strain-based mechanism for mechanotransduction within the growing com-
partment
As was the case for the stress, it is also possible for the strain to exhibit sign switching under the
action of growth, establishing an additional potential mechanotransductive mechanism linked
52 3.2 Modelling a Growing Tissue with a Solid Undeformable Central Core
to tissue growth. We now consider how these qualitative changes in the strain are generated by
the tissue growth. We show, perhaps counter-intuitively, that the tissue can be being stretched
radially, despite the fact that the tissue is under a radial compressive stress, but as the tissue
continues to grow, this strain can also switch from a stretch to a compression. This radial stretch
whilst under radial compression can be understood with reference to the fact that the circum-
ferential strains are always compressive (as we will see); given that the Poisson’s ratio for our
soft biological tissues lie roughly in the range of 0.42 < ν < 0.46, these negative circumferential
strains can result in a radial expansion, even in the presence of compressive radial forces. We
note that, in general, this strain-based switching point will be at a different point to the switch
produced from the stress-based mechanism. This is because the stress is not solely dependent
on the radial strain; it also has a dependence on the azimuthal strains, as seen in (2.20), where
we could equivalently write
σrr =
E
(1− 2ν)(1 + ν) [(1− ν)rr + 2νθθ] .
We know from (2.19) that the strains are given by
rr =
du
dr
θθ = φφ =
u
r
.
Due to the decomposition of growth, we know that the displacement relative to the interim
configuration will always be negative. Hence, we see that the circumferential strains within
the growing region are always negative. The radial component of the strain in the growing
compartment is given by
trr =
At
3
− 2Bt
r3
,
which upon substituting At, Bt and α1 from (3.19), (3.20) and (3.21) gives us
trr = γ(λ)
(
(1 + νt)
(
λr0
r
)3
− (1− 2νt)
(
r0
r1
)3
−Eg
Et
(1 + νt)(1− 2νt)λ
1 + νg
(
1−
(
r0
r1
)3))
, (3.25)
where
γ(λ) =
2(λ− 1)
B̂λ2 + λ(Â+ 1 + νt)
(
1−
(
r0
r1
)3)−1
.
We note that because Â > 0, B̂ > 0, λ > 1 and r1 > r0, we see that γ(λ) > 0 everywhere. See
Figure 3.9(a) for plots of these radial strains, using multiple values for the growth factor. We
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Figure 3.9: Spatial variation within the growing tissue of (a) the radial strains and (b) the
radial stress, where r1 = 3r0. Note that radial strain can be positive even where the radial
stress is negative. Each line represents a different value for the growth factor λ, with λ =
1.05, 1.15, 1.25, 1.35 plotted in dark blue, green, red, light blue, respectively. Note that the
strains/stresses in the growing region are not calculated at r/r0, but are calculated from the
point in the grown configuration which had initial radius r/r0. Other parameters are νg = 0.45,
νt = 0.46, Eg = 5kPa and Et = 10kPa (λs = 1.96).
have plotted in Figure 3.9 (b) the radial stress for these same values for λ. This is to reiterate
the fact that the radial strains can be positive despite the fact that there are negative stresses
present at the same point.
Considering the radial strain in the growing compartment given in (3.25), due to the presence
of the 1/r3 term, we note that the radial strains are a decreasing monotonic function of r, as
can also be seen in Figure 3.9. To see these switching points, we set (3.25) to zero, and we find
that this zero occurs at the critical radius rs of
rs = η(λ)
−1/3λr0, (3.26)
where
η(λ) =
1− 2νt
1 + νt
(
r0
r1
)3
+
Eg
Et
(1− 2νt)λ
1 + νg
(
1−
(
r0
r1
)3)
. (3.27)
By considering trr > 0, and noting that γ(λ) > 0 and η(λ) > 0 (r0 < r1 and ν < 0.5), we find
that r < η(λ)−1/3λr0. Therefore, a radial stretch is indicated for all values r < η(λ)−1/3λr0,
and similarly, a negative radial strain is induced when r > η(λ)−1/3λr0. We find a condition for
positive radial strains to exist within the growing region by stating that we require the radius at
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which zero strain is felt to lie in r > λr0, which leads to the conclusion that η(λ) < 1. We note
that η(λ) is an increasing function of λ, which means that as the growth progresses (λ increases),
we eventually will find that η(λ) > 1, and so the positive strains will be lost throughout the
entire system, and a qualitative switch from being under tension to being under compression
will have occurred as the encapsulating gel begins to dominate. This behaviour can be seen in
Figure 3.10, where the radial strain at the inner boundary has been plotted against the growth
factor λ, and we see that, for example, the green line shows the radial strain is initially positive
at the inner boundary, which eventually becomes negative as the growth increases. Note that we
look at the inner boundary as these are the most interesting points as they can pass mechanical
information about the growth between the layers of the system.
In comparison to the stress-based switching mechanism given in (3.24), we can see from
the form of η in (3.27), that this strain-based switching mechanism retains shell thickness as a
parameter, and is not wholly determined by the effective relative stiffnesses of the tissue and gel.
However, we find that this dependence on the shell thickness is weak compared with the relative
stiffness of the growing and outer compartments, again due to the fact that r0 < r1 and
(
r0
r1
)3
will be small for all values except those where r0 is close to r1. Interestingly, in contrast to the
stress-based mechanism, this strain-based switching can occur even if the growing tissue is softer
than the constraining gel, see Figure 3.10 where we see that the green (Et/Eg = 0.08) and red
(Et/Eg = 0.4) lines result in the presence of strain switching, despite the fact that Et < Eg.
Thus, this strain-based behaviour may be more likely in vivo as the stiffness of the surrounding
tissues is typically softer than that of in vitro gels [112].
3.2.4 Model validity
We note that in Section 3.1.3 we looked for points which put a hard-cap on the value for λ;
the first was that the inner hole would close up, and in this case would equivalently mean that
the inner core has been compressed into nothing, which of course is un-physical, and the second
point was where the two boundaries meet. Because in this case we stated that α0 = 1, neither
of these points can ever occur here and so we have no hard bound on the value that λ can take.
However, we are still limited by the scope of linear elasticity.
3.3 Modelling a Growing Tissue with an Elastic Central Core
Consider in this case changing the central compartment from a solid immovable sphere to an
elastic sphere. Our system now consists of an inner elastic sphere, surrounded by a growing
elastic shell, all encapsulated within an outer gel. This particular geometric arrangement could
be used to model multiple different tissues, for example, the thymus, which is vital within the
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Figure 3.10: Growth evolution of the radial strain at the inner boundary, with r1 = 3r0. Lines
represent different values of the stiffness of the growing region, where Et = 0.1, 0.4, 2, 10kPa are
plotted in dark blue, green, red, light blue, respectively. Other parameter values are νg = 0.45,
νt = 0.46 and Eg = 5kPa.
immune system, but the paradigm tissue type we choose to focus on is avascular tumours. This is
justified by noting that growing tumours develop necrotic cores due to the lack of nutrients able
to diffuse to the centre of the tissue, as is the case in Figure 3.11(a). In the early stages of necrotic
core formation, these necrotic cores consist of non-proliferating cells, as opposed to developed
necrotic cores where they become very soft and fluid-like. With this under consideration, we
here assume that we are in the early stages of necrotic core formation and so we model the
core region as a non-growing elastic solid, with different properties to that of the surrounding
growing tissue. See Figure 3.11 for a schematic and accompanying image of an avascular tumour
spheroid.
3.3.1 Determining the displacements and stresses
Whereas in the previous solid core case the inner boundary was fixed in place, we here have that
this boundary can move due to the push or pull that it feels from the surrounding tissue, as a
result of growth. So, we know here that α0 6= 1. Whilst referring to the inner core region, we
will use the superscript/subscript c, as in Figure 3.11. Here we are again interested in looking
for potential mechanotransductive mechanisms i.e. stress/strain switching.
As we have introduced an extra region into the system, we will require more boundary
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Figure 3.11: (a) Image of an avascular tumour spheroid showing a central necrotic core region
surrounded by proliferating cells, c©1973 J.Folkman et al. Originally published in Journal of
Experimental Medicine. https://doi.org/10.1084/jem.138.4.745 [60]. (b) In vitro tissue culture
of a tumour embedded within an encapsulating gel. Γc, Γt and Γg represent the inner necrotic
region (green), proliferating tissue (blue) and the surrounding outer gel region (white), respect-
ively. (c) Schematic representation of the decomposition approach to modelling growth, with a
proliferating shell of initial inner and outer radii r0 and r1, respectively, again assumed to be
encapsulated within a gel. The interim configuration represents the idealised target form and
the final configuration is the actual observed state after the elastic deformation has been applied
to the interim configuration.
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conditions in order to fully determine the stresses and strains. The new boundary conditions
that we impose are similar to those already used for the outer boundary only now applied the
inner boundary i.e. continuity of stress and consistency of the boundary positions. Also, for
symmetry reasons we need to ensure that there is no displacement at the origin. So in this case,
our boundary conditions are:
1. There is no displacement in the far field: ug(r)→ 0 as r →∞;
2. There is no displacement at the origin: uc(0) = 0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
4. The inner boundary is physically positioned at the same radius when considering from
within the growing and inner regions: uc(r0) + r0 = ut(λr0) + λr0;
5. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1);
6. The radial stress is continuous over the inner boundary: σtrr(λr0) = σ
c
rr(r0).
As the boundary conditions for the outer gel region are the same as in the previous case (the
first, third and fifth boundary conditions), we can once again recycle some of the same resulting
equations as before. We know from (2.30) that
ug =
r31(α1 − 1)
r2
,
from (3.4) that
Bt =
α1 − λ
λ
(λr1)
3 − At
3
(λr1)
3, (3.28)
and from (3.5) that
Et
(1 + νt)(1− 2νt)
[
At
3
(1 + νt)− 2Bt
(λr1)3
(1− 2νt)
]
= − 2Eg
1 + νg
(α1 − 1). (3.29)
Now we consider the displacements from within the central core region, which are given in (2.25)
by
uc =
Ac
3
r +
Bc
r2
,
from which we can apply our symmetry condition (second boundary condition) that there is no
displacement at the origin i.e. uc(0) = 0, giving that
uc =
Ac
3
r.
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We now can apply the fourth boundary condition that imposes consistency of the inner bound-
ary’s final position by introducing an extra term α0. As before, we know that uc(r0) = α0r0−r0
and that ut(λr0) = α0r0 − λr0. And so, we know that the displacements within the inner core
are given by
uc = (α0 − 1)r. (3.30)
Using the condition ut(λr0) = α0r0 − λr0, we find using (2.25) that
Bt =
α0 − λ
λ
(λr0)
3 − At
3
(λr0)
3. (3.31)
This leaves only the sixth boundary condition that the radial stress is continuous over the inner
boundary to be applied, but before we can do this, we must determine the stresses within the
central elastic core. Using (2.26), we find that
σcrr = σ
c
θθ = σ
c
φφ =
Ec
1− 2νc (α0 − 1). (3.32)
Leading on from this, by continuity of radial stress at the inner boundary, we find that
Et
(1 + νt)(1− 2νt)
[
At
3
(1 + νt)− 2Bt
(λr0)3
(1− 2νt)
]
=
Ec
1− 2νc (α0 − 1). (3.33)
We are now left with four (3.28), (3.29), (3.31) and (3.33) in four unknowns At, Bt, α0 and α1.
We first use (3.28) and (3.31) to eliminate Bt, giving
At = 3
[
α1 − λ
λ
−
(
r0
r1
)3(α0 − λ
λ
)](
1−
(
r0
r1
)3)−1
, (3.34)
which upon substituting back into (3.31) gives us
Bt = (λr0)
3
(
α0 − α1
λ
)(
1−
(
r0
r1
)3)−1
. (3.35)
We can now use (3.28) and (3.29) to find an equations for α1, which gives
(λr1)
3(1 + νt)
(
α1 − λ
λ
)
− 2Bt(α1)(1− 2νt) = (1 + νt)Bt(α1)− 2Eg
Et
(1− 2νt)(1 + νt)
(1 + νg)
(λr1)
3(α1 − 1).
Once we have substituted Bt into this equation, we can rearrange for α1, which results in
α1 =
B̂λ+ α0Â+ (1 + νt)λ
B̂λ+ Â+ 1 + νt
, (3.36)
where
Â = 3(1− νt)
(
r0
r1
)3(
1−
(
r0
r1
)3)−1
, (3.37)
B̂ = 2
Eg
Et
(1− 2νt)(1 + νt)
(1 + νg)
. (3.38)
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Applying a similar procedure to (3.31) and (3.33), we find that
α1 =
α0Ĉ + (1 + νt)(λ− α0) + D̂λ(α0 − 1)
Ĉ
, (3.39)
where
Ĉ = 3(1− νt)
(
1−
(
r0
r1
)3)−1
, (3.40)
D̂ =
Ec
Et
(1 + νt)(1− 2νt)
(1− 2νc) . (3.41)
So we now have two equations which involve α0 and α1, which can use to eliminate α1 by
equating (3.36) and (3.36). This gives
(1 + νt)λ+ Âα0 + B̂λ
1 + νt + Â+ B̂λ
=
α0Ĉ + (1 + νt)(λ− α0) + D̂λ(α0 − 1)
Ĉ
,
which implies that
α0 =
(B̂λ+ Â+ 1 + νt)D̂λ+ B̂Ĉλ+ (2(1− 2νt)− B̂λ)(1 + νt)λ
(B̂λ+ Â+ 1 + νt)D̂λ+ B̂Ĉλ+ (2(1− 2νt)− B̂λ)(1 + νt)
, (3.42)
This fully solves our system and we can determine the stresses, displacements and strains from
the above. We plot the behaviours of the different stresses in Figure 3.12, using our estimated
parameters. Note here that because we have an extra region we have two new parameters. We
set the Poisson’s ratio to be similar to that of the other two regions i.e. νc = 0.45 and we choose
the Young’s modulus to be Ec = 6kPa.
This model is represented in Figure 3.12. We have plotted here the stresses which we found
in the solid centre case (in Section 3.2), using the same parameter values as in this Section. We
see very large similarities between the stress profiles in the solid central region (a) and elastic
central region (b) cases. The difference here is that we have modelled the stresses that are
present in the central compartment, which we see, as was the case for the growing spheroid case
in Section 2.3, are constant throughout this central region. Again, as (a) and (b) are incredibly
similar plots, we also see the stress-based mechanotransductive switching emerging in this elastic
core model, which we now move on to examine.
3.3.2 Stress-based mechanism for mechanotransduction within the central compart-
ment
We are again interested in finding the points which could cause stress-induced activation of
biological processes. We would like to know how these points differ from the previous solid
centred case. Again, to find these mechanotransductive switching points, we set σtrr(λr0) = 0.
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Figure 3.12: (a),(b) Radial stress (blue), azimuthal stress (red) and Von Mises stress (green)
plotted against radial position in both the growing and outer regions and the vertical pink
dashed line and the vertical light blue dashed line represent the inner and outer radii r0 and r1,
respectively, where in (a) we use the deformable core model, (b) we use the previous ovarian
follicle model in Section 3.2. Note in (a) the constant stress within the central spheroid region,
as was found in Section 2.3.2. (c) 3D representation of the tissue system, where radial stresses
within the central, proliferating and outer regions are shown, with inner and outer radii r0
and r1, marked with dashed pink and light blue lines, respectively. Note that the stresses in
the growing region are not calculated at r/r0, but are calculated from the point in the grown
configuration which had initial radius r/r0. Parameter values are r1 = 3r0, νg = 0.45, νt = 0.46,
νc = 0.45, Eg = 5kPa, Et = 10kPa, Ec = 6kPa and λ = 1.1.
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We look at when the switching occurs at the inner boundary because we are interested in the
mechanical information transfer between different compartments stimulating decisions of e.g.
growth and death.
Using the solution presented above in Section 3.3.1, we find that
At(1 + νt)(λr0)
3 = 6Bt(1− 2νt).
We can then insert At and Bt from (3.34) and (3.35) to obtain a cubic equation for the critical
values of λ. We see
(1 + νt)
(
(α1 − λ)−
(
r0
r1
)3
(α0 − λ)
)
= 2(1− 2νt)(α0 − α1).
We find that two of the solutions to this equation are λ = 0 and λ = 1, both of which we
ignore as λ = 0 is un-physical and λ = 1 is the case of no growth, and hence the body has not
experienced any deformations. Interestingly, we find that the third solution is given by
λs =
Et(1 + νg)
Eg(1 + νt)
,
which is the same point as in the previous ovarian follicle paradigm model. The fact that λs
plays the same role as before is initially surprising, as one might expect that the inner core
would affect this point. However, we note that where the stress at the inner boundary drops to
zero, we see that this exerts no force at this point. Hence, the properties of the central region
can have no influence on the mechanical equilibrium achieved, and therefore it is evident that
the stress-based switching condition must be the same in both the solid centre and elastic centre
case.
As was the case for the solid centre, the parameter λs characterises the relative stiffnesses of
the growing and outer regions. We see that, again, for λs < 1 the inner compartment experiences
a uniform compression, and for λs > 1, we have a situation where the inner compartment initially
experiences tension, before switching to compression as the growth continues to increase past the
point λs. We thus see, in both Section 3.2.2 and in this section, that when the growing tissue is
stiffer than that of the surrounding gel, a mechanism for growth induced mechanotransduction
is introduced.
3.3.3 Strain-based mechanism for mechanotransduction within the growing com-
partment
We here want to see if the strain switching occurs in similar manner to that in Section 3.2.3.
Since the stress profiles for the ovarian follicle and the tumour paradigm are very similar, and
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the stress switching occurs at the same value λs, we would also expect the strain switching to
occur in a very similar way, also.
We found in Section 3.2.3 that the strains in the growing region are given by
trr =
At
3
− 2Bt
r3
,
where At and Bt are given in (3.34) and (3.35), respectively. By setting 
t
rr = 0, and substituting
At and Bt, we find that the radius at which strain switching occurs is
rs = λr0
 2(α0 − α1)
α1 − λ−
(
r0
r1
)3
(α0 − λ)

1/3
,
where α1 and α0 are given in (3.36) and (3.42), respectively. By considering points where 
t
rr > 0,
we again find that this occurs for r < rs, and the tissue is under a negative strain when r > rs,
as was the case in Section 3.2.3.
We plot in Figure 3.13(a) the above rs against the growth factor, for multiple values of the
stiffness ratio of the growing and outer regions, and in (b) we plot the switching radius found
in Section 3.2.3 in (3.26). We see that the radii at which strain switching occurs is very similar
to that in Section 3.2.3, and so we can conclude similar results.
3.3.4 Central region expansion or shrinkage driven by shell growth
As was the case in Section 3.1.3, we can show that the size of the inner core expands/shrinks
passively as a result of the growth within the surrounding tissue. This leads to the conclusion
that an increase in tissue size is not a reliable marker for growth initiation, and other biological
markers must be used in order to ensure the presence of proliferation, and the change in size is
not simply due to mechanical strains. We plot in Figure 3.14(a) the expansion of the inner core
against the growth factor, for multiple values of Et/Eg, and we plot in Figure 3.14(b) the effect
that varying shell thickness has upon the expansion factor α0, also plotted for multiple values
of Et/Eg. We see in (a) that the inner core again can initially increase, eventually decreasing
in size as the growth of the tissue continues. We also see that there are stiffness regimes which
result in the inner core only decreasing in size following growth initiation of the surrounding
tissue. As we concluded in Section 3.1.3, we also see in (b) that once a value of r1/r0 ≈ 1.25 is
reached, varying shell thickness has a weak influence on the size of the inner core.
3.3.5 Model validity
There are potential points which can occur when the growth factor reaches a critical value,
causing issues with the validity of our model. This is due to the fact that α0 is not fixed in
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Figure 3.13: Evolution of the radius at which strain switching occurs rs as the growth varies
in (a) the tumour model presented in this section (b) the ovarian follicle model presented in
Section 3.2. The dashed blue line represents the outer boundary r1, where r1 = 3r0 and the
other lines represent changes in the ratio of the stiffness of the growing and outer regions,
with Et = 1, 4, 10, 20kPa plotted in dark blue, green, red and light blue, respectively. Other
parameters are νg = 0.45, νt = 0.46, νc = 0.45, Eg = 5kPa and Ec = 6kPa.
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Figure 3.14: (a) The effect of growth upon the expansion factor of the inner core region α0. Note
the initial inner core expansion under regimes where λs > 1. (b) The effect of initial annulus
region thickness upon the inner expansion factor. Lines represent a value for Et, with Et =
1, 4, 10, 20kPa plotted in dark blue, green, red and light blue, respectively. Other parameters
are νg = 0.45, νt = 0.46, νc = 0.45, Eg = 5kPa, Ec = 6kPa and in (a) r1 = 3r0 and in (b)
λ = 1.1.
this case, and we need to check for similar points to that in Section 3.1.3. The first of the
potential issues can occur when α0 = 0, which implies that the inner core has been compressed
into nothing. Setting (3.42) to zero, we see that there are two solutions, one where λ = 0, which
we ignore as it is un-physical, and another solution where
(B̂λ+ Â+ 1 + νt)D̂ + B̂Ĉ + (2(1− 2νt)− B̂λ)(1 + νt) = 0,
which we solve for λ as follows
λ =
B̂Ĉ + 2(1 + νt)(1− 2νt) + (Â+ 1 + νt)D̂
B̂(1 + νt − D̂)
.
This means that our model ceases to be valid once this critical value for λ is reached. However,
for our current parameters, we calculate this critical value to be λ ≈ 25.64, which is a point far
beyond the scope of linear elasticity.
The second point where we could encounter issues is where the boundaries cross-over i.e.
when α0r0 = α1r1. This is rather cumbersome to calculate in this case due to the dependence
on λ that α0 and α1 have, therefore, we choose to examine the regime numerically. We have
plotted in Figure 3.15 the values of this critical point as both the ratios of the Young’s moduli
and the inner and outer radii vary. We observe that this critical point λcrossover occurs solely at
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Figure 3.15: Testing a point of model invalidity λcrossover against the ratio of the stiffnesses of
the growing and outer region Et/Eg and the initial thickness of the annulus r1/r0. Note that
λcrossover < 1. Other parameters are νg = 0.45, νt = 0.46, νc = 0.45 and Ec = 6kPa.
values less than one, and the region of validity for the growth factor is λ > λcrossover. Therefore,
we can never reach this point of cross-over as we have assumed that the growth factor λ > 1.
3.3.6 Consistency Check
We would like to check that the results which we have seen here are consistent with those found
in the previous solid central core case. We can achieve this by considering the behaviour as the
inner region becomes infinitely stiff i.e. letting Ec →∞. This should yield the same results for
α0 and α1, and in turn, the same results for the stresses as in Section 3.2.1.
We see from Â, B̂, Ĉ and D̂ in (3.37), (3.38), (3.40) and (3.41), respectively, that the only
equation which contains an Ec term is D̂. We can see that letting Ec → ∞ leads to D̂ → ∞.
Next, we see that α0 in (3.42) contains D̂ terms and so we must look at the behaviour as D̂ →∞,
concluding with
α0 → 1 as Ec →∞.
Upon substituting α0 = 1 into the equation for α1 in (3.36), we find that
α1 → B̂λ+ Â+ (1 + νt)λ
B̂λ+ Â+ 1 + νt
.
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By substituting α0 = 1 and the above α1 back into the equations for At and Bt in (3.34) and
(3.35), we can see that we end in the same results as in Section 3.2.1, and hence these results
presented in this Section are indeed consistent with the previously given results.
3.4 Discussion
Throughout Chapters 2 and 3, we have created a framework which models the growth of both
unhealthy and healthy spherical tissues in three-dimensions, by utilising linear elasticity and the
method of decomposition. We have seen how the framework can be easily adapted to account
for different tissue types and have demonstrated two mechanisms by which growth initiation in
the annulus could provide mechanical feedback throughout the system.
We demonstrated the method of multiple natural configurations with a simple example of
a growing spheroid. We then adapted the model to the epithelial cyst paradigm where we saw
that, under certain parameter regimes, the inner hole initially increased in size, but then as the
growth progressed and the residual stresses built up, the inner hole decreased in size due to the
outer gel beginning to dominate. Under other parameter regimes, we saw that the inner void
could never increase its size, and was only ever forced to decrease. We found that this condition
of initial expansion was reliant upon the effective ratio of the stiffnesses of both the growing
annulus and the outer gel, where effectively, compared to the stiffness of the outer gel, a stiffer
growing region resulted in an initial expansion of the inner core, whereas a softer gel ensured
that the inner hole could only ever decrease in size. We noted that the thickness of the shell
could alter the rate of expansion of the inner core, but could never fundamentally change the
behaviour of it. This lumen expansion or closure can thus be seen to be a potentially passive
response, determined by the dynamics of the growing annulus.
In our ovarian follicle paradigm, we showed the addition of an inner core could result in the
existence of points of zero stress, which we deemed ‘(stress) switching points’. We found that
these points were characterised in a similar way as the inner core expansion in the cyst paradigm
i.e. when the growing region was stiffer than the outer region, then as the tissue grows, there
will be positive stress experienced at the inner compartment which switches to a compressive
stress. However, for growing tissues softer than the surrounding gel, stress switching points
could never exist. We also found that another mechanism for mechanotransduction existed in
the form of strain switching. The form for this type of switching did involve terms related to the
initial thickness of the shell, but we found that they had a weak influence upon the switching
point, and that once again, the effective ratio of the stiffnesses of the growing and outer regions
was a key parameter in determining the behaviour of the switching. We noted that this strain
switching could occur even when the growing tissue was softer than the gel, and that perhaps
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counter-intuitively, we showed that the radial strains can be positive, even in the presence of
a compressive radial stress. This is due to the large compressive circumference strain which
squeezes the tissue out radially. We saw that as the growth continued, the surrounding gel
began to dominate, causing the radial strains to eventually become negative. We note that the
stress-based switch and the strain-based switch, in general, do not occur at the same point. This
qualitative change in stress or strain could potentially provide a route to signal transduction in
the inner core e.g. signalling the growth initiation of the central oocyte [116].
Our third paradigm was that of an avascular tumour, where we modelled the inner core as
an elastic tissue and we saw very similar stress profiles to those generated in the ovarian follicle
model. As we also saw in the cyst model, the inner core could expand and contract passively as
a result of growth of the surrounding tissue and that this ability was controlled by the stiffnesses
of the outer and growing regions, with shell thickness once again having a minimal effect on the
core expansion. This means that, as an example, an observation of oocyte expansion in ovarian
follicles cannot be taken as evidence of growth initiation of the oocyte, with growth needing to
be verified by suitable biomarkers. Despite this ability for the inner core to expand and contract,
we found the stress switching occurred in the exact same manner to the ovarian follicle model.
Similarly in the strain switching case, we saw very comparable results to those in the ovarian
follicle model.
We highlight how the use of linear elasticity enabled us to identify the ratio of stiffnesses as
a key parameter in determining the dynamics of our systems. We saw that when the effective
stiffness of the growing tissue was greater than the surrounding gel region’s stiffness, there
was the possibility for stress switching (ovarian follicle and tumour models) and inner core
expansion (cyst and tumour models), and this highlights the importance of taking the ratio of
the stiffnesses into consideration in experimental studies on multicellular growth. This should
inform biomaterial scaffold design for tissue culture experiments, particularly when looking at
mechanical effects.

4
Applications of the Continuum Model - A Case Study
We now demonstrate how the framework developed in Chapters 2 and 3 is flexible and adaptable
by considering a specific biological tissue. We here consider in more detail the paradigm tissue of
ovarian follicles. This motivates several adaptations to the model, most notably the introduction
of growth into the inner compartment. We note, however, that these adaptations and the
conclusions that we draw from them are not specific to the ovarian tissue. We show that allowing
for this extra growth results in a switching condition which involves competition between the
growth of the central region and the tissue region.
4.1 Ovarian Follicle Growth
We here consider in detail ovarian follicle growth as a case study. The ovarian follicle is the basic
unit of female reproductive biology. Each follicle contains an oocyte (egg cell) and the oocytes
are typically surrounded by granulosa cells. The growth of these follicles can be broken down
into multiple stages, as can be seen in e.g. Da Silva-Buttkus et al. [63], where the growth is split
into primordial, transitional, primary, primary+, secondary and secondary+ stages; see Figure
4.1(a). In the stages of growth from primordial to primary, the surrounding granulosa cells
undergo a process called cuboidalisation, where the cells elongate in height, and then undergo
the process of cell division. This creates a unilaminar follicle where there is a single layer of cells
surrounding the central oocyte. As the proliferation of the granulosa cells continues, the follicle
enters the primary+ stage where there is now a multi-layered follicle consisting of two or more
layers of granulosa cells surrounding the oocyte, refer to Figure 4.1(a). In the early stages of
follicle growth, there has been controversy over whether the oocyte or the granulosa cells begin
to grow first, although, there is now strong evidence for the granulosa cells to begin growing
first [116]. However, the fact of oocyte growth motivates us to consider a situation where both
compartments are growing and at different rates.
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(a) (b)
Figure 4.1: (a) Various stages of follicle growth showing unilaminar follicles in the top row
and multi-layered follicles in the bottom row, reproduced with permission from Journal of Cell
Science. https://doi.org/10.1242/jcs.036400 [63]. (b) Histology of an ovarian follicle showing
the central oocyte surrounded by proliferating granulosa cells [59].
We are interested in looking at the crosstalk between the central oocyte and the surrounding
cells as a result of growth within the follicle, and we want to find how mechanical signalling
between the compartments can occur. We here assume that the system has already received a
signal to initiate the growth of the inner core, and therefore, we now have two growing regions,
the central region and the surrounding annulus. We now show how this is modelled using linear
elasticity and the decomposition approach.
4.1.1 Modelling the growing inner core
We now move on to model the above system with an elastic growing core, with the schematic
presented in Figure 4.2, and a histology of an ovarian follicle shown in Figure 4.1(b). With
the current set-up of our system, one would expect there to be some competition between the
two growing regions in determining the dynamics of the system, as a result of growth in both
tissue phases. This will allow us to see the effect that implementing growth into the central
compartment has upon the parameter spaces where switching can occur, by comparing this
result to those given in the previous, non-growing inner core cases. We would expect to see
different behaviour to that in the previous cases, but as the growth factor of the inner core is
reduced back to unity, we should revert back to the results given in the non-growing inner core
case, in Section 3.3.
To begin modelling this, we, as before, use linear elasticity to model our entire system. We
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(a) (b) (c)
Figure 4.2: (a) In vitro tissue culture of an ovarian follicle embedded within an encapsulating
gel. Γc, Γt and Γg represent the inner growing oocyte region (green), proliferating tissue (blue)
and the surrounding outer gel region (white), respectively. (b) Schematic representation of the
decomposition approach to modelling growth, with a proliferating shell of initial inner and outer
radii r0 and r1, respectively, again assumed to be encapsulated within a gel. Note that the λ
scaling is only applied to the proliferating tissue region and not the central region as that is
considered separately. (c) Schematic representation of the decomposition approach applied to
the central core with initial radius r0.
solve the conservation of momentum equation given by ∇ · σ = 0 in each of our three regions.
The difference here being that we have an additional growth factor representing the growth of
the central region, which we call µ. We again assume that λ > 1 and that this is also the case for
our new growth factor µ i.e. µ > 1. Since we have now introduced another growing region, we
have to implement the notion of multiple natural configurations for this central growing region
(in addition to the growing annulus region). This results in having to take the displacements
for the central region relative to this new interim configuration, in which the radius r ∈ [0, µr0];
see Figure 4.2(c).
Because our central core region is now deformable, we can use the same boundary conditions
as those presented in Section 3.3.1, which are that:
1. There is no displacement in the far field: ug(r)→ 0 as r →∞;
2. There is no displacement at the origin: uc(0) = 0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
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4. The inner boundary is physically positioned at the same radius when considering from
within the growing annulus and growing inner regions: uc(µr0) + µr0 = ut(λr0) + λr0;
5. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1);
6. The radial stress is continuous over the inner boundary: σtrr(λr0) = σ
c
rr(µr0).
We now move on to solving the system outlined above.
4.1.2 Determining the displacements and stresses
As previously shown in Section 2.3, all displacements are of the form given by (2.25) i.e
u =
A
3
r +
B
r2
,
with A and B constant.
We know in the outside gel region that the far field is required to have no displacement i.e.
u(r)→ 0 as r →∞, so that the displacements in the outside gel are given by
ug =
Bg
r2
.
Considering now the interface between the gel and the growing annulus, we have as before in
Section 2.3.1, by applying boundary condition three, that
ug(r1) + r1 = ut(λr1) + λr1 =⇒ Bg
r21
+ r1 =
At
3
λr1 +
Bt
(λr1)2
+ λr1. (4.1)
This expression is similar to that used throughout Chapter 3, where we require the final position
of the inner boundary to be the same when considering the displacements from within each region
i.e. we consider displacements from within the outer region and impose that the final position of
the boundary is α1r1 = ug(r1) + r1, and considering the displacements from within the growing
annulus we say that the outer boundary is at position α1r1 = ut(λr1)+λr1. We can then equate
these two expressions to eliminate α1, as above.
Now moving on to consider the central region, we impose the condition that there is zero
displacement at the origin, which leaves us with
uc =
Ac
3
r. (4.2)
Since we now have that the inner region is non-rigid and is also growing, we have the inclusion of
the growth factor µ within the central region’s displacements. When considering the behaviour
of the interface between the central region and the annulus region, following a similar argument
to that for (4.1), applying the fourth boundary gives
uc(µr0) + µr0 = ut(λr0) + λr0 =⇒ Ac
3
µr0 + µr0 =
At
3
λr0 +
Bt
(λr0)2
+ λr0. (4.3)
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We are now required to apply the final two boundary conditions that the radial stress is con-
tinuous over the inner interface and over the outer interface. In order to apply these conditions,
we must first find the stresses in each of the regions. Since the equations for the stresses in the
outer gel, given in Section 2.3 in (2.26), are of general form, noting that Ag = 0 from the far
field condition, we can simply say that the stresses in the outside gel region are given by
σgrr =
−2Eg
1 + νg
Bg
r3
,
σgθθ = σ
g
φφ =
Eg
1 + νg
Bg
r3
,
and the stresses in the annulus region are
σtrr =
Et
(1− 2νt)(1 + νt)
(
(1 + νt)
At
3
− 2(1− 2νt)Bt
r3
)
, (4.4)
σtθθ = σ
t
φφ =
Et
(1− 2νt)(1 + νt)
(
(1 + νt)
At
3
+ (1− 2νt)Bt
r3
)
. (4.5)
Because we found in (4.2) that Bc = 0, for the central region we know that the stresses are
σcrr = σ
c
θθ =
Ec
3(1− 2νc)Ac.
Here the constants At, Bt, Bg and Ac will differ from those previously given in Section 3.2, due
to the new growth of the inner core and the resulting adjustments of the boundary conditions.
We now apply the conditions of stress continuity across each interface, so that at the outer
boundary we have σgrr(r1) = σ
t
rr(λr1), which implies that
−2Eg
1 + νg
Bg
r31
=
Et
(1− 2νt)(1 + νt)
(
(1 + νt)
At
3
− 2(1− 2νt) Bt
(λr1)3
)
, (4.6)
and at the inner boundary the continuity of stress is represented by σcrr(µr0) = σ
t
rr(λr0), which
results in
Ec
1− 2νc
Ac
3
=
Et
(1− 2νt)(1 + νt)
(
(1 + νt)
At
3
− 2(1− 2νt) Bt
(λr0)3
)
. (4.7)
We now have four equations, given in (4.1), (4.3), (4.6) and (4.7), with four unknowns: Ac, At, Bt
and Bg. To determine the unknowns, we first re-write (4.1) and (4.3) as
Bg =
At
3
λr31 +
Bt
λ2
+ r31(λ− 1), (4.8)
Ac = At
λ
µ
+
3Bt
µλ2r30
+ 3
(
λ
µ
− 1
)
, (4.9)
respectively. Then we substitute Bg from (4.8) into (4.6) to give
At
( −2Egλ
3(1 + νg)
− Et
3(1− 2νt)
)
=
(
2Eg
(1 + νg)λ2r31
− 2Et
(1 + νt)(λr1)3
)
Bt +
2Eg
1 + νg
(λ− 1)
=⇒ At = −6
[
Bt
λ2r31
(
Eg
1 + νg
− Et
(1 + νt)λ
)
+
Eg
1 + νg
(λ− 1)
] [
2Egλ
1 + νg
+
Et
1− 2νt
]−1
. (4.10)
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Now, applying a similar procedure to above, substituting Ac from (4.9) into (4.7) gives us that
At
(
Ecλ
3(1− 2νc)µ −
Et
3(1− 2νt)
)
=
−2Et
1 + νt
Bt
(λr0)3
− Ec
1− 2νc
(
Bt
µλ2r30
+
λ
µ
− 1
)
=⇒ At = −3
[
Bt
λ2r30
(
2Et
(1 + νt)λ
+
Ec
(1− 2νc)µ
)
+
Ec
1− 2νc
(
λ
µ
− 1
)][
Ecλ
(1− 2νc)µ −
Et
1− 2νt
]−1
.
(4.11)
So now we are left with two equations with two unknowns, so we can combine (4.10) and (4.11)
to eliminate At, resulting in an expression for Bt. Hence, we have that
2
[
Ecλ
(1− 2νc)µ −
Et
1− 2νt
] [
Bt
λ2r31
(
Eg
1 + νg
− Et
(1 + νt)λ
)
+
Eg
1 + νg
(λ− 1)
]
=
[
2Egλ
1 + νg
+
Et
1− 2νt
] [
Bt
λ2r30
(
2Et
(1 + νt)λ
+
Ec
(1− 2νc)µ
)
+
Ec
1− 2νc
(
λ
µ
− 1
)]
,
which upon rearranging for Bt, we find that
Bt = λ
2r30
[
2EcEgλ
(1− 2νc)(1 + νg)
(
1
µ
− 1
)
+
EcEt
(1− 2νc)(1− 2νt)
(
λ
µ
− 1
)
+
2EgEt
(1 + νg)(1− 2νt)(λ− 1)
][
2
(
r0
r1
)3( Eg
1 + νg
− Et
(1 + νt)λ
)(
Ecλ
(1− 2νc)µ −
Et
1− 2νt
)
−
(
2Et
(1 + νt)λ
+
Ec
(1− 2νc)µ
)(
2Egλ
1 + νg
+
Et
1− 2νt
)]−1
. (4.12)
Note here the presence of the two growth factors µ and λ, and is not determined entirely in
terms of just λ, as was the case in Chapter 3. Now that Bt is given in terms of the parameters
of the system, we have fully determined everything within the system, as we can back-substitute
this into At in (4.11), and then At and Bt into (4.9), and so on.
4.1.3 Estimating the parameters
Within our models, we require knowledge of the parameters, such as the initial size of the
follicle and the Young’s modulus and Poisson’s ratio of the different regions of the follicle. We
can estimate that the Poisson’s ratio for the granulosa cells, oocyte and outer gel are νt = 0.46,
νc = 0.45 and νg = 0.45, respectively, and we can also approximate the Young’s moduli to be
Et = 10kPa, Ec = 6kPa and Eg = 5kPa, as we also chose in Section 3.2.
We have taken data relating to the size of the oocyte and the granulosa cells from Da Silva-
Buttkus et al. [63] and from private communications with one of the authors [117]. By taking a
cross-section of a three-dimensional ovarian follicle, they found that, in the transitional phase,
the oocyte area is approximately 225µm2, and the follicle area is approximately 400µm2, and
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so we estimate
r0 ≈
(
225
pi
) 1
2
≈ 8.46µm,
r1 ≈
(
400
pi
) 1
2
≈ 11.28µm.
We must also define values for the growth factors λ and µ. For these we choose λ = 1.1
and µ = 1.02. We now use these parameters to plot the stresses found in Section 4.1.2; refer to
Figure 4.3 for a 2D and 3D representation of the stresses, and for a plot of the strains in the
different regions.
4.1.4 Mechanotransductive switching behaviour
We have created a model for an ovarian follicle which has received a signal to initiate growth
within the oocyte region. We now are interested in looking at mechanisms for mechanotrans-
ductive crosstalk between the central oocyte and the surrounding granulosa cells. Hence, we
here look for points of stress switching at the interface between the central and annulus com-
partments. This means that we look for points where the radial stress changes sign and causes
the inner compartment to feel a robust change in its mechanical surroundings. This should
differ from our previous switching points because we would expect, due to the competition of
growth from the two inner regions, to now have a curve of switching occurring, depending on
the magnitudes of both our new growth factors λ and µ. So, as before, we solve
σtrr(λr0) = 0,
for µ(λ). Using (4.4), we find that
(λr0)
3At(1 + νt) = 6(1− 2νt)Bt,
which upon substituting At given in (4.11) gives
− 6(λr0)3(1 + νt)
(
Bt
λ2r31
(
Eg
1 + νg
− Et
(1 + νt)λ
)
+
Eg
1 + νg
(λ− 1)
)(
2Egλ
1 + νg
+
Et
1− 2νt
)−1
= 6(1− 2νt)Bt
=⇒ −Bt
[
Egλ
(
(1 + νt)
(
r0
r1
)3
+ 2(1− 2νt)
)
− Et(1 + νg)
(
1−
(
r0
r1
)3)]
= Eg(1 + νt)(λr0)
3(λ− 1).
Now here we can let
ζ = Egλ
(
(1 + νt)
(
r0
r1
)3
+ 2(1− 2νt)
)
− Et(1 + νg)
(
1−
(
r0
r1
)3)
, (4.13)
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Figure 4.3: (a) Radial stress (blue), azimuthal stress (red) and Von Mises stress (green) plotted
against radial position in all three regions. The radial and azimuthal strains within the central,
annulus and outer regions are shown in (b) in blue and red, respectively. (c) 3D representation
of the ovarian follicle, where radial stresses within the central core, the proliferating annulus
and the outer region are shown. The pink dashed line and the light blue dashed line represent
the inner and outer radii r0 and r1, respectively. Note that the stresses/strains in the growing
region are not calculated at r/r0, but are calculated from the point in the grown configuration
which had initial radius r/r0. Parameter values are r0 = 8.46, r1 = 11.28, νg = 0.45, νt = 0.46,
νc = 0.45kPa, Eg = 5kPa, Et = 10kPa, Ec = 6, λ = 1.1 and µ = 1.02.
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which then means that we need to solve
−ζBt = Eg(1 + νt)(λr0)3(λ− 1)
for µ(λ), in order to find the switching condition. Substituting Bt in (4.12) into the above leaves
− ζλ2r30
[
2EcEgλ
(1− 2νc)(1 + νg)
(
1
µ
− 1
)
+
EcEt
(1− 2νc)(1− 2νt)
(
λ
µ
− 1
)
+
2EgEt
(1 + νg)(1− 2νt)(λ− 1)
]
= Eg(1 + νt)(λr0)
3(λ− 1)
[
2
(
r0
r1
)3( Eg
1 + νg
− Et
(1 + νt)λ
)(
Ecλ
(1− 2νc)µ −
Et
1− 2νt
)
−
(
2Et
(1 + νt)λ
+
Ec
(1− 2νc)µ
)(
2Egλ
1 + νg
+
Et
1− 2νt
)]
,
which upon multiplying through by λµ(1− 2νc)(1 + νg)(1− 2νt)(1 + νt) gives
− ζ
[
2EcEg(1− 2νt)λ(1− µ) + EcEt(1 + νg)(λ− µ) + 2EgEt(1− 2νc)µ(λ− 1)
]
= Eg(λ− 1)
[
2
(
r0
r1
)3 (
Eg(1 + νt)λ− Et(1 + νg)
)(
Ec(1− 2νt)λ− Et(1− 2νc)µ
)
−
(
2Et(1− 2νc)µ+ Ec(1 + νt)λ
)(
2Eg(1− 2νt)λ+ Et(1 + νg)
)]
.
We can then rearrange this in terms of µ and λ as follows
µ
[
Ecζ
(
2Eg(1− 2νt)λ+ Et(1 + νg)
)
− 2EgEt(1− 2νc)(λ− 1)ζ
+ 2EgEt(1− 2νc)(λ− 1)
((
r0
r1
)3 (
Eg(1 + νt)λ− Et(1 + νg)
)
+ 2Eg(1− 2νt)λ+ Et(1 + νg)
)]
= λ
[
Ec(2Eg(1− 2νt) + Et(1 + νg))ζ + Eg(λ− 1)
(
2Ec(1− 2νt)
(
r0
r1
)3 (
Eg(1 + νt)λ− Et(1 + νg)
)
− Ec(1 + νt)
(
2Eg(1− 2νt)λ+ Et(1 + νg)
))]
.
Noting here that ζ can also be written as
ζ =
(
r0
r1
)3 (
Eg(1 + νt)λ− Et(1 + νg)
)
+ 2Eg(1− 2νt)λ+ Et(1 + νg),
we can re-write the switching condition as
µ
[
Ec
(
2Eg(1− 2νt)λ+ Et(1 + νg)
)
ζ
]
= λ
[
Ec
(
2Eg(1− 2νt)λ+ Et(1 + νg)
)
ζ
− 2EgEc(λ− 1)
(
2Eg(1− 2νt)λ+ Et(1 + νg)
)(
1− 2νt + 1 + νt
2
)]
,
78 4.1 Ovarian Follicle Growth
which upon rearranging for µ, we find that
µ =
λζ − 3Eg(1− νt)λ(λ− 1)
ζ
.
And so finally this gives a relationship between µ and λ at which the stress vanishes at the inner
boundary, which is given by
µ =
λ
((
Eg(1 + νt)λ− Et(1 + νg)
)(
r0
r1
)3
+ 2Eg(1− 2νt)λ+ Et(1 + νg)− 3Eg(1− νt)(λ− 1)
)
(
Eg(1 + νt)λ− Et(1 + νg)
)(
r0
r1
)3
+ 2Eg(1− 2νt)λ+ Et(1 + νg)
.
(4.14)
This expression gives information on how the two growth factors relate to one another in order
for switching to occur at the interface between the inner and annulus regions. Whereas in the
previous works we had a single value for λ at which switching occurred, we now have a region
of switching. We shall produce some plots of the above expression to explore how this differs to
the switching presented in Chapter 3 in (3.24) by
λs =
Et(1 + νg)
Eg(1 + νt)
.
But first, we shall check that this expression is indeed equivalent to that given in the Chapter
3 by suppressing the growth of the central oocyte by taking the limit µ→ 1. By doing this, we
find that(
Eg(1 + νt)λ− Et(1 + νg)
)(r0
r1
)3
+ 2Eg(1− 2νt)λ+ Et(1 + νg)
= λ
((
Eg(1 + νt)λ− Et(1 + νg)
)(r0
r1
)3
+ 2Eg(1− 2νt)λ+ Et(1 + νg)
)
− 3Eg(1− νt)λ(λ− 1),
from which we see that
(λ− 1)
((
Eg(1 + νt)λ− Et(1 + νg)
)(r0
r1
)3
− Eg(1 + νt)λ+ Et(1 + νg)
)
= 0.
So, either we have that λ = 1 or(
Eg(1 + νt)λ− Et(1 + νg)
)(r0
r1
)3
− Eg(1 + νt)λ+ Et(1 + νg) = 0,
and when solving this for λ, we find that
λ =
Et(1 + νg)
Eg(1 + νt)
,
which indeed is the same switching point that we found in Chapter 3, noting here that we are
assuming r0 6= r1.
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Now that we have verified that our switching is consistent with previous results, we can look
into the behaviour of the switching more closely. First of all, we can plot the switching point
µ(λ) given in (4.14) whilst varying the ratio of the stiffness of the outer gel and the growing
annulus. Refer to figure 4.4 where µ has been plotted against λ for multiple values of Et/Eg.
The curves represent the points in the (µ,λ) parameter space where the stress is zero at the
interface between the oocyte and the granulosa cells i.e. at the switching points. We note that
for any values of µ and λ that lie in the region above µ = 1, but below the switching curve, the
inner core will experience a tensile force, and any points above µ = 1 and outside the switching
curve will result in the central core being under compression.
Starting at the initial configuration i.e. µ = 1, λ = 1, we can consider the growth to
be progressing over time. This progression would cause µ and λ to trace a path on Figure
4.4, as has been shown in Figure 4.5 with the blue and red curves, for example. With this
in mind, Figure 4.4 then shows us that increasing the ratio of the stiffness of the outer and
annulus regions increases the parameter space (µ, λ) where switching can occur i.e. the stiffer
the growing annulus region compared to the outer gel region is, the larger µ and λ can be before
there is no longer the possibility of switching occurring. Similarly to that in Chapter 3, we
also note that if the effective stiffness of the growing region is less than that of the outer gel,
then, due to the fact that µ > 1, stress switching can never occur. We can see this, as an
example, in Figure 4.4, where the green and dark blue lines are plotted using parameters such
that Et(1 + νg) < Eg(1 + νt).
Returning to Figure 4.5, we have plotted some example paths for µ(λ) (shown in red and
blue) and an example switching curve, (shown in black). We assume in Figure 4.5(a) that µ
and λ both increase at a continuous rate, with two examples shown in red and blue. We see
in the red path, that under this growth progression, switching can occur, noting that it occurs
at a lesser value for λ than in the non-growing central core case (µ = 1). Whereas, if µ and λ
progress as in the blue line, then we see that switching can never occur, as the µ(λ) path never
hits the switching curve; this is due to the fact that the central core expands too fast and just
forces the surrounding tissue into compression.
We also see that if µ were to be fixed to a value µ < µmax, where µmax is the maximum
value that µ takes in the switching equation in (4.14) (for a given set of parameters), then if the
granulosa cells continued to proliferate (λ increases), this would eventually result in switching
behaviour at the inner boundary; switching from compression to tension, which would then
switch back again as the growth of the granulosa cells continues; resulting in only compressive
behaviour in all regions of the system; refer to the blue line in Figure 4.5(b), where we see that
two switches occur for a fixed µ < µmax. In contrast, if µ were fixed to a value µ > µmax, then
no switching can occur throughout the regions, for all values of λ > 1. Consider now µ and λ
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Figure 4.4: The value of µ at the point at which the central oocyte is under zero radial stress,
plotted as λ varies. Each line is representing a different value for the ratio of the stiffnesses of
the granulosa cells and outer gel, with Et = 2, 4, 8, 15, 25kPa plotted in dark blue, green, red,
light blue and purple, respectively. Other parameter values are r0 = 8.46, r1 = 11.28, νg = 0.45,
νt = 0.46, νc = 0.45, Eg = 5kPa and Ec = 6kPa.
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Figure 4.5: The black line is the value of µ at the point at which the central oocyte is under
zero radial stress, plotted as λ varies, where Et = 15kPa and Eg = 5kPa. Red and blue lines
represent a tracing of a path that µ and λ take as they progress over time. (a) Growth paths are
for constantly increasing growth in both the annulus and central oocyte. (b) Blue line represents
fixing the oocyte growth to a constant value µ > 1 and allowing the growth of the granulosa cells
to progress. The red line is showing a more complex path for the growth function µ(λ). Other
parameter values are r0 = 8.46, r1 = 11.28, νg = 0.45, νt = 0.46, νc = 0.45 and Ec = 6kPa.
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taking a more complex path, such as the red path in Figure 4.5(b), this then results in switching
being able to occur multiple number of times. We highlight the fact that µ and λ must never
be decreasing.
Consider now inverting the switching condition in (4.14) to find a function λ(µ). This
function λ(µ) is plotted in Figure 4.6 against the ratio of the stiffnesses of the granulosa cells
and encapsulating gel Et/Eg. Each curve is generated by a different value for µ and again the
curves represent the point at which switching occurs at the interface between the granulosa cells
and the central oocyte. Consider, as an example, taking a value µ = 1.2, represented by the light
blue curve in Figure 4.6, we then see that for values of Et/Eg < 2.6, approximately, there are no
values for λ for which switching can occur. However, for example, for a value of Et/Eg = 3.5,
we see that switching occurs when λ ≈ 1.5 and λ ≈ 2.5. Note that the lines where µ = 1 are
also plotted i.e. λ = Et(1 + νg)/Eg(1 + νt) and λ = 1.
Figure 4.6 also reiterates the point that if Et(1 + νg) < Eg(1 + νt), then no stress switching
can occur. We can see this as for values of EtEg <
1+νt
1+νg
, there are no solutions for λ of the inverted
switching condition for any value of µ > 1, noting that the vertical dashed line in Figure 4.6 is
at EtEg =
1+νt
1+νg
and not at EtEg = 1. We can also see from Figure 4.6 that, because the curves for
the different values of µ are all below the line for the previous λs (shown in black), the fact that
we have a growing inner region makes it easier for switching to occur i.e. having any growth
in the central region makes the system move through the switching point at a smaller value of
λ than in the case of the non-growing centre. Additionally, we can observe that increasing the
value of the ratio of the two stiffnesses increases the size of the parameter space of (µ, λ) where
the inner core experiences a tensile force.
We conclude that the possibility of switching is not only dependent on the effective stiffness of
the outer gel and growing tissue, but also on how the two growth factors progress as they grow in
their parameter spaces. Note, however, that switching can never occur if Et(1+νg) < Eg(1+νt),
since µ > 1. Another conclusion that we can make is that changing the growth of the central
region has much more of an impact on the overall dynamics of the system, as only a minor
change in µ could force the system into a switching-less state, whereas an increase in the growth
of the annulus can be much larger before the switching is no longer present. We note that in
the case where µ and λ are both increasing at a constant rate, we only require that the slope of
path traced by the growth is less than the slope of the switching equation i.e. µ′(λ) < µ′s, where
µ(λ) is the path that the growth takes and µs is the switching equation in (4.14).
4.1.5 Natural elongation of the cells
Seen in Da Silva-Buttkus et al. [63] or Hardy et al. [116] is that throughout the early stages
of growth of an ovarian follicle, the surrounding granulosa cells continually increase in height
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Figure 4.6: The value of λ at the point at which the central oocyte is under zero radial stress,
plotted as the ratio of the stiffness of the annulus and the outer gel varies. Each line is rep-
resenting a different value for µ, with µ = 1.05, 1.10, 1.15, 1.20, 1.25, 1.30 plotted in green, red,
light blue, purple, gold, grey and dark blue respectively. The value µ = 1 has also been plotted
with the two resulting solutions λ = 1 and λ = λs from Chapter 3, in dark blue and black,
respectively. We note that the vertical dashed black line is representing EtEg =
1+νt
1+νg
and is not
Et
Eg
= 1. Other parameter values are r0 = 8.46, r1 = 11.28, νg = 0.45, νt = 0.46, νc = 0.45,
Eg = 5kPa and Ec = 6kPa.
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and number, whilst decreasing in width. This process is known as cuboidalisation, refer to
Figure 4.1(a), where we see in the primordial to transitional phases that the granulosa cells have
increased in height and number. Linking this to our case presented above, we would like to be
able to see if this cuboidalisation can be a passive process, solely resulting from the mechanics
of the system. We can test this by taking a material element in the growing annulus region. We
can then apply growth to our model and track the size and shape of the material element to see
if this matches the expected trajectory. See Figure 4.7(a) for a schematic of this. To track the
size of the material element, we use the strains generated from the results in Section 4.1.2. We
know that the radial and circumferential strains in the growing annulus region are given by
trr =
du
dr
=
At
3
− 2Bt
r3
,
tθθ =
u
r
=
At
3
+
Bt
r3
,
respectively. Assume that our material element is at position r0+r12 (the centre of the annulus
region) with an initial height h0 and initial width w0. Once the growth has been applied to this
material element we find that the height and width are
h = λh0 + 
t
rr
(
λ(r0 + r1)
2
)
λh0,
w = λw0 + 
t
θθ
(
λ(r0 + r1)
2
)
λw0,
respectively, noting that the ‘stretch’ felt is taken from the grown configuration. Upon substi-
tuting the strains into the above, we are left with
h = λh0
1 + At
3
− 2Bt(
λ(r0+r1)
2
)3
 ,
w = λw0
1 + At
3
+
Bt(
λ(r0+r1)
2
)3
 ,
for the height and width of the material element after growth, respectively. We are interested in
the ratio of the height and width i.e. hw so that we can visualise the elongation of the material
element. See figure 4.7(b), where we show this visualisation of the changing size of a material
element. We have taken parameter values for the Young’s moduli, the Poisson’s ratios, r0, µ and
λ as those explained in Section 4.1.3, but because here we are considering the phase of growth
from the primordial to the transitional stage, we have adapted the initial outer radius r1. We
find in this case, from [63] that follicle area is approximately 325µm2, and so we estimate
r1 ≈
(
325
pi
) 1
2
≈ 10.17µm.
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Figure 4.7: (a) The material element used to model the natural elongation of the granulsa cells.
The element is positioned at a radius (r0 +r1)/2 with initial height h0, where we took the initial
height to be a tenth of the thickness of the annulus region i.e. h0 = (r1 − r0)/10. (b) The
natural elongation of the granulosa cells undergoing growth. The ratio of the height and width
has been plotted as the growth progresses. Each of the four elements are plotted using a scaled
version of the values of h and w at the respective value of λ. The other parameter values used
are r0 = 8.46, r1 = 10.17, νg = 0.45, νt = 0.46, νc = 0.45, Eg = 5kPa, Et = 10kPa, Ec = 6kPa
and µ = 1.02.
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We see in figure 4.7(b) that both the granulosa cells height and the granulosa cells width
increase as the system grows. This differs to that in [63], where the granulosa cells increased
in height whilst decreasing in width. This decrease in width can be explained from the fact
that there is an increase in number of granulosa cells and so we know that the cells must be
increasing in volume and then undergoing cell division to form two cells of lesser width than
the mother cell. So here we could say that after a certain increase in volume of the material
element, it splits into two elements of width w2 , from which we would see results similar to those
presented in [63]. Despite the fact that both the height and width of the granulosa cells are
increasing, the height is increasing at a larger rate than the width, resulting in the elongation of
the material element; showing that despite the fact that cuboidalisation is an extremely complex
biological process [118], it can occur as a passive process resulting solely from the growth and
the associated mechanics.
4.2 Discussion
We have shown that our framework is adaptable by considering the addition of a growing central
core region. We were interested in seeing how the central oocyte and the surrounding cells are
mechanically coupled. To see this we considered robust changes in mechanical surroundings by
looking at the points where the stress changes sign within the central core. We saw that the
implementation of growth within the central oocyte resulted in a competition of growth between
the central core and the granulosa cells and that this generated additional complexities in the
resulting switching condition. This condition was no longer dependent solely on the growth of
the granulosa cells, which was the case for the non-growing core, but now depended on both the
growth of the oocyte and of the granulosa cells. We found that the ratio of the stiffness of the
granulosa cells and the encapsulating gel still played a key role in determining the possibility of
stress switching, although the relationship between the two was now more complex than in the
non-growing central core case. We found that if the granulosa cells were considered to be softer
than the surrounding gel, then switching could not occur at all, which was also the case in the
previous stress switching conditions in Chapter 3. The increase of the stiffness ratio also led to
a increase in the parameter space (µ,λ) where the inner core experiences a tensile force.
We then considered the effects of increasing the growth factors µ and λ under different
forms of µ(λ). We found, for constantly increasing growth, that the possibility of switching
was dependent upon the slope of the growth progression curve. We also saw that for varying
growth rates, it was possible for switching to occur multiple times as the growth increased. We
concluded that the addition of a growing inner core resulted in switching occurring at a smaller
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value for λ than in the non-growing core case, and that if the oocyte growth was considered
to be too large, then the inner core would dominate, forcing the entire system to a radially
compressive state.
Cuboidalisation is known to be a highly complex biological function [118]; although this is
the case, we showed how a material element within the granulosa cells can naturally undertake
this process, purely as a result of the growth and the associated mechanical response. Despite
this, cuboidalisation is most likely a result of a complicated mixture of both biological and
mechanical processes.

5
Extending the Framework to Account for Active Cell Behaviours
So far we have considered how growth within spherical tissues can lead to mechanotransduction.
This growth is so far the only cell-derived force that has been implemented into the model.
However, it is clear that cellular contractility is a hugely important part of the story and con-
tributes as another active cell-generated force. This chapter looks at how to combine these two
cell-derived forces in a way that gives us useful information. We then compare the effect of
adding contractility into the linear model to results already introduced in the non-contractile
cases.
5.1 Incorporating the Contractile Nature of Cells
The aim here is to incorporate cellular contractility into our linear models and to see the effect
that a mechanism of this nature has upon our previous non-contractile linear models.
Contractility is an important feature of biological tissues because it provides structural rigid-
ity and is responsible for cellular motility [44]. It is also a key mediator in cells’ abilities to sense
the stiffness of their biological environment [22]. Contractility is also important mechanically
as there are two main ways for a cell to generate forces; they can grow, which pushes on their
surroundings, or they can contract and pull on their surroundings. We are here interested in
combining both of these functions, but we first look at how to implement the contractile nature
of cells into our models, without the inclusion of growth.
5.1.1 Approaches for contractility implementation
It is important to note that there are multiple methods currently employed for determining the
stresses in the system, whilst incorporating the contractile nature of cells [119,120]; one method
based on adding an active stress term, which is equivalent to the inclusion of a thermoelastic
term [121,122], and another based on an active strain term [123].
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In order to implement both the active stress and active strain approaches, we assume through-
out this chapter that the contractility is isotropic. In reality this be unlikely to be the case,
as the contractility would probably not be equal in both the azimuthal and radial directions.
Although we will not study the effect of anisotropic contractility here, the fact that if contractil-
ity were to be more prominent in say, the azimuthal direction, then this azimuthal contraction
would also lead to radial expansion is interesting.
The first (active stress) approach gives an additional term in the stress tensor, which es-
sentially results in an extra term being present in the force balance equation. Note that this
approach is often also taken in active gel theory [124, 125]. We find that the force balance
equation (previously given in (2.5)) now reads in the form
∇ · (σE + σA) = 0, (5.1)
where σA is the active stress term (assumed to be known) and σE is the elastic stress tensor, as
in (2.15). This technique can be thought of as the contractility being present at all times, and
its presence is incorporated into the stress via the addition of this active stress term σA. This
approach then allows us to solve our problem similarly to that in Chapter 3.
The second method of implementing contractility (active strain) involves decomposing the
deformation gradient tensor into an elastic response term and an active contribution from the
contractility i.e. the deformation gradient tensor now becomes
F = FeFa, (5.2)
where Fe is the elastic response and Fa is the contractile response. This is similar to the
decomposition used to model growth, only here the contractility results in the material wanting
to move inwards towards the centre, as opposed to the previous growing away from the origin;
see Figure 5.1.
One useful technique to distinguish between the active strain and active stress method is to
consider the behaviours at zero stress and at zero strain in each of the methods. For the active
stress method, if we consider being under zero stress we find that there are non-zero strains
present in the system. This can be seen by noting, similarly to (5.1), that
σ = σE + σA,
and when this is implemented into the constitutive relation, we are left with something of the
form
σik =
E
1 + ν
(
ik +
ν
1− 2ν llδik
)
− cδik,
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Figure 5.1: (a) In vitro tissue culture of a contractile spheroid embedded within an encapsulating
gel. Γt and Γg represent the contractile tissue (blue) and the surrounding outer gel region (outer
white), respectively. (b) Schematic representation of the active strain decomposition approach to
modelling contractility, with a contractile spheroid of initial radius r1, which again is assumed to
be encapsulated within a gel. The interim configuration represents the form the spheroid would
take if released entirely from stress and the final configuration is the actual observed state after
the elastic deformation has been applied to the interim configuration.
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where c is the term quantifying the isotropic active cellular contractility and is the contribution
from the active stress σA. Note that this approach is analogous to thermoelasticity where a
change in temperature causes a build up of stress.
We then see that setting σik = 0 implies, in general, the existence of non-zero strains, as
will be demonstrated in detail later. Now consider setting all of the strains to zero; due to the
contribution from σA, this results, in general, in non-zero stress. This differs to the active strain
method (and the non-contractile case) because in the active strain method there is no active
contribution to the stress, we find that setting the strains to zero results in zero stress. We also
see, in the active strain approach, that zero stress implies there are zero strains. Each approach
represents a different concept of how contractility works in conjunction with growth; the active
stress approach considers the growing elements to be free from the contractile network, whereas
in the active strain approach, the growing elements are considered to be embedded within the
contractile network.
We now move on to apply both of these techniques within our linear elastic framework, where
we additionally implement growth into the models. We first consider the active stress approach,
followed by the active strain method, and we then compare the differences in the two techniques
and to the non-contractile case.
5.2 Incorporating Contractility into the Growing Spheroid Model
We now use the aforementioned techniques to allow for the effects of contractility within our
system. To begin with a relatively simplistic case, we first consider a linear elastic, growing,
contractile spheroid, embedded within a linear elastic outside gel, as in Figure 5.2(a). To model
the growth of the spheroid, we here apply the method of multiple natural configurations, as we
have utilised throughout the previous chapters. So we now have a growing spheroid embedded
within an outer gel, which is assumed to be linear elastic. Because we are still modelling
the growth with the decomposition approach, we take all deformations relative to the grown
configuration, but now the stress involves an additional term σA.
5.2.1 Active stress approach
We here concentrate on the active stress approach, outlined in Section 5.1.1, only here we also
have the addition of growth. This results in the decomposition shown in Figure 5.2(b), as we
had in Section 2.3.
To begin solving this system, we note that the stress term σA can be generated by adopting
a method equivalent to thermoelasticity, where a change in temperature of the body leads to
a contraction (or expansion). Following e.g. Landau and Lifshitz [70], as briefly introduced in
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Figure 5.2: (a) In vitro culture of a multicellular, growing, contractile spheroid embedded within
an encapsulating gel. Γt and Γg represent the proliferating, contractile tissue (blue) and the
surrounding outer gel region (white), respectively. (b) Schematic representation of the decom-
position approach to modelling growth, with the proliferating contractile tissue of initial radius
r1 again assumed to be encapsulated within a gel. The interim configuration represents the form
the spheroid would take if released entirely from stress and the final configuration is the actual
observed state after the elastic deformation has been applied to the interim configuration.
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Section 2.1.5, whereby we can say that the stress tensor now includes an additional term of the
form −cδik, where δik is the Kronecker delta and we say that c = c(r) is the known contractility
term. We note that the contractility is assumed to be small so that the linear theory of elasticity
can still be applied. This leaves us with
σik =
E
1 + ν
(
ik +
ν
1− 2ν llδik
)
− c(r)δik (5.3)
for our new stress tensor.
Note here that when the stress is set to zero, this results in
E((1− 2ν)ik + νllδik) = (1 + ν)(1− 2ν)cδik,
from which we see for i 6= k that ik = 0, and for i = k we have that (1 − 2ν)ik + νll =
(1+ν)(1−2ν)
E c. We can then sum this over the values i = j = 1, 2, 3 to find that
c =
E
3(1− 2ν)γ, (5.4)
where γ = ll and is the local target volume change of a material element. Thus we see that c
represents the target volume change of a material element.
Upon applying the force balance equation ∇·σ = 0 on a stress tensor of this new form given
in (5.3), we find that we have an equation of the form
∇ · (σE + σA) = 0,
where σA represents the new additional contribution to the stress from the contractility. In our
case, we have that σA = −c(r)I, where I is the identity matrix. Noting that ∇ · (−c(r)I) =
−∇c(r), we find that the force balance equation now reads
∇ · σE = ∇c(r).
Similarly to in Section 2.1.2, we can now substitute the stress tensor σE , given in (2.14), into
the above equation, which results in
2(1− ν)∇(∇ · u)− (1− 2ν)∇× (∇× u) = 2(1− 2ν)(1 + ν)
E
∇c(r). (5.5)
We now use the fact that in our models, because we have both isotropic growth and isotropic
contractility, and our tissue is spherical, the displacements are a function of r only i.e. u = u(r),
which implies that ∇× (∇× u) = 0, giving
∇(∇ · u) = (1− 2ν)(1 + ν)
(1− ν)E ∇c(r),
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which may be integrated to give
∇ · u = (1− 2ν)(1 + ν)
(1− ν)E c(r) +A,
where A is constant. We can then re-write this as
1
r2
d(r2u)
dr
=
(1− 2ν)(1 + ν)
(1− ν)E c(r) +A, (5.6)
which we further integrate to find
u(r) =
(1− 2ν)(1 + ν)
(1− ν)E
1
r2
∫ r
0
c(r)r2dr +
A
3
r,
where we have applied the symmetry boundary condition that u(r) = 0 as r → 0 with the limits
of integration. Now we introduce
β(r) =
(1− 2ν)(1 + ν)
(1− ν)E
1
r2
∫ r
0
c(r)r2dr, (5.7)
so that
u(r) = β(r) +
A
3
r.
This displacement differs from the non-contractile growing spheroid case in Section 2.3 only by
the term β(r), which represents the contribution from the contractility. Note here that this form
for u(r) is only applicable in the contractile regions, which is only our growing region here, and
so we relabel it as
ut(r) = β(r) +
At
3
r. (5.8)
We here have the same boundary conditions to those presented in the non-contractile case
in Section 2.3 i.e. we have that:
1. There is no displacement in the far field: u(r)→ 0 as r →∞;
2. There is no displacement at the origin: u(0) = 0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
4. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1).
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We know that the solution in the outside gel is unchanged as it is still modelled as non-contractile,
and so we have that
ug =
Ag
3
r +
Bg
r2
.
We apply the far field boundary condition i.e. ug(r) = 0 as r →∞, which results in
ug =
Bg
r2
. (5.9)
Although the displacement for the outer region is of the same form as for the non-contractile
case, the displacements from within the growing region will differ from those found previously,
since we are assuming that the growing region involves a contractile force. Now we shall find
the remaining constants which determine the solution, At and Bg. Applying the third boundary
condition, using (5.8) and (5.9), we find that
Bg
r21
+ r1 = β(λr1) +
At
3
λr1 + λr1
=⇒ Bg = r21
(
β(λr1) +
At
3
λr1 + λr1 − r1
)
. (5.10)
In order to eliminate Bg or At from the above, we need to apply our final boundary condition
that the radial stress is continuous over the outer boundary. This means that must calculate
the stresses in the different regions. Again, we know that the stress in the outside region will be
in the same form as before in Section 2.3 i.e. the stress in the outside region is given by
σgrr = −
2Eg
1 + νg
Bg
r3
. (5.11)
But now, the stress in the growing region will differ, as we now have a contractility term. We
know from (5.3) that the stress is given by
σtrr =
Et
(1 + νt)(1− 2νt)
[
(1− νt)dut
dr
+ 2νt
ut
r
]
− c(r), (5.12)
which upon substituting ut from (5.8) gives
σtrr =
Et
(1 + νt)(1− 2νt)
[
(1− νt)
(
β′(r) +
At
3
)
+ 2νt
(
β(r)
r
+
At
3
)]
− c(r)
=
Et
(1 + νt)(1− 2νt)
[
(1 + νt)
At
3
+ (1− νt)β′(r) + 2νtβ(r)
r
]
− c(r). (5.13)
So now we can apply the continuity of radial stress condition i.e. σgrr(r1) = σ
t
rr(λr1), using
(5.11) and (5.13), giving
− 2Eg
1 + νg
Bg
r31
=
Et
(1 + νt)(1− 2νt)
[
(1 + νt)
At
3
+ (1− νt)β′(λr1) + 2νtβ(λr1)
λr1
]
− c(λr1). (5.14)
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(5.10) and (5.14) give two equations in two unknowns At and Bg. Therefore we substitute Bg
from (5.10) into (5.14), which gives
− 2Eg(1 + νt)(1− 2νt)
(1 + νg)Et
1
r1
[
β(λr1) +
At
3
λr1 + λr1 − r1
]
= (1 + νt)
At
3
+ (1− νt)β′(λr1) + 2νtβ(λr1)
λr1
− (1 + νt)(1− 2νt)
Et
c(λr1),
which can be rearranged for At as
At =
[
− 2Eg(1 + νt)(1− 2νt)
Et(1 + νg)
1
r1
(
β(λr1) + λr1 − r1 − (1 + νg)r1
2Eg
c(λr1)
)
− (1− νt)β′(λr1)− 2νtβ(λr1)
λr1
][
2Eg(1 + νt)(1− 2νt)λ
3Et(1 + νg)
+
1 + νt
3
]−1
. (5.15)
So now we have the full solution for the active stress method of contractility incorporation, for
the growing spheroid problem. The above At can be substituted back into Bg in (5.10). We
then know that the radial stresses in the growing spheroid and the outer gel are given in (5.13)
and (5.11), respectively, and the displacements in the growing and outer regions are given in
(5.8) and (5.9), respectively, with At and Bg given in (5.15) and (5.10), respectively.
In order to visualise the effect that this addition of the contractile term c(r) has upon our
system, we can now plot these results against those from the non-contractile case, but before
we can do this, we must define how the contractility term varies with r. We choose in the
following plots to define the contractility to be constant and with a target volume change of a
5% contraction i.e. γ = −0.05, which results in a contraction term of the form c(r) = − E20(1−2ν) .
We see, upon plotting these new stresses in Figure 5.3, that the stress is always larger than
that of the non-contractile case. This point is evident from equation (5.3) where we defined the
contractility c(r) to be acting in the negative stress direction, and we also defined c(r) to be
negative so that c(r) is indeed a contractile term and not an expansion term i.e. we have in
(5.3) that
σik =
E
1 + ν
(
ik +
ν
1− 2ν llδik
)
− c(r)δik,
where here c(r) = E3(1−2ν)γ < 0, and so the contribution from the active stress is positive,
resulting in the radial stress here being larger than the radial stress in the non-contractile case.
We now move on to solve the contractile, growing spheroid system using the active strain
approach, which we can then compare to the results given here, to see the major differences
between the two techniques.
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Figure 5.3: Spatial variation of the radial stress within the growing, contractile spheroid system.
The dashed blue line represents the boundary r = r1 and the black and red lines represent the
radial stress in the non-contractile model and contractile active stress model, respectively. Note
that the stresses in the growing region are not calculated at r/r0, but are calculated from the
point in the grown configuration which had initial radius r/r0. Parameters used are r1 = 2r0,
νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa, λ = 1.1 and c =
E
3(1−2ν)γ with γ = −0.05.
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5.2.2 Active strain approach
Here we focus on the second of our two methods for contractility; the active strain approach.
This involves changing our method of decomposition, but no longer adding a contractile term into
the constitutive stress equation. Because we are also considering growth here, this is included
within the contribution of the contractile response to the deformation Fa; see Figure 5.4(b).
If we compare this decomposition to the one used in Chapter 3, where Fa was determined by
the growth factor λ, we now have something of the form c(r), with r ∈ (0, λr1), say, which is
defined by the contractility of the material. Due to the nature of this decomposition, we still
have three configurations present in the system; the original undeformed configuration, the final
deformed configuration, and the now grown and contracted, interim stress-free configuration.
This differs to the previous non-contractile cases because before we had that r → λr in the
interim configuration, but now we have that r → c(λr) in the interim stress-free configuration.
However, taking a decomposition of this form does have some limitations. This approach assumes
that the timescale for the growth and the contractility is the same, which is not actually the case,
as the contractile response is typically fast. Therefore, there are some issues with separating
the elastic response from the contractile response. However, because this method has previously
been used, see for example [123], we consider its application here, for comparative purposes.
As in Section 5.2.1, we consider a contractile, growing spheroid, embedded in an outer gel.
See Figure 5.4 for a schematic of the system and the new decomposition taken. This method
is very similar to that taken throughout Chapter 3, where after growth and contraction, the
stress-free configuration lies in r ∈ (0, c(λr1)). We also still take all deformations relative to the
interim configuration.
Again here, we know that the displacements in the outer and growing regions are given by
ug =
Ag
3
r +
Bg
r2
,
ut =
At
3
r +
Bt
r2
,
respectively, and again, we must apply the following four boundary conditions:
1. There is no displacement in the far-field i.e. ug(r) = 0 as r →∞.
2. There is no displacement at the origin i.e. ut(0) = 0.
3. The outer boundary is in the same position when considering from within the growing
region and from within the outer region i.e. ug(r1) + r1 = ut(c(λr1)) + c(λr1).
4. The radial stress is continuous over the outer boundary i.e. σgrr(r1) = σ
t
rr(c(λr1)).
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(a) (b)
Figure 5.4: (a) In vitro culture of a contractile, growing spheroid embedded within an encapsu-
lating gel. Γt and Γg represent the proliferating, contractile tissue (blue) and the surrounding
outer gel region (white), respectively. (b) Schematic representation of the active strain de-
composition approach to modelling growth where the contractility is applied at the interim
configuration. The proliferating, contractile tissue of initial radius r1 is again assumed to be
encapsulated within a gel. The interim configuration represents the form the spheroid would
take if released entirely from stress and the final configuration is the actual observed state after
the elastic deformation has been applied to the interim configuration.
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The first and second of the above boundary conditions imply that
ug =
Bg
r2
,
and
ut =
At
3
r,
respectively. We then substitute these into the third boundary condition to find that
Bg = r
2
1
(
At
3
c(λr1) + c(λr1)− r1
)
. (5.16)
Given the ug and ut above, we find that the stresses in the outer and growing regions are
σgrr =
−2Eg
(1 + νg)
Bg
r3
,
and
σtrr =
Et
3(1− 2νt)At,
respectively. This allows us to then apply the final continuity of radial stress boundary condition,
which upon substituting Bg given in (5.16), gives
− 2Eg
(
At
3
c(λr1) + c(λr1)− r1
)
=
Etr1(1 + νg)
3(1− 2νt) At,
and rearranging for At leaves is with
At =
6Eg(1− 2νt)(r1 − c(λr1))
Et(1 + νg)r1 + 2Eg(1− 2νt)c(λr1) . (5.17)
We have now solved for all of the unknowns Ag, Bg, At and Bt, and so we have fully solved
our growing spheroid problem, using the active strain method. We can now compare this to the
active stress and non-contractile cases to see the fundamental differences between the methods.
Refer to Figure 5.5, where we have set the contractility to be a 5% contraction. We see that,
in this case, the radial stress is always less negative than that found in the non-contractile and
active stress methods. This is because in the active strain case we have taken the 5% contraction
relative to the interim grown configuration, this means that the interim configuration is closer to
the final configuration than in the non-contractile case, and therefore results in a less negative
stress. The radial stress from the active strain approach is also larger than in the active stress
method because in the active stress case, the 5% contraction is the target volume change from
the intial configuration and the active strain is from the grown configuration.
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Figure 5.5: Spatial variation of the radial stress within the growing, contractile spheroid system.
The black, red and blue lines represent the radial stress in the non-contractile model, contractile
active stress model and contractile active strain method, respectively. Note that the stresses in
the growing region are not calculated at r/r0, but are calculated from the point in the grown
configuration which had initial radius r/r0. Parameters used are r1 = 2r0, νg = 0.45, νt = 0.46,
Eg = 5kPa, Et = 10kPa and λ = 1.1. In the active stress model we use c =
E
3(1−2ν)γ with
γ = −0.05 and in the active strain model we set c(r) = 0.95r.
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5.2.3 Check against non-contractile case
We would like to check that the results given here are consistent with those given in the non-
contractile case in Section 2.3.
Active stress method
First looking at the active stress method, we should see that if we take the active stress method
results from section 5.2.1 and set our contractility terms to zero, we arrive back at the same
results from Section 2.3. If we set our contractile terms to zero i.e. c(r) = 0, then we find that
β(r) = 0, also. Upon setting these three terms to zero, we see that
Bg = r
3
1
(
At
3
λ+ λ− 1
)
,
and that
At =
(
−2Eg(1 + νt)(1− 2νt)(λ− 1)
Et(1 + νg)
)(
2Eg(1 + νt)(1− 2νt)λ
3Et(1 + νg)
+
1 + νt
3
)−1
,
which implies that
At =
−6Eg(1− 2νt)(λ− 1)
2Eg(1− 2νt)λ+ Et(1 + νg) .
So then α1 is given by
α1 =
(
At
3
+ 1
)
λ
=
( −2Eg(1− 2νt)(λ− 1)
2Eg(1− 2νt)λ+ Et(1 + νg) + 1
)
λ
=
2Eg(1− 2νt)λ+ Et(1 + νg)λ
2Eg(1− 2νt)λ+ Et(1 + νg) ,
which is the same as in the non-contractile growing spheroid case results, given in Section 2.3
in (2.35).
Active strain method
We now also check that the active strain method’s results, given in Section 5.2.2 are consistent
with previous non-contractile results. In this case, we need to ensure that the map for the
contractility maps back to the case for non-contractility, so that the effect of contractility is
zero. i.e. c(λr) = λr. This results in the interim configuration being the same in both the
contractile and non-contractile cases. We see that setting c(λr) = λr in At in (5.17) leaves us
with
At =
6Eg(1− 2νt)(1− λ)
Et(1 + νg) + 2Eg(1− 2νt)λ,
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which then gives
α1 =
2Eg(1− 2νt)λ+ Et(1 + νg)λ
2Eg(1− 2νt)λ+ Et(1 + νg) ,
which, again, is consistent with the results in Section 2.3.
We have seen that adding contractility into our linear framework can be achieved using two
different methods; an active stress method and an active strain method, and both techniques
result in different values for the stress. We move on now to consider adding contractility into
the cyst model.
5.3 Incorporating Contractility into the Growing Cyst Model
We now consider a contractile, growing annulus with a hole in the centre, all surrounded by
a constraining outer gel, similar to that in Section 3.1, shown in Figure 5.6(a). As with the
growing spheroid case, we will apply the contractility using both the active stress and the active
strain methods. One would expect to see similar behaviour between the two cases i.e. when
comparing to the radial stress from the non-contractile case, the stress is always larger than in
the active stress method, and in the active strain method, the stress is always larger than both
the active stress method and the non-contractile case. Once again, we begin using the active
stress approach, and then move on to utilise the active strain technique.
5.3.1 Active stress approach
The boundary conditions which we must apply in this case are:
1. There is no displacement in the far field: ug(r)→ 0 as r →∞;
2. There is zero radial stress at the interface between the inner void and the growing annulus:
σtrr(λr0) = 0;
3. The outer boundary between the tissue and the gel is physically positioned at the same
radius when considering from within the growing and outer regions: ug(r1)+r1 = ut(λr1)+
λr1;
4. The radial stress is continuous over the outer boundary: σtrr(λr1) = σ
g
rr(r1).
We can use the results in Section 5.2.1 that the displacement in the outer region is given by
ug =
Bg
r2
, (5.18)
as this is a result of only applying the boundary condition that the displacements in the far-field
are zero, which we still require here.
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(a) (b)
Figure 5.6: (a) In vitro tissue culture of a cyst embedded within an encapsulating gel. Γc, Γt and
Γg represent the inner void region, proliferating, contractile tissue (blue) and the surrounding
outer gel region (outer white), respectively. (b) Schematic representation of the decomposition
approach to modelling growth, with a proliferating, contractile shell of initial inner and outer
radii r0 and r1, respectively, again assumed to be encapsulated within a gel. The interim
configuration represents the form the spheroid would take if released entirely from stress and
the final configuration is the actual observed state after the elastic deformation has been applied
to the interim configuration.
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To find the displacement in the growing annulus, we take a similar approach to that in
Section 5.2.1. This resulted in (5.6), where
1
r2
d(r2u)
dr
=
(1− 2ν)(1 + ν)
(1− ν)E c(r) +A.
Upon rearranging and integrating, we find, in this case, that
ut = β(r) +
At
3
r +
Bt
r2
, (5.19)
where here
β(r) =
(1− 2ν)(1 + ν)
(1− ν)E
1
r2
∫
c(r)r2dr. (5.20)
In Section 5.2.1 we used the fact that our system was for a growing spheroid and used
symmetry arguments to say that ut(0) = 0, but in this case, as the inner boundary is not fixed,
we introduce α0 to represent the expansion factor for the final position of the inner boundary.
This condition leads to ut(λr0) = α0r0 − λr0, and therefore, after substituting ut from (5.19)
into this condition, we have
β(λr0) +
At
3
λr0 +
Bt
(λr0)2
= α0r0 − λr0. (5.21)
By applying the third boundary condition, we find here that
Bg = r
2
1
(
β(λr1) +
At
3
λr1 +
Bt
(λr1)2
+ λr1 − r1
)
. (5.22)
We also know that the stress in the outside gel is still given by
σgrr = −
2Eg
1 + νg
Bg
r3
, (5.23)
and in the growing region is given, from (5.12), by
σtrr =
Et
(1 + νt)(1− 2νt)
[
(1 + νt)
At
3
− 2(1− 2νt)Bt
r3
+ (1− νt)β′(r) + 2νtβ(r)
r
]
− c(r). (5.24)
But here, since we are considering a cyst-like geometry with a hollow central core region, we
need to apply that there is zero stress on the inner boundary i.e. σtrr(λr0) = 0. Upon applying
this boundary condition, we can determine Bt in terms of At, hence
Bt =
(λr0)
3
2(1− 2νt)
[
(1 + νt)
3
At + (1− νt)β′(λr0) + 2νtβ(λr0)
(λr0)
− (1 + νt)(1− 2νt)
Et
c(λr0)
]
. (5.25)
We here apply the fourth boundary condition that the radial stress is continuous over the outer
boundary i.e. σtrr(λr1) = σ
g
rr(r1), using (5.23) and (5.24). Upon doing so, we find that Bg is
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also given by
Bg = − Et(1 + νg)r
3
1
2Eg(1 + νt)(1− 2νt)
[
(1 + νt)
At
3
− 2(1− 2νt) Bt
(λr1)3
+ (1− νt)β′(λr1) + 2νtβ(λr1)
λr1
]
+
(1 + νg)
2Eg
r31c(λr1). (5.26)
So now we can eliminate Bg using (5.22) and (5.26), giving
At
3
[
λr31 +
Et(1 + νg)r
3
1
2Eg(1− 2νt)
]
=
Et(1 + νg)r
3
1
2Eg(1 + νt)(1− 2νt)
[
2(1− 2νt) Bt
(λr1)3
− (1− νt)β′(λr1)− 2νtβ(λr1)
λr1
]
+
(1 + νg)
2Eg
r31c(λr1)− r21β(λr1)−
Bt
λ2
− λr31 + r31. (5.27)
Next, we can substitute Bt from (5.25) into (5.27), in order to find At. This results in
At
3
[
λr31 +
Et(1 + νg)r
3
1
2Eg(1− 2νt) −
Et(1 + νg)r
3
0
2Eg(1− 2νt) +
(1 + νt)λr
3
0
2(1− 2νt)
]
=
Et(1 + νg)r
3
1
2Eg(1 + νt)(1− 2νt)
[(
r0
r1
)3(
(1− νt)β′(λr0) + 2νtβ(λr0)
λr0
− (1 + νt)(1− 2νt)
Et
c(λr0)
)
− (1− νt)β′(λr1)− 2νtβ(λr1)
λr1
]
+
(1 + νg)
2Eg
r31c(λr1)− r21β(λr1)
− λr
3
0
2(1− 2νt)
(
(1− νt)β′(λr0) + 2νtβ(λr0)
λr0
− (1 + νt)(1− 2νt)
Et
c(λr0)
)
− λr31 + r31.
So therefore, we have that
At =
[
Et(1 + νg)r
3
1
2Eg(1 + νt)(1− 2νt)
((
r0
r1
)3(
(1− νt)β′(λr0) + 2νtβ(λr0)
λr0
− (1 + νt)(1− 2νt)
Et
c(λr0)
)
− (1− νt)β′(λr1)− 2νtβ(λr1)
λr1
)
+
(1 + νg)
2Eg
r31c(λr1)− r21β(λr1)
− λr
3
0
2(1− 2νt)
(
(1− νt)β′(λr0) + 2νtβ(λr0)
λr0
− (1 + νt)(1− 2νt)
Et
c(λr0)
)
− λr31 + r31
][
λr31
3
+
Et(1 + νg)r
3
1
6Eg(1− 2νt)
(
1−
(
r0
r1
)3)
+
(1 + νt)λr
3
0
6(1− 2νt)
]−1
. (5.28)
By back-substituting the above At into Bt in (5.25) and then Bg in (5.22), we can find all of the
unknowns At, Bt and Bg.
See Figure 5.7 where we have chosen c again to be a constant of the form given in (5.4) by
c =
E
3(1− 2ν)γ.
We see that, as was the case for the contractile growing spheroid in Section 5.2.1, the stress is
always more positive than that in the non-contractile case. This is as expected again as c < 0
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Figure 5.7: Spatial variation of the radial stress within the growing, contractile cyst system.
The dashed blue line represents the boundary r = r1 and the black and red lines represent the
radial stress in the non-contractile model and contractile active stress model, respectively. Note
that the stresses in the growing region are not calculated at r/r0, but are calculated from the
point in the grown configuration which had initial radius r/r0. Parameters used are r1 = 2r0,
νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa, λ = 1.1 and c =
E
3(1−2ν)γ with γ = −0.05.
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(a) (b)
Figure 5.8: (a) In vitro tissue culture of a cyst embedded within an encapsulating gel. Γc, Γt and
Γg represent the inner void region, proliferating, contractile tissue (blue) and the surrounding
outer gel region (outer white), respectively. (b) Schematic representation of the decomposition
approach to modelling growth with contractility applied using the active strain method. The
proliferating, contractile shell is of initial inner and outer radii r0 and r1, respectively, and is
assumed to be encapsulated within a gel. The interim configuration represents the form the
spheroid would take if released entirely from stress and the final configuration is the actual
observed state after the elastic deformation has been applied to the interim configuration.
and we have that
σik =
E
1 + ν
(
ik +
ν
1− 2ν llδik
)
− c(r)δik
=
E
1 + ν
(
ik +
ν
1− 2ν llδik
)
− E
3(1− 2ν)γδik,
and so the contribution of the contractility to the stress is always positive. We move on now to
look at implementing the active strain approach into the cyst model, using the linear elasticity
framework.
5.3.2 Active strain approach
Here we apply the same technique used in Section 5.2.2, but now for the contractile, growing
cyst case. In this case we have a decomposition of the form shown in Figure 5.8.
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We here know, from (2.25), that the displacements in the outer and growing regions are
given by
ug =
Ag
3
r +
Bg
r2
,
ut =
At
3
r +
Bt
r2
,
respectively. In this case, the boundary conditions we apply are similar to those in Section 5.3.1,
only now some of the conditions are applied relative to the grown, contracted state. We find
that the boundary conditions in this case translate to:
1. There is no displacement in the far-field i.e. ug(r) = 0 as r →∞;
2. There is zero radial stress at the inner boundary i.e. σtrr(c(λr0)) = 0;
3. The outer boundary is in the same position when considering from within he growing
region and from within the outer region i.e. ug(r1) + r1 = ut(c(λr1)) + c(λr1);
4. The radial stress is continuous over the outer boundary i.e. σgrr(r1) = σ
t
rr(c(λr1)).
The first of the four boundary conditions implies that the displacement in the outer gel is
ug =
Bg
r2
.
We know that the stress in the outer region is given, similarly to (5.23), by
σgrr =
−2Eg
(1 + νg)
Bg
r3
,
but the stress in the growing region is now
σtrr =
Et
(1 + νt)(1− 2νt)
[
(1 + νt)
At
3
− 2(1− 2νt)Bt
r3
]
.
We now apply the second of the four boundary conditions that there is no radial stress at the
inner boundary, to find that
Bt =
1 + νt
6(1− 2νt)Atc
3(λr0). (5.29)
Using the third boundary condition that the outer boundary is in the same position when
considering from within the outer and growing regions results in
Bg = r
2
1
[
At
3
c(λr1) + c(λr1) +
Bt
c2(λr1)
− r1
]
. (5.30)
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Next we can implement our fourth boundary condition that the radial stress is continuous over
the outer boundary to find another equation for Bg, which is
Bg =
−Et(1 + νg)r31
2Eg(1 + νt)(1− 2νt)
[
(1 + νt)
At
3
− 2(1− 2νt) Bt
c3(λr1)
]
. (5.31)
We now substitute Bt from (5.29) into (5.30) and (5.31), so that we can eliminate Bg to find
At. Applying the substitutions leaves us with
Bg = r
2
1
[
At
3
(
c(λr1) +
1 + νt
2(1− 2νt)
c3(λr0)
c2(λr1)
)
+ c(λr1)− r1
]
, (5.32)
Bg =
−Et(1 + νg)r31
6Eg(1− 2νt)
[
At
(
1− c
3(λr0)
c3(λr1)
)]
, (5.33)
respectively. Eliminating Bg from the above two equations produces
At
(
c(λr1) +
1 + νt
2(1− 2νt)
c3(λr0)
c2(λr1)
)
+ 3c(λr1)− 3r1 = −Et(1 + νg)r1
2Eg(1− 2νt)
(
1− c
3(λr0)
c3(λr1)
)
At.
Upon solving the above equation for At, we find that
At =
6Eg(1− 2νt)c3(λr1)(r1 − c(λr1))
Et(1 + νg)(c3(λr1)− c3(λr0))r1 + Egc(λr1)(2(1− 2νt)c3(λr1) + (1 + νt)c3(λr0)) . (5.34)
We can then use this At to find all of the other unknown parameters, via back substitution. We
now plot this, alongside the results from Section 3.1 and Section 5.3.1 in Figure 5.9, where we
indeed see, as was the case for the contractile, growing spheroid in Section 5.2.2, that the radial
stress in the active strain method is always more positive than that in the active stress and
non-contractile cases. We note that all of the solutions are qualitatively similar for the constant
c chosen here. Of course for c = c(r), this may not be the case.
5.3.3 Check against non-contractile case
In the non-contractile case, we know from Section 3.1 (3.6) that
At =
6(1− λ)
2λ+ λ
(
r0
r1
)3 (
1+νt
1−2νt
)
+
Et(1+νg)
Eg(1−2νt)
(
1−
(
r0
r1
)3) ,
and from (3.3) that
Bt =
1 + νt
6(1− 2νt)(λr0)
3At.
We now check the results presented here in Sections 5.3.1 and 5.3.2 are consistent with those
shown previously.
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Figure 5.9: Spatial variation of the radial stress within the growing, contractile cyst system.
The black, red and blue lines represent the radial stress in the non-contractile model, contractile
active stress model and contractile active strain method, respectively. Note that the stresses
in the growing region are not calculated at r/r0, but are calculated from the point in the
grown configuration which had initial radius r/r0. Parameters used are r1 =
10
9 r0, νg = 0.45,
νt = 0.46, Eg = 5kPa, Et = 10kPa and λ = 1.1. In the active stress model we use c =
E
3(1−2ν)γ
with γ = −0.05 and in the active strain model we set c(r) = 0.95r.
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Active stress method
To check the active stress method, we need to set the contractile terms to zero. We find that
c(r) = 0 implies that β(r) = 0, and β′(r) = 0. We substitute these into (5.25) and (5.28) to see
that
Bt =
1 + νt
6(1− 2νt)(λr
3
0)At,
and
At = (1− λ)r31
(
λr31
3
+
Et(1 + νg)r
3
1
6Eg(1− 2νt)
(
1−
(
r0
r1
)3)
+
1 + νt
6(1− 2νt)λr
3
0
)−1
,
where one can see that dividing through by r31/6 gives the required result from the non-contractile
case, and therefore this active stress method can be transformed back to non-contractile case by
setting all the contractile terms to zero.
Active strain method
In order to check this method against the non-contractile case, we need to set the mapping in
the interim configuration back to the non-contractile version i.e. c(λr) = λr. Upon doing this
one can easily see from (5.29), where
Bt =
1 + νt
6(1− 2νt)Atc
3(λr0),
that this is the same as in the non-contractile case. Also by letting c(r) = λr and dividing (5.34)
through by Eg(1− 2νt)λ3r41, where (5.34) gives At as
At =
6Eg(1− 2νt)c3(λr1)(r1 − c(λr1))
Et(1 + νg)(c3(λr1)− c3(λr0))r1 + Egc(λr1)(2(1− 2νt)c3(λr1) + (1 + νt)c3(λr0)) ,
we see that we have the desired result from the non-contractile case. Therefore, we indeed revert
back to the non-contractile case when taking this map for the contractile terms.
5.3.4 Dynamics of the central lumen under the action of contractility
In Section 3.1 we modelled a non-contractile growing cyst and we saw in Section 3.1.3 that the
interior void could expand and shrink as a passive response to the surrounding tissue growth.
We would like to see if this is still the case when contractility is incorporated into the model.
Here we note that the inner expansion factor α0 is given in the active stress method by
α0 =
β(λr0)
r0
+
(
At
3
+ 1
)
λ+
Bt
(λr0)2r0
,
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where β(r), At and Bt are given in (5.20), (5.28) and (5.25), respectively, and the expansion
factor from the active strain case is given by
α0 =
(
At
3
+ 1
)
c
r0
+
Bt
c2r0
.
where At and Bt are given in (5.34) and (5.29), respectively. Recall in the non-contractile case
that the points where α0 = 1 were λ = 1 and λ =
Et(1+νg)
Eg(1+νt)
. For ease of reading here, let
Et(1+νg)
Eg(1+νt)
= λs.
We now plot these expansion factors against the growth factor λ to compare it to the non-
contractile case. Refer to Figure 5.10 where (a),(b) are plotted with parameter values such that
λs > 1 and (c),(d) such that λs < 1. We see in (a) that for no growth (λ = 1), the expansion
factor for the inner boundary is less than unity i.e. α0 < 1, and so is under contraction, for both
contractile models. We also observe that the point at which the inner hole is the same as its
initial size i.e. α0 = 1, occurs at a later growth in the active strain method compared to both
the non-contractile and active stress methods.
However, for regimes where λs < 1, such as in (c), we find that at the point of zero growth
i.e. λ = 1, the contractile models result in the inner void being expanded i.e. α0 > 1. It initially
seems counter-intuitive that under the action of contractility with no growth present, the inner
void can actually increase in size. However, this is due to the now comparably stiff outer gel
resisting the contraction and forcing the inner void to be pulled outwards. In (b) we see that,
under this parameter regime, implementing contractility results in the model predicting that
the inner void closes up at a larger value of growth than for the non-contractile case, and that
the active strain method predicts this closure later than both the active stress method and the
non-contractile case. We also see that this is still the case in (d) where λs < 1.
5.4 Discussion
We have here considered combining two popular methods for cell contraction which we incorpor-
ated into our models. The first approach is a method involving adding an additional term to the
stress tensor which accounts for the contractility of the tissue, and the second approach involves
applying the contractility to the interim grown configuration and then taking displacements and
stresses relative to this new interim grown and contracted configuration. In the active stress
approach, we thought of the contractility as being applied by an outside influence, whereas in
the active strain approach it was thought of as being part of the active network. We found
in both cases that the stress produced was less negative than that in the non-contractile case.
In the active stress case, this was due to the fact that the contribution to the stress from the
contractility was positive, since the relative change in volume was negative. In the active strain
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Figure 5.10: Expansion factor for the inner boundary α0 plotted as the growth progresses. The
black, red and blue lines represent the expansion factor in the non-contractile, the contractile
active stress method and the contractile active strain method, respectively. (a),(b) are plotted
with parameter values such that λs > 1 and (c),(d) are plotted such that λs < 1. (a),(c) Plotted
with smaller growth values to see the behaviour near λ = 1, whereas (b),(d) are plotted with
larger growth values to see the effect of contractility on the inner void closure point. Other
parameters used are r1 =
10
9 r0, νg = 0.45, νt = 0.46, Eg = 5kPa. In the active stress model
we use c(r) = E3(1−2ν)γ with γ = −0.05 and in the active strain model we set c(r) = 0.95r. In
(a),(b) we set Et = 10kPa such that λs ≈ 1.99 > 1 and in (c),(d) we set Et = 4kPa such that
λs ≈ 0.79 < 1.
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case this was because the contractility is applied at the interim configuration which means that
the interim configuration is closer to the final configuration than in the non-contractile case,
and hence results in a less negative stress. Here we considered the effects of adding a constant
contractility throughout the system, as an interesting addition, we could consider the effect of
changing the form of the contractility. In cases such as those of the cyst paradigm, we wouldn’t
expect the form of the contractility to affect the overall mechanics of the three approaches (non-
contractile, active stress, active strain) very much as the inner hole can help to ‘absorb’ any
effects from the contractility. However, in cases such as the growing spheroid, we could start to
see larger differences between the three approaches, as there is no longer a void into which the
material could freely move.
Expansion and shrinkage of the central void is also affected by the incorporation of the
contractility. We saw that, once again, the ratio of the stiffness of the growing annulus and the
surrounding gel played a vital role in determining the fate of the central void. In the active
stress method, we observed the possibility that even in regimes where
Et(1+νg)
Eg(1+νt)
< 1, the central
core could expand. This is due to the outer gel resisting the contractile pull, which can force
the inner void to expand, even in parameter regimes where the non-contractile model could not.
The active strain method fits well within our existing non-contractile framework, as it is an
extension of the decomposition method. However, there are issues relating to the separation
of the timescales between the contractile response and the elastic response, making this a less
desirable approach to incorporating contractility.
6
Nonlinear Elasticity
Due to its ability to deal with large strains, nonlinear elasticity is often the go-to tool for
solving the types of problems presented in Chapter 3. Here we question the necessity of using
nonlinear elasticity as opposed to the less complex linear elasticity framework developed here,
by generating nonlinear models for our spherically structured systems and comparing these to
the linear results. We look for parameter values which cause linear and nonlinear elasticity to
be similar enough as to warrant the use of the linear scheme, and whether these parameters are
biologically relevant to our problem.
Within the scope of nonlinear elasticity, there are two avenues of approach one can take with
regards to the properties of the nonlinear materials; the first is that of incompressible materials
and the second is to assume the materials are compressible. In many of the previous works
on nonlinear elasticity, it is common practice to take the route of modelling biological tissues
as incompressible [89, 91, 126]. However, we know that soft biological tissues actually have a
Poisson’s ratio of less than 0.50, typically in the range ν = 0.45 to ν = 0.49 [110], meaning that
they are slightly compressible. Because of this, here we focus on considering our tissues to be
compressible with a Poisson’s ratio close to 0.45.
A key element in any nonlinear model is deciding on the constitutive relation between the
stress and strain. Some of the most commonly studied models are the neo-Hookean, the Mooney-
Rivlin and the Blatz & Ko models [127–130], but there are many are other constitutive models
which exist, such as the Ogden model [131], the Fung model [132] or Yeoh model [133]. Here we
choose to focus on the neo-Hookean and Mooney-Rivlin models. We consider the neo-Hookean
model as this is a very natural extension into non-linear elasticity from linear elasticity. This is
because the neo-Hookean constitutive relastion closely resembles the linear elastic constitutive
relationship. We also choose to study the Mooney-Rivlin model as this model extends the
neo-Hookean model by introducing linear terms which depend upon the free energy into the
constitutive relation, and can also be reverted back to the neo-Hookean model with a choice of
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certain material parameters. We note that the neo-Hookean and Mooney-Rivlin models can be
derived as special cases of the Ogden model [134].
6.1 Introduction to the Theory of Nonlinear Elasticity
Before we are able to apply the nonlinear theory of elasticity, we first have to introduce the key
concept. In this section, we briefly introduce the theory of nonlinear elasticity and then use
these techniques to find solutions to our full tissue systems, which we compare to the results
from the linear theory of elasticity in Chapter 3. For a more detailed treatment of nonlinear
elasticity, see e.g. Holzapfel [134].
In the case of nonlinear elasticity, we require a distinction between the undeformed and
deformed configurations. This was not the case in the linear theory as the assumption is that
the deformations are small enough to not need this distinction, however, in the nonlinear theory,
since the deformations are of larger magnitude, this assumption no longer holds true. This
requirement of distinction leads to multiple measures of stress, depending on which configuration
the forces are considered from and which configuration the unit areas are considered from and
this same idea also holds true for the strains. We now introduce some of these measures of strain
and stress.
6.1.1 Strain tensors
The first tensor we introduce is the deformation gradient tensor F. The deformation gradient
tensor describes how a line element in the reference configuration maps into a line element in
the current configuration. This deformation gradient tensor is defined as
F =
∂χ
∂X
, (6.1)
where χ represents the map from the undeformed to the final configuration and X is the position
vector relative to the original undeformed configuration. These different coordinates systems
are often referred to as the material coordinates for the coordinates in the undeformed con-
figuration and spatial coordinates for the coordinates in the deformed configuration. Because
the definition of F contains elements from both the undeformed and deformed configurations,
it is known as a two-point tensor.
This deformation gradient tensor can then be linked to strain tensors in multiple different
ways. One of the key tensors is the Cauchy-Green strain tensor, which comes in two forms; a
left Cauchy-Green tensor and a right Cauchy-Green tensor, depending on the position of the
deformation gradient tensor F. These strain tensors give a measure of how the lengths and
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angles between line elements are changed between different configurations. The right Cauchy-
Green tensor (F is on the right) is a material tensor which means that it is associated with
the original configuration and it is defined as
C = FTF. (6.2)
Similar to the right Cauchy-Green tensor, we have the left Cauchy-Green tensor (F is on the
left) which is a spatial tensor, which means that it is defined in the deformed configuration.
This tensor is given by
b = FFT . (6.3)
We now introduce one more strain tensor, known as the Green-Lagrange strain tensor. The
physical interpretation of this tensor is that it describes the changes that occur between the
squared lengths of the line elements in the different configurations. This again is a material
tensor acting in the undeformed configuration and it is defined as
E =
1
2
(
FTF− I) , (6.4)
where I is the identity tensor.
6.1.2 Stress tensors
Now that we have outlined some of the different types of strain, we shall discuss some of the
measures for stress and how these differ from one another. Before we can effectively introduce
these stress tensors, we must discuss traction vectors. As with the linear theory, we can char-
acterise the force on the surface of our material in terms of surface traction vectors and their
unit normals. Only in the nonlinear theory, we need to differentiate between the reference and
current configuration. This can be done by saying that in the reference configuration we have
a surface element of dS at a position vector X with outward unit normal N and in the current
configuration we have ds, x and n for the surface element, position vector and outward unit
normal, respectively. This allows us to then say that the infinitesimal resultant force acting on
a surface element, given by df , can be expressed in terms of the traction vectors t = t(x, t,n)
and T = T(X, t,N) (t is some time at which we observe the current configuration and t = 0 is
the reference configuration) as
df = tds = TdS.
The vector t is known as the Cauchy traction vector and T is known as the first Piola-
Kirchhoff traction vector. This Cauchy traction vector acts on ds with outward normal n
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and is defined in the current configuration as the force per unit surface area (in the current
configuration). Similarly, T is the force per unit surface area in the reference configuration
acting on dS with outward normal N, but acts in the same direction as t. Now we can say that
these surface tractions t and T can be expressed in terms of stress tensors σ and P, by Cauchy’s
stress theorem, as
t(x, t,n) = σ(x, t)n,
T(X, t,N) = P(X, t)N. (6.5)
The stress tensor σ is the well known Cauchy stress tensor (as used in Chapter 3) and is a
spatial tensor, and P is known as the first Piola-Kirchhoff stress tensor. This stress tensor
P is a two-point tensor with the first and second index describing the spatial coordinates and
material coordinates, respectively. We can relate these two stress tensors by
σ = J−1PFT , (6.6)
where J = det(F) is the volume ratio. The volume ratio J is the relative change in volume
between the initial and final configurations, and if there is no change in volume in the system
then J = 1, as is the case for incompressible systems. Another useful measure for stress is the
second Piola-Kirchhoff stress tensor S, which is related to σ by
σ = J−1FSFT , (6.7)
and is also related to the first Piola-Kirchhoff stress tensor by
P = FS, (6.8)
and so we know that S is a material tensor. We can interpret this stress tensor S as a force in
the current (deformed) configuration mapped back to the original (undeformed) configuration
all divided by the corresponding area element in the original configuration i.e. if we have a force
vector in the deformed configuration df and we map this back to a force in the original con-
figuration df˜ = F−1df , then the second Piola-Kirchhoff stress tensor is given by the expression
SNdS = df˜ , where dS is the corresponding area element in the original configuration and N is
the unit normal of this area element.
6.1.3 Constitutive laws
There are multiple constitutive laws which can be adopted in the nonlinear theory of elasti-
city. The key to all the different constitutive laws lies in the strain-energy function. This
strain-energy function relates the deformation gradient to the energy stored by the material
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undergoing deformation, and, for isotropic materials, is usually expressed in terms of the invari-
ants of the Cauchy-Green tensor. Now, as an example, the neo-Hookean constitutive law for an
incompressible material is
Ψ =
µ
2
(I1 − 3), (6.9)
where µ = E2(1+ν) and I1 = tr(C) = tr(F
TF), with C the right Cauchy-Green deformation
tensor and F the deformation gradient tensor, as defined above [134]. Later we shall look at
some other forms for the strain-energy function, but for now we only consider neo-Hookean
materials. Throughout the remainder of this chapter, we will take this shear modulus µ to be
of the same form as in our previous linear elasticity work i.e. µ = E2(1+ν) , as is the case in
e.g. [127,130].
Now that we have introduced some of the concepts which we will utilise in this Chapter, we
move on to applying this finite theory of elasticity to our problem under consideration.
6.2 Modelling the Growing Tissue
We here again use the symmetry of the problem to utilise spherical coordinates throughout
the system. We also apply the notion of multiple natural configurations, similarly to that of
the linear case, to allow us to split our system into three configurations; an initial, stress-
free reference (undeformed) configuration, a grown, stress-free configuration and a final current
(deformed) configuration. This splitting into three configurations will lead to three different
deformation gradient tensors, one for each stage of the deformation; F for the map from the
undeformed to the final configuration, Fg for the map from the reference configuration to the
grown configuration and Fe for the map from the grown to the final configuration, as can be
seen in Figure 6.1. These tensors are then used to determine the deformations throughout the
system.
We assume that our tissue is isotropically growing. Thus, we now define our explicit map
from the original undeformed configuration to the current configuration as
r = Λ(R),
θ = Θ,
φ = Φ, (6.10)
where R, Θ, Φ are the spherical coordinates in the original configuration and r, θ, φ are the
spherical coordinates in the current configuration, in the radial, azimuthal and polar directions,
respectively. We note that symmetry arguments under isotropic growth lead to θ and φ being
fixed, as was also the case in the linear scheme.
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Figure 6.1: Representation of the decomposition method to modelling growth. This involves
splitting the deformation into a grown, stress-free interim configuration and then applying an
elastic response to give a final deformed configuration.
6.2.1 Deformation gradient tensors
The next step in applying the nonlinear theory of elasticity is to compute the deformation
gradient tensor F for our map defined above in (6.10). We note that the deformation gradient
tensor can also be written
F = Grad(χ),
where here Grad(χ) is given by
Grad(χ) =
∂χ
∂R
eR +
1
R sin Φ
∂χ
∂Θ
eΘ +
1
R
∂χ
∂Φ
eΦ, (6.11)
and for generality, here
χ = χrer + χθeθ + χφeφ,
recalling that θ is in the azimuthal direction and φ is in the polar direction. In order in compute
this gradient given in (6.11), we need to determine how the derivatives with respect to R, Θ and
Φ act on the unit vectors er, eθ and eφ. We know that the unit vectors in spherical coordinates
are given by
er = (cos θ sinφ, sin θ sinφ, cosφ)
T ,
eθ = (− sin θ, cos θ, 0)T ,
eφ = (cos θ cosφ, sin θ cosφ,− sinφ)T . (6.12)
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Due to our map being θ = Θ and φ = Φ, and the fact that the above unit vectors are independent
of r, we know that the derivatives of the unit vectors with respect to R, Θ and Φ are
∂er
∂R
= 0,
∂er
∂Θ
= eθ sinφ,
∂er
∂Φ
= eφ,
∂eθ
∂R
= 0,
∂eθ
∂Θ
= −eφ cosφ− er sinφ, ∂eθ
∂Φ
= 0,
∂eφ
∂R
= 0,
∂eφ
∂Θ
= eθ cosφ,
∂eφ
∂Φ
= −er. (6.13)
Taking the above derivatives into account, we find from (6.11) that
F = Grad(χ) =
(
∂(χrer)
∂R
+
∂(χθeθ)
∂R
+
∂(χφeφ)
∂R
)
eR
+
1
R sin Φ
(
∂(χrer)
∂Θ
+
∂(χθeθ)
∂Θ
+
∂(χφeφ)
∂Θ
)
eΘ
+
1
R
(
∂(χrer)
∂Φ
+
∂(χθeθ)
∂Φ
+
∂(χφeφ)
∂Φ
)
eΦ
=
(
∂χr
∂R
er +
∂χθ
∂R
eθ +
∂χφ
∂R
eφ
)
eR
+
1
R sin Φ
((
∂χr
∂Θ
− χθ sinφ
)
er +
(
χr sinφ+
∂χθ
∂Θ
+ χφ cosφ
)
eθ +
(
∂χφ
∂Θ
− χθ cosφ
)
eφ
)
eΘ
+
1
R
((
∂χr
∂Φ
− χφ
)
er +
∂χθ
∂Φ
eθ +
(
χr +
∂χφ
∂Φ
)
eφ
)
eΦ. (6.14)
This form for the deformation gradient tensor is for a general map in spherical coordinates χ,
but in our case χ = Λ(R)er, and hence χr = Λ(R), χθ = 0 and χφ = 0. Therefore
F =
dΛ(R)
dR
ereR +
Λ(R)
R
eθeΘ +
Λ(R)
R
eφeΦ.
Note that in this case er = eR, eθ = eΘ and eφ = eΦ. So now we know that the deformation
gradient tensor is
F =

Λ′(R) 0 0
0 Λ(R)R 0
0 0 Λ(R)R
 . (6.15)
To incorporate growth into our model, we again choose the method of multiple natural con-
figurations. This means that in our growing regions we will have a different F to that of the
non-growing regions. Since in the non-growing regions we have that F = Fe (as there is no
interim configuration and hence no Fg term), the deformation gradient tensor in these regions
will be equal to that as in (6.15). However, in the growing regions we have that F = FeFg
and hence Fe = FF
−1
g . We are interested in Fe because it is used to calculate the stresses and
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strains experienced by the tissue, as it the elastic deformation applied after the growth. Fg is
a known quantity relating to the growth, which, as we assume isotropic growth, takes the form
(assuming only radial dependence)
Fg =

g(R) 0 0
0 g(R) 0
0 0 g(R)
 = g(R)I, (6.16)
where g(R) is some known growth function. This allows us to find that in the growing regions,
the elastic deformation gradient tensor Fe is given by
Fe = FF
−1
g =
1
g(R)
F =

Λ′t(R)
g(R) 0 0
0 Λt(R)g(R)R 0
0 0 Λt(R)g(R)R
 := Ft, (6.17)
where we note that the subscript t is a label for the growing tissue region, as a reminder that Λ
will be different in the growing and non-growing regions.
When we introduce growth into a model using the decomposition approach, we can take all
deformations relative to the interim grown configuration. This means that, for the remainder
of this chapter, whenever we refer to the deformation gradient tensor F, we are referring to the
elastic response term Fe, which for the growing region, we call Ft. We note that F = Fe in the
non-growing regions, anyway.
Now that we have determined the elastic deformation gradient tensor in both the growing
and non-growing regions, we can use it to find the stresses, which are given in terms of F.
The second Piola-Kirchhoff stress tensor S can be rewritten in terms of the invariant of the
invariants of the Cauchy-Green deformation tensor I1, I2 and I3, and the Cauchy-Green stress
tensor C itself. This alternate form for S is known to be
S = 2
[(
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
I− ∂Ψ
∂I2
C + I3
∂Ψ
∂I3
C−1
]
, (6.18)
where I1 = tr(C), I2 =
1
2 [(tr(C))
2 − tr(C2)], I3 = det(C) and Ψ is some strain-energy function,
introduced in (6.9) [134]. The invariant I3 is also defined as I3 = J
2, where J is the volume
ratio, introduced in Section 6.1.2. Here, given a strain-energy function, we can fully determine
the second Piola-Kirchhoff stress by using the deformation gradient tensor F. Once we have
this, we can use (6.8) to find the first Piola-Kirchhoff stress tensor given by
P = FS.
We can then apply this to the equilibrium equation of
Div (P) = 0,
6.2 Modelling the Growing Tissue 125
which will result in ODEs being formed, which we must solve for Λ(R). To solve the above, we
must first convert the equation of equilibrium into spherical coordinates. See Appendix ?? for
this conversion, from which we find that the three components for the divergence of the first
Piola-Kirchhoff stress tensor are given by
∂PRR
∂R
+
2
R
(PRR − PΘΘ) = 0,
1
R sin Φ
∂PΘΘ
∂Θ
= 0,
1
R
∂PΦΦ
∂Φ
= 0. (6.19)
Recall that we here find P by first substituting a strain-energy function into the second
Piola-Kirchhoff stress tensor S in (6.18) and then transforming this to the first Piola-Kirchhoff
stress tensor with (6.8). Now we move on to implement this by choosing a strain-energy function
Ψ.
6.2.2 Compressible tissues - Undeformable core case
We here assume that all the materials in our models are compressible. Throughout this section,
we consider a system which consists of a solid, undeformable central core, surrounded by a
growing annulus, all embedded within a non-growing outer gel, similar to that of the ovarian
follicle paradigm in Chapter 3 Section 3.2; see Figure 6.2 for the schematic and corresponding
map in this case.
Here we consider the addition of a neo-Hookean constitutive relation. We know that the
compressible form for the neo-Hookean strain-energy function is given by
Ψ =
µ(1− 2ν)
2ν
(
I−β3 − 1
)
+
µ
2
(I1 − 3), (6.20)
where β = ν1−2ν , µ =
E
2(1+ν) , I1 = tr(F
TF) and I3 = det(F)
2 = J2 [134]. Note here that in the
incompressible limit I3 = 1 and so the strain-energy function for incompressible tissues reduces
to Ψ = µ2 (I1 − 3). We can then substitute this compressible strain-energy function Ψ into the
second Piola-Kirchhoff stress tensor, given in (6.18) by
S = 2
[(
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
I− ∂Ψ
∂I2
C + I3
∂Ψ
∂I3
C−1
]
.
Noting that Ψ = Ψ(I1, I3), we find that the second Piola-Kirchhoff stress tensor is
S = µI− µJ−2βC−1
= µI− µJ−2β (FTF)−1 ,
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(a) (b)
Figure 6.2: (a) In vitro tissue culture of a general two-phase tissue embedded within an encap-
sulating gel. Γc, Γt and Γg represent the inner non-proliferating, undeformable tissue (green),
proliferating tissue (blue) and the surrounding outer gel region (white), respectively. (b) Schem-
atic representation of the decomposition approach to modelling growth, with a proliferating
shell of initial inner and outer radii R0 and R1, respectively, again assumed to be encapsulated
within a gel. The interim configuration is defined by a growth function g(R), and due to the
map chosen in (6.10), the final configuration is defined by Λ(R).
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and therefore, using (6.8), the first Piola-Kirchhoff stress tensor is
P = µF− µJ−2βF (FTF)−1 ,
and since F is symmetric and diagonal we know that
P = µ
(
F− J−2βF−1
)
. (6.21)
Similarly to that in Section 6.2.1, we know that, in the non-growing regions, the deformation
gradient tensor is given by
F =

Λ′(R) 0 0
0 Λ(R)R 0
0 0 Λ(R)R
 , (6.22)
and in the growing regions is given by
Ft =

Λ′t(R)
g(R) 0 0
0 Λt(R)g(R)R 0
0 0 Λt(R)g(R)R
 , (6.23)
where g(R) is some known growth function. Note the subscript t is just an indicator for the terms
relating to the growing tissue region. Recalling that the volume ratio J is given by J = det(F),
we have that
J =
Λ′Λ2
R2
, Jt =
Λ′tΛ2t
g3R2
, (6.24)
in the non-growing and growing regions, respectively. So now we can use (6.21) alongside (6.22),
(6.23) and (6.24), to find that the first Piola-Kirchhoff stresses in the non-growing and growing
regions are given by
P = µ
(
diag
(
Λ′,
Λ
R
,
Λ
R
)
−
(
Λ′Λ2
R2
)−2β
diag
(
1
Λ′
,
R
Λ
,
R
Λ
))
, (6.25)
Pt = µt
(
diag
(
Λ′t
g
,
Λt
gR
,
Λt
gR
)
−
(
Λ′tΛ2t
g3R2
)−2βt
diag
(
g
Λ′t
,
gR
Λt
,
gR
Λt
))
, (6.26)
respectively, where diag(x1, x2, x3) is a 3× 3 matrix with main diagonal entries x1, x2, x3.
By using the decomposition approach, we have found an expression for the first Piola-
Kirchhoff stress tensor in each region. We are now required to solve the equilibrium equation
Div P = 0,
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for each region. Since our map and coordinates are defined in spherical coordinates, we use the
form of the equilibrium equation found in (6.19), only here we note that P = P(R), from which,
the only non-trivial equilibrium equation is
dPRR
dR
+
2
R
(PRR − PΘΘ) = 0. (6.27)
Now we must substitute the two first Piola-Kirchhoff stress tensors found in (6.25) and (6.26)
into the above to create the ODEs which we are required to solve.
Determining the ODEs and boundary conditions
Considering now the behaviour of the stress from within the growing region, we can substitute
the first Piola-Kirchhoff stress for the growing region, given in (6.26), into our equilibrium (6.27).
This creates a nonlinear second order ODE to be solved. Upon performing this substitution, we
find that the resulting ODE is
Λ′′t
g
+
2
R
(
Λ′t
g
− Λt
gR
)
− g
′Λ′t
g2R
+ g
(
Λ′tΛ2t
g3R2
)−2βt (
(2βt + 1)
Λ′′t
Λ′2t
+ 2(2βt + g)
(
1
Λt
− 1
Λ′tR
)
+ (6βt + 1)
g′
gΛ′t
)
= 0. (6.28)
We can perform a similar substitution to this, whilst considering from within the outside region.
So now, we substitute (6.25) into the equilibrium equation in (6.27) to find that the second order
nonlinear ODE for the outer region is
Λ′′ +
2
R
(
Λ′ − Λ
R
)
+ (2β + 1)
(
Λ′Λ2
R2
)−2β (
Λ′′
Λ′2
+ 2
(
1
Λ
− 1
Λ′R
))
= 0. (6.29)
As was the case with the linear elasticity work, we here once again require multiple boundary
conditions to be able to fully solve this system. As was previously the case throughout Section
3.2, we again, due to the fact that the central core is solid and immovable, need to impose that
the inner boundary is at the same position in the original configuration and the final deformed
configuration. So in this case, we say that the inner boundary R = R0 maps to the point
rt = Λt(R0) = R0, resulting in a boundary condition of
Λt(R0) = R0. (6.30)
We also need to ensure that the radial stress is continuous over the outer boundary, as in Chapter
3. Due to Λ being a function of R here, we split this continuity of radial stress into two equations
to make it more readable; one for the outside region and one for the growing region. We say that
at the boundary, the stress is some unknown stress σ0, but we apply this to both the outside
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and growing equations, so that we can equate the two expressions to eliminate σ0. Hence, from
within the growing region, we have at the outer boundary that
µt
[
Λ′t
g
−
(
λ′tλ2t
g3R2
)−2βt g
Λ′t
]
= σ0 at R = R1, (6.31)
and from within the outer region, we have that
µ
[
Λ′ −
(
λ′λ2
R2
)−2β
1
Λ′
]
= σ0 at R = R1, (6.32)
recalling that Λ is a function of R here. Since we have two second order ODEs, we require
four boundary conditions to fully solve this system. The two remaining boundary conditions
are similar to those used throughout Chapter 3. The first of these conditions is that we need to
ensure there is no displacement in the far field. In this case, we know that the displacement in
the outer region is given by u(R) = r − R = Λ(R) − R, and so we need that Λ(R) = R in the
far field. To avoid having to say that Λ(R) → ∞ as R → ∞, we can further reduce Λ(R) = R
to Λ′(R) = 1 in the far field. Therefore, the third boundary condition is that
Λ′(R) = 1 as R→∞, (6.33)
leaving only one boundary condition left to be determined. This last condition is created from a
similar logic to that in Chapter 3, where we said that the boundary is in the same position when
considering from within the outer region and from within the growing region. This then led to
the introduction of the term α1, which represented the expansion factor of the outer boundary,
and was then eliminated by equating the α1 found from considering within the growing region
to that found within the non-growing region. We here use this same idea, but we note that the
spatial coordinate r represents the position of the material in the final deformed configuration.
Therefore, we essentially have that r evaluated at R1 is equivalent to α1R1 i.e. Λ(R1) = α1R1.
Applying this same idea to the growing region, we also have that Λt(R1) = α1R1, which then
leads, by eliminating α1R1, to Λ(R1) = Λt(R1) i.e. Λ is continuous over the outer boundary.
Hence, our final boundary condition is that
Λt(R1) = Λ(R1). (6.34)
We have now determined the ODEs which we must solve, and the respective boundary conditions.
We now move on to solving these ODEs and discuss the technique used for doing so.
6.3 Creating and Checking the ODE Solver
The aim of this section is create a solver for the nonlinear ODE system, which we will check by
comparing the computational results found here to analytical results from the linear schemes
(either presented here or in Chapter 3).
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We now have two second order nonlinear ODEs to solve in (6.28) and (6.29), with four
boundary conditions, given in (6.30)-(6.34), noting that (6.31) and (6.32) can be combined into
a single expression by eliminating σ0.
There are several choices which could be considered when deciding on the method of solving
a nonlinear ODE system; just two examples of these are a finite difference approach and a
shooting approach. We note that both finite difference and shooting approaches are commonly
used within the elasticity literature. As examples, see [90] where a finite difference scheme is
chosen to solve their nonlinear ODE, whereas [108] choose to apply the fourth order Runge-
Kutta scheme. Shooting methods such as the Runge-Kutta are arguably easier to apply than
finite difference schemes, however, due to the fact that both methods are commonly used within
the elasticity community, the convergence times between the two methods are not drastically
different [135] and personal familiarity with finite difference schemes is greater than shooting
methods, we choose here to adopt a finite difference scheme to approximate the first and second
derivatives of Λ, and solve the nonlinear ODEs.
For this computation, we consider discretising our domain by splitting it into two regions; the
outer region and the growing region, which will be discretised separately. Hence, the growing
region and outside region are R0 ≤ R ≤ R1 and R1 ≤ R ≤ R∞, where 1  R∞, respect-
ively. After discretising, we approximate the first derivatives by generating a first order central
difference approximation of the form
Λ′(R) ≈ Λ(R+ h)− Λ(R− h)
2h
,
where h is the distance between two discretised points in R. Similarly for the second derivatives,
we again use a central difference approximation of the form
Λ′′(R) ≈ Λ(R+ h)− 2Λ(R) + Λ(R− h)
h2
.
Note that the two above expressions both have a second order error i.e. an error of O(h2). These
approximations are then applied to the ODEs in (6.28) and (6.29) for each point in the mesh,
with the end points being found from the boundary conditions. Note that to approximate the
derivatives at the end points, we use a forward or backward difference approximation, depending
on whether we are approximating the first or last point, respectively i.e. at the last point we
approximate the derivative with
Λ′(R) ≈ −Λ(R) + 4Λ(R− h)− 3Λ(R− 2h)
2h
,
and at the first point with
Λ′(R) ≈ −3Λ(R) + 4Λ(R+ h)− Λ(R+ 2h)
2h
.
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This then allows the use of MATLAB’s fsolve function, which uses a quasi-Newton method
to solve the resulting system of nonlinear equations. We now apply the above method to our
nonlinear system. Throughout the remainder of this chapter we use a tolerance of 10−12 within
the ODE solver.
6.3.1 Checking the ODE solver - Linear solution
We have produced a finite difference ODE solver in MATLAB, following a similar method to
that outlined above. But before we attempt to solve the full ODE system presented in Section
6.2.2, we shall perform multiple checks on our solver to ensure that it is accurate and producing
correct solutions. In order to perform these checks, we can use knowledge of the nature of
linear and nonlinear elasticity. For example, if, in the framework of nonlinear elasticity, we take
a deformation which produces a small strain i.e. a small deformation, then we should closely
recover the linear solution from the nonlinear scheme.
Before we apply the solver to the full nonlinear problem, we first introduce multiple linear
problems with analytical solutions, which we compare to the ODE solver. We first check the
accuracy of the solver with a simple linear system without incorporating any growth, we then
consider the addition of growth into the solver, and finally we check against the growing system
with an undeformable core, presented in Section 3.2. We then move on to the full nonlinear
system in the following section.
Solid centred linear annulus under pressure
We here consider a linear elastic annulus with a solid undeformable centre, all under a com-
pressive force applied at every point on the outer boundary of the annulus region, as shown in
Figure 6.3. We solve this problem analytically and computationally, utilising linear elasticity in
both cases, which we compare to each other.
The above system in the framework of linear elasticity results in having to solve an ODE of
the form
∇ · u = constant,
which results in
u =
A
3
r +
B
r2
,
with boundary conditions of
ut(R0) = 0,
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(a) (b)
Figure 6.3: (a) In vitro tissue culture of a non-deformable centred tissue embedded within an
encapsulating gel. Γc, Γt and Γg represent the inner non-deformable core (green), proliferating
tissue (blue) and the surrounding outer gel region (white), respectively. (b) A pressure of σ0
applied at all points of the outer boundary.
and
Et
(1 + νt)(1− 2νt)
(
(1− νt)u′t + 2νt
ut
R
)
= σ0 at R = R1,
where σ0 is the pressure which is applied onto the outer boundary.
We know that the analytical solution to the linear problem is given by
ut(R) =
At
3
R+
2Bt
R3
,
where
At =
3σ0R
3
1(1 + νt)(1− 2νt)
Et
(
(1 + νt)R31 + 2(1− 2νt)R30
) ,
Bt = −At
3
R30.
We now compare this analytical solution to that given by our nonlinear solver. For the solver to
be able to correctly find a solution to the ODEs, we must supply an initial guess. Throughout
this section, because we have analytical solutions to the linear problems, we choose to take these
as the initial guesses for the numerical scheme.
In order to make a comparison between the two solutions, we do not take an absolute
difference of the solutions, as this doesn’t give us much useful information i.e. a difference of
O(10−5) is a small difference if the magnitudes of the original elements are in the range of O(102),
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Figure 6.4: Relative error between the numerical and analytical solution of the linear non-
deformable centred annulus under an applied pressure, against the step-size h. The relative
error is calculated using (difference in solutions)/(analytical solution) for each point in the
mesh. Other parameters are νt = 0.46, Eg = 5kPa and R1 = 2R0.
say, but would be a large difference if the elements had magnitude of O(10−6), say. Therefore,
we shall consider a relative difference whereby we take the magnitude of the difference of the
two solutions and divide it by the magnitude of one of the solutions. In other words, if x1 and
x2 are the numerical and analytical solutions, then we say that the relative error between the
two solutions is
error =
||x1 − x2||
||x1|| ,
where here, if possible, we choose x1 to be the analytical linear solution.
Upon applying this comparison method to our solutions, we find that the two solutions have
a relative error of O(10−5), as can be seen in Figure 6.5 where we have plotted these errors for
multiple values of the applied pressure σ0. We also check here that reducing the step-size of the
mesh increases the accuracy of the solution. Refer to Figure 6.4, where we confirm that this is
indeed the case.
First of all, this means that the solutions from the nonlinear solver are converging to the
correct solution, and secondly, we consider the magnitude of the relative error to be sufficiently
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Figure 6.5: Relative error between the numerical and analytical solution of the linear non-
deformable centred annulus under an applied pressure. The relative error is calculated using
Maximum(difference in solutions/analytical solution). Other parameters are νt = 0.46, Et =
10kPa, R1 = 2R0 and ht ≈ 10−3.
small as to deem the code to be running at a sufficient accuracy. We perform a further check
upon the accuracy of the ODE solver in the ‘Linear solid centred growing annulus’ case following.
Specifically, we ensure that our choice of the far-field boundary location within the code does
not have an effect upon the accuracy of the solution.
Linear elastic growing spheroid
Now that we have determined that our numerical code is of appropriate accuracy (at least in the
case presented above), we can move on to a slightly more complex system which will allow us
implement growth. We want to check this case just to ensure that we are applying the growth
correctly within our code. So now we shall apply a similar procedure to above, but to the case
of a linear elastic growing spheroid embedded in a constraining linear outside gel, similarly to
in Chapter 3 Section 2.3; see Figure 2.4(a) for a schematic. So here we are required to solve
∇ · u = constant,
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with boundary conditions of
ut(0) = 0,
Et
(1 + νt)(1− 2νt)
(
(1− νt)u′t + 2νt
ut
R
)
= σ0 at R = λgR1,
Eg
(1 + νg)(1− 2νg)
(
(1− νg)u′ + 2νg u
R
)
= σ0 at R = R1,
u(R) = 0 as R→∞,
ut(λgR1) + λgR1 = u(R1) +R1,
where λg is the growth factor used throughout the previous linear works (previously called λ),
and is not to be confused with Λ which represents the map from the undeformed to the final
deformed configuration here. We know that the analytical solution to this problem, which was
shown in Chapter 3 Section 2.3, is
α1 =
Et
Eg
(1 + νg)λg + 2(1− 2νt)λg
Et
Eg
(1 + νg) + 2(1− 2νt)λg
.
When we apply a similar comparison technique of calculating the relative error to above, we
again find that the analytical and numerical solutions are in sufficient agreement, as the relative
error between the two solutions is O(10−5).
Linear solid centred growing annulus
We here apply the same error check to the linear counterpart of the nonlinear problem presented
in Section 6.2.2 i.e. a growing linear annulus with a solid immovable centre, embedded in a linear
outside gel; see Figure 6.2 for a schematic. By using the solution found in Chapter 3 Section
3.2, we find that, once more, our nonlinear solver generates results with good agreement to the
analytical solution, as can be seen in Figure 6.6, where we see a relative error of O(10−4).
We also check here that the value chosen to represent the boundary at infinity within the
code (R∞) doesn’t have an effect upon the accuracy of the solution. We can see in Figure 6.7
that once the value for R∞ reaches approximately 12R1, further increasing R∞ has no discernible
effect upon the solution accuracy.
6.4 Solving the Second Order Nonlinear ODEs
We have seen in the cases of the linear pressured annulus, linear growing spheroid and the solid
centre growing linear spheroid, that the numerical solutions are close the analytical solutions.
Since the code is running with sufficient accuracy, we now move on to implementing the full
nonlinear code. We do this using similar techniques as in Section 6.3.1, but, in changing to the
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Figure 6.6: Relative error between the numerical and analytical solution of the linear non-
deformable centred growing spheroid embedded in a constraining outside gel, whilst vary-
ing the growth factor λg. The relative difference is calculated using Max(difference in solu-
tions/analytical solution). Other parameters are νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa,
R1 = 2R0, hg ≈ 4 · 10−2, ht ≈ 2 · 10−3 and R∞ = 20R1.
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Figure 6.7: Relative error between the numerical and analytical solution of the linear non-
deformable centred growing spheroid embedded in a constraining outside gel, whilst varying
the far-field boundary R∞. The relative difference is calculated using Max(difference in solu-
tions/analytical solution). Other parameters are νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa,
R1 = 2R0, λg = 1.2 and ht ≈ 2 · 10−3.
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nonlinear scheme, we no longer have an analytical solution to compare to our numerical results.
Since we do not have the analytical solution we also do not know the form that the initial guess
should take. However, as previously mentioned, we do know that for small deformations, the
nonlinear system should be very well approximated by the linear solution. This fact means that
if we have small growth, we can use the linear solution as an initial guess for our nonlinear
solution. If we were interested in cases where there is larger growth and deformations, and the
linear solution is no longer a viable initial guess, we can take small, increasing iterations in the
growth. This means that we could start with a growth small enough for the linear solution to
be viable for an initial guess, and then use the solution to this problem as an initial guess for
the next growth step. We can continue to repeat this process until we reach the desired value
of growth.
Once we have implemented this new nonlinear code, and tested its robustness, we move on to
the main aim of this section - to find the differences between the nonlinear and linear solutions
and to find the parameter spaces where these differences occur i.e. find the regimes where the
linear solution remains accurate enough to be able to be used as a viable tool for solving our
system, and see if these regimes occur in a biologically relevant part of the parameter space.
6.4.1 Nonlinear growing annulus with an undeformable core
In the previous section, we looked at the cases of the growing linear spheroid and linear pressured
annulus, but these were considered to check the correct implementation and accuracy of the
numerical code. Since we have deemed the solver to be running at a sufficient accuracy, for
the remainder of this chapter we consider a nonlinear growing spheroid with a solid immovable
centre, embedded within a nonlinear outside gel, using the same schematic as in Figure 6.2,
where all of the solids are considered to be nonlinear in nature. We take this as the model of
choice because we showed in Chapter 3 that the system with an elastic core showed very similar
results to those from the less complex solid, immovable core system.
Here we check the behaviour of the nonlinear scheme when we take a small growth. We
expect, for small growth, to have a close match between the nonlinear and linear solutions.
Once we have ensured that we see the expected behaviour for small growth, we will then look
at the differences between the nonlinear and linear solutions for a larger growth and a given set
of parameters. Therefore, for now, we fix the size and the mechanical properties of the growing
tissue and the outer gel i.e. fix R0, R1, Et, Eg, νt and νg, allowing us to check that the solutions
are not drastically varying from the linear solutions. We here set our mechanical parameters
to be R0 = 1, R1 = 2, Et = 10, Eg = 5, νt = 0.46 and νg = 0.45, as to be consistent with
the results shown in Chapter 3. Recall that the nonlinear system for a solid centred growing
6.4 Solving the Second Order Nonlinear ODEs 139
annulus, presented in Section 6.2.2, is given by
Λ′′t
g
+
2
R
(
Λ′t
g
− Λt
gR
)
− g
′Λ′t
g2R
+ g
(
Λ′tΛ2t
g3R2
)−2βt (
(2βt + 1)
Λ′′t
Λ′2t
+ 2(2βt + g)
(
1
Λt
− 1
Λ′tR
)
+ (6βt + 1)
g′
gΛ′t
)
= 0.
for the growing region, and
Λ′′ +
2
R
(
Λ′ − Λ
R
)
+ (2β + 1)
(
Λ′Λ2
R2
)−2β (
Λ′′
Λ′2
+ 2
(
1
Λ
− 1
Λ′R
))
= 0.
for the non-growing region, with boundary conditions of
λt(R0) = R0,
µt
[
Λ′t
g
−
(
λ′tλ2t
g3R2
)−2βt g
Λ′t
]
= σ0 at R = R1
µ
[
Λ′ −
(
λ′λ2
R2
)−2β
1
Λ′
]
= σ0 at R = R1,
Λ′(R) = 1 as R→∞,
Λt(R1) = Λ(R1).
In order to solve the system above, we must supply an expression for the growth g(R); to
follow the same scaling used in throughout the linear works, we shall set the growth to be of the
form
g(R) = λg,
where λg is the growth factor used throughout the previous chapters. We now use the ODE
solver to find the solution to the nonlinear system given above, which we then compare to the
analytical linear solution, by taking a relative error of the two solutions. We then repeat this
whole process for a multiple values of the growth λg. This allows us to check that as the growth
is reduced, the linear and nonlinear solutions converge to one another, as expected. Refer to
Figure 6.8(a) where the maximum relative error between the nonlinear and linear models is
plotted against a varying growth λg. We can indeed see that as λg → 1, the maximum relative
error tends towards zero, and as the growth factor increases then the two solutions begin to
differ more substantially from one another, although still within reasonable bounds (roughly
4% difference for λg = 1.5, which equates to growing to approximately 3.38 times the original
volume).
For reference, the solution to the nonlinear ODE system presented in Section 6.2.2 is shown
in Figure 6.8(b) by the blue curve, and the solution to the equivalent linear problem has also
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Figure 6.8: (a) The maximum relative error between the linear and nonlinear numerical solutions
for a growing annulus with a non-deformable core plotted as the growth factor λg varies. The
relative difference is calculated using (difference in solutions)/(linear solution) for each point in
the mesh. (b) The spatial variation of the solution for Λ, where the linear solution is shown in
red and the nonlinear solution is shown in blue. Other parameters are νg = 0.45, νt = 0.46,
Eg = 5kPa, Et = 10kPa, R1 = 2R0, hg ≈ 2 ·10−2, ht ≈ 2 ·10−3, R∞ = 25R1 and in (b) λg = 1.2.
been plotted in red. As we can see in both Figure 6.8(a) and Figure 6.8(b), the linear and
nonlinear solutions are clearly quite similar for this given set of parameters (note that λg = 1.2
in Figure 6.8(b)).
6.4.2 Comparison to the linear model
Although it is the case here that the solutions appear to be very similar, we would like to test
if the same holds true in other parameter regimes. In order to do this, we here look at the error
between the two solutions again, whilst varying the stiffnesses of the growing and outer regions,
and also varying the thickness of the annulus region. We here fix the values for the Poisson’s
ratio for both the growing and non-growing regions to νt = 0.46 and νg = 0.45.
This is plotted in Figure 6.9 where we see that varying the initial thickness of the growing
region R1/R0 has minimal effect upon the difference between the two solutions for most values
of R1/R0. However, we do see start to see an effect once we reach a region where R1 is close to
R0 i.e. once the growing annulus becomes relatively thin. Upon reaching this region, we can see
that the two solutions start to become more similar. We also see from Figure 6.9 that the ratio
of the stiffness of the growing and outside regions has a large effect on the differences between
the two solutions. We can see that where the growing region is softer than the outside region,
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Figure 6.9: Shows how the maximum relative error between the neo-Hookean nonlinear and lin-
ear solutions changes as Et/Eg and R1/R0 vary. The relative error is calculated using (difference
in solutions)/(linear solution) for each point in the mesh and other parameters are νg = 0.45,
νt = 0.46, λg = 1.2, hg ≈ 3 · 10−2, ht ≈ 3 · 10−3 and R∞ = 25R1.
there is a closer match between the solutions. However, when we approach a region where the
stiffness of the growing region is larger than that of the outside region, we begin to have a larger
relative difference in the solutions.
Similarly to in Figure 6.9, we now plot in Figure 6.10 how the difference in solutions vary
with different growths λg, whilst also varying the ratio of the stiffnesses of the growing and
non-growing regions Et/Eg. We can see that for parameter spaces where λg is close to 1,
then changing the ratio of the stiffnesses has minimal effect upon the relative error between
the solutions. However, as λg begins to move away from 1, we once again see that where the
growing region is softer than the outside region, the relative difference between the solutions is
smaller. But, as the stiffness of the growing region increases relative to the outer region, we
again observe a slight increase in the relative difference in solutions. In Figure 6.11 we have
plotted how varying the growth λg and the initial thickness of the annulus R1/R0 affects the
relative error between the solutions. We see that for thin annulus regions i.e. R1 close to R0
there is a good agreement between the nonlinear and linear solutions and that increasing the
growth just linearly increases the difference between the solutions.
We can conclude from the plots in Figures 6.9, 6.10 and 6.11 that if we have small growth
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Figure 6.10: The maximum relative error between the neo-Hookean nonlinear and linear solu-
tions plotted as Et/Eg and λg vary. The relative error is calculated using (difference in solu-
tions)/(linear solution) for each point in the mesh and other parameters are νg = 0.45, νt = 0.46,
R1 = 2R0, hg ≈ 3 · 10−2, ht ≈ 4 · 10−3 and R∞ = 25R1.
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Figure 6.11: The maximum relative error between the neo-Hookean nonlinear and linear solu-
tions plotted as the initial thickness of the shell R1/R0 and λg vary. The relative error is
calculated using (difference in solutions)/(linear solution) for each point in the mesh and other
parameters are νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa, hg ≈ 5 · 10−2, ht ≈ 3 · 10−3 and
R∞ = 25R1.
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(approximately λg < 1.5), then regardless of the thickness of the annulus, or the stiffnesses of the
two regions, the nonlinear system is very well approximated by the linear system (within roughly
5% difference). We also have seen that if our biological system is such that the growing region is
stiff in comparison to the outside region, then any further increase in Et/Eg results in minimal
change in the difference in the two solutions. We further observe that the linear solution is in
good agreement with the nonlinear solution when considering a thin annulus region, but once
R1 > 1.2R0, approximately, increasing the initial thickness of the annulus has a minimal effect
upon the relative error. Also, as one would expect, we have seen that increasing the growth λg
decreases the accuracy of the linear solution when approximating the nonlinear solution.
This means that for cases where the biological system is such that the growth is less than
λg ≈ 1.5 (which results in growing to approximately 3.38 times the original volume), then the
linear and nonlinear solution, using a neo-Hookean constitutive law, will be within approximately
5% relative error. For the systems we have presented in Chapters 3 and 4, where the growth was
taken to be less than λg = 1.20, which results in a volume increase of approximately 72%, then
the linear solution will approximate the neo-Hookean nonlinear solution to within roughly a 1%
relative error. The fact that the solutions are qualitatively similar implies that the previous
mechanotransductive stress switching hypothesis in e.g. Section 3.2.2 still holds here in the
nonlinear regime. We also note that due to the large variability within biological tissues, this
1% is within experimentally acceptable bounds. This allows for the use of linear elasticity,
instead of the more complex counterpart, nonlinear elasticity, which is advantageous as the use
of linear elasticity allows for the finding of analytical solutions and doesn’t rely on complicated,
and often time consuming, numerical techniques.
6.5 Other Nonlinear Constitutive Laws
Throughout all of the nonlinear elasticity work presented here so far, we have considered a
constitutive law of the neo-Hookean form. In this section we consider the effects of changing this
constitutive law to another which is frequently used within the nonlinear elasticity community.
There are multiple different constitutive laws which could be chosen, depending on the specific
problem, for example, the Blatz & Ko model is designed for the modelling of compressible foam
rubber [136]. Although there are a wide range of choices for the constitutive law, we here focus
on the Mooney-Rivlin model.
Other work which compares constitutive laws for nonlinear elasticity have shown that in
practice, the choice in constitutive law is not particularly significant when considering in vivo
tissue [137], so we do not expect much to change here, but we will consider comparing the
neo-Hookean model to the Mooney-Rivlin model here, nonetheless.
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6.5.1 Mooney-Rivlin model
We have previously seen the incompressible and the compressible form of the neo-Hookean strain-
energy function, given in (6.9) and (6.20), respectively, here we give the incompressible form
for the Mooney-Rivlin strain-energy function, for reference, but we focus on the compressible
version throughout this section. The incompressible form of the strain-energy function for the
Mooney-Rivlin model is given by
Ψ = c1(I1 − 3) + c2(I2 − 3), (6.35)
where I1 = tr(F
TF), I2 =
1
2 [(tr(F
TF))2 − tr((FTF)2)], c1 + c2 = µ2 and the shear modulus
µ = E2(1+ν) [134]. Note that c1 ≥ 0, c2 ≥ 0, which implies that c2 = µ2 − c1 ≥ 0 and so we also
know that 0 ≤ c1 ≤ µ2 and 0 ≤ c2 ≤ µ2 . As was the case for the neo-Hookean strain-energy, the
compressible Mooney-Rivlin strain-energy has a similar form to the incompressible form, with
some extra terms included. It is given by
Ψ = c(J − 1)2 − d ln J + c1(I1 − 3) + c2(I2 − 3), (6.36)
where d = 2(c1 + 2c2) and J is the volume ratio, with J
2 = I3 [134]. Within the literature, the
constant c is often defined as half of the bulk modulus i.e. c = K2 , where K =
E
3(1−2ν) , see for
example [128].
We now follow a similar technique to that in Section 6.2.2 to find the second Piola-Kirchhoff
stress and the resulting ODEs when the equilibrium equation is applied. As with the neo-
Hookean model, we can now substitute this strain-energy in (6.36) into the second Piola-
Kirchhoff stress tensor, given in (6.18) by
S = 2
[(
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)
I− ∂Ψ
∂I2
C + I3
∂Ψ
∂I3
C−1
]
.
Doing this gives
S = 2
[(
c1 + c2tr(F
TF)
)
I− c2FTF +
(
K
2
J(J − 1)− (c1 + 2c2)
)(
FTF
)−1]
,
and so the first Piola-Kirchhoff stress tensor is
P = 2
[(
c1 + c2tr(F
TF)
)
F− c2FFTF +
(
K
2
J(J − 1)− (c1 + 2c2)
)
F
(
FTF
)−1]
. (6.37)
We can find the nonlinear ODEs for this system by substituting the deformation gradient tensor
F into the above and then using the equilibrium equation Div P = 0. As with the neo-Hookean
formulation, we split our system into the two regions; the outside region and the growing inside
region.
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Determining the ODEs and boundary conditions
We shall first consider the behaviour from within the outside region. Since our map from
the undeformed configuration to the deformed configuration hasn’t changed, we know that the
deformation gradient tensor and volume ratio will equal that found from the neo-Hookean con-
stitutive law, which in the outside region are given by
F =

λ′(R) 0 0
0 λ(R)R 0
0 0 λ(R)R
 , J = Λ′Λ2R2 . (6.38)
We now substitute this deformation gradient, given by (6.38), into the first Piola-Kirchhoff stress
in (6.37), from which we find that first Piola-Kirchhoff stress in the outside region is given by
P = 2
[(
c1 + c2
(
Λ′2 + 2
Λ2
R2
))
diag
(
Λ′,
Λ
R
,
Λ
R
)
− c2diag
(
Λ′3,
Λ3
R3
,
Λ3
R3
)
+
(
K
2
Λ′Λ2
R2
(
Λ′Λ2
R2
− 1
)
− (c1 + 2c2)
)
diag
(
1
Λ′
,
R
Λ
,
R
Λ
)]
.
(6.39)
Again, similarly to that in the neo-Hookean case, in both of our regions, we are required to solve
the equilibrium equation given in (6.27) by
dPRR
dR
+
2
R
(PRR − PΘΘ) = 0. (6.40)
We now solve this equation by substituting the first Piola-Kirchhoff stress in (6.39) into the
above equation. Doing this leaves us with a nonlinear ODE of second order. We find that this
ODE is given by
(c1 + 2c2)
(
Λ′′
Λ′2
− 2
Λ′R
+
2
Λ
)
+ c1
(
Λ′′ +
2Λ′
R
− 2Λ
R2
)
+ 2c2
Λ2
R2
(
Λ′′ +
Λ′2
Λ
− Λ
R2
)
+
K
2
(
Λ3
R4
(
Λ′′Λ + 2Λ′2 − 2Λ
′Λ
R
))
= 0. (6.41)
Consider now the behaviour from within the growing annulus region. Again, since the map
hasn’t changed, we know that we have the same deformation gradient tensor and volume ratio
to that in the neo-Hookean model, which are given by
Ft =

Λ′t(R)
g(R) 0 0
0 Λt(R)g(R)R 0
0 0 Λt(R)g(R)R
 , Jt = Λ′tΛ2tg3R2 . (6.42)
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Similarly to the outside region, when considering from in the growing region, we can substitute
(6.42) into the first Piola-Kirchhoff stress in (6.37) to find that
Pt = 2
[(
c1t + c2t
(
Λ′2t
g2
+ 2
Λ2t
g2R2
))
diag
(
Λ′t
g
,
Λt
gR
,
Λt
gR
)
− c2tdiag
(
Λ′3t
g3
,
Λ3t
g3R3
,
Λ3t
g3R3
)
+
(
Kt
2
Λ′tΛ2t
g3R2
(
Λ′tΛ2t
g3R2
− 1
)
− (c1t + 2c2t)
)
diag
(
g
Λ′t
,
gR
Λt
,
gR
Λt
)]
.
(6.43)
Now we substitute (6.43) into the equilibrium equation in (6.40), which results in a second order
nonlinear ODE of the form
(c1t + 2c2t)
(
Λ′′t g
Λ′2t
− 2g
Λ′tR
+
2g
Λt
− g
′
Λ′t
)
+ c1t
(
Λ′′t
g
+
2Λ′t
gR
− 2Λt
gR2
− g
′Λ′t
g2
)
+ 2c2t
Λ2t
g3R2
(
Λ′′t +
Λ′2t
Λt
− Λt
R2
− 3g
′Λ′t
g
)
+
Kt
2
(
g′Λ2t
g3R2
(
−5Λ
′
tΛ
2
t
g3R2
+ 2
)
+
Λ3t
g5R4
(
Λ′′tΛt + 2Λ
′2
t −
2Λ′tΛt
R
))
= 0. (6.44)
Now that we have the two nonlinear ODEs that we are required to solve, we now need to
determine the boundary conditions which we must apply. Since we have two second order
ODEs, we require four boundary conditions to fully solve this problem. In this Mooney-Rivlin
model, we take the same boundary conditions to that in the neo-Hookean model, as we are still
using the same schematic for the system. The four boundary conditions are:
1. The displacement in the far field is zero;
2. The inner boundary is at a fixed position;
3. Λ(R) is continuous over the outer boundary;
4. The radial stress is continuous over the outer boundary.
These boundary conditions are then written in this case as
Λ′(R) = 1 as R→∞, (6.45)
Λt(R) = R at R = R0, (6.46)
Λt(R) = Λ(R) at R = R1, (6.47)
2
[
c1Λ
′ + 2c2
Λ′Λ2
R2
+
(
K
2
Λ′Λ2
R2
(
Λ′Λ2
R2
− 1
)
− (c1 + 2c2)
)
1
Λ′
]
= σ0 at R = R1, (6.48)
2
[
c1t
Λ′t
g
+ 2c2t
Λ′tΛ2t
g3R2
+
(
Kt
2
Λ′tΛ2t
g3R2
(
Λ′tΛ2t
g3R2
− 1
)
− (c1t + 2c2t)
)
g
Λ′t
]
= σ0 at R = R1, (6.49)
where σ0 is a some dummy stress, introduced to make the continuity of radial stress boundary
condition more readable, which is eliminated by equating boundary conditions (6.48) and (6.49).
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Figure 6.12: Shows the three different model solutions for Λ; the linear solution, the neo-Hookean
solution and the Mooney-Rivlin solution, plotted in red, blue and black, respectively. Each of
these is plotted against radial position with a growth factor of λg = 1.2. Other parameters are
R1 = 2R0, νg = 0.45, νt = 0.46, Eg = 5kPa, Et = 10kPa, c1 ≈ 0.43, c2 ≈ 0.43, c1t ≈ 0.86,
c2t ≈ 0.86, K ≈ 16.67, Kt ≈ 41.67, hg ≈ 5 · 10−2, ht ≈ 2 · 10−3 and R∞ = 25R1.
Comparison to other models
We here again use our nonlinear ODE solver to solve the above set of equations, which we plot
in Figure 6.12. We have plotted the solution for the Mooney-Rivlin constitutive law alongside
the neo-Hookean model and the linear model. We again see that the linear solution is a slightly
better approximation to the nonlinear solution from within the growing region. Note that it
appears that there are only two solutions plotted, but the neo-Hookean and the Mooney-Rivlin
solutions are very similar for the chosen parameter regime.
We now would like to see if these similarities hold for other parameter values, and so we shall
solve the above ODE system for multiple values of the ratio of the stiffnesses of the outer and
growing regions Et/Eg, and multiple values of the initial thickness of the annulus region R1/R0,
similar to in Section 6.4. This is shown in Figure 6.13, where again, we see better agreement
between the solutions for values of R1 close to R0 i.e. thin initial annulus region. We again see
that where the stiffness of the growing region is less than that of the outside region, the two
solutions become closer than when the growing region is stiffer than the outside region. For a
growth of λg = 1.2 (as in Figure 6.13), then we see that there is a less than 1% relative difference
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Figure 6.13: Comparison of the linear and nonlinear Mooney-Rivlin models with the maximum
relative error plotted against the ratio of the stiffness of the growing and outer regions Et/Eg
and the initial thickness of the annulus R1/R0. Other parameter values are νg = 0.45, νt = 0.46,
λg = 1.2, hg ≈ 5 · 10−2, ht ≈ 3 · 10−3 and R∞ = 25R1. Note here that c1, c2, c1t, c2t, K and Kt
vary with the ratio of the stiffnesses.
between the Mooney-Rivlin nonlinear solution and the linear approximation to the same system.
In Figure 6.14 we also have compared the two nonlinear models to each other, where we see
there is very minimal difference between the neo-Hookean and Mooney-Rivlin models, as was
the case in a similar comparison of other constitutive laws in [137]. We here see that as the
stiffness of the growing region becomes less than that of the outer region, the two solutions vary
more greatly. However, for parameter spaces where the stiffness of the growing region is larger
than that of the outer gel, then the solutions are in excellent agreement. We find that unless
the stiffness of the growing region is much less than that of the outer region then the choice of
neo-Hookean or Mooney-Rivlin constitutive law has very minimal impact (less than 2%).
6.6 Discussion
In this chapter we considered the effects of a nonlinear constitutive relation. We were interested
in how close the linear scheme was when approximating the more complex nonlinear schemes.
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Figure 6.14: Comparison of the neo-Hookean and Mooney-Rivlin models with the maximum
relative error plotted against the ratio of the stiffness of the growing and outer regions Et/Eg
and the initial thickness of the annulus R1/R0. Other parameter values are νg = 0.45, νt = 0.46,
λg = 1.2, hg ≈ 5 · 10−2, ht ≈ 3 · 10−3 and R∞ = 25R1. Note here that µg, µt, c1, c2, c1t, c2t, K
and Kt vary with the ratio of the stiffnesses.
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We first introduced the background theory for nonlinear elasticity and showed examples of the
measures for stress and strain within this nonlinear framework. We then moved on to consider
compressible materials, where we applied the theory of nonlinear elasticity to a simple example
of a growing spheroid in a constraining gel, using a neo-Hookean constitutive relation, from
which we formulated two nonlinear ODEs and four boundary conditions.
In order to solve the nonlinear ODEs we created a finite difference scheme in MATLAB, which
involved discretising the growing region and outer region separately. We could then apply the
finite difference approximation to the derivatives and used a built-in MATLAB function to solve
the resulting system of equations. We then tested our nonlinear ODE solver against various linear
problems with known analytical solutions, from which we considered the solver to be running
at a sufficient accuracy. We then reverted back to the nonlinear problem formulated from the
neo-Hookean constitutive relation applied to the non-deformable centred, growing, compressible
spheroid. We found that the linear scheme gave a close approximation to the nonlinear scheme
in both the outside and growing regions. However, the linear scheme better approximated the
nonlinear scheme in the growing region due to the fact that the deformations are taken relative
to the interim configuration in this region. We then tested the accuracy of the linear scheme
as we varied the relevant parameters, finding that the initial thickness of the proliferating shell
only had an effect upon the difference between the linear and nonlinear schemes for thin shells.
We also found that the ratio of the stiffnesses played a role in determining the effectiveness of
the linear scheme as an approximation to the nonlinear scheme, showing that parameter regimes
such that the stiffness of the outer region is larger than that of the growing tissue resulted in the
linear scheme being more effective at approximating the neo-Hookean model. We found that for
parameter regimes which we considered in Chapters 3 and 4, there was always less than roughly
a 1% relative error between the linear and nonlinear solutions, which means there is a good
qualitative agreement between the two solutions.
We then considered the implementation of another nonlinear constitutive law; the Mooney-
Rivlin model. This constitutive laws was applied by changing the strain-energy function, result-
ing in another nonlinear ODE system. We applied similar techniques to that in the neo-Hookean
case and found large similarities between the Mooney-Rivlin and neo-Hookean models, again
finding that thin shells were slightly better approximated by the linear scheme. Also in this
case, we saw that tissues such that the outer region is of a greater stiffness than the growing tis-
sue again caused the linear scheme to be a more accurate approximation to the nonlinear scheme.
In comparing the Mooney-Rivlin model to the neo-Hookean model, we saw that the choice of
constitutive law had a minimal effect upon the accuracy of the linear scheme at approximating
the nonlinear scheme.
We note that this close qualitative agreement of roughly 1% relative error between the linear
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and nonlinear schemes is small in the context of biological experiments. The high variability in
biological tissues leads to noise and errors within experimental data, resulting in a 1% relative
error being of small importance. We also once again highlight the importance of the ratio of the
stiffnesses of the growing tissue and the encapsulating gel in determining the closeness of the
approximation of the linear scheme to the nonlinear schemes presented here.
To further the framework presented in this chapter, one could look at the application of
other constitutive laws. Many different constitutive models exist within the literature and can
be applied to a wide variety of situations. One could also study the different types of stress
and the resulting potential mechanotransductive switching mechanisms, and how these change
within the different models.
7
Conclusions
We have considered the application of the theory of elasticity in modelling spheroidal growing
tissues. We have focused on how the growth of tissues affects the stress and strain distribution
generated within three-dimensional culture. Our three paradigm tissues of epithelial cysts,
ovarian follicles and avascular tumours all have a similar structure of a spheroidal inner core,
surrounded by a growing tissue region, all embedded within a constraining outer gel. We focused
on the period following growth initiation. This allowed us to assume that the deformations (and
hence the strains) following the growth initiation are small enough to enable the use of the theory
of linear elasticity. To account for tissue growth, we adopted the decomposition method which
decomposes the deformation tensor into an interim ‘target’ stress-free configuration and a final
elastically deformed state. Although this decomposition method is usually applied alongside a
non-linear elastic constitutive relationship, we chose to apply it under the linear regime. This
enabled us to find analytical expressions for e.g. the stress or potential mechanotransductive
points.
By using linear elasticity, combined with the decomposition approach, we obtained a com-
plete profile of the stresses, strains and displacements present within the system. Using this
knowledge, we identified potential mechanotransductive mechanisms in both the stress and
strain fields where growth generates significant moments of qualitative change. In the first
stress-based mechanism, we found that this qualitative change is based upon the ratio of the
stiffnesses of the growing tissue and the outer encapsulating gel. In the case where the effective
stiffness of the outer gel is softer than that of the growing tissue, we showed that the inner core
initially experiences a tensile radial pull before ‘switching’ to a radial compression at a point
where the growth has progressed sufficiently. We found that where the effective stiffness of the
constraining gel is larger than that of the growing tissue, the entire system experiences a radial
compression throughout. We showed that the radial strain field indicates that the tissue can be
radially stretched even when the radial stress is compressive, but as the tissue continues to grows,
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the second qualitative change is attained, when the radial strain changes sign, switching from a
stretch to a compression. These points of qualitative change could represent robust switching
points in the system which could result in the activation/promotion of biological processes such
as growth, migration or apoptosis. We also found, in the non-solid core cases, and when the
constraining gel is softer than the growing tissue, that the inner core region initially passively
expands, without any internal growth or active processes, as a result of the surrounding tissue
growth. This highlights that tissue size is not a reliable indicator of growth initiation, and that
there is a need for the measurement of additional biomarkers to confirm proliferative activity.
However, in parameter regimes where the stiffness of the outer region was larger than that in
the proliferating tissue, the inner compartment was always forced into a shrinking state. Due to
this ability of the central core to decrease in size, we further showed that points exist where the
inner core shrinks to a size of zero, and hence are points where the models breakdown, although
these points are likely to be far beyond the scope of linear elasticity. We noted that the thickness
of the shell had a minimal effect upon the observed dynamics.
To further compliment the necessity of our models, we then considered a model where both
the central core and the surrounding tissue have the ability to proliferate. We considered this
with the specific application of ovarian follicles in mind, where data relating to the follicle size
was taken from an existing biological study on ovarian follicles. We found in this case that the
addition of a growing central core resulted in a similar qualitative change to that in the non-
growing core case, only here there was a competition of growth between the growing core and
the surrounding annulus. We found that the ratio of the stiffness of the granulosa cells and the
encapsulating gel still was a vital factor in determining the possibility of stress switching. We
also found that if the granulosa cells were softer than the surrounding gel, then stress switching
was not possible, which was also the case in the non-growing core models’ stress switching
condition. We then considered the growth factors to be increasing and we showed that the
possibility for switching was dependent upon the path that the two growth factors took, and in
some cases it was possible for switching to occur multiple times. We also concluded that the
inclusion of growth within the central core led to the switching occurring at a smaller growth
than in the non-growing core case. Furthermore, we compared the results of the model to data
collected on the initial phases of growth of ovarian follicles, where we saw similarities between
our model and the collected data. These similarities were that the natural cuboidalisation of
the granulosa cells surrounding the central oocyte, which results from the early states of ovarian
follicle growth, can be shown to occur passively as a mechanical result of the tissue growth, due
to the positive radial strains within the growing tissue.
We then considered the contractile nature of cells. To allow for contractility within the
model, we adopted two separate methods; one which alters the stress generated at all times by
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introducing a target volume change, known as active stress, and one which involves accounting for
the contractility in a similar fashion to that of the growth, by considering another configuration
within the decomposition of the deformation, known as active strain. We saw that depending on
the method chosen, we found different profiles for the stresses. We then considered the effect of
contractility upon the central region expansion and shrinkage, where we showed that the active
strain method always predicts that the point where the inner void does not experience a change
in size occurs at a larger growth than this same point when applying the active stress method,
or in the non-contractile case. We saw that this point of no inner void movement occurred at
the same growth in the non-contractile and active stress methods. The effect of the ratio of
the stiffness of the growing annulus and the surrounding gel was, once again, highlighted as
a key controlling parameter in the dynamics of the system. In the cyst model, we saw that
for stiffer growing tissues, the active stress approach predicted that central void would initially
have shrunk, whereas for stiffer outer gels, the void would have initially expanded in size. We
hypothesised that using the active stress model, there was always a growth which caused the
inner boundary to be at the same position as it was initially, and this was also true for the active
strain method, except in the case where effectively the outer gel was the same stiffness as the
growing tissue. Next, we discussed the possibility of adding a mechanotransductive feedback
term into the models, the methods by which this could be achieved and the problems which we
could face when attempting such techniques.
Nonlinear elasticity is often the first avenue of choice when modelling biological systems such
as those presented in this thesis. We questioned the necessity of adding such complexities to
the model, as compared with the linear regime. We answered this by focusing on the effects
that introducing a nonlinear constitutive relation had up on the displacements and stresses. We
considered two different common nonlinear constitutive relations; neo-Hookean and Mooney-
Rivlin. We then compared the results of this in each case to the results produced by considering
a linear constitutive relation. We found that under most parameter regimes, within the growing
region, the results produced by introducing the nonlinear terms were closely approximated by
the linear scheme. The deformation of the encapsulating gel was less closely approximated
by the linear constitutive relation, which is due to the fact that within the growing regions,
the displacements are taken with respect to the interim configuration, whereas within the non-
growing phases, this is not the case. Once again, the ratio of the stiffness of the proliferating
annulus and the growing region was shown to be key in assessing the suitability of the linear
scheme as an approximation to the nonlinear model. We also saw that thin shells resulted in
the linear solution being a good approximation to the nonlinear scheme. We found that for
parameters such as those used in the earlier linear elasticity chapters, the linear scheme was
within approximately 1% relative error of the nonlinear schemes, which is of minimal concern
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due to the natural high variability within biological tissues.
At many points throughout this thesis, we showed the importance of the ratio of the Young’s
moduli of the proliferating tissue and the surrounding gel culture. This further reiterates the need
to carefully consider the mechanical properties of the materials when experimentally studying
three-dimensional in vitro tissue cultures, focusing not only on gel stiffness, but gel stiffness in
relation to the growing tissue stiffness. We also highlight the fact that expansion of the central
core is not sufficient evidence for growth initiation, and suitable biomarkers for growth must
first be observed.
7.1 Future Work
There are a multitude of ways that the framework presented in this thesis can be extended and
adapted to account for the vast complexities within biological tissue. Some possible extensions
of the model have been previously discussed, such as those in Section 6.6, where we suggest that
other nonlinear constitutive laws could be studied. Another possible approach could be to allow
for anisotropy within the growth, similar to in Araujo and McElwain [68]. This would lead to a
modified growth factor and cause changes within the stress and strain and could alter potential
mechanotransductive mechanisms e.g. switching points.
As a more broad extension to the model, one could consider other effects of mechanosensing
and implement these within our framework presented here. Many different forms of mechano-
transduction have been shown to influence the dynamics of growing tissues [138], such as stress
inhibiting the growth of tissue [27] or stretch promoting cell division [46]. Mechanisms such as
these lead to a feedback within the system. In many cases this could lead to altering the growth
to be a function of one or some of the other mechanical measures, such as the stress or strain,
and in other cases it could lead to, for example, contractility being dependent on how much the
tissue is being stretched. Another possibly implementable mechanism is that filaments within
the cytoskeleton of cells can be rearranged and organised in response to mechanical stress [9],
which can fundamentally strengthen the cell and give it a directional resistance to displacements
and stretch. The incorporation of such mechanisms within our framework could lead to inter-
esting dynamics being produced, possibly resulting in further mechanotransductive mechanisms
being generated within the system.
One further interesting adaptation could be to amend the growth to be dependent on radial
position within the tissue, to allow for e.g. more growth near the boundary. This could naturally
follow on to allowing for the diffusion of nutrients into the growing tissue, which could be
implemented by generating a model for the amount of growth at a radial position, which is
dependent upon the amount of nutrients it can receive via diffusive mechanisms. This spatially,
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nutrient dependent growth factor could then be utilised within the linear framework.
7.1.1 Lumen Formation
Another possible way to show that our model is flexible and can be used in a variety of different
biological situations is to study the formation of hollow lumens within cysts. A lumen is a void,
which can be filled by air or a liquid, for example, which is encapsulated by a layer of tissue.
These lumens can serve multiple purposes, such as the transport of liquid or gases [139], as is
the case for the alveoli in the lungs, or within the mammary gland [140]. Refer to Figure 3.1(a)
in Chapter 3 for an image of a lumen within a cyst.
There are multiple ways that a lumen can form, such as via the process of cell apoptosis;
in small solid cell clusters, the cells in the centre of the mass can undergo cell apoptosis, which
leads to the formation of a lumen, known as cavitation [139]. Another method of formation
is hollowing; this is where the cells within the tissue undergo a process of secreting molecules
from within the cells, known as exocytosis, followed by membrane separation [62]. Here we
discuss the possibility of lumen formation via stress-induced breaking of integrin bonds between
the cells, in a hollowing framework.
Consider a small spheroidal cluster of cells which are attached via integrin bonds, and are
surrounded by a growing annulus of cells, all within a surrounding outer gel, as in Figure 7.1(a).
These integrin bonds between cells are effectively a small clump of springs, and we are interested
here in considering the possibility of the bonds between the cells in the inner core breaking under
stress, resulting in the formation of a hollow lumen. Note that this spherical core is initially
very small relative to the size of the annulus i.e. r0  r1.
Modelling the inner core as an elastic spheroid, we can use the model presented in Section 3.3.
We know that once growth is initiated within the annulus region, the central core region will be
pulled (or pushed) upon by the growing annulus, causing the integrin bonds between cells to be
under tension (or under compression). Now, consider the case where the growth of the annulus
is large enough that central core is experiencing a large build up of internal stresses. Assume
that when this generated stress reaches a critical level σb, say, the aforementioned integrin bonds
break, causing the central core region to rapidly open up, resulting in a void being formed in
the central region; see figure 7.1(b). Upon reaching this critical point of the stress build up, the
annulus region will relax to that of the state in the hollow centre case, whereby we can switch
to the cyst model presented in Section 3.1. To enable this change to the cyst model, we need to
know the value of the growth factor at the point of breaking i.e. the value of λ when the radial
stress in the central region is σb. Once we have this value for growth which caused the formation
of the lumen, we can implement it into the cyst model using the same other parameter values
that were used prior to the lumen forming. This then gives us the final positions of both the
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(a) (b)
Figure 7.1: (a) In vitro tissue culture of the system embedded within an encapsulating gel. Γc,
Γt and Γg represent the inner elastic region (green) with spring like bonds between elements,
proliferating tissue (blue) and the surrounding outer gel region (white), respectively. (b) The
formation of the central lumen as the spring like integrin bonds between the cells within the
central core break at an internal radial stress of σb. This breaking of bonds causes the core to
form a void which rapidly opens into the final cyst-like state. We note that the central spring
like core is drastically not to scale.
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inner and outer boundaries, and hence the size of the hollow lumen which is formed. One can
then continue to model the growth of the cyst-like structure using the model in Section 3.1.
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