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学 位 論 文 内 容 の 要 旨 
本研究の目的は階層モデリングの計算理論構築である．階層モデリングとはモデルの集
合をさらにモデル化することである．すなわち複数の解析対象に対して個々をモデル化
すると同時に，モデル集合全体を高次モデル化し，対象に共通する普遍的な法則性を表
現することである．本研究では特に，機械学習における普遍的表現である確率モデル集
合の階層モデリングの計算理論を構築する．これを通してマルチタスク学習，マルチビ
ュー学習，マルチレベル解析，メタ解析等の研究領域群を統一的枠組みで体系化するこ
とをめざす． 
 確率モデル集合の階層モデリングでは以下の 3つの問題が存在する．(1) 確率モデル
空間は線形空間でないため，モデル間の補間や距離の概念自体が非自明である． (2) 関
数回帰によるモデリングの場合は無限次元確率変数のモデル空間となるため，モデル間
距離の有界性が保証されず，また有限時間での計算可能性も保証されない． (3) 教師な
し学習によるモデリングの場合は，高次モデル化に必要な情報が不完全にしか得られな
い．そこで本研究では，(1) 情報幾何の観点で平坦な空間を用いることで距離や補間の
問題を解決し，(2) 無限次元の場合でも有界性と計算有限性を持つ距離を定義できるこ
とを示し，(3) 教師なし学習による不完全情報下でも階層モデリングが可能な計算原理
を提案した．さらに発展的取り組みとして，(4) 球体のような非平坦モデル空間におけ
る階層モデリングについても理論化を試みた． 
 本論文の構成は以下のとおりである．第一章では序論として研究の背景および目的と
論文の構成について述べる． 
 第二章では階層モデリングの基礎となる概念と手法についてまとめる．はじめに階層
モデリングについて概説した後，本研究で取り扱う確率モデル集合の階層モデリングの
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定義と問題設定を述べる．また先行研究を交えて体系的分類を提案する． 
 第三章では，本論文に必要な基礎知識を概説する． 
 第四章では，確率的ノンパラメトリック回帰の代表であるガウス過程回帰を取り上
げ，回帰モデル集合の階層モデリングの理論化を行う．特に無限次元確率変数のモデル
間距離の定義と，有界性・計算有限性の証明を行う．さらに情報幾何的主成分分析によ
り階層モデリングの実装例を示す． 
 第五章，第六章では，教師なし学習の階層モデリングにおける不完全情報推定につい
て述べる．ここでは自己組織化マップ (Self-Organizing Map: SOM) を代表例として取り
上げ，情報幾何における２種の平坦性（m平坦・e平坦）に対応するアルゴリズムを提
案する．第五章ではm平坦下での階層モデリング，第六章では e平坦下での階層モデリ
ングについて述べる． 
 第七章では，非平坦なモデル空間であるグラスマン多様体における階層モデリングに
ついて述べる．その一例として，複数の異なる観測手段によるデータから観測者の意図
を推定する潜在視点推定法を提案する． 
 第八章は討論と総括であり，階層モデリングの体系的理解について検討し，論文全
体をまとめる． 
 
学 位 論 文 審 査 の 結 果 の 要 旨 
本論文はモデル集合をモデル化する階層モデリングに関する理論および計算機実験に関する
研究である．階層モデリングと高次情報処理を実現する重要なテーマであり，本論文はその理論
的基盤を構築しようとする野心的な研究内容となっている．また機械学習の重要性かつ非自明な
定理を著者自身により証明を導いており，その学術的意義は大きい．  
最終試験では，提案手法と情報幾何との関連性や，教師あり／教師なし学習の差異，深層学習
における転移学習との関連性等に関して質問がなされ，いずれも著者より明快な説明がなされ
た． 
また公聴会においても多数の出席者があり，実応用性や将来の発展などに関して種々の質問が
なされたが，いずれも著者の説明によって質問者の理解が得られた。  
 以上により、論文審査及び最終試験の結果に基づき、審査委員会において慎重に審査した結果、
本論文が博士（情報工学）の学位に十分値するものであると判断した。 
