This article introduces and evaluates the piecewise polynomial truncated singular value decomposition algorithm toward an effective use for moving force identification. Suffering from numerical non-uniqueness and noise disturbance, the moving force identification is known to be associated with ill-posedness. An important method for solving this problem is the truncated singular value decomposition algorithm, but the truncated small singular values removed by truncated singular value decomposition may contain some useful information. The piecewise polynomial truncated singular value decomposition algorithm extracts the useful responses from truncated small singular values and superposes it into the solution of truncated singular value decomposition, which can be useful in moving force identification. In this article, a comprehensive numerical simulation is set up to evaluate piecewise polynomial truncated singular value decomposition, and compare this technique against truncated singular value decomposition and singular value decomposition. Numerically simulated data are processed to validate the novel method, which show that regularization matrix L and truncating point k are the two most important governing factors affecting identification accuracy and ill-posedness immunity of piecewise polynomial truncated singular value decomposition.
Introduction
The identification of moving forces acting on bridges is an important practical problem in structural dynamics, for instance, to guide the design of bridges as live load components in the bridge design code. Although the forward model of load identification has been established, most of the identification methods involve in singular value decomposition (SVD) in the identification process. In addition, the small singulars of the system matrix decide the great degree of system illposedness and lead to a large identified error (Liu et al., 2017) . In the past, there has been significant research effort to solve this problem by Chan et al. (2001; Chan and Ashebo, 2006) .
Comparative studies (Yu and Chan, 2007) show that the time domain method (TDM) (Law et al., 1997) and frequency-TDM (FTDM) are clearly better than those from both interpretive method I (IMI) (O'Connor and Chan, 1988) and interpretive method II (IMII) . The inverse problems involving dynamic parameter identification in time domain or frequency-time domain have been studied by many researchers (Zhu et al., 2018; Zhu and Law, 2006) . However, due to matrix ill-posedness and noise disturbance in moving force identification (MFI), the identification accuracy of many methods is still not high enough, since the nature of the inverse problem is ill-posed (Yu et al., 2016) .
The Tikhonov regularization approach is very effective with ill-posed problems due to matrix ill-posedness and noise disturbance (Busby and Trujillo, 1997) . Choi et al. (2007) indicated that the reconstructed forces can be improved by choosing the optimal regularization parameter of Tikhonov regularization. Ding et al. (2015) presented unscented Kalman filter technique to identify the structural parameters and coefficients of the orthogonal decomposition. Ronasi et al. (2011) adopted the traditional Tikhonov regularization as a means to further reduce the impact of noise on choosing the suitable resolution for the sought load. Lu and Liu (2011) proposed a dynamic response sensitivity-based finite element model updating approach to identify both the vehicular parameters and the structural damages. Li et al. (2013) presented an adaptive Tikhonov regularization technique to improve the damage identification results when noise effect is included. Liu et al. (2015) adopted an improved regularization to overcome the illposedness of load reconstruction by selecting the filter function. Besides Tikhonov regularization, there are many other optimization methods with properties that make them better suited to certain problems to combat the ill-posedness (Sanchez and Benaroya, 2014) .
Recent years have witnessed many new approaches adopted for solving the MFI problem such as updated static component technique (Pinkaew, 2006) , cross entropy optimization approach (Dowling et al., 2012) , Bayesian inference regularization (Feng et al., 2015) , truncated generalized SVD algorithm (Chen and Chan, 2017) , modified preconditioned conjugate gradient method (Chen et al., 2018) , and weighted l 1 -norm regularization method (Pan et al., 2018) . The SVD technique is much better than direct pseudo-inverse solution for MFI with TDM, but the identification accuracy is still sensitive to perturbations. The truncated SVD (TSVD) technique has been widely used in discrete linear ill-posed problems, which provides significant improvements to the least-squares estimator to derive a single optimal solution for a given problem (Bouhamidi et al., 2011; Xu, 1998) . The TSVD uses only the largest singular values to derive the solution and small singular values are more or less arbitrarily discarded. By truncating the small singular values, TSVD can effectively filter the noise component in measurement responses but the truncating process inevitably discards some true responses, including in small singular values. Studies by Winkler (1997a Winkler ( , 1997b indicate that an important aspect in using TSVD is the deletion of the correct number of singular values of the coefficient matrix and polynomial basis conversion can be used to improve this problem. Hansen and Mosegaard (1996) presented a piecewise polynomial TSVD (PP-TSVD) approach, but the choosing of the optimal parameter has not been proposed. The PP-TSVD algorithm extracts the true responses from truncated small singular values and superposes it into the solution of TSVD, which offset the disadvantage of TSVD perfectly. Giustolisi (2004) indicated that the PP-TSVD can overcome poor generalization properties due to the high dimensionality and non-Gaussian noise. Sobouti et al. (2016) adopted the PP-TSVD to solve the total variation regularized inverse problem. However, there has been a lack of study on evaluation of the PP-TSVD and absent rules for choosing the optimal parameter of the PP-TSVD.
As mentioned above, the PP-TSVD method is very effective in solving the linearized ill-posed problems, which has excellent theoretical completeness and offset the disadvantage of TSVD perfectly. In this article, a comprehensive numerical simulation survey is set up to compare this algorithm against TSVD and SVD. Furthermore, the governing regularization parameters of the PP-TSVD have been scrutiny selected, such as the regularization matrix L and the truncating point k.
The numerical results show that the PP-TSVD has significant improvement compared with TSVD and TDM, which has important theoretical elements and provide a useful approach for the MFI.
Theory of MFI

Theory of TDM
As shown in Figure 1 , assuming the bridge is of constant cross-section with constant mass per unit length r, having linear, viscous proportional damping C and with span length L, Young's modulus E and second moment of inertia of the beam cross-section I, neglecting the effects of shear deformation and rotary inertia, and with the force f ðtÞ moving from left to right at a prescribed velocity c at time t, the equation of motion in terms of the modal coordinate q n ðtÞ can be written as where p n ðtÞ ¼ f ðtÞ sinðnpct=LÞ is the modal force,
is the n-th modal frequency, and j n ¼ C=2rv n is the modal damping ratio.
Equation (1) can be solved in the time domain by the convolution integral, yielding q n ðtÞ ¼ 2 rL
where h n ðtÞ ¼
At point x and time t, the deflection vðx; tÞ of the simply supported beam can be expressed as Law et al. (1997) with modal superposition
At point x and time t, the bending moment Mðx; tÞ of the simply supported beam can be expressed as Mðx; tÞ ¼ ÀEI ∂ 2 nðx; tÞ
Assuming that the time-varying force f ðtÞ is a step function about the time sampling interval Dt, then equation (4) can be rewritten in discrete terms as
where N þ 1 is the number of sample points. Let
Then equation (5) can be arranged in matrix form as Mð0Þ Mð1Þ Mð2Þ
. . . 
. . .
where N B ¼ L=cDt. The time-varying force f ðtÞ is equal to 0 when the vehicle just gets on or off the bridge, that is, f ð0Þ ¼ 0 and f ðN B Þ ¼ 0 which corresponding to Mð0Þ ¼ 0 and Mð1Þ ¼ 0. Then equation (7) can be condensed as
where MðiÞ is the bending moment of the i-th sampling interval and f ðiÞ is the axle force of the i-th sampling interval. Equation (8) is simply rewritten as
Similarly, at point x and time t, the acceleration € vðx; tÞ of the simply supported beam can be expressed as
where € h n ðtÞ ¼ (10) can also be arranged into matrix form and simply rewritten as
As shown above, the relationship between the timevarying force f ðtÞ and the bending moment responses or acceleration responses can be rewritten in discrete terms and rearranged into a set of linear equations, which can also be modified for the identification of multi-forces in terms of the linear superposition principle.
Theory of TSVD
The SVD of system matrix A in MFI can be described as
where
The first singular values of vehicle-bridge system matrix A is s 1 and the n-th singular values of matrix A is s n , then the condition number of system matrix A is s 1 =s n . With one or more very small singular values existing in system matrix, the condition number of system matrix A is very large relative to s 1 and then leading to ill-posedness of MFI. The best approach to reduce the abnormal large condition number of A is to truncate very small singular values using TSVD. The TSVD approach can be described as
Then the solutions of vehicle-bridge system equation Ax ¼ b with TSVD approach can be described as the minimization problem
The solution of TSVD can be obtained as
According to the property of vectors u i and v i , the TSVD solutions of Ax ¼ b can be expressed as
The 2-norm of
and thus x k k 2 is increased with k. The truncating point k is an important regularization parameter of the TSVD, which controls the amount of stabilization imposed on x k and the ill-posedness immunity of TSVD. Although the TSVD is well known as a useful method for model regularization, it still has some limitations such as the data over-fitting problem. Therefore, the PP-TSVD is presented to avoid the data over-fitting problem since some additional responses are extracted from truncated small singular values compared with TSVD.
Theory of PP-TSVD
The regularization of x k k 2 is often more appropriate by minimizing the seminorm Lx k k 2 . L is the regularization matrix which can be obtained from discrete approximation of derivative operators. Assuming that L is ðn À ðp À 1ÞÞ 3 n and has full row rank, the p À 1 is less than truncating point k corresponding to ðp À 1Þ-th derivative operator, in which the seminorm Lx k k 2 is introduced to replace the original linear sys-
By introducing the matrix V k consisting of null vectors of A k as
In order to extract some additional responses from truncated small singular values of TSVD, the solution x L consists of the TSVD solution x k plus a modification, which can be expressed as
The PP-TSVD algorithm is derived from equation (17) by replacing the 2-norm of Lx with the 1-norm. Thus, the solution of the above problem can be expressed as Hansen and Mosegaard (1996) min Lx k k 1 subject to min
Then the solution of PP-TSVD x L;k can be expressed as
The basic procedure for MFI using the PP-TSVD algorithm is shown in Figure 2 . As shown in Figure 2 , there are two important regularization parameters: regularization matrix L and truncating point k.
Computational verification and validation
Simulation parameters of vehicle and bridge
There are eight cases studied in this section as shown in the first column in Table 1 . Two kinds of measuring sensors are arranged on the 1/4, 1/2, and 3/4 span of the bridge, respectively. The first is the accelerometer which can be used to measure acceleration responses directly. The second is the strain gauge which can be used to measure bending moment responses indirectly. The relationship between bending moment responses and voltage signals of strain gauge can be calibrated by static step-by-step loading test of bridge or derived from the mechanical analysis.
The biaxial time-varying forces are expresses as follows The parameters of the biaxial time-varying forces and the simply supported beam are extracted and modified from Yu et al. (2008) . The rear axle load is heavier than the front axle load, which is similar to the actual truck load. The parameters of the biaxial timevarying forces are as follows: the moving speed is c ¼ 40ms
À1 and the distance between two forces is 8 m. The parameters of the simply supported beam are as follows: L ¼ 40 m, EI ¼ 1:27 3 10 11 Nm 2 , rA ¼ 12; 000 kgm À1 , and the first four natural frequencies of simply supported beam are 3.2, 12.8, 28.8, and 51.2 Hz, respectively. The analysis frequency of the numerical simulation is from 0 to 40 Hz and the sampling frequency is 200 Hz.
The measured responses are polluted with random noise, which can be expressed as
where E p represents white error level choosing as 0.01, 0.05, and 0.10, respectively; N noise is white noise.
The identification results can be evaluated by relatively percentage error ðRPEÞ values between the true force and the identified force as where f true is the true force and f identified is the identified force. In addition, a novel optimal truncating point selection criterion is proposed in the article, which can be expressed by minimizing the rated perceived exertion (RPE) values of MFI as follows
If error level E p ¼ 0:1, the simulation of the bending moment and acceleration responses at 1/4 span of the simply supported beam are shown in Figure 3 . The illustration results show that bending moment responses are more likely to be disturbed by white noise than the acceleration responses, as the magnitude of bending moment responses in the high frequency range is very small compared with the magnitude of acceleration responses ). Due to the larger differences between the simulation responses and the true responses of bending moment responses, it is more difficult to identify the moving force from the bending moment responses and the identification accuracy should be relatively poor compared with acceleration responses.
Choosing the optimal regularization matrix L for PP-TSVD
In this section, the regularization matrix L of the PP-TSVD will be chosen in MFI with different cases. As mentioned above, L is ðn À ðp À 1ÞÞ 3 n and a band matrix, and p is corresponding to the ðp À 1Þ-th derivative operator. Moreover, if p ¼ 1 such that L 1 is the unity matrix, then the PP-TSVD is similar to TSVD in this case. If p ¼ 2 such that L 2 approximates the first derivative operator, then the solution of PP-TSVD x L;k represents a piecewise constant function with at most k discontinuities. If p ¼ 3 such that L 3 approximates the second derivative operator, then x L;k represents a continuous function consisting of at most k À 1 straight lines. L 4 are approximations to the third derivative operator corresponding to p ¼ 4. The regularization matrices L 1 ,L 2 , L 3 , and L 4 are corresponding to TSVD, PP-TSVD ðL 2 Þ, PP-TSVD ðL 3 Þ, and PP-TSVD ðL 4 Þ, respectively, which can be shown as follows
The RPE values of biaxial time-varying forces identified from combined responses (1/4 m&1/4a&1/2a) by PP-TSVD with different regularization matrices are shown in Figure 4 . The illustration results show that the RPE values change little with regularization matrix L from L 1 to L 7 when 1% noise level is adopted. However, when larger noise levels such as 5% and 10% are used, the RPE values are increased significantly, especially for higher order derivative operators. The result indicates that the regularization matrix L 2 , that is, the first derivative operator has much better noise immunity than other derivative operators. We have simulated this problem with different MFI examples and found that the regularization matrix L 2 of PP-TSVD is always the optimal which can be used in real applications directly.
There are eight cases in Table 1 for evaluating the identification accuracy of TDM(SVD), TSVD, and PP-TSVD with two kinds of regularization matrices. The identification results of rear axle force are better than the front axle force in all the cases as the weight of the front axle isless than half that of the rear axle. As the bridge weight remains the same, the heavier the axle is, the greater the mass ratio of axle-bridge will be, and then the greater the dynamic responses will be. The identification accuracy is improved with increase in the mass ratio of axle-bridge or increase in the dynamic responses.
As shown in Table 1 , most of the RPE(%) values of TDM(SVD) are bigger than 90% when white noise level reaches 10%. The identification accuracy of TSVD has obvious improvement compared with TDM(SVD). Moreover, the RPE values of PP-TSVD have significant improvement compared with TSVD in most of the cases, which indicate that the PP-TSVD has excellent theoretical completeness and the ability to offset the disadvantage of TSVD perfectly by extracting the true responses from truncated small singular values and superposes it into the solution of TSVD.
When noise level reaches 20%, the PP-TSVD with regularization matrix L 3 has quite precise identification results and the biggest RPE value is less than 50% in all cases, which has higher identification accuracy and stronger robustness compared with TSVD. Moreover, the PP-TSVD with regularization matrix L 2 has very precise identification results and the biggest RPE value is less than 35% in all cases with 20% noise level, which has much better identification results compared with PP-TSVD(L 3 ). The results show that the regularization matrix is very important to the PP-TSVD, which affects the identification accuracy and robustness of the PP-TSVD in MFI.
The identified front axle force and rear axle force with different responses and noise levels are shown in Figures 5 to 10 . The illustration results show that the identified forces and power spectral density (PSD) curves agree well with the true forces in all cases except for the case of TSVD, which has significant deviation when bending moment responses are used alone. In this case, quite a lot of small singular values have been truncated by the TSVD method and then the overfitting problem is revealed. By choosing the optimal regularization matrix L 2 , the PP-TSVD has better adaptability with sensors location as shown in the forces identification results and PSD curves from Figures 5 to 10, which also has better noise immunity and is robust with ill-posed problems. Finally, the optimal regularization matrix for the PP-TSVD is L 2 and it will be adopted in the following studies. In this section, the best truncating point k of the PP-TSVD algorithm is default used in all cases and the selection of the optimal truncating point k of the PP-TSVD will be studied in the next section. 
Choosing the optimal truncating point k of PP-TSVD
The truncating point k controls the amount of stabilization imposed on x k and the calculation accuracy of TSVD. Obviously, the bigger the truncating point k is, the more information from the right-hand side is actually used. Here, the total number of samples n is 396 and n ¼ 396 ø k ø 1. Especially, when k ¼ n is adopted, no small singular values are truncated and then the TDM, TSVD, and PP-TSVD show the same results. However, when the small singular values are truncated, there are also some useful responses neglected containing in the small singular values from the right-hand side b. PP-TSVD can overcome this problem of TSVD by extracting the true responses from truncated small singular values and superpose it into the solution of TSVD. Table 2 tabulates the optimal truncating point k of the PP-TSVD with three random noise levels in all eight cases, which shows the higher the noise level is, the smaller the truncating point should be chosen. That is, the greater the responses are contaminated by measurement errors, the more small singular values need to be truncated.
In addition, the higher the acceleration responses ratio is in the combined responses, the bigger the truncating point should be chosen, which indicates that the noise has less impact on acceleration responses due to their high frequency characteristic, and then there will be less small singular values contained in matrix A. Especially, when MFI from acceleration responses alone as case 3, the truncating point k ¼ 396 is the total number of samples n as shown in Figure 11 , which indicates that the matrix A equals to the matrix A k . That is, no small singular values are truncated and no additional responses are extracted from truncated small singular values. In this case, the identification results and the PSD curves by TSVD and PP-TSVD are the same, as shown in Table 1 and Figures 9 to 10 .
In contrast, the higher the bending moment responses ratio is in the combined responses, the smaller the truncating point should be chosen, which indicates that the noise has more impact on bending moment responses due to their low frequency characteristic, and then more small singular values need to be truncated. In this case, it is obviously necessary to extract the true responses from truncated small singular values by the PP-TSVD, and then the identification results and the RPE values are much improved compared with the TSVD as modification value ÀV k w k .
As shown in Figure 12 , when acceleration responses are used alone in MFI, most of the measured responses are useful and the number of the small values is very small. However, if the truncating point k is taken at 396 the RPE values will be increased sharply due to very ill-posed matrix of A, which is caused by small singular values. Therefore, it is obviously important to truncate very small singular values of matrix A, even if the number is very small.
As shown in Figure 13 , when bending moment and acceleration responses are both used in the combined responses, RPE values are increased dramatically when the truncating point k is greater than 250. Moreover, there is a typical crest when the truncating point is near 100, which should also be avoided to maintain reasonable RPE values of MFI.
As shown in Figure 14 , when bending moment responses are used alone in MFI, RPE values are increased dramatically when the truncating point k is bigger than 100. In this case, the optimal truncating point k is very small and then there are many small singular values that need to be truncated. Therefore, the identification results of PP-TSVD are much improved than TSVD by extracting the true responses and superposing it into the solution of TSVD as in Table 1 and Figures 5 to 6. In sum, the type of sensors has great influence on the selection of the optimal truncation parameter k. Moreover, the position of truncating point has great effect on the performance of PP-TSVD in comparison with TSVD: if the truncating point k is small, there are many useful responses that can be extracted from truncated small singular values and then the identification accuracy of PP-TSVD is superior to that of TSVD. On the contrary, if the truncating point k is large and close to the total number of samples n, there would be only few useful responses to be extracted and the improvement made by PP-TSVD becomes modest compared with TSVD.
Conclusion
In this work, a novel algorithm called PP-TSVD was introduced in MFI and a comparative study was made to evaluate this technique against TSVD and the SVD embedded in the TDM. By means of numerical simulations, a comprehensive parametric study has been done and the following conclusions can be drawn:
By truncating small singular values to improve the condition of matrix A, the TSVD can partially solve the ill-posed problem occurred with the SVD-based methods such as TDM due to the impact of small singular values. Although TSVD can cope reasonably well with the ill-posed problem in MFI process, its accuracy is still not very good as this technique ignores all the n À k small singular values which contain some useful responses. The PP-TSVD can not only solve ill-posed problem as TSVD, but also extracts the true responses and superposes it into the solution of TSVD as a modification value, which has excellent theoretical completeness and offsets the disadvantage of TSVD perfectly.
By choosing the optimal regularization matrix, the PP-TSVD has better adaptability with different types of responses (acceleration, bending moment, or their combination) and the number of sensors. This technique also has better noise immunity and is robust with ill-posed problems. The first derivative operator L 2 has much better noise immunity than other derivative operators, which will serve as the optimal regularization matrix for the PP-TSVD.
Finally, it is found that the identification accuracy and ill-posed immunity of the PP-TSVD is also influenced by the truncating point k, which shows that for the higher noise level, the smaller truncating point should be chosen to enhance the accuracy of the technique. When the optimal truncating point k is 396, which equals the total number of samples n in this special case 3, no small singular values are truncated and then the ill-posed immunity of PP-TSVD cannot be reflected. In this case, all methods showed the same results regardless of the type of methods such as TDM, TSVD, and PP-TSVD. In practical implementation of MFI, there must be some small singular values that need to be truncated, because the total number of samples will be a much larger number compared with the simple numerical simulation. In this circumstance, PP-TSVD will be superior to other methods. Acceleration responses or combination responses were shown to facilitate more accurate MFI by PP-TSVD, hence they are highly recommended as the main response data for use with the PP-TSVD-based MFI procedure. Due to their low frequency characteristic and possible impact by measurement noise, the use of bending moment responses alone is not recommended.
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