University of Central Florida

STARS
Electronic Theses and Dissertations, 2004-2019
2008

Appearance-driven Material Design
Mark Colbert
University of Central Florida

Part of the Computer Sciences Commons, and the Engineering Commons

Find similar works at: https://stars.library.ucf.edu/etd
University of Central Florida Libraries http://library.ucf.edu
This Doctoral Dissertation (Open Access) is brought to you for free and open access by STARS. It has been accepted
for inclusion in Electronic Theses and Dissertations, 2004-2019 by an authorized administrator of STARS. For more
information, please contact STARS@ucf.edu.

STARS Citation
Colbert, Mark, "Appearance-driven Material Design" (2008). Electronic Theses and Dissertations,
2004-2019. 3509.
https://stars.library.ucf.edu/etd/3509

APPEARANCE-DRIVEN MATERIAL DESIGN

by

Mark Christopher Colbert
B.S. University of Central Florida, 2004
M.S. University of Central Florida, 2006

A dissertation submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy
in the School of Electrical Engineering and Computer Science
in the College of Engineering and Computer Science
at the University of Central Florida
Orlando, Florida

Summer Term
2008

Major Professors:
Charles E. Hughes and Erik Reinhard

c 2008 by Mark Christopher Colbert

ABSTRACT
In the computer graphics production environment, artists often must tweak specific lighting
and material parameters to match a mind’s eye vision of the appearance of a 3D scene.
However, the interaction between a material and a lighting environment is often too complex
to cognitively predict without visualization. Therefore, artists operate in a design cycle,
where they tweak the parameters, wait for a visualization, and repeat, seeking to obtain a
desired look.

We propose the use of appearance-driven material design. Here, artists directly design the
appearance of reflected light for a specific view, surface point, and time. In this thesis, we
discuss several methods for appearance-driven design with homogeneous materials, spatiallyvarying materials, and appearance-matching materials, where each uses a unique modeling
and optimization paradigm. Moreover, we present a novel treatment of the illumination
integral using sampling theory that can utilize the computational power of the graphics processing unit (GPU) to provide real-time visualization of the appearance of various materials
illuminated by complex environment lighting.

As a system, the modeling, optimization and rendering steps all operate on arbitrary geometry and in detailed lighting environments, while still providing instant feedback to the
designer. Thus, our approach allows materials to play an active role in the process of set
design and story-telling, a capability that was, until now, difficult to achieve due to the
unavailability of interactive tools appropriate for artists.
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CHAPTER 1
INTRODUCTION

1.1

Material Design in the CG Production Pipeline

Any complex group activity requires processes that lead to efficient and effective efforts by
each member. The basic idea is that a workflow plan is needed so that no member of the
team will ever be non-productive, waiting for the output of other members. Designing a
game or a feature film is a complex enterprise that requires such a workflow plan. In this
case, the process for the computer graphics team is called the graphics production pipeline.
This pipeline acts as a way to produce new high fidelity content, realizing a mind’s eye
artistic vision, without stalling any artists on the team. A prototypical production pipeline
for a computer generated, non-interactive experience is for a set of artists to generate proxy
geometry, i.e. estimated shapes of the final models used in the scene, to which animators
and modelers add motion and surface detail. The parallel activities of refining the geometry,
and adding animation and texture produce rich content in an efficient manner. Once the
models are animated and refined, attention turns to the process of lighting and material
design. Here, the artists are trying to obtain a specific visual effect that matches the original
vision of the animation.
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In the lighting and material design stage, artists typically construct the reflectance for threedimensional geometry seen through a virtual camera using a palette of idealized light sources
and parameterized material models. Ideal light sources often include approximations to
real-world lights that are efficient to compute. For instance, a distant light with a constant
lighting direction for every point is used to approximate the sun, while a point light source
defined at some infinitesimally small point in space can approximate a light bulb. Parameterized material models capture the reflection patterns of idealized materials, such as a perfect
diffuse reflector or a perfect specular reflector. Using these constructs, the artist falls into a
design cycle, where the parameters of the lights and materials, such as the direction of the
light or the albedo of the material, must be tweaked then visualized using some rendering
algorithm. Often times the artist is unhappy with one tweak and will continue to edit the
scene parameters until matching the mind’s eye vision of the animation.

In recent years, the computer graphics research community has often focused on the rendering
component of lighting and material design. Much of the research has enabled artists to
relight scenes with complex light sources, such as area light sources or environment light
sources [PVL05], and with global illumination [HPB06], where light is simulated to bounce
around the entire scene, with real-time feedback. This still requires artists to tweak and then
visualize, but the speed of the design process dramatically improves the time required for a
series of edits.

In this thesis, we present a set of techniques for appearance-based material design, where
the artist directly designs the reflected light values as seen by a virtual camera. This enables
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the artist to be more productive since there does not exist a need to tweak parameters
that do not have a direct correlation to the desired visual result. Instead, our method
enables users to manipulate reflectance with a tool as simple as the paint brush in Adobe
PhotoshopTM , while creating photorealistic renderings. Moreover, the fidelity of reflectance
control provides a mechanism for lighting and material to play a part in the story-telling
process. In the remainder of this chapter, we will look at existing commercial techniques
commonly used by artists to generate reflectance (Section 1.2), discuss our motivations for
appearance-driven material design (Section 1.3) and present an overview of the remainder
of the thesis (Section 1.4).

1.2

Commercial Material Design Interfaces

The current commercial market for material design interfaces provides parameterized and
programmable methods for defining reflectance. For instance, the popular rendering software
Pixar RendermanTM is well known for its flexible scripting language that allows the user to
develop shaders for defining reflectance [CR07]. Shaders are small programs that are run for
every pixel of a rendered image and produce a color value given some geometric information.
While this technique offers a great deal of flexibility for users to define the reflectance values
for each pixel, it is often too technical for artists as it can require an underlying knowledge
of light transport and of programming to quickly achieve photorealistic renderings.

3

Figure 1.1: An example shader network in Autodesk MayaTM

As a popular alternative, applications such as Autodesk MayaTM and Newtek LightwaveTM
provide parameterized shader networks (Figure 1.1). Here, each node in the network provides
parameterized input and produces some functional output that the user eventually connects
to the output color of the shader network. This technique allows users to map many preprogrammed components through a simple drag-and-drop interface. Depending upon the
complexity of the geometry, lighting, or shader network itself, many of these parameters often
have no intuitive correlation to their visual appearance in the rendering. Moreover, many
of the parameters enable the user to directly manipulate the values of different physicallybased models. As explained by Strauss [Str90], direct manipulation of these models can
quickly lead to non-physically correct results, causing unexpected behavior or appearance
on physically-based models from a parameterization that looks good for one frame of an
animation but not for another frame.

In addition, these shaders or shader networks often are too complicated for efficient rendering [Pel05] as a result of the tweaking and visualization cycle. In many cases, artists may
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choose to place some shader program into a scene regardless of the computational complexity
since the results are similar to their mind’s eye view of the scene, when in fact a simpler
shader could be used to obtain a similar and equally desirable effect.

The shortcomings noted above demonstrate the need for appearance-driven material design,
where the artist can generate effects through brush strokes and the optimization process can
produce efficient code for the appropriate material.

1.3

Appearance-driven Material Design

While the geometry, lighting, and material all affect the final appearance of the reflectance,
we argue that material design provides the most intuitive interface for the user. For instance,
if the appearance-driven design interface modifies the lighting of the scene, the adjusted
lighting affects the surrounding objects that were not intended to be manipulated. While
one could argue for localized lighting, where each object has its own lighting environment,
some of the photorealism captured by using the interaction of light within the entire scene
would disappear.

Similarly, one could argue for manipulation of the geometry to generate the desired reflection
patterns. However, many reflection patterns are high frequency, such as on glossy surfaces,
and would require sharp changes to the geometry to match a visual constraint. These

5

sharp changes would require an increase in the geometry complexity and possibly require a
previously static object to deform in shape throughout the course of an animation to match
the painted reflectance values.

Give the above, we argue for appearance-driven material design, where we affect the microgeometry’s reflection of the surface. The micro-geometry, more commonly called microfacets [TS67], is modeled using parameterized functions that define the reflectance behavior
on a macro-level. Our goal is to manipulate these distribution functions using brush strokes
that define reflectance patterns on the surface of an object for a given viewing direction. In
addition, we provide an interactive rendering algorithm that enables the user to perform a
series of edits that shift the tweak/visualize design cycle into direct, visual design.

1.4

Overview

This thesis presents the theories and algorithms that form the basis for appearance-driven
material design. In Chapter 2, we discuss the underlying formulation for rendering as well
as the different models used to represent various materials and lighting environments in the
visualization process. Moreover, we look at techniques used in existing material and lighting
design interfaces. Since interactive material design requires real-time rendering of arbitrary
objects under complex lighting, we detail our algorithm for rendering dynamic materials
using filtered importance sampling on the graphics processing unit (GPU) in Chapter 3.
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Using our rendering algorithm for interactive visualization, we explain our appearance-driven
methods to create homogeneous materials, spatially-varying materials, and appearancematching materials. For homogeneous materials, we present BRDF-Shop, a tool where
the paints highlights on a spherical canvas to manipulate an extended Ward BRDF model
(Chapter 4). However, many reflection patterns desired by an artist vary over the space of
the object. To accommodate this need, we present a technique for surface highlighting via
interactive neuroevolution (SHINE) (Chapter 5), where we use a modified genetic algorithm
to fit spatially-varying material parameters to user defined luminance values in real-time.

Even though materials often do not change their reflection patterns in short periods of time,
one can argue that a single edit to a material at one point in time is insufficient for an artist
to add emphasis and tell a story with the reflectance. This occurs when a reflection pattern
ideal for one frame may be inappropriate for another. Therefore, we provide a material design
interface that permits the user to generate a reflection pattern via painting highlights at a
single frame, with the effect being blended in seamlessly, i.e. having a matching appearance,
over the course of the animation (Chapter 6). Using this tool, the artist can manipulate the
reflectance as the geometry, lighting, and viewing direction change over time.

Unfortunately, all of these techniques are based upon an interface where a user can only
select color values bounded by the color range of the display. As shown by Debevec [Deb02],
rendering using high dynamic range color values, or a range of colors outside of the displayable
color gamut, can provide a much more photorealistic visualization. While each of our material
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design techniques handles the limited input range offered by the display device, we present
two methods for providing input outside of the displayable luminance range (Chapter 7).

Last, in Chapter 8, we summarize the results of this thesis, discuss open problems and
pose future work for appearance-driven material design using high dynamic range painting
techniques. We also draw conclusions from our existing methods.
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CHAPTER 2
BACKGROUND
When designing materials through appearance, we are, in fact, trying to manipulate the
transport of light from some source to a virtual camera. Thus, it is important to understand
how light transport is modeled, simulated, and commonly solved in order to manipulate and
display reflection patterns with an intuitive user interface. To that end, this chapter provides
an intuitive formulation of the illumination integral used for rendering and its associated
numerical solutions (Section 2.1). We also look at reflection models for representing the
appearance of various materials (Section 2.2) as well as discuss the image-based lighting
technique for modeling the incoming radiance (Section 2.3). In the last section, existing
interfaces for reflectance design are reviewed (Section 2.4).

2.1

2.1.1

Illumination Integral

Formulation

When rendering the appearance of a material, our goal is to simulate the behavior of photon
particles carrying visible light waves emitted from light sources that reflect and scatter
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with materials on the surfaces in the scene and bounce toward the human eye. This is
denoted as the light transport problem and has its theoretical underpinnings in radiative
heat transform. However, for computer graphics, we only worry about the visual result and
thus make several approximations in solving the transport problem. Here, we construct a
virtual camera containing an image plane with various discretized picture cells (pixels) as
an approximation of the human eye receiving light. The color of each pixel is determined by
the spectrum of light carried by photon particles reaching the simulated image plane. For
efficiency, we use the tri-chromatic nature of our Human Visual System to approximate the
spectrum with three peak magnitudes at various wavelengths (typically Red 650nm, Green
510nm, and Blue 475nm).

To model the transport as a computationally efficient simulation problem, we further approximate the light waves as light rays, since the waves behave similarly to rays with respect
to reflection and refraction when working with light transport in the visible color spectrum.
This is referred to as geometric optics. The only loss due to this approximation is that wave
interference is no longer modeled in the system. However, at the macro-level used for light
transport in computer graphics, where the distance the light travels is much greater than
the wavelength of the light, most effects of light transport are adequately captured.

While rays effectively model the path traversed by light, they only represent an infinitesimally
small direction in space and are ineffective at simulating the size, orientation, and distance
of a light source and the resulting surface reflection. For instance, imagine a virtual unit
radius hemisphere that describes the environment around each surface point. If we project
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θa

dω

(a)

dA

r

(b)

Figure 2.1: The solid angle is the projection of some area onto the virtual unit hemisphere
surrounding a surface point (a). In order to compute the solid angle, the area is divided into
differential patches dA, exaggerated and shown in 2D for clarity in panel (b). Each patch
can be projected onto the unit hemisphere to form an approximate differential solid angle
dω by first projecting dA onto a plane perpendicular to the patch’s relative direction from
the surface point (orange) and then scaling it by the squared distance r2 from the surface
point.

an incoming light source onto the hemisphere, we can clearly see that all of the attributes of
the light source affect the size of the projection on the hemisphere (Figure 2.1(a)). Therefore,
we augment a ray to represent both a direction and an area A⊥ projected onto a hemisphere
for some distance r away from the surface point to define the light ray as a solid angle (ω).
Solid angles are defined in the unitless measurement of the steradian (sr), which is essentially
the spherical version of the radian. As seen in Figure 2.1(b), if the area is represented as
a differential patch dA, we can project this light source onto the hemisphere using vector
projection. Here, the cosine of the angle between the normal and the relative position of
the patch to the surface point θa can be used to project the differential area onto a plane
perpendicular to the relative position. The projected patch is then scaled by its squared
distance r2 to map onto the virtual unit hemisphere, yielding the differential solid angle
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formula,
dω =

dA⊥
dA cos θa
=
.
2
r
r2

(2.1)

By measuring the number of photons emitted by a light source over time, i.e. the flux of the
emitter, per unit of area of the light source, we obtain the radiant exitance of the light source,
described in Watts per meter squared (W · m−2 ). The amount of radiant exitance reaching
a surface point is simply the projection of the light source onto the virtual unit hemisphere.
Therefore, the quantitative value is the radiant exitance per steradian, or radiance, which is
the standard measurement of light given in the units W · sr−1 · m−2 .

Note that the International Standard (SI) unit for radiance in photometry is lux or candela
·m−2 . Here, a candela is approximately the amount of flux emitted by a single candle.
However, we defined light in terms of the units W · sr−1 · m−2 . Using the SI definition, we
can convert between W ·sr−1 and candela when operating with a monochromatic light source
emitting light at a frequency of 540 × 1012 Hz with a radiant intensity of 1/683 W · sr−1 .
The use of the Watt as the standard measurement has not been adapted since it takes more
Watts for the Human Visual System to see blue light in comparison to green light due to
the sensitivity of the rods and cones in our eye. However, the SI definition of the candela
is based upon an idealized light source that is unachievable with common lighting and thus
has little intuitive meaning as a unit of measurement.

Given a quantitative model for describing light, the radiance/surface interaction is approximated using a bidirectional reflectance distribution function (BRDF) that models the scat-
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n

θi

ωi

φi

Figure 2.2: Spherical coordinate frame

tering, absorption, transmittance and reflectance properties of a material. Here, the BRDF
provides a ratio for the amount of incoming light for a solid angle ωi leaving in a direction ωo .
Some materials require wavelength dependent reflectance, such that the function is defined
for each wavelength of light. However, the appearance of most materials can be captured
using a BRDF independent of the wavelength.

For many materials, such as diffuse or metallic reflectors, the contribution of incident light
is attenuated proportionally to the angle between the light’s direction and the surface normal. For instance, on diffuse surfaces, more light is reflected from directions perpendicular
than parallel to the surface. Therefore, only the “perpendicular” component of the light is
considered and the solid angle of light is projected onto the surface.1 Similar to deriving the
projected differential patch for a solid angle (2.1), we can also project a differential solid angle dωi by using cos θi , where θi is the angle between the normal and the incoming direction
ωi (Figure 2.2).
1

Note that this approximation is not true in the case of perfect specular reflectors, such as a chrome ball,
and requires the use of a dirac delta function to model such reflectance properties in this framework.
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The result of the reflection and scattering of all incoming light rays over a hemisphere Ω
surrounding some surface point x is estimated by the illumination integral [Kaj86]. Here, the
light transport is modeled as the integral of all incoming augmented rays ωi with a radiance
value defined by the function Li reflected and scattered toward an outgoing viewing direction
ωo by the BRDF f giving,

Z
Li (ωi , x)f (ωo , ωi ) cos θi dωi .

Lo (ωo , x) =

(2.2)

Ω

Typically, we evaluate this function in the local coordinate frame, also called the tangent
coordinate frame, where the surface normal is the z axis and the x and y axes are respectively
the tangent and binormal vectors of the surface point.

When considering light being scattered and reflected multiple times, we use the recursive
rendering equation to define the light transport where Li is defined in terms of Lo [Kaj86].
This is often referred to as global illumination. For this thesis, we only consider direct lighting
where the incoming illumination is directly from a light source and not from light bouncing
around in the scene (2.2).
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2.1.2

Numerical Integration

If both the BRDF and the incoming radiance function represent high-dimensional datadriven or non-linear functions, the integration (2.2) does not commonly have a solution that
can be analytically found or numerically solved with standard piecewise integration at realtime rates [PTV92]. In these circumstances, we need another approach to accurately and
efficiently approximate the illumination integral for all visible surface points in the scene.

One method in computer graphics for approximating the illumination integral efficiently is to
use the stochastic technique of Monte Carlo quadrature. This method provides an unbiased
estimation of the integrand with some variance in the result. In other words, the estimate is
guaranteed to converge to the correct solution given enough computation time with errors
that appear as noise in the synthesized image.

For Monte Carlo quadrature, the integral is estimated using a technique known as sampling.
Here, a position in the domain of the integrand is drawn from a normalized function known
as the probability distribution function (PDF). The simplest PDF is the uniform distribution,
where each position in the domain of the function is given equal weight and thereby is equally
likely to be chosen as a sample position. For the illumination integral, each possible sample
position is a direction on the unit hemisphere. Thus, the uniform distribution is just the
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function providing equal weight for all directions,

1
1
.
=
2π
dω
Ω

p(ω) = R

(2.3)

Given the sample direction, the integrand is evaluated at that position and provides an
approximation of the integral. While the estimate from one sample drawn from the PDF
is almost certainly wrong, if we average further estimates together, we can get a better
approximation of the integral, where at an infinite number of estimates we obtain the exact
integral. Formally, we write this process as,

Lo (ωo , x) ≈

L0o (ωo , x)

N
1 X Li (ωi , x)f (ωi , ωo ) cos θi
,
=
N i=1
p(ωi )

(2.4)

where, N is the number of estimates; ωi is the ith randomly generated incoming light direction
proportional to the PDF p used to estimate the integral; and θi is the angle between the
normal at x and ωi .

Moreover, we can show the unbiased convergence of the estimator by using the expected
value. Here, the expected value is the mean value from choosing every possible value in the
domain Dg of an arbitrary function g,

Z
E[g(x)] =

g(x)p(x)dx,
Dg

16

(2.5)

where x would be a randomly generated value proportional to the PDF p. Using the expected
value and the fact that all samples are generated independent of one another, we can show
that a Monte Carlo estimated solution is identical to the real solution,
"

E[L0o (ωo , x)]

=

=

=

=

#
N
1 X Li (ωi , x)f (ωi , ωo ) cos θi
E
N i=1
p(ωi )


N
1 X
Li (ωi , x)f (ωi , ωo ) cos θi
E
N i=1
p(ωi )

N Z
1 X
Li (ωi , x)f (ωi , ωo ) cos θi
p(ωi )dωi
N i=1 Ω
p(ωi )

N Z
1 X
Li (ωi , x)f (ωi , ωo ) cos θi dωi
N i=1 Ω

(2.6)

(2.7)

(2.8)

(2.9)

=

N
1 X
Lo (ωo , x)
N i=1

(2.10)

=

1
N · Lo (ωo , x)
N

(2.11)

= Lo (ωo , x).

(2.12)

To determine the error in the estimate, we look at the squared difference,
(L0o (ωo , x) − Lo (ωo , x))2 . In general, we wish to determine the expected error of the estimate,

E[(L0o (ωo , x) − Lo (ωo , x))2 ].
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(2.13)

Substituting (2.12) in (2.13), we obtain the equation for variance on the estimate of the
illumination integral,

V ar(L0o ) = E[(L0o (ωo , x) − E[L0o (ωo , x)])2 ].

(2.14)

Now, our goal is to reduce the variance while using as few samples as are computationally
affordable for the application. One method to reduce the variance is via importance sampling.
Here, regions that are known a priori to provide a good estimate of the integral are sampled
heavily while other regions are sparsely sampled. The sampling rate is determined by a
PDF, where high and low function values correlate to regions of dense and sparse sampling
of the integrand. The PDF can be found using a variety of techniques. For instance,
one common method is to normalize the BRDF, and use it as the PDF. Another common
technique is to use an approximation of the incoming radiance environment, normalize the
values, and use the resulting function as the PDF. Moreover, one can also sample both of
these values simultaneously using techniques such as multiple importance sampling [PH04]
or bidirectional importance sampling [BGH05]. However, each of these hybrid techniques
requires either additional computation or memory when computing the PDF. Thus, we use
the efficient sampling of the environment or BRDF at the cost of possibly requiring more
samples to obtain the same solution as the complex sampling strategies.

In order to use either uniform or importance sampling, we must generate samples. One technique amenable to either BRDF or environment sampling is the inverse transform method.
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Here, if the PDF is a non-negative, normalized function with an analytical or numerical integral, samples are selected using the inverse of the cumulative distribution function (CDF).
In 1D, the CDF represents the probability of all samples being less than a random variable
X, such that,
Z

X

P (x < X) =

p(x0 )dx0 ,

(2.15)

−∞

where p is a PDF and X is a random variable. Since the PDF is normalized, the CDF is
one as X approaches infinity. Moreover, since the PDF is non-negative, this guarantees the
range of the PDF is between zero and one over the domain of all possible sample directions.
Therefore, if the CDF is invertible (P −1 ), then we can generate a uniformly random number
between zero and one, ξ, using a pseudo-random number and proportionally map it to any
domain. This scales similarly to multiple dimensions, but for the illumination integral we
will use 1D marginal or conditional probabilities.

In the illumination integral, we discuss the PDF in terms of the spherical coordinates (θ, φ),
where θ is the zenith angle and φ is the azimuthal angle with respect to the normal of the
surface (Figure 2.2). This function is either defined proportionally to the incoming radiance
or the BRDF. Finding solutions prior to run-time using analytical BRDF provides the most
computationally efficient sampling strategy and we will derive the sampling equations for a
few BRDFs in Section 2.2. These techniques also apply to discretized data-driven BRDFs
or incoming radiance environments.
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To sample either proportional to the environment or BRDF, we apply the method of inverting the CDF for each dimension of the integral. Here, we separate the integral into one
dimensional problems by first marginalizing the distribution,

Z
p(θ) =

2π

p(θ, φ)dφ.

(2.16)

0

The inverted CDF of the marginal distribution is then used to find a sample direction θs .
Given a sample direction, θs , we can use the conditional probability of φ given θs to find a
1D PDF,
p(φ|θ = θs ) =

p(θ, φ)
.
p(θ)

(2.17)

Similarly, the inverse CDF of (2.17) is computed and sampled with another uniform random
number to obtain a PDF proportional random value of φs .

Other techniques for reducing the variance include biased estimators such as in irradiance
and radiance caching [WRC88, KG05], where the expected value of the illumination integral
estimate is not equivalent to the real solution but the results look smooth with only a few
samples. Also, complex unbiased estimators are used that reduce the variance at a rate faster
than importance sampling, such as Metropolis light transport [VG97]. However, we focus
our attention on the computational and memory efficient technique of importance sampling
as a basis for solving the illumination integral for dynamic materials with varying viewpoints
to provide a simple method executable on the graphics processing unit (Chapter 3). Using
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this efficient computation mechanism, we can quickly compute a visualization of a reflectance
function under a lighting environment and use it for appearance-driven optimization.

2.2

2.2.1

Reflectance Functions

Overview

As light interacts with a surface, the underlying material determines the reflection, absorption and scattering of the light and thus the appearance of the object. For instance, due
to the material properties a sheet of paper appears dramatically different from a sheet of
aluminum foil under the same lighting.

A reflectance function is considered physically plausible [DRS08] if the material function
is energy conserving, where the amount of reflected energy is less than or equal to the
amount of incoming energy, and follows Helmholtz reciprocity, where f (ωi , ωo ) = f (ωo , ωi ).
While artists often only care about visual plausibility, we also must consider the physically
plausibility of a BRDF when integrating into existing rendering algorithms, such as photon
mapping, that expect physically-based materials.

Moreover, we typically group reflectance patterns into two categories,isotropic and anisotropic.
As a visual explanation we have a plane in Figure 2.3. When observing isotropic reflection,
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(a)

(b)

(c)

(d)

Figure 2.3: The visual appearance of anisotropic reflection is visible when rotating a plane
around its surface normal. As seen in panels (a) and (b), when you rotate a plane with
isotropic reflection illuminated by a point light source, the highlight does not change. However, when rotating an anisotropic material, (c) and (d), the highlight rotates since the model
is accounting for directional material attributes, such as the grooves in brushed metal.

the plane may be rotated around its normal and the reflection will look the same. However,
anisotropic reflectance patterns often capture grooves in the surface, such as in brushed
metal, so as the plane is rotated, the reflection changes.

In the following section, several methods for defining physically plausible, isotropic and
anisotropic reflectance patterns are discussed and we provide further details on the models
used for our material design interfaces. In addition, we also derive the importance sampling
formula used for numerical integration of the illumination integral with the material models.

Microfacet Approach. As a theoretical approach to modeling material reflectance, microfacet BRDFs use the underlying micro-geometry on various materials, such as the small
pieces of sediment in stone or the thin grooves in wood, and assume they behave as ideal
specular reflectors [TS67] or ideal diffuse reflectors [ON94]. In either case, each microfacet’s
orientation is determined using a probabilistic model. For instance, the Torrance-Sparrow
model uses a Gaussian distribution to represent the number of microfacets facing a certain
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incoming solid angle and reflecting toward an outgoing angle. By adjusting the standard
deviation of the distribution, the behavior of the reflection changes leading to changes in the
appearance of the material. As an interesting tool for creating arbitrary reflection patterns,
Ashikhmin et al. [APS00] provided a generalized technique for generating physically plausible BRDFs when the user supplies a PDF for the microfacet distribution. Their algorithm
computes the occlusion term for the existing microfacets that block one another for a given
incoming and outgoing direction of light.

Data-driven models. While microfacet theory provides a physical basis for describing
materials, the ideal specular or diffuse microfacet approximations may lead to reflectance
behavior inconsistent with real-world materials. Therefore, reflectance data is directly captured to use in image synthesis using devices, such as the Gonioreflectometer [War92], or
other image-based capture techniques [MPB03]. However, this requires a large amount of
data, especially for high frequency reflectance functions used for glossy surfaces. As a result, various factorization techniques have been presented that provide a memory efficient
technique to store the reflectance function and a computationally efficient method to render
surfaces using the data-driven material [KM99, MAA01, LRR04].

Empirical Parameterized Models. One difficulty with data-driven approaches is that
the models are not typically easy to manipulate, even after factorization. This often limits their use in production, when artists may need to manipulate the final appearance of
the material or may need to create a reflectance pattern without any existing data. As an
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alternative, parameterized models provide a direct fit to measured data using statistical distribution functions, such as a Gaussian or cosine distribution. Moreover, since these models
fit many existing material reflectance patterns, it is straightforward to tweak or generate
new parameter values that appear as visually-plausible materials. One of the first parameterized models is presented by Phong [Pho75], where he uses an isotropic cosine distribution
with respect to the angle between the incoming light and the specular reflection to model
many glossy surface reflections. Here, this specular distribution is an exponentiated cosine
falloff of reflectance, denoted as a lobe, where the exponent provides control for how sharp
the reflections are on the surface of the object. Other material models provide anisotropic
reflectance patterns, such as Poulin and Fournier [PF90], Banks [Ban94], and Ashikhmin et
al. [AS00], to name a few. The following will look at three other empirical parameterized
reflectance models we use for appearance-driven material design.

2.2.2

Lafortune BRDF Model

As one of the parameterized models, the Lafortune model provides an efficient way to represent a large variety of materials [LFT97]. Similar to the Phong model, the function uses a
series of lobes to represent glossy surfaces. However, it extends the Phong model by providing parameters to handle materials with off-specular reflection patterns as found in velvet or
satin. The model is formulatedby computing for each lobe an unnormalized reflection vector
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ωr = (cxy·ωx, cxy·ωy, cz·ωz)

ωo = (ωx, ωy, ωz)
n

θr

ωi

Figure 2.4: The Lafortune BRDF model parameters. Here, ωo is scaled by the Lafortune
parameters, cxy and cz , to obtain the peak reflection vector ωr . The reflection vector ωr
along with the incoming direction ωi are used to compute the BRDF (2.20).

ωr by arbitrarily scaling the outgoing direction vector. The reflection vector behaves as the
point of peak reflection, thereby providing a mechanism for handling off-specular reflection
(Figure 2.4). A set of N lobes are linearly summed together to provide the BRDF model,

f (ωi , ωo ) =

N
X
nk + 2
k=1

2π

· ||ωr,k || cosnk θr,k

(2.18)

where θr,k is the angle between ωr,k and ωi , nk is the specular exponent controlling the
roughness for the k th lobe and (nk + 2)/(2π) is a false normalization term. As shown by Ngan
et al. [NDM05], the false normalization term provides more visually plausible materials over
the space of the parameterization, often leading to improved fits to data in comparison to not
having the term. Computationally, the model is easier to evaluate in Cartesian coordinate
space, such that ωr is defined in terms of the outgoing direction ωo and the parameters cxy
and cz ,
ωr = (ωo,x cxy , ωo,y cxy , ωo,z cz ) .
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(2.19)

cxy = −1
cxy = −0.94
cxy = −1
cxy = 1.1
cz = 0.91
cz = 1
cz = 1
cz = 1.1
n = 100
n = 100
n = 100
n = 40
(a)
(b)
(c)
(d)
Figure 2.5: Spheres under the Grace environment light probe with various Lafortune BRDF
parameters.

The lobe is simply the dot product of the reflection vector ωr and the incoming direction ωi
exponentiated by the parameter n for each lobe k,

f (ωi , ωo ) =

N
X
nk + 2
k=1

2π

(ωi,x cxy,k ωo,x + ωi,y cxy,k ωo,y + ωi,z cz,k ωo,z )nk .

(2.20)

While different values can be used to scale the x and y components of ωo to enable anisotropic
reflectance behavior, the results often look unnatural and do not conform to many real-world
reflection patterns. Therefore, a single scalar value is used for the two axes [LFT97]. As
an alternative, anisotropic materials are most often modeled using a combination of various
isotropic lobes in the Lafortune model.

As an intuitive approach to understanding these scalar parameters, it is important to think of
the values in the local coordinate space of the surface. If cxy is negative, then the point of peak
reflection points in the opposite direction of the outgoing direction with respect to the normal.
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As the magnitude of cxy increases, the incoming lighting directions with high reflectance are
skewed toward incident grazing angles (Figure 2.5(a)). Moreover, as the magnitude of cxy
decreases, the point of peak reflection is shifted toward the normal (Figure 2.5(b)). In the
case where cxy = −1 and cz = 1, then the point of peak reflection occurs in the specular
direction and thus the model behaves identically to the Phong model (Figure 2.5(c)). If cxy
is ever positive, then the modeled material is a retro-reflector (Figure 2.5(d)), i.e. reflecting
light back in the direction from which it came. These types of materials are commonly seen
on running shoes or stop signs. Last, the cz parameter effectively scales how much light from
non-grazing angles is reflected.

As one method for efficiently rendering the Lafortune model, we can use a Monte Carlo
estimator with importance sampling proportional to the cosine distribution for each lobe.
In the following section, we look at how to define such a sampling strategy and explain in
Chapter 3 how to use filtered importance sampling for real-time rendering.

2.2.2.1

Importance Sampling

The difficulty in importance sampling the Lafortune BRDF is that there does not exist a
constant normalization term for every outgoing direction. Thus, finding a perfectly matching
normalized PDF is difficult. This is due to the surface horizon blocking the lower part of
a lobe when the reflection is near grazing angles. To find an analytical sampling formula,
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we sample the cosine distribution for each lobe directly and ignore any samples below the
surface horizon. Therefore, we obtain a PDF proportional to an exponentiated cosine,

p(ωr ) ∝ cosn θr .

(2.21)

When changing the variables from solid angles to spherical coordinates, we must multiply
by the Jacboi determinant of the mapping and thereby obtain,

p(θr , φr ) ∝ cosn θr sin θr .

(2.22)

Integrating this over the entire domain of the hemisphere, we obtain our normalization term,

Z
0

2π

Z

π/2

cosn θr sin θr dθdφ =

0

2π
,
n+1

(2.23)

thus providing our final PDF,

p(θr , φr ) =

n+1
cosn θr sin θr .
2π

(2.24)

As discussed in Section 2.1.2, we must separate our problem into scalar functions for each
dimension of the integral to obtain optimal sampling. Here, our problem is in the spherical
domain and is thus two-dimensional. We can remove one dimension by marginalizing the φr
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parameter in the PDF (2.24) to obtain,

Z

2π

p(θr ) =
0

n+1
cosn θr sin θr dφ = (n + 1) cosn θr sin θr .
2π

(2.25)

Subsequently, we can integrate the PDF to obtain the CDF and invert the problem to obtain
our inverse transform sampling equation,

Z
P (θr < θs ) =

θs

p(θr )dθr = 1 − cosn+1 θs

(2.26)

0

Pθ−1
(ξθ )
r



= arccos (1 − ξθ )

1
n+1



1

= arccos(ξθn+1 ),

(2.27)

where 1 − ξθ equals ξθ since ξθ is a random variable from a uniform distribution between
zero and one, and thus 1 − ξθ is also an equivalent random variable from the same distribution. From the marginal PDF, we can find the conditional PDF for φr by dividing by the
marginalized distribution,

p(θr , φr )
1
=
.
p(θr )
2π

p(φr |θr = θk ) =

(2.28)

By integrating and inverting the conditional PDF, we can find our sampling equation for φr
in terms of some uniformly distributed random variable ξφ ,

Z
P (φr < φs |θr = θk ) =

φs

p(φr |θr = θk )dφ =
0

(ξφ ) = 2πξφ .
Pφ−1
r
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φs
2π

(2.29)
(2.30)

When sampling proportional to (2.24) and using (2.18) for a single lobe, the Monte Carlo
estimator (2.4) simplifies to,

N

Lo (θo , φo , x) ≈

X
n+2
||ωr ||
L(ωi ) cos θi ,
n+1
i=1

(2.31)

where the ratio (n + 2)/(n + 1) ||ωr || can be precomputed for each surface point x. When
using multiple lobes, the various integral estimates can be summed together due to their
linear relationship in the BRDF model.

2.2.3

Halfway Vector Disk BRDF Model

As shown by Torrance and Sparrow [TS67], the halfway vector provides a decent approximation for defining microfacet orientations. Here, the halfway vector is the normalized
summation of the incoming and outgoing vectors. Using this idea, Edwards et al. [EBJ06]
created the halfway vector disk BRDF as a means to model a wide variety of materials using
an arbitrary PDF fixed on the halfway vector, while maintaining reciprocity and energy conservation. Unlike microfacet-based approaches, Edwards et al. assume the majority of the
reflectance results from orientation of the microfacet reflectors and not from the “shadowing”
term occluding light from coming in and out due to the relative heights of the microfacets.
One of the key goals in defining the model is to find a PDF q for sampling that is proportional to the integrand of the illumination integral. However, since the incoming radiance
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is independent of the BRDF, we can only formulate a sampling scheme with respect to the
BRDF and cosine term,
q(ωi ) ∝ f (ωi , ωo ) cos θi .

(2.32)

Here, if we want to find the most efficient BRDF for sampling then we describe the BRDF
in terms of the optimal sampling, just setting the left hand side as the BRDF,

f (ωi , ωo ) =

q(ωi )
q(ωi )
=
,
cos θi
ωi · n

(2.33)

where n is the normal of the surface. Describing this BRDF in terms of the halfway vector,
H, where H = (ωi + ωo )/ ||ωi + ωo ||, we obtain

f (ωi , ωo ) =

q 0 (H) dH
,
ωi · H dωi

(2.34)

where q 0 is the transformed PDF with respect to the halfway vector instead of the incoming
light direction. We can find the ratio that converts the problem from an incoming direction
to a halfway vector by operating in spherical coordinate space rotated such that the zenith
angle is zero in the outgoing direction ωo ,

dH
sin θh dθh dφh
=
.
dωi
sin θi dθi dφi

31

(2.35)

ωo
p(h)

H = ωo + ωi
h

ωi n

ωo

Figure 2.6: Illustration of key vectors and points for the halfway vector disk BRDF Model.

Since the halfway vector H is a bijection of ωi and ωo , we observe that

θh
2

= θi and φh = φi ,

such that,
dH
sin θh dθh dφh
sin θh
1
=
=
=
.
dωi
sin 2θh 2dθh dφh
4 cos θh sin θh
4 cos θh

(2.36)

To remove ambiguity of reference frames, we represent θh using dot products,

dH
1
.
=
dωi
4(ωo · H)

(2.37)

Using this conversion, we substitute (2.37) into (2.34) and obtain,

f (ωi , ωo ) =

q 0 (H)
.
4(ωi · n)(ωo · H)

(2.38)

Unfortunately, as the outgoing direction ωo approaches near-grazing angles to the surface,
the ability to find a properly normalized PDF becomes more difficult. Therefore, Edwards et
al. mapped the problem from the halfway vector to the two-dimensional halfway vector disk
(Figure 2.6). While this limits the overall expressiveness of arbitrary PDFs, the generated
reflectance patterns are energy conserving, more likely to be visually plausible and can be
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guaranteed to be physically plausible. To convert from the halfway vector space to the
halfway vector disk, the halfway vector is orthogonally projected onto a disk parallel to the
surface,
h = H − (ωi · n)n.

(2.39)

Here, h parameterizes the two-dimensional distribution function p in which the user may
define some distribution on the halfway vector disk. Replacing q 0 with p results in,

f (ωi , ωo ) =

dµ(h)
p(h)
,
4(ωi · n)(ωo · H) dΩ(H)

(2.40)

where the latter component is the conversion term between the solid angle represented by
the halfway vector H and the area on the halfway vector disk. To find the conversion, we just
express the area represented by dµ(h) as a solid angle (2.1) using the notion of a differential
patch,
dΩ(H) =

dµ(h)(h · n)
,
||h||2

(2.41)

which can be reformulated to give,

dµ(h)
||ωi + ωo ||2 (ωi · n)
=
.
dΩ(H)
ωi · H

(2.42)

Substituting (2.42) in (2.40), we obtain a BRDF in terms of a distribution on the halfway
vector disk p that, when inserted into the illumination integral, will have almost all terms
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cancel out except for the original halfway vector disk PDF p,

f (ωi , ωo ) =

p(h) ||ωi + ωo ||2
.
4(ωi · H)2

(2.43)

To achieve efficient importance sampling during rendering and fit well to many real-world
materials, the PDF p on the disk is modeled by a normalized lump distribution,

pc,n (h) =

n
n+1
1 − ||h − c||2 ,
π

(2.44)

where c is the center of the lump distribution and n is the specular exponent determining
the roughness of the material. Using this BRDF model, importance sampling is reduced to
sampling the lump distribution.

2.2.3.1

Importance Sampling

In importance sampling the halfway vector disk BRDF, we first must sample the 2D distribution on the halfway vector disk, in our case the lump distribution, and then convert it
into an incoming viewing direction. Similar to the cosine sampling in the Lafortune model,
we must first convert the problem into another domain, in this case polar coordinates (r,θ),
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to find an efficient sampling strategy,

p(r, θ) =

n+1
(1 − r2 )n r,
π

(2.45)

where the added r results from the Jacobi determinant of the projected halfway vector to
polar coordinates. We reduce the dimensionality of the problem by marginalizing θ to obtain,

Z
p(r) =
0

2π

n+1
(1 − r2 )n rdθ = 2(n + 1)(1 − r2 )n r.
π

(2.46)

Furthermore, integrating the marginalized PDF we obtain the marginal CDF and inverse
CDF used for sampling,

Z

R

p(r)dr = −(1 − r2 )n+1 + 1
0
q
q
1
1
Pr−1 (ξ) =
1 − (1 − ξr ) n+1 = 1 − ξrn+1 .

P (r < R) =

(2.47)
(2.48)

The other dimension is found by using the conditional probability of θ given r,

p(θ|r = R) =

1
p(r, θ)
=
.
p(θ)
2π
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(2.49)

Once again, by integrating the PDF and inverting the integral, we obtain the CDF and
inverted CDF used for sampling,

Z
P (θ < θs |r = R) =

θs

p(θ|r)dθ =
0

Pθ−1 (ξθ ) = 2πξθ .

θs
2π

(2.50)
(2.51)

The projected halfway vector is then computed by converting back from polar coordinates
to Cartesian coordinates,

hx = rs · cos θs + cx

(2.52)

hy = rs · sin θs + cy ,

(2.53)

where rs and θs are the sampled directions generated from uniform random numbers and
(cx , cy ) is the center of the lump distribution. Since the halfway vector disk uses orthogonal
projection, we can find the incoming light direction in 2D and normalize it to obtain the 3D
Cartesian coordinate,

ωi,xy = h − ωo,xy
q
ωi,z =
1 − ||ωi,xy ||2 ,

(2.54)
(2.55)

where ωi,xy , ωo,xy , and ωi,z are, respectively, the x and y components of the incoming and
outgoing light and the z component of the incoming light.
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Figure 2.7: Ward BRDF parameters

2.2.4

Ward Anisotropic BRDF Model

While the halfway vector disk BRDF model provides a sufficient framework for handling
anisotropic reflectance patterns [EBJ06], one of the first and most commonly used anisotropic
reflectance functions is the Ward BRDF model [War92]. Similar to other parameterized
models, the Ward BRDF was found to fit well to many materials such as various metals.
Unlike the Lafortune and halfway vector disk BRDF, the Ward model uses two independent
Gaussian functions that estimate the spread of the microfacet normal distribution in terms
of their standard deviation, αx and αy , giving,

2

− tan θh
1
√
f (ωi , ωo ) =
e
4παx αy cos θi cos θo




cos2 φh sin2 φh
+
αx2
αy2
.

(2.56)

As seen in Figure 2.7, θh and φh respectively represent the angle between the normal and
the halfway vector H and θo is the angle between the outgoing direction ωo and the normal.
Moreover, the normalizing term holds for all values of αx and αy less than or equal to 0.2.

37

2.2.4.1

Importance Sampling

Unfortunately, importance sampling the Ward BRDF cannot be done using the inverse
transform method as done with the lump or cosine distributions. This results from the 2D
Gaussian not having an analytically invertible integral. However, the Box-Muller transform
provides a method to sample 2D Gaussian functions with zero mean and unit variance. In
other words, if we wish to sample a distribution for two random values z1 and z2 ,
−(z1 + z2 )2
1
2
√ e
,
2π

(2.57)

then, we can use the following Box-Muller transform,

z1 = R cos θ =

p
−2 log ξ1 cos(2πξ2 )

(2.58)

z2 = R sin θ =

p
−2 log ξ1 sin(2πξ2 ),

(2.59)

where R is the radius from the center of the distribution and θ represents the rotation.
Rearranging these equations to polar coordinates we see that,

R2 = −2 log ξ1
θ = 2πξ2 ,
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(2.60)
(2.61)

where the −2 results from the coefficient in front of the random variables z1 and z2 in the
exponent of (2.57), which in the Ward model is cos2 φh /αx2 + sin2 φh /αy2 . The 2π results
from the equal rotational probability for the isotropic unit variant Gaussian. Observing the
formula of the Ward Anisotropic BRDF (2.56), we see the 2D Gaussian term has a radius R
of tan θh and a polar rotation determined by the scaling values αx and αy . Looking at (2.60),
we can substitute the Ward model’s radius and coefficients to obtain,

− log ξ1
cos2 φh /αx2 + sin2 φh /αy2

R2 = tan2 θh =
s
θh = arctan

cos2

− log ξ1
.
φ/αx2 + sin2 φ/αy2

(2.62)
(2.63)

Finding the rotation of the sample, θ in (2.61), requires obtaining a sample assuming equal
probability and then skewing it appropriately. This can be done by first finding the rotation
using 2πξ2 and then finding the tangent of this value. The tangent provides the angle as a
ratio of the y-component over the x-component. Therefore, we can scale it with our user
parameters, αy and αx and take the inverse tangent to find the scaled rotation angle φh ,


φh = arctan


αy
tan(2πξ2 ) .
αx

(2.64)

θh and φh are then converted to the Cartesian coordinate halfway vector H and used to
reflect the outgoing direction to obtain the incoming direction used for sampling,

ωi = 2(ωo · H)H − ωo .
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(2.65)

2.2.5

Spatially-varying Reflectance

As the demand for high fidelity rendering has increased in both film and gaming, so has
the complexity of the material functions that provide the rich detail. These complex materials are represented as higher-dimensional spatially-varying reflectance functions, which
are typically categorized as spatial BRDFs (SBRDF) when using spatially-varying analytical
models [MLH02] and as bidirectional texture functions (BTF) when using measured or simulated data [DGN99]. We denote our SBRDF as f (ωi , ωo , x). In Chapter 5 and Chapter 6,
we will optimize spatially-variant representations of the Lafortune and halfway vector disk
BRDF.

2.3

Image-based Lighting

Recently, the film industry has begun to use measured incoming radiance fields to illuminate
computer generated objects in a method called image-based lighting [Deb02, Sag05]. As
a practical implementation, a camera is used to measure the radiance of the surrounding
environment [Deb02]. As one approach, metal spheres with near perfect specular reflection
are used to capture all possible angles of incoming light and multiple exposures are taken
to compute precise radiance values (Figure 2.8). These are denoted as high dynamic range
(HDR) light probes. The probes are subsequently used as environment maps, where each
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Exposure Range

Figure 2.8: An example set of frames from an image-based lighting capture. Typically
several exposures are taken and compiled to generate a high dynamic range image capturing
data in regions that are over and under exposed in this one frame, such as the lights and
shadow regions in this image. Moreover, several viewing directions are also used to compile
a complete image capture of the environment.

surface point x is assumed to have the same incoming light source,

Li (ωi , x) ≈ Lenv (ωi ).

(2.66)

Sometimes, occlusion of certain incoming directions by the surrounding geometry causing
shadows is also taken into account to form the approximation,

Li (ωi , x) ≈ Lenv (ωi )V (ωi , x),

(2.67)

where V is the visibility function.

While this approximation does not adequately capture the inter-reflection, the high dimensionality of the environment light source, containing thousands of lighting directions
and incoming radiance values, provides high fidelity renderings that appear photorealistic.

41

Moreover, Fleming et al. [FDA03] showed that often times the Human Visual System is
only capable of correlating a visual appearance with a material under natural lighting conditions. Many times, the hand made lighting directions in commercial lighting packages are
inadequate for our visual system to correlate the appearance to a given material, further
motivating the use of image-based lighting.

Unfortunately, integrating arbitrary materials at run-time with an image-based environment can be a computationally prohibitive problem, even when using the massively parallel
graphics processing unit (GPU) computing architecture and Monte Carlo quadrature. This
results from needing thousands of random samples to provide a smooth result, i.e. where
the variance of the estimate is small enough that each pixel has some correlation to its local
neighborhood. We explain our solution for real-time rendering with completely dynamic
scenes using image-based lighting in Chapter 3.

2.4

Reflectance Design Interfaces

When combining lighting and material functions, the imaged reflectance pattern can provide
photorealistic images. Moreover, if the artists are given enough control over the lighting and
material interaction, the rendered images can help tell a story in a simulated image [Cal00].
The following discusses previous approaches for such lighting and material design interfaces.
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2.4.1

Lighting Design

Appearance-driven lighting design is strongly motivated by CG cinematographers due to the
un-intuitiveness of ideal light source parameterizations, such as the position of an infinitesimally small point light source, which results in long design cycles to match visual goals.
For instance, if an artist places a point light source at some location in a scene, the user
may guess what surfaces will be illuminated but the occluding geometry, surface shape, and
material reflectance make it difficult to visualize with the mind’s eye the final appearance.
Therefore, the artist often requires fast visualization to be able to productively tweak and
edit a light source.

Many techniques for cinematic relighting use “deep-framebuffers” [GH00, PVL05], which
are images with precomputed geometric information of the scene in image-space, such as the
normals, positions, or occlusion. By transforming the data into images, the computation
is independent of the complexity of the scene guaranteeing efficient performance. More
recently, precomputed transfer matrices have been used to capture changes in both the
direct and indirect lighting when manipulating light sources [HPB06].

In addition to real-time performance, more appearance-driven approaches have also been
researched for lighting design. As one of the first techniques for appearance-driven lighting,
Kawai et al. [KPC93] presented a method for radioptimization. Here, the intensity of the
light sources along with diffuse albedos are optimized in a global illumination framework
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to match user-specified perceptual metrics of the image, such as how pleasant the room
feels. Extending this work, Shacked and Lischinski [SL01] present a technique for automatic
lighting design under direct lighting, where perceptual cues for image quality are used to
optimize the placement and intensity of point light sources.

Providing a more user-focused appearance design method, Schoeneman et al. [SDS93] describe a method for “Painting with Light,” where the user paints on different reflectance
values on diffuse surfaces in the scene and several point light sources’ intensity values are
optimized to achieve the desired effect. Often times, requiring the artist to define the lighting positions is still unreasonable, given that their goal is solely the visual appearance of
the image. As one extension, the light source’s shadow has been used as a method to visually control the location and intensity of the light source [PRJ97, PTG02]. More recently,
Pellacini et al. [PBM07] provide an framework for designing the lighting using an intuitive
brush-based interface while handling local and global goals of the scene’s appearance. Other
methods use an environment-based lighting model where when the user paints a reflectance
value, light is splatted onto an environment map in the specular direction [OMS07].

2.4.2

Material Design

As shown by Pellacini et al. [PBM07], lighting design often requires additional constraints
to control how previous lighting modifications can affect future modifications. This results
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from lighting having a global effect on all objects’ appearance rather than just local effects.
However, when using direct lighting, material edits can appear to be as natural as adding
light sources but be completely localized to one object.

Similar to lighting design, perceptually-based approaches for material design have been studied using reparameterization of existing analytical BRDF models [PFG00]. Here, the authors use multidimensional analysis on psychophysical experiments to define parameters that
our Human Visual System defines as a difference in appearance, such as contrast gloss or
distinctness-of-image gloss.

Since psychophysical experiments are difficult and time-consuming, other curve-based reparameterizations have appeared as intuitive and expressive methods to represent the BRDFs
for the automotive and entertainment industry [SMW03, BOR06]. However, these methods still requires a tweak/visualize design cycle. As an alternative, image-driven navigation
of materials has also been presented where the user finds the appropriate BRDF using an
interface similar to the filter preview in Adobe PhotoshopTM [NDM06].

Other expressive methods for designing materials appear in the field of non-photorealistic
render (NPR). In NPR, the goal is not to maintain physical correctness, but to provide an
artistic expression through computer graphics. Without these limitations, material design
has been shown to be as simple as painting an image. Kautz [KVH00] demonstrates a
technique for modeling reflectance by creating a normal distribution function as an image
which is indexed by the halfway vector. Other NPR techniques use normal-indexed images
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as the basis for defining the reflectance generated on a spherical canvas [SMG01]. More
recently, Todo et al. [TAB07] present an artistic sketching interface for directly editing the
edges of highlights and diffuse reflection for cell-shaded materials.

While NPR methods for expressing material reflectance provide a high level of control,
many artists require the photorealism provided by computer generated imagery. Using an
appearance-driven approach, Poluin et al. [PRJ97] shape the appearance of highlights using
a sketching interface on the rendered image. The mapping between the roughness of the
material and the sketched highlight is computed analytically and displayed interactively.

Recently, novel interfaces for manipulating high-dimensional SBRDFs and BTFs have appeared. These include AppWand [PL07], a method for selecting similar materials from a
data-driven spatially- and temporally-varying material function, and BTF-Shop [KBD07], a
tool for manipulating BTF datasets using intuitive constructs such as fuzziness.

In this thesis, we present appearance-driven approaches for modeling homogeneous materials,
spatially-varying materials, and appearance-matching materials. Each of these employs an
interface that is familiar to artists, thus providing intuitive tools to address the complex
design problem. Moreover, each achieves interactive performance, in both processing the
artist’s input and visualizing the consequences of the edit.
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CHAPTER 3
FILTERED IMPORTANCE SAMPLING
To be useful in a production environment, the interface for appearance-driven material design must provide an interactive means to view the consequences of editing actions. This
requires the use of an efficient, real-time algorithm to compute the reflectance of arbitrary
materials for both the optimization process (Chapter 5 and Chapter 6) and the visualization
(Figure 3.1). While efficient, well-documented, real-time algorithms exist for idealized lighting environments, such as one composed of distant or point light sources [Kau04], there is an
increasing need for high-fidelity, image-based illumination that provides photorealistic visualizations. We present such an algorithm for rendering diffuse and glossy surface reflections.
This algorithm supports a changing viewpoint, dynamic geometry, and spatio-temporal materials and yet requires only minimal precomputation.

To find a rendering solution handling such dynamic features, we first discuss numerical
integration with importance sampling, presenting a sampling theory treatment and the formulation of filtered importance sampling (Section 3.2). From the theoretical analysis, we
apply our technique to solving the illumination integral (Section 3.3). In Section 3.4, we
explain how to augment filtered importance sampling to handle changes in occlusion from
moving scene geometry in real-time. Finally, we discuss our implementation (Section 3.5),
results (Section 3.6) and close with some conclusions (Section 3.7).
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Homogeneous
Glossy
(a)

Heterogeneous
Glossy
(b)

Diffuse
(c)

Final
Image
(d)

Figure 3.1: Using our technique, homogeneous (a) and spatially-varying (b) glossy reflections,
as well as diffuse ones (c) , can be rendered in real-time with minimal precomputation. Here,
the rusty robot (d) contains 7,722 triangles and renders at 75.8 FPS for a 1k × 1k image on
an NVIDIA 8800 GTX using 40 filtered importance samples.

3.1

Related Work

Real-Time Shading for Image-Based Lighting. Early GPU-based real-time shading
methods for image-based lighting focus on pre-filtered environment maps [KVH00] where
a texel stores the reflectance after the environment is integrated with the BRDF for an
outgoing direction. Unfortunately, these methods require static materials and lighting environments due to the BRDF-dependent pre-filtering step. Frequency space approaches
based on spherical harmonics [RH01, KSS02, RH02, SKS02] provide an alternative basis for
pre-filtering environment maps independent of the BRDF. More recently, multi-resolution
bases provided by wavelets have been adapted for rendering to obtain all-frequency reflection [NRH04, WTL04, LSS04]. However, BRDFs have to be projected onto the appropriate
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basis for a discrete sampling of viewing angles, which precludes dynamic BRDF changes.
Ben-Artzi et al. [BOR06] proposed to preconvolve the lighting, visibility and cosine term of
the illumination integral such that material changes could be performed at interactive rates,
provided one is interested in a single, fixed viewpoint.

Sampling for Image-based Lighting. Other techniques for efficient rendering with
image-based lighting environments use importance sampling of the environment independent of the BRDF [ARB03, KK03, ODJ04, LRR05, WWL05, Deb05]. Effectively, these
methods replace the image-based representation of the environment with a set of directional
light sources. However, these methods may have problems with specular BRDFs. Havran
et al. [HSK05] tackle this by increasing the number of lights in the directions around the
specular lobe. We directly compare our method against these techniques in Section 3.6.

Other methods sample from the product of the incoming radiance environment and the
BRDF [CJA05, BGH05, TCE05, CET06]. Drawing one sample with these methods requires
either computation or memory overhead and only pays off if a costly visibility test is done
for each sample. For highly specular BRDFs, rendering is more efficient when sampling from
only the BRDF [PH04]. Analytical sampling formulas exist for some BRDF models [Bli77,
War92, LFT97, AS00]. Other models and measured BRDFs can be sampled using the
method of Lawrence et al. [LRR04].
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Antialiasing. For filtered importance sampling, we perform a sampling theory treatment
of the importance sampling numerical integration process. To that end, we reduce the illumination integral to a standard aliasing problem. Here, the most closely related work is the antialiasing research in Gaussian quadrature [LJR96, GT96], and the pre-filtering approaches
for texture maps, notably the re-sampling framework developed by Heckbert [Hec89].

3.2

An Analysis of Numerical Integration using Sampling Theory

To evaluate the illumination integral (Section 2.1), we use some form of numerical integration,
such as piece-wise integration or Monte Carlo importance sampling. In the following, we
show that the process of numerically estimating the integral of an arbitrary function using a
quadrature rule based on uniform sampling is, for the most part, identical to signal sampling
and reconstruction. As such, the integral estimate may be subject to aliasing. We adopt a
standard tool from sampling theory, pre-filtering, to suppress aliasing. We show that any
normalized low-pass filter (Figure 3.2) ensures an exact estimate of the integral.

Next, we generalize the analysis to importance sampling by exploiting the fact that importance sampling is equivalent to uniform sampling in a warped domain. From this analysis
we derive the spatially variant filter suitable for alias reduction in importance sampling.
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Environment Map

Environment · BRDF · cos θ
1

1

ξ2

ξ2
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ξ1

Transform by BRDF
for each surface point

1

0

0

ξ1

1

Prefilter environment to remove
alias in reconstructed function

Figure 3.2: In our method, we efficiently integrate an environment map with a BRDF for
a surface point by transforming the environment into a BRDF-proportional space defined
by a CDF typically used for importance sampling. Therefore, we can uniformly sample the
BRDF-proportional environment map attenuated by the BRDF and cosine values to obtain
a good estimate of the integral. However, since we can only use a few samples to due to our
real-time requirement, the result is subject to aliasing from undersampling. Therefore, we
pre-filter the environment map to reduce the aliasing in the estimated integral.

3.2.1

Uniform Sampling

Consider a function g : < 7→ <+ . We want to numerically find the value of the integral
I=

Rβ
α

g(u)du. Suppose we take N regularly spaced samples of g and evaluate the integral

as a sum,
N

β−αX
g(ui ).
I≈
N i=1

(3.1)

Numerical mathematics [QSS00] analyzes properties of such quadrature rules. Since our goal
is to express the integration in terms of filtering g, we build upon sampling theory [OSB99].
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Assuming g periodically repeats outside the integration domain, quadrature (3.1) can be
interpreted as follows:

1. Sample the continuous signal g(u) with the period T = (β − α)/N by multiplying it
with the sampling (Shah) function [Bra86],

IIIT (u) =

∞
X

δ(u − iT ),

(3.2)

i=−∞

to get the sampled signal gs (u) = g(u)III(u), where δ is the Dirac delta function
providing a unit impulse response at δ(0).

2. Reconstruct the continuous signal by convolving gs with the ideal reconstruction kernel,

ĝ(u) = (gs ⊗ sincT )(u).

(3.3)

In the frequency domain, this cuts off the replicas of the spectrum of g introduced by
sampling.

3. Retrieve the DC term of the reconstructed signal (i.e. evaluate its Fourier transform
at ω = 0). This is, indeed, an approximation of the evaluated integral,

Z
Ĝ(ω)

ω=0

=

ĝ(u)e
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iωu

Z
du

ω=0

=

ĝ(u)du.

(3.4)

Aliasing in the integral estimate. If sampling results in spectrum replicas that overlap,
the original signal cannot be exactly reconstructed. This is referred to as aliasing. Aliasing affects the integral estimate (3.1) if the spectrum replicas overlap in the DC term, i.e.
frequency ω = 0, of the signal’s spectrum.

Pre-filtering. We adopt the customary means of suppressing aliasing by setting the signal’s high frequencies to zero before sampling through pre-filtering with a low-pass filter,

g 0 (u) = g ⊗ h(u),

(3.5)

where h is a low-pass filter, such as the sinc or box filter. Since we only need to preserve
the DC term, any pre-filter that does not affect the DC term and cuts off frequencies above
the sampling rate ensures that the integral can be computed exactly from the samples. A
pre-filter according to such a specification could also cut-off frequencies below the sampling
rate, blurring the signal, and, in the limit, pre-filtering could result in a constant function
(equal to the integral divided by (β − α)). However, we will always use a pre-filter that
preserves frequencies below the sampling rate, blurring the least amount possible, so that
we can approximately evaluate the integral, even on an arbitrary sub-domain.

Quadrature with filtered samples. We combine pre-filtering with sampling by taking
filtered samples,
Z
SUS (ui ) =

g(u0 )h(ui − u0 )du0 ,
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(3.6)

where SUS represents one estimate used in the uniform quadrature formula (3.1). Using
SUS instead of evaluating g affords a reduction of aliasing in the integral estimate. Filtered
samples can be found efficiently if a pre-filtered version of g, such as a MIP-map of an
environment map, is used. This 1D analysis generalizes to multiple dimensions and thus we
will continue to operate in the 2D domain of the illumination integral.

3.2.2

Importance Sampling

As discussed in Section 2.1.2, importance sampling is an effective means for variance reduction in Monte Carlo integration. Samples are generated proportionally to a probability
density function (PDF), p(x), so that many samples are taken where the integrand is likely
to be large. The inversion transform method is used to generate sample locations, x, proportionally to the PDF (Section 2.1.2). In 1D, it proceeds by transforming a uniformly
distributed random variable, u, by the inverse cumulative distribution function (CDF),
P (x < X) =

RX
−∞

p(x0 )dx0 , as follows, x = P −1 (u). In 2D, the transformation is given

by the inverse of marginal and conditional CDFs. For brevity, we will use the same notation
as in 1D, x = P −1 (u).

Although importance sampling is designed for Monte Carlo integration, it gives good results
even for deterministic sampling. However, the integral estimate may still suffer from aliasing,
which, again, can be suppressed by pre-filtering (Figure 3.3). To use the analysis from the
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(a)

(b)

(c)

Figure 3.3: Deterministic importance sampling for every pixel causes an aliasing effect in
the illumination integral estimate (a). Typically, random samples are used for each pixel
providing a noisier, but more visually acceptable result (b). Using filtered importance sampling, we can use computationally efficient, deterministic sampling while obtaining smooth
results (c).

previous section, which only applies to uniform sampling, we first warp the integrand [CPL85]
according to the inversion method, x = P −1 (u). Using the fact that the Jacobi determinant
of the mapping P is equal to the PDF, p, we have,

Z

Z
I=

g(x)dx
| {z }

=
U2

Importance sampling

|

g(P −1 (u))
du,
p(P −1 (u))
{z
}

(3.7)

Uniform sampling

where U 2 is the unit square that represents the domain of any importance sampling strategy.
Estimating the first integral by importance sampling is equivalent to estimating the second
one by uniform sampling. Having uniform sampling, we can convolve with the spatially
invariant pre-filter, yielding the following expression for a filtered sample,

Z
SIS (ui ) =
U2

g(P −1 (u0 ))
h(ui − u0 )du0 .
−1
0
p(P (u ))
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(3.8)

Warping back, we get the pre-filtering in terms of the original, unwarped function, g(x),

Z
SIS (ui ) =
U2

g(x0 )
[h(ui − P (x0 ))p(x0 )] dx0 .
{z
}
p(x0 ) |

(3.9)

Warped pre-filter

Quadrature based on importance sampling with filtered samples defined by (3.9) yields an
alias reduced integral estimate. Unlike for uniform sampling, the pre-filter is now spatially
variant. The filter size is inversely proportional to the PDF—a smaller filter is used in areas
of high sample density.

3.3

Illumination Integral Evaluation

Here, we use the analysis from the previous section to obtain an alias reduced evaluation of
the illumination integral for image-based lighting, discussed in Section 2.1 and Section 2.3.
The illumination integral gives the outgoing radiance in the viewing direction, Lo (ωo ), as an
integral over the hemisphere Ω of the incoming radiance, Li (ωi ), multiplied by the BRDF,
f (ωi , ωo ), and the cosine term cos θi ,

Z
Lo (ωo ) =

Li (ωi )f (ωo , ωi ) cos θi dωi ,

(3.10)

Ω

where Li is defined by an environment map and we drop that f may be spatially variant
for notational convenience. We simplify the notation by dropping ωo , since it is fixed in the
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integral. We use BRDF-proportional importance sampling combined with filtering of Li (ωi )
to evaluate this integral. The following facts motivate this choice:

• The incoming radiance, Li , represented by an environment map, can be efficiently
filtered using MIP-mapping.

• The BRDF, given by an analytical formula, can be efficiently sampled, but not filtered.

Filtered Samples for the Illumination Integral. Since we operate uniformly in the
importance sample domain, we define our filter within this function space,

Z
SIS (ui ) =
U2

Li (ω 0 )f (ω 0 ) cos θ0
h(ui − u0 )du0 ,
0
p(ω )

(3.11)

where for brevity ω 0 = P −1 (u0 ) and θ0 is the corresponding zenith angle. Observing this
function, we note that f (ω 0 )/p(ω 0 ) is constant over the support of the filter h since we define
the PDF as proportional to the BRDF (Section 2.1.2). Moreover, we also observe that the
projection term used on the integral is a smooth function and is also relatively constant
across the support of h. Using these observations we obtain,

f (ωi ) cos θi
SIS (ui ) ≈
p(ωi )

Z

Li (ω 0 )h(ui − u0 )du0 ,

(3.12)

U2

where ωi = P −1 (ui ) for brevity. While these approximations effectively remove the BRDF
terms from the integral, the integral is still described in the importance sample function space
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and thus still depends on the BRDF. Thus, we change the variables from the importance
sample domain to the spherical domain,

f (ωi ) cos θi
SIS (ui ) ≈
p(ωi )

Z

Li (ω 0 )h(ui − P (ω 0 ))p(ω 0 )dω 0 ,

(3.13)

Ω

where the PDF p is the Jacobi determinant of the mapping from the importance sample space
to the hemisphere. However, this is still inadequate for an efficient pre-filter descriptor,
since the GPU does not handle arbitrary spherical filtering. Instead, our goal is to use
the GPU-accelerated MIP-maps and thus we change the variables again to the image-space
representation of the mapping, denoted as the function s = R−1 (ω) and where the Jacobi
determinant of R is r, giving,

f (ωi ) cos θi
SIS (ui ) ≈
p(ωi )

Z

Li (ω 0 )h(ui − R(P (s0 )))p(ω 0 )r(s0 )ds0 ,

(3.14)

Ω

where ω 0 = R(s0 ) for readability.

Approximation of the Pre-filter To make filtering efficient, we opted for a rather coarse
approximation—we replace the mapping R ◦ P locally around the ith sample by isotropic
scaling,
P (R(s)) ≈ ui + (s − si ) [p(xi )r(si )] ,

(3.15)

where xi = R(si ). Recall that p and r are the Jacobi determinants of P and R, respectively.
With this approximation, the shape of the pre-filter is not altered by the mapping; only its
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size is scaled inversely by p(xi )r(si ). When scaling the filter region, we also must normalize
the result to ensure the filter is not adding energy to the estimate. Observing (3.14), the terms
p(ω 0 )r(s0 ) are effectively performing this normalization. Therefore, to have a normalized
isotropic approximation, we evaluate p and r at ωi and si respectively, giving the isotropic
approximation of (3.14),

f (ωi ) cos θi
SIS (ui ) ≈
p(ωi )

Z

Li (ω 0 ) h((s − si ) [p(xi )r(si )]) p(ωi )r(si ) ds0 ,
|
{z
} | {z }
Ω
Isotropic Filter

(3.16)

Normalization

When using the GPU-accelerated MIP-map feature, we are limited to using a box-filter for h.
The combination of both the box filter and isotropic approximation results in over blurring of
the illumination integral estimate (Figure 3.10), which is more visually acceptable than the
aliasing from unfiltered sampling (Figure 3.3) as seen in the over blurring in other frequency
based approximations [SKS02, RH02].

In order to use the GPU-accelerated MIP-map pre-filter, we must convert our isotropic region
to a MIP-map level. Since the MIP-map downsamples the image by halving it at each level,
we can compute the level with respect to the resolution of the base image and number of
samples N as,
 

1
w·h
,0 .
l = max log4 K
N p(ωi )r(si )


(3.17)

Here w, h are the dimensions of the environment map. The constant K is a scaling of the
un-warped pre-filter h, derived empirically. For MIP-maps constructed with the box filter,
we found the best image quality results when K = 4.
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As an alternative, we could replace the mapping by its local affine approximation [Hec89],
which would preserve the anisotropy of the filter. Our simpler choice was motivated by the
following two facts. First, current graphics hardware does not support texture look-up with
explicitly specified anisotropy and filter size. Second, local affine approximation requires a
computationally demanding evaluation of the Jacobian matrix for mappings P and R. The
Jacobi determinant, p(ωi )r(si ), on the other hand, can be computed efficiently.

3.4

Visibility

While filtered importance sampling can efficiently integrate environment maps with arbitrary
BRDFs in real-time, the technique does not account for the occlusion of the environment light
source at various surface points caused by scene geometry. Thus, no shadows appear in the
scene and the visualization loses essential visual cues about the relative positions of different
objects. To account for the shadows caused by the lighting and geometry, we must compute
the visibility of the environment for each surface point. Moreover, since the artist may wish
to quickly tweak scene geometry during material design, it is crucial for productivity that
rendering with shadows executes without a long period of precomputation.

Unlike idealized light sources, such as a directional or point lights, we cannot use a single
shadow map to capture the visibility of every surface point in the scene. Instead, for every
surface point we must approximate the visibility over the entire hemisphere of incoming
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directions of light. As one approach, we use the efficient technique of importance sampling
as a basis to quickly approximate the visibility function around each surface point in the
scene. Since shadows are correlated to the light sources that generate them, we can select
a set of important sample directions with respect to the environment and evaluate (sample)
the visibility function by generating a shadow map for each chosen direction.

However, the proportion in which the visibility samples are created is independent of the
BRDF proportional samples used for filtered importance sampling. To use our important
visibility samples in conjunction with our BRDF-proportional filtered samples, we must reconstruct an approximate visibility function for every surface point using sparse non-uniform
sampling.

3.4.1

Fitting a Visibility Function

When determining points in the environment causing strong shadows, we are effectively
trying to find the brightest sections in the environment. Using importance sampling, we
can normalize the environment map and use it as a PDF. Therefore, uniformly generated
samples can be skewed toward lighting directions that cause the strongest, most visible shadows in the scene. While there exists a variety of work in importance sampling environment
maps [ODJ04, Deb05], the simple approach of building a marginalized and conditional PDF,
as done with the reflectance functions in Chapter 2, provides good enough sampling strate-
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gies. The visibility function is then sampled, i.e. we generate shadow maps, for only our
important directions and projected onto some set of basis functions,

Z
wi,x =

V (ω, x)Φi (ω)dω,

(3.18)

Ω

where V is the visibility function, Φ is the ith basis function out of a set of N basis, and
wi,x is the resulting projected coefficient for a surface point x. The function is subsequently
approximated using a linear combination of the projected weights and basis functions,

V (ω, x) ≈ V 0 (ω, x, w) =

M
X

wi,x Φi (ω) = wxT Φ(ω),

(3.19)

i=1

where V 0 is the approximate visibility function. For efficient integration of diffuse materials
with the environment, we approximate V (ω, x) · cos θ instead of the visibility itself. This is
explained in further detail in Section 3.4.4.

Projecting the weights of each basis function (3.18) directly using importance sampling is
inefficient since the environment does not represent the shape of the visibility function. In
other words, since the visibility samples are proportional to the environment map and the
visibility function is only correlated to the geometry, the approximate solution of (3.18)
would have a high amount of variance and provide a poor estimate of the ideal weight value
unless using many samples.
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As an alternative, we could estimate (3.18) using importance sampling proportional to the
basis functions Φi . However, since every basis function could be independent of all others,
each would require its own set of samples. Moreover, to capture enough spatial information,
several basis functions would have to be used, thus requiring a relatively large set of visibility
samples.

To include the a priori knowledge that strong shadows correlate to bright regions in the
environment and have a relatively smaller number of samples, we use the technique of least
squares function fitting to solve the basis function weights wx for each surface point with
minimal error. Here, weights for the basis functions are found independent of the sampling
strategy. The weights are optimized such that the squared difference between the approximate function and the real function is minimized for every visibility sample direction ωj ,

arg min
wx

N
M
X
X
j

!2
Φi (ωj ) · wi,x − V (ωj , x) cos θj

,

(3.20)

i

In order to efficiently solve this cost function, we reformulate it as the linear equations,
denoted as the normal equations,

arg min(Φwx − b)T (Φwx − b),
wx
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(3.21)

where Φ and b are defined as,




 Φ1 (ω1 ) Φ2 (ω1 )


 Φ (ω ) Φ (ω )
 1 2
2
2
Φ=

..
..

.
.



Φ1 (ωN ) Φ2 (ωN )

···

ΦM (ω1 ) 


· · · ΦM (ω2 ) 

,

.
..

..
.



· · · ΦM (ωN )


 V (ω1 ) cos θ1


 V (ω ) cos θ

2
2
b=

..

.



V (ωn ) cos θn







.






(3.22)

By taking the derivative of (3.21) with respect to wx and setting it equal to zero, the function
can be minimized using the following formulation,

∂
(Φwx − b)T (Φwx − b) = 0
∂wx
1 T
Φ (Φwx − b) = 0
2
ΦT Φwx = ΦT b
wx = (ΦT Φ)−1 ΦT b

(3.23)
(3.24)
(3.25)
(3.26)

If Φ is full-rank, then this method is equivalent to finding the inverse of Φ. However,
our problem can either have more or fewer sample points than basis functions, making our
problem either over- or under-determined. Moreover, we rarely end up with an environment
sampling scheme that provides linear-independence in Φ. Therefore, we must use another
matrix inversion technique to solve for our least squares fitting matrix that can handle the
matrix being singular or near singular. One such technique is the Moore-Penrose pseudoinverse denoted as Φ+ . Effectively, the Moore-Penrose pseudo-inverse will invert the non-zero
singular components of a matrix while treating the inverses of the numerically zero-valued
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singular components as zeros. Therefore, if a matrix is full-rank all singular values will be
non-zero and Φ+ = Φ−1 . When a matrix is rank deficient, we must use singular value
decomposition [GL96] of the matrix Φ to determine the singular values. Here, the matrix is
decomposed into two orthogonal, full rank matrices, U and V, and a diagonal matrix of the
singular values Σ,
Φ = UΣVT .

(3.27)

Since U and V are full rank matrices, the pseudo-inverse is equal to the regular inverse.
Considering U and V are orthogonal, this is just the transpose of the matrices. However,
the inversion on the diagonal matrix Σ is special for zero-valued diagonal elements σi , such
that,


1


σi 6= 0
σi
,
σi+ =


 0 otherwise

(3.28)

where σi+ is the ith diagonal element in the pseudo-inverse Σ+ . Therefore, the pseudo-inverse
of Φ is,
Φ+ = VΣ+ UT .

65

(3.29)

Applying this decomposition to (3.26), we can see that the least squares fit is identical to
applying the pseudo-inverse on the Φ matrix,

−1
(UΣVT )T (UΣVT )
(UΣVT )T

(ΦT Φ)−1 ΦT =

VΣ2 VT

=

−1

VΣUT

(3.30)
(3.31)

= VΣ+2 VT VΣUT

(3.32)

= VΣ+2 ΣUT

(3.33)

= VΣ+ UT

(3.34)

= Φ+ .

(3.35)

However, this form of the pseudo-inverse may cause an over-fit to the data. We can control the over-fit by adding Tikhonov regularization to the pseudo-inverse [GL96]. Here, we
redefine the matrix Σ+ in our pseudo-inverted singular value decomposition of Φ as,

σi+ =






σi2

σi
σi 6= 0
+ α2



 0

,

(3.36)

otherwise

where α is the regularization term defined by the user or through some generalized crossvalidation technique [GL96]. From an intuitive perspective, this method dampens the values
of the inverted singular values, which dampens the magnitude of the weight vector. With
smaller weight values, the basis functions have less dramatic positive or negative magnitudes,
which provides a smoother estimated function without over-fitting. Note, this technique can
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be shown to be identical to the quantization error reduction technique presented by Lam et
al. [LLW06]. Using this pseudo-inverse framework, we can now perform a least squares fit
on a set of basis functions to create an approximate function.

3.4.2

Spherical Harmonics-Based Visibility Function

While many functions could provide a suitable basis for our problem, we wish to use an alias
free, orthonormal set of functions. When the basis functions are orthonormal, the integral
of two functions reduces to a simple scalar product between the coefficients. As discussed in
Section 3.4.4, this dramatically reduces the computational cost when working with diffuse
surfaces. As demonstrated by Sloan et al. [SKS02], spherical harmonics can provide an
orthonormal set of basis functions that are alias free and well suited for the illumination
integral.

Spherical harmonics are defined in spherical coordinates by the following complex-valued
equation,
|m|

Ylm (θ, φ) = Klm eimφ Pl (cos θ), l ∈ N , −l ≤ m ≤ l,
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(3.37)

where l is a positive integer describing the order of the spherical harmonic functions; m
indexes the band of spherical harmonic basis function; Klm is the normalizing term,
s
Klm =

|m|

and Pl

(2l + 1) (l − |m|)!
;
4π (l + |m|)!

(3.38)

is the associated Legendre polynomial defined by the recurrence relation,

√
m
m
Pl+1
(x) = Pl−1
(x) − (2l + 1) 1 − x2 Plm−1 (x)
P00 (x) = 1.

(3.39)
(3.40)

Unfortunately, operating on complex numbers requires additional computational overhead.
Therefore, we use the real-valued spherical harmonics defined as,

√



2Re[Ylm (θ, φ)], m > 0




√
m
m
yl (θ, φ) =
 2Im[Yl (θ, φ)], m < 0





 Yl0 (θ, φ),
m=0

√ m



2Kl cos(mφ)Plm (cos θ), m > 0




√ m
=
2Kl sin(mφ)Pl−m (cos θ), m < 0






 Kl0 Pl0 (cos θ),
m=0
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(3.41)

(3.42)

Linearizing a finite number of spherical harmonics, we obtain a vector of the form,

0
 y0 (θ, φ)


 y −1 (θ, φ)
 1


y(θ, φ) = 
 y10 (θ, φ)


..

.



yll (θ, φ)









,








(3.43)

where l is the maximum order of the spherical harmonic basis functions used in approximating the visibility. Using this notation, we can obtain the Φ matrix used in the normal
equations (3.22),
T


Φ=

y(θ1 , φ1 ) y(θ2 , φ2 ) · · ·

y(θn , φn )

.

(3.44)

By solving (3.44) with (3.29), we obtain the following spherical harmonics-based approximation,

V (θ, φ) cos θ ≈ wxT y(θ, φ)
≈ (Φ+ b)T y(θ, φ).

(3.45)
(3.46)

Here, if our environment is static, we can precompute Φ+ for the entire scene while computing Φ+ b only when objects move in the scene. Moreover, if the environment samples are
dynamically updated, Φ+ can be computed efficiently since there are typically only a few
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samples for the environment. Therefore, our algorithm can obtain fast real-time renderings
with occlusion when operating on the GPU.

3.4.3

GPU-based Visibility Function Generation

To take advantage of the processing power of the graphics processing unit (GPU) for our
rendering algorithm, we need to perform our visibility computation on the same device. Thus,
we can remove the relatively large overhead of transferring visibility data between main and
GPU memory. Unfortunately, computing the visibility of a surface point is limited to two
algorithms, shadow maps and stencil shadows. Stencil shadows require duplicate geometry
to generate a shadow volume, which may get computationally expensive when evaluating
several visibility sample directions. Therefore, we choose shadow maps at the cost of undersampling aliasing in the estimates. Fortunately, these artifacts can be minimized as discussed
below.

Essentially, the shadow mapping algorithm works by rasterizing the depth values of a scene
for a given projection and rotation matrix of a light source. The shadow map is then used
when rendering each pixel from the viewpoint of the virtual camera. The pixel is projected
into the depth map’s coordinate frame and, if the pixel’s depth value is greater than the
depth stored in the shadow map, then it is in shadow, otherwise it is out of the shadow. If
the resolution of the projected shadow map is less than the resolution of the virtual camera,
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then we obtain visible aliasing artifacts in the shadows from the undersampling of the depth
value.

For environment lighting, we are estimating the visibility of a set of important sample directions with respect to a light source at an infinite distance away. The infinite distance means
that a point in the environment map represents a constant direction for each surface point
in the scene. When creating a shadow map for a direction, the same effect can be achieved
at some finite distance using an orthographic projection. Here, the finite distance is set
such that the entire scene is encompassed in the shadow map while providing the maximum
amount of resolution for each point to minimize undersampling.

Using orthographically projected shadow maps, the visibility function for every surface point
and each importance sample direction can be computed on the GPU. For computational efficiency, we compute the weights for each surface point, wx , onto a texture in the GPU for each
frame and object in the scene. While spherical harmonics provide smooth angular interpolation of the samples across the sphere surrounding a surface point, the discretization of the
shadow map causes aliasing from the undersampling in the spatial domain (Figure 3.4(a)).
Therefore, we perform a low-pass Gaussian filter on the weights to remove the spatial aliasing
from the undersampling in shadow maps (Figure 3.4(b)).

While various filtering techniques have been proposed to remove the spatial shadow aliasing,
such as percentage closer filtering [RSC87] or more recently variance shadow maps [DL06],
these techniques require a fairly significant overhead to compute the anti-aliased shadows.
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No filter
Spatial Filtering
Normal-dependent Filtering
(a)
(b)
(c)
Figure 3.4: When using 16 shadow maps, we obtain undersampling aliasing from the limited
spatial resolution of the map (a). To combat this aliasing, we filter the weights for the
spherical harmonics bases to obtain a smooth solution (b). However, this results in blurred
edges along sharp borders. Therefore, we use a bilateral filter with respect to the spatial
location and normal orientation to ensure hard edges are preserved (c).

Instead, we opt for a Gaussian spatial filter of the weights wx in the texture space domain
(i.e. the same domain in which artists define their diffuse albedo texture). This can cause
problems when there exist sharp changes in the surface normal from texel to texel, since
the two visibility functions would likely be different. Therefore, we use a bilaterial filter
with respect to the spatial domain and the angle between the two texel’s normals. Since the
positive-valued part of the cosine roughly approximates a unit-variant Gaussian, we opt to
use the computationally efficient dot product of the normals to attenuate the contribution
of each neighboring texel when filtering (Figure 3.4(c)).

All of our aforementioned steps are further detailed in Algorithm 3.1.
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Algorithm 3.1 Spherical harmonics basis weights computation
1: for all s important samples in environment do
2:
Set orthographic camera matrix for s
3:
Rasterize scene to depth buffer Ds
4: end for
5: for all o objects in scene do
6:
Bind Wo
. where Wo is the weight map of object o
7:
for all x positions in Wo do
8:
Wo,x = 0
9:
for all s important samples in environment do
10:
V = x visible in Ds
. where x is projected into the image space of Ds
11:
V = V · cos θx
th
12:
Wo,x = Wo,x + Φ+
. where Φ+
column in Φ+ .
s ·V
s is the s
13:
end for
14:
end for
15:
Apply low-pass filter to Wo
16: end for

3.4.4

Adjusted Illumination Integral Approximation

Using an approximation similar to Green et al. [GKD07], we assume that the visibility is
relatively constant over the support of our filtering function h in our estimated sample SIS .
Under this assumption, we can approximate the filtered sample for a given direction with
occlusion by inserting our estimate into (3.9),

f (ωi )V 0 (ωi , x) cos θi
SIS (ui , x) ≈
p(ωi )

Z

Li (ω 0 )h ((s − si ) [p(ωi )r(si )]) p(ωi )r(si )ds0 ,

(3.47)

Ω

where V 0 (ωi , x) cos θi is found using (3.45). The weights used to estimate V 0 (ωi , x) cos θi ,
wx , are defined for each surface position x in a texture map for each object denoted as Wo .
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In the case of diffuse materials, the choice of orthonormal basis functions simplifies the
integration to a scalar product of wx with the lighting environment for the weights of the
spherical harmonic bases. This results from a constant BRDF over the illumination integral,
and thus reduces the integrand to,

Z

Z
L(ωi )f (ωi , ωo )V (ωi , x) cos θi dωi = ρd

L(ωi )V (ωi , x) cos θi dωi .

Ω

(3.48)

Ω

Furthermore, by expanding the precomputed lighting coefficients with our real-time computed visibility times cosine weights, we obtain the following,

Z
ρd

L(ωi )V (ωi , x) cos θi dωi = ρd

Z "X
n

Ω

Ω

= ρd

li yi (θ, φ) ·

i

n
X
i

# "

li

n
X

#
wj yj (θ, φ) sin θdθdφ (3.49)

j

n
X

Z
wj

j

yi (θ, φ)yj (θ, φ) sin θdθdφ,

(3.50)

Ω

where yi is the ith spherical harmonic basis function in (3.43). By the definition of orthonormal
functions, the integral of two basis functions is,

Z
yi (θ, φ)yj (θ, φ) sin θdθdφ =
Ω




 1 i=j

,

(3.51)



 0 otherwise

and thus the integration is reduced to a scalar product,

ρd

n
X

li · wi = lT wx .

i
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(3.52)

Using (3.47) for high frequency components and (3.52) for the low-frequency diffuse component of a BRDF, we can compute real-time changes in material properties and occlusion in
a dynamic scene entirely on the GPU.

3.5

Implementation

In order to operate on the GPU, our algorithm is implemented using a series of shaders.
Implementing (3.47) in a shader is a straightforward extension and we further detail it in
Algorithm 3.2. Optimizations, such as precomputing sample directions for homogeneous
materials, can also be applied to improve performance.
Algorithm 3.2 Filtered importance sampling algorithm
1: for all visible point do
2:
c=0
3:
for all i important samples do
4:
ui = Generate uniform sample i
5:
ωi = Sample material with ui
6:
li = Compute LOD from ωi and p(ωi , ωo )
7:
V = Evaluate (3.45) with wx and ωi
8:
L = Sample environment in ωi at level li
9:
c+ = L · V · f (ωi , ωo )/p(ωi , ωo )
10:
end for
11: end for

. (3.17)

Unfortunately, the choice of environment mapping is not as obvious. Currently, many GPUs
accelerate environment map texture fetches when using cube mapping. Here, the environment is projected onto a cube (Figure 3.5) and accessed with a 3D texture coordinate using
a shader command denoted as texCUBE. When using MIP-maps with cube-maps, each
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Environment

Cube Map

Cube Map

(a)

(b)

(c)

Figure 3.5: When projecting filter regions (a) onto a cube map (b), we obtain edge artifacts
in the visualization since the GPU will only filter from one face of the cube map (c).

(a)

(b)

Figure 3.6: Filtering using cube maps (a) results in many edges artifacts in the rendering.
Using biased dual-paraboloids (b) we can achieve improved smoothing.

face of the cube is filtered independently when reconstructing the signal (Figure 3.5). In
other words, when performing a filtered texture lookup using the texCUBElod command
the reconstructed pre-filter is actually a tri-linear interpolation between the local neighbors
of the pixel as well as the local neighbors on different levels of the MIP-map pyramid. When
samples approach directions close to the edge of a cube face, the tri-linear filtering does not
take into account the values on the neighboring face. This results in an edge artifact as seen
in Figure 3.6(a).
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To reduce edge artifacts, we use a mapping that only has one edge and can be biased to introduce more information from other faces. One such mapping is the dual-paraboloid [KVH00].
Here, the environment is divided into two paraboloids (Figure 3.7(a)), one where z < 0 and
another where z ≥ 0. The mapping from the environment to the dual paraboloid is defined
as,
Lower Hemisphere (z < 0) Upper Hemisphere (z ≥ 0)
x
1
+
1−z 2
y
1
t =
+
1−z 2

x
1
+
1+z 2
y
1
t = −
+
1+z 2

s = −

s =

where s and t represent the texture coordinate between zero and one and x, y and z are
the 3D Cartesian coordinates of the incoming light direction. Only having one edge between
the environments results in much smoother filtering due to the lower number of edges (Figure 3.6(b)). Moreover, by biasing the mapping with some measure b we can obtain more
information from the other side of the hemisphere within one image (Figure 3.7(c)). The
bias is introduced into the mapping as,
Lower Hemisphere (z < 0) Upper Hemisphere (z ≥ 0)
1 x
1
+
2b 1 − z 2
1 y
1
t =
+
2b 1 − z 2

1 x
1
+
2b 1 + z 2
1 y
1
t = −
+
2b 1 + z 2

s = −

s =

Using this information, we can further improve our estimate. Moreover, we can find the
Jacobi determinant r(s) used for our filtered importance sampling (3.47). However, since
it is easier to compute the Jacobi determinant of the inverse mapping, R−1 , we use the
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Image Plane B

Image Plane A

Environment

(a)

(b)

(c)

Figure 3.7: Dual paraboloid illustration. Panel (a) illustrates how the two images are generated for the dual paraboloid. Panel (b) shows a dual paraboloid mapping for an imaged
environment map. However, to obtain better filtering, we include extra information from
the other side of the paraboloid by biasing the mapping (c).

relationship that r−1 (ω) = 1/r(s) and find,

r−1 (ω) = 4b2 (|ωz | + 1)2 .

3.6

(3.53)

Results

Our algorithm provides a fast, real-time method for generating renderings with changing
material properties as well as varying occlusion under image-based lighting. Using our importance sampling-based methods, we provide a simple trade-off between performance and
quality where the number of samples is inversely correlated with the error estimate and directly correlated with run-time. Therefore, in determining the quality of our algorithm, we
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Figure 3.8: In panel (a), the execution time for rendering a glossy sphere at a resolution
of 512 × 512 with (red) and without (blue) visibility. In panel (b), the time for generating
the weights for spherical harmonics bases with different polygon counts. Both times vary
close to linearly with respect to the number of samples, where their sum represents the total
rendering time for a frame in a dynamic scene. The non-linearity in (b) at 45 shadowed
filtered samples results from an optimization shift on the GPU due to the increased number
of instructions.
look at two metrics: visual error and run-time performance with respect to the number of
samples used.

Performance. Our results were gathered on a PC running Windows XP with an Intel
2.66 GHz Dual Core2 CPU and an NVIDIA GeForce 8800 GTX GPU. We obtain real-time
performance when rendering dynamic scenes with arbitrary BRDFs given by an analytic
formula. The proposed filtering affords using only a small number of samples (40-50 in practice) for visually and numerically acceptable results, making the implementation amenable
to the GPU. As seen in Figure 3.8, the run-time performance is directly proportional to the
number of samples for both filtered importance sampling and evaluating visibility samples
(shadow maps).
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Figure 3.9: Comparison of filtered BRDF and environment importance sampling. Panel
(a) shows the RMS error when rendering a sphere lit by the grace light probe. While
both methods converge at a rate of N −1/2 , filtered BRDF importance sampling has a lower
RMS overall, especially on more glossy materials. Visually, the BRDF importance sampling
better captures many of the subtle features of the environment (b). Although the RMS
figures suggest better performance for BRDF importance sampling, even for low-frequency
glossy reflections with few samples, environment IS provides more visually pleasing images
in such cases (c).
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Figure 3.10: On complex geometry, undersampling appears as blurring and dulling of the
highlights although appearing visually acceptable around 50 samples (a). The blurring on
complex geometry affects the RMS (b) such that more samples are required to obtain an error
similar to the spheres in Figure 3.9. However, due to the masking effect of the high-frequency
contours, the error is less noticeable than on smooth surfaces.

Error. When comparing against the common technique of environment-map proportional
sampling, where the environment is represented by a set of directional lights, we obtain
numerically and visually superior results for a wide variety of glossy BRDFs with the small
additional cost of a tri-linear filtered texture lookup per sample (Figure 3.9). However, when
using only a few samples with low-frequency BRDFs, environment map importance sampling
provides more pleasing images. Surprisingly enough, the root mean squared (RMS) error for
filtered importance sampling is still consistently lower.

The actual rendering error depends upon the complexity of the geometry and type of material. For instance, smoother meshes, such as the sphere in Figure 3.9, require fewer samples
than more complex ones, Figure 3.10, to reach the same RMS error. However, the visual
appearance of artifacts on the complex mesh is less noticeable due to the high frequency
contours of the surface masking the errors.
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Figure 3.11: The Ward anisotropic BRDF rendered using 40 filtered importance samples.
The method works well on complex surfaces (a) as well as high frequency materials (b) with
slightly anisotropic reflections (c). However, it breaks down when rendering more anisotropic
materials (d) due to our approximate isotropic filter.

Moreover, materials with limited amounts of anisotropy can also be rendered using filtered
importance sampling (Figure 3.11(a,c)). However, when modeling highly anisotropic materials, the isotropic filter approximation breaks down and produces aliasing in the estimate
(Figure 3.11(d)) that can only be removed by increasing the number of samples.

Visibility. When evaluating the visibility, we use a rather rough approximation, often
only 16 samples (shadow maps), but obtain fairly convincing results as demonstrated in
Figure 3.12. A comparison with a reference 3rd -order spherical harmonic-based visibility
function computed per pixel using 10,000 samples reveals that after 16 visibility samples,
most of the error originates from the low-pass filter used to remove the spatial aliasing from
the undersampled shadow maps.
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Figure 3.12: Comparison between a Monte Carlo estimate (a) computed with 30,000 shadow
rays versus our solution (b) rendered with 16 shadow maps. To reveal the consequences of
sparse visibility sampling, we additionally compare to a reference spherical harmonics (SH)
fit computed per pixel using 10,000 stratified samples (c). This provides the best possible
solution attainable by a SH-based visibility representation. The error incurred when using
sparse sampling (d-f) is mostly gone by 16 samples with the error at 64 samples occurring
mostly from the low-pass filter used to remove the shadow maps’ spatial aliasing.

Dynamic scenes. The combination of our filtered importance sampling and visibility approximation provides a method for rendering spatially-varying materials in dynamic scenes.
Moreover, since we use deterministic sampling, the rendering does not suffer from any temporal flickering or noise.

3.7

Conclusions

We present a novel method for rendering scenes with varying materials using a sampling theory treatment of classical Monte Carlo importance sampling. Moreover, our real-time fit of
the visibility function for each surface point in the scene affords shadows in a dynamic scene
under complex environment. Since our method requires no precomputation, our approach
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is amenable to a production environment, where artists commonly tweak many aspects of
a scene. As we will show in the remaining chapters, our technique enables the complex
optimization problem of matching a material’s appearance to user defined input to be computationally efficient.
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CHAPTER 4
BRDF-SHOP
A majority of the artists in the graphics community utilize one of the mainstream packages,
typically Autodesk MayaTM or Newtek’s LightwaveTM , for modeling and designing a scene
for computer generated visualizations. These packages provide slider bars and numerical
inputs that allow the artist to directly manipulate material models, such as those discussed
in Chapter 2.

While advanced users develop a mental mapping from numerical input to material appearance, novice users may not have a natural feel for the quantitative parameterization of a
material. We present a novel and qualitative approach for homogeneous material design
through direct control of a bidirectional reflectance distribution function (BRDF), the underlying material model, via a series of brush strokes. Using our system, BRDF-Shop, the
artist can paint highlights onto a spherical canvas and model a physically correct BRDF.
The principal hypothesis behind this approach is that artists understand homogeneous reflectance patterns of materials through the highlight’s appearance, such as the shape and
position, on a spherical canvas. We propose that these brush strokes, in combination with
a real-time display, allow the artist to create a BRDF with intrinsic knowledge of how the
highlight will appear on a given object.
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Figure 4.1: The BRDF-Shop interface consists of a spherical canvas, where the artist can
directly paint highlights and design a unique BRDF, (middle), and simultaneously and in
real-time inspect the designed BRDF on a complex model rendered under environment lighting (left). Additionally, the interface is adapted for Autodesk MayaTM (right), allowing fast
integration in a production environment.

In developing BRDF-Shop, we have two principal design goals. First, BRDF-Shop must
provide a mechanism for creating BRDFs in a manner that is both artistic and intuitive.
Second, BRDF-Shop must support interactive feedback to provide clearer understanding of
the behavior of the designed material, i.e. improve the productivity of the design cycle
(Chapter 1). We meet both criteria by providing a simple and straightforward interface
(Section 4.1) that employs an extended Ward BRDF model (Section 4.2) and a novel, efficient mapping of user interaction to parameters of this model (Section 4.3). Moreover,
in this chapter, we discuss our choice of model (Section 4.5) and provide some conclusions
(Section 4.6).
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(a)

(b)

(c)

(d)
Figure 4.2: Illustration of the different brushes and their effect on the BRDF. On the left,
a real-time rendering with environment lighting on a torus, and on the right, the spherical
canvas with a single point light source approximation for the environment. Panel (a) illustrates the creation of a new highlight with the Create Brush. Panel (b) shows the Modify
Brush that adjusts the roughness of the highlight. Panel (c) depicts the Streaking Brush,
which pulls a highlight in the direction of the brush. Panel (d) demonstrates the De-Intensify
Brush adjusting the distribution of energy between multiple lobes.
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4.1

Interface and Interaction

The interface layout of BRDF-Shop consists of a spherical canvas on the right, a graph of
the BRDF in the lower-right, and a naturally lit object on the left, as seen in Figure 4.2.
Following Fleming et al.’s [FDA03] demonstration that people understand BRDFs better
when illuminated by natural lighting, we use a natural environment to light an arbitrary
mesh and our spherical canvas. However, we approximate the environment light for the
canvas using a single point light source. The single light source is located at the brightest
location of the environment, which could represent the sun or another key light source.
We use a spherical canvas with a single point light source because an arbitrary mesh with
complex environment lighting could easily cause confusion when designing a BRDF. For
instance, a single BRDF lobe on an arbitrary mesh could create multiple highlights, thereby
making the highlight painting less intuitive for homogeneous materials. However, we also
show an object with the created BRDF illuminated by environment lighting, instead of the
single light source approximation, giving the artist instant feedback of how the BRDF will
look with complex lighting and geometry.

We provide a small set of brushes for quick and intuitive creation of highlights. The Create
Brush generates a high frequency, isotropic highlight on the spherical canvas. The Modify
Brush adjusts the size of an existing highlight on the canvas, controlling the roughness of the
material. The Streaking Brush extends a highlight to any given orientation, manipulating
the direction of anisotropy for the material. The Intensify Brush and the De-Intensify
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Brush modify the albedo of a highlight, and thereby shift the distribution of energy between
multiple highlights and the diffuse component. Each brush is illustrated in Figure 4.2.

To provide the artist sufficient creative freedom, we use an extended Ward BRDF model
and show a novel mapping between brush strokes and the parameters of the BRDF model
discussed in the next section. While several models may be amenable to our problem,
we leave the discussion of the advantages and disadvantages of other common empirical
parameterized models for Section 4.5. Moreover, although we discuss our interface using a
painting metaphor, the actual highlights on the canvas are created by rendering the canvas
geometry with the underlying BRDF.

4.2

Extended Ward BRDF Model

Using the original Ward BRDF model (Section 2.2.4), we can only place highlights around
the point of ideal specular reflection. In our interface, we want the flexibility for the artist
to place a highlight at any point on the spherical canvas. We attain such capability by
multiplying the outgoing vector, ωo by the transformation matrix, R. Derivation of matrix
R is given in Section 4.3.
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We also extend the model to support the design of materials with multiple reflection lobes,
giving the BRDF model,

N

f (ωi , ωo ) =

ρd X
+
ρsk · fk (ωi , Rk ωo ).
π
k=1

(4.1)

Here, the parameter ρd represents the diffuse albedo for the material and ρs,k represents the
specular albedo for the k th lobe. The Ward BRDF model fk is given as,

− tan2 θh
1
√
e
fk (ωi , ωo ) =
4παx αy cos θi cos θo

cos2 φh sin2 φh
+
2
2
αx,k
αy,k

!
,

(4.2)

for the k th lobe, where each lobe has a set of unique, defining parameters. This includes the
transformation matrix, Rk , and the αx,k , αy,k values. For energy conservation, we maintain
the constraint that the sum of all the reflectance values, or albedos, ρk , must be less than or
equal to one.

4.3

Mapping Brush Strokes to BRDF Lobes

BRDF-Shop consists of multiple brushes that allow the artist to quickly paint highlights on
a spherical canvas and create reflectance lobes. The following explains our mapping between
highlight appearance and material parameters.
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Figure 4.3: Illustration of various directions used in the extended Ward BRDF model.

Creating circular highlights. If the highlights appear mostly circular on the spherical
canvas, when illuminated by a single point light source, we simply refer to them as circular
highlights. As the underlying surface can be rotated about its normal and not affect the
BRDF, the lobes that represent the circular highlights are isotropic. When αx and αy are
equal in (4.2), we get an isotropic Gaussian lobe and the highlight becomes circular on the
spherical canvas.

Artists using BRDF-Shop can place the highlight at any position on the spherical canvas.
BRDF-Shop computes the transformation matrix proposed in our extended Ward BRDF
model to place the highlight at the desired position. We derive the transformation matrix by
first determining the mirror reflection direction ωr of the incoming direction of light ωi at the
center of the painted highlight. Next, we rotate the outgoing direction of light at the center
of the highlight ωo to align it with ωr . This rotation becomes our transformation matrix R
for the extended Ward BRDF lobe, and the different vectors are shown in Figure 4.3.

Split lobes and reciprocity. By rotating the outgoing direction, we lose Helmholtz reciprocity in our BRDF. However, creating an additional lobe with the inverse of the transfor-
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mation matrix, R, can easily rectify the problem. Lafortune et al. [LFT97] first suggested
the split lobe approach for his BRDF model. The result of a split lobe is a double highlight
for a single point light source, which is plausible in some grooved metals [APS00]. Figure 4.1
shows an example of a split lobe in the BRDF-Shop interface. However, since split lobes
are not common in nature, we provide a snapping mechanism that suggests where the artist
could create a highlight without making a split lobe. We also allow artists to disable the use
of split lobes if they want to generate a BRDF that is artistically pleasing but physically
impossible, i.e. violating Helmholtz reciprocity.

Adjusting roughness. The roughness of a surface controls the diffuseness of the highlight
and the shape of the lobe and, in the Ward BRDF model, this is modeled by the parameters
αx and αy . If αx and αy are equal, the highlight will remain circular on the spherical canvas
lit by a point light source, i.e. the BRDF will remain isotropic. However, if the values differ,
the highlight takes on a streaking shape, or becomes anisotropic. The mapping of brush
strokes to these values is critical for our interface, as it allows the strokes to feel natural, as
if the artist truly has control over the highlight.

In an approach similar to sketching highlights by Poulin et al. [PRJ97], we determine the
necessary exponent to raise the cosine of the angle between ωr and ωo to some threshold,
γ, where ωo is the outgoing direction at the current brush position on the spherical canvas
to the camera. In other words, we are taking the inverse of the Phong BRDF [Pho75], at
the current brush position, to find the exponent that produces γ. Empirically, a value of
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0.8 for γ provides the most intuitive results. We then use the relationship between Phong
exponents and standard deviations, or the α values, to derive the final result [BCC04],
√
α=

2 log(ωr · Rωo )
.
log γ

(4.3)

Streaking highlights. Streaking highlights, as seen in Figure 4.2(c), are examples of directional anisotropic reflection. The most common instance of a streaking highlight occurs
with brushed metal, where the grooves in the material cause the light to reflect in an elongated fashion. These streaks can occur in any direction for a given material, so we handle
this by rotating the halfway vector used in the Ward model around the surface normal. The
rotation is calculated from the angle between the tangent vector on the surface and the
direction vector of the brush position, both with respect to the peak highlight position. Additionally, the artist will adjust the roughness by manipulating only the parameter αx . Since
we are rotating with respect to the tangent vector, artists will feel as if they are extending
the highlight and rotating it around the center (peak) of the highlight.

4.4

Implementation

Our implementation of BRDF-Shop consists of all the brushes and mappings as described
in previous sections along with a real-time rendering interface to see the resulting materials.
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For rendering the objects under environment lighting, we utilize the filtered importance
sampling approach presented in Chapter 3. In rendering the lobes on the spherical canvas,
we approximate the environment by a single point light source at the brightest location in
the environment. We evaluate (4.1) in the GPU for every visible pixel of the spherical canvas.

We demonstrate BRDF-Shop in Figure 4.4. The results for all the images were obtained
using an Apple G5 2.5 GHz processor with an NVIDIA 6800 GT graphics card. As seen
in Figure 4.1, we also integrated BRDF-Shop into Alias’s MayaTM , via a series of plugins, to provide artists with the new capabilities of our interface in a familiar development
environment.

4.5

Discussion

We chose the Ward BRDF model for representing BRDFs, instead of other models, such as
Lafortune’s or Ashikhmin’s model, due to the intuitiveness of the parameters. Our interface
is driven by the underlying BRDF model, and the choice of model is crucial to the flexibility
of our interface. Our initial implementation of BRDF-Shop actually used Lafortune’s model.
The generality of the model made it effective in allowing us to map circular highlights
at arbitrary positions to Lafortune lobes. However, the mapping of streaking highlights
to Lafortune lobes is difficult. To our knowledge, most reflectance data, which exhibit
anisotropic reflection, are fit with multiple circular-shaped highlights (isotropic lobes) that
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are close together and resemble a streak. Lafortune does suggest a mechanism for creating
streaking highlights from a single lobe, but this technique is rarely used in data fitting.
Additionally, we found that the lobes resulting from his suggested mechanism were not well
behaved and made our interface less intuitive.

We also pursued Ashikhmin’s microfacet model as a means to model the painted BRDF.
The model seemed to best fit our goals, as it can create a physically plausible BRDF with
given knowledge of the microfacets. However, the model requires an expensive integration
process to retrieve the BRDF model based off the microfacet distribution equation.

We did not use a data fitting technique, based on least square error minimization, due to
its computational complexity. While we will use linear and non-linear least squares approaches in later chapters, BRDF-Shop provides a simple mapping that is straightforward
to implement with minimal memory or computational overhead.

4.6

Conclusions

Our work illustrates a novel method for designing BRDFs through an artistic perspective.
Even though work has been done in creating perceptually-based BRDF modelers, our tool
is unique in that it provides an intuitive painting mechanism to create a physically correct
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(a)

(b)
Figure 4.4: Various BRDFs created using BRDF-Shop. Panel (a) shows a torus lit by the
grace light probe with a combination of a streaking highlight and a low-frequency circular
highlight. In panel (b), the elephant is defined with a BRDF containing multiple split
lobes rendered under an open sky. The happy face on the canvas results from the reflection
highlights due to a single point light source.
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BRDF. We utilize a unique mapping of brush strokes to Ward BRDF lobes that generates a
BRDF in real-time.

Our novel method for creating new BRDFs has applications in several industries. For instance, the automobile industry could design the reflectance of their vehicles through an
artistic perspective. Due to physical correctness, the generated BRDFs could be translated
into real world materials. Likewise, material designers for the entertainment industry could
approach BRDF creation less numerically and more artistically, which could decrease the
learning curve for computer generated graphics design. We will continue to use the painting
highlight paradigm to solve for more complex material patterns throughout the remainder
of this thesis.
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CHAPTER 5
SURFACE HIGHLIGHTING VIA INTERACTIVE
NEUROEVOLUTION
Graphic artists working on entertainment applications commonly design scenes to match
specific visual goals. Underlying components, such as the precise material model, are irrelevant so long as the desired visual effects are achieved. Nevertheless, modeling packages
usually express user interaction in terms of material parameters that rarely have a clear
relation to their reflectance behavior. Moreover, appearance-driven modeling of only homogeneous material patterns (Chapter 4) may also not provide the necessary fidelity for the
artist. A friendlier approach would allow the artist to specify visual effects at key surface
points, then use some optimization algorithm to fit the material to these constraints. However, while theoretically viable, traditional optimization techniques are likely to become too
computationally expensive to allow the artist interactive feedback.

These problems of intuitiveness and interactivity are addressed in SHINE, a graphical tool
for Surface Highlighting via Interactive NeuroEvolution. SHINE allows an artist to operate
within an image-based lighting environment, observing complex geometry from any angle,
while interactively painting light and dark regions that describe the desired visual effects
from these viewpoints. As an artist effectively paints view-dependent luminance regions on
the surface, the system generates a spatially varying material to match these brush strokes
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Figure 5.1: Interactive material design interface, demonstrating the components required to
define and view SBRDFs. In the upper left, the SBRDF-generating network used to capture
the designed reflectance pattern, and in the lower left, a false color SBRDF-map illustrating
the various material properties. On the right, the various hyper-parameters that can be
interactively modified during optimization.

(Figure 5.1 and Figure 5.2). Of course, large parts of the geometric model may never be
touched by the artist, and likewise, the spatially varying material may be undefined for
most viewpoints. Nevertheless, the material defined for the object should return physically
plausible results for these unobserved viewpoints and unedited surface areas. Thus, the
technical challenges lie in the need to rapidly generate and render a complex, realistic material
from a sparse set of user inputs.

The approach presented in this chapter allows approximations of otherwise computationally
expensive analytical models through efficient evolutionary techniques. In optimizing SBRDF
parameterizations, SHINE exploits the extrapolative capabilities of the NeuroEvolution of
Augmenting Topologies (NEAT) algorithm [SM02], allowing an interactive, yet automatic
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creation of SBRDFs that fit the user-given criteria. Its benefit is that the topology of the
resulting Artificial Neural Network (ANN) is kept as simple as possible.

Even though NEAT is efficient, its standard form is not fast enough for interactive settings.
To address this we implement an extension to the original algorithm that directs evolution
towards those SBRDFs that match the user criteria. The implementation is computationally
efficient, allowing up to hundreds of generations of evolution between consecutive updates
of the visual interface. We discuss the interactive SBRDF-NEAT paradigm in Section 5.1.

By combining NEAT, our real-time filtered importance sampling rendering method (Chapter 3), and an intuitive, brush-based user interface, SHINE allows interactive design of spatially varying materials, which was hitherto not possible.

5.1

Modeling

Automatic generation of materials from brush strokes can be defined as the process of optimizing a physically plausible SBRDF to fit sparse luminance samples defined at arbitrary
viewpoints and surface positions. For an efficient representation of a wide variety of realworld materials, we use an empirically-based parametric material model. This parameterization reduces the number of possible SBRDFs to ones that are physically, or at least visually,
plausible.
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(a)

(b)

(c)

(d)

Figure 5.2: The before (a) and after (b) of a single brush stroke with a high luminance
value applied to an existing highlight on the gargoyle’s forehead. Here, the glossiness of
the material is increased to match the user-specified luminance values. Panels (c) and (d)
illustrate an SBRDF on the Stanford Bunny defined to be light from several viewpoints on
the bunny’s head, resulting in equally emitting diffuse reflection, and light and dark from
different viewpoints on the bunny’s foot causing glossy reflections. The small lines represent
the user specified luminance pointing in the viewing direction for which the sample is defined.
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By mapping a parameterized model to a neural network, we can provide interactive optimization of visually plausible SBRDFs using an extended version of the NeuroEvolution of
Augmenting Topologies (NEAT), a process of optimizing neural networks through evolutionary computation. The extensions allow NEAT to efficiently and interactively optimize
neural network representations of SBRDFs.

While we could choose several parameterizations for the SBRDFs [ZRE06, APS00, CT82],
Lafortune et al.’s [LFT97] model provides a mapping that is computationally efficient with
respect to the topology of the corresponding neural network representation.

5.1.1

Lafortune SBRDF

The SBRDF provides a mathematical model for representing a spatially-varying material
and moreover, mapping the user’s brush strokes to visually plausible reflection patterns.
SBRDFs are six-dimensional functions of the incoming light direction ωi and the outgoing
light direction ωo , for each two-dimensional parameterized surface point x. In our case, we
extend the Lafortune BRDF model [LFT97] to a spatial BRDF by defining a parameter
map. Here, each point on the parameter map contains a set of coefficients for the BRDF at
some surface point x. We choose the Lafortune BRDF as it can represent a large variety
of physically and visually plausible materials [NDM05], such as materials with grazingangle reflectance to more metallic ones (Figure 2.5), with only a small set of parameters.
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Moreover, it provides a computationally efficient basis for representing various materials that
is amenable to our real-time filtered importance sampling integration technique (Chapter 3).

For optimization efficiency, only isotropic surfaces are considered.1 Thus, we can represent
the SBRDF at the surface point x using the Lafortune model defined in Section 2.2.2 by
the 4-tuple (cxy , cz , n, ρd )x . The function resulting from a single 4-tuple is referred to as a
lobe. In addition, the function is pseudo-normalized with respect to ideal Phong reflectance,
represented by the tuple (−1, 1, n, 0). The normalization enables faster optimization as it
reduces the number of parameterizations that generate dark reflectance values.

To map the appearance of the parameters to a user-defined brush stroke value, we use the
illumination integral (Section 2.1) to integrate the surrounding environment, Li (ωi , x), with
the material, for a surface point x and a viewing direction ωo , producing the radiance value,

Z
Li (ωi , x)f (ωi , ωo , x)dωi ,

Lo (ωo , x) =

(5.1)

Ω

where Li (ωi , x) ≈ Lenv (ωi ) since we use image-based lighting environments (Section 2.3).
As input for the appearance, the user applies a series of brush strokes that produce a set
of samples si used for the optimization. A sample k in the set is defined by the triple
(xk , ωo,k , Lk ) that contains a luminance value, a viewing direction and the surface point,
respectively. As a consequence, we must optimize the material’s characteristic parameters,
(cxy , cz , n, ρd )x , such that all surface points x have a visually plausible material but the
1

Note that although we only consider isotropic reflectance functions, since the reflectance patterns are
spatially varying the end result can appear similar to anisotropic reflectance.
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samples’ luminance criteria Lk is met by evaluating (5.1) at the specified outgoing direction
ωo,k and surface point xk , giving,
"
∀x arg min(cxy ,cz ,n,ρd )x

si
X

#
|Lo (ωo,k , xk ) − Lk | .

(5.2)

k=1

Since many values will be unspecified by the user’s brush strokes, we use a modified neuroevolutiondriven optimization process that provides good interpolation between sample positions and
also enables interactive control of the resulting material.

5.1.2

SBRDF Representations with Neural Networks

In order to solve our material fitting problem with neuroevolution, we must first define
our problem in terms of neural networks. Neural networks are abstractions of the synaptic
architecture of the brain. Each consists of an interconnected assembly of cells, called nodes,
where a node’s output is the result of an activation function that uses weighted linked
nodes’ output signals as input. In mathematical notation, given some activation function h
for node i, and a set of incoming signals zj from connected nodes with weight wij between
the connection of node i and j, we can compute the output of the node zi as either,
!
zi = h

X
j
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wij zj

,

(5.3)

or,
!
zi = h

Y

wij zj

,

(5.4)

j

depending upon the node’s characteristics. For arbitrary neural networks, there may exist
link cycles such that zi depends upon itself. These cycles can cause a node’s activation
function to be invoked an arbitrary number of times. However, for feed-forward networks,
where there do not exist any cycles, only an O(N ) traversal of the graph is necessary to obtain
the final output of the network given an input signal. To model non-linear behavior, we use
two non-linear functions and an identity function as activation for the nodes (Table 5.1). The
identity function is commonly used when multiplying the inputs as in (5.4). As a common
choice for a non-linear activation function, the sigmoid function provides a bounded range
between (0, 1) and can behave like a continuous step function to provide high frequency shifts
in the output of the neural network [Bis06]. Moreover, as shown by Zickler et al. [ZRE06],
most reflectance data can be captured through normally distributed radial basis functions.
Therefore, we use the Gaussian as an activation function, where the parameters µ and σ are
defined independently for each node.
Name
Identity

Function
h(z) = z


(z − µ)2
h(z) = exp −
2σ 2

Gaussian
Sigmoid

h(z) =

1
1 + e−z

Table 5.1: Activation functions
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As one approach to material discovery and evaluation, an SBRDF can be mapped onto a
neural network by taking the incoming light direction, outgoing viewing direction, and the
position on the surface as input and producing a reflectance value as output, similar to
the approach of Gargan et al. [GN98]. However, this can lead to complex topologies within
neural networks to capture the complete shape of a physically plausible material function. In
contrast, we generate materials by mapping the output of the neural network to a physicallybased parameterized material model. This results in simpler neural networks, since most of
the correlation present in physically-based BRDFs, such as higher reflectance values around
the specular direction, is already captured within the lobe model.

The 4-tuple representation of the Lafortune model can be the explicit output of a neural
network. Therefore, if a network’s input is the surface position x, its output would be an
SBRDF with a Lafortune lobe defined for each point on the surface.

Experimentally, we found that adding an extra output, w, as a weight to uniformly scale both
the cxy and cz values of the Lafortune model helps further reduce the creation of unnatural
materials where the cxy value varies greatly from the cz value. Fortunately, this extension
does not affect the expressiveness of the resulting SBRDFs. Thus, we represent the output
of the neural network as the 5-tuple (cxy , cz , n, w, ρd ).

Moreover, the surface position used as input for the neural network is given as the 3D
Cartesian coordinate. This aids in capturing spatial modifications to the reflectance during
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optimization without any warping caused by a 2D parameterized position. However, the
final lobe value is placed in the 2D parameter map used in the extended Lafortune model.

Empirically, we also found that providing the spherical coordinate of the normal for the
surface point allows the algorithm to quickly make global changes to the surface. Thus, the
optimization can capture homogeneous reflection patterns with a relatively small number of
iterations.

While the input and output topology of the network are constant, the inner topology of
the neural network is evolved through the NEAT algorithm. The optimization produces the
network minimizing (5.2).

5.1.3

NeuroEvolution of Augmenting Topologies

Neuroevolution is a biologically-inspired form of optimization. A genetic algorithm (GA)
maintains a population of neural network representations and gradually improves its overall quality by a survival-of-the-fittest strategy [Mit96]. The NeuroEvolution of Augmenting
Topologies (NEAT) technique provides a novel genetic algorithm that employs a specific genomic representation of a neural network, which enables efficient optimization in comparison
with other neuroevolution approaches [SM02, SM04].
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Figure 5.3: In the NEAT algorithm, neural networks are represented as a collection of node
and link genes that are perturbed and augmented through the neuroevolution processes.

Genetic algorithms provide an effective optimization algorithm when searching over complex,
non-linear domains with many local optima, such as the search space of SBRDFs matching
appearance-driven input. These optimization algorithms explore a problem domain using
a set of possible solutions, denoted as a population. Each member of the population is
randomly perturbed in order to find a potentially better set of solutions, denoted as mutation.
Moreover, as one of the more powerful features of GAs, two possible solutions are combined
to capture the best features from both members to obtain a more optimal solution. This
operation is referred to as cross-over. The population goes through a user specified number of
iterations, or generations, where the mutation and cross-over operations are performed on the
population, to obtain an optimal solution. To determine the performance of the population,
each member is evaluated using a fitness function that provides a quantitative measure for
the optimality of the solution. For computational and memory efficiency, the population is
pruned where the least fit members are excluded from the population for further mutation
or cross-over. This is denoted as the survival-of-the-fittest strategy.

108

In order for neural networks to be optimized using GAs, the ANN must be represented as
a data structure, genome, that can be augmented and perturbed. In the NEAT algorithm,
neural networks are represented as a list of node and link genes (Figure 5.3). The ability of a
GA to manipulate the topology of a neural network is the foundation to the NEAT algorithm.
Since the network can have any arbitrary topology for the NEAT algorithm, the key is to
start simple and build more complex topologies during optimization. Therefore, if a relatively
simple topology is good during the early stages of optimization, more complex topologies
will provide little or no benefit and not persist in the survival-of-the-fittest competition.
4

Add
Link

5
1

2

4

3

Add
Link

5
1

2

3

1→4
Weight - 0.5
Innov - 1
Enabled

2→5
Weight - 0.5
Innov - 2
Enabled

3→5
Weight - 0.5
Innov - 3
Enabled

5→4
Weight - 0.5
Innov - 4
Enabled

1→4
Weight - 0.5
Innov - 1
Enabled

2→5
Weight - 0.5
Innov - 2
Enabled

3→5
Weight - 0.5
Innov - 3
Enabled

5→4
Weight - 0.5
Innov - 4
Enabled

3→5
Weight - 0.5
Innov - 5
Enabled

Nodes

1
Source
Sigmoid

2
Source
Sigmoid

Links

(a)

1→3
Weight - 0.5
Innov - 1
Enabled

2→3
Weight - 0.5
Innov - 3
Enabled

3
Output
Sigmoid

3

3
Add
Node

1

2

4
1

2

1
Source
Sigmoid

2
Source
Sigmoid

3
Output
Sigmoid

4
Hidden
Sigmoid

1→3
Weight - 0.5
Innov - 1
Enabled

2→3
Weight - 0.5
Innov - 2
Disabled

2→4
Weight - 0.5
Innov - 3
Enabled

4→3
Weight - 0.5
Innov - 4
Enabled

(b)
Figure 5.4: Topological mutations in NEAT. Panel (a) demonstrates how a link can be added
to the link genes forming a new connection between existing nodes. When adding a new
node (b), an existing link is “split” with the added node. The existing link is then disabled
and two new links are added to the genome to connect the created node.

When manipulating the neural network genome, NEAT provides three mutation operations:
link weight perturbation, add/disable link, and add node. Link weight perturbation is the
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addition of some uniformly-distributed random value to the link weight. As a topological
change to the network, links can also be added or disabled from the network between existing
nodes (Figure 5.4(a)). Moreover, an existing link can be “split” by adding a new node. The
split link is disabled and two new links are added into the network to connect the new node
(Figure 5.4(b)). Using these operators, we can add non-linear dimensionality to our search
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space, enriching the expressiveness of the function represented by the neural network.
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Figure 5.5: The cross-over operator in NEAT combines the topology of two well-performing
networks from the population. The new network contains similar features, which are merged
from each network, and novel features, which are unique to each network and added to the
new network. In this example, similar links are merged by averaging the weights of the same
link in the original networks. Also, the novel node and corresponding links in Genome B are
added to Genome A to form the new network.
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The cross-over operator provides a mechanism for combining the best attributes of two
neural networks. While the interaction of the entire network determines the effectiveness of
a given topology, topologies of two well-performing neural networks are combined to form
new, possibly better topological solutions. In order to determine which topological features
are similar, i.e. previously added nodes from a common mutation during a previous iteration,
each node and link are assigned a unique identification number known as a historical marking.
Therefore, when combining the networks, the algorithm knows whether to merge a link, since
it represents the same link in both networks, or to add a link or node, since it represents
novel topology (Figure 5.5). Effectively, this provides a technique to solve for two unique
local patterns in different population members and then combine them to find a better fitting
pattern to the problem domain.

Since newly formed topologies may not provide immediate benefit with respect to a single
iteration, the NEAT algorithm groups topologically similar neural networks together and
evaluates group performance to ensure a possibly useful topology is not prematurely eliminated due to the survival-of-the-fittest strategy. This process is known as speciation. Here,
the resemblance of network topologies determines the various groups, or species, in a population. Each species is assigned a number of offspring, such that the species can produce
a new set of network topologies from cross-over or mutation in the next iteration. When
the fittest member of the species (champion) is performing consistently worse over a period
of time than the rest of the population, the set of topologically similar species members
are discarded. However, if the champion of a species is relatively good, then other similar
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topologies that may be performing poorly are given more iterations to mutate or cross-over
into a better solution. Therefore, we can search various network topologies while still using
the computationally and memory efficient survival-of-the-fittest strategy.

The ability to algorithmically discover problem dimensionality as well as to search, find, and
combine patterns in a manner that is both computationally and memory efficient provides
a powerful pattern recognition tool. The interactive material design problem requires such
an optimization approach since our goal is to match patterns defined in the mind’s eye of
the user to reflectance functions that generate the expected appearance. Since the brush
strokes, environment, and geometry can be of arbitrary complexity, NEAT provides a search
tool for solutions without binding, engineered, hard constraints in the system.

5.1.4

Interactive SBRDF-NEAT

The main challenge in applying NEAT to our interactive design problem is speed. While
evolutionary techniques are not generally expected to work in real-time, we show that the
NEAT method, with several enhancements, can evolve at a speed where evolution occurs as
an almost instantaneous reaction to user input.

To achieve our goal of interactivity and applicability to the material design problem, we have
addressed three domain-specific challenges. First, we require an optimization algorithm that
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Figure 5.6: Our two additional types of topological mutations applied on a simple network
(a), where the new topologies that capture correlated local patterns (b) and corrlated global
patterns (c) are highlighted in red.

quickly explores the highly-correlated spatial domain of an object’s surface. Second, we need
a scheme that incrementally adapts to changes in the basic constraints being satisfied; for us
this adaptation is driven by brush strokes added interactively by the user. Finally, we require
a means to evaluate the evolving neural network with respect to the SBRDF it generates
and the user-specified goals for the corresponding material. We address these problems by
introducing correlative topological mutations, combined with an informed genome infusion
and an SBRDF-specific fitness function that we discuss in the following.

5.1.4.1

Correlative Topological Mutations

Our choice of SBRDF representation by means of a neural network uses two types of input:
x, the spatial Cartesian coordinates of the points on the surface, and n, the corresponding
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spherical coordinates of the normal. We present two topological mutation operators for
the neural networks that exploit the high correlations between the inputs. These allow the
SBRDF to be efficiently optimized since the necessary topology for finding brush stroke
patterns is introduced in a single iteration.

Spatial topological mutations (Figure 5.6(b)) correlate positional information by passing each
of the Cartesian space input signals through a node with a Gaussian activation function,
aggregating the three results in a multiplicative node and sending the weighted product to
all network outputs. The three-dimensional radial basis function generated by this method
induces localized variations in the SBRDF.

Global material patterns that follow the shape characteristics of the surface are created
through normal topological mutations (Figure 5.6(c)). A two-dimensional radial basis function is created by connecting the spherical-coordinate normal inputs to two Gaussian nodes,
further combined by a multiplicative node that sends the result to all outputs.

By matching the dimensionality of the input, our mutations allow NEAT to efficiently find
both local and global patterns in the reflectance behavior of the material within fewer generations, which corresponds to faster convergence times.
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5.1.4.2

Genome Infusion

Because SHINE allows the user to incrementally define material properties by effectively
painting light or dark regions on the surface of an object during optimization, a new problem
is raised. Each brush stroke results in new sample points that need to be matched by the
SBRDF. Thus, the interactive nature of the algorithm requires a rapid adaptation to these
newly introduced fitness criteria without restarting the computations from scratch.

Faster adjustment of the population to new criteria can be induced by computing a simple,
best-guess Lafortune lobe for the added sample and infusing its structure into the population.
Hence, each new sample is evaluated against four types of empirically determined, idealized
lobes: (1) perfect Phong reflection (−1, 1, 70, 0), (2) perfect retro-reflection (1, 1, 25, 0), (3)
Lambertian reflection (0, 0, 1, 1), and (4) no reflection (0, 0, 0, 0). The corresponding radiances of each lobe type for the new sample are calculated with respect to the environment
at the sample position. The lobe with the least error from the sample’s radiance is chosen as
a local semi-optimal solution. A corresponding genome is then infused into the population,
where the genome is artificially inserted into the population along with a crossed version of
each species champion and the best guess genome.

Thus, useful structure is infused into the population to serve as a building block for rapidly
finding genomes that match the newly defined criteria. As a consequence, the processing
time of the genetic algorithm is significantly reduced, making interactivity possible.
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5.1.4.3

Fitness Evaluation

The evolutionary optimization process requires a quantitative evaluation of each genome
in the population. The survival of each genome over generations is determined by the
numerical value assigned by a fitness function. This function must assess the performance
of the optimal SBRDF. In SHINE, the fitness criterion is a weighted linear combination of
six error components based upon global and local material goals of: glossiness, diffuseness,
energy, retro-reflectance, grazing angle reflectance and radiance.

The global goals of the designer, such as diffuseness and glossiness, are balanced with the
local lightness or darkness regions painted by the user for specific viewing angles, i.e. radiance
goals, by weighting each error parameter. The visual interface (Figure 5.1) allows the weights
to be altered during evolution to actively guide the NEAT algorithm toward user-specific
goals, e.g., visual effects versus physical plausibility.

The performance of a network representing an SBRDF is computed over two sets of samples.
First, global goals are addressed through uniform samples, su , which are points uniformly
distributed across the surface mesh. Second, the input samples, si , are defined from brush
strokes made by the user for the desired radiance of a given point and viewing angle from
the object’s surface. The k th input sample in si is the triple (xk , ωo,k , Lk ) discussed in Section 5.1.1. Only the input samples si are used in calculating the radiance error. The following
presents each source of error, providing an explanation of its use.
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Glossiness error estimates the overall variation of the surface’s glossiness from a userdefined optimal value, no . The error is defined as the average of the difference between the
optimal glossiness and the glossiness of the lobe defined at the position of the k th sample,
denoted as nk ,
Egloss

|si |+|su |
X
log no − log nk
1
.
=
|si | + |su | k=1 log nmax − log nmin

(5.5)

We operate in log space since it better represents a linear perceptual change in the glossiness
of the material.

Diffuse error penalizes a genome for producing a material whose diffuse component varies
too far from the user-defined ideal diffuseness ρd,o for the entire material,

Ediffuse

|si |+|su |
X
1
|ρd,o − ρd,k |.
=
|si | + |su | k=1

(5.6)

Energy error measures the degree to which BRDF lobes produce more energy than they
receive. We define this error such that unrealistic outputs representing an increase in energy,
i.e. values greater than 1, incur a penalty,

Eenergy

Z

|si |+|su |
X
1
=
max
f (ωi , vmax (xk ), xk ) cos θdωi − 1, 0 .
|si | + |su | k=1
Ω
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(5.7)

Here, vmax (x) is defined as the viewing direction producing the most energy,

Z
vmax (x) = arg max
ωo ∈Ω

f (ωi , ωo , x) cos θdωi .

(5.8)

Ω

For practical purposes, the maximization can be performed through stratified sampling of
the outgoing directions, ωo , and importance sampling of the integral [PTV92]. In order to
encourage the discovery of SBRDFs that are physically plausible, we would normally exclude
those that produce high values of this type of error. However, the user may wish to attain
specific lightness or darkness values at the cost of physical plausibility. This is possible by
reducing the weight of the energy error.

Retro-reflectance error penalizes a genome for producing materials that reflect light in
the same direction in which it originated since only a few real-world materials produce this
effect. However, the user can reduce the retro-reflectance weight to encourage the generation
of such materials. We define the retro-reflective error as given by positive values of cxy , with
respect to the Lafortune model defined in (2.20), averaged over all the sample points,

Eretro

|si |+|su |
X
1
max(cxy,k , 0).
=
|si | + |su | k=1

(5.9)

Grazing angle reflectance error allows the user to define the balance between materials
that produce highlights at grazing angles versus angles parallel to the normal. In the Lafortune model, the highlights will be produced solely at grazing angles as cz nears 0, where cz is
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in the range [0, 1]. If the user wishes to minimize this phenomenon, we provide a mechanism
to penalize the effect by considering the averaged distance of the cz value from one over all
the samples,
Egrazing

|si |+|su |
X
1
=
(1 − cz,k ).
|si | + |su | k=1

(5.10)

Radiance error is the L1 error with respect to the tone-mapped luminance values of the
radiance, Ld , and an input sample’s specified luminance value, Lk . We use the tone-mapped
values since the user is only able to visually define luminance values from the low dynamic
range available on a commodity display. We use the global photographic tone reproduction
operator presented by Reinhard et al. [RSS02], whereby we scale the color’s luminance by
the overall luminance of the design interface, when a sample is created, and compress the
scaled value via a sigmoid,
Ld (ωo , x) =

Lo (ωo , x)
.
Lo (ωo , x) + Lαav

(5.11)

Here, Lo represents the outgoing luminance for a given viewing angle ωo at a surface position
x; Lav is the log average luminance of the screen when a sample is created, and α is the key
value, which is set by default to 0.18 but can be adjusted by the user if desired. The default
key value corresponds to 18% grey in photographic terms.
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Therefore, the error is calculated by the average distance between the displayed luminance
of the outgoing radiance and the user-defined luminance,
|si |

Eradiance

1 X
=
|Ld (ωo,k , xk ) − Lk |.
|si | k=1

(5.12)

Radiance error reflects the local goals of the user, as it only considers the input samples, si ,
defined across the surface.

The approach presented in this chapter relies both on a quantitative evaluation of the
SBRDFs, with respect to the luminance data given in previous design steps, and on a qualitative assessment by the user, who interactively guides the evolutionary process by adding
more radiance error sample points or changing the global error weights. For the latter to
be possible, we require a material rendering technique that gives accurate visual results in
real-time.

5.2

Implementation and Results

While SHINE would be capable of using any rendering technique, a fast solution for integrating the surrounding environment with the analytic Lafortune SBRDF is necessary. Both
the interactivity of the interface and the underlying evolutionary process depend on the performance of the integration. In addition, the integration algorithm must allow for real-time
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dynamic changes of the BRDF model in arbitrary regions of the surface. This requirement
excludes algorithms based on pre-filtering the environment with the BRDF lobe [KVH00],
or on spherical harmonics and wavelet projections [KSS02, NRH04]. Instead, we use our
filtered importance sampling algorithm (Chapter 3) that can integrate the spatially varying
Lafortune BRDF in real-time on the graphics processing unit.

Moreover, the primary paradigm presented in this chapter is neuroevolution-driven optimization for interactive material design through an artist-friendly, brush-based interface. The
implementation employs separate processing threads to allow both the underlying SBRDFNEAT algorithm and the visualization to run in parallel. For interactivity purposes, the
material rendering needs to be fast enough for the user to see and manipulate the SBRDF,
while the evolution process must occur at sufficiently high rates to quickly provide significant
material improvements. Therefore, we look in detail at how to fit brush strokes defining the
appearance to a spatially varying Lafortune BRDF.

5.2.1

Material Fitting

The use of neural networks in representing materials requires the implementation of a suitable
network input scheme, as well as an expressive interpretation of the output values. By the
nature of the Lafortune parameterized model, specific ranges in ANN outputs induce more
plausible materials than others. Thus, we map cxy onto the empirically determined range
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Parameter
Global Glossiness Error Weight
Global Diffuse Error Weight
Energy Error Weight
Retro-Reflectance Error Weight
Grazing Angle Refelctance Error Weight
Radiance Error Weight

Symbol
Egloss
Ediffuse
Eenergy
Eretro
Egrazing
Eradiance

Value
0.5
0.83
3.17
0.5
2.0
1.83

Table 5.2: Default fitness weighting parameters

[0.8, 1.05], and uniformly scale the values of both cxy and cz by the output weight parameter
w, i.e. w · cxy , and |w| · cz , where w is valued between [−1, 1]. Furthermore, the ANN
input values are continuous; thus the algorithm greatly benefits from a mapping of the mesh
surface that ensures continuity between points. In contrast to other atlasing techniques that
arbitrarily place the surface points on the map, the spherical reparameterization presented
by Praun and Hoppe [PH03] provides a vicinity-preserving transition from three-dimensional
mesh space to a two-dimensional texture space.

On a 3.0 GHz Dual-Core Pentium 4, the extension of NEAT performs at approximately 74
generations per second, with a population size of 30 and a total of 75 samples. This is fast
enough for evolution to be perceived as an almost instantaneous reaction to user input, thus
allowing real-time interaction. The set of default fitness weight parameters in Table 5.2 were
found to be efficient in creating physically plausible SBRDFs.

To evaluate the effectiveness of the correlative topological mutations, we designed an experiment that uses three different measured BRDFs: brass (-1, 0.998, 1520, 0.0185), gold
(-1, 0.97084, 27.4, 0.0496504), and Lambertian diffuse (0,0,1,1). We placed the different
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materials in the four quadrants of the SBRDF map, where the gold material is duplicated
diagonally. The SBRDFs are evaluated at a total of 1,224 samples across the surface of the
Stanford Bunny with the Ennis light probe environment map using (5.1) ((Figure 5.7(a))).
NEAT’s accuracy is then compared with and without the correlative topological mutations.

The experiment was run 100 times, with and without the correlative mutations, for 2, 000
generations. Since the generated samples are from measured BRDFs, only radiance error
is used to evaluate the solutions. The other error metrics principally guide the SBRDFoptimization to produce plausible results. By using the correlative topological mutations,
NEAT consistently finds better solutions faster than the standard NEAT algorithm (Figure 5.7(d)). The improvements are shown to be statistically significant (p < 0.001) by a
Student t-Test over the 200 runs. Visually, the improvements manifest as radiance error
on the back of the mesh. The network with the correlated mutations has enough topology
to generate a lower error, but the standard NEAT implementation does not discover the
necessary topology until about 1,000 generations later (Figure 5.7(b,c)).

However, the interactive experience afforded through the user interface demonstrates the
effectiveness of our algorithm. As seen in Figure 5.2, the user can define various radiance
patterns for different viewing angles and surface points and our interactive NEAT algorithm
will efficiently find the SBRDF while maintaining global goals. Moreover, Figure 5.8, Figure 5.9, and Figure 5.10 demonstrate further material editing examples using the SHINE
tool.
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Figure 5.7: Testing the efficiency of the correlative mutations, we add sample points uniformly across the surface of the bunny. Each point has a set of outgoing directions and is
assigned a known BRDF, such as brass, gold or diffuse depending upon the sample’s location. The sample directions are evaluated using the illumination integral with respect to
their outgoing direction and material properties under the Ennis light probe. The evaluation
of each sample is illustrated as shaded solid lines (a), and used as radiance fitness criteria.
Panel (b) shows the median radiance error for a run with correlative mutations in NEAT
(top) and with standard NEAT (c). Panel (d) plots the average error over 100 runs with
and without correlative mutations. The improvements illustrated are statistically significant
(p < 0.001), reducing the number of generations needed to achieve a similar solution.
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(a) Pre-edit

(b) Post-edit
Figure 5.8: A material edit demonstration where a light luminance value is painted on
the back of the Stanford Bunny. As seen in the post-edit (b), the back is much brighter
and the false color representation of the SBRDF (lower-left) shows the spatial variations of
parameterizations found by the interactive SBRDF-NEAT algorithm.
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(a) Pre-edit

(b) Post-edit
Figure 5.9: A dark luminance value is painted onto the Beethoven bust. As seen in the
post-edit (b), the painted region becomes darker why the global goals of the optimization,
such as overall glossiness, are maintained.

126

(a) Pre-edit (view 1)

(b) Post-edit (view 1)

(c) Pre-edit (view 2)

(d) Post-edit (view 2)

(e) Final
Figure 5.10: Material edits on a gargoyle statue. Here, the highlights at the base of the wings
(a) are unwanted and desired to be removed . The user paints darker luminance values at
the base of the wings and the highlights are removed (b). However, the optimization has
resulted in the overall material being too matte and the user wishes to still have highlights
on the head of the gargoyle. The user interacts with the optimization process and paints
light luminance values onto the face of the gargoyle (d) to retain the glossy highlights. The
resulting optimized material has a glossy head with the highlights at the base of the wings
greatly reduced (e).
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5.3

Conclusions

This chapter presents a method for defining spatially varying materials with a simple pointand-click, brush-based interface. SBRDF-NEAT extends the original neuroevolution algorithm with novel mutation and genome infusion strategies, allowing real-time generation of
complex materials based upon fitness criteria that are explicitly designed for this problem
domain.

An important implication of this research is that, with the strategies presented here, evolutionary computation techniques become sufficiently fast to serve as real-time optimizers for
difficult interactive design tasks. As a consequence, some classes of theoretically prohibitive
tasks can now be addressed by quickly finding approximations that are good enough, thereby
opening an avenue to revisit many problems that had not previously been amenable to interactive solutions.
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CHAPTER 6
INTERACTIVE DESIGN OF APPEARANCE-MATCHING
MATERIALS
In the lighting and material design phases of computer graphics production, artists commonly create scenes to match specific visual goals. Commercial modeling packages, such as
Autodesk MayaTM , enable users to adjust material parameters. However, interactive visual
feedback is typically obtained on either simplified geometry, such as a single sphere, or under
simple lighting. Due to the interaction between mesh topology and complex lighting, this
approach often provides insufficient clues as to the final appearance of the material [VLD07].

Moreover, artists often wish to obtain a specific material appearance, not because it exists
in the real world, but because it provides a desired visual effect. For instance, an artist
may wish to add a highlight exactly when a satin cloth unfurls (Figure 6.1) or to ensure
a highlight is perfectly placed for dramatic effect during the drive-by of an automobile
(Figure 6.4). Current state-of-the-art tools enable users to select similar materials over
space and time from a data-driven material function, but the appearance of the material
must be manipulated via parameter tuning [PL07]. Instead, we propose an algorithm that
enables artists to use visual constraints to design appearance-matching materials illuminated
by complex, dynamic environment lighting. In other words, artists can create materials that
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(e) Post-edit

(g) Added Highlights

t = 30

(c) Edits at
t=0
(b) Original

Figure 6.1: Interactive material design demonstration. Panels (a) and (b) show the original
material before editing at frames t = 0 and t = 30. At frame t = 0, the user designs two
highlights on the surface of the object using a broad stroke on the left and a narrow stroke
on the right (c). Panel (d) shows the resulting highlights generated from the edits at t = 0
with a more diffuse highlight from the broad stroke and a glossy highlight from the narrow
stroke. As the edits are propagated through time (e), the highlights appearances are adapted
to the changing geometry. Panels (f) and (g) visualize the added highlights.
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appear similar over time but in fact have varying reflectance distribution patterns due to
changing geometry and viewing directions.

As a visual constraint for glossy surfaces, we use highlights (Chapter 4). To create a highlight
at a particular frame on a specific part of an object, several approaches could be taken.
First, we could manipulate the lighting in the environment. However, this would change
the illumination of all objects in every frame. Second, we could manipulate the geometry,
although this would be an even more complicated process, and additionally could create
undesirable visual artifacts. Instead, we argue that the most forgiving approach to design
specific reflection patterns is by locally altering the material itself.

Thus, our algorithm optimizes reflection distribution functions to add highlights specified
by a brush-based interface (Section 6.1). Highlights provide a sufficient visual construct
for defining glossy materials, whereas other spatially-varying effects, such as diffuse albedo,
can be designed using existing intuitive painting algorithms [CH04], or alternatively with
commercial tools such as Adobe PhotoshopTM .

Once a reflectance distribution is generated, we must blend the highlight seamlessly into
the existing material over space and time. Inspired by the techniques for colorization using
optimization [LLW04] and the linear accumulation of lobes as a BRDF model [LFT97], we
blend the new reflectance distribution with the existing material reflection using a computationally and memory efficient image-based optimization technique (Section 6.2). Results
of this approach are shown in Section 6.3, while conclusions are drawn in Section 6.4.
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6.1

Reflectance Optimization

To find a material that produces a desired highlight at a user defined region for given viewing
directions over the surface, we need to search the 6-dimensional space of the spatially-varying
bidirectional reflectance distribution function (SBRDF). However, a direct fit of a material
function in this high-dimensional space requires computationally expensive non-linear optimization on an under-constrained system. Therefore, we simplify the problem by dividing
the optimization into two parts of reduced dimensionality: first, we fit a set of BRDF parameters at sample points across the surface and second, we blend the BRDF parameters
together to generate an appropriate SBRDF. While the simplified optimization may not provide a material that exists in nature, the result is a material that reflects light in a manner
that matches the appearance of the user’s designed highlight. To solve, we must select a
BRDF model appropriate for constructing highlights and formulate the optimization.

Selecting a BRDF Model. We have to choose a BRDF model that can be adapted to
user-specified input. Parameterized models, such as the Lafortune model [LFT97], the Ward
model [War92] or the Cook-Torrance model [CT82], are attractive because they are based
upon empirical data or physical modeling of real materials, and therefore provide machinery
for defining visually plausible BRDFs.

However, the goal in optimizing a BRDF to add a user-specified highlight is to reorient
the distribution pattern to reflect a section of the environment containing a large amount
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of energy toward the current viewing direction of the user. Moreover, the material should
constrain the highlight to reflect within the bounds of the user-defined region. Models, such
as those of Ward and Cook-Torrance, can change their shape, for instance the sharpness of
the distribution, but are incapable of reorienting their distribution to arbitrary off-specular
directions. The extended Ward model used in Chapter 4 can provide off-specular reflections
but most of the highlights generated by the model appear to be from metallic materials.
Other models handling a wider range of off-specular reflections, such as the Lafortune model,
match a user specified appearance in only a small section of the parameter space making
optimization difficult even for robust non-linear solvers such as the Levenberg-Marquardt
algorithm [PTV92]. A plausible alternative is a neuroevolution approach (Chapter 5); but,
the neuroevolution solver requires a large number of parameters, such as the weights for the
global and local goals, along with constant interaction that may be burdensome for users.
Therefore, none of the aforementioned models provide a good basis for generating reflection
distributions with user specified highlights for an automated design interface.

Halfway Vector Disk BRDF. Fortunately, at least one BRDF representation exists
that enables us to achieve the desired reorientation. This is the halfway vector disk BRDF
model [EBJ06] (Section 2.2.3). It provides parameters to smoothly reorient the distribution
and constrain the reflected region.

As seen in Figure 6.2, modifying the center of the lump distribution reorients the reflectance
distribution, the visual appearance of which is a shift in the location of the highlight. More-
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c = (0, 0)
c = (1, 0)
c = (0, 0)
n = 45
n = 45
n = 10
Figure 6.2: Demonstration of how changing the center of the lump distribution effectively
shifts the highlight on the object and adjusting the specular exponent changes the size of
the highlight on the surface.

over, adjusting the specular exponent, n, results in the highlight appearing larger or smaller
on the surface. Therefore, when the user defines a highlight with a brush-stroke on the
surface, the reflectance distribution matching the input is found by optimizing the center of
the lump distribution and the specular exponent.

Optimization Formulation. In the following, we consider that light reflected toward the
user Lx at the surface position x is modeled by the illumination integral,

Z
Lx =

Li (ωi , x)fcx ,nx (ωi , ωo ) cos θi dωi ,

(6.1)

Ω

where ωo is defined with respect to a virtual camera and the surface position x and is
dropped from the parameter list for brevity; Li is the radiance incident defined by imagebased lighting (Section 2.3); and fcx ,nx is the halfway vector disk BRDF at x as defined in
Section 2.2.3. The quantity Lx cannot be directly displayed due to limitations in the display
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range of most monitors. The image is therefore tone mapped with a generic operator T (Lx ),
which is discussed below. The value Lx is computed for each of the red, green and blue color
channels. To compute a tone mapped color triplet, (6.1) is evaluated three times, for which
we use the notation T (Lx ).

The optimization process can now be formalized as the minimization of the distance between
T (Lx ) and the color values Ex specified by the user’s brush strokes. The parameters to be
optimized are the lump distribution center cx and the specular exponent nx for each surface
point x defined by the brush stroke,

∀x ∈ D arg min ||T (Lx ) − Ex ||2 ,
cx ,nx

(6.2)

where D is the set of sample points for the highlight defined by the user’s brush stroke.

Given that the user places brush strokes on top of geometry to design highlights, the input
values as well as the display of pixels are limited by the dynamic range of the display device.
On the other hand, the amount of light reflected in a highlight can be very large, depending
on the specularity of the highlight and the strength of the illuminant. This means that the
environment illuminating the geometry must be defined in high dynamic range (HDR), and
the displayed reflectance should be subjected to a tone reproduction process to account for
the limited dynamic range of the display.

135

Tone Reproduction. In our system, we need a computationally efficient mechanism for
tone mapping that produces visually acceptable contrast, details and color values. As shown
by Cadik et al. [CWN06], the global photographic tone reproduction operator with gamma
correction [RSS02] performs well in our context, scaling the RGB color triplet Lx = (R, G, B)
to yield display values Lx,d = (Rd , Gd , Bd ):
"
Lx,d =

R
Lx,v + e

 γ1 
,

G
Lx,v + e

 γ1 
,

B
Lx,v + e

 γ1 #
,

(6.3)

where Lx,v = 0.2126 R + 0.7152 G + 0.0722 B is the luminance of the color triplet, e is a userdefined exposure value, and 1/γ represents per component exponentiation of the gamma
correction term. However, we are not limited to this operator; any desired tone reproduction
technique can be applied, as long as it exhibits high computational efficiency to enable
the optimization process to converge fast enough to accommodate the artist’s needs and
expectations.

We empirically found that using the displayed luminance values is more effective than directly
using the RGB color triplet. This results from the luminance values providing a better metric
for determining bright and dark regions capable of providing highlights while the Euclidean
distance of the error per color channel provides too many constraints for general cases. For
instance, if the user wishes to design a blue highlight, the non-linear optimization algorithm
is more likely to find a bright region that can be attenuated by a blue specular albedo than to
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find blue reflectance from the environment. Thus, we define the operator Tv as the displayed,
tone mapped luminance value used in optimization.

6.1.1

Parameter Fitting

Since the user only defines a low dynamic range (LDR) reflectance value for one outgoing
direction for each surface point with a brush stroke, fitting the parameters of a reflectance
function to the data provided by a brush stroke is inherently under-constrained. When using
the lump distribution, directly fitting both the distribution center and specular exponent with
the data from the brush stroke often results in undesirable solutions. Therefore, we improve
the robustness of this under-constrained fit by separating the problem into two components
of lower dimensionality: roughness and lump distribution center.

Roughness. To determine the roughness, we must fit the specular exponent n to match
the user’s brush strokes. Since our lump distribution is isotropic and produces radially
symmetric reflections with respect to the outgoing viewing direction and lump distribution
center, we can reformulate our optimization of the roughness to only examine the boundary
conditions of the brush. In other words, since the reflection radiates evenly with respect to
the viewing direction, we can examine the value of the distribution at the edge of the brush
to ensure most of the reflection is contained within the brush.
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However, this formulation assumes the distribution center is known. To separate the optimization of the specular exponent from the distribution center, we assume the ideal lump
distribution center for the brush stroke, which produces a tone mapped displayed luminance
value equivalent to the user’s input, is located at the origin, denoted as 0. Here, 0 represents
the distribution used for specular reflection in the halfway vector disk BRDF. While this
approximation may be imprecise for highlights requiring off-specular reflection, the various
orientations of the reflectance distribution do not greatly affect the appearance of roughness
for the halfway vector disk BRDF model.

Under this assumption, we can solve for the roughness using a method similar to sketching
highlights presented in Chapter 4.

However, this method is not designed to operate with the halfway vector disk BRDF or tone
mapping. Thus, we generalize the method and obtain a non-linear optimization of the form,

arg min
n

X

||Tv (f0,n (ωr , ωx,o )) − Ex,v ||2 ,

(6.4)

x∈De

where f0,n is the ideal distribution center; De is the domain of sample points on the edge
of the brush; Ex,v and ωx,o are respectively the user’s desired luminance value and viewing
direction at sample point x; and ωr is the specular reflection of the viewing direction at the
center of the brush. Using the definition of the halfway vector disk BRDF (2.43), we can
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Figure 6.3: A sphere resulting from edits with one (a) and five (b) sample points used in the
optimization of (6.2). Panels (c) and (d) illustrate the error in the lump distribution center
parameter space when evaluating (6.2) to respectively generate (a) and (b). Moreover, (b)
and (d) show that more sample points can provide a better search space with fewer local
optima and produce better visual results.

simplify the optimization problem to become,

arg min
n

X

||Tv (p0,n (cos θx,o )) − Ex,v ||2 ,

(6.5)

x∈De

where p0,n and θx,o are respectively the lump distribution and the angle between the viewing
direction at the center of the brush and a point on the edge of the brush x. We can solve
this one dimensional minimization using standard non-linear optimization techniques, such
as Newton iterations [PTV92].

Lump Distribution Center. With a known roughness, (6.2) can be solved with user
specified luminance values from the brush stroke using standard non-linear optimization
techniques, such as the Levenberg-Marquardt algorithm. Unlike the entire parameter space
of the halfway vector BRDF, the distribution center parameter space with a known roughness

139

is often smooth for most non-mirror reflections since the convolution of glossy BRDFs with
the environment operates similarly to a low-pass filter on the search space. Moreover, we
found sampling at more points on the brush stroke helps to further smooth the values in (6.2)
and yields improved results (Figure 6.3).

However, if there are no possible lump distribution centers capable of generating a highlight,
for instance if the hemisphere around the surface point is dimly illuminated, the optimization
process will produce arbitrary results. To reduce artifacts caused by randomly placed centers,
we force the optimization to behave deterministically, biasing the lump distribution toward
2 /2

specular reflection (c = 0) by scaling the error with the Gaussian function, 0.75(1 − e−x

6.1.2

).

SBRDF Generation

When the user selects an elongated region for a highlight on a convex or concave object,
one lump distribution center is often insufficient for matching the appearance of a highlight
across the selected surface. This results from the lump distribution center being defined in
the local coordinate frame of the surface, where changes in the surface normal cause light
to reflect from different sections of the environment. To resolve this we generate a set of
lump distribution centers across the surface, i.e. create an SBRDF, to produce the desired
highlight across the entire brush stroke.
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However, finding the lump distribution centers for each point in the specified region is
computationally too expensive for an interactive user environment unless using a complex
neuroevolution-based approach. Instead, we use the roughness of the highlight to sparsely
sample points for lump distribution center optimization and then interpolate between sample points using the corresponding roughness values. We note that the lump distribution
behaves similarly to the cosine distribution and the halfway vector disk BRDF model ensures
reciprocity. As a result, the intensity of a highlight due to a given lump distribution center
will fall off with the changing viewing direction at a rate close to cosn θo , where θo is the
angle between the viewing directions. We generate a new sample for the lump distribution
center optimization when the falloff of all existing distribution centers is below some epsilon
value.

Once the various distribution centers are known, we must solve for all lump distribution
centers for each point on the surface. Essentially, we need an affine combination of the
optimized lump distribution centers that uses the falloff of their highlights to guide the
combination of center parameters. Since our falloff function closely approximates this effect,
we normalize the falloff function and generate the weights for each surface point x,

P
cx =

(ci ,ni ,ωi )∈C

P

(nj ,ωj )∈C

(ωx,o · ωi )ni ci
(ωx,o · ωj )nj

,

(6.6)

where i and j are indices into the set of optimized lump distribution centers ci with a specular
exponent ni for a viewing direction ωi , denoted as C.
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6.2

Highlight Blending

Using the lump distribution centers that provide a highlight in the brush stroke, we must find
a natural blending between the existing and newly-optimized, appearance-matching material
over both space and time. For instance, if the user defines a highlight on a metallic region
of the material, which is surrounded by another material, the bounds of the highlight should
be constrained to only affect the metallic section. On the other hand, some materials, for
instance varnished wood, have a spatially changing appearance but with spatially-invariant
glossy reflectance. Thus, we need a user controllable method for constraining the bounds of
the highlight being added to the base material. In addition, we require a method compatible
with arbitrary existing BRDF models or datasets, such as one for wood or another for metal.

To this end, we use an image-based blending approach [SJT04, LLW04] to generate an
opacity matte that defines how much of the new material should be additively blended onto
the existing surface. Specifically, we obtain a new displayed reflectance image by evaluating
T (Io · a0 + Ie ), where Io is the reflectance image of the optimized SBRDF, which is per
component multiplied by a0 , the opacity matte image, and summed with Ie , the existing
material’s reflectance image. This is in essence similar to a linear summation of specular
lobes [LFT97]. In converting the problem to image-space, we rasterize the reflectance of
any existing material in the texture coordinate-space of the mesh (Figure 6.4(b)) and tone
map it to operate with the same visual cues for material boundaries that are presented to
the user. We then compute a matte by solving a linear least squares system, weighted by
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the relationship between a pixel and its probability of the local neighborhood containing
similar materials, yielding a computationally efficient solution for blending highlights in an
interactive user interface.

Blending in High Dynamic Range. Both our existing material and the optimized material are represented by high dynamic range (HDR) images. Additively combining two such
images using a matte often leads to unintuitive results when visualized after tone reproduction. For instance, low values in the matte where the user would expect only a small
contribution may result in unexpectedly high displayed values.

Unfortunately, blending in the tone mapped, low dynamic range (LDR) space is also ineffective since the user may wish to perform further post-processing on the HDR rendered image,
such as adding blur or synthesizing a bloom effect. Such operations yield much better results
if carried out on unquantized HDR data. Since our method for finding a reflectance distribution uses LDR color input, we need a technique of combining HDR color values whose
blended result when tone mapped is identical to the blend of the two colors in LDR.

If a is the opacity matte in LDR space and ai ∈ [0, 1] is the opacity for pixel i located
at point x on the surface, our goal opacity value a0 i in HDR color space can be found by
minimizing the non-linear equation,

2

arg min
||Tv (Lx )ai − Tv (Lx a0 i )|| .
0
a

i
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(6.7)

Since the tone reproduction operator Tv is often non-linear and non-invertible, finding a0 i may
require numerical methods, which is not efficient for per-pixel blending. However, by using
the global photographic tone mapper with an exposure value of e and a gamma correction
value of γ [RSS02], we obtain the analytical solution,

aγi e
ai =
.
e + Lx,v − aγi Lx,v
0

(6.8)

Solving the Opacity Matte. Using our HDR blending technique, we need to solve for
the opacity matte a using the LDR reflectance images. Our goal is to find a matte that
smoothly blends the user painted boundaries for full and no contribution of the highlight
while optionally ensuring the highlight stays within the bounds of the underlying material.
As an interface, the user paints these boundary conditions directly onto the surface of the
geometry with a brush stroke (Figure 6.4(a)). We display the boundaries interactively as
blue for full contribution (1-valued boundaries) and translucent for no contribution (0-valued
boundaries). We also show the estimated falloff of the highlight in green.

Similar to Sun et al. [SJT04], we can formulate this smooth interpolation problem as a linear
system defined by the finite difference matrix form of the Poisson equations with Dirichlet
boundary conditions. The solution of the system provides a smooth blend between the user
defined boundaries. In addition, the smoothness of the transition between boundaries can
be controlled by defining gradient values as the Laplace of the reflectance image. However,
as seen in Figure 6.4(c), this approach can lead to material boundaries not being preserved
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as well as negative values that are undefined in an additive opacity matte. Instead, we use
a weighted least squares system where we can ensure opacity values remain within their
defined range and provide better control over material boundaries (Figure 6.4(d)). We can
represent this system with a quadratic cost function,


|a|
X
X
X
arg min 
wis (ai − as )2 +
(bk − ak )2  ,
a

i=1 s∈N (i)

(6.9)

k∈B

where bk is the k th boundary value from the image of user defined boundaries b, such that
bk = 1 at the center of a brush stroke and bk = 0 at the outer-most region of a brush stroke for
each pixel indexed in the boundary region B; N(i) is the set of indices for the neighborhood
surrounding the ith pixel; and wis is the weight defining the smoothness between pixel i and
s.

Weights. The weights, wis , define the correspondence between a pixel and its neighboring
pixels with respect to their material properties, where similar materials obtain high values
and dissimilar materials obtain lower values. If required, this provides a means to directly
control the smoothness of the transition and respect the boundaries of materials. Moreover,
the weights also ensure a natural blend as the surface and viewing direction change over
time. We consider the two constraints on the smoothness independently from one another
and define the weights proportionally,

wis ∝ Gσ (i, s; Ie,v ) · F (θto ,t (i)) ,
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(6.10)

where Gσ and F represent our spatial and temporal affinity functions respectively; Ie,v is
the luminance of the rasterized tone-mapped reflectance image for the existing material; σ
is the user parameter to adjust the effect of visual material boundaries when blending in a
highlight; and θto ,t (i) is the angle between the viewing directions at the frame to where the
user defines the highlight and at the current frame t for the ith pixel.

Spatial Blending. When determining material affinity between pixel i and s in the original material’s reflectance image, i.e. the probability that pixels i and s belong to the same
material, we consider the rate of change rather than absolute differences in the visual appearance in order to detect material borders. In essence, the problem with absolute change
is that this is expected as diffuse or glossy surfaces reflect light from different sources in
the environment and is thus not necessarily indicative of a change in material. However, a
variation in the rate of change is likely to represent a material border. Since high weight
values represent high correspondence and low values represent a change in material, we use
a Gaussian to smoothly represent the rate of change as weights,

Gσ (i, s; I) = exp

− (2Ii − Is − Is0 )2
2σ 2

!
,

(6.11)

where s0 is the index of the pixel opposite to s in the neighborhood of i.

Temporal Blending. For temporal correspondence of an appearance-matching material,
we require weights that provide a smooth transition for highlights as geometry and viewing
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directions change over time. In addition, we also need the linear systems for each frame
in the scene to be independent from all other frames for computationally efficient, realtime feedback in our interface. Essentially, the falloff of the highlight should be adjusted
smoothly over time without providing smoothing constraints in the linear system. In fact,
this is identical to quantifying the falloff of the highlight spatially when generating longer
highlights, so we use the same formulation,

F (θto ,t (i)) = cosn θto ,t (i),

(6.12)

where n represents the roughness of the distribution defined during SBRDF generation (Section 6.1). Moreover, since the boundary conditions are defined for only one frame, we
attenuate the boundary values by (6.12) to ensure a smooth transition over the surface of
an object as the geometry and viewing direction change.

Performance. To achieve interactive feedback across the entire animation, we use a GPUbased gradient descent algorithm to solve (6.9). While other GPU-based approaches are
equally amenable [BFG03, Sze06], we found this technique in combination with round-robin
time sharing of the GPU between the solver and the interface to be sufficient for interactive
performance. To reduce the memory overhead of the solver, we use isotropic weighting, where
the weights are the same for both horizontal and vertical finite differences. As demonstrated
in Figure 6.4(e), the isotropic result performs similar to and sometimes better than the
oriented solution and requires only half the memory.
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As mentioned by Pellacini and Lawrence [PL07], image-based approaches may not offer
sufficient control when selecting materials, as they can break down when changes in the
material are high-frequency. However, our application is not material selection and is focused
on the image-editing action of designing highlights where we only need to find material
boundaries. Moreover, the computational efficiency needed for finding material boundaries
when changing viewing direction, geometry, and material properties is afforded through our
image-based method of highlight blending.

Highlight Removal. As the complement to adding highlights, users may also wish to
remove highlights from materials. For instance, if the user has a material with an off-specular
reflection pattern, such as satin cloth, then the highlights tend to be located near edges. Too
many strong highlights located near silhouettes may appear cluttered, and could be removed
for artistic effect. By using the same matting algorithm for inserting highlights, we can blend
out highlights on the existing material by generating a specular albedo map, assuming the
diffuse and specular components are separable. Moreover, the temporal blending ensures that
as the geometry and viewing direction change only the user-specified highlight is removed
from the existing material.
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6.3

Results

To evaluate the effectiveness of our algorithm, we implemented an extension to Autodesk
MayaTM for interactively designing materials on complex dynamic scenes illuminated by environment lighting using the rendering algorithm discussed in Chapter 3.

As seen in Figure 6.1, complex dynamic geometry such as satin cloth provides a difficult
canvas in which to use parameters as the means for designing materials that achieve an
artist’s visual goals. The main problem is that many of the reflection patterns exhibited by
such geometry change quickly over time. However, by defining highlights using our brushbased interface, the user can quickly create both more diffuse, slower changing reflections
and glossy, quickly changing reflections.

Moreover, spatially-varying materials can be created from existing homogeneous material
patterns, such as the cloth material in Figure 6.5. Since our technique searches for changes
in material appearance, the user can create highlights on various parts of the material at
specific moments in time. Here, we demonstrate generating two highlights for the satin
region of a dress when the dress is lifted.

As a final test, we note that beveling 2D logos and rendering them under environment lighting
is a commonly used method for quickly producing rich 3D renderings. However, when this
scheme is employed, the highlights on the beveled edges are often difficult to control due
to the complexity of the environment lighting. As seen in Figure 6.6, we bevel the ACM
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SIGGRAPH logo then create and remove highlights, shown in blue and red, from the beveled
edges. The consequence is a rendering where the generated highlights blend well with the
existing material over space and time.

6.4

Conclusions

We have shown that the manipulation of appearance-matching BRDFs allows artists to gain
creative control over the placement of highlights without the need to reposition light sources
or alter geometry. This allows materials to play an active role in story-telling, opening up
creative possibilities that were previously difficult to achieve, and would otherwise require
time-consuming low-level post-processing involving painting over pixels.
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Figure 6.4: Illustration of the matte found from defining a highlight on the flames of a
Chrysler Turbine (a) using the texture coordinate space reflectance image (b). Panel (c)
shows the matte found by setting the Poisson equations equal to the Laplace of the source
reflectance. Panel (d) shows how our weighted least squares solution can better detect material boundaries and ensure opacity values stay between zero and one. Moreover, isotropic
weights (e) can provide comparable, if not better, results than oriented weights using half
the memory.
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Figure 6.5: Highlights added onto a cloth dress to make the sash appear to be satin and
reflect whenever the dress is lifted.
Original

Edits

Post-Edit

t=0

Original
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Post-Edit
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Figure 6.6: Highlights are added (blue) and removed (red) on the beveled edges of the ACM
SIGGRAPH logo at frame t = 0 and propagated through out the animation. By frame
t = 20, the change in the viewing direction is significant enough for the effect of the added
and removed glossy highlights to be negligible.
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CHAPTER 7
PAINTING IN HIGH DYNAMIC RANGE
Conceptually, High Dynamic Range (HDR) imaging can be viewed as using floating point
numbers to represent radiance values, providing a wider gamut of color compared with the
standard 8-bit, Low Dynamic Range (LDR), counterparts [RWP05]. High dynamic range
imaging affords fascinating new opportunities in imaging. For the first time, it is possible
to capture, manipulate, and archive absolute radiance values, rather than quantized and
clamped relative values. Imaging may therefore transform itself into a quantitative discipline,
which has so far not been possible.

Although the conceptual difference between conventional imaging and high dynamic range
imaging is straightforward, the entire imaging pipeline requires a redesign. Techniques have
emerged to capture HDR images using multiple exposures [DM97, MP95, MN99] or with specially designed hardware [AA04]. File formats and encoding schemes have emerged to enable
storage of HDR data [Lar98, MKM04], and a significant amount of research has gone into
preparing HDR images for display on conventional display devices [RWP05]. Applications
that make direct use of HDR data are also emerging, including image-based lighting [Deb02],
and image-based material editing [KRF06]. Moreover, as seen in Chapter 5 and Chapter 6,
explicit care has been taken to accommodate for the low dynamic range display values
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outer ring

inner ring

histogram

Figure 7.1: Quantitative HDR Painting Interface. In the upper left, a hue and saturation
selector is displayed and in the center and inset, a brush interface is provided that moves with
the cursor. In the histogram, the entire luminance domain is visualized and the user selects
the luminance associated with the selected hue and saturation values. The highlighted area
of the histogram represents the visualized luminance range in which the region within the
outer ring is linearly compressed and displayed. The inner ring represents the region that
will be painted by the brush.

presented by commodity monitors. Intuitive, HDR editing for appearance-driven material
design could provide a new level of fidelity for these applications.

While most image editing software can now read and write HDR images, drawing with
unquantized radiance values presents a significant problem that has yet to be addressed.
The reason that HDR images are difficult to manipulate stems from the fact that typical
display devices cannot represent the full range of values found in HDR images. This means
that the radiance values that are to be drawn cannot be displayed directly, but have to be
mapped to the display range first.
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The implications are that picking a color cannot proceed in the normal way. Similarly,
the visualization of images using tone reproduction operators leads to a cumbersome and
ineffective way to draw HDR images. The latter means that the color selected for drawing
is not necessarily the same as the color that is reproduced on the monitor, making drawing
an unintuitive process.

In this chapter we present a solution to both problems. Image regions around the cursor
are visualized in an intuitive manner, and picking colors is split into a two stage process.
First, the user selects hue and saturation values in the same way that all color pickers allow
hue and saturation to be selected. The luminance value, however, is selected with the aid of
a histogram which is computed over a region around the cursor. By clicking on a position
within the histogram, the user is able to select luminance values that are related to the image
in a quantitative and meaningful way.

As not all image editing applications are quantitative in nature, we also present an artistically
motivated approach to drawing with high dynamic range imagery. This technique is aimed
to be more intuitive for artists, while still overcoming the limitations of tone reproduction,
which is a necessary step to display the results.

With these two very different approaches, one quantitative and one artistic, we are for the
first time able to give users of drawing programs the ability to truly interact with high
dynamic range images. Our technique uses the Graphics Processing Unit (GPU) to perform
a painting operation at an average of 1,300 Frames Per Second (FPS) on a 512x768 sized
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image rendered with an NVIDIA GeForce 7900. Moreover, the relatively little computational
overhead provides a possible method to explore appearance-driven material design using
quantitative and qualitative HDR values.

The following sections survey related work in HDR image editing (Section 7.1) and explain
the tone reproduction method we use for HDR image display (Section 7.2). We present
our two approaches for solving the HDR editing problem (Section 7.3) as well as our implementation (Section 7.4). We conclude with a discussion of our algorithm’s performance
(Section 7.5) as well as possible applications for painting in high dynamic range (Section 7.6).

7.1

Related Work

To our knowledge, there does not exist previously published research on interfaces for
HDR editing and manipulation. However, several commercial packages, such as Adobe
PhotoshopTM , HDR Shop, Idruna PhotogenicsTM , and Artizen HDRTM , provide tools for
directly painting onto an HDR image.

Adobe PhotoshopTM provides a limited ability to edit HDR images, allowing the user to
apply a subset of the available filters in the software package. The interface also has a set
of proprietary tone-mappers, which allow the user to map an HDR image to a 16-bit fixed
precision image for brush-based manipulation.
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HDR Shop is a tool that allows the user to manipulate an HDR image by specifying a
linear compression for the image, exporting the compressed LDR image to an arbitrary LDR
image editor, editing the image, and recombining the modified image into the original HDR
image. However, the tool does not provide an integrated work flow or a real-time feedback
mechanism for the painting operation.

Idruna PhotogenicsTM provides a technique to directly manipulate the HDR values with a
brush as well as a means to choose an HDR color value. The interface linearly scales an
HDR image to compress the luminance range for an LDR display. Independently, the user
can choose a color for painting from an LDR color picker. However, if users wish to operate
outside the displayable color gamut, they must use a slider bar associated with each color
channel to select an HDR color. The selected color appears either over-saturated or black,
if it is out of the displayable range of the monitor, but will appear correct if applied to a
proper linearly scaled LDR mapping.

Artizen HDRTM solves the problem of manual linear scaling by providing a variety of automatic, non-linear tone mappers to view HDR images. When using locally adapting operators,
such as photographic tone reproduction [RSS02], the interface has a noticeable delay as it
re-calculates the HDR values. Moreover, the interface does not provide a means to paint values outside of the displayable color gamut, as the color picker is limited to the low dynamic
range of displayable colors.
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Our approach provides a brush-based interface and the ability to paint and choose values
outside of the displayable luminance range. We offer two solutions, one for quantitative
and precise control and another for qualitative and visual-based manipulation. We provide
the user with sufficient constructs to control the selection of HDR colors as well as interact
with the interface at an average rate of 1,300 FPS on a commodity graphics card (NVIDIA
GeForce 7900).

7.2

Photographic Tone Mapper

In editing an HDR image, the area under the cursor can be linearly scaled to enable quantitative drawing operations, but the remainder of the image must be tone mapped for
display on conventional display devices. While recent research has produced a large variety of tone reproduction operators, any of which can be used to prepare images for display [RWP05], we have chosen the photographic tone reproduction operator [RSS02]. This
choice is based on the operator’s strong overall performance, as shown in several validation
studies [DMM02, KYJ04, LCT05, AG07] and computational image quality metrics [YMM06],
and the fact that it can be implemented with the aid of graphics hardware [GWW03] to support real-time applications.

Reinhard et al.’s tone reproduction is inspired by photographic practices [RSS02], and in
particular Ansel Adams’ zone system. Each pixel in the image is reduced in dynamic range
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using a measure of local contrast, similar to dodging and burning a film negative. The
operator first globally scales the image based upon the log average of the luminance values,
L̄w , and a user defined parameter, γ, which effectively sets the exposure of the HDR image,

Lm (x, y) =

γ
Lw (x, y).
L̄w

(7.1)

The image is then compressed in dynamic range, pixel by pixel, using a sigmoidal compression
scheme,
Ld (x, y) =

Lm (x, y)
.
1 + Lm (x, y)

(7.2)

A refinement to this basic approach, is to make this operator locally adaptive. Here, the
division is replaced by a value that depends on a spatial neighborhood around each pixel.
A good estimator of local adaptation is afforded by the largest region around each pixel
that does not overlap with sharp contrasts. To find this region, a scale-space approach is
used. By computing the difference of Gaussians (DoG) at a given scale, we can detect if the
neighborhood under the filter kernel has a sharp contrast or not. If this value is close to
zero, then no sharp contrasts were found. If this is the case, then this procedure is repeated
for a larger set of scales until the desired region is found.

The notation used for Gaussian convolution is,

Lblur
s (x, y) = Lm (x, y) ⊗ R(x, y, σs ).
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(7.3)

Here, R(x, y, σs ) is a two-dimensional Gaussian defined with a standard deviation of σs for
the current scale, s. The difference of Gaussians is then defined as the normalized difference
between Lblur
and Lblur
s
s+1 ,
Lblur
− Lblur
s
s+1
Vs (x, y) = φ
.
2
2 γ/s + Lblur
s

(7.4)

The normalization factor, 2φ γ/s2 + Lblur
s , allows the function Vs to quantify relative differences, instead of absolute luminance differences. Therefore, we search for the maximum scale
for which the relative difference of Gaussians is smaller than some  value, which effectively
finds the maximum area of similar luminance values for the given pixel,

arg max Vs(x,y) (x, y) < .

(7.5)

s(x,y)

The Gaussian blurred pixel, which is computed in this manner, is then a measure of local
adaptation. In photographic terms, this is equivalent to dodging and burning. We can use
this value directly to steer the sigmoidal compression function,

Ld (x, y) =

Lm (x, y)
.
1 + Lblur
smax (x,y) (x, y)

(7.6)

The tone mapped luminance values compress the radiance values by scaling each color channel by the ratio between the displayable luminance, Ld (x, y), and the original luminance,
L(x, y). Effectively, the procedure compresses the luminance values, via the sigmoid, while
maintaining sharp contrast in highly compressed regions.
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7.3

Algorithm

We approach the problem of choosing and painting with color exceeding the dynamic range
of the display from two perspectives, quantitative and qualitative. Quantitatively, the user
must be able to operate on an image by defining specific luminance ranges. Being able to
select and draw with absolute luminance values is crucial for drawing programs to become
useful tools within a quantitative imaging pipeline. For instance, a lighting designer would
need to be able to set the brush to a precise luminance value specified in candela ·m−2
(cd/m2 ), while at the same time being able to visualize, in real-time, the overall final result.

On the other hand, artists are likely to be less interested in drawing with absolute luminance
values. Here, a good interface is one with which the artist is able to intuitively overcome the
differences between the image’s luminance range and the limited display range. Qualitatively,
the user must be able to design in HDR solely based upon visual aesthetics. Most artists are
concerned with the final appearance of the image, and are unaware of the exact luminance
measures inherent to the brush or the image. An appropriately intuitive optical phenomenon
such as glare may be used to visually model changes in contrasts.

In either case, we use the same underlying framework, whereby the tool allows the user to
paint values, while the system transparently and in real-time updates the HDR image as well
as re-compresses the image via the photographic tone mapper. The ability to continuously
tonemap the image is significant to the user interface because it affords a reasonable impres-
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sion of the pixel values, and how they interact. Note, however, that we choose a different
visualization in the region immediately surrounding the cursor, allowing the appropriate selection of luminance values. Hence, the cursor and the pixels surrounding it become part of
the interface for picking colors, which in our opinion is the key factor that allows users to
directly interact with HDR data on LDR monitors.

Our work uses a variant of the technique by Goodnight et al. [GWW03], which is a realtime GPU implementation of the photographic tone mapper [RSS02]. The photographic
tone reproduction operator has several parameters that may affect the appearance of the
tone compressed image. Therefore, we also provide the user with an interactive interface
for updating the different parameters. Specifically, since the technique uses local tone reproduction, we provide the user with the ability to visualize different locally adapted scales
(Figure 7.2).

In the following sections, we will present the quantitative color selection, painting, and
qualitative interaction techniques that we have found most useful for editing HDR images.

7.3.1

Quantitative Color Selection

Our quantitative interface provides a two-step approach for selecting HDR color values.
First, the user chooses the hue H and saturation S of the color by using a conventional hue
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Figure 7.2: On the left, the memorial church is shown, modified via the quantitative controls.
The luminance value for the color is selected within the histogram and is denoted by the bar.
The peak in the histogram around the bar results from the painted region being modified
by the selected luminance value. The region around the cursor also linearly compresses the
luminance values between 28.6 cd/m2 and 0 cd/m2 to visualize the dynamic range selected in
the highlighted region of the histogram. On the right is an example of the interactive scaling
visualization within our interface, where the different colors represent different scales.

and saturation color picker, as seen in Figure 7.1 and Figure 7.2. We do not need any special
selection mechanism for these color attributes, because hue and saturation in HDR images
do not span a larger range than in LDR images.

In conventional color pickers, the user is able to select either a value for the ’lightness’,
’brightness’, ’value’ or ’intensity’ axis. The resulting triplet, HSL, HSB, HSV , or HSI, can
then be transformed into an RGB triplet for drawing using a conventional transform [FvF90,
FR98, HB03].

However, in our case, we wish to select a luminance value that is related to the image in
some meaningful way. We have found that a useful visualization is the histogram, computed

163

over a neighborhood of pixels around the cursor. Such a histogram shows the distribution
of luminance values for a region of interest, and allows a quick assessment of the program
material being visualized. By using the location on the horizontal axis of the histogram as
a measure of luminance value, the desired luminance value Labs can be selected without the
need to resort to trial and error.

The triplet of values now at our disposal consists of hue, saturation, and luminance. The first
two values are relative, with hue specified as an angle between 0◦ and 360◦ , and saturation
defined as a fraction between 0 and 1. The luminance value is an absolute value, which
requires a redesigned transform between HSL (for hue, saturation, and luminance) and the
RGB color space that is used for drawing.

This transform may be accomplished by introducing a constant value for lightness, which we
arbitrarily set to 0.5. We then convert the resulting HSL (hue, saturation, lightness) triplet
to RGB, which now encodes relative values. Assuming that we know the primaries of the
RGB color space of our choosing, we can compute the relative luminance of this RGB triplet
using a weighted average of RGB. Alternatively, if the primaries of this color space are not
known, we can approximate the luminance of this triplet by making the assumption that
the image is given in the sRGB color space. The relative luminance Lrel is then computed
with [ITU90],
Lrel = 0.2126 R + 0.7152 G + 0.0722 B.
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(7.7)

The absolute RGB values are then computed by scaling the relative RGB values using

Labs
Lrel
Labs
G0 = G
Lrel
Labs
.
B0 = B
Lrel
R0 = R

(7.8)
(7.9)
(7.10)

The histogram approach provides a powerful and intuitive tool for HDR image editing because it is not limited by the dynamic range of the display. The local luminance information
provides a good measure for the different radiance values already present within the region,
so the user can naturally choose luminance values with respect to other existing luminance
values. Additionally, the linearly scaled display presents a visual guide for understanding
the displayed luminance values.

7.3.2

Painting

For painting, we perform linear interpolation on all pixels underneath the brush between
the chosen HDR color, i.e. the triplet (R0 , G0 , B 0 ), and the source image using the opacity
defined by the brush’s falloff function. Here, a falloff function outputs a fraction between
0 and 1 representing opacity of the brush with respect to the brush’s position, bpos , and
the pixel’s position, ppos . We detail this operation in Algorithm 7.1, where f is our brush’s
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falloff function, and (Rp , Gp , Bp ) is the pixel’s color triplet. In our case, f is the Gaussian
function, exp(−||bpos − ppos ||2 /2r2 ), where r is the radius of the brush. However, we leave f
as a generic function since any arbitrary falloff function will operate in a fashion similar to
our Gaussian function.
Algorithm 7.1 Linear painting algorithm
1: for all p in pixels do
2:
α = f (bpos , ppos )
3:
Rp = R0 · α + Rp · (1 − α)
4:
Gp = G0 · α + Gp · (1 − α)
5:
Bp = B 0 · α + Bp · (1 − α)
6: end for

7.3.3

. Compute the brush’s opacity
. Blend the values

Artistic Interaction

For qualitative, artistic controls, we look at the visual cue of glare to define the mapping
of an LDR color to an HDR color. Glare is the scattering of light in the cornea, lens,
and vitreous humor that produces the “bloom” effect we see around relatively bright light
sources [SSZ95, Vos84]. The effect is commonly seen in nature as well as photography, and
therefore affords an intuitive visual representation; albeit the user may not understand the
underlying reasons for the phenomenon.

Our interface provides a similar two-step process as with the quantitative process. First,
the user selects an LDR color value using a standard LDR color picker, such as an HSL
color picker. Next, the user specifies the amount of glare via a double-ringed brush, where ri
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Figure 7.3: Three different inner radii and their resulting glare effects. As the inner radius
decreases and the glare effect increases, the dynamic range of the luminance expands as seen
in the respective histograms.

represents the radius of the inner ring, or the region that will be painted, and ro represents
the radius of the outer ring, or the region that will be affected by glare. Since the artist
can create qualitative versions of glare in LDR painting interfaces, commonly by performing
some blurring operation on light color values, we assume the introduction of a double-ringed
construct will not impede their creation process. The glare effect is only introducing a similar
blur-like effect around the painted region, as seen in Figure 7.3.

Vos [Vos84] showed that appearance of glare can be modeled by the affine combination of
three functions, whose domain is the viewing angle, θ, between the light source and the
point on the glare effect. The first function is a Gaussian generating spikes approximately
2 to 4 degrees from the light source. The result of the spikes is a halo effect surrounding
the light source. The remaining two components represent an intensity falloff, with respect
to the glare effect, modeled via a θ−2 falloff function and a θ−3 falloff function. However,
the combination can be roughly approximated by the θ−2 function. In our case, we do not
have the original geometry or viewing position associated with a picture, and thus we also
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approximate the viewing angle, θ, as the distance between pixels. Therefore, if the maximum
area affected by a glare effect is known, which in our case is defined by the user parameter
ro , the luminance value necessary to generate the glare effect can be calculated.

We start by defining the scale as the squared ratio of the ring radii, ro and ri ,

Ls =

ro2
.
ri2

(7.11)

Conceptually, if the radius of the outer ring doubles, it would take approximately 4 times as
much intensity of the painted region to propagate the glare effect out to the same distance,
due to the inverse squared falloff. Therefore, the squared relationship effectively models the
growth of the glare effect.

We also scale the HDR color by the ratio L̄w /γ as a means to adjust for the exposure setting
of the photographic tone mapper. For images with a very low log average luminance, i.e.
when L̄w is extremely small, we use a δ value as a minimum value for the scaling, allowing
the brush to operate even if starting from a blank image. In this way, we produce the HDR
color value from the LDR RGB triplet,



0

R = Ls · max


0

G = Ls · max
0



B = Ls · max
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L̄w
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γ



L̄w
,δ
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R

(7.12)

G

(7.13)

B

(7.14)

When painting, we update all pixels underneath the brush via a linear interpolation between
the brush falloff and glare effect functions with the original source image. Specifically,
we choose the maximum of the two values, since the functions represent the opacity of
the inserted color. However, since we are using visual cues, the linear scaling from (7.11)
changes the appearance of the brush’s falloff behavior. In other words, the scaling will cause
the painted region to visually appear larger than the original, unscaled version of the same
function. In our case, we use a Gaussian falloff function for the brush and we adjust the
standard deviation variable, σ. We calculate the necessary σ parameter knowing that we
want the scaled Gaussian function at point ri to be equivalent to the unscaled Gaussian
function with a standard deviation of ri . We choose a standard deviation of ri because a
majority of the energy of the Gaussian function should be contained within the inner radius
of the brush, giving,
ri2
2r 2
i

−

ri2
2σ 2

=e

−

ri2
2σ 2

= e− 2

Ls e
Ls e

−

1

ri2
1
ln Ls − 2 = −
2σ
2
2
r
1
ln Ls + = i 2
2
2σ
ri2
σ =
.
2 ln Ls + 1
2
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In calculating the glare effect, we assume the center of the brush is a point light source
and has an inverse squared falloff as the distance increases. Typically, when one adds a
point light source, the emitted radiance is added to the existing radiance values, due to the
additive nature of light. However, we are performing a painting operation where the light is
replaced. Therefore, we use a linear interpolation between the source image and glare based
upon the falloff, β. Additionally, we adjust the values by the inverse of the falloff opacity
values produced by the brush falloff function, where the inverse for an opacity value is one
minus the original value. We require the adjustment since we are using a point light source
only as an approximation, and we must delineate between the region that is the painted
light source and the region that is effected by glare. Here, we also normalize the falloff with
respect to the luminance scale since β is a measure of opacity and must map between 0 and
1,





Ls
1
||bpos − ppos ||2
− , 0 /Ls .
max
β = 1 − exp −
2σ 2
||bpos − ppos ||2 ri2

(7.15)

The remainder of the details are presented in Algorithm 7.2.
Algorithm 7.2 Glare-based painting algorithm
1: R0 = Ls · max(L̄w /γ, δ) R
2: G0 = Ls · max(L̄w /γ, δ) G
3: B 0 = Ls · max(L̄w /γ, δ) B
4: for all p in pixels do
5:
d2 = k(bpos − ppos )k2
6:
ρ = exp(−d2 /2σ 2 )
7:
β = (1 − ρ) max(Ls /d2 − 1/ri2 , 0)/Ls
8:
α = max(β, ρ)
9:
Rp = R0 · α + Rp · (1 − α)
10:
Gp = G0 · α + Gp · (1 − α)
11:
Bp = B 0 · α + Bp · (1 − α)
12: end for
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. Scale from brush size and exposure

. Compute the brush falloff
. Compute the glare falloff
. Blend the values

7.4

Implementation

Our implementation of painting in HDR is a hybrid approach utilizing both the Graphics
Processing Unit (GPU) and the Central Processing Unit (CPU), whereby painting, tone
reproduction, and histogram creation operate on both processors. Specifically, the GPU is
responsible for painting, tone mapping, and displaying both the image and image statistics, while the CPU updates the image’s luminance log average, L̄w , as well as local histogram statistics. The following details the implementation of our real-time photographic
tone mapper, our GPU-accelerated painting interface, and the corresponding performance
of our procedures.

7.4.1

Real-time Photographic Tone Mapping

Our real-time photographic tone mapper is an extension of the work presented by Goodnight
et al. [GWW03]. The procedure consists of a series of pixel shaders applied to a single
quadrilateral, whereby the output of each pixel shader has a one-to-one correlation with a
pixel in the original image.

First, we perform a pass on the GPU to scale the luminance values, as described in (7.1).
Unlike the implementation of Goodnight et al., we perform the average luminance calculation on the CPU. In our case, this approach is efficient because we limit the scope of our
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application to painting operations. A painting operation only requires an update of 4re2
pixels on the CPU, where re is the effected radius of a painting operation and 4re2 is the
corresponding area of a box underneath the region.

In Goodnight et al.’s implementation, the log average luminance, L̄w , value is calculated
on the GPU, but to obtain L̄w on the GPU requires a costly reduction technique. A GPU
reduction is multi-pass approach, whereby each pass uses a pixel shader that sums its neighboring values and outputs the sum for the next pass. A subsequent pass, with the same
pixel shader, will then read the neighboring values from the previous pass and output the
sum for another pass. The process repeats until eventually propagating the final, summed
value into one pixel position. This expensive approach is due to the hardware design of
the GPU, whereby the processor cannot output global values as it does not have the necessary registers. Therefore, a sequence of concurrent local operations, such as summing the
neighboring pixels, must occur to efficiently obtain global values. In the case of reduction,
typically a neighborhood of 4 values is chosen, thereby reducing each image dimension by
half. In total, this would require approximately log2 n passes, where n is the maximum of
the width or height of the image. This is more expensive than our approach, since we can
perform significantly fewer computations on the CPU.

In each subsequent pass, the pixels whose normalized difference of Gaussians (DoG) is greater
than the  threshold, as defined in (7.5), are compressed using the sigmoid function, (7.6).
The remaining pixels are tagged, so they can be compressed when the appropriate scale,
smax , is found or the user-defined number of scales is reached.
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For efficient calculation of the DoGs on the GPU, (7.5), we first must compute the convolution
of a Gaussian with a luminance image, (7.3). We employ a 4-pass approach that uses the
separability of a two-dimensional Gaussian convolution to accelerate the computation. In the
first pass, we pack 4 neighboring luminance values along the x-axis of the image into a single
RGBA value. This reduces the number of texture look ups by a factor of 4 during the next
pass, where the pixels are convolved with the Gaussian kernel. Without using the packing
step, kernel sizes greater than 30 become too expensive for the GPU and performance is no
longer real-time. In the remaining two passes, we perform the packing and convolution along
the y-axis using the output of the x-axis convolution. We then observe that (7.5) looks at
the DoG with respect to only its scale and the next scale, i.e. Lblur
and Lblur
s
s+1 . Thus, we can
always save the computed Lblur
s+1 image for a subsequent pass. Hence, for an arbitrary scale,
s, we have Lblur
from a previous pass and only need to compute Lblur
s
s+1 . In the special case of
the first scale, Lblur
is equivalent to the unfiltered luminance image.
0

Therefore, we need to perform only one Gaussian convolution for each scale used in the
tone reproduction. The one exception is the last scale, since all remaining pixels will be
compressed with the already calculated Lblur
smax convolution no matter the result of the DoGs.
Thus, no convolution operation is necessary in this pass.
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7.4.2

GPU-accelerated Painting

In either the qualitative or artistic approach, the evaluation of the painting operation is
performed as described in Algorithm 7.1 and Algorithm 7.2, whereby for all pixels, we
perform linear interpolation between an HDR color value and the source image, using either
the brush falloff function or the glare effect function. However, as mentioned in the previous
section, we limit the affected pixels to the region beneath the brush, whose area is denoted
as 4re2 . In the quantitative approach, we define the affected radius, re , by setting the scaled
brushes’s falloff function to a small value, , and calculating the necessary distance for the
function to reach , giving,
re =

q

2ri2 (ln Ls − ln ).

(7.16)

In the artistic approach, the affected region is defined by the outer ring, and therefore the
outer radius ro is used for the effected radius, re .

Additionally, the painting operation is performed on both the CPU and the GPU. On the
CPU, we maintain a luminance image within main memory, and perform a painting operation
simply by running either the linear or glare painting algorithm over the effected region. On
the GPU, we maintain a frame buffer, or a GPU construct for reading and writing image
data. We execute a pixel shader, defined by the inner loop of either algorithm, to update
the effected pixels.
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We perform the operation as such for two reasons: histogram creation and finding the luminance log average, L̄w , of the image. Our hybrid approach reduces the amount of bus
traffic and decreases CPU/GPU stalls by better utilizing the multi-core processors available
in commodity hardware. Maintaining the luminance information on the CPU also provides
a fast way to gather the image and histogram statistics, since we can scan the region surrounding the brush and calculate the corresponding statistics. A pure GPU approach would
required the histogram to be built via Occlusion Queries [Gre05]. This approach requires a
pass for each bucket in the histogram, thereby making high fidelity histograms operate at
less than real-time performance.

Paint Image

Tone-map

Stalled

Stalled

Display
Image

Display
Histogram

Wait

Stalled

Wait

GPU
Mouse
Input

CPU Core 1
Update Scratch

Update Histogram

Wait

CPU Core 2

Figure 7.4: Process flow of the painting interface. The flow starts from a mouse input on
the main thread of the program, executing in the primary core. Once triggered, the image is
painted on the GPU while the CPU updates the luminance values. Upon synchronization,
the second thread reports the log average of the luminance values and sends the value to the
GPU to perform the tone mapping operation. Concurrently, the second thread updates the
local histogram information and reports the data to the main thread. Finally, the histogram
information is displayed on the GPU and the program waits for the next input from the
user.
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Therefore, we use our multi-core processor approach, as depicted in Figure 7.4. Upon receiving a mouse input, we instruct the GPU and another CPU core to execute the painting
operation. We prevent stalls and allow the driver to utilize more CPU resources by leaving
the primary core free with respect to the painting calculation. After completing the painting operation on both the GPU and the CPU, the statistical information computed on the
CPU is sent to the GPU, so the GPU can perform the necessary tone mapping operation
on the modified image. Concurrently, the CPU updates the histogram information around
the brush. Finally, we overlay the tone mapped image with a visual representation of the
histogram and wait for further user input.

7.5

Performance

Our interface performs at approximately 1,300 FPS on a 512x768 image, with a brush radius
of 15 pixels, running on an nVidia GeForce 7900 using a 2.8 GHz Intel Pentium D processor
with 1.0 GB of RAM. We found similar performance with the Grace Cathedral image, where
at 1536x768 pixels our algorithm performed at approximately 800 FPS. The speed of our
implementation is limited by two factors: image size and brush size.

The image size changes the performance of the tone mapping and the painting operation.
During tone reproduction, the GPU must perform 5(sgmax − 1) + 2 passes, where sgmax is the
user defined maximum number of scales. In the first pass, the luminance must be scaled. The
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Gaussian convolution (4 passes) and the sigmoid compression and scale evaluation (1 pass)
must be performed for each scale, up to the global maximum, sgmax − 1. In the last pass,
no convolution operation is necessary, thus only one pass is required for the compression
evaluation. Overall, most passes invoke relatively simple pixel shaders and take little time to
execute on newer graphics cards. However, there is a fill rate dependence, whereby the pixels
are displayed as fast as the GPU can output them. Thus, for each pass on the GPU, all
pixels must be redisplayed, making the operation dependent on image size. In the painting
operation, the GPU does one additional pass over the image, as discussed in the previous
section. However, this operation is trivial in comparison to the 5(sgmax − 1) + 2 passes for
the tone reproduction.

Brush size is probably the more constrictive of the two performance bottlenecks. When
the brush size increases, there does not exist an effect on the GPU, since it performs all
operations over all pixels. However, the increased brush size directly affects the amount of
time the CPU requires to update the luminance image in main memory, and subsequently
the luminance log average, L̄w , and local histogram statistics. Typically, painting operations
involving over 160,000 pixels cause reduced performance in our implementation.
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7.6

Conclusions

We present an approach for HDR interaction, manipulation, and editing that is novel from
both a quantitative and artistic perspective. The use of a double-ringed brush in combination
with real-time histogram feedback provides a sufficient basis for building similar tools within
commercial painting packages. The importance of our work is that it provides the capability
to incorporate image editing software into a fully quantitative imaging pipeline, which was
not previously possible. The novelty of our work relates to the design of a user interface
that in a meaningful and intuitive manner overcomes the limitations of conventional display
devices in the context of image drawing applications.

We demonstrate that our quantitative and artistic HDR editing techniques are capable of
running at an average of 1,300 FPS on commodity hardware. Even though we present our
work in the image editing domain, since it is directly applicable to image-based lighting
techniques and image-based material editing, our work lends itself to other applications,
such as appearance-driven HDR lighting or material design, making painting in high dynamic
range a powerful tool for future research.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
Appearance-driven modeling of material and/or lighting design represents the future of
graphics tools for artists. When artists can quickly, repeatably, and expressively define
appearance, then they can both efficiently tweak small nuances of the lighting and materials
in a scene, as well as create visual stories with their reflectance. Using traditional painting metaphors, such as brushes, enables these interfaces to be immediately intuitive for the
artist.

We present a set of steps for solving the complex material design problem for homogeneous
(Chapter 4), spatially-varying (Chapter 5), as well as appearance-matching materials (Chapter 6). We optimize to find a physically plausible, but not necessarily physically existing,
material to generate visually plausible reflectance patterns that match a mind’s eye goal
for the scene appearance, while providing the photorealism afforded by computer generated
graphics. Moreover, we also present a rendering algorithm for producing visualizations of
the modeled materials in real-time (Chapter 3).

We have published some of the work presented in this thesis including:
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• Mark Colbert, Sumanta Pattanaik, and Jaroslav Křivánek. “BRDF-Shop: Creating
physically correct bidirectional reflectance distribution functions.” IEEE Computer
Graphics and Applications., 26(1):30-36, 2006.

• Mark Colbert and Jaroslav Křivánek. GPU-based Importance Sampling, chapter 20.
GPU Gems 3. NVIDIA, 2007.

• Mark Colbert, Erik Reinhard, and Charles E. Hughes. “Painting in High Dynamic
Range.” Journal of Visual Communication and Image Representation., 18(5):387-396,
2007.

• Jaroslav Křivánek and Mark Colbert. ”Real-time Shading with Filtered Importance
Sampling.” Computer Graphics Forum (Proceedings of Eurographics Symposium on
Rendering)., 27(4), 2008.

• Mark Colbert and Jaroslav Křivánek. Real-time dynamic shadows for image-based
lighting. ShaderX7 - Advanced Rendering Techniques. Charles River Media, 2008.

For future work, we wish to explore using appearance-driven material design on more complex
material reflectance functions, such as bidirectional surface scattering reflectance distribution functions (BSSRDF). Complex transmittance patterns in combination with reflection
increase the difficulty of under-constrained optimization for BSSRDFs, but there may exist a
similar separation of non-linear and linear solvers (Chapter 6) that provides adequate visual

180

results. Moreover, we also wish to look at visually designing temporally-varying materials
that change over time due to weathering or other natural phenomena.

In addition, we would like to explore how designing reflectance directly in high dynamic
range, using either HDR displays or HDR painting techniques (Chapter 7), could improve
the experience and control when defining visual goals for materials. Also, we wish to research interactive importance sampling if the user is painting an HDR environment map and
simultaneously visualizing the map illuminating a 3D scene. This interactive importance
sampling process would enable the visibility sample directions, used in Chapter 3, to be
computed at real-time rates. Therefore, the artist would obtain immediate feedback as to
how the painted environment affects the shadows in the scene.

In our informal tests with graphics artists, the users found our methods to be intuitive.
However, a formal user study should be conducted with graphics artists to see if they have
a clear understanding of material appearance through highlight design. This may even lead
to better paradigms and constructs for describing non-diffuse reflection.

In addition, we also wish to look at the production aspects of our work. For instance, most
animated feature films still heavily rely on ideal light sources, such as point or spot lights,
when designing the lighting for a scene. This results from their analogue to physical light
mediums used in film. However, the methods presented in this dissertation all assume that
the lighting is defined by an environment light source. Therefore, we would like to see how

181

to combine the use of idealized light sources with environment light sources for real-time
rendering and appearance-driven material design.

Similarly, most geometry used for feature films is too complex to store on the GPU. This occurs since most geometry is defined as sub-division surfaces with complex displacement maps.
Therefore, for production environments, we wish to see if these techniques can be adapted to
more image-based solutions. Using images, we can remove any complexity associated with
the geometry but at the cost of requiring the geometry to be precomputed.

Most interesting is the combination of light and material design for appearance-driven design.
While existing lighting design interfaces require specific input to prevent global changes, it
would be useful to exploit the fidelity afforded by combining local material and global lighting
edits. The closer the interface can behave to traditional mediums, the more the computer
graphics tools can harness the existing techniques used in painting and in visual story telling
learned over the centuries.
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