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Abstract. Protein motifs are conserved fragments occurred frequently
in protein sequences. They have significant functions, such as active site
of an enzyme. Search and clustering protein sequence motifs are compu-
tational intensive. Most existing methods are not fast enough to analyze
large data sets for motif finding or achieve low accuracy for motif cluster-
ing. We present a new protein sequence motif finding and clustering al-
gorithm, called HSEARCH. It converts fixed length protein sequences to
data points in high dimensional space, and applies locality-sensitive hash-
ing to fast search homologous protein sequences for a motif. HSEARCH
is significantly faster than the brute force algorithm for protein motif
finding and achieves high accuracy for protein motif clustering.
Keywords: protein sequence motif, search and clustering, locality-sensitive
hashing
1 Introduction
Protein sequence motifs are conserved fragments occurred frequently in pro-
tein sequences. Protein motifs have significant functions, such as active site of
an enzyme (Grant et al., 2011). A protein sequence motif is a set of same-length
homologous protein sequences. A protein sequence motif could be represented by
a position weight matrix (PWM) (Stormo et al., 1982). Each element in PWM
represents the percentage of an amino acid in a specific position. For any protein
sequence, the probability that it belongs to a motif could be calculated using
the PWM.
Several motif finding algorithms have been developed in the past decades,
such as MotifScanner (Mele, 2016), MotifViz (Fu et al., 2004), STORM (Schones et al.,
2007), PoSSuMsearch (Beckstette et al., 2006) and FIMO (Grant et al., 2011).
PoSSuMsearch and FIMO support protein motif finding, and others only sup-
port DNA motif finding. They are web browser-based programs which cannot
analyze a huge amount of protein sequences. Nowadays, more and more protein
sequences have been produced by next-generation sequencing machines, espe-
cially in metagenomic studies. For example, IGC data set in human gut micro-
biome (Qin et al., 2010) has about 10 million protein sequences with total length
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2.4 billion amino acids. It is not computational practical to search these protein
sequences on web browser-based programs.
Additionally, sequence clustering is a fundamental technique which has many
important applications. clustering k-mers from a large protein database could
discover new protein motifs. Several sequence clustering programs have been
developed in the past decades. For example, CD-HIT (Li & Godzik, 2006) uses
incremental greedy method. The first sequence is set as a representative sequence
for the first cluster. Then each query sequence is compared with representative
sequences in existing clusters. If the similarity between the query sequence and
the current compared representative sequence is higher than certain threshold,
the query sequence is added to that cluster. If no existing representative sequence
is found, a new cluster is generated and the query sequence is the representa-
tive sequence for the new cluster. UCLUST (Edgar, 2010) is similar to CD-HIT
but uses different lengths of k-mers to filter false positive candidates. kClust
(Hauser et al., 2013) improves the accuracy by sorting all sequences and search-
ing all the existing representative sequences. However, these existing clustering
algorithms have low accuracy in clustering protein sequences since they cluster
protein sequences based on sequence identify, but most homologous protein se-
quence have low sequence identify. It is better to cluster protein sequence based
on sequence similarity rather than sequence identity.
Here we present a new protein sequence motif finding and clustering algo-
rithm, called HSEARCH. HSEARCH converts fixed length protein sequences to
data points in high dimensional space, and applies locality-sensitive hashing to
fast search homologous protein sequences for a motif . HSEARCH is significantly
faster than the brute force algorithm for protein motif finding and achieves high
accuracy for protein motif clustering.
2 Methods
HSEARCH converts proteins sequences and protein motifs to data points
in high dimensional space and applies fast neighbor search method locality-
sensitive hashing (LSH) to finding near data points for a protein motif. To reduce
distortion of the conversion between protein sequence and data point, if two
protein sequences have high similarity, the converted data points for them could
have small distance. Similarly, for two sequence have low similarity, the converted
data points should have large distance. Meanwhile, all converted data points
should be in metric space in order to apply LSH technique.
2.1 Similarity matrix to distance matrix
The similarity score of two protein sequences is the sum of scores for every
pair of amino acids. The similarity score of each pair of amino acids usually
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are defined in BLOSUM62 matrix (Henikoff & Henikoff, 1992). To obtain the
converted coordinate of each amino acid, BLOSUM62 similarity score matrix
should be converted to distance matrix and the convention satisfies four condi-
tions shown in Definition 1.
Definition 1 Let s(i, j) denote the similarity score between ith and jth amino
acids in BLOSUM 62 matrix and d(i, j) denotes the distance between converted
coordinates for ith and jth amino acids. Then, for any 1 ≤ i, j, k, u, v ≤ 20,
1. s(i, j) ≥ s(u, v)⇔ d(i, j) ≤ d(u, v)
2. d(i, j) = 0⇔ i = j
3. d(i, j) = d(j, i)
4. d(i, j) ≤ d(i, k) + d(k, j)
In HSEARCH, Equation 1 was applied to convert BLOSUM62 similarity
matrix to distance matrix. For any 1 ≤ i, j ≤ 20,
d(i, j) = s(i, i) + s(j, j)− 2× s(i, j) (1)
Since BLOSUM62 similarity matrix is symmetric, it is easy to prove that
Conditions 2 and 3 hold in Definition 1. We manually validated 8,000 differ-
ent combinations of triangle inequality for Condition 4, fortunately, Equation 1
satisfies all 8,000 combinations for BLOSUM62 matrix.
Condition 1 in Definition 1 is not fully satisfied. We randomly generated
100,000 25-mers to estimate the distortion during this conversion. For each 25-
mer, we used both BLOSUM62 similarity matrix and distance matrix to obtain
top q most similar or close 25-mers, respectively. We got the percentage of candi-
dates by using BLOSUM62 and also in the candidates by using distance matrix.
As shown in Figure 1, when q increases, the percentage decreases a little bit,
but not much. More than 80% of 25-mers are conserved during this conversion,
which is good enough since BLOSUM62 similarity matrix itself is an estimation.
2.2 Distance matrix to coordinates
Multidimensional scaling (MDS) is the technique to convert distance matrix
to coordinates (Borg & Groenen, 2005; Groenen et al., 2005; Kruskal & Wish,
1978).
Definition 2 (Multidimensional Scaling) Given a distance matrix
D = [d(i, j)], (1 ≤ i, j ≤ 20), find x1, x2, x3, . . . , x20 ∈ ℜd, subject that
σ2(x1, x2, x3, . . . , x20) =
∑
1≤i<j≤20
(d(i, j)− ‖xi − xj‖)2 (2)
is minimized. This is also refereed as the least-squaresMDS model (Groenen et al.,
2005). ‖xi − xj‖ denotes the Euclidean distance between data point xi and xj .
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Fig. 1. Percentage of 25-mers conserved during the conversion of similarity matrix to
distance matrix
The least-squares MDS cannot be solved in closed form and it was solved
by iterative numerical algorithm, such as SMACOF algorithm (De Leeuw, 1988,
2005; De Leeuw & Heiser, 1980; De Leeuw & Stoop, 1984). In our experiment,
we used Matlab mdscale function to obtain x1, x2, x3, . . . , x20.
The coordinate for a protein sequence is the concatenation of coordinates
for all amino acids. We randomly generated 100,000 25-mers to estimate the
distortion for conversion from similarity matrix to coordinates. For each 25-mer,
we used both BLOSUM62 similarity matrix and coordinates to obtain top q most
similar or close 25-mers, respectively. As shown in Figure 2, when q increases,
the percentage decreases a little bit, but more than 60% of 25-mers are conserved
during this conversion.
2.3 Locality-Sensitive Hashing
Locality-Sensitive Hashing (LSH) is one of the popular used methods for
searching near neighbors. It finds all data points p1, p2, p3, . . . , pn, whose distance
is less than a threshold T to a given data point q ∈ ℜd (Andoni & Indyk, 2004;
Datar et al., 2004; Har-Peled et al., 2012). LSH functions are designed that data
points closer to each other have more chance to be hashed into the same bucket
than data points far from each other, which is demonstrated in Equation 3. Here
H denotes a LSH function which hashes a data point to an integer, and Pr
denotes the probability.
Pr[H(pi) = H(pj)] > Pr[H(pu) = H(pv)]⇔ ‖pi − pj‖ < ‖pu − pv‖ (3)
LSH originally is designed for Hamming Distance in binary data, and later
Datar et al. (2004) extended LSH to support for Euclidean Distance in high di-
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Fig. 2. Percentage of 25-mers conserved during the conversion of similarity matrix to
coordinates
mensional data points. LSH function for Euclidean Distance is based on random
projection. Two data points are closer in high dimensional space intuitively that
they could be projected near to each other in a random line. If the random line is
chopped to buckets with length w, two points with smaller distance have higher
probability to project into the same bucket.
ha,b(p) = ⌊a · p+ b
w
⌋ (4)
Equation 4 shows the LSH function family for any data point p ∈ ℜd. a
is a d-dimensional random vector from Gaussian distribution, and b is a real
number uniformly randomly drawn from [0, w), where w is the bucket width.
The probability of two data points with distance c projected into the same
bucket is shown in Equation 5 (More details in Appendix A).
Pr[c] =
∫ w
0
1
c
fY (
t
c
)(1− t
w
)dt (5)
fY (y) is the probability density function for half-normal distribution. Pr[c] is
monotonically decreasing in c when the bucket width w is fixed, which satisfies
the propriety shown in Equation 3
In order to reduce the chance that two points far from each other hash to
the same bucket, normally, K random lines are selected. If two data points are
projected to the same bucket in all K random lines, the two data points are
stored in the same bucket in a hash table. Additionally, to increase the chance
that two points near to each other hash to the same bucket, generally, L hash
tables are built on the data set. Thus, for any data point p, the hash value h(p)
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is shown as follow:
h(p) = (ha1,b1(p), ha2,b2(p) . . . , haK ,bK (p)) (6)
To search neighbors for a data point q, all data points in the same hash
bucket with q in one of the hash tables will be validated. The probability that
two points with distance c hash to the same bucket in of the of L hash table is
PrK,L[c] = 1− (1− Pr[c]K)L (7)
The increasing of K could decrease the probability, and the increasing of L could
increase the probability.
3 Results
3.1 Protein Motif Finding
For a given protein database, each protein sequence is converted to l− k+1
k-mers where l is the length of protein sequence. A k-mer is converted to a d-
dimensional data point. LSH tables are built on all data points from the protein
database. A motif is also converted to a data point. The coordinate of a motif
is obtained by the concatenation of coordinate in each position. The coordinate
of a motif is also refer as the center point of the motif. The coordinate for each
position j (1 ≤ j ≤ l) is shown in Equation 8. Mij is the element in PWM
which represents the probability of ith amino acid at jth position, and xi is the
coordinate for ith amino acid.
Cj =
20∑
i=1
(xi ×Mij) (8)
The query q represents the motif and applies LSH technique to search all
data points p in the database where ‖p− q‖ ≤ T .
Figure 3 shows the pairwise distance among sequences in a motif to the cen-
ter point from data points in motifs and random data points. The data points in
a motif and random data points are well separated. In order to set the thresh-
old T , we randomly selected 100,000 25-mers from IGC protein database, and
plotted the frequency of pairwise distance from these 25-mers to centers of mo-
tifs, as shown in Figure 4. The frequency roughly follows a normal distribution
N(54.45, 4.582), and the probability that pairwise distance less than 32.66 is
1.0 × 10−6. Thus, if a data points in LSH table has a distance less than 32.66
to the query, the corresponding 25-mer belongs to the motif represented by the
query with p-value 1.0 × 10−6. Therefore, for fixed length motif sequences, we
set the threshold T to 32.66 for 25-mers. In our results, we also tested p-value
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Fig. 3. Percentage of data points inside and outside motifs to the centers as a function
of distance
1.0 × 10−4 with threshold T 34.90. Different lengths of k-mers have different
thresholds which are obtained from Pfam database.
Data sets We compared the performance of HSEARCH with brute force algo-
rithm on a data set with 18,000,000 k-mers. The length of k-mers is 25, and all of
them are randomly selected from IGC data set (Qin et al., 2010). Furthermore,
we randomly selected 574 motifs from Pfam-A.seed database (Bateman et al.,
2004), and each motif with at least 50 protein sequences. All motif sequences are
trimmed to 25-mers and converted to d-dimensional data points. The center of
each motif sequences are treated as queries for searching k-mers from IGC data
set, and a k-mer with a distance less than threshold T to the center point of a
motif, then the k-mer is identified as a sequence of that motif.
Let the set P = {p1, p2, p3, . . . , pn} are the k-mers and C = {c1, c2, c3, . . . , cm}
are the centers of motifs. The result of the brute force algorithm is a set of pairs
Rb = {(pi, cj)|‖pi− cj‖ ≤ T, 1 ≤ i ≤ n, 1 ≤ j ≤ m} and the result of HSEARCH
RH is a subset of Rb.
weight(pi, cj) =
{
1
‖pi−cj‖−λ
‖pi − cj‖ − λ > 1.0
1.0 else
(9)
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TP =
n∑
i=0
m∑
j=0
weight(pi, cj)I[(pi, cj) ∈ Rb ∧ (pi, cj) ∈ RH ] (10)
FN =
n∑
i=0
m∑
j=0
weight(pi, cj)I[(pi, cj) ∈ Rb ∧ (pi, cj) /∈ RH ] (11)
Recall =
TP
TP + FN
(12)
Brute force algorithm obtains all pairs of (pi, cj), where ‖pi − cj‖ ≤ T . We
access the accuracy of HSEARCH using recall defined in Equation 12. True
positive (TP) and False negative (FN) are defined in Equations 10 and 11. Each
pair has a weight which is defined as shown in Equation 9, where λ is the minimal
distance among all pairs.
Table 1. Runtime(hours) for HSEARCH on different percentages of brute force result
p-value 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
10−6
Runtime 0.07 0.10 0.15 0.19 0.23 0.37 0.53 0.60 0.78 0.92
Speedup 24.6 17.2 11.5 9.1 7.5 4.6 3.2 2.9 2.2 1.9
10−4
Runtime 0.07 0.10 0.15 0.20 0.26 0.46 0.54 0.58 1.05 1.11
Speedup 24.6 17.2 11.5 8.6 6.6 3.7 3.2 3.0 1.6 1.5
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Runtime and Accuracy We assessed HSEARCH runtime on different percent-
ages (Recall defined in Equation 12) of brute force results. Brute force algorithm
took 1.72 hours for searching 18,000,000 k-mers on 574 motifs. Table 1 shows
the runtime on different percentages of brute force results for p-value 1.0× 10−6
and 1.0 × 10−4. With fixed K and L, we used different bucket width w in the
LSH method to obtain variety of percentage of brute force results.
As table shown, HSEARCH is about 1.5× faster than brute force method
when getting the same result. With decreasing of the percentage, the speedup
of HSEARCH increased significantly. Importantly, since in LSH method, the
data points closer to the query has higher probability to be located in the same
hash bucket, with decreasing of the percentage, most of data points with larger
distance to the query could be excluded in HSEARCH result, and the data points
near the query are still in the HSEARCH result.
3.2 Motif Sequence Clustering
HSEARCH uses an incremental greedy method to partition protein sequences
S = {s1, s2, s3, . . . , sn} into a set of clusters C = {c1, c2, c3, . . . , cm}. For a
protein sequence si, which has not been added to any cluster, it is set as the
representative sequence of a new cluster cj . Protein sequences that have not
been added to any cluster and whose distance to si is less than a threshold T
are added to cj . Locality-sensitive hashing technique is applied to search near
neighbors for each representative sequence.
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Data sets We assessed the performance of HSERACH for clustering protein
sequences on a ground truth data set selected from Pfam database. This data set
contains 1,000 motifs with total 316,097 protein sequences. All protein sequences
are trimmed to length 25. HSEARCH is compared with CD-HIT, UCLUST and
kClust. If a pair of protein sequences are from one moitf, and a program clustered
them to the same cluster, this pair is counted as true positive (TP), otherwise
false negative (FN). Similarly, if a pair of protein sequences are from different
motifs, and a program clustered them to the same cluster, this pair is counted
as false positive (FP), otherwise true negative (TN). The recall, precision and
F1 score defined in Equations 22, 23 and 24 are used to evaluate the results.
Table 2. Runtime (hours), Recall, Precision, F1 and NIM for CD-HIT, UCLUST and
kClust in motif clustering
Similarity 10% 20% 30% 40% 50% 60% 70% 80% 90%
CD-HIT
Runtime - - - - - - 0.002 0.002 0.002
Recall - - - - - - 0.025 0.011 0.002
Precision - - - - - - 0.998 0.999 1.000
F1 - - - - - - 0.049 0.021 0.004
NMI - - - - - - 0.752 0.731 0.710
UCLUST
Runtime 0.005 0.005 0.005 0.005 0.012 0.015 0.010 0.008 0.007
Recall 0.092 0.092 0.092 0.091 0.080 0.055 0.023 0.007 0.002
Precision 0.960 0.960 0.960 0.965 0.985 0.997 0.998 0.999 0.999
F1 0.168 0.168 0.168 0.166 0.148 0.104 0.044 0.014 0.004
NMI 0.799 0.799 0.799 0.798 0.793 0.778 0.751 0.725 0.710
kClust
Runtime - 0.027 0.022 0.015 0.012 0.009 0.007 0.012 0.016
Recall - 0.075 0.074 0.071 0.068 0.060 0.029 0.011 0.002
Precision - 0.998 0.998 0.998 0.998 0.997 0.997 0.999 0.999
F1 - 0.140 0.137 0.133 0.128 0.114 0.056 0.022 0.004
NMI - 0.792 0.791 0.789 0.787 0.780 0.753 0.730 0.708
Runtime and Accuracy We investigated the ground truth data set by plotting
pairwise distances for data points inside motifs, and between motifs, as shown
in Figure 5. Since HSEARCH is a heuristic algorithm, if two data points have
distance to the center less than T , it dose not guarantee that the distance between
these two data points is less than T . Therefore, we did not set the threshold T
to the intersection of these two plots in Figure 5, but a little smaller than the
intersection. In HSEARCH, for 25-mers, the threshold T is set to 50.
Table 2 shows the comparisons of runtime and accuracy for CD-HIT, UCLUST
and kClust on different sequence identities. CD-HIT does not support sequence
identity less than 70% for 25-mers. kClust does not support sequence identity
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Table 3. Runtime (hours), Recall, Precision, F1 and NIM for HSEARCH in motif
clustering
L 4 8 16
Runtime 0.032 0.036 0.030
Rcall 0.286 0.399 0.496
Precision 0.827 0.823 0.815
F1 0.425 0.537 0.617
NMI 0.859 0.880 0.897
less than 20%. Table 3 shows the runtime and accuracy for HSEARCH in motif
clustering. All four programs ran very fast in the ground truth data set. How-
ever, CD-HIT, UCLUST and kClust have recall less than 10% for all different
sequence identities. As we talked above, clustering protein sequences based on
sequence identity is not sensitive enough, since two protein sequences may be
homologous even they have low sequence identity. The NMI score (Equation 25)
for HSEARCH is also significant higher than CD-HIT, UCLUST and kClust.
4 Conclusion
Massive of protein sequence data have been produced with the advanced
sequence technologies. Fast and accurate analyze these protein sequence data
becomes a big need in recent years. Protein motifs are functional units for pro-
teins and it is important to find protein motifs in the large number of protein
sequences for further data analysis. The existing protein motif finding meth-
ods are based on brute force algorithm which is not fast enough to deal with
large protein database. Additionally, the existing protein sequence clustering
algorithm are based on sequence identity which is not sensitive enough for clus-
tering protein sequence. HSEARCH converts fixed length protein sequences to
data points in high dimensional space, and applies locality-sensitive hashing to
fast search homologous protein sequences for a motif . HSEARCH is significantly
faster than the brute force algorithm since data points that are close to the motif
center point have more chance to hash to the same bucket by locality-sensitive
hashing. Data points far from the motif center point have less chance to hash
to the same bucket which efficiently reduces the number of false positive candi-
dates. HSEARCH clusters protein sequences based on sequence similarity rather
than sequence identify which achieves both high recall and precision for cluster-
ing protein motif sequences. In future research, HSEARCH could use to cluster
large protein database and detect statistical significant clusters for discovering
new protein motifs.
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Appendix
A Probability of hashing to the same bucket in LSH
LSH originally is designed for Hamming Distance in binary data, and later
Datar et al. (2004) extended LSH to support for Euclidean Distance in high di-
mensional data points. LSH function for Euclidean Distance is based on random
projection. Two data points are closer in high dimensional space intuitively that
they could be projected near to each other in a random line. If the random line is
chopped to buckets with length w, two points with smaller distance have higher
probability to project into the same bucket.
ha,b(p) = ⌊a · p+ b
w
⌋ (13)
Equation 13 shows the LSH function family for any data point p ∈ ℜd. a is a
d-dimensional random vector from Gaussian distribution, and b is a real number
uniformly randomly drawn from [0, w), where w is the bucket width. It is easy
to get that two data points with distance c has the probability to project into
the same bucket is shown in Equation 14.
Pr[c] =
∫ w
0
1
c
fY (
t
c
)(1− t
w
)dt (14)
Since a is drawn from Gaussian distribution which is a 2-stable distribution.
For any vector a from Gaussian distribution, a·pi−a·pj has the same distribution
as ‖pi − pj‖X , where X follows Gaussian distribution (Zolotarev, 1986).
For any two data points pi and pj projected to the same bucket, there are two
conditions. The first one is |a · pi − a · pj | < w, which is the projection distance
less than the bucket width. The second one is that no bucket boundary locates
between the projection of pi and the projection of pj on the random line, and
the probability is 1− |a·pi−a·pj |
w
.
For the first condition,
|a · pi − a · pj | < w ⇔ |a · (pi − pj)| < w (2-stable distribution)
⇔ |‖pi − pj‖X | < w
⇔ ‖pi − pj‖|X | < w
⇔ |X | < w‖pi − pj‖
(15)
Since X ∼ N(0, 1), then Y=|X| is a half normal distribution, whose proba-
bility density function is shown below
fY (y) =
2√
2pi
e−
y2
2 , (y > 0) (16)
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According to Equation 15, the first condition is Y < w‖pi−pj‖ . Let c = ‖pi −
pj‖, then
Pr[Y <
c
w
] =
∫ w
c
0
fY (y)dy (let t = cy)
=
∫ w
0
t
c
fY (
t
c
)dt
=
1
c
∫ w
0
fY (
t
c
)dt
(17)
For the second condition, let Pr[cno] denote the probability that no bucket
boundary locates between the projection of pi and the projection of pj ,
Pr[cno] = 1− |a · pi − a · pj|
w
]
= 1− ‖pi − pj‖|X |
w
= 1− cY
w
= 1− t
w
(18)
Therefore, for any data points pi, pj and c = ‖pi−pj‖, the probability that they
are hashed to the same bucket is
Pr[c] = Pr[Y <
c
w
]Pr[cno]
=
1
c
∫ w
0
fY (
t
c
)dt(1− t
w
)
=
∫ w
0
1
c
fY (
t
c
)(1− t
w
)dt
(19)
Pr[c] is monotonically decreasing in c when the bucket width is fixed, as shown
in Figure 6.
In order to reduce the chance that two points far from each other hash to
the same bucket, normally, K random lines are selected. If two data points are
projected to the same bucket in all K random lines, the two data points are
stored in the same bucket in a hash table. Additionally, to increase the chance
that two points near to each other hash to the same bucket, generally, L hash
tables are built on the data set. Thus, for any data point p, the hash value h(p)
is shown as follow:
h(p) = (ha1,b1(p), ha2,b2(p) . . . , haK ,bK (p)) (20)
To search neighbors for a data point q, all data points in the same hash
bucket with q in one of the hash tables will be validated. The probability that
two points with distance c hash to the same bucket in of the of L hash table is
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Fig. 6. Probability of two points hashed to the same bucket as a function of distance
PrK,L[c] = 1− (1− Pr[c]K)L (21)
Figure 7 shows several curves of probability that two points have the same
hash value with different K and L. As we can see, the increasing of K could
decrease the probability, and the increasing of L could increase the probability.
B Measurement of sequence clustering
Recall =
TP
TP + FN
(22)
Precision =
TP
TP + FP
(23)
F1 =
1
2
Recall
+ 1
Precision
=
2×Recall× Precision
Recall+ Precision
(24)
Normalized mutual information (NMI) is also used to assess clustering accu-
racy. Let the set of clusters G = {g1, g2, g3, . . . , gs} is the ground truth, and a
set of clusters C = {c1, c2, c3, . . . , ct} is the clustering results from a program.
Let N denote the total number of protein sequences. Then, NMI is defined as
follow,
NMI(G,C) =
2I(G,C)
H(G) +H(C)
(25)
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Fig. 7. Probability of two points hashed to the same bucket with different K and L
where I(G,C), H(G) and H(C) are defined
I(G,C) =
s∑
i=1
t∑
j=1
|gi ∩ cj |
N
log
|gi∩cj|
N
|gi|
N
|cj |
N
(26)
H(G) =
s∑
i=1
|gi|
N
log
|gi|
N
(27)
H(C) =
t∑
i=1
|ci|
N
log
|ci|
N
(28)
