Abstract. We characterize the spectrum (and its parts) of operators which can be represented as G = A + BC for a simpler operator A and a structured perturbation BC. The interest in this kind of perturbations is motivated, e.g., by perturbations of the domain of an operator A but also arises in the theory of closed-loop systems in control theory. In many cases our results yield the spectral values of G as zeros of a characteristic equation .
Introduction
The spectrum σ(G) := λ ∈ C : λ − G is not invertible in L(X) as a subset of C, and its ner subdivisions (cf. Denition A.6) reect much information about a (possibly unbounded) linear operator G : D(G) ⊂ X → X on a (generally innite dimensional) Banach space X. Here we only mention (for details see [7, Chap. V] ) that for generators G of strongly continuous semigroups the location of σ(G) in the complex plane determines to a great part the asymptotic behavior of the solutions of the associated abstract Cauchy problem (ACP) d dt x(t) = Gx(t), t ≥ 0,
However, in many applications it is dicult to determine σ(G) by direct computations. One approach to overcome this diculty is to split G into a suitable sum G = A + P of a well understood operator A and a perturbation P . Then one tries to characterize spectral values of G by simple conditions involving the operators A and P .
In this paper we elaborate this idea for structured perturbations, i.e., perturbations which can be written as a product P = BC. First we setup our general framework. For a summary of our notation we refer to Appendix A.1. Assumptions 1.1. We assume that (i) U , X, Z and Z −1 are Banach spaces such that Z → X → Z −1 ; (ii) A Z : Z ⊂ Z −1 → Z −1 is a linear operator satisfying ρ(A Z ) = ∅ and A Z ∈ L(Z, Z −1 );
(iii) B ∈ L(U, Z −1 ) and C ∈ L(Z, U ).
We are then interested in the operator G = A BC : D(A BC ) ⊆ X → X given by (1.2) . Then (1.3) ρ(A) = ρ(A Z ) and R(λ, A) = R(λ, A Z )| X for all λ ∈ ρ(A).
In [1, 2] we studied in detail the generator property of A BC , cf. Remark A.5.
(ii). In the present paper we characterize the various types of spectral values in terms of an operator ∆ W (λ) dened on some, in general smaller, space W . In particular, if dim(W ) < +∞, this yields the spectral values in σ(A BC ) ∩ ρ(A) as zeros of a (nonlinear) characteristic equation, cf. (2.2) in Theorem 2.3. Our interest in operators A BC given by (1.1) is, among other, motivated by perturbations of the domain of operators in the spirit of Greiner, cf. [8] . For this reason, in Subsection 3 we rst apply our main abstract result Theorem 2.3 to this generic situation. The usefulness of our approach is then demonstrated by a series of further concrete examples in Section 4.
In Appendix A we summarize the notation, give a short introduction to the extrapolation of spaces and operators, prove some results concerning the spectral theory of parts of operators and present so-called Schur complements for operator matrices needed for our approach.
We mention that related problems have already been studied by, e.g., Salamon not rely on admissibility conditions for the operators B, C, a Hilbert space structure of X or the closedness or a dense domain of A BC . Moreover, we study not only the spectrum and point spectrum but characterize also other parts as the approximate point-, continuous-, residual-and essential spectrum of A BC .
Spectral Theory for A BC
In this section we investigate the spectrum of the perturbed operator A BC from (1.1) limiting the hypotheses to Assumption 1.1. In particular, we do not assume X to be a Hilbert space or A BC to be closed or densely dened. Moreover, we do not impose any kind of admissibility condition on the triple (A, B, C). The proof of our main result Theorem 2.3 is based on two ingredients: spectral properties of the part of an operator in a subspace, see Appendix A.3, and Schur complements for operator matrices, cf. Appendix A.4.
To start our investigations, we dene the operator A Here the boundedness of ∆ W (λ) for W ∈ {U, Z} follows from Assumption 1.1, the closed graph theorem and the resolvent equation. Using these operators, the spectral values of A BC can be characterized in the following way. For the notions concerning the ner division of the spectrum, see Denition A.6. Theorem 2.3. Let λ ∈ ρ(A) and W ∈ {U, Z}.
(a) The following spectral inclusions always hold.
(b) The following spectral characterizations always hold.
for all * ∈ {p, a, r, c, ess}. Moreover,
, then λ ∈ ρ(A BC ) and the resolvent of A BC is given by
Proof. (a) follows from Lemma A.9 by choosing the spaces F := Z −1 , E := X and operators
, which is needed for the last two inclusions follows by hypothesis. In fact, for ν ∈ ρ(A) the operator (ν − A Z ) : Z → Z −1 is an isomorphism, hence the set
We proceed by verifying (b)(d) for W = U and then return to the case W = Z at the end.
To prove (b) we dene for λ ∈ ρ(A) the operator matrix (2.8)
Then the Schur complements of T from Appendix A.4 are given by
Hence, from Lemma A.10.(iv)(vi) it follows that λ − A Z BC is injective/has closed range/has dense range/has nite dimensional kernel/has range with nite co-dimension/is invertible i Id U −∆ U (λ)
has the same property, respectively. Since these properties characterize the various parts of the spectrum, this implies the rst two equivalences in (b). The remaining ones then follow immediately from part (a).
For (c) assume that ∆ U (λ) is compact. Then using (a) and (b) we conclude
Therefore, all conditions are equivalent which proves the rst chain of equivalences. If U is nite dimensional, then ∆ U (λ) is compact for all λ ∈ ρ(A) implying the second chain in (c). For (d) assume that there exists ν ∈ ρ(A) such that 1 ∈ ρ(∆ U (ν)) which, by the rst equivalence in (b), is equivalent to the existence of some ν ∈ ρ(A) ∩ ρ(A Z BC ). Then A Z BC is closed and by Lemma 2.1 we conclude
Hence, for F , E, T and T 1 as in the proof of (a) we have (Z −1 )
Corollary A.9.(vii) this implies all equivalences for the various parts of the spectra.
To prove (e) assume that 1 ∈ ρ(∆ U (λ)), i.e., λ ∈ ρ(A Finally, all assertions concerning W = Z follow from Corollary A.12 applied to E = U , F = Z and the operators R :
Remark 2.4. (i) As main outcome, the previous result establishes that we always have
while for the whole spectrum and its other parts only one implication holds in general. To obtain equivalence as for the point spectrum an additional assumption is necessary, e.g., that (iii) Note that by the previous result A BC is closed if 1 ∈ ρ(∆ W (ν)) for some ν ∈ ρ(A) (or, more generally, 1 ∈ ρ ∆ W (ν 0 , ν) for some (ν 0 , ν) ∈ ρ(A) × C, cf. Corollary 2.7 below). This condition is in particular satised if P = BC is a WeissStaans perturbation of A, cf. [1, Def. 9], or if CR(ν, A Z )B < 1 for some ν ∈ ρ(A).
(iv) We mention that by denition of A BC , Lemma A.7, Lemma A.10.(i)(ii) and Corollary A.12 for λ ∈ ρ(A) and W ∈ {U, Z} we also have
(v) We note that the operator T in (2.8) shows similarities to the system operator S Σ (λ) studied in some detail in [17] . 
Since the matrices 
In particular, this implies that G is closed and σ(G) = σ(D) = σ(2A) ∪ {0}.
A natural attempt to represent G as G = (A Z +BC)| X is to choose the spaces Z := U := X = X ×X, Z −1 := X −1 × X −1 and the operators
where A −1 : X ⊆ X −1 → X −1 denotes the extrapolated operator from Section A.2. Then a simple computation shows that ρ(A Z ) = ρ(A) and G = (A Z + BC)| X . However, neither there exists
is never compact on X. Moreover, Id U − CR(λ, A Z )B is invertible if and only if
Nevertheless, the matrix G can be treated also within our framework. To this end choose the spaces Z := U := X = X × X and
equipped with the norm induced by X −1 × X −1 . Then we consider the operators
For this choice we obtain ρ(
Next one easily veries that G = ( 
One drawback of Theorem 2.3 is that it can be applied only to points λ ∈ ρ(A). If one wants to determine the spectrum of a given operator G it is therefore important to represent it as G = A BC for an operator A having small spectrum. In many cases this is possible due to the great freedom in the choices of A Z , B and C which only have to verify the Assumptions 1.1.
Nevertheless, we now present several approaches which allow to deal with points in λ ∈ σ(A), too.
The rst one is based on the decomposition (2.9)
for some xed λ 0 ∈ ρ(A) and arbitrary λ ∈ C. Dene the extended space U := X × U and for µ ∈ C the extended operators (2.10)
for * ∈ {p, a, r, c, ess}, where now λ 0 ∈ ρ(A). In order to apply our previous results to this situation we dene the operators
for µ = λ 0 − λ. Then by Theorem 2.3 the following holds.
Corollary 2.7. Let λ 0 ∈ ρ(A), λ ∈ C and W ∈ {U, Z}.
(a) The following spectral implications always hold.
for all * ∈ {a, r, c, ess}.
where µ := λ 0 − λ.
In order to check the condition 1 ∈ σ(∆ U (λ 0 , λ)) appearing above one might be tempted to use Schur complements, cf. Corollary A.12. To do so 1 has to be an element of the resolvent set of one of the diagonal entries of ∆ U (λ 0 , λ). However, the condition 1 ∈ ρ( 
Since λ 0 ∈ρ, by continuity these relations remain valid for λ = λ 0 . This implies R(λ 0 )x ∈ D(A) and therefore R(λ 0 ) = R(λ 0 , A) ∈ L(X). This proves λ 0 ∈ ρ(A) which contradicts the assumption that λ ∈ ∂σ(A) ⊂ σ(A). Hence, λ 0 ∈ σ(A BC ) as claimed.
The following result is a local version of the previous one. In fact, we do not suppose that ∆ Z ( • ) has a continuous extension to some spectral value on the boundary of σ(A) but only ∆ Z ( • )f for an associated eigenvector f of A.
where we used that
On the other hand, if f + g = 0, i.e., f = −g, then by the assumptions Cg = 0 and 0 = f ∈ ker(λ 0 − A) we obtain
This implies again λ 0 ∈ σ p (A BC ), hence the proof is complete.
The Generic Example
In this section we introduce a general setting which generalizes boundary perturbations of operators in the sense of Greiner, cf. [8] , and then apply to it the theory developed in Section 2.
Concrete application tting into this framework can be found in Section 4. 
Next we perturb A in the following way. For operators P :
Hence, A Φ P can be considered as a twofold perturbation of A, • by the operator P to change its action, and • by the operator Φ to change its domain, cf. Diagram 2. We note that in [8] the operator Φ : X → ∂X has to be bounded and P = 0. 
Under the Assumptions 3.5 below, which cover unbounded Φ and P , the spectral properties of A Φ P can be studied using our results from Section 2. As a rst step towards this goal we introduce in the next subsection so-called abstract Dirichlet operators and then study their existence and basic properties. 
is invertible with inverse
then we call L λ the abstract Dirichlet operator associated to λ, A m and L. This notion is motivated by the fact that for a given boundary value x ∈ ∂X the function f = L λ x is the unique solution of the abstract Dirichlet Problem
Our approach is mainly based on these Dirichlet operators L λ and in general we do not have to know the resolvent R(λ, A) explicitly. Therefore, the following result characterizing resolvent points of A in terms of the existence of L λ might be helpful in applications.
Lemma 3.1. Let A be given by (3.1) and assume that L :
Conversely, assume that (i)(iii) hold. First we show that λ − A is surjective. Let g ∈ X, then by
and Lf = 0. Since the same holds for f = 0, by the uniqueness assumption in (iii) we conclude f = 0. Summing up, this shows that λ − A is bijective and since A by (i) is closed, the closed graph theorem implies λ ∈ ρ(A) as claimed.
Next we give a closedness condition ensuring existence and boundedness of the Dirichlet operators.
More precisely, let
Then the following holds. (a) The operator A in (3.3) is closed, i.e., Z is a Banach space.
Summing up this proves (a).
Hence, by the previous result, closedness of A m and relative boundedness of L imply the existence of the Dirichlet operators L λ for all λ ∈ ρ(A).
We need two more facts concerning the Dirichlet operators which follow as in [ 
(ii) the domain of A m can be decomposed as algebraically direct sum 
Note that assumption (iv) is equivalent to the existence of M ≥ 0 such that
Our rst aim is now to extend the operator A :
Then the following holds. We proceed and dene for some xed η 0 ∈ ρ(A) the Banach space 
Proof. The rst assertion follows from the fact that P η0 f = 0 if and only if f ∈ D(A). To show the remaining assertions we rst prove that η 0 ∈ ρ(A Z ). To this end dene R :
Using that P η0 | ker(η0−Am) = Id and P η0 R(η 0 , A) = 0 we obtain
To proceed we dene the operator (3.5)
which by (3.4) is independent of λ ∈ ρ(A). Moreover, we introduce U := X × ∂X and (3.6)
for µ ∈ C. Then we obtain the following representation of A Φ P , cf. Diagram 4.
Lemma 3.8. Let λ 0 , λ ∈ C and µ := λ 0 − λ. Then for A Φ P given by (3.2) one has 
Proof. To prove (3.7) it suces to consider the case λ = λ 0 = µ = 0, i.e., to verify that (3.8)
Denote by G the operator dened by the right-hand-side of (3.8) and x some λ ∈ ρ(A)
Under suitable assumptions the spectra of A Z +P +L A Φ : D(A m ) ⊆ Z −1 → Z −1 and its restriction A Φ P to X coincide. More precisely we have the following which generalizes Lemma 3.7.
Lemma 3.9. Assume that L − Φ : D(A m ) → ∂X is surjective and that
Proof. The inclusion ⊇ is clear by Lemma A.7.(vi). Hence we only have to verify that λ ∈ ρ(A
Then a simple computation as in the proof of Lemma 3.7 shows that R λ = R(λ, we easily obtain the following result where part (c) follows by using also Lemma 3.9.
Corollary 3.10. For λ 0 ∈ ρ(A), λ ∈ C and µ := λ 0 − λ dene on U := X × ∂X and Z the operators
Then for W ∈ {U, Z} the following holds.
(a) We always have
where µ = λ 0 − λ.
The following simple example shows that the equivalence in part (c) does not hold without the surjectivity assumption on L − Φ. 
In this case we obtain for arbitrary λ 0 ∈ ρ(A) and λ ∈ C 
Proof. It suces to show that for each x ∈ ∂X there exists f ∈ D(A m ) such that
This implies that f := L λ0 x + f 0 solves (3.11) and the proof is complete.
By choosing Φ = αL for some α = 1 it is clear that (3.11) is only sucient but not necessary for L − Φ to be surjective.
If P = 0, we obtain the operator
. If also λ = λ 0 ∈ ρ(A) we can cancel out the unnecessary terms and consider U = ∂X, B = L A and C = Φ. Then A Φ = A BC and the previous result simplies as follows.
Corollary 3.13. For λ ∈ ρ(A) dene the operators
Then for W ∈ {∂X, Z} the following holds.
, then for all * ∈ {a, r, c, ess}
Remark 3.14. Note that by denition LL λ = Id ∂X . Hence, the condition 1 ∈ ρ(∆ ∂X ) appearing in the previous result is equivalent to the fact that ΨL λ is invertible where Ψ :
Corollaries 2.8 and 2.9 read in the context of the generic example as follows.
Corollary 3.15. Let λ 0 ∈ ∂σ(A).
L λ Φf =: g converges in X such that g ∈ Z and Φg = 0, then λ 0 ∈ σ p (A Φ ).
We mention that the operator A Φ for bounded Φ ∈ L(X, ∂X) was already studied by Greiner in [8] . In case dim(∂X) < +∞, In Section 4 we consider a series of concrete applications, most of which t into the setting of the generic example above.
Applications
In this section we will apply our abstract results from Sections 23 to (i) the rst derivative with general boundary conditions,
(ii) the second derivative with general boundary conditions, (iii) a second derivative with Nonlocal Neumann boundary conditions, (iv) a second order dierential operator with point delay at the boundary, and (v) the Laplacian with dynamical boundary conditions.
Moreover, we use them to investigate the spectral theory of (vi) delay equations, (vii) complete second order Cauchy problems.
We note that in the examples (i)(ii) a direct computation of the spectrum is also possible.
Nevertheless, these examples illustrate in a simple context our results.
Finally, we mention that our approach can also be used for spectral investigations of ows in Next one easily veries that ρ(A) = C and that for λ ∈ C the Dirichlet operators L λ ∈ L(C, X)
are given by
Hence, Corollary 3.13 implies the following.
Corollary 4.1. The spectrum of G in (4.1) is characterized by
For example Ψ = δ 0 − δ 1 implies λ ∈ σ(G) ⇐⇒ e λ = 1, i.e., σ(G) = σ p (G) = 2πiZ. having small spectrum to obtain the least possible points λ ∈ σ(A) which have to be investigated separately using, e.g., Corollary 3.15. This fact is quite dierent from perturbation results for generators where in most cases the perturbation Φ has to be small in order that the generator property of A is inherited to A Φ . 
To compute σ(G) we consider the maximal operator A m := Since by ArzelaAscoli's theorem the embedding [D(A)] → X is compact, the operator A has compact resolvent, which implies σ(A) = σ p (A). Now a simple computations shows that σ p (A) = ∅.
Next, by solving for λ ∈ C and x := z1 z2 ∈ ∂X = C 2 the Dirichlet problem Here we are interested in characterizing the spectrum of G. In order to represent G as A Φ we rst introduce the following operators and spaces. Consider
Next we dene the maximal operator matrix Then by denition we obtain G = A Φ . In order to characterize the spectrum of A Φ we rst
Thus, for λ ∈ C we obtain the Dirichlet operator for the pair A m , L as 
In particular, if ν = δ −1 then
Proof. For λ ∈ C we have
By Corollary 3.13 and Lemma A.10 this implies that
where we used that dim(∂X) is nite (in fact one) dimensional. The assertions then follows by computing ϕK λ L λ : C → C. 
Then on the product space X := X × Y we consider for some xed c, k ∈ C the operator matrix
Using [2, Cors. 3.6 & 3.7] one can show that G generates a C 0 -semigroup on X. In order to compute σ(G) we introduce the following operators and spaces.
•
Next we dene the maximal operator matrix
Then by denition we obtain G = A Φ . In order to characterize the spectrum of A Φ we rst note Proof. For arbitrary λ ∈ C we have 
Then as in [5, Sects. 3 & 6] we dene on the space X := X × Y the operator matrix (4.5)
In order to embed G in our setting we could either write it as G = A Φ P like we did in the previous examples or represent it as G = A BC . Here we use the second alternative and introduce to this end the following operators and spaces.
• The operator L :
Then we dene the operator matrices
. Corollary 4.7. For G given by (4.5) and λ ∈ ρ(A)
By Theorem 2.3 and Lemma A.10 this gives
where the equality in (4.6) holds since the operator ∆ ∂Ω has compact resolvent, yielding the compactness of R(λ, ∆ ∂Ω )CL λ . This proves that all the above conditions are equivalent. Since
4.6. Spectral Theory for Delay Equations. In this section we will apply our results to delay equations of the form 
In order to represent G as in our generic example we introduce the following operators and spaces. By diag(. . .) we denote a diagonal matrix with the given entries.
Then ρ(A) = ρ(A) = ∅, L is surjective and A m is closed, hence the Assumptions 3.5 are satised.
Moreover, one easily veries that Corollary 4.8. For all λ ∈ C and 1 ≤ p < +∞ we have
Proof. We apply Corollary 3.10. To this end x some λ 0 ∈ ρ(A). Then for λ ∈ C we obtain 
Here we assume that
In order to represent G as in our generic example we rst observe that for λ 0 ∈ ρ(A) we have f ∈ D(G) if and only if (4.9)
Next we introduce the following operators and spaces.
Then ρ(A) = C, L is surjective and A m is closed, hence the Assumptions 3.5 are satised. Moreover, using (4.9), one easily veries that
Before applying the results from Subsection 3.4 to G, we study the surjectivity of L − Φ. Here we dene for µ ∈ C the functions ε µ ∈ C 1 [−1, 0] by ε µ (s) := e µs .
Lemma 4.10. If there exists λ 0 ∈ ρ(A) and µ ∈ C, µ = λ 0 , such that (4.10)
then L − Φ is surjective. This is the case if there exist µ n ∈ C, n ∈ N, such that |µ n | → +∞ and
Proof. We show that (4.10) implies the inclusion (3.10), hence L − Φ is surjective by Lemma 3.12.
In fact, since ker(
where the invertibility of the operator in the last equivalence follows by assumption (4.10). The remaining two assertions follow easily by considering (4.10) for µ = µ n for suciently big n ∈ N.
Combining the previous result with Corollary 3.13 we immediately obtain the following spectral characterizations which signicantly generalizes [7, Prop. VI.6.7].
Moreover, if (4.10) is satised then
for all * ∈ {a, r, c, ess}. G := 0 Id A P associated to the complete second order Cauchy problem (ACP 2 )ü(t) = Pu(t) + Au(t).
We note that only in case P = 0 there is a satisfactory theory for (ACP 2 ), see, e.g., [3, Sect. 3.14] . In the complete case, i.e. if P = 0, there are many partial results and we refer to [7, Sect. VI.2] for a review of some of them.
Here we consider the following setting. For the denition of the extrapolated operator A Z on the extrapolation space Z −1 see Proposition A.2.
• U , X, Z are Banach spaces and X := Z × X,
Under these hypotheses we consider the operator matrix G :
with the domain
As a rst step towards the description of the spectrum of G we represent it as G = A BC . Dene Z := Z × Z → X = Z × X → Z −1 := Z × Z −1 and U := Z × U . Moreover, for some xed µ 0 ∈ ρ(A)
consider the operators
In particular, ρ(A Z ) = ∅, hence the Assumptions 1.1 are satised. Let
Using this representation we obtain the following result, where for λ ∈ C we put
Moreover, if there exists ν ∈ C such that 0 ∈ ρ(Q(ν)), then
Proof. We apply Corollary 2.7 for λ 0 = 0 ∈ ρ(A Z ) and W = Z. To this end we rst compute
where we applied (4.12) and (2.10). Using Corollary 2.7.(a), Schur complements from Lemma A.9.(i) and the resolvent equation we conclude
Finally, if 0 ∈ ρ(Q(ν)) for some ν ∈ C, then by a similar reasoning we conclude 1 ∈ ρ(∆ Z (0, ν)) and the remaining assertion follows from Corollary 2.7.(c).
Conclusion
Our main result Theorem 2.3 characterizes spectral values of operators A BC : In Section 3 we showed how this can be achieved in the context of our generic example. In this section we will introduce abstract extrapolation spaces to do so. This approach is more general as the construction of Z −1 and A Z in Subsection 3.3 since it does not rely on a special form of the operators B and C. However, it has the drawback that we will need some kind of denseness assumption on A, cf. Assumption A.1. For a linear operator A : D(A) ⊆ X → X on a Banach space X we dene for n ∈ N the Banach spaces X n := D(A n )
• X equipped with the norm induced by X. Moreover, we consider the operator
To proceed we need to make the following Assumption A.1. Suppose that A :
there exists n 0 ∈ N such that P n0 is densely dened, i.e., for all x ∈ X n0 and ε > 0 there exists z ∈ D(A n0 ) such that A n0 z ∈ X n0 and x − z X < ε.
Under this assumption A can be extended from D(A) to a bigger domain Z without changing its spectrum. More precisely, the following holds. f (s) ds = 0}. Then P n is densely dened on X n if and only if n ≥ 2, i.e., A veries Assumption A.1 for n 0 = 2 (but not for n 0 = 1).
Finally, we give a sucient resolvent condition implying Assumption A.1 which is in particular satised for HilleYosida operators, cf. [15] .
Lemma A.4. If there exists a sequence λ n ∈ ρ(A) such that lim n→+∞ R(λ n , A)x = 0 for all x ∈ X then Assumption A.1 is veried for n 0 = 1.
Proof. Let x ∈ D(A). Then the resolvent equation implies ( Finally, for λ ∈ ρ(A) we dene the resolvent operator R(λ, T ) : 
Then the following holds.
(i) ker(T ) = ker(T 1 ); in particular T is injective ⇐⇒ T 1 is injective.
(ii) rg(
and R(λ, T 1 ) = R(λ, T )| E for all λ ∈ ρ(T ).
(vii) If ρ(T ) = ∅ and F T 1 → E, then in (ii)(v) always equivalence holds. In particular, in this case σ(T ) = σ(T 1 ).
Proof. While one inclusion in both cases (i) and (ii) is clear, the respective other inclusion follows by the denition of D(T 1 ) using the fact that D(T ) ⊆ E. To show (iii) take y n ∈ rg(T 1 ) such that y n → y ∈ E as n → +∞. Since E → F and rg(T ) is closed in F , this implies y ∈ rg(T ) ∩ E = rg(T 1 ), i.e., rg(T 1 ) is closed in E. For (iv) assume that codim(rg(T 1 )) = +∞. Then there exists an innite, linearly independent subset S ⊂ E \ rg(T 1 ). Since by (ii), rg(T 1 ) = rg(T ) ∩ E we conclude S ⊂ F \ rg(T ), i.e., codim(rg(T )) = +∞.
To show (v) we assume that rg(T ) is not dense in F . Then there exists 0 = ψ ∈ F such that ψ| rg(T ) = 0. Let ϕ := ψ| E ∈ E . If ϕ = 0, then ψ| E+rg(T ) = 0 and by the denseness assumption it follows that ψ = 0 contradicting the choice of ψ. Hence, ϕ = 0 and ϕ| rg(T1) = 0 which implies that rg(T 1 ) is not dense in E. For (vi) take x n ∈ D(T 1 ) such that x n → x ∈ E and T 1 x n → y ∈ E as n → +∞. Since E → F this implies x n → x in F and T x n → y in F as n → +∞. By the closedness of T this gives x ∈ D(T ) and T x = y. From y ∈ E it follows that x ∈ D(T 1 ) and T 1 x = y, i.e., T 1 is closed. Now take λ ∈ ρ(T ). Then R := R(λ, T )| E is a closed algebraic inverse of λ − T 1 dened on all of E and having range in E. By the closed graph theorem this implies R ∈ L(E), i.e., λ ∈ ρ(T 1 ) and R = R(λ, T 1 ). This shows (i)(vi).
To verify (vii) we rst dene
with domain D(T 2 ) := {x ∈ D(T 1 ) : T 1 x ∈ F T 1 }. Then the pair T 2 , T 1 satises the assumptions made for T 1 , T , hence we can repeat the reasoning in (ii)-(v) with T 1 , T replaced by T 2 , T 1 , respectively. For (v) note that for µ ∈ ρ(T ) ⊆ ρ(T 1 ) we always have E = rg(µ − T 1 ) ⊆ F T 1 + rg T 1 , hence the denseness assumption is automatically satised. Moreover, for such µ the operator µ − T 1 ∈ L(F T 1 , F ) is an isomorphism which induces a similarity transformation between T 2 and T . This implies that T 2 is surjective/has closed range/has range with nite co-dimension/has dense range, respectively, if and only if T has. Summing up, this shows equivalence in (ii)(v) if ρ(T ) = ∅.
Remark A.8. Without the denseness assumption on E + rg(T ) the assertion in Lemma A.7.(v) does not hold. To see this take an operator S : D(S) ⊂ E → E with dense range. Then for a Banach space G = {0} dene F := E ⊕ G and the operator T : D(T ) ⊆ F → F by T x := Sx for x ∈ D(T ) := D(S). Then T 1 := T | E = S has dense range in E while rg(T ) = rg(S) ⊆ E is not dense in F . Clearly, in this case E + rg(T ) = E is not dense in F . Note that in this example T is closed on F if S is closed on E.
The following is the main result of this section.
Corollary A.9. In the situation of Lemma A.7 the following relations hold.
(i) σ p (T 1 ) = σ p (T ).
(ii) σ(T 1 ) ⊆ σ(T ). Proof. All assertions follow easily from Denition A.6 and the previous lemma applied to λ − T for λ ∈ C instead of T . For (iv) & (v) note that E + rg(λ − T ) is independent of λ ∈ C.
A.4. Schur Complements for Operator Matrices. In this section we give conditions characterizing various spectral properties of an operator matrix. This yields to the notion of Schur complement which in a certain sense generalizes the concept of determinant of scalar matrices to matrices with non-commuting entries.
Lemma A.10. For Banach spaces E, F, G, H and linear operators P ∈ L(E, G), Q ∈ L(F, G), R ∈ L(E, H), S ∈ L(F, H) dene the operator matrix
(i) If S ∈ L(F, H) is invertible then for ∆ 1 := P − QS −1 R ∈ L(E, G) we have
Hence,
T ∈ L(E × F, G × H) is injective/surjective/has closed range/has dense range, resp.
⇐⇒ ∆ 1 ∈ L(E, G)
is injective/surjective/has closed range/has dense range, resp.
In particular, T is invertible i ∆ 1 is invertible and in this case
Moreover, dim(ker(T)) = dim(ker(∆ 1 )) and codim(rg(T)) = codim(rg(∆ 1 )). 
Hence, T ∈ L(E × F, G × H) is injective/surjective/has closed range/has dense range, resp.
⇐⇒ ∆ 2 ∈ L(F, H)
In particular, T is invertible i ∆ 2 is invertible and in this case
Moreover, dim(ker(T)) = dim(ker(∆ 2 )) and codim(rg(T)) = codim(rg(∆ 2 )). If P and S are both invertible, then the following holds.
(iii) ker(∆ 1 ) = P −1 Q ker(∆ 2 ) and ker(∆ 2 ) = S −1 R ker(∆ 1 ). (iv) ∆ 1 is injective/surjective/has closed range/has dense range ⇐⇒ ∆ 2 is injective/surjective/has closed range/has dense range, respectively. (v) dim(ker(∆ 1 )) = dim(ker(∆ 2 )) and codim(rg(∆ 1 )) = codim(rg(∆ 2 )). The previous result has the following useful application.
Corollary A.12. Let E, F be Banach spaces and Q ∈ L(F, E), R ∈ L(E, F ). Then 1 ∈ σ(QR) ⇐⇒ 1 ∈ σ(RQ), 1 ∈ σ * (QR) ⇐⇒ 1 ∈ σ * (RQ)
for all * ∈ {p, a, r, c, ess}. Moreover, ker(Id E − QR) = Q ker(Id F − RQ) and ker(Id F − RQ) = R ker(Id E − QR). Finally, if 1 ∈ ρ(RQ) or, equivalently, 1 ∈ ρ(QR), then (A.4) (Id E − QR)
Proof. In the situation of Lemma A.10 choose G = E, H = F , P = Id E and S = Id 
