Progress is reported in parametrically controlled noise shaping Sigma Delta Modulator (SDM) design. As this SDM structure (introduced by the author AES 112 TH ) can obtain a higher SNR than normal SDM structures, Philips Research Laboratories have questioned whether further improvement could be obtained using techniques inspired by the Trellis SDM. Simulations are used here to illustrate the performance of a parametrically controlled pseudoTrellis SDM, which is believed to be the first disclosure of its type. The technique uses a variable state step back approach to moderate loop behaviour that is shown to achieve robust stability in the presence of aggressive noise shaping and high level signals. Comparisons are made with traditional SDM structures and LPCM systems.
INTRODUCTION
This paper presents a novel approach to the generation of sigma-delta modulation (SDM) code as used at the core of Super Audio CD (SACD) that addresses the problem of instability especially when the closed-loop transfer function is designed for extreme noise shaping together with a high-amplitude input signal. The classic problem of SDM results from the presence of two-level quantization within the feedback loop.
In relaxed noise shaping applications where an extended multilevel quantizer is used [1, 2] then loop stability can be achieved by considering just the standard Nyquist stability criteria and treating the quantizer as a unity-gain stage. However, the use of highly constrained two-level quantization places an additional limitation on the loop by restricting the number of possible output signal combinations (or trajectories) available within a given time frame. It follows that some output signal bit patterns do not lead to convergence and result in instability, although such patterns are themselves a function of the state of the loop and the input signal. This problem becomes aggravated when the loop is designed to achieve a high level of noise shaping and also where the input signal demands a high density of either 1 or 0 output pulses. This latter condition further limits the number of available code combinations where ultimately, total instability results when no valid codes remain. Taking this perspective, stability can be related to the identification of valid output codes produced within the natural operation of the feedback loop that do not lead to irreversible divergence. In conventional SDM where encoding moves forward naively without regard to conditional loop stability, it is possible to generate occasionally a binary bit pattern that drives the SDM coder in such a way that feedback correction is impossible. Although, the probability of such instability is difficult to predict its occurrence can be made extremely low providing the input signal level is not too high and the noise shaping transfer function (NSTF) not too demanding. Traditionally the SDM encoders used at the heart of SACD have used this approach supplemented for example by a state-reset function activated on detection of instability. However, such a method can place a severe compromise on performance where it is observed that best coding in terms of noise shaping and signal handling is achieved in regions where the probability of instability is relatively high.
Recently an approach to SDM termed Trellis [3] has been introduced that embeds a degree of look-ahead computed over an N-sample window. The method calculates a cost function by evaluating the available 2 N code combinations (N-sample window) and then selects the path that exhibits the lowest error. Such an approach yields theoretically the best possible result for a given loop filter and window length, where a full Trellis implementation is very high on computational overhead. However, already there have been some developments for reducing this computational overhead, notably in research from Philips [4] . Also, in determining whether a particular choice of code is optimum it should be noted that changing the window length or making a modest change to the input signal or loop parameters may have impact on the computed result.
In this paper a modified Trellis-like algorithm is described that although not as rigorous as a fully populated Trellis implementation, nevertheless is shown capable of extremely accurate coding together with robust stability and tight control of the error statistics as observed at the quantizer input. The coder employs a state memory together with a variable step-back in time procedure that is activated when certain error criteria are breached. The efficacy of the encoder is evaluated using Matlab 1 simulations, which attempt to approach the performance boundaries in terms of output noise spectrum, low non-linear distortion performance and high-level input signal handling. In this paper sampling rates are restricted to the standard SACD format of 64f s , where f s = 44.1 kHz. Whereas conventional Trellis uses a fixed time window and seeks to evaluate the best path available, the stepback algorithm uses a wide range, variable step back procedure. Since the step-back procedure is variable, it is not possible to make a direct comparison with formal Trellis other than to judge the performance of the encoder as a whole. Consequently, this paper seeks to demonstrate coding capability using the stepback algorithm in the context of a parametrically motivated noise shaper, which can then be compared against other published work, see for example the companion paper from Philips [5] and earlier work by Angus [6] . 
ENHANCED PARAMETRIC SDM ENCODING
Parametric SDM has been reported [7, 8] previously as a method of attaining a fine degree of control over the closed loop transfer function. The classic noise shaping SDM architecture is shown in Figure 2 -1 that is extended here to include an additional multi-stage cascaded equalizer comprising M parametric stages P 1 (z) to P M (z) in addition to the principal integrators [7, 8] with feedforward stabilization. Each stage P r (z) is a bi-quadratic filter section where the output is derived from a weighted sum of the 2 integrator outputs, where this configuration allows both lowpass and band-pass filtered components to be introduced individually into the NSTF. Inspection of this SDM topology shows that if parametric filters P 1 (z) to P M (z) have zero insertion gain then because of the feedforward path around each filter stage, the SDM forward path transfer function equates exactly to that of the cascaded principal integrators. The series parametric equalizer selected here consists of M second-order filters with resonant frequency, Q-factor (i.e. bandwidth) and insertion gains for the band-pass and low-pass outputs, independently pre-selected. The r th biquadratic transfer function P r (z) is given as,
where integrator scale factor p(r) sets the resonant frequency, k(r) sets the Q-factor and g 1 (r) and g 2 (r) the respective insertion gains of the band-pass and low-pass parametric responses. The overall transfer function of the series parametric equalizer PT s (z) then follows as, This structure allows the number of principal integrators to be independent of the order of the parametric equalizer. Also, the parametric equalizer does not compromise the loop gain at low frequency unlike standard topologies using embedded second order resonators [9] . It has been shown earlier [8] that the increasing the number of principal integrators above 5 offers little advantage as the noise shaping advantage then shifts progressively lower in frequency. However, the parametric stages allow the loop gain to be tailored such that they boost the NSTF selectively in the upper range of the audio spectrum. It is shown later in this paper that aggressive noise shaping transfer functions may be used, where if conventional SDM was employed without step-back correction, the probability of instability is high.
SDM OUTPUT BIT PATTERNS AND PRE-QUANTIZER ERROR STATISTICS
The statistics of the output-pulse sequence and input signal Q in to the 2-level quantizer of an SDM can reveal useful data about its performance. For example, if the coder is approaching instability then Q in can exhibit momentary high values together with extended bursts of all-1 or all-0 pulses. To illustrate this observation a standard Sony-FF coder [9] is simulated with a peak-input signal of level 0.5 that significantly increases the probability of instability. Figure 3-1(a) shows the classic NSTF of this encoder while a short segment of Q in and the corresponding 1-bit output stream is shown in Figure  3-1(b,c) . Although the NSTF is not too extreme, the high value of input signal is sufficient to ensure a frequent occurrence of instability. Observing Q in shows an occasion where an extended period (around sample 160), instability almost occurs while just prior to that moment more minor events can just be seen. If the corresponding output bit pattern is examined then extended groups of 1 pulses follow. Consequently, by observing the output bit pattern and in particular determining when extended burst of all 1 or all 0 pulses occur, the proximity of instability and conditions for poor coding can be determined. Additional information can also be extracted from Q in , where its maximum amplitude should be controlled.
It follows that as the order of the loop filter is increased and especially if more extreme noise shaping is required that brings the linear performance closer to the Nyquist stability limit, then the greater is the probability of instability. In the absolute sense SDM always has an indeterminate or fuzzy stability bound that is a consequence of the gross non-linearity introduced by quantization. Thus setting a linear bound does not guarantee stability, it is therefore more constructive to refer to the probability of instability which in turn can be related to the rate of occurrence of higher order pulse groups. Of course it follows that the higher the input signal level the more frequent higher order pulse groups become, where an earlier calculation [10] applying the linear frequency modulation (LFM) model [11, 12] made a formal estimation. Although this LFM model does not include the noise-like behaviour of a typical highorder SDM, which gives a random dimension to the occurrence of multiple pulse groups, it does determine the threshold-input level where a specific pulse group becomes mandatory. These simplified threshold calculations are repeated here:
Consider a process of LFM having a centre frequency P Hz and instantaneous frequency f Hz where the peak amplitude normalized input signal is m(t), thus Observing the relationship between LFM period and time slots, the condition for the generation of a group of λ pulses occurs when the time between λ consecutive PSZCs, corresponding to (λ -1) cycles of the LFM output, is just less than λ time slots. Now λ time slots occupy a period λ /P as time slots occur with frequency P Hz and (λ -1) cycles of the LFM has a time (λ -1)/f, then substituting for frequency from Equation 3-1, it follows that,
from which the threshold levels IT(λ) are derived as,
giving the onset of group 2, 3 and 4 pulse groups as,
These estimates show that for first-order SDM, groups of 3 pulses do not occur until the input equals and exceeds a normalized input of 1/3 and for groups of 4, this is increased to 0.5. Hence, in the step back algorithm described in Section 4 only groups of 3 or more pulses are detected as these become mandatory only at high input signal level. It is shown that the step back algorithm does not exclude these larger pulse groups only that the system becomes alerted if their presence is detected, other conditions have to be met to instigate correction.
To illustrate pulse group statistics in high-order SDM, a simulation is performed where the rate of occurrence of pulse groups is calculated. A parametric SDM encoder is used in this estimate [8] , where the program has been extended to calculate the rate of occurrence of pulse groups. The output spectrum of the selected SDM is depicted in Figure  3 -3(a) with corresponding quantizer input Q in and output in Figure 3 -3(b). Finally, in Figure 3 -3(c) number of occurrences of pulse groups are shown over the computed sequence. This particular coder exhibited good behaviour over the analysis frame, although repeating the simulation several times could result in instability or erratic behaviour observed at the quantizer input as shown in Figure 3 In this SDM example, the coder does not enter instability as the quantizer is allowed to overload by defining a higher threshold level. This overload can then be partially corrected for example using a time dispersive correction code [2, 7] . Nevertheless, an incident of poor loop behaviour is revealed which within a correctly operating SDM encoder should be prevented.
STEP-BACK SDM ALGORITHM
The SDM encoders presented in Section 3 show two examples of output noise spectrum with increasing degrees of noise shaping. Indeed, in Figure 3 -3(a) a smoother noise performance is shown that betters both the LPCM reference level of 24-bit at 44.1 kHz sampling rate up to 22 kHz and the Sony FF encoder. Even with this level of performance occasional stability problems arise that become more sensitive at higher input signal levels. Consequently means must be found to allow coding ideally with no gross error correction or the necessity of a state reset function as all these processes degrade significantly the output noise performance.
The approach taken here is to allow the natural performance of the closed loop to always dictate encoding, where this has the advantage that it is potentially fast if the probability of instability is low. However, it is recognised that occasionally the coder will follow a blind alley from which there is either excessive error or, in the case of instability, there is no return as the degrees of freedom within the binary output sequence are too limited. In performing typical simulations of high-order loops this behaviour is generally observed where occasionally the coder crashes and requires a forced reset or a repeat of the simulation, whereon using the same input signal a successful computation can be obtained.
Basically in the proposed encoder strategy, if a blind alley is detected the encoder steps back in time, then inverts the corresponding output sample and applies a new quantizer-input dither sequence to randomize the process, where after it progresses in a forward direction. This process can be repeated as many times as necessary and the depth of step back controlled as a function of the severity of the problem. In all cases the quantizer input Q in is properly controlled by feedback although it is monitored largely through the output pulse sequence of the SDM encoder.
A critical aspect of this process is that by recalculating a new dither sequence and controlling the step back process so this represents a full and proper coordination of all SDM state variables, forward progress is always seen as a natural progression without any coding discontinuity. This continuity conditions means there is no deterioration in the coder performance and corresponding degradation in the output spectrum because this is controlled completely by the loop filter. The process recognises there are many valid paths that can be used in forming the output code where it chooses to select a path that avoids poor behaviour as observed in the input signal of the quantizer. Hence, for example, the overload glitch see in Figure 3 -4 is avoided. In a full Trellis implementation [3] the approach taken is to calculate integrated errors for all the paths taken over a fixed window and choose the one with the lowest error. The problem here is that by changing the window length by say, just one sample, may lead to a different result. Also, it is conjectured that providing the behaviour of the quantizer input signal is bounded in peak value and does not exhibit significant gaps of the type shown in Figure 3-1(b) , then normal closed loop behaviour achieves valid results. Consequently, step back correction is used as a means of achieving stability and is not a formal part of the NSTF. On the other hand, a Trellis implementation attempts to both forge stable performance and try to lower the output noise. In the step back algorithm these aspects are segregated with improvements in noise shaping being applied to the closed loop filter and then step back being used to steer a stable path through the encoding procedure when it is required.
Hence with low-demand loop filters the step back algorithm is used as an alternative to a forced reset and is only active occasionally. However, with more aggressive noise shaping and where high-level signals are encountered, step back operates much more frequently and consequently slows down the coding performance.
Nevertheless, provided a coding path can be identified, the loop in effect operates continually with minimal noise modulation.
The condition to activate a step back procedure is detected indirectly by observing the output bit pattern. It is argued that the occurrence of 1 to 0 and 0 to 1 transitions should be frequent and bursts of all-1 and all-0 pulses minimized. If bursts of identical valued pulses are observed in terms of the input signal to the loop quantizer, then often it follows that this signal shows a divergent behavior that if too persistent can be cause instability. While the SDM encoder is operating, groups of pulses are detected and the following conditional functions applied to detect and activate a step back procedure. Let the variable back be set to control the state step back range that is set typically to 3 (with a maximum value of 10). Thus the value of back can range from 3 to 10 and controls each incremental step back. However, it should be noted that the algorithm allows multiple and sequential step back procedures so a deep state variable memory is used to store the past encoder states, where the state variable memory depth is typically set to 256.
Stage 1
If the n th SDM output sample is sdp(n) (where sdp(n) = 1 or -1) and the binary quantizer input Q in is ss(n) such that, sdp(n) = sign(ss(n)) then a variable errdet is calculated by summing the SDM output over an interval back as, errdet = sum(sdp(n -back + 1:n))
Stage 2
To activate the step back procedure three conditions must be passed:
if abs(ss(n)) > abs(ss(n-1)) condition 2 if sign(ss(n)) = sign(ss(n-1)) condition 3
The SDM coder then steps back in time by back samples by reloading the appropriate variables from the state memory shift register. However, after step back the new current output code undergoes a forced inversion in an attempt to drive the loop filter in the opposite direction and thus prevents excessive build up of Q in . The loop then progresses normally although a new value of dither is used to introduce a stochastic element into the process.
Studying the three conditions reveal the methodology of this process. Initially, condition 1 identifies an excessive number of like-valued pulses within a block of size back samples. Secondly, if the current value of Q in (n) is greater than the previous value Q in (n-1) this indicates divergent behaviour while the final criteria seeks to identify whether the current and past sample have the same sign. Hence, the test fails to activate a step back procedure if a current sample is greater than the previous sample but has opposite sign, as this would signal either a 1 to 0 or 0 to 1 transition, which is good behaviour in SDM. It is observed that instability is more likely to occur when a decision to maintain a burst of like valued pulses is made where a small change in Q in (n) would cause a pulse of opposite sign. The effect of applying these conditions and the consequence of the step back process with corrective sample inversion are shown in two examples in Figure 4 -1(a-d). In each example (see Figures 4-1(a,c) ) correction takes place at the indicated sample number 10. Observe how at sample 9 the value of Q in is close to the 0-level quantizer threshold while at sample 11 a relatively high level has been attained, which although not shown continues to increase in magnitude thus instigating a state step back correction sequence. The key to correction is that under these conditions, a complementary decision should have been made at sample 10. Consequently, the state of the system then returns to sample 9, a new dither is added at sample 10 and the corresponding binary output inverted compared to the previous pass. If the respective Figures 4-1(b,d) are observed where sample 10 has been translated to sample 2, the effect of SDM output inversion together with a subsequent successful progression in forward encoding is shown. In Figures 4-1 (a,c) the binary output pulses are shown as small circles with the inverted pulse being indicated with a cross. As forward encoding progresses the conditions for step back are always applied. Thus there may be just one step back event or indeed under extreme encoding there can be many. If multiple step backs are encountered then provision is made to increment the degree of step back (set by variable back), where experiment has converged on a limited range 11 > back > 2. Thus with successive step backs the value of back is incremented upwards, while when a successful forward encoding progression is achieved, back is reset to its minimum value.
Stage 3
In addition to the three conditions defined in Stage 2, an extra condition is imposed that takes control of the variable step back parameter if the magnitude of Q in exceeds a defined threshold (typically set to 5). Under this latter condition state step back is set to maximum and the step back variable reset to its initial condition. This process acts so as to limit the peak magnitude of Q in especially under conditions where instability is probable. The idea here is to step back over an extended temporal region where poor encoding is experienced and then progress once more in a forward direction now using new dither values over a range of samples. As such, new signal trajectories are discovered that are likely to allow feedback control to steer a well-behaved coding path. Note that this process can be repeated as often as necessary and combined with the shorter more normal step back procedure, so if there is an extreme coding condition, the random nature of the dither and variable step back options allows new signal paths to be searched.
It is important to observe that when successful encoding progresses in a forward direction, it is seen as continuous with no resets or discontinuities in the state variables. As such modulation artifacts are avoided.
SDM ENCODER PERFORMANCE
The step back SDM encoder was evaluated using a Matlab simulation performed over a discrete block of data to generate the 1-bit output code. The input to the SDM routine was 32-bit LPCM data that was generated initially at 44.1 kHz sampling, then upsampled by a factor of 64 (to match standard SACD practice) and finally re-quantized with appropriate dither to 32 bit resolution. As a benchmark a 24-bit random noise sequence, again sampled at 44.1 kHz was generated and up-sampled by 64 times. This noise spectrum could then be displayed alongside the spectrum of the SDM output sequence to enable an immediate comparative interpretation of coding performance with respect to LPCM. In all spectral calculations a Blackman-squared window was applied in the time domain prior to the application of the Fourier transform to deal with the non-periodic nature of SDM output code even when the input signal is periodic.
Three sets of simulations were performed using an input sequence composed of three equal amplitude input sine waves of amplitudes 0.1 and of frequencies 4 kHz, 9 kHz and 20 kHz. The analysis frame was set at 2 16 samples where the SDM sampling rate is 2.8224 MHz. Dither was applied at the SDM quantizer input with weighting 0.35 (i.e. rectangular PDF noise with a range -0.35 to 0.35); this was used to breakdown residual limit cycles and also to add an element of randomness to the step back process. Each simulation used a NSTF ranging in character from relatively mild through to aggressive, where the latter was positioned close to the edge of instability and attempted to achieve the widest possible frequency band with low levels of quantization noise. The three selected theoretical NSTFs are shown in Figures 5-1(a-c) with corresponding simulations presented in Figures 5-2 (5 principal, 5 parametric stages), 5-3 (4 principal, 10 parametric stages) and 5-4 (4 principal, 13 parametric stages) respectively.
Each set of results consists of three graphs. The first in each sequence shows the spectrum of the SDM output together with the LPCM benchmark noise spectrum set at 24 bit, 44.1 kHz sampling. Each trace displays the line spectra of the three input signals that collectively give a peak modulation index of 0.3 (a level of 1 is maximum, though not attainable with high order SDM), which is considered high although not extreme. The second set shows the quantizer input Q in (red), input signal (black) together with blue asterisks to indicate the step back function. Finally, the third set shows the PDF of Q in . In each case observed how Q in is well behaved with no gaps or high peaks, also observe that as the NSTF becomes more aggressive this is accompanied by a substantial increase in the step back activity. The results presented in Figure 5 -4(a-c) depict the most aggressive noise shaping and reveal an extraordinarily low level of quantization noise up approximately 30 kHz. There is also no evidence of intermodulation or harmonic related distortion demonstrating a high degree of linearity. To explore the linearity of the SDM encoder, a test was performed but using a wide-band noise input excitation, initially sampled at 44.1 kHz and then upconverted by 64 to the SDM sampling rate. The results are shown in the spectrum of Figure 5 -5 where the noise spectrum can be seen extending to 22.05 kHz.
Observe how there is no evidence of intermodulation distortion, where the quantization noise spectrum between 22.05 kHz and 30 kHz follows the same path as in Figure 5-4 
(c).
To further test the linearity of the system signal averaging was applied to lower uncorrelated noise artifacts in an attempt to expose non-linear distortion. Also, the quantization of the input signal was lowered from 32 bit to 48 bit to expose the SDM quantization noise spectrum and a two sine wave excitation was used with signal amplitudes of 0.1 and respective frequencies 19 kHz and 20 kHz. The sequence length is 2 16 samples in all cases. show this has been achieved. Also, this confirms the level of dither applied to the quantizer input is about optimum. It is interesting to observe that the sidebands due to frequency modulation [7] and distributed around the SDM sampling frequency at 2.8224 MHz are now exposed.
The step back algorithm can readily be applied to other SDM structures such as the Sony FF encoder [9] . Figure 5-8(a,b) shows the output spectrum and quantizer input signals respectively for this class of SDM. The input signal for this example consists of two sine waves each of amplitude 0.35 with frequencies 19 kHz and 20 kHz. Observe in this example how the SDM noise spectrum lies significantly above the 24-bit noise reference level and that the noise performance below the two notch frequencies does not improve so rapidly. This effect was reported earlier [8] and is a consequence of the method by which the notch frequencies are realized using local feedback around pairs of integrator.
Figure 5-8(b) reveals a considerable level of step back activity although here it is a direct consequence of the high level of peak-input signal set at 0.7. In this example because of the relaxed nature of the NSTF, this activity rapidly decays as the input signal level is reduced. Nevertheless, the encoder shows excellent behaviour in the structure of the quantizerinput signal with no excessive peaks and a smooth noise-like structure. It was reported earlier [7, 8] that a motivation towards using parametric SDM compared to the Sony FF topology is that the NSTF is not compromised at lower audio frequencies. A further example of SDM is presented in Figures 5-9 (a,b) that attempts to produce a milder high frequency NSTF with reduced high frequency noise although at the expense of a degraded in-band noise performance. Again observe the 24 bit reference spectrum and compare it against the spectrum in Figure 5 -8(a).
Although the absolute noise level within the audio band is not as great as the earlier aggressive noise shaper examples shown in Figures 5-6 and 5-7, there is still an improvement in high frequency noise performance where this is actually better than the Sony FF encoder. The relative system complexity is also more modest where five principal integrators and two parametric stages are used. However, the cost of this NSTF tuning is a greater reliance upon step back activity as shown in Figure 5 -9(b). Simulations also reveal that significant step back activity remains even when the input signal level is reduced. The Sony FF encoder is therefore more relaxed and less demanding in this respect and would lead to faster coding. 
CONCLUSIONS
This paper has presented a new approach to SDM that relies upon a state memory to enable a step back in time function to be implemented. The technique recognises that because of the gross non-linearity within SDM together with the restricted nature of binary output code, it is possible for the encoder to enter a blind alley and to experience blocking leading directly to instability. Figure 2 -2, yields an exact signal transfer function of unity where this was applied in all the simulations presented in this paper.
The method builds upon earlier work on parametric coding which showed how to implement aggressive noise shapers. However, in these earlier schemes there is always the potential problem of instability, which becomes more difficult to control at higher signal levels. Earlier work [2, 7] also presented a number of strategies to control high level coding, which used multilevel output code combined with time dispersive correction. These techniques however, necessarily introduce a small amount of non-linear distortion that result in output spectrum degradation. The present technique eliminates the need for such corrective processing and enables a smooth forward progression in encoding under proper closed-loop control. The main limitation comes about in situations where there is no identifiable forward trajectory for the signal to follow; here the step back process will inevitably go into a cyclic loop and fail to progress.
There are inevitable comparisons to be drawn with the Trellis algorithm. Observing a full Trellis implementation, the present approach appears more computationally efficient especially in situations where only minor step back activity is demanded. However, there has been important progress made which leads to a more efficient Trellis implementation [4, 5] . The ultimate question is whether Trellis leads to an optimal solution. Initial thoughts suggest that a comprehensive search of all signal combinations and choosing the lowest cost function must lead to the best solution. However, in practice it is not that clear cut as changing the Trellis analysis block size and making even minor changes to the NSTF and loop dither, will inevitably converge towards a different bit pattern. Also, there is a very small possibility of extremely small coding artifacts, akin to modulation distortion, related to block size. The step back procedure has no regular block structure where once encoding is completed, it appears as a continuous and virtually non-granular process with no evidence that step back correction ever occurred. On this basis there appears to be no absolute answer.
In the step back algorithm noise shaping and the use of retrospective processing are distinctly separate functions. The former shapes the noise spectrum while the latter identifies valid signal trajectories that allow stable encoding, thus noise shaping is defined only by the NSTF. In practice as the NSTF becomes more aggressive, then there are less valid signal paths available due to the increased demand for coding accuracy that can maintain stable coding in the context of a binary output code. If the output of the SDM were multi-level, then this would be seen as ever-higher signal levels that contain the required information. When the output code is binary there are signal restrictions that lead ultimately to instability. It is suggested that a better approach to loop stability is to refer to the probability of instability rather than just a single state or bound where instability can occur. The step back algorithm takes advantage of this stochastic behaviour and itself becomes a good indicator of loop stability jointly in terms of NSTF and signal level. This increase in step back activity as a measure of the proximity to instability can be observed in Figures 5-2(b) , 5-3(b) and 5-4(b) especially where noise shaping is applied more aggressively.
The results presented here have been used to explore further the boundaries of parametric encoding as this allows an efficient way to specify the NSTF. However, as shown the technique can readily be applied to other NSTF architectures and is, for example, an excellent companion to the standard Sony FF SDM [9] where it prevents failure due to occasional instability.
Used here step back eliminates the need for forced state reset, thus improving encoding and because this algorithm uses relatively relaxed noise shaping there is only a small time penalty as the rate of step back activity would be low. By way of example, a computation performed over 2 20 sample required only 10 incidences of step back when the peak-input signal was reduced to 0.02.
ACKNOWLEDGEMENTS
I wish to acknowledge the encouragement and support to publish this work that was given by Derk Reefman and Erwin Janssen from Philips Research Laboratories, Eindhoven. Their interest and expertise in this research was a source of great inspiration.
