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Pro´logo
El presente Trabajo de Fin de Grado tiene como objetivo, como su propio nombre
indica, el ana´lisis de diversos sistemas de estimacio´n automa´tica de acordes a partir
de mu´sica digitalizada. La obtencio´n de los acordes presentes en una pista de audio es
una tarea compleja que requiere, tanto conocimientos de ingenier´ıa como conocimientos
musicales. Para muchos mu´sicos, entre los que me incluyo, ser´ıa de gran ayuda tener
un sistema capaz de realizar esta tarea, en tiempo real, y con una precisio´n cercana al
100 %. Por ello, cuando la persona que ha tutorizado este trabajo, Jose´ Manuel In˜esta,
me propuso investigar este tema, no dude´ en aceptar.
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Que la vida iba en serio
uno lo empieza a comprender ma´s tarde
como todos los jo´venes,
yo vine a llevarme la vida por delante.
En estos an˜os he descubierto que el e´xito no es conseguir dinero, ni ascender en el
trabajo. Ni siquiera lo es recorrer el mundo o conseguir la fama. El e´xito no esta´ ni en
las ciencias ni en las letras. El e´xito es levantarte cada d´ıa sabiendo que amas lo que
haces, sea lo que sea.
Quiero agradecer, en primer lugar, a mi tutor Jose´ Manuel In˜esta por toda la ayuda
prestada, de un valor incalculable. Gracias por contestar a todos mis extensos correos y
por ayudarme a poner los pies en la tierra cuando empezaba a tener delirios. Adema´s, esto
no podr´ıa haber sido posible sin la ayuda de Jose´ Javier Valero. De Jose´ Javier admiro
su humildad y entrega a los dema´s. Much´ısimas gracias por toda la paciencia que tuviste
para contestar las largas listas de preguntas que ten´ıa preparadas para hacerte. Suerte
con tu tesis, aunque no la necesitas.
Tambie´n quer´ıa agradecer a todos los profesores que he tenido a lo largo de estos an˜os,
para los que estoy seguro que la ingenier´ıa era mucho ma´s que so´lo un trabajo, era una
pasio´n.
No estar´ıa hoy donde estoy sin el apoyo incondicional de mis padres. A mis padres
tengo que agradecerles todo en esta vida. No puedo estar ma´s orgulloso de ellos y me
v
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esfuerzo cada d´ıa en que ellos lo puedan estar de mi. A mi hermana Diana le agradezco
el saber que siempre podre´ contar con ella para lo que necesite. Adema´s, estoy seguro
de que vas a ser una estupenda me´dica. Tampoco me olvido de Sancho, era e´l quien
ma´s compan˜´ıa me hac´ıa en mis largas tardes de estudio. Adema´s, doy las gracias a mis
abuelos, mis t´ıos y mis primos que siempre han estado ah´ı, alegra´ndose incluso ma´s que
yo de mis propios e´xitos.
A mi pareja, Roc´ıo, le agradezco que haya hecho de estos u´ltimos an˜os, los mejores de
mi vida.
A Bleda, Lucas y dema´s amigos tanto de Alicante como de Hell´ın, les pido perdo´n
por lo pesado que he llegado a ser muchas veces con todas mis cosas frikis. Sobretodo
estas u´ltimas semanas, creo que ten´ıais ma´s ganas que yo de que terminara el TFG. Sin
embargo, siempre habe´is estado ah´ı, y he disfrutado como un nin˜o con todos vosotros.
Por u´ltimo, me gustar´ıa agradecer a todas las personas con las que alguna vez he
compartido escenario, o simplemente he pasado tardes tocando la guitarra junto a ellos.
En especial a Pedro Pe´rez, mi primer profesor de guitarra, pues tu´ me transmitiste tu
amor a la mu´sica.
A todos, espero que disfrute´is la lectura
Pablo Gonza´lez Carrizo
San Vicente del Raspeig, Junio de 2017
Abstract
Music transcription systems try to create the original sheets from audio files. This is a
difficult task, even from human specialists, and doing it automatically is a work currently
done by many researchers. In this project, we will focus on one concrete area of the music
transcription: automatic chord estimation (ACE). We will analyze the main subsystems
inside an automatic chord estimation system, and how, modifying theirs parameters,
changes the result of the estimation.
A lot of researchers of this topic meet together, annually, in the MIREX event, where
they share their works. Most new systems are based on deep learning. The problem
of deep learning is that the system may work or not, but a set of values of neurons
connections weights doesn’t give us enough information to know what is happening in
the system. In the future, most ACE algorithms will use deep learning, so obtaining
more information about other parts of the process, and how they modify the final result
of the estimation, will be very useful.
The analyzed subsystems have been divided in some categories depending on the part
of the system where they are executed: signal adaptation, feature extraction, prefiltering,
classification and postfiltering. We have analyzed the effect on the system of harmonic-
percussive separation, signal filtering or beat synchronization. However, as we have seen,
the more important parts of the system were the training dataset and the classifier
used. We have used two different kind of training datasets. One of them comes from
ideal theoretical models. The other one, comes from real samples taken from musical
instruments. Three different classifiers have been analyzed: knn, support vector machine
and a neural network with some hidden layers.
The system has a configuration file where the user can change all the parameters.
Furthermore, a documentation file has been also created, and a report file generator,
that will create a document with the results of an estimation. All of this was done to





La transcripcio´n musical supone la escritura de la partitura que origina una cancio´n,
a partir de una pista de audio. Esta es una tarea dif´ıcil incluso para los especialistas hu-
manos, y realizarla de manera automa´tica es un a´rea de investigacio´n abierta desde hace
muchos an˜os. En este trabajo nos centraremos en un aspecto concreto de la transcripcio´n
musical, la estimacio´n de acordes. Realizaremos un ana´lisis de los principales componen-
tes de un sistema de estimacio´n de acordes t´ıpico, y veremos co´mo la modificacio´n de
sus distintos para´metros afecta el resultado de la estimacio´n.
Muchos son los investigadores que han centrado sus esfuerzos en esta tarea. Desde
hace ma´s de 10 an˜os, anualmente se suelen poner en comu´n todos los trabajos realizados
en este campo en el evento MIREX. Una gran parte de los algoritmos ma´s avanzados de
este campo presentados en los u´ltimos an˜os, esta´n basados en el uso del deep learning o
aprendizaje profundo. El problema del deep learning es que el sistema puede funcionar, o
no, pero un conjunto de valores de pesos de conexiones neuronales no nos proporcionara´n
la informacio´n suficiente como para saber que´ esta´ pasando en nuestro sistema. Ya que
el futuro de la estimacio´n de acordes pasa inevitablemente por el deep learning, trabajos
como e´ste permitira´n arrojar algo de luz al proceso, permitiendo tener una informacio´n
detallada de co´mo afectan al sistema el resto de elementos y sus para´metros.
Los subsistemas analizados se han dividido en funcio´n de la fase del proceso en los que
estos se encontraban: fase de adaptacio´n de la sen˜al, fase de extraccio´n de caracter´ısticas,
fase de prefiltering, fase de clasificacio´n y fase de postfiltering. Hemos analizado el efecto
de la separacio´n armo´nico-percusiva, el filtrado de la sen˜al o la sincronizacio´n con el
pulso. Sin embargo, hemos podido comprobar que los elementos que de verdad supon´ıan
importantes cambios en la estimacio´n era el conjunto de datos de entrenamiento escogido
y el clasificador usado. Con respecto a los conjuntos de datos de entrenamiento, se
han utilizado tanto datos ideales teo´ricos como datos obtenidos a partir de muestras
tomadas de instrumentos musicales. Con respecto al clasificador, se han analizado tres
tipos principales, un clasificador knn, una ma´quina de vector de soporte y una red
neuronal con varias capas ocultas.
Adema´s,se ha complementado el sistema con un archivo que permite configurar todos
los para´metros del mismo, una extensa documentacio´n y un generador de documentos
con los resultados de las ejecuciones del mismo. Todo ello, con la intencio´n de que pueda
ser utilizado por otros investigadores como base para la creacio´n de sus propios sistemas
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La armon´ıa puede definirse como el equilibrio de las proporciones entre las distintas
partes de un todo. En mu´sica, la armon´ıa la crean las distintas voces que suenan si-
multa´neamente, es decir, los acordes, y la forma en la que e´stos progresan a lo largo de
una obra. Llamamos acorde al conjunto de 3 o ma´s notas musicales que suenan de forma
simulta´nea y que, juntas, conforman una unidad armo´nica. Una sucesio´n de acordes, se
denomina progresio´n armo´nica. En la figura 1.1 vemos un ejemplo de la partitura de una
cancio´n junto con anotaciones de su progresio´n armo´nica.
La armon´ıa es considerada como la ciencia que ensen˜a a constituir los acordes y que
sugiere la manera de combinarlos de la forma ma´s equilibrada, consiguiendo as´ı sensa-
ciones de relajacio´n y sosiego (armon´ıa consonante), o de tensio´n (armon´ıa disonante).
Es el elemento que permite que la mu´sica transmita un mensaje y que permanece in-
mutable a las distintas variaciones que se puedan interpretar de una obra musical. En
muchas ocasiones, u´nicamente conociendo su armon´ıa, varios mu´sicos sera´n capaces de
interpretar una cancio´n, sin que esta pierda su esencia. Por lo tanto, si conseguimos
obtener la progresio´n armo´nica de una obra musical, estaremos obteniendo informacio´n
con un gran valor. Adema´s, conocer los acordes de una cancio´n nos sera´ tambie´n de
utilidad en otras tareas como deteccio´n de tonalidad, transcripcio´n de audio a partitura,
clasificacio´n del ge´nero o alineamiento de audio y letra.
Sin embargo, la obtencio´n de las progresiones de acordes presentes en una cancio´n,
puede llegar a ser un trabajo costoso que requiere de varios expertos y con un tiempo
aproximado de 8 a 18 minutos por cancio´n. En ciertas canciones este proceso puede
durar ma´s de una hora. [Burgoyne et al., 2011] Por ello, este trabajo tiene como objetivo
el ana´lisis de sistemas automa´ticos para la estimacio´n de acordes a partir de mu´sica
digitalizada. El objetivo final es, a partir de un conjunto de ficheros de audio, generar
para cada uno un listado de acordes junto con los tiempos en los que e´stos suenan. Se
probara´n varios algoritmos para cada una de las partes del sistema, evaluando cada vez
la capacidad de prediccio´n del sistema a partir de un conjunto de canciones de las que
previamente conocemos su ground-truth.
1.1. Origen del proyecto
Este proyecto nace como continuacio´n a dos Trabajos de Fin de Grado realizados
por Miguel Segura Sogorb [Segura Sogorb, 2015] y Daniel Gil Ortiz [Gil Ortiz, 2016], y
tutorizados, al igual que este trabajo, por Jose´ Manuel In˜esta. En ambos trabajos, se
analizan varios sistemas ba´sicos de estimacio´n de acordes a partir de audio, que sera´n el
punto de partida para la realizacio´n de nuestro sistema.
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Country Gardens - Percy Grainger
G7 C D7 G G C D7 G
Figura 1.1: Partitura de un fragmento de la cancio´n Country Gardens con anotaciones
de acordes
Las ventajas de no partir sobre un lienzo en blanco son evidentes, y gracias a ello se
ha podido llegar mucho ma´s lejos de lo que se hubiera llegado teniendo que plantearse
el disen˜o del sistema desde cero. Sin embargo, tambie´n se corre el riesgo de interpretar
todas las suposiciones que se realizan en dichos trabajos como verdades absolutas o de
arrastrar ciertos errores de concepto o de programacio´n que existieran en el trabajo
original. Por ello, desde un primer momento se decidio´ no empezar exactamente donde
terminaron los trabajos anteriormente citados, sino que se intentar´ıa reproducir sus pasos
desde el inicio, planteando y evaluando otras posibles opciones en cada una de las fases
del sistema.
1.2. Metodolog´ıa de trabajo
En este proyecto se ha utilizado una forma de trabajar similar a las metodolog´ıas
a´giles de desarrollo de software. Estas metodolog´ıas buscan un desarrollo ra´pido y efi-
ciente. Esta´n basadas en ciclos de evolucio´n de software incrementales en los que se
postponen las decisiones lo ma´s posible hasta haber obtenido un feedback del cliente.
En nuestro caso no tenemos un feedback de un cliente, pero s´ı tenemos un me´todo de
evaluacio´n que nos dira´ que´ tasa de acierto estamos obteniendo con nuestro sistema y
nos permitira´ evaluar la eficacia de cada uno de los cambios que realicemos en e´l. Las
fases en las que se basar´ıa un proyecto comu´n en este campo (revisio´n bibliogra´fica,
desarrollo, evaluacio´n y documentacio´n) se han repetido en numerosas ocasiones, para
cada iteracio´n en el desarrollo del sistema. Cuando hablamos de iteracio´n nos referimos a
cualquier cambio que se realice en el programa que pueda suponer una mejora en la tasa
de acierto. Esta forma de trabajar ha permitido tener que evitar hacer una estimacio´n, al
comienzo del proyecto, de cua´nto tiempo dedicaremos al disen˜o y desarrollo del sistema,
y cuanto a la realizacio´n de la memoria. Esta estimacio´n es complicada de realizar, y
equivocarnos al realizarla supone no poder dedicarle el tiempo necesario a la memoria
del trabajo, o bien, obtener un programa con menos funcionalidades de las que podr´ıan
haberse implementado. De esta forma, cada nueva funcionalidad es documentada en la
memoria poco despue´s de haberse terminado de programar. En las figuras 1.3 y 1.2














Figura 1.3: Metodolog´ıas a´giles
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1.3. Introduccio´n a la extraccio´n de informacio´n musical
Vivimos en la Era de la Informacio´n y, como en muchos otros campos, en la mu´sica
podemos ver claramente el efecto de la Revolucio´n Digital, que supuso el principio
de esta era. La cantidad de mu´sica digital que se produce cada d´ıa crece de forma ex-
ponencial. Tenemos dispositivos asequibles, capaces de almacenar miles de canciones.
Llevamos estos dispositivos con nosotros a todos sitios, y acompan˜amos de mu´sica mu-
chas de nuestras tareas cotidianas. Al ser capaces de almacenar la mu´sica como simples
conjuntos de unos y ceros, podemos compartirla o copiarla tantas veces como queramos,
obteniendo todas las veces copias ide´nticas a la original. De ah´ı, que grandes plataformas
de streaming nos permitan acceder al momento a millones de canciones que ni siquiera
disponemos, sino que esta´n alojadas en servidores en cualquier parte del mundo.
Adema´s, vivimos en una e´poca de democratizacio´n de la mu´sica. La grabacio´n de
mu´sica ha dejado de ser un privilegio de unos pocos y con unos medios muy limitados
cualquiera puede ser capaz de grabarse sus propios temas, con una calidad que no tiene
por que´ alejarse demasiado de las grabaciones de los grandes sellos discogra´ficos.
A partir de esta revolucio´n, nace una nueva a´rea de investigacio´n basada en la extrac-
cio´n de informacio´n musical, habitualmente conocida como MIR (Music Information
Retrieval). Esta a´rea se engloba dentro de otra a´rea mayor, Information Retrie-
val. Todas las investigaciones y herramientas relacionadas con esta disciplina tiene un
enfoque comu´n: Tratar de describir documentos por medio de caracter´ısticas obtenidas
de ellos. De esa necesidad nace el concepto de metadatos, datos sobre los datos. Los
metadatos suponen una nueva dimensio´n que aporta un valor an˜adido a un documento.
En el caso concreto de la extraccio´n de informacio´n musical, engloba a especialistas de
distintos campos como la musicolog´ıa, el tratamiento de sen˜al o la inteligencia artificial.
Todos ellos trabajan juntos para lograr solventar la gran carencia de metadatos que
existe en la mu´sica.
Los principales esta´ndares de audio, como son el CD y el MP3, no contemplan la
posibilidad de almacenar tambie´n informacio´n estructurada adicional. An˜os despue´s del
lanzamiento del formato MP3, a ra´ız de contribuciones externas al esta´ndar, se an˜adie-
ron las etiquetas ID3, que permit´ıan an˜adir algunos metadatos ba´sicos. Incluso existe
software, como TuneUp 1.4, que permite an˜adir ciertos metadatos a archivos MP3. Sin
embargo, estos no son suficientes, y adema´s no esta´n presentes en muchos archivos. Por
lo tanto, toda esa gran cantidad de mu´sica que comenta´bamos antes que se genera ac-
tualmente, se esta´ generando con una escasa cantidad de metadatos asociada. Se esta´
perdiendo la oportunidad de multiplicar el valor de esos archivos an˜adiendo unos pocos
bytes, y esto supone un gran reto para el campo de investigacio´n del MIR.
1.3.1. ¿Por que´ necesitamos la extracio´n de informacio´n musical
Un estudio sobre las necesidades de informacio´n en la mu´sica de 427 estudiantes uni-
versitarios [Lee and Downie, 2004] revelo´ datos muy interesantes. Segu´n los datos ob-
tenidos, la mayor´ıa de los usuarios buscaban informacio´n adicional para complementar
su audicio´n de la mu´sica. Esta informacio´n estaba relacionada con el artista, el ge´nero,
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Figura 1.4: Imagen promocional del software TuneUp, que permite an˜adir metadatos a
archivos MP3.
la letra de la cancio´n, artistas similares o las recomendaciones de otros usuarios. En el
estudio, se sugieren dos tipos de metadatos necesarios.
Metadatos de contenido: Incluyen informacio´n obtenida a partir de la propia
mu´sica (melod´ıa, tiempo, acordes,etc) e informacio´n bibliogra´fica (t´ıtulo, autor,
disco, etc)
Metadatos de contexto: Aqu´ı se incluyen todos los metadatos referidos a la
relacio´n con otras canciones o artistas similares y los referentes a las asociaciones
con otros trabajos o eventos (uso de las canciones en pel´ıculas, anuncios, etc)
Adema´s de las necesidades de los usuarios comunes que necesitan de los metadatos para
tareas como encontrar temas similares, obtener informacio´n de los autores u organizar
sus bibliotecas de mu´sica personales, existen las necesidades concretas de ciertos grupos
de personas con una relacio´n de mayor importancia con la mu´sica. Ejemplo de ellos
pueden ser personas que necesitan encontrar mu´sica con ciertas caracter´ısticas para sus
actividades profesionales o incluso los propios mu´sicos. Para estos u´ltimos, los metadatos
de contenido pueden ser imprescindibles. La obtencio´n de una transcripcio´n completa
de una obra, de las progresiones de acordes o de simplemente el compa´s y la tonalidad
de una obra son de gran ayuda para ellos.
1.3.2. Dimensiones de la extraccio´n de informacio´n musical
En un art´ıculo sobre MIR en el Annual Review of Information Science and Techno-
logy [Downie, 2003] se definen siete dimensiones principales dentro de la extraccio´n de
informacio´n musical.
1. Tono: El tono es la altura del sonido percibida, que depende de su frecuencia
fundamental, es decir, del nu´mero de oscilaciones por segundo. La diferencia de
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altura entre dos tonos da lugar a un intervalo, que dependiendo de la distancia
entre ambos; medida en semitonos; pertenece a un tipo concreto. Adema´s, dentro
de esta dimensio´n se encontrar´ıa la tonalidad, definida como el sistema de sonidos
que sirve de fundamento a una composicio´n musical.
2. Tiempo: Aqu´ı se incluye la duracio´n de las notas, la velocidad del pulso, el compa´s,
la duracio´n de las armon´ıas o los acentos.
3. Armon´ıa: Cuando dos o ma´s alturas suenan a la vez, se produce una armon´ıa.
La combinacio´n de armon´ıas en una obra consigue que el autor transmita sus
emociones creando en el oyente momentos de tensio´n y de relajacio´n. La armon´ıa
sera´ la base de la melod´ıa y el acompan˜amiento de la cancio´n. El presente trabajo
se desarrollara´ precisamente sobre esta dimensio´n.
4. Timbre: Es la cualidad del sonido que nos permite conocer el elemento que esta´
producie´ndolo. Podemos distinguir una voz o un instrumento porque conocemos
su timbre. F´ısicamente, esta propiedad esta´ basada en el espectro del sonido, y en
la presencia en e´l de armo´nicos.
5. Editorial: La dimensio´n editorial incluye todas las instrucciones para la interpre-
tacio´n de una obra. Ejemplo de ellas podr´ıan ser las digitaciones, las instrucciones
de dina´mica o los ornamentos.
6. Textual: El elemento principal de esta dimensio´n son las letras de las canciones.
7. Bibliogra´fica: Contiene la informacio´n sobre el t´ıtulo de la obra, el compositor,
los inte´rpretes, la discogra´fica, etc. Esta es la u´nica dimensio´n cuyos datos no se
pueden obtener de la propia composicio´n.
1.3.3. ISMIR
A ra´ız de esta necesidad de extraccio´n de informacio´n en la mu´sica nace en el an˜o
2000 las International Society for Music Information Retrieval (ISMIR). ISMIR es una
asociacio´n sin a´nimo de lucro de investigadores de este campo, que cuenta actualmente
con ma´s de 1800 miembros. Una de sus principales tareas es la organizacio´n de una con-
ferencia anual, cuya localizacio´n es diferente cada an˜o, que reu´ne a los ma´s importantes
investigadores de Music Information Retrieval con la intencio´n de compartir conoci-
miento. Como parte de estos eventos, desde 2005 se desarrollan los MIREX (Music
Information Retrieval Evaluation eXchange). En estas sesiones, los algoritmos de MIR
de investigadores de todo el mundo compiten por ver quien obtiene mejores resultados
en las diferentes categor´ıas. El nu´mero de categor´ıas ha crecido desde las 10 categor´ıas
que se evaluaron la primera vez que se celebro´ este evento hasta las 24 categor´ıas que
existieron en el 2016. Las categor´ıas evaluadas fueron las siguientes:
Grand Challenge on User Experience (J-DISC)
Grand Challenge on User Experience
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Audio Classification (Train/Test) Tasks, incorporating:
Audio K-POP Genre Classification
Audio Cover Song Identification
Audio Tag Classification




Real-time Audio to Score Alignment (a.k.a Score Following)
Query by Singing/Humming
Audio Melody Extraction












Adema´s en su web oficial 1 encontramos una wiki con todas las tareas evaluadas en todos
los an˜os de celebracio´n del MIREX, con los resultados de los diferentes algoritmos que
compitieron en cada una de ellas. En la figura 1.5, vemos una captura de la wiki de
1http://www.music-ir.org/mirex/
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Figura 1.5: Wiki MIREX 2016, con resultados de los algoritmos de estimacio´n de acordes
MIREX 2016 2 en la que se muestran los algoritmos de estimacio´n de acordes presenta-
dos y sus puntuaciones en los diferentes datasets usados. Adema´s, se proporcionan los
papers de estos algoritmos, los datasets usados y una clara explicacio´n del me´todo que
se ha seguido para su evaluacio´n, de forma que cualquier investigador podr´ıa evaluar su
algoritmo y compararse con los algoritmos del estado del arte.
1.4. Introduccio´n a la estimacio´n automa´tica de acordes
(ACE)
Este trabajo esta´ enfocado a una de las tareas nombradas anteriormente que ha forma-
do parte de MIREX desde 2008, la estimacio´n automa´tica de acordes a partir de sen˜ales
de audio (Automatic Chord Estimation, ACE).












Figura 1.6: Ejemplo de fichero de salida de un algoritmo de ACE
que define una cancio´n. Es el elemento que permanece inmutable a las distintas versiones
que se realicen de esta e incluso permite a varios mu´sicos interpretarla sin una partitura
completa. La meta de un algoritmo de este tipo es obtener, a parir de una pista de audio,
un archivo con metadatos con una estructura similar al de la figura 1.6.
Cada fila de este fichero contiene:
Tiempo de inicio del acorde
Tiempo de fin del acorde
Nombre y tipo del acorde
Esta forma de mostrar el resultado de un algoritmo ACE es ampliamente usada, siendo
guardado el archivo comu´nmente con la extensio´n .lab. Esta extensio´n fue creada por
los creadores del software wavesurfer, que es capaz de leerla y mostrar los acordes en
la posicio´n adecuada junto con la pista de audio.
Aunque sea un campo de estudio que lleve ya varios an˜os con nosotros, y exista
una gran cantidad de algoritmos distintos, los investigadores no han conseguido dar
con la clave para resolver ciertos problemas que surgen a la hora de estimar a que´
acorde corresponden una serie de muestras de audio. Las entidades armo´nicas se crean
en nuestro cerebro, el cual integra todos los sonidos que le llegan en un determinado
rango de tiempo, incluso si estos no se han interpretado simulta´neamente. Uno de los
principales problemas es que no todas las notas que suenan en un determinado momento
de una cancio´n pertenecen al acorde correspondiente a esa parte. Es muy comu´n el uso,
en determinados momentos de una pieza musical, de notas externas al acorde. Estas notas
nos permiten crear tensiones, obtener melod´ıas suaves sin cambios bruscos o preparar la
transicio´n al siguiente acorde. Este hecho complica la estimacio´n automa´tica, pudiendo
confundir al sistema, que piensa que esas notas deben ser parte del acorde. Adema´s, como
se analizara´ ma´s adelante, cuando se ejecuta una nota concreta en un instrumento, sea
el que sea, nunca sonara´ una sola frecuencia; sonara´n varias frecuencias distintas, que
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Figura 1.7: Ejemplo de cromagrama
pueden tener o no alguna relacio´n entre s´ı, y que son una fuente de problemas para estos
algoritmos.
Los sistemas ACE suelen combinar te´cnicas de procesado digital de sen˜al y te´cnicas
de aprendizaje automa´tico. Estos algoritmos, como es comu´n en muchos otros campos,
comienzan con una etapa de extraccio´n de caracter´ısticas de los audios, a partir
de las cuales sera´n capaces de detectar que´ acorde suena en cada momento. La principal
caracter´ıstica usada por la mayor´ıa de estos algoritmos es el cromagrama que no es ma´s
que un espectrograma con las octavas y alturas sumadas. Un ejemplo de un cromagrama
es el que se puede ver en la figura 1.7 A esto le sigue una etapa de comparacio´n
con un modelo, que ha sido implementada de formas muy distintas como veremos en
cap´ıtulos posteriores. En esta etapa se comparan las caracter´ısticas extra´ıdas del audio
con un modelo que puede ser teo´rico, o extra´ıdo del propio dataset, para as´ı ser capaces
de estimar a que´ clase pertenece cada una, es decir, a que´ acorde corresponden.
A estas dos fases principales, se han ido incorporando a lo largo del tiempo subtareas
que suponen mejoras en la estimacio´n como la sincronizacio´n de los cromagramas con los
beats, el suavizado de los cromagramas, el uso de decodificadores de Viterbi, el uso de
redes bayesianas y un largo etce´tera de funcionalidades que se analizara´n ma´s adelante.
Para la evaluacio´n de estos algoritmos, existen en la red numerosos datasets realiza-
dos por expertos que nos sirven como ground truth. Hasta hace no demasiados an˜os, no
exist´ıa esta amplia cantidad de canciones con sus acordes etiquetados y exist´ıa un dataset
con 180 canciones de los Beatles de Isophonics [Harte, 2010] 3, considerado durante mu-
3http://www.isophonics.net/content/reference-annotations-beatles
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cho tiempo como el dataset de referencia. La reciente aparicio´n de nuevos datasets como
la coleccio´n Billboard [Burgoyne et al., 2011] 4 con ma´s de 1000 canciones etiquetadas,
ha evitado algoritmos sobreajustados que nos hac´ıan tener una percepcio´n demasiado
positiva de cua´l es el estado del arte actual.
Desde el 66 % de precisio´n en la deteccio´n de u´nicamente acordes mayores y menores
de los algoritmos presentados a MIREX 2005[Bello and Pickens, 2005], se han ido mejo-
rando progresivamente los algoritmos hasta llegar en MIREX 2016 a un 88 % de eficacia
de los algoritmos en algunos datasets[Korzeniowski and Widmer, 2016]. Este u´ltimo re-
sultado fue conseguido con te´cnicas de aprendizaje ma´quina, mediante redes neuronales
convolucionales.
Para muchos autores hemos llegado a un l´ımite pra´ctico, lo que se conoce como glass
ceiling [Benetos et al., 2012]. Estos autores justifican que los me´todos de transcripcio´n
actuales no son capaces de captar toda la riqueza de las sen˜ales de audio de canciones.
Las soluciones que proponen pasan por an˜adir ma´s informacio´n al proceso como infor-
macio´n de tonalidad, informacio´n sobre el ge´nero musical o sobre el instrumento. Incluso
se proponen algoritmos de transcripcio´n semiautoma´ticos en los que la interaccio´n del
usuario es necesaria para corregir los errores que produce el usuario y que el algoritmo
aprenda de estos errores. De aqu´ı nace el concepto de transcripcio´n multimodal, que
propone la integracio´n de varias fuentes de informacio´n para mejorar la precisio´n del
sistema.
1.5. Sistemas ACE comerciales
Aunque la estimacio´n automa´tica de acordes suele ser un campo ma´s de investigacio´n
que de uso comercial, en el mercado existen varios sistemas que realizan esta tarea. En
esta seccio´n nos centraremos u´nicamente en aplicaciones de estimacio´n de acordes con
propo´sito comercial. Existen algunas webs que muestran, con un fin acade´mico, demos-
traciones de implementaciones de sistemas ACE concretos, pero no sera´n analizadas en
esta seccio´n.
1.5.1. Chordify
Chordify 5 es una de las aplicaciones comerciales de estimacio´n de acordes ma´s co-
nocidas. En la figura 1.8 podemos ver la interfaz principal de su web. Permite obtener
los acordes de canciones que pueden ser subidas por el usuario u obtenidas a partir de
un enlace a servicios como Youtube, Deezer o Soundcloud. Adema´s, los acordes anali-
zados se muestran, a la vez que se reproduce la cancio´n, de forma que el usuario puede
interpretar la cancio´n a la vez que suena, como podemos ver en la figura 1.9.
La deteccio´n de acordes en Chordify, es posible gracias al uso de la herramienta Chor-
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Figura 1.8: Web de Chordify
puede ser ejecutado por herramientas como Audacity o Sonic Annotator, que es capaz
de obtener los acordes presentes en una cancio´n. Chordino es capaz de realizar la ex-
traccio´n de caracter´ısticas gracias al plugin NNLS Chroma creado por Matthias Mauch
[Mauch and Dixon, 2010a]. Como ayuda a la estimacio´n de los acordes, se hace uso del
programa HarmTrace [Magalhaes and de Haas, 2011] 8, escrito en Haskell siguiendo el
paradigma de programacio´n funcional. Este programa permite aplicar la informacio´n de
la tonalidad en casos en los que haya cierta incertidumbre sobre cua´l es el acorde que
esta´ sonando.
Chordify cuenta tambie´n con una versio´n Premium, de pago, que ofrece interesantes
caracter´ısticas adicionales como la posibilidad de descargar el resultado en formato midi,
la eliminacio´n del l´ımite en la subida de archivos o la posibilidad de transponer la cancio´n.
1.5.2. Riffstation
La empresa Riffstation tiene una aplicacio´n web capaz de detectar los acordes de una
cancio´n a partir de un enlace a Youtube 9. Al igual que Chordify, permite ver, mientras
que suena la cancio´n, cua´les son sus acordes. Adema´s, la aplicacio´n tambie´n permite
observar los diagramas de los acordes que suenan.
La fuente de ingresos de Riffstation viene de la integracio´n de este sistema de acordes
en un software completo de entrenamiento para guitarristas, que venden a trave´s de su
web. Este software, adema´s de la deteccio´n de acordes tiene otras utilidades que permiten
aislar instrumentos de una cancio´n, cambiar su velocidad o an˜adir un metro´nomo a la
reproduccio´n de una cancio´n.
Aunque en su web no dice nada del algoritmo usado, la empresa asegura tener un 85 %
8Se puede encontrar en la siguiete url: https://hackage.haskell.org/package/HarmTrace
9https://play.riffstation.com/
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Figura 1.9: Chordify player
de acierto en canciones pop/rock.
1.5.3. Capo
Capo es un software de pago creado por la compan˜´ıa Supermegaultragroovy 10. Es-
te software contiene una serie de herramientas que ayudara´n al mu´sico a interpretar
canciones. Entre esas herramientas se encuentra un sistema de deteccio´n de acordes.
El software puede ser ejecutado en Mac, iPhone o iPad. En un art´ıculo en su blog 11,
sus creadores explican co´mo ha sido la creacio´n del sistema de deteccio´n de acordes. El
sistema inicial, basado en un paper de un sistema ACE de la Queen Mary University
de Londres [Stark and Plumbley, 2009], ha experimentado diversas modificaciones hasta
llegar a la versio´n actual. Entre esas modificaciones encontramos la sincronizacio´n de
la deteccio´n con los beats, y la incorporacio´n un sistema estad´ıstico para predecir que´





En este cap´ıtulo, sin pretender realizar un manual de referencia sobre teor´ıa de la
mu´sica, se explicara´n algunos conceptos necesarios para comprender la utilidad y el
funcionamiento del sistema de estimacio´n automa´tica de acordes propuesto.
2.1. Intervalos
En mu´sica, un intervalo se define como la distancia entre dos tonos. El intervalo
ba´sico es la octava. Una octava es la distancia entre un sonido armo´nico y otro sonido
armo´nico cuya frecuencia fundamental es el doble o la mitad del otro. La importancia
de este relacio´n de frecuencias reside en que, dada una nota, las notas que ma´s se le
parecen son su octava superior e inferior. De hecho, estas recibira´n el mismo nombre.1.
Cada octava, en el sistema temperado se divide en 12 escalones equiespaciados en un
eje de frecuencias logar´ıtmico. Cada uno de estos escalones sera´ un semitono En la
mu´sica occidental, el semitono es la mı´nima distancia entre dos notas.2 Existen 11 notas
entre un Do4 y un Do5:
Do#4, Re4, Re#4, Mi4, Fa4, Fa#4, Sol4, Sol#4, La4, La#4, B4
Desde un LA4, cuya frecuencia es 440Hz, hasta un LA5, cuya frecuencia es el doble,
880Hz, hay 440HZ de diferencia. Sin embargo entre un LA3 (220Hz) a un LA4 existe
una diferencia de so´lo 220Hz. El intervalo entre LA3 y LA4 es el mismo que entre LA4 y
LA5, una octava. De la misma forma, el semitono no define una diferencia de frecuencias,
sino, un ratio. La relacio´n de frecuencia correspondiente a un semitono es de 2(1/12)
La medida del intervalo entre dos notas la realizamos contando el nu´mero de semitonos.
Generalmente tambie´n usamos el te´rmino tono 3. Un intervalo de un tono no es ma´s que
el formado por 2 semitonos. La importancia de conocer los intervalos entre distintas
notas se debe a que, intervalos con igual relacio´n de frecuencias, son percibidos como
iguales, independientemente de en que´ frecuencia se den. De esta forma una melod´ıa
1Normalmente, el nombre de la nota se acompan˜a de un nu´mero para hacer referencia a su octava. LA2
y LA3 representan a la nota LA en distintas octavas. La frecuencia fundamental de LA3 sera´ justo
el doble que la de LA2
2Esto no es as´ı en muchas mu´sicas e´tnicas en las que se usan instrumentos capaces de producir sonidos
con una distancia de un cuarto de tono





































Figura 2.1: Intervalos posibles desde la nota Do
sera´ perfectamente reconocida por un oyente, aunque esta no este´ siendo interpretada
con las mismas notas que la original, simplemente se tienen que mantener los intervalos
entre todas ellas. Gracias a esto, un cantante puede cantar una cancio´n en un registro
que sea adecuado a su voz.
En la figura 2.1 podemos ver que´ nombre reciben algunos de los intervalos ascendentes
que pueden formarse desde la nota Do.
Adema´s del intervalo de octava comentado anteriormente, existen algunos intervalos
que son muy utilizados:
Un´ısono: La diferencia entre las dos notas que forman este intervalo es de 0 semi-
tonos. Para que se de´ este caso, las notas no tienen por que´ tener obligatoriamente
el mismo s´ımbolo. Dos notas con distinto nombre pueden equivaler al mismo soni-
do. Este es el caso de los llamados enarmo´nicos. Un ejemplo podr´ıa ser las notas
Mi# y Fa.
Intervalo de quinta: Este intervalo es fundamental en todos los tipos de mu´sica.
La relacio´n de frecuencias entre las notas de este intervalo es de 3/2, y correspon-
de a una distancia de 7 semitonos. Tanto los acordes mayores como los acordes
menores contienen este intervalo. Adema´s, aunque la definicio´n estricta de acorde
requiere que suenen 3 o ma´s notas, es muy comu´n encontrar en mu´sica moderna
acompan˜amientos basados en los llamados acordes de quintas. Estos acordes, ge-
neralmente interpretados por guitarras ele´ctricas con distorsio´n, esta´n compuestos
u´nicamente por un intervalo de quinta.
Tritono: El tritono equivale a un intervalo de cuarta aumentada, formado por 6
semitonos. Este intervalo divide la octava en dos partes iguales. Es un intervalo es-
pecialmente disonante. Crea tanta tensio´n que durante mucho tiempo era conocido
como Diabulus in musica, llegando a estar incluso prohibido en la Edad Media.
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2.1.1. Consonancia y disonancia
La consonancia y disonancia son dos conceptos fundamentales en la armon´ıa, capaces
de clasificar distintos intervalos segu´n la tensio´n que producen. Un intervalo consonante,
es percibido como agradable para el o´ıdo. Sin embargo, un intervalo disonante provoca
cierto rechazo. Mediante la combinacio´n de estas tensiones y relajaciones se crean las
obras musicales.
Que´ intervalos se consideran consonantes, y cua´les de ellos se consideran disonantes
es un tema complejo que, como los ca´nones de belleza, cambia a lo largo del tiempo.
Actualmente, los intervalos que se consideran consonantes son:
3a Mayor: Formado por 4 semitonos
3a Menor: Formado por 3 semitonos
4a Justa: Formado por 5 semitonos
5a Justa: Formado por 7 semitonos
6a Mayor: Formado por 9 semitonos
6a Menor: Formado por 8 semitonos
8a Justa: Formado por 12 semitonos
Por el contrario, los intervalos que se consideran como disonantes son:
2a Mayor: Formado por 2 semitonos
2a Menor: Formado por 1 semitono
4a Aumentada (Tritono) : Formado por 6 semitonos
7a Menor: Formado por 10 semitonos
7a Mayor: Formado por 11 semitonos
Aunque, como hemos comentado, esta definicio´n sobre que´ intervalos son consonantes
y cua´les disonantes no esta´ claramente definida, e incluso cambia a lo largo del tiempo,
no por ello deja de tener su fundamento f´ısico. En numerosos art´ıculos [Rasch and Plomp,
1999] [Terhardt, 1974] [Cazden, 1945] se estudia cua´les son los factores que afectan a la
percepcio´n de un intervalo como consonante o disonante. Estos factores son tanto f´ısicos,
como biolo´gicos e incluso culturales.
Desde el punto de vista f´ısico, la consonancia tiene su base en el solapamiento de
las series armo´nicas de las dos notas que forman el intervalo. Cuanto mayor sea este
solapamiento, mayor consonancia existira´ en el intervalo. El concepto de serie armo´nica
se estudiara´ ma´s adelante en el siguiente cap´ıtulo sobre fundamentos f´ısicos.
En la escala mayor natural, el mayor solapamiento se produce entre los intervalos de
cuarta y quinta justa, considerados como consonantes. Uno de cada dos armo´nicos de la
quinta, tambie´n esta´ presenta en la to´nica, y uno de cada tres armo´nicos de la cuarta,
tambie´n lo esta´ en la to´nica. De hecho, se suelen considerar al cuarto y quinto grado
como grados tonales. Al sonar estos, se dice que se consolida la tonalidad.
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2.2. Acordes
La armon´ıa consiste en el movimiento de los acordes a lo largo de una obra musical.
La definicio´n de acorde que se suele dar es la de un conjunto de tres o ma´s notas que
suenan de forma simulta´nea y que constituyen una unidad armo´nica. Como muchas
otras, incluso esta definicio´n da lugar a cierta pole´mica al considerarse en numerosas
ocasiones que un conjunto de dos notas tambie´n forman un acorde. Este es el caso de
los acordes de quintas formados u´nicamente por la nota fundamental y su quinta, muy
utilizados en mu´sica moderna. Segu´n el nu´mero de notas que formen el acorde podemos
tener d´ıadas (formadas por dos notas), tr´ıadas (formadas por tres notas), o tetradas
4 (formadas por cuatro notas). Sin embargo, en algunos estilos de mu´sica, en momentos
donde se busque crear mayor tensio´n, podemos an˜adir notas, dando lugar a acordes de
ma´s de 4 notas.
Los 2 acordes ma´s comunes so´n las triadas mayores y menores. Estos acordes son la
base de la armon´ıa, aunque se le puedan an˜adir ma´s notas para crear mayores tensiones
y dejen, por lo tanto, de ser tr´ıadas. El acorde de tr´ıada mayor esta´ formado por la
to´nica, su tercera mayor, y su quinta justa. Por ejemplo, el acorde de Sol Mayor, estara´
formado por:
Sol: La to´nica. Da nombre al acorde
Si: La tercera mayor
Re: La quinta justa
Si el intervalo de tercera fuera menor en vez de mayor, pasar´ıamos a tener una tr´ıada
menor. Un ejemplo podr´ıa ser el acorde de La menor, formado por las notas:
La: La to´nica. Da nombre al acorde
Do: La tercera menor
Mi: La quinta justa
Otros tipos de tr´ıadas que podemos encontrar son las aumentadas y disminuidas.
Los acordes de tr´ıada aumentados esta´n formados por dos terceras mayores superpuestas,
o lo que es lo mismo, desde la to´nica, una tercera mayor y una quinta aumentada. Es
equivalente a tomar un acorde mayor, y subir un semitono la quinta del acorde. Por el
contrario, los acordes disminuidos esta´n formados por dos terceras menores, o lo que es
lo mismo, desde la to´nica, una tercera menor y una quinta disminuida. Es equivalente a
tomar un acorde menor, y bajar un semitono la quinta del acorde.
En la figura 2.2 podemos ver ejemplos de acordes aumentados y disminuidos.
Adema´s, tambie´n es comu´n encontrarse los llamados acordes suspendidos. La ca-
racter´ıstica que distingue a estos acordes es que no esta´n formados por terceras. Tambie´n
tienen una quinta justa, pero la nota central del acorde en este caso no esta´ a un intervalo
4En ocasiones se refiere a estos acordes, erro´neamente, como cuatr´ıadas.
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Do aum Mi dim Re aum Fa dim Mi aum
Si dim
Figura 2.2: Ejemplos de acordes aumentados y disminuidos
Do sus2 Mi sus4 Re sus4 Fa sus2 A sus2
B sus4
Figura 2.3: Ejemplos de acordes suspendidos
de tercera de la to´nica sino a un intervalo de segunda mayor, o de cuarta justa. Este tipo
de acordes crean una tensio´n que se suele resolver en una tr´ıada mayor o menor. En la
figura 2.3 podemos ver ejemplos de acordes suspendidos.
2.2.1. Acordes de ma´s de 3 notas
Igual que para construir los acordes de tr´ıadas superopon´ıamos dos terceres consecuti-
vas a partir de la to´nica, para construir los llamados acordes de se´ptima, an˜adiremos
otra tercera ma´s al acorde obteniendo un acorde formado por la nota ra´ız, su tercera,
su quinta y su se´ptima. El tipo de estos intervalos dara´ lugar a los distintos acordes de
se´ptima. Estos acordes esta´n muy presentes en todos los estilos de mu´sica aportando
matices muy interesantes a las tensiones que aportan las tr´ıadas mayores y menores.
Adema´s, en muchas ocasiones, encontramos en estilos como el Jazz acordes que,
adema´s de la se´ptima, incorporan un intervalo de 9a, 11a o incluso 13a. Aunque no
los hayamos nombrado hasta ahora, es importante conocer estos intervalos, mayores que
la octava, conocidos como intervalos compuestos. Por ejemplo, el intervalo de novena
desde Do4 estar´ıa formado por una octava y una segunda, dando lugar a la nota Re5.
Cuando an˜adimos los intervalos nombrados anteriormente a los acordes de se´ptima, no
Nombre del acorde Tr´ıada Intervalo de se´ptima
Se´ptima mayor Mayor Mayor
Se´ptima menor Menor Menor
Se´ptima dominante Mayor Menor
Se´ptima disminuida Disminuida Menor










Figura 2.4: Inversiones del acorde de Do se´ptima dominante
estamos cambiando su funcio´n armo´nica. Su propo´sito es u´nicamente el de an˜adir suti-
les matices en la sonoridad del acorde, o incluso crear una segunda l´ınea melo´dica por
debajo de la l´ınea principal. Es por ello por lo que no enfocaremos nuestro esfuerzo en
detectar este tipo de acordes y preferimos centrarnos en detectar con eficacia las tr´ıadas
mayores y menores y, en la medida de lo posible, las se´ptimas.
2.2.2. Inversiones
Hasta ahora, se han estudiado los diferentes acordes en su estado fundamental. Esto
quiere decir, con la to´nica en la voz ma´s grave. Pero los acordes no siempre aparecen
as´ı. Es por ello por lo que hablamos de inversiones. Dependiendo de cual sea la nota
del acorde que esta´ en la voz ma´s grave podemos tener el acorde en primera, segunda
o tercera inversio´n. En la figura 2.4 podemos ver las distintas inversiones del acorde de
se´ptima dominante de Do.
2.3. Escalas
A partir de los doce sonidos en los que se divide una octava, podemos hacer distintas
agrupaciones de ellos formando nuevos subsistemas musicales. Una escala no es ma´s que
una secuencia de varios sonidos ordenados por altura (segu´n su frecuencia fundamental)
que sirven al autor como base para crear las diferentes melod´ıas. La escala es la paleta
de colores del pintor, que contiene todos los posibles colores que usara´ en su obra. El
autor combinara´ los sonidos de una o varias escalas para crear su obra. Al igual que
pasaba con los intervalos, quien determina las sensaciones que provoca una escala no
son las frecuencias absolutas que suenan, sino las relaciones entre las distintas notas
de la escala. Depende de la cantidad de notas, y de los intervalos que hay entre ellas
el nombre que tome la escala. Podemos construir una escala mayor comenzando sobre
cualquier nota, siempre y cuando mantengamos el mismo orden de tonos y semitonos.
Aunque existe una gran cantidad de escalas, la mayor parte de la mu´sica esta´ basada
en las siguientes escalas:
Escala mayor: La escala mayor esta´ compuesta por 7 notas y esta´ definida por
la siguiente secuencia de intervalos:
Tono – Tono – Semitono – Tono – Tono – Tono – Semitono.
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Figura 2.5: Escala de Do mayor
Figura 2.6: Escala de Re mayor
La escala de Do Mayor, es la representacio´n ma´s t´ıpica de esta escala, pues no
necesita ninguna alteracio´n porque los intervalos entre las notas ya cumplen la
secuencia que debe tener una escala mayor. Mediante sostenidos (#) o bemoles
(b), que son capaces de aumentar o disminuir respectivamente en un semitono la
altura a la que corresponde el nombre de una nota, podemos obtener el resto de
escalas mayores. Habitualmente las escalas mayores se suelen percibir como escalas
alegres y con gran cantidad de energ´ıa. En las figuras 2.5 y 2.6 vemos dos ejemplos
de escalas mayores.
Escala menor: La escala menor se obtiene si tomamos las notas sin alterar desde
La. Esta´ compuesta por 7 notas con la siguiente secuencia de intervalos:
Tono – Semitono – Tono – Tono – Semitono – Tono – Tono.
La escala menor suele considerarse que transmite sensaciones ma´s tristes. En las
figuras 2.7 y 2.8 vemos dos ejemplos de escalas menores.
Escala menor armo´nica: La escala menor armo´nica es muy similar a la escala
menor. Se construye elevando la se´ptima nota de una escala menor natural un
semitono. Esto aporta a la u´ltima nota de la escala una tensio´n especial que se
resolvera´ al ir a la to´nica. Un ejemplo de esta escala lo podemos ver en la figura
2.9
Escala menor melo´dica: La escala menor melo´dica eleva un semitono los grados
VI y VII respecto a la escala menor natural. Sin embargo, esta escala tiene una
Figura 2.7: Escala de La menor
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Figura 2.8: Escala de Re menor
Figura 2.9: Escala de La menor armo´nica
propiedad que no encontramos en otras escalas y es que so´lo alteramos estos semi-
tonos cuando interpretamos en sentido ascendente las notas de la escala. Cuando
el movimiento es descendente, se tocan las notas pertenecientes a la escala menor
natural. Podemos ver un ejemplo en la figura 2.10
Escala pentato´nica mayor: A partir de la escala mayor, si quitamos los inter-
valos de semitono, nos queda una escala de cinco notas llamada escala pentato´nica
mayor. Las escalas pentato´nicas son ampliamente utilizadas en estilos musicales
modernos, adema´s de muy utilizadas para la improvisacio´n en contextos de jazz,
pop y rock actuales, debido a que funcionan bien sobre varios acordes diato´nicos
de la misma tonalidad En la figura 2.11 vemos las 5 notas de la escala pentato´nica
mayor de Do.
Escala pentato´nica menor: Como en la mayor, para obtener la escala pen-
tato´nica menor, partimos de la escala menor natural y quitamos los semitonos
dando lugar a una escala de 5 notas. En la figura 2.12 vemos un ejemplo de esta
escala.
2.4. Tonalidad
Relacionado con el concepto de escala, existe tambie´n el de tonalidad. La tonalidad
puede entenderse como la organizacio´n jera´rquica de un conjunto de melod´ıas y acordes
alrededor de una nota principal que se denomina to´nica. Es un concepto que no consiste
u´nicamente en utilizar las notas de una escala concreta sino que e establece una jerarqu´ıa
Figura 2.10: Escala de La menor melo´dica
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Figura 2.11: Escala pentato´nica mayor de Do
Figura 2.12: Escala pentato´nica menor de La
donde la to´nica es el centro del conjunto de sonidos que forma la escala asociada a dicha
tonalidad.
La sensacio´n de reposo se encuentra precisamente al interpretar la nota o acorde
principal de la tonalidad, la nota que da nombre a esta. Adema´s, al igual que podemos
decirlo de las escalas, podemos tener tonalidades mayores o menores, dependiendo de si
la escala principal usada es mayor o menor. En muchas canciones se produce un feno´meno
denominado modulacio´n por el cual se modifica la tonalidad de la obra a mitad de esta.
Esto requiere de un proceso concreto para que el oyente sea capaz de reconocer la nueva
to´nica como nota principal que le proporcione reposo. Precisamente, acordes como el de
se´ptima dominante del quinto grado de la nueva tonalidad permiten que pueda asentarse
esta, creando una gran tensio´n que se resuelve al sonar el acorde del nuevo primer grado.
2.4.1. Armon´ıa funcional
De la misma forma que pasa con las escalas, los acordes pueden transmitir distintas
emociones segu´n sean mayores o menores, siendo los mayores ma´s relacionados con la
alegr´ıa y los menores ma´s relacionados con la tristeza
Adema´s, en la seccio´n anterior, hemos comenzado a ver que ciertos acordes tienen
una funcio´n en el desarrollo armo´nico de la obra. Hemos comentado, que por ejemplo, el
acorde correspondiente al quinto grado de la tonalidad crea unas tensiones que al resolver
en el primer grado, la to´nica, son capaces de asentar la tonalidad. Esto es independiente
de cua´l sea la to´nica, lo importante es la posicio´n en la escala de este acorde, que le
otorga este comportamiento de dominante. Este es el objetivo de la armon´ıa funcional,
representar los acordes y estudiar sus relaciones independientemente de la tonalidad
seleccionada. Los acordes pertenecientes a una escala, son representados en base a su
posicio´n en ella. Usamos nu´meros romanos para identificarlos y referirnos a su posicio´n
en la escala, con respecto a la to´nica.
Como ejemplo, tomaremos la escala de Do Mayor, que tiene las siguientes notas: Do,
Re, Mi, Fa, Sol, La, Si. Tomando cada una de estas notas como ra´ız, podemos crear 7
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Grado Notas del acorde Nombre del acorde
I Do - Mi - Sol Do Mayor
II Re - Fa - La Re Menor
IIIm Mi - Sol - Si Mi menor
IV Fa - La - Do Fa Mayor
V Sol - Si - Re Sol Mayor
VIm La - Do - Mi La Menor
V II◦ Si - Re - Fa Si disminuido
Tabla 2.2: Acordes creados a partir de la escala de Do Mayor
tr´ıadas a partir de la escala de Do Mayor, usando u´nicamente las notas de esa escala. En
la tabla 2.4.1 podemos ver cua´les son los acordes que se forman a partir de Do Mayor.
Como vemos, en el caso de los grados que dan lugar a acordes menores, lo especi-
ficamos, junto a los nu´meros romanos, con una m. Si estuvie´ramos en otra escala, los
nombres de los acordes de cada uno de los grados, como es obvio, cambiar´ıan. Sin em-
bargo, el acorde del primer grado seguir´ıa siendo mayor, el acorde del segundo grado
seguir´ıa siendo menor, etc. Por lo tanto, lo que verdaderamente nos interesa, desde el
punto de vista de la armon´ıa funcional es el grado de la nota que esta´ sonando, no su
nombre.
Podemos distinguir tres funciones principales de los acordes. Estas son: to´nica, sub-
dominante y dominante. Los nombres de to´nica, subdominante y dominante se corres-
ponden, respectivamente, con los grados primero, cuarto y quinto. Sin embargo, existen
otros grados de la escala mayor que pueden realizar esta funciones.
IIIm y VIm: Estos acordes, pueden realizar la funcio´n de to´nica, aunque no
pueden llegar a tener el mismo grado de estabilidad que el primer grado.
IIm: El acorde menor formado a partir del segundo grado es capaz de realizar la
funcio´n de subdominante. Los acordes de subdominante, tienen a ir, con la misma
fuerza, bien a la subdominante o bien a la a dominante.
VII Se trata de un acorde disminuido. Su funcio´n tonal es la de dominante pero
es el acorde ma´s de´bil e inestable de la tonalidad. Los acordes con funcio´n de
dominante siempre buscan ir hacia la estabilidad de la to´nica.
La informacio´n que nos aporta la funcio´n armo´nica de un acorde, presenta un gran
valor a la hora de realizar la estimacio´n de acordes. En caso de duda entre varios posibles
acordes en un momento concreto, la informacio´n de la tonalidad, el acorde anterior y el
acorde posterior tiene un gran valor para la eleccio´n del acorde adecuado.
2.5. Notacio´n musical
Igual que la escritura jugo´ un papel fundamental en la evolucio´n del ser humano, per-








Figura 2.13: Do4 representado en las claves ma´s comunes
y conservar las obras de los compositores a lo largo del tiempo. Antes de existir siste-
mas de notacio´n, la mu´sica so´lo pod´ıa ser transmitida de forma oral. Tras las creacio´n
de estos sistemas, las obras musicales no so´lo podr´ıan conservarse durante mucho ma´s
tiempo y llegar a lugares mucho ma´s lejanos, sino que ahora estas podr´ıan ser interpreta-
das por mu´sicos que podr´ıan no haber escuchado nunca esa obra. Los primeros indicios
de notacio´n musical datan de hace ma´s de 4000 an˜os. Sin embargo, la notacio´n usada
actualmente posee poco ma´s de 400 an˜os. El documento que contiene la transcripcio´n
de una obra musical es conocido como partitura
2.5.1. Pentagrama
El elemento principal de una partitura, sobra el que escribimos las notas musicales, es
el pentagrama. Un pentagrama no es ma´s que un conjunto de cinco l´ıneas paralelas,
horizontales y equidistantes sobre las cuales dibujamos los s´ımbolos con los que trans-
cribimos la pieza musical. Las notas musicales pueden representarse sobre las propias
l´ıneas del pentagrama, o sobre los espacios que existen entre ellas. Dependiendo de sobre
que´ l´ınea o espacio coloquemos una nota tendra´ un sonido ma´s grave (parte inferior del
pentagrama) o ma´s agudo (parte superior del pentagrama). Los s´ımbolos que represen-
tan las notas musicales son colocados de izquierda a derecha del pentagrama segu´n el
orden aparicio´n en la pieza musical. Para representar dos o ma´s sonidos que deben sonar
simulta´neamente los colocaremos sobre la misma vertical.
2.5.2. Representacio´n de la altura
El primer elemento que vemos al principio de un pentagrama es la clave. De la clave
dependera´ el nombre que tomen las notas de cada l´ınea o espacio. La clave ma´s utilizada
habitualmente es la clave se Sol. Esta clave situ´a la nota SOL4
5 en la segunda l´ınea del
pentagrama (empezando desde abajo). Sin embargo tambie´n es comu´n encontrarnos la
clave de fa en cuarta o las clave de do en tercera o cuarta.
En una partitura podemos encontrar tambie´n unos s´ımbolos que modifican la nota a la
que acompan˜an. Son las llamadas alteraciones. Las posibles alteraciones que podemos
5Esto es as´ı segu´n el ı´ndice acu´stico cient´ıfico, en el que nos basamos durante todo el proyecto. Sin
embargo, esa misma nota ser´ıa SOL3 en el sistema francobelga usado en Be´lgica y en algunas regiones
de Francia y Espan˜a
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Redonda Blanca Negra Corchea Semicorchea
Fusa
Figura 2.14: Duraciones de los distintos s´ımbolos
encontrar son:
Sosteido: El sostenido eleva, en medio semitono, la nota a la que acompan˜a. Por
lo tanto, si esta´ al lado de un LA4, la nota pasara´ a ser LA#4, un semitono por
encima de LA4.
Bemol: El bemol hace lo contrario al sostenido, baja un semitono la nota a la que
acompan˜a. Si esta´ al lado de un RE5, la nota pasara´ a ser REb5, un semitono por
debajo de RE5.
Doble sostenido: El doble sostenido eleva 2 semitonos la nota a la que acompan˜a.
Doble bemol: El doble bemol baja 2 semitonos la nota a la que acompan˜a.
Becuadro: Cuando en un compa´s aparece una nota con una alteracio´n de la
nombradas anteriormente, cada vez que vuelva a aparecer esa alteracio´n durante
ese compa´s, automa´ticamente debera´ ser alterada aunque no este´ expl´ıcitamente
indicado. El becuadro elimina este comportamiento indicando que la nota a la que
acompan˜a no debe ser alterada. Adema´s, el becuadro tambie´n elimina restricciones
puestas por la armadura.
A continuacio´n de la clave, es comu´n ver un conjunto de s´ımbolos de sostenido o bemol,
lo que conocemos como armadura. La armadura contiene una serie de alteraciones que
debera´n ser aplicadas a las notas que correspondan durante todo el desarrollo de la obra.
Estas alteraciones dependera´n de la tonalidad
2.5.3. Representacio´n de la duracio´n
Adema´s de la altura, en una partitura se representa tambie´n la duracio´n de las notas.
Mediante los siguientes s´ımbolos podemos definir la duracio´n de una nota. En la figura
2.14 vemos los diferentes s´ımbolos que representan la duracio´n de las notas y cuantas de
ellas caben en un compa´s de 4 por 4.
Como ejemplo, la blanca dura 2 tiempos. El tiempo es una medida que no tiene una
duracio´n concreta sino que en cada obra se indica cua´l sera´ su velocidad, en beats por
minuto. Por ejemplo, si la obra tiene un tempo de 60 beats por minuto, significa que
cada tiempo durara´ un segundo, y que por lo tanto una blanca durara´ 2 segundos.
Fundamentos musicales 27
Adema´s, los tiempos pueden ser agrupados en lo que conocemos como compases. El
nu´mero de tiempos por compa´s es una medida que permite incluso reconocer un estilo
de mu´sica concreto. Por ejemplo, un vals es claramente reconocible por usar un compa´s
de tres tiempos. Esto se debe a que la posicio´n de una nota en el compa´s, determina en
cierto modo su importancia dentro de el. En el compa´s de 4 por 4, los acentos esta´n en
los tiempos primero y tercero. Esto significa que las notas que caigan sobre esos tiempos
tendra´n un mayor e´nfasis que las que caigan en los otros dos tiempos.
El tipo de compa´s que tendra´ una obra se definen al principio de la partitura, junto
a la clave, mediante dos nu´meros colocados uno encima del otro 6. que representan la
nota que define la duracio´n de un pulso (nu´mero inferior) y cua´ntos de esos pulsos hay
en cada compa´s (nu´mero superior).
Adema´s, podemos encontrar un pequen˜o punto a la derecha de una figura, denominado
puntillo, que incrementa la duracio´n de la figura un 50 %. Por ejemplo, si encontramos
el puntillo al lado de una redonda (que por defecto durar´ıa 4 tiempos), pasara´ a durar
6.
Al igual que tenemos s´ımbolos para representar la duracio´n de las notas, tambie´n
tenemos s´ımbolos para representar la duracio´n de los silencios.
2.5.4. Representacio´n de acordes
De la misma forma que representamos melod´ıas sobre una partitura, tambie´n podemos
representar acordes. Todas las notas que este´n alineadas verticalmente en un pentagrama
se deben interpretar a la vez. De esta forma, para representar un acorde simplemente
tendremos que anotar en el pentagrama, sobre la misma vertical, cada una de las notas
que lo forman.
Cifrados
Como respuesta a la necesidad de representar los acordes de una forma ma´s fa´cil de
leer, surgen los cifrados. En los cifrados se muestran los acordes de una obra mediante
combinaciones de nu´meros y letras que indican la ra´ız, el tipo y, en ocasiones, la inversio´n
del acorde que se debe ejecutar. Por lo tanto este tipo de notacio´n deja muchos aspectos
al criterio del inte´rprete.
Como ejemplo, el acorde de Do Menor puede ser representado en un cifrado escribiendo
DOm, o en cifrado anglosajo´n (del que se hablara´ a continuacio´n), Cm.
Este tipo de notacio´n es muy comu´n en jazz y estilos de mu´sica contempora´neos
aunque ya en el barroco se pod´ıan encontrar en numerosas ocasiones.
Cifrado anglosajo´n
Aunque estemos acostumbrados a los nombres de las notas en espan˜ol7, Do Re Mi
Fa Sol La Si, en muchas ocasiones nos encontramos el llamado cifrado anglosajo´n. Este
cifrado utiliza las 7 primeras letras del alfabeto para dar nombre a las notas musicales.
6En el caso del compa´s de 4 por 4 se puede representar simplemente mediante una letra C
7Realmente, existen varios idiomas que comparten estos mismos nombres para las notas musicales
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Figura 2.15: Ejemplo de cifrado americano
A: Representa la nota La, o el acorde de La Mayor
B: Representa la nota Si, o el acorde de Si Mayor
C: Representa la nota Do, o el acorde de Do Mayor
D: Representa la nota Re, o el acorde de Re Mayor
E: Representa la nota Mi, o el acorde de Mi Mayor
F: Representa la nota Fa, o el acorde de Fa Mayor
G: Representa la nota Sol, o el acorde de Sol Mayor
Notacio´n del proyecto
Puesto que existen muchas posibles representaciones posibles para los acordes, hay
que elegir un criterio claro que sera´ utilizado a la hora de representar los acordes en
nuestro proyecto. Es por ello, por lo que en [Harte et al., 2005] se propone un criterio
a seguir para la representacio´n de acordes en proyectos de MIR. El fin de este trabajo
era crear un criterio u´nico, libre de ambigu¨edades, que fuera usado en todo este tipo de
proyectos. El formato adecuado era el siguiente:
root : (degree1, degree2...) / bass
Comenzamos definiendo la ra´ız del acorde y ponemos despue´s el intervalo desde la ra´ız
a cada una de las notas del acorde. An˜adimos un b a estos grados, si queremos indicar
que el intervalo es menor, o un # si el intervalo es aumentado. Al final, si el acorde no
esta´ en estado fundamental, an˜adimos el intervalo desde la ra´ız, a la nota que estara´
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Tipo de acorde Lista de componentes Nombre simplificado
Triada Mayor (3,5) maj
Triada Menor (b3,5) min
Triada Aumentada (3,#5) aug
Triada Disminuida (b3,b5) dim
Se´ptima mayor (3,5,7) maj7
Se´ptima menor (b3,5,b7) min7
Se´ptima dominante (3,5,b7) 7
Se´ptima disminuida (b3,b5,bb7) dim7
Se´ptima semidisminuida (b3,b5,b7) hdim7
Sexta mayor (3,5,6) maj6
Sexta menor (b3,5,6) min6
Novena (3,5,b7,9) 9
Novena mayor (3,5,7,9) maj9
Novena menor (b3,5,b7,9) min9
Cuarta suspendida (4,5) sus4
Tabla 2.3: Acordes creados a partir de la escala de Do Mayor
en la posicio´n ma´s grave en el acorde, definiendo as´ı su inversio´n. Sin embargo, no es
esta la notacio´n ma´s usada, sino que es la simplificacio´n de esta notacio´n la que mayor
aceptacio´n ha tenido. El formato simplificado permite sustituir las listas de intervalos
de los acordes ma´s comunes por una palabra (shorthand) que los represente. La forma
de representar el acorde es la siguiente: root : shorthand(extra-degrees) / bass.
En la tabla 2.5.4 se pueden ver las equivalencias entre estas notaciones.

3 Fundamentos f´ısicos
En este cap´ıtulo se estudiara´ el sonido desde el punto de vista de la f´ısica y las ma-
tema´ticas. Saber en que´ consiste el sonido, llegando hasta el nivel de las part´ıculas, sera´
de gran utilidad a la hora de abordar el problema de la estimacio´n automa´tica de acordes
con una perspectiva ma´s amplia y siendo capaces de detectar problemas que, de otra
forma, no ser´ıa posible.
3.1. F´ısica del sonido
La vibracio´n de algunos elementos se transmite a trave´s de un medio ela´stico, forman-
do una onda que, dependiendo de la frecuencia, puede hacer vibrar a ciertas estructuras
anato´micas provocando respuestas neurolo´gicas y psicolo´gicas implicadas en la percep-
cio´n del sonido. El sonido se transmite mediante ondas longitudinales, esto quiere decir
que la vibracio´n de la onda es paralela a su direccio´n de propagacio´n. A diferencia de la
luz, el sonido siempre requiere un medio para transmitirse, y nunca podra´ transmitirse
por el vac´ıo.
Si medimos en un punto fijo la presio´n atmosfe´rica, veremos que, cuando se esta´
produciendo un sonido, esta aumenta y disminuye de forma perio´dica, como podemos
ver en la figura 3.1.
A nivel de part´ıculas, lo que esta´ sucediendo es que se esta´n produciendo una serie de
compresiones y rarefacciones del aire. La presio´n atmosfe´rica se mide en pascales y se
situ´a en torno a los 100 000 Pa al nivel del mar. Sin embargo, el aumento de la presio´n
atmosfe´rica debido al sonido es mı´nimo, situa´ndose entre 20 micropascales y 20 pascales.
Esto es lo que definimos como presio´n sonora.
Como se puede observar, existe una gran diferencia entre el mı´nimo y el ma´ximo valor
de presio´n sonora que podemos percibir los humanos. Es por ello, y por co´mo detecta
esas presiones nuestro o´ıdo, por lo que es comu´n hablar de Nivel de Presio´n Sonora.
El nivel de presio´n sonora se define mediante la siguiente fo´rmula:




P1: Presio´n sonora eficaz(RMS)
P0: Presio´n de referencia: 20µPa
Para que los humanos podamos percibir un sonido, la frecuencia de la onda este tiene
que estar entre 20 y 20000 Hz. Los sonidos con frecuencias superiores a los 20 kHz son
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Figura 3.1: Presio´n en funcio´n del tiempo para un punto determinado
conocidos como ultrasonidos mientras que los sonidos con frecuencias inferiores a los 20
Hz son conocidos como infrasonidos.
Si se analizan las ondas sonoras podemos ver que, generalmente, estas son combina-
ciones de varias ondas sinusoidales. Una onda sinusoidal es el patro´n de vibracio´n ma´s
simple. Este tipo de onda se describe mediante la siguiente ecuacio´n:
y(t) = A · sin(2 · pi · f · t+ φ) (3.2)
La fo´rmula anterior define la onda mediante tres para´metros:
A: Amplitud: Es el ma´ximo valor de la onda en cada ciclo, en valor absoluto.
f: Frecuencia: Determina el nu´mero de ciclos por segundo que realiza la onda. El
valor inverso de la frecuencia es el Periodo (T): El periodo mide el tiempo entre
dos puntos equivalentes de una onda.
φ: Fase: La fase mide la porcio´n del ciclo que ha transcurrido en cada instante.
An˜adiendo una fase a la fo´rmula de la onda sinusoidal desplazaremos el origen
hasta el punto que deseemos. Los humanos no somos capaces de percibir la fase de
una onda sinusoidal. Sin embargo, es un elemento que se tiene siempre en cuenta,
pues puede provocar problemas a la hora de combinar varias ondas sinusoidales.
El resultado de la combinacio´n de estas dependera´ de la fase de cada uno, llegando
a ser incluso nulo si existe un desfase entre todas ellas que haga que la suma sea
0. Esto se puede ver en la figura 3.2.
Como se analizara´ ma´s adelante, en muchas ocasiones, existe una onda principal que
provoca la periodicidad de la onda, a la que se suman, con menor aportacio´n, otras ondas











f(t) f1(t) = sin(t)
f2(t) = sin(t+ pi)
f3(t) = f1(t) + f2(t)
Figura 3.2: Resultado de la combinacio´n de dos ondas sinusoidales con una diferencia de
fase de pi
3.2. Transformada Discreta de Fourier
La informacio´n en bruto de las muestras de un audio no resulta de gran utilidad a la
hora de extraer caracter´ıstica de e´ste, pues no existe una relacio´n directa con el contenido
armo´nico existente. Sin embargo, hay evidencias de que el o´ıdo humano, realiza una
transformacio´n del dominio del tiempo al dominio de la frecuencia, siendo ma´s sensible
a la informacio´n frecuencial que a la informacio´n de fase. [Deutsch, 2013]
Todas las ondas sonoras pueden describirse como la combinacio´n de varias ondas si-
nusoidales. El Teorema de Fourier, aplicado al tratamiento de sen˜al, nos dice que toda
funcio´n perio´dica de per´ıodo P puede descomponerse en una suma de sinusoides armo´ni-
cas, de amplitudes y fases adecuadas, cuyo primer armo´nico posea per´ıodo P. En la figura
3.3 podemos ver un ejemplo de co´mo una sen˜al compleja se puede descomponer como la
suma de varias sen˜ales sinusoidales simples.
Adema´s, las frecuencias de estos armo´nicos son mu´ltiplos enteros de una frecuencia
conocida como frecuencia fundamental.
Este campo de estudio es conocido como ana´lisis de Fourier. Sin embargo, de-
pendiendo de la naturaleza de la onda que se estudia las herramientas utilizadas son
distintas.
Sen˜ales perio´dicas y continuas Ejemplos de estas sen˜ales son por ejemplo las











Asumimos que sN (x) es una sen˜al perio´dica de periodo P .
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Figura 3.3: Descomposicio´n de una sen˜al compleja en varias sen˜ales sinusoidales
Sen˜ales perio´dicas y discretas Este tipo de sen˜ales se repiten continuamente,
pero solo esta´n definidas en una serie de puntos concretos. La herramienta utilizada







kn k = 0, . . . , N − 1 (3.4)
Sen˜ales no perio´dicas y continuas Ejemplos de estas sen˜ales son las sen˜ales ex-





f(x) e−2piixξ dx, (3.5)
Se define para cualquier nu´mero real ξ.
Sen˜ales no perio´dicas y discretas Estas sen˜ales solo esta´n definidas en una serie
de puntos discretos. La herramienta utilizada es la Transformada de Fourier





Cuando tratamos con sen˜ales digitalizadas, la herramienta que tendremos que usar
es la Transformada Discreta de Fourier. La DFT sera´ capaz de descomponer las
sen˜ales en una serie de ondas sinusoidales con distintas frecuencias y fases, cada una de
ellas con un peso concreto. Por lo tanto, el resultado de la DFT sera´ la descomposicio´n
en frecuencia de la onda, obteniendo una representacio´n de la sen˜al en el dominio de la
frecuencia. En ella, podremos ver que´ frecuencias destacan en cada sonido. No debemos
olvidar que nuestro propo´sito final es ser capaces de detectar que´ acordes suenan en
una serie de muestras de audio. Como sabemos, cada nota tiene una frecuencia u´nica
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y por lo tanto, una primera aproximacio´n a la deteccio´n de acordes ser´ıa analizar la
respuesta de la DFT para ver que´ frecuencias tienen ma´s peso, y con que´ nota musical
se corresponder´ıan, y a partir de ah´ı, ver si ese patro´n se corresponde con un patro´n de
un acorde concreto.
La representacio´n de una sen˜al en el dominio frecuencial es capaz de revelar una gran
cantidad de informacio´n acerca de la estructura interna de un sonido. Adema´s, es una
representacio´n mucho ma´s similar a nuestra percepcio´n pues nuestro o´ıdo percibe el
sonido gracias a que las variaciones de presio´n se producen a unas frecuencias concretas.
3.3. Parciales y formantes: Timbre
Cuando se excita un sistema resonante, el sistema comienza a vibrar. Dentro de esa
vibracio´n podemos encontrar varias frecuencias. La principal, sera´ la frecuencia de reso-
nancia. Sin embargo, podremos encontrar varias frecuencias mayores que esta.
Los instrumentos afinados suelen estar basados en un oscilador armo´nico, como una
cuerda o una columna de aire. Estos instrumentos generan un sonido conocido como
sonido armo´nico. El espectro de la sen˜al de estos instrumentos esta´ formado por varias
frecuencias, denominadas frecuencias parciales o simplemente parciales.
En las sen˜ales perio´dicas producidas por los osciladores armo´nicos existe una frecuencia
parcial que tiene gran relevancia, la frecuencia fundamental. Esta frecuencia es la
inversa del periodo fundamental, tiempo en el que se repite el ciclo principal de la onda.
El resto de parciales sera´n conocidos como armo´nicos Adema´s, todos los armo´nicos
son mu´ltiplos enteros de esta frecuencia fundamental. Por lo tanto, el ma´ximo comu´n
divisor de todos los parciales sera´ la frecuencia fundamental. La frecuencia fundamental
esta´ muy ligada a nuestra percepcio´n, pues sera´ la frecuencia que detectemos en un
sonido concreto. Sin embargo, esto so´lo podra´ ser as´ı cuando la frecuencia fundamental
este´ por encima del l´ımite inferior de frecuencia del o´ıdo humano, 20 Hz.
Existe un feno´meno curioso relacionado con la frecuencia fundamental, conocido como
frecuencia ausente. Existen ocasiones, en las que todas las frecuencias parciales son
mu´ltiplos de una frecuencia, pero esta no aparece en el espectro de la onda. En estos
casos, aunque no exista este parcial, el o´ıdo s´ı la percibira´ debido al la interferencia
producida entre parciales vecinos.
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Figura 3.4: Serie armo´nica
La serie armo´nica es la representacio´n sobre el pentagrama de todos los armo´nicos que
genera un oscilador armo´nico ideal. En la figura 3.4 podemos ver, cuando se interpreta
una nota Do1, cua´les son los armo´nicos que oiremos junto con esa nota. Como propuso
Hermann von Helmholtz, existe una clara correlacio´n entre los intervalos que comparten
varios armo´nicos y los intervalos que percibimos como consonantes. [Helmholtz and Ellis,
1886]. Adema´s, fija´ndonos en la serie anterior,podemos ver que hay notas que se repiten
en diversas ocasiones:
Do: Se repite en 4 ocasiones
Sol: Se repite en 3 ocasiones
Mi: Se repite en 2 ocasiones
Si bemol: Se repite en 2 ocasiones
Se puede concluir, por lo tanto, que al sonar una nota con todos sus armo´nicos, en cierta
medida esta´ sonando su acorde mayor, o si tenemos en cuenta el Si bemol, su acorde
de se´ptima dominante. Podr´ıa afirmarse que el acorde mayor es intr´ınseco a la serie
armo´nica
Cuando escuchamos sonidos armo´nicos, percibimos claramente la frecuencia funda-
mental, y estos armo´nicos u´nicamente colorean el sonido. Este feno´meno de coloreo del
sonido que realizan los armo´nicos, es lo que conocemos como timbre. El timbre es la pro-
piedad que nos permite distinguir dos instrumentos distintos que interpretan la misma
nota. Aunque la frecuencia fundamental sea la misma, el peso de los distintos parciales
no lo es, permitiendo al o´ıdo diferenciar ambos sonidos. En la figura 3.5 podemos ver
ejemplos de 2 instrumentos distintos interpretando la misma nota. Al tener diferente
energ´ıa en cada armo´nico su forma de onda sera´ totalmente diferente.
Si nos fijamos ahora en la figura 3.6, que representa los espectros de los dos sonidos
anteriores, vemos que ambos tienen un parcial a 440 que destaca sobre todos los dema´s,
pero adema´s tienen ma´s armo´nicos.
Adema´s de los parciales, existen elevaciones en el espectro, formadas por varios par-
ciales, conocidas como formantes. Los formantes juegan un papel muy importante en
el reconocimiento de voz, pues permiten distinguir los sonidos voca´licos, que se caracte-
rizan por tener estos formantes a unas frecuencias concretas. Por ejemplo, en la figura
3.7, vemos los formantes que produce la vocal i.
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Onda producida por flauta



















Onda producida por un piano
Figura 3.5: Nota A4 interpretada por una flauta travesera y por un piano
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Figura 3.6: Espectros de la nota A4 interpretada por una flauta travesera y por un piano
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Figura 3.7: Espectro producido por una voz pronunciando la vocal i
3.4. Ruido
La definicio´n de ruido depende en gran medida del contexto en el que se realice. El
ruido no tiene por que´ presentar ninguna caracter´ıstica f´ısica concreta, sino que se llama
ruido a cualquier sonido no deseado. Sin embargo, habitualmente este sonido suele ser
un sonido inarmo´nico con parciales en casi todas las frecuencias del espectro.
Toda sen˜al no generada artificialmente, siempre tendra´ una cierta cantidad de ruido.
Por lo tanto, ya no encontraremos los espectros armo´nicos perfectos que hemos analizado.
Tendremos un espectro con energ´ıa en todas las frecuencias, resultado de la suma de
la sen˜al que se desea captar y el ruido. Este es uno de los primeros problemas que
encontramos al querer analizar las notas musicales presentes en un audio, no podemos
saber si la presencia de algunas frecuencias en el espectro se deben a armo´nicos de la
sen˜al, o al ruido. Separar sen˜al y ruido es una tarea dif´ıcil, y nunca se puede obtener un
resultado totalmente perfecto, por lo que habra´ que lidiar siempre con e´l. En la figura
3.8 vemos la diferencia del espectro de una onda sinusoidal con una frecuencia de 500
Hz y la misma onda a la que se le ha an˜adido ruido con energ´ıa en todas las frecuencias.
3.5. Evolucio´n temporal del espectro
La DFT nos proporciona el espectro total de toda la sen˜al. Sin embargo, no es capaz de
darnos la evolucio´n en el tiempo de este espectro. La solucio´n lo´gica para este problema
ser´ıa ir tomando progresivamente conjuntos de muestras y aplicar la DFT u´nicamente
a esas muestras. Esto es equivalente a aplicar la DFT sobre sucesivas ventanas que
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Espectro seno con ruido
Figura 3.8: Comparacio´n de espectro de onda sinusoidal sin ruido y onda sinusoidal con
ruido
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multiplican a la sen˜al. En esto se basa la Transformada de Fourier de Tiempo Reducido
(Short-time Fourier transform, STFT) La fo´rmula de la STFT en tiempo discreto es:




En la figura 3.9 vemos un ejemplo del efecto de la multiplicacio´n de una ventana trian-
gular a una sen˜al para obtener un fragmento de esa sen˜al para que posteriormente se
aplique la DFT a ese fragmento. La ventana se desplazara´ hasta haber recorrido toda la
sen˜al
A partir de todos los espectros locales obtenemos el diagrama conocido como es-
pectrograma, (Figura 3.10) que muestra la evolucio´n del espectro en el tiempo. El
espectrograma es una representacio´n en 3 dimensiones. Sin embargo, la mayor´ıa de ve-
ces se realiza una representacio´n en 2 dimensiones, usando el color para representar la
dimensio´n restante. En un espectrograma de este tipo, el eje X contendra´ los valores
temporales, y el eje Y contendra´ las diferentes frecuencias. Mediante colores, represen-
taremos los pesos de cada una de esta frecuencia en el espectro.
Antes hemos dicho que para realizar la STFT tendremos que aplicar una ventana.
Una ventana no es ma´s que una funcio´n que u´nicamente es distinta de cero en un rango
limitado de tiempo. Por lo tanto, existen diversas funciones que pueden dar lugar a una
ventana. Ejemplos de ellas son la ventana rectangular, la ventana triangular, la ventana
de hamming o la ventana de Blackman, cada una de ellas definida por una funcio´n
concreta. No existe una ventana que sea la mejor, por lo que la eleccio´n dependera´ del
problema en el que se aplique.
Las ventanas nos permiten evitar las discontinuidades al principio y al final de los
bloques analizados. Adema´s de la eleccio´n de la funcio´n, existen dos para´metros, rela-
cionados con la ventana, que determinara´n en gran medida el resultado de la STFT: la
duracio´n y el solapamiento.
Duracio´n de la ventana La duracio´n de la ventana suele darse en nu´mero de
muestras, y de ella depende la resolucio´n que podemos obtener en frecuencia. Por
razones de optimizacio´n de ca´lculo, este valor suele ser una potencia de 2. Cuan-
to mayor sea la longitud de la ventana, mayor sera´ la resolucio´n del espectro, y
viceversa. Sin embargo, usar una ventana grande supondra´ una mala resolucio´n
temporal. Por otra parte, taman˜os pequen˜os de ventana, tendra´n serios problemas
para analizar las bajas frecuencias.
Solapamiento Si los desplazamientos que realiza la ventana son de un nu´mero
de muestras igual al nu´mero de muestras de la ventana decimos que no hay so-
lapamiento. Este hecho lleva asociado que si aumentamos la resolucio´n temporal,
disminuira´ la resolucio´n en frecuencia, y viceversa. Adema´s, tenemos el problema
del leakage: discontinuidades en los bordes de la ventana de ana´lisis producen es-
parcimiento de ruido en el resto del espectro. Muchas de las funciones utilizadas
en las ventanas intentan reducir el leakage eliminando las discontinuidades y reali-
zando un solapamiento entre las distintas ventanas del ana´lisis, es decir, la ventana
avanza un nu´mero de muestras menor a su propia longitud.
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Ventana aplicada a sen˜al: f(t) ∗ w(t)
Figura 3.9: Ventana triangular aplicada a sen˜al
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Figura 3.10: Espectrograma de una sen˜al armo´nica
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3.6. Acu´stica de los instrumentos
(Revision)En la estructura de cualquier instrumento musical encontramos siempre dos
partes diferenciadas: uno o varios excitadores y uno o varios resonadores.
El inte´rprete suministra una energ´ıa al excitador, que empieza a vibrar emitiendo un
sonido. Parte de este sonido se transmite al resonador, el cual filtra y modifica esta
sen˜al y la acondiciona para ser escuchada. Las familias que conocemos de instrumentos:
percusio´n, cuerda, viento, etc, dependen precisamente del tipo de excitador que usen
estos.
Esta combinacio´n de excitadores y resonadores hace que cada instrumento tenga un
espectro caracter´ıstico. Dependiendo del instrumento se excitara´n unos modos de vibra-
cio´n concretos, dando lugar a ciertos armo´nicos.
3.6.1. Excitador
El excitador es el elemento vibrante al que el inte´rprete le suministra energ´ıa. Cada
familia de instrumentos tiene un excitador.
Instrumentos de cuerda: El excitador es una o varias cuerdas que vibran trans-
versalmente a su eje. La excitacio´n se puede producir, dependiendo del instrumen-
to, pulsando, frotando , golpeando, o incluso soplando a la cuerda. La frecuencia
del sonido que se genera depende de la tensio´n y de la longitud de las cuerdas.
De hecho, el inte´rprete ejerce presio´n en determinados puntos de la cuerda para
acortarla y conseguir interpretar una nota ma´s aguda que la de la cuerda al aire.
Instrumentos de viento: El excitador depende del instrumento concreto, pero
siempre es un elemento que mueve el aire en el interior de un tubo. En los instru-
mentos de viento madera la vibracio´n se produce al soplar a una o dos lengu¨etas
mo´viles, dependiendo del instrumento. En los de viento metal, el sonido se pro-
duce mediante la resonancia del aire con la vibracio´n de los labios del inte´rprete
que los aprieta contra la boquilla forzando el aire entre ellos para que vibren. En
los instrumentos de viento, el excitador no es el responsable de la frecuencia de la
nota interpretada, sino que depende del resonador.
Instrumentos de percusio´n: El excitador es un elemento que esta´ preparado
para vibrar al recibir un golpe por parte del inte´rprete. Si el elemento excita-
do es una membrana tensada por sus extremos, hablamos de membrano´fonos,
mientras que si el excitador es una o varias piezas de material so´lido, estaremos
hablando de ideo´fonos. Los elementos que vibran en este caso ya no son unidi-
mensionales. Debido a la gran cantidad de frecuencias que se excitan, y la gran
cantidad de inarmo´nicos, en muchas ocasiones es muy dif´ıcil percibir una altura
definida en el sonido que estos producen. Este hecho se produce, en mayor medida,
en membrano´fonos.
Los excitadores son elementos muy dif´ıciles de modelar, pues su comportamiento es no
lineal puesto que su respuesta no es proporcional a la energ´ıa que se le suministra. Es
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habitual recurrir a me´todos emp´ıricos para modelar su comportamiento.
3.6.2. Resonador
El resonador filtra y amplifica la sen˜al producida por el excitador. EL objeto que actu´a
como resonador depende de la familia de instrumentos.
Instrumentos de cuerda: El elemento resonador suele ser, en los instrumen-
tos de cuerda, la caja de resonancia. Dependiendo de las dimensiones, la caja de
resonancia potencia ciertas zonas del espectro, adema´s de amplificar la sen˜al.
Instrumentos de viento: El resonador en los instrumentos de viento suele ser un
tubo dentro del cual se forma una onda estacionaria. Sera´ la longitud de este tubo la
que determine la frecuencia emitida. Mediante los agujeros que estos tubos suelen
tener, introducimos nodos en la onda estacionaria modificando as´ı la frecuencia
emitida. En los instrumentos de viento metal se puede modificar la frecuencia
emitida abriendo y cerrando va´lvulas que dejan que el aire pase a diferentes tubos
de distinta longitud. En otras ocasiones, como en el trombo´n de varas, se consigue
modificar la frecuencia producida variando la longitud del tubo.
Instrumentos de percusio´n: En este caso el elemento de resonador suele ser
una caja que u´nicamente filtra y amplifica el sonido producido por la membrana o
por el elemento vibrante.
La informacio´n del instrumento, por lo tanto, sera´ de gran valor para la estimacio´n de
acordes, pues sabiendo que´ armo´nicos produce el instrumento seremos capaces de estimar
co´mo ser´ıa el espectro del sonido generado al interpretar un acorde o nota concretos.

4 Me´todos ACE
En este cap´ıtulo se estudiara´n los principales componentes de los me´todos de estima-
cio´n automa´tica de acordes, desde sus inicios en la de´cada de los 80 hasta la actualidad.
Los primeros me´todos no eran ma´s que pequen˜as caracter´ısticas an˜adidas a los siste-
mas transcripcio´n polifo´nica [Chafe et al., 1985] [Chafe and Jaffe, 1986] [Martin, 1996]
[Kashino and Hagita, 1996]. Fue [Fujishima, 1999] quien considero´ por primera vez la
estimacio´n automa´tica de acordes como una tarea independiente. La mayor´ıa de los
me´todos de estimacio´n automa´tica de acordes tienen una estructura similar. El primer
paso principal de todos ellos consiste en separar los audios en varias porciones, y con-
vertir cada una de ellas en un vector de caracter´ısticas. El segundo paso consiste en la
utilizacio´n de te´cnicas de similitud de patrones para comparar cada uno de estos vectores
con un conjunto de modelos predefinidos de acordes. Pra´cticamente cualquier algoritmo
de estimacio´n de acordes realizara´ estas dos tareas.
El conjunto de posibles acordes que un algoritmo ACE sera´ capaz de estimar es un
conjunto limitado. Por lo tanto, un primer paso muy importante para este proceso sera´
definir el conjunto Λ de posibles acordes. Por ejemplo, es comu´n el uso del siguiente
conjunto, que contiene las triadas mayores y menores:
Λ = {C,C#, D, ..., B,Cm,C#m,Dm, ..., Bm} (4.1)
Adema´s, existen te´cnicas de procesado que permiten mejorar la eficacia en la deteccio´n.
Este tipo de te´cnicas son conocidas como te´cnicas de prefiltering o de postfiltering,
dependiendo de si son realizadas antes o despue´s de la comparacio´n con los patrones
modelo. En la figura 4.1 vemos las principales tareas que se realizan en un sistema ACE.
En este cap´ıtulo, se detallara´n todas estas te´cnicas. Muchas de ellas sera´n utilizadas
por nuestro algoritmo, siendo capaces con ello de cuantificar hasta que´ punto su uso y
combinacio´n benefician a la estimacio´n.
4.1. Adaptacio´n previa de la sen˜al
Existe un conjunto de herramientas que adaptan y filtran la sen˜al para obtener u´ni-
camente la informacio´n que nos sera´ u´til en la deteccio´n de acordes, eliminando com-
ponentes no deseadas que podra´n entorpecer el proceso. Algunas de estas te´cnicas son
aplicadas en el dominio del tiempo y otras, en el dominio de la frecuencia. Este tema ha
sido tratado por diferentes autores [Pauws, 2004],[Ono et al., 2008] [Reed et al., 2009] que
han intentado encontrar que´ partes de la sen˜al ser´ıa beneficioso eliminar para favorecer
la deteccio´n. Este tipo de te´cnicas siempre se aplican antes de realizar la extraccio´n de
caracter´ısticas.
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Figura 4.1: Principales tareas de sistema de estimacio´n automa´tica de acordes
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Separacio´n de parte armo´nica y percusiva
Un ejemplo de la adaptacio´n de la sen˜al para la estimacio´n de acordes es la separacio´n
de las partes armo´nica y percusiva. Los sonidos percusivos, que no aportan ningu´n tipo
de informacio´n sobre el acorde; habitualmente ocupan un gran ancho de banda pero, sin
embargo, son estrechos en tiempo. Este gran ancho de banda, que no contiene ningu´n
tipo de informacio´n de armon´ıa, ensuciara´ el espectro, haciendo ma´s dif´ıcil analizar las
componentes armo´nicas. Esta separacio´n de parte armo´nica y percusiva es tratada por
primera vez en [Ono et al., 2008] y utilizado para sistemas ACE por [Reed et al., 2009],
[Ni et al., 2012] y [Chen et al., 2012] entre muchos otros. Adema´s hay que destacar los
algoritmos de separacio´n de parte armo´nica y percusiva propuestos por [Fitzgerald, 2010]
y [Driedger et al., 2014] en los que basaremos nuestra implementacio´n.
Puesto que los sonidos percusivos son muy estrechos en tiempo, los me´todos para eli-
minar la parte percusiva estara´n basados en el filtro de mediana. En un espectrograma
la parte armo´nica de la sen˜al aparecera´, en gran medida, con lineas horizontales mientras
que la parte percusiva aparecera´ mediante l´ıneas verticales, al ser sonidos de muy corta
duracio´n pero con un gran ancho de banda. En la figura 4.2 vemos un ejemplo de este
efecto:
Filtrado de armo´nicos
Como se ha analizado previamente, cuando un instrumento emite una nota concreta,
adema´s de la frecuencia fundamental se producira´n una serie de armo´nicos en frecuencias
superiores y subarmo´nicos en frecuencias inferiores. En la figura 3.6 ve´ıamos los espectros
producidos tanto por una flauta como por un piano. Estos armo´nicos pueden confundir
a los sistemas ACE, y por ello, varios autores [Pauws, 2004] [Ueda et al., 2010] [Lee and
Slaney, 2006] [Papadopoulos and Peeters, 2007] [Mauch and Dixon, 2010c] [Varewyck
et al., 2008] han intentado eliminar estos armo´nicos. Este filtrado de armo´nicos no es
ma´s que la implementacio´n de un filtro paso bajo. Por ejemplo, en [Pauws, 2004]
se realiza un filtro paso bajo con una frecuencia de corte de 5 kHz. De esta forma,
eliminamos los armo´nicos de la parte alta del espectro que no tienen ninguna utilidad en
el proceso de estimacio´n de acordes. Teniendo en cuenta que la nota ma´s aguda de un
piano, un C8 (que rara vez escucharemos) tiene una frecuencia alrededor de los 4200Hz,
cortar a esta frecuencia nos asegurara´ no perder ninguna frecuencia fundamental de este
instrumento (uno de los que puede llegar a octavas ma´s altas), pero quitarnos la mayor
cantidad posible de armo´nicos. Incluso se podr´ıa disminuir esa frecuencia de corte y,
aunque comenzar´ıamos a perder algunas notas muy agudas de ciertos instrumentos, la
mejora en la estimacio´n que supone el quitarnos esa gran cantidad de armo´nicos har´ıa
que mereciera la pena.
4.2. Extraccio´n de caracter´ısticas
De la misma forma que el o´ıdo humano realiza una transformacio´n del dominio del
tiempo al dominio frecuencial, por proporcionarle este u´ltimo una mayor cantidad de
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Figura 4.2: Comparacio´n del espectro de la parte armo´nica y de la parte percusiva de
los primeros segundos de la cancio´n ”Love Me Do”de The Beatles
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informacio´n, los sistemas ACE necesitara´n extraer una serie de caracter´ısticas presentes
en el dominio de la frecuencia.
4.2.1. Cromagrama
La principal representacio´n del audio utilizada en los sistemas ACE es el cromagrama.
Un cromagrama consiste en una matriz en la que cada fila representa una de las 12
posibles notas musicales y cada columna representa un punto discreto del tiempo. Cada
columna del cromagrama se conoce como vector de croma, y representa la potencia
de cada una de las 12 notas para un instante concreto.
La primera referencia a este representacio´n fue realizada por [Shepard, 1964], donde
se defin´ıan dos dimensiones (altura del tono y croma) que eran de utilidad para explicar
co´mo funciona el sistema auditivo humano. En este trabajo, la palabra croma se refer´ıa
a la nota musical mientras que la altura del tono hac´ıa referencia a la informacio´n de la
octava.
Fue Fujishima [Fujishima, 1999] quien, en 1999, utilizo´ por primera vez el cromagrama
para realizar la estimacio´n de acordes. En dicho trabajo, se habla de los PCP, Pitch
Class Profile, que no son ma´s que vectores de croma. Para su obtencio´n, se comenzaba
realizando Transformada Discreta De Fourier a un segmento de audio y a partir de esta,
se calculaba la potencia en un conjunto de bandas de frecuencia cercanas a cada una
de las notas musicales. Posteriormente se plegaba el vector de forma que obten´ıamos
un vector de 12 dimensiones, correspondientes a cada una de las notas. En cada una de
ellas, estar´ıa la informacio´n de todas las octavas de esa nota.
La base de la obtencio´n de los cromagramas se ha mantenido desde entonces, aun-
que existen ciertos elementos an˜adidos posteriormente que han supuesto importantes
mejoras.
El paso principal para obtener un cromagrama es el cambio del dominio del tiempo
al dominio de la frecuencia. Para ello, hacemos uso del ana´lisis de Fourier. Puesto que
queremos una representacio´n de co´mo var´ıa el espectro con el tiempo, es comu´n en
los algoritmos de obtencio´n de cromagramas el uso de la STFT o Transformada de
Fourier de Tiempo Reducido, la cual hace uso de ventanas deslizantes a trave´s de la
sen˜al para calcular los diferentes espectros. Este me´todo tiene un problema: la STFT
usa un taman˜o fijo de ventana. Como se ha analizado previamente, taman˜os pequen˜os
de ventana supondra´n problemas a la hora de detectar frecuencias ma´s graves. Por el
contrario, taman˜os grandes de ventana, supondra´n una baja resolucio´n temporal.
Como solucio´n al problema del taman˜o fijo de la ventana en la SFTF, surge la trans-
formada Q constante. Esta solucio´n, usada por primera por [Brown, 1991], hace uso
de un taman˜o de ventana variable, dependiendo de la frecuencia. As´ı, frecuencias bajas
podra´n usar ventanas ma´s grandes en tiempo y viceversa. Esta te´cnica se ha utilizado
en diversas ocasiones recientemente, [Yoshioka et al., 2004] [Bello and Pickens, 2005]
[Mauch et al., 2009] [Ni et al., 2012] [Chen et al., 2012]
Tras haberse obtenido una representacio´n en frecuencia de la sen˜al, hay que plegar
el espectrograma para obtener un vector de 12 dimensiones, una por cada nota, puesto
que no nos interesa la informacio´n de la octava. Adema´s, se aplica un proceso de nor-
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malizacio´n que hace al cromagrama independiente de la intensidad general de la obra
musical.
En la figura 4.3 vemos la diferencia entre el espectrograma y el cromagrama de una
misma cancio´n. En cierto modo, podr´ıa decirse que el cromagrama es un espectrograma
que ha sufrido un proceso de cuantificacio´n.
4.2.2. Informacio´n de la l´ınea de bajo
El cromagrama no proporciona informacio´n sobre las octavas, puesto que so´lo es capaz
de mostrar la energ´ıa en 12 posibles notas. En ocasiones, es de gran utilidad obtener un
cromagrama distinto para las frecuencias bajas. Este me´todo, propuesto originalmente
por[Sumi et al., 2008] permite incorporar informacio´n sobre la l´ınea de bajo al algoritmo
de estimacio´n permitiendo mejorar la eficacia de la estimacio´n general. Adema´s, obtener
un cromagrama exclusivo para las bajas frecuencias, permitira´ identificar la inversio´n
en la que se encuentran los acordes.
4.2.3. Afinacio´n
Aunque no es comu´n, existen algunas canciones en la mu´sica popular que no usan la
afinacio´n esta´ndar (A4=440Hz). Por ello, se calcula el espectrograma con una granula-
ridad de 3 o ma´s bandas de frecuencia por semitono, permitiendo una cierta flexibilidad
con respecto a la afinacio´n utilizada. [Harte and Sandler, 2005] [Harte et al., 2006]. En
la figura 4.4 vemos la forma de obtener el cromagrama cuantizado en[Harte and Sandler,
2005], que es capaz de lidiar con este problema
4.3. Prefiltering
Tras haber obtenido el cromagrama, en ocasiones se realizan ciertas modificaciones
sobre e´l de forma previa a la comparacio´n con los patrones. Estas te´cnicas tienen como
fin suavizar los cromagramas, mediante el uso de diversos filtros.
4.3.1. Suavizado temporal
Tras la fase de extraccio´n de caracter´ısticas, obtenemos una gran cantidad de vectores
de croma muy diferentes. Esto supondr´ıa, al analizar estos patrones, varios cambios de
acorde por segundo. Pretendemos evitar esa gran cantidad de cambios, pues en realidad
los cambios de acorde en las canciones no se producen a tanta velocidad. Adema´s, la
extraccio´n de cromagramas esta´ basada en la STFT, la cual usa ventanas de un taman˜o
fijo para recorrer la sen˜al y obtener su espectro. En muchas obras musicales encontramos
lo que conocemos como arpegios, que consiste en un acorde en que las notas se interpretan
de forma sucesiva. Si nuestra ventana no es lo suficientemente grande, no sera´ capaz de
abarcar todo el arpegio, sino u´nicamente una parte de e´l, lo que podra´ dar lugar a errores
en la estimacio´n al no tener la informacio´n completa de todas las notas del acorde.
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Figura 4.4: Sistema de obtencio´n de cromagramas cuantizados, independientes de la
afinacio´n
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Una posible solucio´n ser´ıa aumentar el ancho de la ventana, pero perder´ıamos reso-
lucio´n temporal en los pasajes de la obra donde hay cambios ma´s ra´pidos de acorde.
Existe otra solucio´n que consiste en filtrar el audio para suavizarlo y as´ı ser capaces de
tener toda la informacio´n del arpegio dentro de la ventana de ana´lisis. Para realizar esta
tarea, se suelen aplicar filtros de media o de mediana. El taman˜o de la ma´scara usada
en el filtro debera´ ser tambie´n objeto de ana´lisis emp´ırico, hasta obtener el taman˜o que
mejores resultados proporciona en la estimacio´n.
En la figura 4.5 vemos el efecto del suavizado en un espectrograma.
4.3.2. Sincronizacio´n con pulso
En relacio´n a lo visto en el apartado anterior, en la mu´sica occidental es poco comu´n
que se produzca un cambio de acorde a mitad de pulso. Es por ello, por lo que se suele
realizar una tarea de sincronizacio´n con el pulso. Esta sincronizacio´n puede realizarse en
la fase de prefiltering, sobre los cromagramas, o puede realizarse tras la estimacio´n de
los acordes, sobre los acordes obtenidos.
Para realizar la sincronizacio´n con el pulso en la fase de prefiltering es comu´n tomar
todos los vectores de croma que existan entre dos pulsos y obtener la media o la me-
diana de todos ellos. De esta forma obtendremos un u´nico vector de croma entre
cada par de pulsos, asegura´ndonos de que, tras la estimacio´n, no existira´n cambios de
acorde a mitad de pulso. Existen ocasiones en las que esta tarea se realiza antes de pasar
al dominio de la frecuencia, es decir, se aplica el filtro en el dominio del tiempo, sobre
las propias muestras de audio.
Adema´s, de esta forma tambie´n conseguiremos disminuir la carga del sistema, teniendo
que analizar u´nicamente un patro´n para cada pulso. Como es obvio, esta tarea supondra´
an˜adir a nuestro sistema la capacidad de detectar el pulso de las canciones, aunque esto
es una tarea bastante avanzada dentro de la extraccio´n de informacio´n musical, que no
debe suponer ningu´n problema.
Encontramos ejemplos de sincronizacio´n con el pulso en [Yoshioka et al., 2004] o [Bello
and Pickens, 2005] entre muchos otros. En la figura 4.6 vemos el efecto de la sincroniza-
cio´n del cromagrama con el beat mediante el uso de filtros de mediana.
4.4. Comparacio´n con modelo
Tras obtener los vectores de caracter´ısticas llegamos al paso clave, estimar a que´
acorde corresponde cada uno. Para este paso, tendremos que comparar cada uno de estos
vectores con cada uno de los patrones de acordes que habremos definido previamente.
El nombre del acorde correspondiente al patro´n con mayor similitud al vector analizado,
sera´ el asignado para ese vector. En la figura 4.7 vemos un diagrama del proceso.
Existen ciertas ambigu¨edades que dificultan la tarea de la deteccio´n de los acordes.
Podemos encontrar tr´ıadas que a su vez esta´n contenidas en otras tetradas, o acordes
que comparten 2 notas con otro distinto. Por ejemplo, el acorde de se´ptima mayor de
Do esta´ formado por las notas Do, Mi, Sol Si. Fija´ndonos, podemos ver que las tres
u´ltimas notas corresponden con el acorde de Mi menor, encontra´ndonos por lo tanto ante
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Figura 4.5: Diferencia entre espectrograma antes del suavizado mediante un filtro de
mediana (arriba) y despue´s del mismo (abajo)
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Figura 4.6: Cromagrama antes y despue´s de sincronizar con el beat




Ca´lculo de la funcio´n de
distancia entre cada patro´n
y el vector de croma
Se asigna la etiqueta del
patro´n que minimiza
la funcio´n distancia
Figura 4.7: Diagrama de sistema de comparacio´n con patrones de acordes
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Figura 4.8: Matriz de patrones de acorde mayores ideales
una posible ambigu¨edad. Si nuestro conjunto Λ de posibles acordes u´nicamente tuviera
las tr´ıadas mayores y menores, no podr´ıa decidir si el acorde que suena es Do mayor o
Mi menor. Por lo tanto, en muchas ocasiones, este problema se solucionar´ıa ampliando
el rango de posibles acordes en la deteccio´n. Sin embargo, esto podr´ıa dar lugar a una
mayor probabilidad de error en los momentos en los que no exist´ıa ambigu¨edad.
4.4.1. Patrones ideales
Los patrones ideales son los ma´s ba´sicos. Son patrones binarios de 12 elementos donde
tenemos ceros en todas las posiciones, menos en las posiciones correspondientes a las
notas del acorde, en las cua´les tendremos unos. Estos patrones corresponder´ıan al vector
de croma de un acorde ideal, sin ningu´n tipo de armo´nico o ruido externo, y con exac-
tamente la misma intensidad en cada nota. Por ejemplo, el acorde de Re mayor, cuyas
notas son Re, Fa# y La dar´ıa lugar al siguiente vector de croma ideal x:
x = (0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 0)T (4.2)
En la figura 4.8 vemos la matriz con los patrones ideales de los acordes mayores.
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4.4.2. Patrones ideales con armo´nicos
Como se ha comentado previamente, el sonido real de los instrumentos dista mucho
de ser como el de los patrones ideales. Cuando escuchamos un acorde procedente de
cualquier instrumento, no suenan u´nicamente las frecuencias correspondientes a las notas
del acorde sino que suenan tambie´n sus armo´nicos. Tomaremos como ejemplo la nota
Do. Suponiendo que tenemos un modelo con 6 armo´nicos, y que es un instrumento donde
suenan todos los armo´nicos, las notas que sonara´n al interpretar la nota Do sera´n:
Do,Do, Sol,Do,Mi, Sol (4.3)
Nuestro modelo asumira´ que la energ´ıa en cada armo´nico disminuye de forma exponen-
cial. Por lo tanto la energ´ıa del parcial kth sera´ αk−1 donde α ∈ [0, 1]. De esta forma,
podemos definir que el vector de croma obtenido al interpretar u´nicamente la nota Do,
ser´ıa:
c = (1 + α1 + α3, 0, 0, 0, α4, 0, 0, α2 + α5, 0, 0, 0, 0) (4.4)
Para obtener el vector de croma que resultar´ıa de interpretar un acorde, habr´ıa que
obtener y sumar el vector de croma de todas sus notas. Este es el resultado del vector
de croma para el acorde de Do Mayor:
x = (1,625, 0, 0,28125, 0, 1,6875, 0, 0, 1,90625, 0,0625, 0, 0, 0,34375)T (4.5)
Para obtener el resto de acordes mayores simplemente habra´ que rotar hacia la derecha
este patro´n. En la figura 4.9 vemos representados los pesos de cada nota para el acorde
de Do Mayor. Se puede observar que tienen ma´s peso la tercera y la quinta, que la propia
nota fundamental del acorde. Este me´todo nos resultara´ especialmente u´til si tenemos
que realizar la estimacio´n de acordes para una cancio´n con un solo instrumento, del que
conocemos los pesos de los parciales que genera.
4.4.3. Patrones reales
Para la obtencio´n de patrones ma´s adecuados a la realidad es comu´n plantear el
problema como un problema de aprendizaje supervisado. Puesto que tenemos datasets
con una gran cantidad de canciones, junto con anotaciones de los acordes que aparecen en
estas, podemos obtener una extensa base de datos de vectores de croma etiquetados con
el nombre del acorde al que corresponden. En muchas ocasiones, usar patrones reales
u´nicamente requiere una tarea intermedia de realizar la media de todos los posibles
patrones correspondientes a un acorde en concreto. Sin embargo, estos patrones suelen
utilizarse en bruto junto con los algoritmos de aprendizaje supervisado analizados en la
seccio´n 4.4.5. En dicha seccio´n se profundizara´ ma´s en las ventajas y desventajas que
supone el uso de patrones de acordes reales.
4.4.4. Funcio´n de distancia
Para poder comparar cuantitativamente los patrones de acordes con los vectores de
croma obtenidos de la pista analizada, tenemos dos opciones. Podemos definir una fun-
cio´n que mida el grado de parecido entre cada patro´n y el vector analizado y tomar el
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Figura 4.9: Pesos de cada nota en el patro´n calculado con 6 armo´nicos del acorde de Do
Mayor.
patro´n que nos proporcione la ma´xima semejanza o, por el contrario, podemos definir
una funcio´n que calcule la distancia entre cada patro´n y el vector de croma y tomar
el patro´n que minimice esta distancia. Las siguientes, son algunas de las medidas de
distancia o similitud entre dos vectores ma´s utilizadas comu´nmente para este tipo de
propo´sitos:
Distancia eucl´ıdea








(x1i − x2i)2 (4.6)
Distancia Manhattan





X2) = ||X1 −X2|| =
n∑
i=1
|x1i − x2i| (4.7)
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Medida del coseno
Esta es una medida de similitud entre dos vectores en un espacio que tiene definido un
producto interior con el que se evalu´a el valor del coseno del a´ngulo comprendido entre
ellos.




4.4.5. Aproximaciones de Aprendizaje Supervisado
Aunque hemos estudiado la estimacio´n del acorde mediante el uso de una funcio´n de
similitud o de distancia, actualmente es muy comu´n encontrar aproximaciones a esta
tarea basadas en el aprendizaje automa´tico. Esto se da principalmente cuando se usan
patrones de acordes reales, obtenidos a partir de los datasets de audios etiquetados. El
uso de te´cnicas de aprendizaje supervisado en estos casos se debe a la existencia de
ruido, el cual no exist´ıa al usar patrones ideales. Tendremos varios vectores de croma
distintos que definen un posible acorde, y estos pueden ser muy diferentes los unos de
los otros. Tendremos que utilizar algoritmos capaces de generalizar las observaciones que
ha realizado, a nuevos vectores de croma.
Al igual que a partir del patro´n ideal con armo´nicos de Do Mayor, realiza´bamos
desplazamientos c´ıclicos del vector para obtener el resto de acordes mayores, es comu´n
aplicar esto mismo cuando se hace uso de patrones reales para ahorrar procesamiento
y memoria. De esta forma, en lugar de tener que aprender los patrones de 24 posibles
clases, habra´ que aprender los de 2, acordes mayores y acordes menores.
El dataset de audios etiquetados se suele descomponer, de forma aleatoria en 2 grupos:
entrenamiento y validacio´n. Los vectores del grupo de entrenamiento, como su propio
nombre indica, son usados para entrenar al algoritmo y que aprenda los posibles patrones
para cada acorde. Una vez que el algoritmo ha sido entrenado, se le pasan los vectores del
grupo de validacio´n para comprobar si la estimacio´n realizada por el algoritmo coincide
con la etiqueta del acorde. Podemos ver este proceso en la figura 4.10
De esta forma podremos realizar el proceso de validacio´n cruzada para asegurarnos de
que el algoritmo es capaz de generalizar cuando se encuentre nuevos vectores de croma
desconocidos para e´l. La te´cnica de la validacio´n cruzada consiste en realizar diversas
evaluaciones del algoritmo, tomando cada vez grupos distintos de entrenamiento y de
validacio´n, para despue´s hacer una media de todas las puntuaciones obtenidas. De esta
forma nos aseguramos que los resultados son independientes de la particio´n realizada
entre entrenamiento y validacio´n.
A continuacio´n, se realizara´ un ana´lisis de algunos de los algoritmos de aprendizaje
supervisado ma´s usados para esta fase.
KNN
El KNN es uno de los algoritmos ma´s sencillos de aprendizaje supervisado. Este
algoritmo clasifica nuevas instancias como la clase mayoritaria entre los k vecinos ma´s
cercanos de entre todos los datos de entrenamiento.
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Algoritmo de aprendizaje, L
Algoritmo de prediccio´n, h
Conjunto de entrenamiento, ~s
Conjunto de validacio´n, (x, y)
Algoritmo de validacio´n





Figura 4.10: Diagrama ba´sico de uso de conjunto de datos de entrenamiento y conjunto
de datos de validacio´n
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Se suele decir que es un lazy algorithm(algoritmo perezoso) pues durante el entrena-
miento no se construye ningu´n tipo de modelo como en otros tipos de algoritmos de
aprendizaje supervisado. El entrenamiento del KNN consiste u´nicamente en almacenar
las instancias. Durante la clasificacio´n se realiza lo siguiente:
Mediante una funcio´n de distancia se calcula la distancia desde la muestra a clasi-
ficar a todas las muestras del conjunto de entrenamiento.
Se toman las k muestras ma´s cercanas al elemento a clasificar.
De todas ellas, se elije la que ma´s se repita. A la salida se devolvera´ la clase de
esta muestra elegida.
Aunque puedan usarse otras, la funcio´n de distancia ma´s utilizada para este algoritmo es
la distancia eucl´ıdea, que hemos visto previamente. El KNN es, adema´s, un clasificador
no parame´trico, pues no hace ningu´n tipo de suposicio´n sobre la distribucio´n de los
datos. Adema´s, es un clasificador local, pues u´nicamente necesita los k vecinos ma´s
cercanos para inferir la clase de la muestra a clasificar.
Es muy importante escoger un valor adecuado para el para´metro k. En la figura 4.11
vemos claramente su efecto. En la gra´fica de la izquierda vemos que se ha usado un k = 1,
y por lo tanto el sistema clasificara´ la muestra segu´n la clase de la muestra ma´s cercana,
en este caso la clase 2. Sin embargo, en la gra´fica de la derecha se ha usado un k = 3 por
lo que se han obtenido las 3 muestras ma´s cercana a la muestra analizada. En este caso,
la clase mayoritaria era la clase 1, por lo que esa sera´ la clase que se asigne a la muestra
analizada. Por lo tanto, el sistema ha supuesto que, aunque existiera una muestra ma´s
cercana, con una clase distinta, al estar aislada y pertenecer todas las dema´s muestras
a la clase 1, e´sta era simplemente ruido, y ten´ıa que ser obviada.
Hasta el momento, la estimacio´n de los acordes que hemos analizado en apartados
anteriores se basaba en tomar la clase del acorde de nuestro conjunto de entrenamiento
ma´s parecido al vector de croma analizado (el que minimiza una funcio´n de distancia).
Esto es equivalente a usar un KNN con una k = 1. El uso del KNN con valores mayores
de k supone ir un paso ma´s alla´, proporcionando a nuestro sistema un mayor nivel de
inmunidad al ruido.
Ma´quinas de Vectores de Soporte
Las ma´quinas de vectores de soporte (en ingle´s Support Vector Machine, SVM) son
algoritmos que nacieron como clasificadores binarios, aunque han sido adaptados para
ser usados en tareas como regresio´n, clustering o multiclasificacio´n. Estos clasificadores
pertencen a la categor´ıa de clasificadores lineales. Son clasificadores muy potentes, de
gran utilidad en la estimacio´n automa´tica de acordes. Esta aproximacio´n al problema se
analiza ma´s en profundidad en [Weller et al., 2009]
Las SVM tratan de encontrar las superficies que separan las distintas clases. Cuan-
do tenemos u´nicamente dos atributos, esta superficie ser´ıa simplemente una l´ınea. Sin
embargo, cuando tenemos tres atributos, la superficie separadora pasa a ser un plano, y
con ma´s de tres atributos, un hiperplano. La principal caracter´ıstica de las SVM, como
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Figura 4.11: Efecto de cambiar el para´metro k de un KNN
vemos en la figura 4.12, es que buscan maximizar el margen, la distancia entre el hi-
perplano, y los puntos ma´s cercanos. En muchas ocasiones, existen infinitos hiperplanos
capaces de separar las distintas clases, por lo que se escoge el que proporciona el mayor
margen. Por ello, a veces se conoce a las SVM como clasificadores de margen ma´ximo. Al
vector formado por los puntos ma´s cercanos al hiperplano se le llama vector de soporte.
No siempre existe el hiperplano que separe perfectamente todas las clases, y aunque
existiera, correr´ıamos el riesgo de sobreajustar el modelo. Por ello, las SVM tienen un
para´metro (C) que controla la compensacio´n entre errores de entrenamiento y los ma´rge-
nes, permitiendo algunos errores pero penaliza´ndolos en mayor o menor medida segu´n
el valor de C.
El hecho de que se busque el hiperplano que separe las distintas clases, no quiere decir
que las SVM no sean capaces de tratar datos que no sean linealmente separables. Aqu´ı
entran en juego los kernel que permiten transformar el espacio de caracter´ısticas a uno
donde las clases si sean separables linealmente.
Depp Learning
Como no pod´ıa ser de otra forma, los grande avances que ha habido en los u´ltimos
an˜os en el campo de las redes neuronales y el deep learning, ha tenido su reflejo en
la estimacio´n de acordes. En el deep learning se usan estructuras lo´gicas que intentan
imitar a las redes de neuronas de nuestro cerebro. Los algoritmos de este tipo usan una
cascada de capas con unidades de procesamiento no lineal para extraer y transformar
variables. La entrada de cada capa usa la salida de la capa anterior. Lo que hace que
podamos pasar a considerar una red neuronal como aprendizaje profundo es que exista






Figura 4.12: Ejemplo de SVM
capa de entrada a la capa de salida. En una red neuronal tenemos 3 capas de neuronas
principales que podemos ver en la figura 4.13:
Capa de entrada: Las neuronas de esta capa reciben los valores correspondientes
a los distintos atributos.
Capas ocultas: Es un conjunto de varias capas cuyas neuronas contienen ca´lculos
intermedios de la red.
Capa de salida: En los problemas de clasificacio´n, las neuronas de esta capa
contienen la clase estimada.
Los principales tipos de redes neuronales usados en este campo son las redes neu-
ronales convolucionales [Humphrey and Bello, 2012] y las redes neuronales recu-
rrentes [Boulanger-Lewandowski et al., 2013], [Sigtia et al., 2015].
Estas u´ltimas son muy adecuadas para nuestra tarea, debido a sus caracter´ısticas. Las
redes neuronales recurrentes, como su propio nombre indican, permiten las conexiones
recurrentes de una neurona con ellas misma, entre neuronas de una misma capa, o en-
tre neuronas de una capa, con otra capa anterior. Esta arquitectura les permite tener
cierta memoria y, por lo tanto, un sentido temporal. Esta es la caracter´ıstica que hace
que tengan una gran utilidad en la estimacio´n de acordes. El no basar la estimacio´n
u´nicamente en las muestras actuales, sino que se an˜ada informacio´n del contexto, reper-
cutira´ muy positivamente en la eficacia en la estimacio´n. En la figura 4.14 vemos como
hay un traspaso informacio´n entre la capa oculta de la primera estimacio´n, a la capa
oculta de la red de la segunda estimacio´n, y as´ı sucesivamente en todas ellas. Por eso las
redes neuronales recurrentes resultan de una gran utilidad cuando tratamos con series
temporales.
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Figura 4.14: Diagrama de red neuronal recurrente
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Redes bayesianas dina´micas
Las redes bayesianas dina´micas (RBN) son otros de los clasificadores ma´s u´tiles para la
estimacio´n de acordes. Las redes bayesianas modelan un feno´meno mediante un conjunto
de variables y las relaciones de dependencias entre ellas. A partir de este modelo, se puede
hacer lo que se conoce como inferencia bayesiana, es decir, estimar la probabilidad de
las variables no conocidas, en base a las conocidas. Inicialmente estos algoritmos no eran
capaces de aprender a partir de los datos, sino que los modelos se constru´ıan de forma
manual en base a un conocimiento experto. Sin embargo, actualmente existen varias
te´cnicas que son capaces de obtener los para´metros del modelo a partir de los datos.
Explicar el complejo funcionamiento de una red bayesiana ocupar´ıa varias pa´ginas, y no
es el propo´sito de este trabajo, por lo que para entender su funcionamiento se remite al
lector a [Murphy, 2002].
Destaca el trabajo de [Mauch and Dixon, 2010b] como principal implementacio´n de
estas redes a la tarea que nos ocupa. En este trabajo, los para´metros de las RBN se
configuran de forma manual en base al conocimiento de expertos musicales. Las entradas
del sistema (observaciones de la RBN) son dos cromagramas sincronizados con el pulso
(uno para frecuencias altas y otro para frecuencias bajas). Adema´s, las RBN le permiten
an˜adir al modelo informacio´n como la me´trica, tonalidad o la l´ınea de bajo, consiguiendo
as´ı un sistema muy robusto. Por u´ltimo, hay que destacar un tipo de red bayesiana, los
Modelos Ocultos de Markov, que debido a su gran importancia en los sistemas ACE,
tendra´n un cap´ıtulo propio ma´s adelante en este trabajo.
4.5. Postfiltering
En postfiltering se agrupar´ıan todas las te´cnicas que se aplican posteriormente a la
estimacio´n del acorde, con la intencio´n de mejorar la eficacia del sistema solucionando
posibles casos dudosos, detectando y eliminando posibles errores en la estimacio´n o
suavizando el resultado para evitar demasiados cambios de acorde.
4.5.1. Informacio´n de tonalidad
Como hemos visto al hablar de la armon´ıa funcional, cada acorde tiene una funcio´n
definida en la obra. Esta funcio´n puede ser de una gran utilidad, puesto que propor-
ciona informacio´n sobre que´ acorde es ma´s probable tener antes y despue´s del acorde
analizado. Aprovecha´ndonos de esta caracter´ıstica podemos detectar posibles errores en
la estimacio´n o resolver casos en los que no hayamos sido capaces de elegir la adecuada
entre dos o ma´s opciones. Como se ha visto anteriormente, esta informacio´n en muchas
ocasiones se aplica en la propia fase de estimacio´n, aunque en otros casos nos la encon-
tramos en la fase de postfiltering, modificando la salida del clasificador, para hacerla
ma´s coherente, en base a las reglas de la armon´ıa funcional.
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Figura 4.15: Ejemplo de sincronizacio´n de la estimacio´n con el pulso en postfiltering.
Cada cuadro representa un pulso. En el esquema de abajo vemos el resultado
de sincronizar con el pulso el conjunto de acordes mostrados en el diagrama
superior.
4.5.2. Sincronizacio´n con el pulso
A diferencia de la sincronizacio´n con el pulso comentada en el apartado de prefiltering,
en este caso la sincronizacio´n se realiza posteriormente a la estimacio´n de los acordes.
Este proceso permite limpiar el resultado final. La forma de realizarla suele ser ma´s simple
que en prefiltering pues, en la mayor´ıa de ocasiones, consiste en obtener simplemente la
moda entre todas las detecciones realizadas entre dos pulsos. Es decir, asignamos a todo
el pulso la etiqueta del acorde que ma´s se ha repetido dentro del mismo. En la figura
4.15 vemos un ejemplo de sincronizacio´n con el pulso en fase de postfiltering. En ella,
cada recuadro simboliza un pulso.
4.6. Estimacio´n basada en modelos ocultos de Markov
Sabemos, y lo hemos analizado en cap´ıtulos previos, que hay progresiones armo´nicas
que se repiten en multitud de canciones distintas. Adema´s, hemos visto que en armon´ıa
existen ciertas reglas que nos dicen co´mo deben resolverse las tensiones provocadas por
ciertos acordes. La estimacio´n basada en modelos ocultos de Markov (HMM) busca
aprovechar esta informacio´n contextual para que complemente a la informacio´n propor-
cionada por el vector de croma. Un HMM se puede considerar como la red bayesiana
dina´mica ma´s simple. Aunque, debido a la gran importancia que tienen en los sistemas
ACE, se ha dedicado un cap´ıtulo entero a la explicacio´n de estos algoritmos, los HMM
estar´ıan entrar´ıan dentro del conjunto de aproximaciones de aprendizaje supervisado a
la estimacio´n automa´tica de acordes.
Estos sistemas esta´n basados en un modelo que contiene las probabilidades de pasar
de un acorde a otro. Adema´s, los sistemas convencionales son muy inestables, obteniendo
a su salida incluso varios cambios de acorde por segundo debido, la mayor´ıa de veces,
a la presencia de notas en las l´ıneas melo´dicas que no forman parte del acorde. Para
solucionarlo, hemos visto que se suelen aplicar te´cnicas de filtrado en prefiltering o incluso
en postfiltering. Sin embargo, el uso de los modelos ocultos de Markov, tambie´n supone
una solucio´n a este problema, que no necesita alterar los cromagramas detectados. Para













Figura 4.16: Ejemplo de Cadena de Markov para 3 acordes
trabajo de [Heittola et al., 2009].
Cadenas de Markov
Para comprender el funcionamiento de los HMM, es necesario comprender antes el
concepto de Cadena de Markov. Una cadena de Markov es un proceso estoca´stico dis-
creto que cumple la propiedad de que la probabilidad de que ocurra un evento depende
solamente del evento inmediatamente anterior. Una cadena de Markov se define por un
conjunto de estados y un conjunto de probabilidades de transiciones entre esos estados.
En nuestro caso, los estados sera´n todos los posibles acordes que el sistema puede detec-
tar. En la figura 4.16 vemos un ejemplo de una serie de acordes con las probabilidades
de transiciones entre ellos.
Las cadenas de Markov son sistemas sin memoria, pues las probabilidades de que
se de´ un acorde concreto u´nicamente dependen del acorde anterior a este.
Existe un elemento ma´s en las cadenas de Markov que au´n no hemos comentados, los
estados iniciales. Para calcular la probabilidad de una serie de estados necesitamos saber
la probabilidad del primer estado, que no depende de ninguna anterior. Por lo tanto,
tendremos un conjunto de probabilidades de estados iniciales.
Para calcular la probabilidad de una progresio´n concreta de estados habra´ que multi-
plicar las probabilidades de todas las transiciones que se producen y la probabilidad del
primer estado.
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Modelos ocultos de Markov
En los sistemas de deteccio´n de acordes, el elemento observado no sera´n los propios
nombres de los acordes, sino que sera´n un conjunto de vectores de croma. En este ca-
so, por lo tanto, el objetivo no es calcular la probabilidad de un conjunto de estados
(una progresio´n de acordes), pues estos son desconocidos. El objetivo es precisamente
descubrir cua´les son esos acordes y es en este punto donde pasamos de las cadenas de
Markov a los modelos ocultos de Markov. Estos modelos se formara´n con dos capas, una
capa oculta, desconocida, de estados, y una capa visible de observaciones, los vectores
de croma.
Adema´s de las probabilidades de transiciones entre acordes, ahora an˜adiremos al sis-
tema las posibilidades de que ciertos acordes emitan un patro´n de croma concreto.
Por lo tanto, ahora, para calcular la probabilidad de un conjunto concreto de esta-
dos a partir de una serie de observaciones, necesitaremos multiplicar tambie´n por la
probabilidad de que dichos estados emitieran los vectores de croma observados.
De la misma forma, para calcular la probabilidad de una sucesio´n de observaciones
habra´ que calcular y sumar las probabilidades de todos los posibles estados que puedan







Figura 4.17: HMM con 4 estados que pueden emitir 2 s´ımbolos discretos y1 or y2. aij
es la probabilidad de transicio´n desde el estado si al estado sj . bj(yk) es la
probabilidad de emitir el s´ımbolo yk en el estado sj .
Discretizacio´n de las observaciones
Puesto que nos hemos basado en la versio´n discreta de los HMM, para poder aplicar
todo lo analizado en esta seccio´n el conjunto de observaciones debe ser un conjunto finito.
Sin embargo, podemos tener infinitos vectores de croma. Para solucionar este problema,
una posible solucio´n utilizada habitualmente, es crear un conjunto de vectores tipo, y
mediante un proceso llamado cuantizacio´n, mapear cada posible vector de croma a uno
de estos vectores tipo. Muchos de los algoritmos que realizan este proceso esta´n basado
en algoritmos de clustering, siendo el centroide de cada cluster, el vector elegido como
prototipo.
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Definicio´n de para´metros del modelo
Adema´s de los estados y las observaciones, los modelo ocultos de Markov usados en los
sistemas de ACE cuentan con tres conjuntos de probabilidades: las probabilidades de los
acordes iniciales, las probabilidades de las transiciones entre acordes y las probabilidades
de que los cromagramas observados correspondan a cada uno de los posibles acordes.
Los me´todos utilizados, basados en el aprendizaje supervisado a partir de un conjunto
de datos etiquetados, van ma´s alla´ del alcance de este trabajo y se remite al lector a los
trabajos [Durrieu et al., 2009] [Heittola et al., 2009].
Descubrimiento de estados
Volviendo al objetivo final de descubrimiento de los estados (acordes) correspondientes
a unas observaciones dadas (cromagramas),lo que tratamos de conseguir es la secuencia
que tiene mayor probabilidad. Sin embargo, este proceso requerir´ıa calcular la probabi-
lidad de todas las posibles secuencias, lo que ser´ıa extremadamente costoso computacio-
nalmente. Por suerte, existen algoritmos cuyo propo´sito es realizar el descubrimiento de
estados de forma mucho ma´s eficiente. Una de las principales te´cnicas para ello el el
algoritmo de Viterbi que utiliza una aproximacio´n recursiva, dividiendo la secuencia
de observaciones en varias subsecuencias.
4.7. Evaluacio´n de los resultados
Los investigadores del campo de la obtencio´n de informacio´n musical han desarrollado
te´cnicas que les permiten medir, de forma objetiva, co´mo esta´n funcionando sus algo-
ritmos. Sin embargo, pequen˜as diferencias en las implementaciones de los esta´ndares de
evaluacio´n, pueden suponer grandes cambios en los resultados finales. Es por ello, por
lo que en 2014 se presento´ la librer´ıa mir eval1 [Raffel et al., 2014]. Esta librer´ıa imple-
menta, en Python, los principales algoritmos de evaluacio´n de las principales tareas de
MIR, entre las que se encuentra, obviamente, la estimacio´n automa´tica de acordes.
Uno de los principales problemas que se encontraron los creadores fue la falta de
estandarizacio´n en la forma de nombrar los acordes. Por lo tanto, la primera decisio´n fue
utilizar una convencio´n de nombres como la explicada en 2.5.4, basada en [Harte et al.,
2005].
Con respecto a la forma de comparar 2 etiquetas de acordes (la estimada y el ground
truth) para ver su acierto, se decidio´ separar el acorde en tres partes. Para ver claramente
cua´les son estas partes, lo veremos sobre un ejemplo: el acorde D:maj(6)/5
D : La ra´ız del acorde
maj(6): La palabra que define el tipo de acorde, junto con los intervalos adicionales
an˜adidos al acorde (en este caso: 6 ).
1https://github.com/craffel/mir_eval
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/5 : El intervalo desde la ra´ız, a la nota que estara´ en la posicio´n ma´s grave en el
acorde. Con esta anotacio´n en realidad estamos definiendo la inversio´n del acorde.
A partir de esta representacio´n podemos comparar las etiquetas en funcio´n de las
siguientes medidas 2 creadas a partir del vocabulario de acordes propuesto en MIREX
2013: 3
root: So´lo compara la raiz de los acordes
majmin: So´lo compara la raiz y las etiquetas de mayor, menor, y N (sin acorde)
majmin inv: Compara acordes mayores y menores con inversiones. Por lo tanto,
es importante que la tercera parte de la etiqueta, correspondiente a la inversio´n,
aparezca en las 2 etiquetas que comparamos
mirex: Esta medida considera correcta una estimacio´n si comparte al menos 3
notas con el ground truth
thirds: Los acordes se comparan a nivel de terceras mayores y menores. Es decir,
para que la estimacio´n sea correcta, la ra´ız y la tercera de la etiqueta estimada
tiene que ser igual a la del ground truth
thirds inv: Es igual que la anterior, pero an˜ade la informacio´n de la inversio´n.
triads: Para que dos acordes sean considerados iguales tienen que tener la misma
raiz y el mismo intervalo de quinta.
triads inv: Es igual que la me´trica anterior,pero an˜ade la informacio´n de la in-
versio´n.
tetrads: Dos acordes son iguales si tienen la misma ra´ız y los mismos intervalos
de tercera quinta y se´ptima.
tetrads inv: Es igual que la me´trica anterior,pero an˜ade la informacio´n de la
inversio´n.
sevenths: Compara los acordes segu´n las reglas de MIREX para los acordes de
se´ptima. Es decir, so´lo se comparan las etiquetas de acordes mayores, de se´ptima
mayor, menores o de se´ptima menor.
sevenths inv: Es igual que la me´trica anterior,pero an˜ade la informacio´n de la
inversio´n.
La puntuacio´n de la cancio´n completa se calcula mediante la acumulacio´n del




5 Disen˜o del sistema final
Tras conocer el estado del arte, se ha pasado a experimentar todo lo estudiado sobre
un sistema propio de estimacio´n automa´tica de acordes. En todo momento se ha puesto
una gran cantidad de esfuerzo en obtener un sistema altamente modularizado, de
forma que pudie´ramos combinar distintos algoritmos en las diferentes partes del proceso,
evaluando as´ı la efectividad de cada uno de ellos. Adema´s, queremos que cualquier in-
vestigador pueda an˜adir fa´cilmente nuevos mo´dulos al sistema que implementen nuevas
funcionalidades.
Como veremos ma´s adelante, mediante un archivo de configuracio´n podemos controlar
todos los para´metros del sistema, adema´s de activar o desactivar ciertas funciones. Es
por ello, por lo que el valor del presente trabajo ya no es tanto la obtencio´n de nuevas
te´cnicas aplicables a la estimacio´n de acordes, sino el estudio de la efectividad de cada
una de ellas, as´ı como de los beneficios e inconvenientes de las combinaciones de todas
ellas.
5.1. Tecnolog´ıas usadas
La implementacio´n del sistema ha requerido del uso de varias tecnolog´ıas que sera´n
descritas durante esta seccio´n.
5.1.1. Python
El lenguaje de programacio´n elegido para el sistema final ha sido Python. En la figura
5.1 podemos ver su logo. Python es un popular lenguaje de programacio´n interpretado de
alto nivel cuya caracter´ıstica principal es su sencillez, legibilidad y precisio´n de sintaxis.
Te permite programar algoritmos de gran complejidad en muy pocas l´ıneas, pero siempre
sin perder su sencillez caracter´ıstica. Adema´s, es un lenguaje multiplataforma, y esta´
desarrollado bajo una licencia de co´digo abierto Python Software Foundation License, la
cual es compatible con la Licencia pu´blica general de GNU a partir de la versio´n 2.1.1.
Python es un lenguaje muy versa´til, que soporta tanto programacio´n orientada a
objetos como programacio´n imperativa y funcional. Es por ello por lo que Python no
tiene un a´mbito espec´ıfico y puede ser utilizado para desarrollos de todo tipo como
aplicaciones cient´ıficas, de escritorio, web, de monitorizacio´n, de ana´lisis de datos, etc
El a´mbito cient´ıfico y de ana´lisis de datos, cada vez esta´n ma´s cerca de ser liderados
por Python. Su principal competidor en estos campos, el lenguaje R, au´n estando total-
mente enfocado a este sector, no es capaz de evolucionar a la misma velocidad, y esta´
perdiendo progresivamente su situacio´n de liderazgo. Algo parecido pasa con Matlab,
otro de los mayores competidores de Python. Matlab es mucho ma´s que un lenguaje de
73
74 5.1. Tecnolog´ıas usadas
Figura 5.1: Logo del lenguaje Python
programacio´n. Matlab es un ecosistema de desarrollo que contiene desde el inte´rprete del
lenguaje hasta el propio IDE o las diferentes extensiones que permiten an˜adir funciona-
lidad extra a la de la propia librer´ıa esta´ndar del lenguaje. Sin embargo, el ser software
propietario con un fin comercial provoca que, el de Matlab, sea un ecosistema mucho ma´s
cerrado que el de Python. Las contribuciones de la comunidad enriquecen enormemente
a Python, y son el elemento diferencial que influye en su crecimiento, mucho mayor que
el de sus competidores.
El principal inconveniente que se le puede achacar a Python es el tener una velocidad
de ejecucio´n menor a la de los lenguajes compilados. Es por ello, por lo que muchas
librer´ıas esta´n solucionando este inconveniente lleva´ndose, de forma invisible para el
programador, los ca´lculos pesados al lenguaje C. De este forma, se combina la velocidad
de un lenguaje compilado y de ma´s bajo nivel como es C, con la facilidad y legibilidad
de Python.
La versio´n de Python utilizada en este proyecto ha sido la 3.6.0. Esta era la u´lti-
ma versio´n estable de Python al inicio de este trabajo. Sin embargo, en Marzo de 2017
se lanzo´ la versio´n 3.6.1, pero no exist´ıan cambios importantes como para plantearse
la migracio´n del sistema a la nueva versio´n. De cara a futuras migraciones a versiones
superiores de Python es importante que tengamos presente que no dependemos u´nica-
mente de nosotros mismos, pues se hace uso de librer´ıas de desarrolladores externos que
tambie´n deben soportar esas nuevas versiones. Este u´ltimo, es un punto muy importante
que debe ser comentado. Para la implementacio´n del sistema propuesto en este trabajo,
se ha hecho uso de varias librer´ıas de co´digo abierto, realizadas por la comunidad de
desarrolladores de Python. Estas librer´ıas nos han permitido realizar sin esfuerzo tareas
relacionadas con el tratamiento de la sen˜al, la realizacio´n de ca´lculos nume´ricos com-
plejos o el uso de algoritmos de aprendizaje supervisado. A continuacio´n se describira´n
estas librer´ıas.
Librosa
Librosa es una librer´ıa para Python centrada en el ana´lisis de mu´sica y audio. Pro-
porciona los principales componentes para crear sistemas de extraccio´n de informacio´n
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musical. Fue presentada en 2015 [McFee et al., 2015] por investigadores del grupo de
investigacio´n LabROSA: Laboratory for the Recognition and Organization of
Speech and Audio de la Universidad de Columbia.
Librosa implementa una gran cantidad de funcionalidades para los sistemas MIR,
separadas en varios submo´dulos:
librosa.beat: Incluye funciones para la estimacio´n del tempo y deteccio´n de pul-
sos.
librosa.core: Incluye funciones para cargar audios, calcular varios tipos de repre-
sentaciones frecuenciales, y una gran variedad de herramientas usadas en el ana´lisis
musical
librosa.decompose: Este mo´dulo contiene funciones para la descomposicio´n del
espectrograma y la separacio´n harmo´nica-percusiva de los audios.
librosa.display: Contiene me´todos para la visualizacio´n de los resultados
librosa.effects: Permite realizar distintos procesamientos en el dominio del tiempo
como la modificacio´n del tono o el time stretching.
librosa.feature: Este mo´dulo contiene varios tipos de funciones para la extraccio´n
de caracter´ısticas a partir de las sen˜ales de audio. Ejemplos de estas caracter´ısticas
extra´ıdas son los cromagramas, los MFCC o los espectrogramas MEL.
librosa.filters: Permite la generacio´n de bancos de filtros, que son usados por
otros mo´dulos de librosa.
librosa.onset: Posee me´todos para la deteccio´n del inicio de las notas.
librosa.output: Contiene distintos me´todos para la salida de ficheros de texto y
de audio.
librosa.segment: Incluye funciones para la segmentacio´n estructural de las sen˜ales.
librosa.util: Esta´ formado por un conjunto de utilidades que no encajar´ıan en
ninguno de los dema´s mo´dulos.
Scipy stack
SciPy es un ecosistema, basado en Python, de software de co´digo abierto para apli-
caciones relacionadas con las matema´ticas, la ciencia y la ingenier´ıa. Posee una gran
cantidad de paquetes de los que destacaremos a continuacio´n algunos, por ser de gran
utilidad para nuestro proyecto.
NumPy: Es el paquete fundamental de Python para la computacio´n nume´rica.
Tiene tipos de datos propios para los arrays multidimensionales y define opera-
ciones entre ellos. Estas operaciones esta´n muy optimizadas, realizando parte de
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los ca´lculos en C. Los arrays que usaremos en nuestro sistema sera´n del tipo de-
finido por Numpy permitie´ndonos as´ı realizar operaciones entre ellos a una gran
velocidad.
Librer´ıa SciPy: Contiene una coleccio´n de algoritmos nume´ricos y varios con-
juntos de herramientas centradas en a´mbitos diferentes como el procesamiento de
sen˜al, la optimizacio´n o la estad´ıstica.
Matplotlib: Es la librer´ıa de visualizacio´n para la generacio´n de gra´ficos ma´s
importante de Python. Presenta una sintaxis que recuerda a la liber´ıa de generacio´n
de gra´ficos de Matlab. Aunque puede realizar algunas representaciones en 3D, se
suele usar principalmente para gra´ficos 2D
IPython: Es un shell interactivo que an˜ade nuevas funcionalidades al incluido
por defecto con Python. Algunas de estas funcionalidades son el resaltado de la
sintaxis o los errores mediante colores o el autocompletado de variables y atributos.
Adema´s es el nu´cleo de los Jupyter Notebooks de Python, aplicaciones web que
permiten crear y compartir documentos que contiene co´digo ejecutable, ecuaciones
o visualizaciones.
Scikits: Son un conjunto de paquetes que constituyen la base para otras librer´ıas
con funcionalidades ma´s espec´ıficas entre las que destaca Scikit-Learn, que veremos
a continuacio´n.
Scikit-Learn
Scikit-Learn [Pedregosa et al., 2011] es una librer´ıa que nace en 2007 como parte
del evento Google Summer of Code. Contiene un conjunto de herramientas simples y
efectivas para miner´ıa y ana´lisis de datos. Esta´ basada en Numpy, Scipy y Matplotlib. Es
de co´digo abierto, y adema´s puede ser usada para fines comerciales. Los tipos principales
de problemas que resuelve se pueden separar en los siguientes grupos:
Clasificacio´n: Permite identificar a que´ categor´ıa pertenece un objeto.
Regresio´n: Permite predecir un atributo continuo asociado con un objeto.
Clustering: Permite la agrupacio´n automa´tica de objetos similares.
Reduccio´n de la dimensionalidad: Permite reducir el nu´mero de variables a
considerar en un problema concreto.
Seleccio´n de modelos: Permite comparar, validad y elegir para´metros y modelos.
Preprocesado: Permite llevar a cabo tareas de extraccio´n de caracter´ısticas y
normalizacio´n.
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5.1.2. Latex
De cara a la visualizacio´n de los resultados de las distintas ejecuciones del progra-
ma, se ha utilizado el sistema de composicio´n de textos LATEX, el standard ma´s
utilizado para la publicacio´n de textos cient´ıficos. LATEX no es ma´s que un paquete
de macros del lenguaje TEX creado por Leslie Lamport. En TEX, los documentos
se crean a partir de la compilacio´n de ficheros que contienen instrucciones sobre
co´mo queremos que se vean nuestros documentos, y que´ contenido deben tener.
Esta forma de trabajar nos permite centrar la atencio´n en el contenido, y no en la
forma.
LATEX permite escribir documentos TEX con una sintaxis de alto nivel. Gracias
a LATEX hemos podido generar dina´micamente ficheros, que son automa´ticamente
exportados a PDF, con los resultados de la ejecucio´n del programa. Hemos podido
generar y compilar este ficheros desde nuestro sistema, gracias a la liber´ıa pylatex1
5.2. Esquema general del sistema
En la figura 5.2 podemos ver el esquema general del sistema. En este esquema aparecen
todos los posibles componentes, aunque ma´s adelante veremos que no siempre se utilizan
todos.
5.2.1. Configuracio´n
Mediante el archivo conf.json podemos controlar los para´metros de todas las partes
de nuestro sistema. De esta forma, todo estara´ centralizado en un mismo archivo, y elegir
una configuracio´n u otra para el sistema sera´ una tarea muy simple. JSON (JavaScript
Object Notation) es un formato para el intercambios de datos. Una de las mayores ven-
tajas que tiene el uso de JSON es que puede ser le´ıdo y escrito por cualquier lenguaje de
programacio´n. A continuacio´n, podemos ver un fragmento del contenido de este archivo.
1 {
2 "adaptation ": {
3 "hpss": {


























Figura 5.2: Componentes del sistema ACE implementado
5.2.2. Estructura del proyecto
En la figura 5.3 vemos la estructura del proyecto, dividido en 4 carpetas.
data: Contiene 4 subcarpetas: artists, csound, patterns y tests.
• artists: Contiene todos los datasets.
• csound: Contiene todos los acordes generados con csound.
• patterns: Contiene todos los templates de cromagramas de acordes.
• tests: Contiene los archivos .lab generados a partir de la estimacio´n.
docs: Contiene la documentacio´n del proyecto.
experiments: Contiene los archivos de co´digo utilizados para generar todos los
ejemplos mostrados a lo largo de esta memoria.
pychordestimation: Contiene el co´digo del propio sistema de estimacio´n de acor-
des.
• chordestimation.py: Contiene el co´digo principal que realiza la estimacio´n.
• core.py: Incluye algunas de las funciones ma´s importantes usadas por los
distintos componentes del sistema.










Figura 5.3: Estructura del proyecto
• patterns.py: En este archivo se encuentras las funciones relacionadas con la
generacio´n de patrones, su carga a partir de un fichero o su almacenamiento
en disco.
• latex: Contiene todas las funciones para la generacio´n del documento en latex
con los resultados de la ejecucio´n.
5.3. Adaptacio´n de la sen˜al
Como hemos visto, esta es una fase previa a la extraccio´n de caracter´ısticas cuyo
propo´sito es eliminar de la pista de audio toda la informacio´n que no nos ayude o incluso
que pueda ser perjudicial para la capacidad de estimacio´n del sistema.
5.3.1. Separacio´n armo´nica percusiva
Lo primero que realiza nuestro sistema es separar la parte armo´nica de la parte percu-
siva. Para realizar esta separacio´n se ha utilizado la funcio´n librosa.effects.harmonic()
de la librer´ıa librosa. En la figura 5.4 vemos las tres tareas principales que realiza esta
funcio´n.
El principal elemento de este diagrama es el llamado HPSS. Este es el bloque que
realmente realiza la separacio´n armo´nica y percusiva. La implementacio´n que realiza
librosa de este algoritmo esta´ basada en los dos siguientes trabajos: [Fitzgerald, 2010]
y [Driedger et al., 2014]. Esta implementacio´n se basa en la aplicacio´n de 2 filtros de
mediana al espectro para obtener las componentes armo´nicas y percusivas. Se usa un
filtro de mediana horizontal para obtener las componentes armo´nicas, y un filtro de
mediana vertical para obtener las componentes percusivas.











Figura 5.4: Diagrama de flujo de la funcio´n harmonic()
Existen dos para´metros de la separacio´n armo´nica/percusiva que podemos controlar
por medio del archivo de configuracio´n del sistema:
kernel size: Especifica el taman˜o de la ma´scara usada en los filtros de mediana.
Por defecto es 31 para ambos. Se puede asignar un taman˜o distinto para la ma´scara
del filtro que obtiene la parte percusiva y para la ma´scara del filtro que obtiene la
parte armo´nica.
margin: Este para´metro, definido en [Driedger et al., 2014], nos permite obtener,
adema´s de las componentes armo´nicas y percusivas, una componente residual para
los sonidos que no pueden ser claramente clasificados como armo´nicos o como
percusivos. Cuando el margen sea igual a 1, no existira´ componente residual. Segu´n
aumente este margen, el componente residual sera´ mayor, quedando en los dema´s
componentes so´lo los sonidos ma´s puramente armo´nicos o percusivos.
Para estar en consonancia con la filosof´ıa modular del proyecto, el usuario puede selec-
cionar que no se realice esta tarea y que se pase directamente al filtrado de armo´nicos o
a la extraccio´n de caracter´ısticas.
5.3.2. Filtrado de armo´nicos
Otro componente que puede ser utilizado en la fase de adaptacio´n de la sen˜al es el
filtrado de armo´nicos. El filtrado de armo´nicos realiza un filtro paso bajo a la sen˜al para
quitar los armo´nicos de la parte alta del espectro que puedan entorpecer la estimacio´n
de los acordes. El sistema usa un filtro Butterworth de orden 1. La frecuencia a la
que se realiza el filtrado es elegida por el usuario en el archivo de configuracio´n. En la
figura 5.5 vemos un ejemplo del espectro de un filtro Butterworth.
Igual que la separacio´n armo´nica/percusiva, el filtrado de armo´nicos es opcional y el
usuario puede elegir si quiere realizarlo o si quiere pasar directamente a la extraccio´n de
caracter´ısticas.
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Figura 5.5: Espectro de filtro Butterworth de orden 1
5.4. Extraccio´n de caracter´ısticas
En la fase de extraccio´n de caracter´ısticas se obtendra´n los cromagramas que pos-
teriormente se comparara´n con los patrones de acordes para realizar la estimacio´n. La
librer´ıa librosa, proporciona 3 implementaciones distintas de cromagramas: stft, cqt y
cens. Se ha dado la opcio´n al usuario de elegir cua´l de las 3 quiere usar. Existen algunos
para´metros adicionales que el usuario puede elegir en el archivo de configuracio´n del
sistema, para el ca´lculo del cromagrama:
hop length: Especifica el nu´mero de muestras entre cromagramas sucesivos.
tuning: Esta opcio´n permite indicar, en los casos en los que se sepa de ante-
mano, la desviacio´n de la afinacio´n de la pieza musical, con respecto a la afinacio´n
esta´ndar A440. En el caso del cromagrama calculado con la STFT, esta desviacio´n
es calculada automa´ticamente.
A continuacio´n, se detallan las 3 implementaciones de ca´lculo de cromagramas que
contiene librosa. En la figura 5.6 podemos ver un ejemplo de cada tipo.
5.4.1. stft
El cromagrama se obtiene a partir de la Transformada de Fourier de Tiempo Reducido.
La implementacio´n esta´ basada en el art´ıculo [Ellis, 2007a].
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Figura 5.6: Diferentes tipos de cromagramas extra´ıdos de un mismo fragmento de audio
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5.4.2. cqt
En este caso, en vez de la STFT, se usa la Transformada de Q Constante. La CQT
realiza una transformacio´n ma´s parecida a la que realiza el o´ıdo humano. En bajas
frecuencias, somos capaces de distinguir frecuencias muy cercanas, mientras que en altas
frecuencias, la mı´nima distancia entre frecuencias que podemos captar es mucho mayor.
Esto se traduce, en la CQT, en una resolucio´n espectral muy alta en bajas frecuencias,
que va disminuyendo segu´n aumentamos la frecuencia.
5.4.3. cens
Esta implementacio´n calcula la variante del cromagrama CENS: Chroma Energy Nor-
malized [Mu¨ller and Ewert, 2011]. Entre otras funciones, incorpora un suavizado del
mismo.
5.5. Prefiltering
En esta apartado, el sistema puede realizar 2 posibles tareas: filtrado del croma-
grama y sincronizacio´n del cromagrama con el pulso de la cancio´n (beats).
El usuario debera´ escoger una u otra. Si realizamos una sincronizacio´n del cromagrama
con el pulso, ser´ıa perjudicial realizar adema´s un filtro de mediana con cromagramas de
varios pulsos distintos. Por otra parte, si realizamos el filtrado del cromagrama primero,
no tendr´ıa sentido volver a aplicar un filtro para obtener un solo vector de croma por
beat.
5.5.1. Filtrado del cromagrama
En primer lugar, explicaremos el filtrado del cromagrama para el cua´l se hace uso
de un filtro de mediana. El usuario podra´, desde el archivo de configuracio´n, elegir
un taman˜o para la ma´scara del filtro. Esta tarea supone, simplemente, un suavizado
del espectrograma, pero no soluciona el problema de tener varias detecciones de acordes
distintas en cada pulso, por lo que habra´ que combinarla con una funcio´n en postfiltering
que nos deje una u´nica deteccio´n por beat. Para realizar los filtros de mediana se ha usado
la funcio´n median() que proporciona numpy.
5.5.2. Deteccio´n de beats
Antes de pasar a explicar co´mo se realiza la sincronizacio´n del cromagrama con los
beats, hay que aclarar co´mo se obtienen estos. La implementacio´n que se ha utilizado es
la de la funcio´n beat track() de la librer´ıa librosa. Esta implementacio´n esta´ basada
en el siguiente art´ıculo: [Ellis, 2007b]. El me´todo seguido en dicho art´ıculo tiene tres















Figura 5.7: Diagrama de flujo de la obtencio´n de los beats
5.5.3. Sincronizacio´n con beats
Librosa tambie´n nos permite realizar la sincronizacio´n con los beats sin apenas es-
fuerzo mediante la funcio´n librosa.util.sync(). La deteccio´n de beats se ha realizado
de la forma descrita en la seccio´n 5.5.2. El objetivo final es tener 1 sola deteccio´n entre
cada par de beats.
Se ha detectado que, aunque no es comu´n, existen ocasiones en las que se producen
cambios de acorde a mitad de un beat. Es por ello por lo que se ha dado al usuario la
posibilidad de subdividir los beats, de forma que tendremos 2 detecciones, y no una,
entre cada par de beats.
5.6. Patrones
Se han implementado varios tipos de patrones de cromagramas acordes que han sido
utilizados como conjunto de entrenamiento para el algoritmo.
5.6.1. Patrones ideales
El tipo de patro´n ma´s ba´sico que se ha implementado en el sistema es el ideal. Como se
ha visto anteriormente, este tipo de patro´n es un patro´n binario de 12 elementos donde
tenemos ceros en todas las posiciones, menos en las posiciones correspondientes a las
notas del acorde, en las cua´les tendremos unos. Se han generado patrones ideales para
los siguientes tipos de acordes:
Tr´ıadas mayores
Tr´ıadas menores
Acordes de se´ptima dominante
Acordes de se´ptima mayor
Acordes de se´ptima menor
Hemos generado 12 patrones ideales para cada tipo de acorde (uno por cada nota). Tras
su generacio´n, estos han sido almacenados en ficheros csv, para evitar tener que volver a
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generarlos en cada ejecucio´n del programa. En la figura 5.8 vemos los pesos de cada nota
en los 5 tipos de patrones implementados, utilizando la nota Do como nota fundamental
del acorde.
5.6.2. Patrones ideales con armo´nicos
De la misma forma, tambie´n se han generado patrones ideales con armo´nicos. El mo-
delo de armo´nicos elegido supone un decrecimiento exponencial de la energ´ıa de los
armo´nicos con α = 0,5. Se han supuesto 6 armo´nicos. El proceso para obtener los patro-
nes con armo´nicos se ha explicado en el apartado 4.4.2
El vector de croma generado para cada acorde se ha normalizado, y por lo tanto solo
tiene valores entre 0 y 1. Igual que antes, en la figura 5.9 vemos los pesos de cada nota
en los 5 tipos de patrones implementados, utilizando la nota Do como nota fundamental
del acorde.
5.6.3. Patrones a partir de soundfonts
Basa´ndonos en [Gil Ortiz, 2016], tambie´n se ha an˜adido al sistema la posibilidad
de usar patrones de acordes sintetizados mediante SoundFonts. Los SoundFonts son
archivos que contienen muestras de audio de diversos instrumentos musicales. Estas
muestras suelen proceder de grabaciones reales del instrumento. Los sintetizadores de
muestreo son capaces de generar ficheros de audio a partir de las notas existentes en
ficheros MIDI. Estos ficheros contienen un conjunto de instrucciones que indican (a
otros dispositivos capaces de comprender el protocolo MIDI) co´mo se debe interpretar
una obra. Generalmente, los paquetes de SoundFonts contienen muestras grabaas de
todos los instrumento de General MIDI. General MIDI es una especificacio´n para
sintetizadores que exige una serie de requisitos adicionales a los del esta´ndar MIDI.
Entre ellos, se incluye una numeracio´n definida para cada instrumento. En el esta´ndar
General MIDI se definen 128 instrumentos.
Los archivos de audio de los acordes generados a partir de soundfonts, utilizados en
este trabajo, han sido proporcionados por el tutor del mismo, Jose´ Manuel In˜esta. Estos
archivos han sido sintetizados mediante el software CSound. En la figura 5.10 podemos
ver un esquema de la generacio´n de estos. Como vemos, el programa, adema´s de devolver
los ficheros de audio, devuelve un fichero csv con informacio´n de los tiempos de inicio
y final de cada acorde. Por lo tanto, podremos calcular los cromagramas de todos los
acordes y almacenarlos para usarlos posteriormente como patrones.
En este trabajo se han utilizado 3 soundfonts distintos: fluid, muse y tim, as´ı podre-
mos comprobar co´mo afecta al porcentaje de acierto de nuestro sistema el utilizar unos
u otros soundfonts.
5.7. Estimacio´n
La ventaja que supone en esta fase el uso de la librer´ıa sklearn es que, cambiando
apenas una l´ınea de co´digo, podemos usar distintos clasificadores. Por lo tanto, hemos
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Figura 5.8: Pesos de cada nota en los 5 patrones ideales implementados
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Figura 5.10: Diagrama de generacio´n de patrones a partir de SoundFonts
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sido capaces de implementar 3 clasificadores para el sistema.
5.7.1. KNN
Usaremos un clasificador de tipo KNN con k = 1 para los patrones ideales, ya sean
con o sin armo´nicos. Usar un k mayor, en este caso, no tendr´ıa ninguna utilidad, pues
solo tenemos un patro´n de entrenamiento por clase (un u´nico vector de croma por nota
y acorde). Sin embargo, en el caso de los patrones de CSound, tenemos varios posibles
patrones para cada acorde, por lo que realizaremos un estudio para obtener el k que ma-
ximiza la puntuacio´n de la estimacio´n. Con el fin de eliminar posibles muestras ruidosas
de nuestro dataset de patrones obtenidos con CSound, se implementara´ un algoritmo
de seleccio´n de prototipos, Editing Nearest Neighbour (ENN) [Kuncheva and
Jain, 1999]. Para aplicar este algoritmo, se extrae cada vez una muestra del conjunto
de entrenamiento. Si esa muestra no se clasifica correctamente, mediante un knn con
el conjunto de datos modificado (no contiene a la muestra analizada), esa muestra sera´
extra´ıda del conjunto de datos de entrenamiento final.
5.7.2. Support Vector Machine
Otro posible clasificador que podra´ ser utilizado por el sistema, es una SVM. Esta
SVM usara´ un kernel de tipo RBF, que le permitira´ trabajar con datos que no son
linealmente separables. Contara´ con un para´metro configurable por parte del usuario:
C: Este para´metro permite controlar si queremos ajustarnos ma´s a los datos o si,
por el contrario buscamos obtener una superficie de decisio´n ma´s suave. Cuanto
ma´s alto sea el nivel de C, ma´s tratara´ la SVM de clasificar correctamente ab-
solutamente todas las muestras, dando al modelo libertad para seleccionar ma´s
muestras como vectores de soporte.
5.7.3. Red neuronal
Por u´ltimo, tambie´n es posible seleccionar una red neuronal como clasificador. Se ha
utilizado la clase MLPClassifier de sklearn para crear un perceptro´n multicapa. Para
entrenar el perceptro´n, sklearn usa un algoritmo de descenso de gradiente. Los gradientes
se calculan mediante backpropagation. Existen dos posibles para´metros relacionados
con la red neuronal, que el usuario podra´ configurar en el sistema:
hidden layers: Especifica el nu´mero de capas ocultas de la red, y el taman˜o de
cada una.
alpha: Es el para´metro de regularizacio´n. El sobreajuste de la red se podra´ evitar
mediante valores altos de alfa. De la misma forma, disminuir el valor de alpha,
permitira´ que la red se adapte mejor a los datos de entrenamiento.
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5.8. Postfiltering: Sincronizacio´n con beat
Tras la estimacio´n, au´n es posible retocar los resultados proporcionados por el clasi-
ficador con el fin de incorporar nueva informacio´n al sistema que mejore el porcentaje
de acierto final. En el sistema, hemos implementado la funcio´n one label per beat().
Esta funcio´n es pra´cticamente obligatoria si no hemos realizado la sincronizacio´n con el
beat en la fase de prefiltering. De hecho, el sistema la ejecutara´ automa´ticamente (aun-
que el usuario no la haya activado para la ejecucio´n) cuando dicha funcio´n no haya sido
ejecutada. Esto es as´ı porque, si el programa a la salida proporciona una gran cantidad
de cambios de acorde por beat, no tendra´ utilidad ninguna para un posible usuario.
La forma de realizar la sincronizacio´n con el beat en postfiltering es ma´s sencilla que la
de la fase de prefiltering. En este punto, la informacio´n que tenemos ya no son muestras
de audio ni cromagramas, son simplemente cadenas de caracteres con el nombre del
acorde detectado. Adema´s, como es obvio, tambie´n tenemos los tiempos en los que se
producen esos acordes. Con esa informacio´n, tendremos que obtener todas las detecciones
realizadas entre cada par de beats y escoger la que ma´s se repite, es decir, la moda. De la
misma forma que pasaba en la fase de prefiltering, en postfiltering el usuario tambie´n
podra´ elegir, mediante el campo subdivide, si quiere 1 o 2 detecciones entre cada par
de beats.
5.9. Evaluacio´n
Para la evaluacio´n del sistema se ha usado la librer´ıa mir eval2, de la cual hablamos
en la seccio´n 4.7. De todas las me´tricas que se nombran en dicha seccio´n, usaremos las
siguientes: root,majmin y mirex, por ser las que ma´s se adecu´an al nivel de profun-
didad conseguido en nuestro desarrollo. No nos aportar´ıa nada de valor obtener una
me´trica relacionada con las se´ptimas o las inversiones, cuando nuestro sistema no tiene
la capacidad de obtener estas caracter´ısticas. En la figura 5.11 vemos el esquema de la
evaluacio´n. La librer´ıa mir eval se comporta como una caja negra a la que u´nicamen-
te tendremos que pasarle el archivo .lab que hemos generado y el de referencia, y nos
devolvera´ las tres puntuaciones citadas anteriormente.
5.9.1. Datasets
Para evaluar el sistema se han usado 3 datasets distintos, que sera´n detallados a
continuacio´n.
The Beatles
Este dataset contiene gran parte de la discograf´ıa de The Beatles. Para muchos, este
es el dataset ma´s importante para la estimacio´n de acordes. Fue presentado en 2010,
en la tesis doctoral del investigador Chris Harte [Harte, 2010], perteneciente al grupo
2https://github.com/craffel/mir_eval
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mir eval
Archivo .lab estimado Archivo .lab ground truth
Puntuacio´n root Puntuacio´n majmin Puntuacio´n mirex
Figura 5.11: Sistema de evaluacio´n de los resultados
Tabla 5.1: Discos del dataset de The Beatles junto con su duracio´n
Disco Album Duracio´n (mm:ss)
01 Please Please Me 32:45
02 With the Beatles 33:24
03 A Hard Day’s Night 30:30
04 Beatles for Sale 34:13
05 Help! 34:21
06 Rubber Soul 35:48
07 Revolver 34:59
08 Sgt. Pepper’s Lonely Hearts Club Band 39:50
09 Magical Mystery tour 36:49
10CD1 The Beatles 46:21
10CD2 The Beatles 47:14
11 Abbey Road 47:24
12 Let It Be 35:10
Isophonics3, de la Universidad Queen Mary de Londres. Aunque posteriormente se
han presentado diversos datasets, algunos de ellos con una cantidad mucho mayor de
canciones, este tiene una gran ventaja, y es que ha sido validado por una gran cantidad
de mu´sicos y miembros de la comunidad MIR. Hasta hace unos an˜os, era el dataset de
referencia para la estimacio´n de acordes, sobre el que se basaban todos los art´ıculos que
se publicaban con sistemas ACE, y el u´nico que se utilizaba en MIREX. Esto provoco´
que se produjera un cierto sobreajuste de los algoritmos, y que estos vieran disminuida
su eficacia al generalizar con nuevos datasets. En la tabla 5.1 vemos todos los discos que
se incluyen en este dataset.
3http://isophonics.net
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Queen
Este dataset, mucho ma´s reducido que el anterior, pertenece tambie´n a Isophonics, y
contiene los 3 discos de Gratest Hits del grupo Queen. Podemos encontrarlo en la pa´gina
web de Isophonics4. En la propia pa´gina de Isophonics advierten que, aunque se puede
usar para medir la eficacia de nuestros algoritmos de estimacio´n de acordes, este dataset
no tiene el nivel de precisio´n del dataset de The Beatles, por lo que debe usarse con
cierta precaucio´n.
Robbie Williams
Este dataset fue incorporado a MIREX en el an˜o 2016, y consta de 5 discos del artista
Robbie Williams. Se puede encontrar en la web del Image and Sound Processing
Group de la Universidad Polite´cnica de Mila´n5 y fue presentado en el siguiente art´ıculo
[Di Giorgi et al., 2013].
5.10. Visualizacio´n de resultados
Para poder visualizar de forma ma´s clara los resultados de una estimacio´n de una o
varias canciones, se ha implementado la posibilidad de generar un documento resumen
con todos los resultados. El documento se ha generado en LATEX, mediante la librer´ıa
pylatex6. En la figura 5.12 vemos un fragmento del documento generado tras el ana´lisis
de un dataset por parte del programa. La informacio´n que nos proporciona el fichero (no
toda se ve en la imagen) es:
Para´metros y algoritmos usados en todas las fases de la estimacio´n
Tiempo total de ejecucio´n
Puntuaciones para cada cancio´n
Puntuacio´n media para cada disco
Puntuacio´n media para cada artista
Puntuacio´n media total de todos los artistas analizados
El ana´lisis del contenido de este fichero ha sido de gran utilidad para detectar problemas
que hac´ıan que la puntuacio´n de algunas canciones fuera muy inferior a la media. Adema´s,
tambie´n ha sido utilizado para comparar las puntuaciones obtenidas en funcio´n de las
caracter´ısticas y para´metros utilizados.
En la siguiente URL: https://github.com/unmonoqueteclea/pychordestimation/
blob/master/data/tests/Reports/Example%20report.pdf podemos ver un ejemplo




Disen˜o del sistema final 93
Figura 5.12: Fragmento del archivo generado por el sistema implementado
94 5.11. Documentacio´n
Figura 5.13: Documentacio´n auto-generada por Sphinx
5.11. Documentacio´n
Con el fin de facilitar el trabajo a otros investigadores que decidieran usar este proyecto
como base para sus implementaciones, se ha generado una documentacio´n para el proyec-
to. Para ello se ha hecho uso de la herrramienta Sphinx7 que nos ha permitido convertir
los comentarios del propio co´digo en una documentacio´n estructurada, como se muestra
en la figura 5.13 Es posible ver esta documentacio´n descargando la siguiente carpe-
ta: https://github.com/unmonoqueteclea/pychordestimation/tree/master/docs/
build/html y abriendo el archivo main.html
5.12. Repositorio de co´digo
Todo el co´digo del proyecto se ha subido a un repositorio pu´blico en la siguiente
URL: https://github.com/unmonoqueteclea/pychordestimation. Desde all´ı, podra´
ser descargado y ejecutado por cualquiera, una vez haya instalado las librer´ıas comen-
tadas anteriormente. Por motivos de propiedad intelectual, los audios de los datasets de
entrenamiento no han sido subidos al repositorio.
7http://www.sphinx-doc.org/en/stable/
6 Evaluacio´n del sistema
A continuacio´n, se muestran los datos procedentes de la evaluacio´n del sistema para
los 3 posibles datasets. La forma de evaluacio´n se ha explicado en el cap´ıtulo anterior.
El sistema final se evaluara´ con todos los datasets, pero para la evaluacio´n de los sub-
sistemas, utilizaremos algunos discos concretos, pues de lo contrar´ıa llevar´ıa demasiado
tiempo. Se aplicara´n todas las conclusiones extra´ıdas de la evaluacio´n de los subsistemas
en el disen˜o del sistema final.
6.1. Evaluacio´n de los subsistemas
En el cap´ıtulo anterior hemos visto que se han implementado varias te´cnicas distintas
para cada una de las partes del sistema. Adema´s, algunas de ellas ten´ıan para´metros, y
desconocemos cuales son los valores ideales para estos. Es por ello, por lo que, de cara
a crear el sistema final de estimacio´n de acordes, en esta seccio´n se evaluara´ la eficacia
de las diferentes te´cnicas propuestas y co´mo afectan al resultado de la estimacio´n los
para´metros escogidos para cada una de ellas. Cuando se haya realizado la evaluacio´n
de todos los subsistemas ya se estara´ en condiciones de elegir los para´metros adecuados
para el sistema final.
6.1.1. Configuracio´n ba´sica
Para la evaluacio´n de los subsistemas, se ha decido partir de un sistema con los ele-
mentos ba´sicos, mostrados en la figura 6.1.
El sistema incluye separacio´n de parte armo´nica y parte percusiva, filtro de mediana
en prefiltering, sincronizacio´n con beat en postfiltering y usa un clasificador knn con
k = 1. Los patrones para este sistema ba´sico son patrones binarios ideales de acordes
mayores y menores. Antes de medir la eficacia de los distintos subsistemas, se ha obte-
nido la puntuacio´n de esta configuracio´n para varios discos. En la tabla 6.1, vemos las
puntuaciones obtenidas.
6.1.2. Separacio´n armo´nica percusiva
Como hemos visto previamente, exist´ıan dos para´metros que nos permiten controlar
el funcionamiento de la separacio´n de las partes armo´nica y percusiva de la sen˜al. Estos
eran el taman˜o del kernel y el margen.
Comenzaremos modificando el margen para ver co´mo afecta al resultado. Para ello,
nos basaremos en la configuracio´n ba´sica descrita en el apartado anterior e iremos mo-
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Figura 6.1: Configuracio´n ba´sica del sistema
Tabla 6.1: Puntuaciones de la configuracio´n ba´sica
Artista Disco root majmin mirex
Beatles 01 59.79 49.70 50.15
Beatles 02 60.45 46.12 45.13
Beatles 03 62.60 50.05 49.95
Beatles 04 68.99 59.75 58.84
Queen 01 48.55 38.54 38.11
Robbie Williams 01 67.65 49.65 49.63
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Tabla 6.2: Puntuaciones tras modificacio´n margen HPSS
Artista Disco margen root majmin mirex
Beatles 01 1 59.79 49.70 50.15
Beatles 01 2 57.64 47.27 47.68
Beatles 01 3 55.37 45.26 45.67
Queen 01 1 48.55 38.54 38.11
Queen 01 2 48.27 37.00 36.68
Queen 01 3 47.01 36.03 35.75

















The Beatles - Disco 01
Queen - Disco 01
Figura 6.2: Puntuacio´n root en funcio´n del margen en el HPSS
dificando progresivamente dicho para´metro. En la tabla 6.2, podemos ver los resultados
obtenidos y en la figura 6.2 una representacio´n de estos.
Podemos ver claramente que la puntuacio´n final desciende segu´n aumenta el margen.
Este descenso es un poco menor en el disco de Queen, seguramente debido a que tiene
ma´s presencia de componentes percusivas. La conclusio´n que extraemos, por lo tanto,
es que el margen ideal para nuestro sistema es 1. Sin embargo, en ciertas piezas
musicales con gran cantidad de componentes percusivas podr´ıa ser beneficioso usar un
margen de 2 en vez de de 1.
Ahora, pasamos a analizar como afecta a la puntuacio´n variaciones del taman˜o del
kernel utilizado en los filtros de mediana en la funcio´n hpss. Para ello, a partir de la
configuracio´n ba´sica, hemos fijado el valor del margen en 1, y hemos ido modificando
progresivamente el valor del kernel. En la tabla 6.3 podemos ver los resultados obteni-
dos, y en la figura 6.3 vemos la representacio´n gra´fica de estos. De la gra´fica podemos
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Tabla 6.3: Puntuaciones tras modificacio´n del taman˜o del kernel del HPSS
Artista Disco margen kernel root majmin mirex
Beatles 01 1 31 59.79 49.70 50.15
Beatles 01 1 41 60.08 49.83 50.29
Beatles 01 1 61 61.44 51.01 51.47
Beatles 01 1 101 61.79 51.95 52.41
Beatles 01 1 131 61.65 52.20 52.59
Beatles 01 1 251 62.63 53.17 53.43
Beatles 01 1 351 62.71 53.37 53.63
Beatles 01 1 421 62.69 53.19 53.51
Beatles 02 1 31 60.45 46.12 45.13
Beatles 02 1 41 61.33 46.79 45.79
Beatles 02 1 61 62.50 49.17 48.11
Beatles 02 1 101 63.29 49.76 48.65
Beatles 02 1 131 63.80 50.32 49.23
Beatles 02 1 240 63.83 49.59 48.49
Beatles 02 1 351 63.51 49.36 48.25
Tabla 6.4: Puntuaciones root tras eliminacio´n del bloque HPSS
Artista Disco root majmin mirex
Beatles 01 61.18 51.63 51.97
Beatles 02 61.48 46.48 45.45
deducir que un valor alrededor de 240 sera´ el o´ptimo para este para´metro. Sin
embargo, por razones de eficiencia, y puesto que el aumentar este para´metro tiene un
coste computacional muy alto, escogeremos un valor de aproximadamente 150.
Usar este valor en vez de 240, supone que la ejecucio´n del sistema para 1 solo disco tarde
aproximadamente 3 minutos menos.
Para terminar este apartado, nos faltar´ıa ver que´ pasa si eliminamos este bloque del
sistema. Por lo tanto, usaremos la configuracio´n de la figura 6.1 pero sin el bloque de
HPSS. En la tabla 6.4 vemos los resultados obtenidos. De ella podemos extraer que el
uso de la separacio´n armo´nica percusiva es beneficioso para el sistema, pues
ha mejorado la estimacio´n alrededor de un 1.5 % en el primer disco, y sobre de un 2 %
en el segundo disco (si usamos como referencia la mejor puntuacio´n obtenida en con
el bloque de separacio´n de parte armo´nica y percusiva). Sin embargo: vemos algo que
nos llama la atencio´n, la puntuacio´n final, en el caso de usar el bloque HPSS con los
para´metros por defecto, es menor que la de simplemente no usarlo.
6.1.3. Filtrado de armo´nicos
A continuacio´n, se va a analizar co´mo afecta el filtrado de armo´nicos a la estimacio´n.
Nos basaremos en la configuracio´n ba´sica descrita anteriormente pero an˜adiremos
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The Beatles - Disco 01
The Beatles - Disco 02
Figura 6.3: Puntuacio´n root en funcio´n del taman˜o del kernel en el HPSS
entre el bloque HPSS y el bloque de estimacio´n un bloque de filtrado de armo´nicos.
En la figura 6.4 vemos el diagrama de esta nueva configuracio´n. Modificaremos de forma
progresiva la frecuencia de corte del filtro paso bajo utilizado, para observar co´mo afecta
a la estimacio´n. En la tabla 6.5 vemos los resultados obtenidos, y en la figura 6.5,
una representacio´n gra´fica de estos. Las conclusiones que podemos interpretar de estos
resultados es que el efecto del filtrado de armo´nicos es bastante bajo. Podemos
ver que, en el caso del disco de Robbie Williams, pra´cticamente no supone ningu´n tipo
de mejora en el resultado final. Sin embargo, en el disco de The Beatles, si que hay algo
ma´s de un 1 % de mejora, que desaparece al filtrar por encima de los 5000Hz. Esto puede
ser debido a que, al ser una grabacio´n antigua, no tiene suficiente energ´ıa en la parte
alta del espectro, y por lo tanto filtrar por encima de 5000 Hz es pra´cticamente igual
que no filtrar.
6.1.4. Extraccio´n de caracter´ısticas: Para´metros y tipos de cromagrama
Como hemos comentado, dentro de la fase de extraccio´n de caracter´ısticas hab´ıa que
elegir el tipo de cromagrama, y algunos de los para´metros usados para su obtencio´n.
En la tabla 6.6 vemos que, con respecto al tipo de cromagrama que debemos utilizar no
cabe ninguna duda. El tipo de cromagrama que mejor resultados nos dara´ es
el cens, que supone un incremento de casi un 20 % con respecto al uso del cromagrama
basado en la stft. Con respecto al cromagrama cqt la diferencia no es tan grande, pero,
au´n as´ı es claramente apreciable. La configuracio´n utilizada para este apartado ha sido
la configuracio´n ba´sica de la figura 6.1.
Usando la misma configuracio´n, y fijando el tipo de cromagrama a cens, pasaremos






















Figura 6.4: Configuracio´n del sistema usando filtrado de armo´nicos
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Tabla 6.5: Puntuaciones tras filtrado de armo´nicos
Artista Disco freq root majmin mirex
Beatles 01 2400 60.95 50.45 50.90
Beatles 01 2600 60.76 50.23 50.70
Beatles 01 2800 60.66 50.01 50.54
Beatles 01 3000 60.44 49.95 50.38
Beatles 01 3200 60.66 50.18 50.60
Beatles 01 3500 60.41 49.99 50.44
Beatles 01 3800 60.55 50.15 50.61
Beatles 01 4000 60.42 50.16 50.62
Beatles 01 5000 60.04 49.83 50.30
Beatles 01 6000 59.94 49.79 50.25
Robbie Williams 01 2400 67.65 49.13 49.11
Robbie Williams 01 3000 67.78 49.36 49.35
Robbie Williams 01 3500 67.72 49.37 49.36
Robbie Williams 01 4000 67.68 49.46 49.46
Robbie Williams 01 6000 67.72 49.56 49.54





















The Beatles - Disco 01
Robbie Williams - Disco 01
Figura 6.5: Puntuacio´n root en funcio´n de la frecuencia de corte del filtrado de armo´nicos
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Tabla 6.6: Puntuaciones en funcio´n del tipo de cromagrama
Artista Disco tipo root majmin mirex
Beatles 01 stft 40.60 34.83 36.10
Beatles 01 cens 59.79 49.70 50.15
Beatles 01 cqt 59.31 47.86 48.33
Beatles 02 stft 43.83 36.74 35.96
Beatles 02 cens 60.45 46.12 45.13
Beatles 02 cqt 57.12 43.99 42.99
Tabla 6.7: Puntuaciones en funcio´n del hop length utilizado para el ca´lculo del
cromagrama
Artista Disco hop root majmin mirex
Beatles 01 128 54.52 44.66 45.12
Beatles 01 256 56.55 46.45 46.94
Beatles 01 512 59.79 49.70 50.15
Beatles 01 1024 55.42 36.23 36.17
ahora a probar distintos hop length, el nu´mero de muestras entre dos vectores de croma
consecutivos. En la tabla 6.7 vemos el efecto de este para´metro. En ella podemos ver
que el hop length ideal es 512.
6.1.5. Prefiltering: Filtro de mediana
Nos interesa ahora conocer co´mo afecta el taman˜o de la ma´scara usada en el filtro de
mediana en prefiltering, al resultado final de la estimacio´n. Para ello, volvemos a utilizar
la configuracio´n ba´sica, e iremos modificando el taman˜o de la ma´scara progresivamente.
En la figura 6.8 vemos los resultados obtenidos.
Adema´s, en la tabla 6.9 vemos co´mo afectar´ıa al sistema eliminar este filtro. Tras
Tabla 6.8: Puntuaciones en funcio´n del taman˜o del kernel usado en el filtro de mediana
de prefiltering
Artista Disco mask size root majmin mirex
Beatles 01 3 59.79 49.70 50.15
Beatles 01 5 59.79 49.70 50.15
Beatles 01 7 59.79 49.68 50.14
Beatles 01 11 59.80 49.82 50.27
Beatles 01 15 59.83 49.82 50.28
Beatles 01 21 60.11 50.21 50.66
Beatles 01 29 60.31 50.21 50.65
Beatles 01 61 59.52 49.48 49.89
Evaluacio´n del sistema 103
Tabla 6.9: Puntuaciones sin el filtro de mediana de prefiltering
Artista Disco root majmin mirex
Beatles 01 59.77 49.68 50.13
Beatles 02 60.47 46.12 45.13
















Figura 6.6: Configuracio´n del sistema, usando sincronizacio´n con beat en prefiltering
ver las dos tablas anteriores podemos concluir que el uso del filtro de mediana en
prefiltering pra´cticamente no supone ninguna mejora en el resultado final de
la estimacio´n. En el mejor caso, con un taman˜o de ma´scara de 29, la estimacio´n ha
mejorado en un 0.5 % aproximadamente.
6.1.6. Prefiltering: Sincronizacio´n con beat
Una alternativa a usar la combinacio´n de Filtro de mediana en prefiltering +
Sincronizacio´n con beat en postfiltering es realizar la sincronizacio´n con el pulso en
la fase de prefiltering, es decir, antes de la estimacio´n. En la figura 6.6 vemos el esquema
de la configuracio´n usada para este apartado.
En la tabla 6.10 podemos ver los resultados obtenidos usando la sincronizacio´n con el
pulso en prefiltering, tanto subdividiendo el beat, como sin subdividir.
Podemos ver que, al menos para los datasets analizados, los resultados son pra´cti-
camente iguales que con la sincronizacio´n con el beat en postfiltering. Adema´s
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Tabla 6.10: Puntuaciones obtenidas usando sincronizacio´n con el beat en prefiltering
Artista Disco subdivide root majmin mirex
Beatles 01 NO 59.72 49.61 50.13
Beatles 01 SI´ 59.60 49.61 49.68
Beatles 02 NO 60.61 46.25 45.23
Beatles 02 SI´ 60.52 45.94 44.94
Beatles 03 NO 61.55 49.65 49.65
Beatles 03 SI 62.40 49.67 49.60
Tabla 6.11: Puntuaciones obtenidas usando sincronizacio´n con el beat en postfiltering
sin subdividr el beat
Artista Disco root majmin mirex
Beatles 01 60.15 50.54 51.05
Beatles 02 60.94 46.73 45.73
Beatles 03 62.31 50.61 50.51
vemos, que no existe apenas diferencia entre subdividir el beat y no hacerlo.
6.1.7. Postfiltering: Sincronizacio´n con beat
Volvemos de nuevo a la configuracio´n ba´sica, pero ahora comprobaremos como afecta al
sistema si, en la sincronizacio´n con el beat de la fase de postfiltering, no subdividie´ramos
los beats. Podemos ver los resultados en la tabla 6.11. Los resultados muestran que no
realizar la subdivisio´n con el beat proporciona en este caso un ligero aumento
de alguna de´cima en la puntuacio´n final.
6.1.8. Patrones y clasificadores
Tenemos tres tipos de patrones de cromagramas en nuestro sistema que habra´ que
evaluar: ideales, ideales con armo´nicos y patrones obtenidos a partir de csound. Adema´s
dentro de los dos primeros grupos, podemos incluir u´nicamente acordes mayores y me-
nores o incluir tambie´n los acordes de se´ptima. En la tabla 6.12 vemos el resultado del
ana´lisis, realizado a partir de la configuracio´n ba´sica. De aqu´ı, podemos extraer conclu-
siones bastante importantes para el desarrollo del sistema:
El uso de patrones con armo´nicos mejora notablemente la estimacio´n
Con respecto al uso de acordes de se´ptima en el conjunto de entrenamiento, no
llegamos a una conclusio´n clara. Existen ocasiones en las que esto supone una
mejora en la estimacio´n, y otras ocasiones en las que supone un ligero descenso de
la puntuacio´n final.
De los 3 datasets, el que mejores resultados proporciona es fluid
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Tabla 6.12: Puntuaciones en funcio´n de los tipos de patrones elegidos
Artista Disco tipo patron tipos de acordes root majmin mirex
Beatles 01 ideal maj,min 59.79 49.70 50.15
Beatles 01 ideal maj,min,7,maj7,min7 60.93 53.88 56.74
Beatles 01 ideal + armo´nicos maj,min 62.04 52.22 52.49
Beatles 01 ideal + armo´nicos maj,min,7,maj7,min7 62.67 55.35 57.63
Beatles 01 csound (fluid) maj,min 65.98 50.69 50.72
Beatles 01 csound (muse) maj,min 65.26 48.65 48.68
Beatles 01 csound (tim) maj,min 58.05 48.42 48.39
Beatles 02 ideal maj,min 60.45 46.12 45.13
Beatles 02 ideal maj,min,7,maj7,min7 57.39 47.02 50.95
Beatles 02 ideal + armo´nicos maj,min 64.22 49.07 47.99
Beatles 02 ideal + armo´nicos maj,min,7,maj7,min7 59.96 48.44 51.90
Beatles 02 csound (fluid) maj,min 61.28 44.06 43.10
Beatles 02 csound (muse) maj,min 60.38 41.94 41.01
Beatles 02 csound (tim) maj,min 54.86 41.98 41.07
El uso de los patrones basados en CSound no supone un incremento sustancial
en la puntuacio´n del sistema. Sin embargo, al ser un conjunto de entrenamiento
mucho ma´s extenso, este tipo de patrones tienen un margen de mejora mucho
mayor, en funcio´n de los para´metros de los clasificadores. Por lo tanto, estos sera´n
los patrones usados en nuestro sistema final.
6.1.9. Clasificadores
Para probar los clasificadores usaremos usaremos la configuracio´n ba´sica. Sin em-
bargo, modificaremos el tipo de patro´n, usando los obtenidos a partir de CSound. A
partir de ah´ı, modificaremos los para´metros de los clasificadores y veremos co´mo afectan
a la estimacio´n.
En la tabla ?? podemos ver el resultado de modificar el para´metro k para el clasificador
knn. La conclusio´n que extraemos es que el k ideal estar´ıa entre 7 o 9
Por otra parte, en la tabla 6.14 podemos ver el resultado de utilizar una ma´quina
de vector de soporte (SVM). Podemos ver, que la puntuacio´n obtenida dependera´
en gran medida del valor C de la SVM. Esta puntuacio´n llega a ser superior a
la obtenida mediante el clasificador KNN. Un valor de C igual a 2 es el que
proporciona mejores resultados.
Por u´ltimo, el tercer clasificador que usaremos es una red neuronal. Podemos ver
en la tabla 6.15 los resultados obtenidos. Como vemos, estos resultados son ligeramente
inferiores a los conseguidos por los otros dos clasificadores.
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Tabla 6.13: Puntuaciones en funcio´n de la k del clasificador KNN
Artista Disco k root majmin mirex
Beatles 01 1 65.98 50.69 50.72
Beatles 01 3 67.19 55.62 55.59
Beatles 01 5 66.91 54.99 55.01
Beatles 01 7 66.88 54.76 54.73
Beatles 02 1 61.28 44.06 43.10
Beatles 02 3 63.42 47.19 46.14
Beatles 02 5 63.76 47.25 46.19
Beatles 02 7 63.85 47.42 46.35
Beatles 02 9 63.79 47.29 46.22
Robbie Williams 01 1 68.12 50.01 49.84
Robbie Williams 01 3 68.48 50.35 50.16
Robbie Williams 01 5 70.99 52.43 52.20
Robbie Williams 01 7 71.48 52.27 52.07
Robbie Williams 01 9 71.43 52.40 52.21
Tabla 6.14: Puntuaciones en funcio´n del para´metro C de la SVM
Artista Disco C root majmin mirex
Beatles 01 0.001 65.93 51.59 51.62
Beatles 01 0.01 66.88 55.64 55.65
Beatles 01 0.05 63.80 50.13 50.15
Beatles 01 0.2 66.70 53.50 53.49
Beatles 01 0.5 67.79 55.34 55.32
Beatles 01 1 68.27 56.78 56.76
Beatles 01 2 68.91 58.32 58.30
Beatles 01 5 68.57 58.27 58.23
Beatles 01 10 67.74 57.54 57.72
Beatles 02 0.001 54.26 37.18 36.27
Beatles 02 0.01 55.36 37.49 36.56
Beatles 02 0.05 60.15 42.82 41.80
Beatles 02 0.1 62.26 49.50 44.41
Beatles 02 0.2 63.71 46.70 45.61
Beatles 02 0.3 64.74 47.72 46.61
Beatles 02 0.5 65.41 48.16 47.04
Beatles 02 0.7 65.63 48.74 47.61
Beatles 02 0.9 65.51 49.83 48.69
Beatles 02 5 64.81 49.79 48.70
Beatles 02 10 64.23 49.78 48.69
Beatles 02 20 64.35 49.81 48.75
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Tabla 6.15: Puntuaciones en funcio´n del para´metro α y el nu´mero de capas ocultas de
la red neuronal
Artista Disco α hidden layers root majmin mirex
Beatles 01 0.1 (30,30,30) 61.69 51.63 51.61
Beatles 01 1 (30,30,30) 64.45 54.01 54.01
Beatles 01 10 (30,30,30) 63.48 49.37 49.56
Beatles 01 0.1 (30,30,30,30,30) 61.80 49.77 49.82
Beatles 01 1 (30,30,30,30,30) 61.56 51.58 51.57
Beatles 01 10 (30,30,30,30,30) 16.45 11.82 12.24
Tabla 6.16: Puntuaciones del sistema final
Artista root majmin mirex
Beatles 65.3 54.98 53.75
Queen 54.77 43.28 42.73
Robbie Williams 66.70 54.90 53.33
6.2. Sistema final
Analizados los dema´s subsistemas, ya estamos en condiciones de elegir todos los
para´metros del sistema final. Podemos ver los subsistemas y para´metros utilizados en la
figura 6.7. En la tabla 6.16 se muestran los resultados obtenidos por este sistema para
los 3 datasets.
6.2.1. Velocidad de ejecucio´n
Analizando los documentos generados a partir de los ana´lisis a los 3 posibles datasets
podemos observar un hecho muy interesante. El tiempo empleado por el programa para
analizar todas estas canciones es mucho menor que la duracio´n de todas ellas. El orde-
nador en el que se ha ejecutado tiene un procesador Intel Core i5-3230M con 4 nu´cleos a
una frecuencia de 2.60GHz. Esto tiene una implicacio´n muy importante, nuestro sistema
podr´ıa trabajar a tiempo real, en cualquier sistema con prestaciones que no tienen por
que´ ser demasiado elevadas.




















Figura 6.7: Configuracio´n del sistema final
7 Conclusiones
Como el lector habra´ podido comprobar, en este trabajo se ha puesto gran esfuerzo en
comprobar, de forma exhaustiva, absolutamente todos los para´metros y algoritmos del
proceso de estimacio´n de acordes. Gracias a esto, hemos comprobado que el peso real del
sistema de estimacio´n se encuentra en los patrones y en el clasificador usados. Estos
son los elementos verdaderamente diferenciales gracias a los que se producen los grandes
avances. Hemos visto que el clasificador que ma´s u´til nos sera´ es la ma´quina de vector
de soporte. Adema´s, los patrones obtenidos a partir de muestras de instrumentos reales
son los que nos han dado mejores resultados. Todos los dema´s elementos del sistema,
de adaptacio´n de la sen˜al, prefiltering o postfiltering, suponen mejoras muy pequen˜as
(aunque no podemos obviarlos, pues la suma de muchas pequen˜as mejoras, puede llegar
a ser muy importante). Adema´s, para que estas mejoras tengan efecto hay que realizar
un ajuste muy fino de los para´metros de dichos elementos.
Los algoritmos usados en el sistema son los utilizados en este campo desde hace muchos
an˜os. No son especialmente novedosos, sin embargo, hasta ahora no se hab´ıa realizado
ningu´n otro trabajo que detallara en que´ medida beneficiar´ıan al sistema cada uno de
ellos. Como era de esperar, obtener puntuaciones cercanas a las obtenidas en las u´ltimas
ediciones de MIREX no ha sido posible. En unos meses de trabajo es muy dif´ıcil llegar
a asemejarse a sistemas que tienen detra´s a varios investigadores trabajando durante
an˜os. Sin embargo, hemos descubierto que ajustando bien los para´metros de cada parte
del sistema, con los componentes ba´sicos de un sistema ACE, podemos llegar a obtener
puntuaciones sin nada que envidiar a las de otros trabajos que usan componentes mucho
ma´s sofisticados. El problema del deep learning, que esta´ detra´s de muchos de los sistemas
ACE actuales, es que el sistema puede funcionar o no, pero un conjunto de valores de
pesos de conexiones neuronas no dara´n al investigador la informacio´n necesaria para
saber que´ esta´ pasando. Son cajas negras a las que simplemente les pasamos una serie de
inputs, y recibimos unos output determinados. Puesto que es inevitable que la estimacio´n
de acordes avance, como muchos otros campos, hacia el deep learning, trabajos como el
presente permitira´n arrojar un poco de claridad al proceso. Ya que no podemos evitar
que el clasificador sea una caja negra, al menos sera´ de utilidad que conozcamos co´mo
afectan el resto de elementos, y por que´ el uso de ciertos para´metros beneficia al sistema.
Por desgracia, el tiempo es limitado, y hay que parar el desarrollo en un punto. Sin
embargo, son muchas las dudas que au´n nos quedan en el aire. El lector debera´ com-
prender que en el presente trabajo, los diferentes subsistemas han sido evaluados sobre
una configuracio´n ba´sica. Sin embargo, aunque son sistemas parcialmente aislados y no
deber´ıa suponer un gran cambio, no podemos asegurar que el uso de estos subsistemas
sobre otra configuracio´n distinta tenga exactamente el mismo efecto. Esta es una de las
lineas de trabajo futuro, habr´ıa que rizar el rizo un poco ma´s, y evaluar tambie´n los
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subsistemas de forma combinada, y sobre otras configuraciones base. So´lo as´ı ser´ıamos
capaces de evaluar si esta suposicio´n de partida era realmente correcta.
Como hemos visto, el elemento que ha supuesto una gran mejora en nuestro sistema,
ha sido el uso de patrones de cromagramas obtenidos a partir de instrumentos sintetiza-
dos a partir de soundfonts de instrumentos reales. Sin embargo, a ra´ız de los resultados
obtenidos en los patrones ideales, en los que el uso de patrones de acordes de se´ptima
no supon´ıa pra´cticamente ninguna mejora en el sistema, se decidio´ no generar tambie´n
patrones de acordes de se´ptima a partir de soundfonts. Sin embargo, teniendo ma´s tiem-
po, el uso de estos patrones, junto con patrones de inversiones de los acordes, podr´ıa
resultar beneficioso al sistema.
Otro apartado clave que hubiera podido suponer una importante mejora, es el ana´lisis
de los posibles patrones de los clasificadores usados. Aunque hayamos usado uno o dos
para´metros para controlar cada clasificador, en realidad estos algoritmos dependen de
muchos ma´s para´metros que siendo ajustados correctamente, podr´ıan mejorar en gran
medida el resultado de la estimacio´n. De hecho, podr´ıa usarse la funcio´n GridSearchCV
de sklearn que adema´s va muy en consonancia con la filosof´ıa de este proyecto. Esta
funcio´n permite definir una lista de posibles valores para los distintos para´metros del
clasificador, que sklearn analizara´ con el fin de proporcionar los que maximicen la
puntuacio´n final.
Por u´ltimo, es necesario an˜adir al sistema informacio´n del contexto. Como sabemos,
hay acordes que tienen una probabilidad mucho mayor de aparecer en un determinado
momento de la obra que otros. Incorporar esta informacio´n al sistema puede ser de
gran utilidad. Durante este trabajo, hemos visto varias formas de realizar esta tarea.
Posiblemente, la ma´s adecuada para este proyecto ser´ıa el uso de un clasificador basado
en redes neuronales recurrentes.
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