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FACE ALGEBRAS AND UNITARITY OF SU(N)L-TQFT
TAKAHIRO HAYASHI
Abstract. Using face algebras (i.e. algebras of L-operators of IRF models),
we construct modular tensor categories with positive definite inner product,
whose fusion rules and S-matrices are the same as (or slightly different from)
those obtained by Uq(slN ) at roots of unity. Also we obtain state-sums of ABF
models on framed links which give quantum SU(2)-invariants of corresponding
3-manifolds.
1. introduction
As is well known, quantum groups have their origin in the theory of quantum
inverse scattering method. More specifically, they first appeared as so-called alge-
bras of L-operators of lattice models (of vertex type). For example, the simplest
quantum group Uq(sl(2)) can be viewed as the algebra of L-operators of 6-vertex
model without spectral parameter. It seems that it is worth trying to study algebras
of L-operators independently from the framework of Drinfeld-Jimbo algebra.
By investigating algebraic structure of lattice models of face type, we found a
new class of quantum groups, which is called the class of face algebras (cf. [14]-
[22] and also [3, 24, 36]). It contains all bialgebras as a subclass. Moreover, as
well as bialgebras, face algebras produce monoidal categories as their (co-)module
categories.
In this paper, we give a detailed study of face algebras S(AN−1; t)ǫ, which are
obtained as algebras of L-operators of RSOS models of type AN−1 (N ≥ 2) (cf.
[23]), where ǫ = ±1 and t denotes a primitive 2(N +L)-th root of unity with L ≥ 1.
We also give two applications of S(AN−1; t)ǫ to 3-dimensional topological quantum
field theory (TQFT) and corresponding quantum invariants of 3-manifolds.
We show that the algebra S(AN−1; t)ǫ is finite-dimensional cosemisimple and
that its dual is a C∗-algebra for a suitable t. Also, we classify irreducible comodules
of S(AN−1; t)ǫ and determine their dimensions. Moreover, we construct various
structures on S(AN−1; t)ǫ, such as the antipode, the braiding and the ribbon func-
tional. The algebra S(AN−1; t)ǫ is constructed as a quotient of the face version
A(wN,t,ǫ) of FRT construction modulo one additional relation “det = 1”, where
wN,t,ǫ is the Boltzmann weight of RSOS models of type AN−1 without the spec-
tral parameter and det denotes the “(quantum) determinant” of A(wN,t,ǫ). Since
the representation theory of A(wN,t,ǫ) is relatively easily established using a result
on Iwahori-Hecke algebras due to H. Wenzl, the core of our work is to study the
properties of the element det or, corresponding “exterior” algebra.
Next, we explain the unitarity of 3-dimensional TQFT briefly. Roughly speaking,
a 3-dimensional TQFT is a map which assigns to each 3-cobordism (M,∂−M, ∂+M),
a linear map τ(M) : T(∂−M)→ T(∂+M). Here, by a 3-dimensional cobordism, we
mean a compact 3-dimensional manifold M whose boundary is a disjoint union of
two closed surfaces ∂−M,∂+M . A 3-dimensional TQFT is called unitary if T(∂±M)
are (finite-dimensional) Hilbert spaces and τ(−M) = τ(M)∗ for each 3-cobordism
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(M,∂−M,∂+M). It is established in [40] that to obtain a (unitary) 3-dimensional
MTC, it suffices to construct a (unitary) modular tensor category (MTC) (i.e. a
braided category which satisfies certain additional properties). The most important
examples of MTC are constructed as semisimple quotients C(g, q) of some module
categories of Drinfeld-Jimbo algebra Uq(g) at roots q of unity (cf. [34, 1, 8, 28],
and see also [7, 41, 42] for other construction of MTC’s). For a suitable q, it also
is expected that C(g, q) is a unitary MTC. However, it seems that it is not easy
to verify it directly, since Uq(g) is non-semisimple and cannot have a C
∗-algebra
structure (cf. A. Kirillov, Jr, [28] and V. Tuaev and H. Wenzl [42]).
The first application of S(AN−1; t)ǫ is to show that the category CS(AN−∞,⊔)ǫ
of all finite-dimensional rightS(AN−1; t)ǫ-comodules is a MTC, and that (for a suit-
able t), the category C⊓S(AN−∞,⊔)ǫ of all finite-dimensional unitary S(AN−1; t)ǫ-
comodules is a unitary MTC, whose fusion rules agree with those of C(slN, q). Here
“unitary” comodule means a comodule with inner product which satisfies some con-
ditions. The quantum dimensions and S-matrices of CS(AN−∞,⊔)ǫ are the same
as (or slightly different from) those of C(slN, q) (according to the choice of ǫ and
another sign parameter ι when N is even). Although we use Uq(slN) to obtain
some combinatorial formulas, the essential part of our theory is independent from
Uq(slN). Hence the equivalence of C(slN, q) and CS(AN−∞,⊔)ǫ is left as an open
problem. However, by the result of Kazhdan and Wenzl [27], these two categories
are equivalent up to a “twist.”
Unlike the module category of Uq(g), the category CS(AN−∞,⊔)ǫ itself is semisim-
ple. Moreover, it has a apparent similarity to the spaces of the conformal blocks of
Wess-Zumino-Witten (WZW) models. We hope that there exists a direct connec-
tion between S(AN−1; t)ǫ and WZW models, similarly to Drinfeld [6].
The second application is to give an explicit description of the quantum SU(2)-
invariant τ(M) of closed 3-manifoldsM , which is associated with CS(A∞,⊔)ǫ. More
precisely, we express τ(M) as a state sum on each generic link diagram D which
represents M . It gives a direct connection between the invariant and ABF model.
The paper is organized as follows. We start in Sect. 2-4, by recalling elementary
properties of face algebras H, various structures on H and their relations to the
comodule category of H. In Sect. 5, we recall the notion of star-triangular (Yang-
Baxter) face models and flat face models. The later is introduced in [18], and
is a variant of Ocneanu’s notion of flat biunitary connection in operator algebra.
Flat face models play an crucial role to the determination of the representation
theory of S(AN−1; t)ǫ. In Sect. 6-7, we define the algebras S(AN−1; t)ǫ and state
the main result on the representation theory of them. In Sect. 9-10, we construct
several structures on S(AN−1; t)ǫ, which we call the transpose, the costar structure,
the antipode and the ribbon functional. Consequently, we see that CS(AN−∞,⊔)ǫ
(resp. C⊓S(AN−∞,⊔)ǫ) is a (unitary) ribbon category. In Sect. 11, we prove that
CS(AN−∞,⊔)ǫ is a modular tensor category, by computing its S-matrix. Section 8
and Section 12 are devoted to some technical calculations on face analogues of the
exterior algebras. In Sect. 13-14, we give an explicit description of CS(A∞,⊔)ǫ and
give a state sum expression of the quantum SU(2)-invariant stated above.
After submitting the manuscript, one of the referee informed me the existence of
the following two papers;
H. Wenzl, C∗-tensor categories from quantum groups, J. Amer. Math. Soc. 11
(1988), pp. 261-282.
C. Blanchet, Heck algebras, modular categories and 3-manifolds quantum invari-
ants, preprint.
The former gives a proof of the unitarity of C(g, q) for each g. The latter gives
a construction of modular tensor categories via Iwahori-Hecke algebras at root of
unity.
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Throughout this paper, we use Sweedler’s sigma notation for coalgebras, such as
(∆⊗ id)(∆(a)) =∑(a) a(1) ⊗ a(2) ⊗ a(3) (cf. [37]).
2. face algebras
In this section, we give the definition of the face algebra and various structures on
it. Let H be an algebra over a field K equipped with a coalgebra structure (H,∆, ε).
Let V be a finite non-empty set and let eλ and
◦
eλ (λ ∈ V) be elements of H. We
say that (H, eλ,
◦
eλ) is a V-face algebra if the following relations are satisfied:
∆(ab) = ∆(a)∆(b), (2.1)
eλeµ = δλµeλ,
◦
eλ
◦
eµ = δλµ
◦
eλ, eλ
◦
eµ =
◦
eµeλ, (2.2)∑
ν∈V
eν = 1 =
∑
ν∈V
◦
eν , (2.3)
∆(
◦
eλeµ) =
∑
ν∈V
◦
eλeν ⊗ ◦eνeµ, ε(◦eλeµ) = δλµ, (2.4)
ε(ab) =
∑
ν∈V
ε(aeν)ε(
◦
eνb) (2.5)
for each a, b ∈ H and λ, µ ∈ V. We call elements eλ and ◦eλ face idempotents of H. It
is known that bialgebra is an equivalent notion of V-face algebra with card(V) = .
For a V-face algebra H, we have the following formulas:
ε(
◦
eλa) = ε(eλa), ε(a
◦
eλ) = ε(aeλ), (2.6)∑
(a)
a(1)ε(eλa(2)eµ) = eλaeµ, (2.7)
∑
(a)
ε(eλa(1)eµ)a(2) =
◦
eλa
◦
eµ, (2.8)
∆(a) =
∑
ν,ξ
∑
(a)
eνa(1)eξ ⊗ ◦eνa(2)◦eξ, (2.9)
∑
(a)
eλa(1)eµ ⊗ a(2) =
∑
(a)
a(1) ⊗ ◦eλa(2)◦eµ, (2.10)
∆(
◦
eλeµa
◦
eλ′eµ′) =
∑
(a)
◦
eλa(1)
◦
eλ′ ⊗ eµa(2)eµ′ (2.11)
for each a ∈ H and λ, µ, λ′, µ′ ∈ V.
Let G be a finite oriented graph with set of vertices V = G0. For an edge p, we
denote by s(p) and r(p) its source (start) and its range (end) respectively. For each
m ≥ 1, we denote by Gm =∐λ,µ∈VGmλµ the set of paths of G of length m, that is,
p ∈ Gmλµ if p is a sequence (p1, . . . ,pm) of edges of G such that s(p) := s(p1) = λ,
r(pn) = s(pn+1) (1 ≤ n < m) and r(p) := r(pm) = µ. Let H(G) be the linear span
of the symbols e
(
p
q
)
(p,q ∈ Gm,m ≥ 0). Then H(G) becomes a V-face algebra by
setting
◦
eλ =
∑
µ∈V
e
(
λ
µ
)
, eµ =
∑
λ∈V
e
(
λ
µ
)
, (2.12)
e
(
p
q
)
e
(
r
s
)
= δr(p)s(r) δr(q)s(s) e
(
p · r
q · s
)
, (2.13)
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∆
(
e
(
p
q
))
=
∑
t∈Gm
e
(
p
t
)
⊗ e
(
t
q
)
, ε
(
e
(
p
q
))
= δpq (2.14)
for each p,q ∈ Gm and r, s ∈ Gn (m,n ≥ 0). Here for paths p = (p1, . . . ,pm) and
r = (r1, . . . , rn), we set p · r = (p1, . . . ,pm, r1, . . . , rn) if r(p) = s(r). We note
that KG =
⊕
p∈G Kp (m ≥ 0) becomes a right H(G)-comodule via
q 7→
∑
p∈G
p⊗ e
(
p
q
)
. (2.15)
Proposition 2.1 ([16]). Every finitely generated V-face algebra is isomorphic to a
quotient of H(G) for some G.
We say that a linear map S : H → H is an antipode of H, or (H, S) is a Hopf
V-face algebra if∑
(a)
S(a(1))a(2) =
∑
ν∈V
ε(aeν)eν ,
∑
(a)
a(1)S(a(2)) =
∑
ν∈V
ε(eνa)
◦
eν ,
(2.16)∑
(a)
S(a(1))a(2)S(a(3)) = S(a) (2.17)
for each a ∈ H. An antipode of a V-face algebra is an antialgebra-anticoalgebra
map, which satisfies
S(
◦
eλeµ) =
◦
eµeλ (λ, µ ∈ V). (2.18)
The antipode of a V-face algebra is unique if it exists.
Let H be a V-face algebra with product m and let R+ and R− be elements of
(H ⊗ H)∗. We say that (H,R±) is a coquasitriangular (or CQT) V-face algebra if
the following relations are satisfied
R+m∗(1) = R+, m∗(1)R− = R−, (2.19)
R−R+ = m∗(1), R+R− = (mop)∗(1), (2.20)
R+m∗(X)R− = (mop)∗(X) (X ∈ H∗), (2.21)
(m⊗id)∗(R+) = R+13R+23, (id⊗m)∗(R+) = R+13R+12. (2.22)
Here, as usual, for each Z ∈ (H⊗H)∗ and {i, j, k} = {1, 2, 3}, we define Zij ∈ (H⊗3)∗
by Zij(a1, a2, a3) = Z(ai, aj)ε(ak) (a1, a2, a3 ∈ H). We note, for example, that the
second formula of (2.22) is equivalent to
R+(a, bc) =
∑
(a)
R+(a(1), c)R+(a(2), b) (a, b, c ∈ H). (2.23)
It is known that R± satisfies
(m⊗id)∗(R−) = R−23R−13, (id⊗m)∗(R−) = R−12R−13, (2.24)
R+(◦eλeµa◦eνeξ, b) = R+(a, ◦eµeξb◦eλeν), (2.25)
R−(◦eλeµa◦eνeξ, b) = R−(a, ◦eνeλb◦eξeµ), (2.26)
R+(◦eλeµ, a) = ε(eµaeλ), R+(a, ◦eλeµ) = ε(eλaeµ), (2.27)
R−(◦eλeµ, a) = ε(eλaeµ), R−(a, ◦eλeµ) = ε(eµaeλ) (2.28)
for each λ, µ, ν, ξ ∈ V, a, b ∈ H. If, in addition, H has an antipode S, then
(S ⊗ id)∗(R+) = R−, (id⊗ S)∗(R−) = R+. (2.29)
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For a CQT Hopf V-face algebra H, we define its Drinfeld functionals Ui ∈ H∗
(i = 1, 2) via
U1(a) =
∑
(a)
R+(a(2), S(a(1))), U2(a) =
∑
(a)
R−(S(a(1)), a(2)) (a ∈ H).
(2.30)
The Drinfeld functionals are invertible as elements of the dual algebra H∗ and satisfy
the following relations [20]:
U−11 (a) =
∑
(a)
R−(S(a(2)), a(1)), U−12 (a) =
∑
(a)
R+(a(1), S(a(2))),
(2.31)
U±1i (
◦
eλeµ) = δλµ, U±i (
◦
eλa
◦
eµ) = U±i (eλaeµ), (2.32)
m∗(U1) = R−R−21(U1 ⊗ U1) = (U1 ⊗ U1)R−R−21, (2.33)
m∗(U2) = R+21R+(U2 ⊗ U2) = (U2 ⊗ U2)R+21R+,
UiXU−1i = (S2)∗(X), (2.34)
S∗(U±11 ) = U∓12 , S∗(U±12 ) = U∓11 (2.35)
for each i = 1, 2, a ∈ H, X ∈ H∗ and λ, µ ∈ V. In particular, S is bijective and
U1U−12 is a central element of H∗. Let (H,R±) be a CQT Hopf V-face algebra and
V an invertible central element of H∗. We say that V is a ribbon functional of H, or
(H,V) is a coribbon Hopf V-face algebra if
m∗(V) = R−R−21(V ⊗ V), (2.36)
S∗(V) = V . (2.37)
Let g (resp. G) be an element of (resp. a linear functional on) a V-face algebra
H. We say that g (resp. G) is group-like if the following relations (2.38)-(2.39) (resp.
(2.40)-(2.41)) are satisfied:
∆(g) =
∑
ν∈V
geν ⊗ g◦eν , (2.38)
g
◦
eλeµ =
◦
eλeµg, ε(g
◦
eλeµ) = δλµ, (2.39)
G(ab) =
∑
ν∈V
G(aeν)G(◦eνb), (2.40)
G(◦eλa◦eµ) = G(eλaeµ), G(◦eλeµ) = δλµ (2.41)
for each a, b ∈ H and λ, µ ∈ V. If H has an antipode S, then every group-like
element g and group-like functional G are invertible and satisfy
S(g) = g−1, S∗(G) = G−1. (2.42)
We denote by GLE(H) the set of all group-like elements of H.
Proposition 2.2 ([21]). Let H be a CQT Hopf V-face algebra and V an invertible
element of H∗. Then (H,V) is a coribbon Hopf V-face algebra if and only if M =
U∞V−∞ is group-like and satisfies the following relations :
MXM−1 = (S2)∗(X) (X ∈ H∗), (2.43)
M∈ = U∞U∈. (2.44)
For a coribbon Hopf V-face algebra (H,V), we call M = U∞V−∞ the modified
ribbon functional of H corresponding to V .
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Example 2.1. When L = 1, the algebra S(AN−1; t)ǫ is rather degenerate. Hence,
we treat this case here separately from the case L ≥ 2. (cf. [11]). Let N ≥ 2 be
an integer and V the cyclic group Z/NZ. Let t ∈ C be a primitive 2(N + 1)-th
root of unity and ǫ either 1 or −1. We define the V-face algebra S(AN−1; t)ǫ to be
the C-linear span of the symbols eij(m) (i, j,m ∈ V) equipped with the structure of
V-face algebra given by
eij[p]e
k
l [q] = δi+p,kδj+q,le
i
j [p+ q] (p, q ∈ Z≥0), (2.45)
∆(eik(m)) =
∑
j
eij(m)⊗ ejk(m), ε(eij(m)) = δij , (2.46)
◦
ei =
∑
j
eij(0), ej =
∑
i
eij(0). (2.47)
Here, in (2.45), we set
eij [qN + r] = (−ǫ)(i−j)q(N−1)eij(r +NZ) (2.48)
for each q ∈ Z and 0 ≤ r < N . The algebra S(AN−1; t)ǫ becomes a coribbon Hopf
V-face algebra via
S(eij[p]) = e
j+p
i+p [−p], (2.49)
R+(eij [p], ekl [q]) = δi,k+qδjkδi+p,l+qδj+p,l(−ζt)−pq , (2.50)
Vι(⌉〉| [√]) = δ〉|ι
√
(−ζ⊔)√
∈
, (2.51)
where i, j, k, l ∈ V, p, q ∈ Z≥0, ζ denotes a solution of ζN = ǫN−1t, ι = ±1 if
N ∈ 2Z and ι = 1 if N ∈ 1 + 2Z.
3. comodules of face algebras
In this section, we recall categorical properties of comodules of face algebras (cf.
[16]). We refer the readers to [26] for the terminologies on monoidal (or tensor)
categories.
Let M be a right comodule of a V-face algebra H. We define its face space
decomposition M =
⊕
λ,µ∈VM(λ, µ) by
M(λ, µ) =
{∑
(u)
u(0)ε(eλu(1)eµ)
∣∣∣ u ∈M}. (3.1)
Here we denote the coaction M → M ⊗ H by u 7→ ∑(u) u(0) ⊗ u(1) (u ∈ M). Let
N be another H-comodule. We define the truncated tensor product M⊗¯N to be the
H-comodule given by
(M⊗¯N)(λ, µ) =
⊕
ν∈VM(λ, ν) ⊗N(ν, µ), (3.2)
u⊗ v 7→
∑
(u),(v)
u(0) ⊗ v(0) ⊗ u(1)v(1)
(u ∈M(λ, ν), v ∈ N(ν, µ), λ, µ, ν ∈ V). (3.3)
With this operation, the categoryComfH of all finite-dimensional right H-comodules
becomes a monoidal (or tensor) category whose unit object KV is given by
KV =
⊕
µ∈V
Kµ; µ 7→
∑
λ∈V
λ⊗ ◦λµ (µ ∈ V). (3.4)
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If, in addition, H is CQT, then ComfH becomes a braided monoidal category with
braiding cMN :M⊗¯N ∼= N⊗¯M given by
cMN (u⊗ v) =
∑
(u),(v)
v(0) ⊗ u(0)R+(u(1), v(1))
(u ∈M(λ, ν), v ∈ N(ν, µ), λ, µ, ν ∈ V). (3.5)
Next, suppose that H has a bijective antipode and M is finite-dimensional. Then
there exists a unique right H-comoduleM∨ such that whose underlying vector space
is the dual of M and that the coaction satisfies∑
(u)
〈v, u(0)〉S(u(1)) =
∑
(v)
〈v(0), u〉v(1) (u ∈M, v ∈M∨). (3.6)
As vector spaces, we have
M∨(λ, µ) ∼=M(µ, λ)∗ (λ, µ ∈ V). (3.7)
The comodule M∨ becomes a left dual object of M via maps
bM : KV→M⊗¯M∨; λ 7→
∑
µ∈V
∑
p∈Mλµ
p⊗ p∨ (λ ∈ V), (3.8)
dM : M
∨⊗¯M → KV ; p∨ ⊗ q 7→ δpq µ (p ∈Mνλ,q ∈Mνµ), (3.9)
where Mλµ denotes a basis of M(λ, µ) and {p∨ |p ∈ Mλµ} its dual basis. By
replacing S in (3.6) with S−1, we obtain another H-comodule structure on M∗,
which gives the right dualM∧ ofM . We note that the canonical linear isomorphism
IM∧ :M
∧ →M∨ satisfies
IM∧(Xu) = (S
−2)∗(X)IM∧(u) (3.10)
for each X ∈ H∗ and u ∈M∧. Here, as usual, we regard M as a left H∗-module via
Xu =
∑
(u)
u(0)〈X,u(1)〉 (u ∈M,X ∈ H∗). (3.11)
Finally, suppose that H is a coribbon Hopf V-face algebra. Then ComfH becomes a
ribbon category with twist θM :M ∼=M given by
θM (u) = V−∞⊓ (⊓ ∈ M). (3.12)
Lemma 3.1. Let H be a coribbon Hopf V-face algebra with modified ribbon func-
tional M such that its unit comodule KV is absolutely irreducible. Then, the quan-
tum trace of the ribbon category ComfH is given by
Trq(f) =
1
card(V)
Tr(M{) (3.13)
= Tr
(
(M{)|M(λ,−)
)
(3.14)
for each M ∈ ob(ComfH) and f ∈ EndH(M), where λ is an arbitrary element of V
and M(λ,−) =⊕µM(λ, µ).
Proof. We define uM : M →M∨∨ by the composition
M ∼=M⊗¯KV id⊗¯b−−−→M⊗¯M∨⊗¯M∨∨ ⊗¯id−−−→
M∨⊗¯M⊗¯M∨∨ d⊗¯id−−−→ KV⊗¯M∨∨ ∼=M∨∨.
Then, as a consequence of the fact that ComfH is a rigid braided monoidal category,
we have
dM ◦ cMM∨ = dM∨ ◦ (uM ⊗¯idM∨). (3.15)
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On the other hand, since uM (v) = IM (U∞⊑) (v ∈M), we have
(uM ◦ θM )(v) = IM (M⊑) (⊑ ∈M), (3.16)
where IM is as in (3.10). Hence, by the definition of Trq, we obtain
Trq(f)(λ) = dM∨ ◦ (uMθMf⊗¯idM∨) ◦ bM(λ)
=
∑
µ∈V
∑
p∈Mλµ
〈IM (M{(p)),p∨〉λ
= Tr
(
(M{)|M(λ,−)
)
λ
as required, where Mλµ and p
∨ are as in (3.8).
We say that a right comoduleM of a V-face algebraH is group-like if dim(M(λ, µ)) =
δλµ for each λ, µ ∈ V. For each g ∈ GLE(H), we can define a group-like comodule
KV} =
⊕
µ∈VKµð by the coaction µg 7→
∑
λ λg ⊗
◦
eλeµg. Conversely, we have the
following.
Lemma 3.2 ([19]). For each group-like comodule M and its basis gµ ∈ M(µ, µ)
(µ ∈ V), we obtain a group-like element g by ◦eλeµg = g
(
λ
µ
)
and gµ 7→
∑
λ gλ⊗ g
(
λ
µ
)
.
Moreover, every group-like element is obtained in this manner.
Let H be a V-face algebra and {Lψ |ψ ∈ Λ} its finite-dimensional comodules such
that H ∼=⊕ψ∈ΛEnd(Lψ)∗ as coalgebras. Let g be a central group-like element of H.
We say that g is simply reducible if there exists a set Λ and a bijection ϕ : Λ×Z≥0∼= Λ such that Lϕ(λ,n) ∼= KV}\⊗¯Lϕ(λ, 0) for each λ ∈ Λ and n ≥ 0.
Lemma 3.3 ([18]). Let H, g etc. be as above. Then, (1) the element g is not a
zero-divisor of H. (2) The quotient H = H/(g−1) is isomorphic to⊕λ∈Λ End(Lλ)∗
as coalgebras, where Lλ is Lϕ(λ,0) viewed as an H-comodule. As H-comodules, we
have Lϕ(λ,n) ∼= Lλ for each λ ∈ Λ and n.
4. compact face algebras
Let H be a V-face algebra over the complex number field C and × : H → H;
a 7→ a× an antilinear map. We say that (H,×) is a costar V-face algebra [17] if
(a×)× = a, (ab)× = a×b×, (4.1)
∆(a×) =
∑
(a)
a×(2) ⊗ a×(1), (4.2)
e×λ =
◦
eλ (4.3)
for each λ ∈ V and a, b ∈ H. Let [tpq]p,q∈I be a finite-size matrix whose entries are
elements of H. Then [tpq] is called a unitary matrix corepresentation if ∆(tpq) =∑
r tpr⊗ trq, ε(tpq) = δpq and t×pq = tqp. A costar V-face algebra H is called compact
if H is spanned by entries of unitary matrix corepresentations (cf. [29, 17]). For
each costar V-face algebra H, its dual H∗ becomes a ∗-algebra via
〈X∗, a〉 = 〈X, a×〉 (X ∈ H∗, a ∈ H). (4.4)
When H is a Hopf V-face algebra, we also set a∗ = S(a×) and X× = S∗(X)∗ for
each a ∈ H and X ∈ H∗. These operations satisfy
(a∗)∗ = a, (X×)× = X (a ∈ H,X ∈ H∗). (4.5)
For each compact Hopf V-face algebra H, its Woronowicz functional [29, 17]
Q ∈ H∗ is a unique group-like functional such that
QXQ−∞ = (S∈)∗(X ) (X ∈ H∗), (4.6)
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p
Q(⊔√√) =
∑
√
Q−∞(⊔√√), (4.7)
and that [Q(⊔√∐)] is a positive matrix, where [tpq] denotes an arbitrary unitary
matrix corepresentation. The functional Q also satisfies
Q∗ = Q, Q× = Q−∞. (4.8)
Let (H,×) be a costar V-face algebra and M a finite-dimensional H-comodule
equipped with a Hilbert space structure ( | ). We say that (M, ( | )) is unitary if∑
(u)
(u(0) | v)u(1) =
∑
(v)
(u | v(0)) v×(1) (u, v ∈M). (4.9)
We note that (M, ( | )) is unitary if and only if (3.11) gives a ∗-representation of
H∗. A costar V-face algebra (H,×) is compact if and only if every finite-dimensional
H-comodule is unitary for some ( | ).
Proposition 4.1. Let H be a compact V-face algebra. (1) The unit comodule CV
becomes a unitary comodule via (λ |µ) = δλµ. (2) For each unitary comodules M
and N , M⊗¯N becomes a unitary comodule via (u ⊗ v |u′ ⊗ v′) = (u |u′)(v | v′)
(u ∈ M(λ, ν), v ∈ N(ν, µ), u′ ∈M(λ′, ν′), v′ ∈ N(ν′, µ′)). (3) If H has an antipode,
then the left dual M∨ becomes a unitary comodule via
(u | v) = (QΥ−∞(⊑) |Υ−∞(⊓)), (4.10)
where Υ:M →M∨ denotes the antilinear isomorphism defined by
〈Υ(u), v〉 = (v |u) (u, v ∈M). (4.11)
Proof. The proof of Part (1) and Part (2) is straightforward. Using the second
equality of (4.5), we obtain (S2)∗(X×) = S∗(X∗). Using this together with (4.6)
and
XΥ(u) = Υ(X×u) (u ∈M,X ∈ H∗), (4.12)
we obtain
(u |Xv) = (S∗(X∗)QΥ−∞(⊑) |Υ−∞(⊓))
= (QΥ−∞(⊑) | (X ∗)×Υ−∞(⊓))
= (X∗u | v)
for each u, v ∈M∨, as required.
By the proposition above, the category ComfuH of all finite-dimensional unitary
comodules of a compact (Hopf) V-face algebra H becomes a (rigid) monoidal cate-
gory. Let M and N be unitary H-comodules and f : M → N an H-comodule map.
We define a linear map f¯ : N →M by (f(n) |m) = (n | f(m)). We have
f = f, f ◦ g = g ◦ f, f⊗¯g = f⊗¯g, (4.13)
f + g = f + g, cf = cf (c ∈ C). (4.14)
Proposition 4.2. For each compact Hopf V-face algebra H and its comodule M ,
we have
dM = ((IM∧ ◦ Q)⊗¯idM) ◦ bM∧ , (4.15)
bM = dM∧ ◦ (idM⊗¯((IM∧ ◦ Q)−∞). (4.16)
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Proof. Using (4.8) and (4.12), we obtain
(q∨ | Qp∨) = 〈p∨, Υ−1(q∨)〉, (Υ(q) | r∨) = 〈r∨, Qq〉, (4.17)
where {p} and {p∨} is as in (3.8). Using the first equality of (4.17), we obtain
(q∨ ⊗ r | ((IM∧ ◦ Q)⊗¯idM) ◦ bM∧(λ)) =
∑
µ∈V
∑
p∈Mµλ
(q∨ ⊗ r | Qp∨ ⊗ p)
=
∑
µ∈V
∑
p∈Mµλ
(
r | 〈p∨,Υ−1(q∨)〉p) = δλr(q) δqr,
where the first equality follows from (3.10). This proves (4.15). Similarly, (4.16)
follows from the second equality of (4.17).
Let H be a costar CQT V-face algebra. We say that H is of unitary type if
R+(a×, b×) = R−(a, b) (a, b ∈ H). (4.18)
In this case, the Drinfeld functionals of H satisfy
U∗∞ = U∈, U∗∈ = U∞. (4.19)
Remark 4.1. When q > 0, the function algebras of the usual quantum groups (such
as Fun(SLq(N)), Fun(Spq(2N))) are both CQT and compact. However, they are
not of unitary type but rather of “Hermitian type.”
Proposition 4.3 ([22]). For each compact CQT Hopf V-face algebra H of unitary
type, its Woronowicz functional is a modified ribbon functional of H. Moreover, the
corresponding ribbon functional VQ satisfies
V ∗Q = V−∞Q . (4.20)
We call VQ the canonical ribbon functional of (H,×). We note that the expression
U∞ = VQQ gives the “polar decomposition” of U∞.
Let H be a compact CQT Hopf V-face algebra of unitary type, equipped with
the canonical ribbon functional. By (4.18) and (4.20), we have
cMN = (cMN )
−1, θM = θ−1M . (4.21)
Moreover, by (3.15), (3.16), (4.16), we have
bM = dM ◦ cMM∨ ◦ (θM ⊗¯idM∨). (4.22)
Furthermore, by (3.14) and the defining properties of Q, we have
Trq(ff) =
1
card(V)
Tr(fQ{) > ′ (4.23)
for every f 6= 0. Thus, the category ComfuH is a unitary ribbon category (cf. [40]).
Example 4.1. Let L = 1 and S(AN−1; t)ǫ as in Example 2.1. Then S(AN−1; t)ǫ is a
compact CQT Hopf V-face algebra of unitary type with costar structure eij(m)
× =
eji (m). Its Woronowicz functional agrees with the counit ε.
5. flat face models
Let G be a finite oriented graph with set of vertices V. We say that a quadruple(
rp
q
s
)
or a diagram
λ
p−−−−→ µ
r
y ys
ν
q−−−−→ ξ
(5.1)
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is a face if p,q, r, s ∈ G1 and
s(p) = λ = s(r), r(p) = µ = s(s), r(r) = ν = s(q), r(q) = ξ = r(s).
(5.2)
When G has no multiple edge, we also write
(
r
p
q
s
)
=
(
λµ
ν ξ
)
. We say that (G, ) is
a (V-)face model over a field K if w is a map which assigns a number w
[
rp
q
s
]
∈ K
to each face
(
rp
q
s
)
of G. We call w Boltzmann weight of (G, ). For convenience, we
set w
[
rp
q
s
]
= 0 unless
(
rp
q
s
)
is a face. For a face model (G, ), we identify w with
the linear operator on KG =
⊕
p∈G Kp given by
w(p · q) =
∑
r·s∈G2
w
[
r
p
s
q
]
r · s (p · q ∈ G). (5.3)
For m ≥ 2 and 1 ≤ i < m, we define an operator wi = wi/m on KG by wi/m(p ·q ·r)
= p⊗w(q)⊗ r (p ∈ G−,q ∈ G, r ∈ G−−), where we identify (p1, . . . ,pm) ∈ G with
p1 ⊗ . . .⊗ pm ∈ (KG)⊗.
A face model is called invertible if w is invertible as an operator on KG. An
invertible face model is called star-triangular (or Yang-Baxter) if w satisfies the
braid relation w1w2w1 = w2w1w2 in End(KG).
For a star-triangular face model (G, ), the operators wi/m (1 ≤ i < m) define an
action of the m-string braid group Bm on KGλµ for each m ≥ 2 and λ, µ ∈ V. The
following proposition gives a face version of the FRT construction.
Proposition 5.1 ([35, 30, 13, 19]). Let (G, ) be a V-face model and H(G) as in § 1.
Let I be an ideal of H(G) generated by the following elements :
∑
r·s∈G2
w
[
r
p
s
q
]
e
(
a · b
r · s
)
−
∑
c·d∈G2
w
[
a
c
b
d
]
e
(
c · d
p · q
)
(p · q, a · b ∈ G).
(5.4)
Then I is a coideal of H(G) and the quotient A(w) := H(G)/I becomes a V-face
algebra. If (G, ) is star-triangular, then there exist unique bilinear pairings R± on
A(w) such that (A(w),R±) is a CQT V-face algebra and that
R+
(
e
(
p
q
)
, e
(
r
s
))
= w
[
r
q
p
s
]
(5.5)
for each p,q, r, s ∈ G1.
We denote the image of e
(
p
q
)
by the projection H(G)→ A() again by e(p
q
)
. Then
Am(w) :=
∑
p,q∈G K
(
p
q
)
becomes a subcoalgebra of A(w) for each m ≥ 0. As the
usual FRT construction (cf. [12, Proposition 2.1]), we have the following.
Proposition 5.2. For each star-triangular face model (G, ), we have Am(w)∗ ∼=
HomBm(KG) (m ≥ 2) as K-algebras.
We say that
(
rp
q
s
)
or (5.1) is a boundary condition of sizem×n if p,q ∈ Gn, r, s ∈
Gm and the relation (5.2) is satisfied for some λ, µ, ν, ξ. For a face model (G, ), we de-
fine its partition function to be an extension w : { boundary conditions of size m×
n; m,n ≥ 1} → K of the map w which is determined by the following two recursion
relations:
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w
[
r
p · p′
q · q′ s
]
=
∑
a∈Gm
w
[
r
p
q
a
]
w
[
a
p′
q′
s
]
, (5.6)
w
[
r · r′ p
q
s · s′
]
=
∑
a∈Gn
w
[
r
p
a
s
]
w
[
r′
a
q
s′
]
(5.7)(
p,q ∈ Gn,p′,q′ ∈ Gn′ , r, s ∈ Gm, r′, s′ ∈ Gm′
)
.
Also, we set w
[
rp
q
s
]
= δpq (respectively w
[
rp
q
s
]
= δrs) if r, s ∈ G0 (respectively
p,q ∈ G0). With this notation, the relation (5.5) holds for every star-triangular
face model (G, ) and p,q ∈ Gn, r, s ∈ Gm(m,n ≥ 0).
Next, we recall the notion of flat face model [18], which is a variant of A. Oc-
neanu’s notion of flat biunitary connection (cf. [33]). Let (G, ) be an invertible face
model with a fixed vertex ∗ ∈ V = G0. We assume that ΛmG 6= ∅ for each m ≥ 0 and
that V =
⋃
≥ 0 V(), where Λ
m
G = Λ
m
G∗ and V() = V()G∗ are defined by
ΛG =
{
(λ,m) ∈ V× Z≥0
∣∣ G∗λ 6= ∅}, (5.8)
ΛmG = ΛG ∩ (V× {}), (5.9)
V() =
{
λ ∈ V ∣∣ (λ, ) ∈ ΛG}. (5.10)
For each m ≥ 0, we define the algebra Strm(G, ∗) by
Strm(G, ∗) =
∏
λ∈V()
End(KG∗λ) (5.11)
and call it string algebra of (G, , ∗). For each m,n ≥ 0, we define the algebra map
ιmn : Str
m(G, ∗)→ Strm+n(G, ∗) by ιmn(x)(p · q) = xp ⊗ q (p ∈ G∗λ,q ∈ G\λµ). For
each 1 ≤ i < m, we define the element ∗wi = ∗wi/m of Strm(G, ∗) to be the restriction
of wi/m on KG∗−, where G∗− =
∐
λ∈V G∗λ. We say that (G, , ∗) is a flat face model
if
ιmn(x)
∗
wnmιnm(y)
∗
w
−1
nm =
∗
wnmιnm(y)
∗
w
−1
nmιmn(x) (5.12)
for each x ∈ Strm(G, ∗) and y ∈ Strn(G, ∗) (m,n ≥ 0), where ∗wmn ∈ Strm+n(G, ∗) is
defined by
∗
wmn = (
∗
wn
∗
wn+1 · · · ∗wm+n−1)( ∗wn−1 ∗wn · · · ∗wm+n−2) · · · ( ∗w1 ∗w2 · · · ∗wm).
(5.13)
For each flat V-face model (G, , ∗), n ≥ 0 and λ, µ ∈ V, there exists a unique left
action Γ of Strn(G, ∗) on KG\λµ such that
p⊗ (Γ(x)q) = ∗wnmιnm(x) ∗w
−1
nm(p · q) (5.14)
for each m ≥ 0, p ∈ G∗λ,q ∈ G\λµ and x ∈ Strn(G, ∗). Using this action, we define
costring algebra
Cost(w, ∗) =
⊕
m≥0
Costm(w, ∗) (5.15)
to be the quotient V-face algebra of
⊕
m≥0 EndK(KG)
∗ ∼= H(G) given by
Costm(w, ∗) = EndStrm(G,∗)(KG)∗. (5.16)
For each λ, µ ∈ V and (ν,m) ∈ ΛG, we define the non-negative integer Nµλν(m)
by the irreducible decomposition of KGλµ:
[KGλµ] =
∑
ν∈V()
N
µ
λν()[KG∗ν ], (5.17)
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where, for each Strm(G, ∗)-module V , [V ] denotes the element of the Grothendieck
groupK0(Str
m(G, ∗)) corresponding to V (see e.g. [4, §5.1]). We call Nµλν(m) fusion
rules of (G, , ∗),
Theorem 5.3 ([18]). Let (G, , ∗) be a flat V-face model with fusion rule Nµλν(m).
(1) For each (λ,m) ∈ ΛG, up to isomorphism there exists a unique right Costm(w, ∗)-
comodule L(λ,m) such that
dimL(λ,m)(∗, µ) = δλµ (5.18)
for each µ ∈ V. As coalgebras, we have
Costm(w, ∗) ∼=
⊕
λ∈V()
End(L(λ,m))
∗. (5.19)
(2) In the corepresentation ring K0(Com
f
Cost(w,∗)), we have
[L(∗,0)] = 1, (5.20)
[L(λ,m)][L(µ,n)] =
∑
ν∈V(+\)
Nνλµ(n)[L(ν,m+n)]. (5.21)
Moreover, for each Costm(w, ∗)-comodule M , we have
[M ] =
∑
λ∈V()
dim (M(∗, λ)) [L(λ,m)]. (5.22)
(3) We have
dim
(
L(ν,m)(λ, µ)
)
= Nµλν(m). (5.23)
Lemma 5.4. For each flat star-triangular face model, we have
Γ(
∗
wi/n) = wi/n (n ≥ 2, 1 ≤ i < n). (5.24)
Proof. By the braid relation, we have
∗
wnm
∗
wi/n+m
∗
w
−1
nm =
∗
wi+m/n+m (5.25)
for each 1 ≤ i < n. Using this together with ιnm( ∗wi/n) = ∗wi/n+m, we obtain
p⊗ (Γ( ∗wi/n)q) = p⊗wi/nq (5.26)
for each m ≥ 0, p ∈ G∗λ and q ∈ G\λµ as required.
Proposition 5.5. Let (G, ) be a star-triangular V-face model with a fixed vertex
∗ ∈ V. Then (G, , ∗) is flat if KG∗λ is an absolutely irreducible Bm-module for each
(λ,m) ∈ ΛG. In this case, we have Cost(w, ∗) = A(w) as quotients of H(G).
Proof. Using (5.25), we see that (5.12) holds for every x ∈ Strm(G, ∗) and y = ∗wi
(1 ≤ i < n). Hence (G, , ∗) is flat if Strm(G, ∗) = 〈∗, . . . , ∗−〉 for each m > 1. The
second assertion follows from Proposition 5.2 and the lemma above.
6. SU(N)L-SOS models
In order to construct the algebrasS(AN−1; t)ǫ, we first recall SU(N)L-SOS mod-
els (without spectral parameter) [23], which are equivalent to H. Wenzl’s representa-
tions of Iwahori-Hecke algebras (cf. [45]) and also, the monodromy representations
of the braid group arising from conformal field theory (cf. A. Tsuchiya and Y. Kanie
[39]). Let N ≥ 2 and L ≥ 2 be integers. For each 1 ≤ i ≤ N , we define the vector
iˆ ∈ RN by 1ˆ = (1− 1/N,−1/N, . . . ,−1/N), . . . , Nˆ = (−1/N, . . . ,−1/N, 1− 1/N).
Let V = VNL be the subset of R
N given by
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VNL =
{
λ11ˆ + · · ·λN Nˆ
∣∣ λ1, . . . , λN ∈ Z,L ≥ λ1 ≥ · · · ≥ λN = 0}.
(6.1)
For λ ∈ V, we define integers λ1, . . . , λN and |λ| by λ =
∑
i λi iˆ, λN = 0 and
|λ| =∑i λi. For m ≥ 0, we define a subset Gm of Vm+1 by
Gm = Vm+1 ∩ {p = (λ | i1, . . . , im) ∣∣ λ ∈ V, ≤ , . . . , ≤ N}, (6.2)
where for λ ∈ RN and 1 ≤ i1, . . . , im ≤ N , we set
(λ | i1, . . . , im) = (λ, λ + iˆ1, . . . , λ+ iˆ1 + · · ·+ iˆm). (6.3)
Then (V,G) defines an oriented graph G = GN,L and G
m is identified with the set
of paths of G of length m. For p = (λ | i, j), we set p† = (λ | j, i) and
d(p) = λi − λj + j− i. (6.4)
We define subsets G2[→], G2[ ↓ ] and G2[ց] of G2 by
G2[→] = {p ∈ G2 ∣∣ p† = p}, (6.5)
G2[ ↓ ] = {p ∈ G2 ∣∣ p† 6∈ G}, (6.6)
G2[ց] = {p ∈ G2 ∣∣ p 6= p† ∈ G}. (6.7)
Let t ∈ C be a primitive 2(N + L)-th root of 1. Let ǫ be either 1 or −1 and ζ a
nonzero parameter. We define a face model (G,N,,ǫ) = (GN,L,N,,ǫ,ζ) by setting
wN,t,ǫ
[
λ λ+ iˆ
λ+ iˆ λ+ iˆ+ jˆ
]
= −ζ−1t−d(p) 1
[d(p)]
, (6.8)
wN,t,ǫ
[
λ λ+ iˆ
λ+ jˆ λ+ iˆ+ jˆ
]
= ζ−1ǫ
[d(p)− 1]
[d(p)]
, (6.9)
wN,t,ǫ
[
λ λ+ kˆ
λ+ kˆ λ+ 2kˆ
]
= ζ−1t (6.10)
for each p = (λ | i, j) ∈ G[ց] ∐ G[ ↓ ] and (λ | k, k) ∈ G[→], where [n] = (tn −
t−n)/(t − t−1) for each n ∈ Z. We call (G,N,,ǫ) SU(N)L-SOS model (without
spectral parameter) [23]. It is known that (G,N,,ǫ) is star-triangular. Moreover,
H. Wenzl [45] showed that CG0λ is an irreducible Bm-module for each m ≥ 0 and
λ ∈ ΛmG0 . Therefore (G,N,,ǫ, 0) is flat by Proposition 5.5. In [10], F. Goodman and H.
Wenzl showed that the fusion rule of (G,N,,ǫ, 0) agrees with that of SU(N)L-WZW
model. We give another proof of their result in the next section.
Remark 6.1. (1) Strictly speaking, Wenzl deals with wN,t,ǫ only when ǫ = −1.
However, it is clear that his arguments are applicable to the case ǫ = 1. The results
for A(wN,t,1) also follows from those of A(wN,t,−1), since the former is a 2-cocycle
deformation of the latter (cf. [5]). Hence, ǫ may be viewed as a gauge parameter.
(2) In order to avoid using square roots of complex numbers, we use a different
normalization of wN,t,−1 from Wenzl [45]. For each p ∈ G (m ≥ 1), we define
κ(p) ∈ C by
κ(p · q) = κ(p)κ(q) (p ∈ G,q ∈ G\, , \ > 0), (6.11)
κ(λ | i) =
N∏
k=i+1
Ad(0 | i,k)+1Ad(0 | i,k)+2 · · ·Ad(λ | i,k) ((λ | i) ∈ G),
where Ad = ad/
√
ada−d and ad = [d+ 1]/[2][d]. Note that κ(p) satisfies
κ(p)
κ(p†)
= Ad(p) (6.12)
FACE ALGEBRAS AND UNITARITY OF SU(N)L-TQFT 15
for each p ∈ G[ց]. By replacing the basis {p} of CG with {κ(p)p}, we obtain
Wenzl’s original expression of the Hecke algebra representation. It is also useful to
use {κ(p)2p} instead of {p} (see §12). The corresponding Boltzmann weight wΣN,t,ǫ
satisfies
wΣN,t,ǫ
[
r
p
s
q
]
:=
(
κ(p · q)
κ(r · s)
)2
wN,t,ǫ
[
r
p
s
q
]
= wN,t,ǫ
[
p
r
q
s
]
. (6.13)
We call {p} and {κ(p)2p} rational basis of type Ω and type Σ respectively.
7. The algebra S(AN−1; t)ǫ
Applying Proposition 5.1 to (G,N,,ǫ,ζ), we obtain a CQT V-face algebraA(wN,t,ǫ,ζ)
= Cost(wN,t,ǫ, 0). In order to define the “(quantum) determinant” of A(wN,t,ǫ), we
introduce an algebra Ω = ΩN,L,ǫ, which is a face-analogue of the exterior algebra.
It is defined by generators ω(p) (p ∈ G; ≥ 0) with defining relations:∑
k∈V
ω(k) = 1, (7.1)
ω(p)ω(q) = δr(p)s(q) ω(p · q), (7.2)
ω(p) = −ǫ ω(p†) (p ∈ G[ց]), (7.3)
ω(p) = 0 (p ∈ G[→]). (7.4)
It is easy to verify that Ωm :=
∑
p∈G Cω(p) becomes an A(wN,t,ǫ)-comodule via
ω(q) 7→
∑
p∈G
ω(p)⊗ e
(
p
q
)
(q ∈ G) (7.5)
for each m ≥ 0.
For each m ≥ 0, we set
BΩm =
{
(λ, λ+
∑
k∈I
iˆ ) ∈ V ∣∣ I ⊂ {, . . . ,N}, card(I) = m}. (7.6)
Also we define L : G → Z≥0 by
L(λ | , . . . , ) = Card{(k, l)|1 ≤ k < l ≤ N, ik < il} (7.7)
Proposition 7.1. For each (λ, µ) ∈ BΩm, Gλµ 6= ∅ and ωm(λ, µ) := (−ǫ)L(p)ω(p)
does not depend on the choice of p ∈ Gλµ. Moreover {ωm(λ, µ)|(λ, µ) ∈ BΩm} is a
basis of Ωm. In particular, Ωm = 0 if m > N .
Proof. We will prove this lemma by means of Bergman’s diamond lemma [2], or
rather its obvious generalization to the quotient algebras of C〈G〉, where 〈G〉 =∐ G.
We define a “reduction system” S = S1
∐
S2 ⊂ 〈G〉 × C〈G〉 by setting
S1 =
{
(p,−ǫp†) ∣∣ p = (λ | i, j) ∈ G[ց], < |},
S2 =
{
(p,0)
∣∣ p = (λ | i1, . . . , im) ∈ G, ≥ , card{i1, . . . , im} < m}.
It is straightforward to verify that the quotient C〈G〉/〈W − { | (W, {) ∈ S〉 is iso-
morphic to Ω and that all ambiguities of S are resolvable. Next, we introduce a
semigroup partial order ≤ on 〈G〉 by setting (λ | i1, . . . , im) < (λ | j1, . . . , jn) if ei-
ther m < n, or m = n and i1 = j1, . . . , ik−1 = jk−1, ik > jk for some 1 ≤ k ≤ m.
Then ≤ is compatible with S and satisfies the descending chain condition. This
completes the proof of the proposition.
For each 0 ≤ m ≤ N , we set Λm = 1ˆ + · · · + mˆ. As an immediate consequence of
(5.22) and the the proposition above, we obtain the following result.
16 TAKAHIRO HAYASHI
Proposition 7.2. For each 0 ≤ m ≤ N , we have Ωm ∼= L(Λm,m) as A(wN,t,ǫ)-
comodules.
Now we define the “determinant” det =
∑
λ,µ∈V det
(
λ
µ
)
of A(wN,t,ǫ) to be the
group-like element which corresponds to the group-like comodule ΩN and its basis{
ω¯(λ)
}
via Lemma 3.2, where ω¯(λ) = D(λ)ωN (λ, λ) and
D(λ) =
∏
1≤i<j≤N
[d(λ | i, j)]
[d(0 | i, j)] (λ ∈ V). (7.8)
Explicitly, we have
det
(
λ
µ
)
=
D(µ)
D(λ)
∑
p∈GN
λλ
(−ǫ)L(p)+L(q)e
(
p
q
)
, (7.9)
where q denotes an arbitrary element of GNµµ. By (2.38) and (2.39) for g = det, the
quotient
S(AN−1; t)ǫ := A(wN,t,ǫ)/(det−1) (7.10)
naturally becomes a V-face algebra, which we call SU(N)L-SOS algebra.
The proof of the following lemma will be given in §8 and §13.
Lemma 7.3. For each p ∈ G, we have
cΩNΩ1 (ω¯(s(p)) ⊗ ω(p)) = ǫN−1ζ−N tω(p)⊗ ω¯(r(p)), (7.11)
cΩ1ΩN (ω(p)⊗ ω¯(r(p))) = ǫN−1ζ−N tω¯(s(p)) ⊗ ω(p). (7.12)
Proposition 7.4. The element det belongs to the center of A(wN,t,ǫ). Moreover,
if ζ satisfies
ζN = ǫN−1t, (7.13)
then
R±(det−1, a) = 0 = R±(a, det−1) (a ∈ A(wN,t,ǫ,ζ)). (7.14)
Hence, S(AN−1; t)ǫ naturally becomes a quotient CQT V-face algebra of A(wN,t,ǫ,ζ).
Proof. (cf. [13]) By computing the coaction of A(wN,t,ǫ) on ω(p)⊗ ω¯(r(p)), in two
ways via (7.11), we obtain the first assertion. We show the first equality of (7.14)
for ± = + and a = e(p
q
)
(p,q ∈ G, ≥ 0). By (2.25) and (2.27), it suffices to show
R+
(
det
(
r(p)
s(p)
)
, e
(
p
q
))
= δpq (p,q ∈ G). (7.15)
For m = 0, this follows from (2.27) and (2.25). By computing the left-hand side of
(7.11) via (3.5), we obtain (7.15) for m = 1. For m ≥ 2, (7.15) follows from (2.23)
and (2.38) for g = det by induction on m.
Since the braiding of S(AN−1; t)ǫ depends on the choice of the discrete parame-
ter ζ satisfying (7.13), we sometimes write S(AN−1; t)ǫ,ζ instead of S(AN−1; t)ǫ.
To state our first main result, we recall the fusion rule of SU(N)L-WZWmodel
in conformal field theory. By [9], it is characterized as the structure constant Nνλµ
of a commutative Z-algebra F (called the fusion algebra of SU(N)L-WZWmodel)
with free basis {χλ}λ∈V (i.e., χλχµ =
∑
ν∈VN
ν
λµχν) such that
NµλΛm =
{
1 (λ, µ) ∈ BΩm
0 otherwise
(7.16)
for each λ, µ ∈ V and 0 ≤ m < N . See Kac [25] or Walton [44] for an explicit
formula of Nνλµ.
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Theorem 7.5 ([11]). (1) For each λ ∈ V, up to isomorphism there exists a unique
right S(AN−1; t)ǫ-comodule Lλ such that
dimLλ(0, µ) = δλµ (µ ∈ V). (7.17)
Moreover, we have
S(AN−1; t)ǫ ∼=
⊕
λ∈V
End(Lλ)
∗ (7.18)
as coalgebras. In particular, Lλ is irreducible for each λ ∈ V
(2) The corepresentation ring K0(ComS(AN−1;t)ǫ) is identified with the fusion
algebra F of SU(N)L-WZW model via χλ = [Lλ]. That is, we have
[L0] = 1, (7.19)
[Lλ][Lµ] =
∑
ν∈V
Nνλµ[Lν ]. (7.20)
(3) We have
dim (Lν(λ, µ)) = N
µ
λν . (7.21)
Proof. It is easy to verify that (λ,m) ∈ ΛGN,L if and only if m ∈ |λ| + NZ≥0.
Since CVdet\ ⊗¯L(λ,) ∼= L(λ,m+Nn) by (3.2) and (5.18), we see that det satisfies all
conditions of Lemma 3.3, where Λ¯ = V and ϕ(λ, n) = (λ, |λ|+Nn). Therefore, we
have Part (1), (7.19) and
[Lλ][Lµ] =
∑
ν∈V
Nνλµ(|µ|)[Lν ], dim (Lν(λ, µ)) = Nµλν(m) ((ν,m) ∈ ΛGN,L).
(7.22)
In particular, N˜νλµ := N
ν
λµ(m) does not depend on the choice of m. Using Proposi-
tion 7.2, (5.22) and (7.17), we obtain
[Lλ][LΛm ] =
∑
µ∈V
dim(Lλ⊗¯Ωm)(0, µ)[Lµ] =
∑
µ∈V
dim (Ωm(λ, µ)) [Lµ].
(7.23)
Thus the numbers N˜νλµ satisfies the condition of N
ν
λµ stated above.
Proposition 7.6. The element det is not a zero-divisor of A(wN,t,ǫ). In particular,
we have det
(
λ
µ
) 6= 0 for each λ, µ ∈ V. Moreover, we have
GLE (A(wN,t,ǫ)) =
{ ∑
λ,µ∈V
c(λ)
c(µ)
◦
eλeµdet
m
∣∣ m ∈ Z≥0, (λ) ∈ C× (λ ∈ V)}.
(7.24)
Proof. The first assertion follows from the fact that det is simply reducible (see the
proof of the theorem above). By Theorem 5.3 (1), every group-like comodule of
A(wN,t,ǫ) is isomorphic to (Ω
N )⊗m for some m ≥ 0. Hence the second assertion
follows from Lemma 3.2.
8. Module structure of Ω
Let H be a CQT V-face algebra over K. As in case H is a CQT bialgebra, the
correspondence a 7→ R+( , a) defines an antialgebra-coalgebra map from H into the
dual face algebra H◦ (cf. [16]). LetW be a right H-comodule. Combining the above
map with the left action (3.11) of H∗ on W , we obtain a right action of H on W
given by
wa =
∑
(w)
w(0)R+(w(1), a) (w ∈W,a ∈ H). (8.1)
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Let V be another H-comodule. Then we have
(v ⊗ w) a =
∑
(a)
va(1) ⊗ wa(2) (v ∈ V (λ, ν), w ∈W (ν, µ), a ∈ H).
(8.2)
If H has an antipode and W is finite-dimensional, then we have
〈va, w〉 = 〈v, wS−1(a)〉 (v ∈W∨, w ∈W ), (8.3)
by (3.6) and (2.29).
In this section, we give an explicit description of the right A(wN,t,ǫ)-module
structure of Ω. By (7.5) and (5.5), we obtain the following.
Lemma 8.1. For each s ∈ G and p,q ∈ G\ (n ≥ 0), we have
ω(s) e
(
p
q
)
=
∑
r∈G
wN,t,ǫ
[
p
s
r
q
]
ω(r) (s ∈ G,p,q ∈ G\, \ ≥ 0). (8.4)
In particular, we have
Ω(λ, µ)e
(
p
q
)
∈ δλ,s(p)δµ,s(q) Ω(r(p), r(q)). (8.5)
Lemma 8.2. Let (λ, µ) be an element of BΩm (m > 0) and p = (λ | i1, . . . , im)
an element of Gλµ. Define the set I and C(λ | k, l) ∈ C (k 6= l) by I = {i1, . . . , im}
and
C(λ | k, l) = [d(λ | k, l) + 1]
[d(λ | k, l)] (8.6)
respectively. Then for each (λ | i), (µ | j) ∈ G, we have:
ω(p)e
(
λ | i
µ | j
)
= (−ζ)−mt−d(λ| i,j) 1
[d(λ| i, j)]
∏
k∈I\{i}
C(λ | i,k)ω(λ+ˆi | i2, . . . , im, j)
(i = i1, j 6∈ I), (8.7)
ω(p)e
(
λ | i
µ | j
)
= −δij(−ζ)−mt
∏
k∈I\{i}
C(λ | i,k)ωm(λ+ iˆ | i2, . . . , im, i)
(i = i1, j ∈ I), (8.8)
ωm(p)e
(
λ | i
µ | j
)
= δij(ǫζ
−1)m
∏
k∈I
C(λ | i,k)ωm(λ+ iˆ | i1, . . . , im)
(i, j 6∈ I), (8.9)
ωm(p)e
(
λ | i
µ | j
)
= 0 (i 6∈ I, j ∈ I). (8.10)
Proof. These formulas are proved by induction on m in a similar manner. Here we
give the proof of (8.7). Since Ωm is a quotient module of CG−⊗¯CG, the left-hand
side of (8.7) is rewritten as
∑
q AqBq with
Aq = ωm−1(λ, ν)e
(
λ | i
ν | q
)
, Bq = ω1(ν, µ)e
(
ν | q
µ | j
)
(8.11)
by (8.2), where ν = λ + iˆ1 + · · · + iˆm−1 and the summation is taken over for all
1 ≤ q ≤ N such that (ν | q) ∈ G. Since (ν + qˆ, µ + jˆ) ∈ G only if q = im or j, we
have
ωm(λ, µ)e
(
λ | i
µ | j
)
=
{
AimBim +AjBj (ν | j) ∈ G
AimBim otherwise.
(8.12)
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Using inductive assumption, we see that the right-hand side of (8.12) equals
(−ζ)−mt−d(i,j)
(
1
[d(i, im)][d(im, j)]
+
[d(im, j)− 1]
[d(i, j)][d(im, j)]
)
m−1∏
n=2
C(λ | i, in)ωm(λ+ iˆ, µ+ jˆ) (8.13)
if (ν | j) ∈ G, where d(k, l) = d(λ | k, l). Applying [a+ b+ 1] + [a][b] = [a+ 1][b+ 1]
to a = d(i, im) and b = d(im, j) − 1, we see that (8.13) equals the right-hand side
of (8.7) (even if (ν | j) 6∈ G). Next suppose that (ν | j) 6∈ G. It suffices to verify
that the second term in the parentheses of (8.13) is zero. In case j = 1, we obtain
ν1 = L. Using this together with 1 6∈ I, we see that λ1 = L. On the other
hand, since (µ | 1) ∈ G, we have L − 1 ≥ µ1 = L − δimN . Hence, im = N and
d(im, j) − 1 = −L − N . In case j > 1, we obtain d(im, j) − 1 = 0 in a similar
manner. Thus we complete the proof of (8.7).
The following lemma is frequently used in the sequel.
Lemma 8.3. As a right A(wN,t,ǫ)-module, CG ∼= Ω is irreducible. Hence CG is
also irreducible as a left A(wN,t,ǫ)
∗-module.
Proof. Let W be a non-zero submodule of CG. Since W =
⊕
λµW
◦
eλeµ and
W
◦
eλeµ ⊂ CGλµ, we have s0 ∈ W for some s0 = (λ | i) ∈ G. To show CG =
s0A(wN,t,ǫ), we introduce the oriented graph H determined by H
0 = G and
card (Hsr) =
{
1 s e
(
p
q
) ∈ C×r (∃p,q ∈ G)
0 otherwise.
(8.14)
It suffices to show that 〈H〉s0 r 6= ∅ for every r ∈ G, where 〈H〉s r = ∪mHs r. We
note that
H
(µ | |) (µ+ˆ| | ) 6= ∅ if (µ | j), (µ+ jˆ | k) ∈ G and j 6= k, (8.15)
H(µ | |) (µ+ˆ | |) 6= ∅ if (µ | j), (µ+ kˆ | j) ∈ G and j 6= k, (8.16)
H
(µ | |) (µ+ˆ| | |) 6= ∅ if (µ | j, j) ∈ G. (8.17)
Using (8.16), we obtain 〈H〉s0 s1 6= ∅, where s1 = (LΛi−1+
∑N−1
k=i λkkˆ | i). Suppose
i 6= N . Using (8.17), and then using (8.16), we obtain 〈H〉s1 s2 6= ∅, where s2 =
((L − 1)ΛN−1 + Λi−1 | i). Using (8.15) and (8.16) respectively, we obtain 〈H〉s2 s3 ,
〈H〉s4 (0|1) 6= ∅ and 〈H〉s3 s4 6= ∅ respectively, where s3 = ((L−1)ΛN−1+ΛN−2 |N−
1). and s4 = (ΛN−2 |N − 1). Therefore we obtain 〈H〉s0(0|1) 6= ∅ if i 6= N . By
similar consideration, we also obtain 〈H〉s0(0|1) 6= ∅ in case i = N , and also, 〈H〉( 0|)r
6= ∅ for every r ∈ G. Thus, we have verified the first assertion. The second assertion
is obvious since the image of a 7→ R+( , a) is a subalgebra of A(wN,t,ǫ)∗.
Now we begin to prove Lemma 7.3. By (8.5) and Lemma 8.2, we have
ω¯(ν)e
(
λ | i
µ | j
)
= ǫN−1ζ−N tδijδνλδνµω¯(ν + iˆ). (8.18)
Using (8.2) and this equality, we see that both ΩN ⊗¯CG → CG; ω¯(s(p)) ⊗ p 7→
p ⊗ ω¯(r(p)) and CG⊗¯ΩN → CG; p ⊗ ω¯(s(p)) 7→ p ⊗ ω¯(r(p)) are isomorphisms of
right A(wN,t,ǫ)-modules. Hence, by Lemma 8.3 and Schur’s Lemma, we have
cΩNΩ1(ω¯(s(p))⊗ p) = ϑp⊗ ω¯(r(p)) (p ∈ G) (8.19)
for some constant ϑ. We will prove ϑ = ǫN−1ζ−N t in §12.
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9. transposes and complex conjugates
The following proposition is an immediate consequence of the following reflection
symmetry:
wN,t,ǫ
[
r
p
s
q
]
=
(
κ(r · s)
κ(p · q)
)2
wN,t,ǫ
[
p
r
q
s
]
, (9.1)
where κ is as in (6.11).
Proposition 9.1. There exists an algebra-anticoalgebra map A(wN,t,ǫ)→ A(wN,t,ǫ);
a 7→ a⊺ given by
e
(
p
q
)⊺
=
(
κ(p)
κ(q)
)2
e
(
q
p
)
(p,q ∈ G, ≥ 0). (9.2)
Moreover it satisfies (a⊺)⊺ = a and
R± (a⊺, b⊺) = R± (b, a) (9.3)
for each a, b ∈ A(wN,t,ǫ) and ζ ∈ C×.
The following proposition is needed to construct the “cofactor matrix.”
Proposition 9.2. The element det satisfies det⊺ = det. Hence, ⊺ induces an
algebra-anticoalgebra involution of S(AN−1; t)ǫ, which satisfies (9.3).
Proof. Since det⊺ is a group-like element of A(wN,t,ǫ), we have
det⊺ = g det; g =
∑
λ,µ∈V
c(λ)
c(µ)
◦
eλeµ (9.4)
by (7.24), where c(λ) (λ ∈ V) denotes some nonzero constant. Since both det and
det⊺ are central and det is not a zero divisor, g is central. Hence, by Lemma 8.3
and Schur’s lemma, we have pg = cp (p ∈ G) for some c ∈ C. Hence we have
c(λ) = c|λ|c(0) for each λ ∈ V. In order to prove c = 1, we compute det (01ˆ)⊺ in two
ways. Using
[d(p)− 1] e
(
p
q
)
= −ǫ[d(p) + 1] e
(
p†
q
)
(p ∈ G2[ց ], q ∈ G2[ ↓ ]),
(9.5)
we obtain
k∑
i=1
(−ǫ)L(pi)e
(
pi
0 |1, . . . ,N
)
= (−ǫ)L(pk)[k]2 e
(
pk
0 |1, . . . ,N
)
(9.6)
by induction on k, where pi = (1ˆ |2, . . . , i,1, i+ 1, . . . ,N). Substituting k = N in
this equality, we get
det
(
0
1ˆ
)⊺
= c|1ˆ|−|0| det
(
1ˆ
0
)
= (−ǫ)N(N−1)/2+L(pN)c[N ] e
(
1ˆ | 2, 3, . . . , N, 1
0 | 1, 2, . . . , N − 1, N
)
.
On the other hand, using (7.9) and (9.2), we see that the right-hand side of the above
equality agrees with c det
(
0
1ˆ
)⊺
. This completes the proof of the proposition.
Next suppose t = exp(± πiN+L), or − exp(± πiN+L) with N + L ∈ 2Z. Then, we have
κ(p) > 0 for each p ∈ G (m > 0). Moreover, for each ζ with |ζ| = 1, the Boltzmann
weight wN,t satisfies
w−1N,t,ǫ
[
r
p
s
q
]
=
(
κ(r · s)
κ(p · q)
)2
wN,t,ǫ
[
p
r
q
s
]
. (9.7)
Similarly to Proposition 9.1 and Proposition 9.2, we obtain the following.
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Proposition 9.3. Set t = ± exp(± πiN+L) if N + L ∈ 2Z, and t = exp(± πiN+L )
if N + L ∈ 1 + 2Z. Then for each solution ζ of (7.13), both S(AN−1; t)ǫ,ζ and
A(wN,t,ǫ,ζ) are compact CQT V-face algebras of unitary type with costar structure
e
(
p
q
)×
=
(
κ(p)
κ(q)
)2
e
(
q
p
)
(p,q ∈ G, ≥ 0). (9.8)
In fact, both S(AN−1; t)ǫ and A(wN,t,ǫ) are spanned by unitary matrix corepre-
sentations [eu
(
p
q
)
]p,q∈G (m ≥ 0) given by
eu
(
p
q
)
=
κ(q)
κ(p)
e
(
p
q
)
(p,q ∈ G, ≥ 0). (9.9)
10. Antipodes and ribbon functionals
Lemma 10.1. The V-face algebra S(AN−1; t)ǫ has an antipode given by
S
(
e
(
λ | i
µ | j
))
= (−ǫ)i+j D(λ+ iˆ)
D(µ+ jˆ)
∑
a
(−ǫ)L(a)+L(b)e
(
a
b
)
, (10.1)
where b denotes an arbitrary element of GN−λ+ˆ λ and the summation is taken over all
a ∈ GN−
µ+ˆ|µ
. Moreover, we have
S2
(
e
(
p
q
))
=
D(r(p))D(s(q))
D(s(p))D(r(q))
e
(
p
q
)
(p,q ∈ G, ≥ 0). (10.2)
Proof. (cf. [38], [12]) Let Y(λ | i) (µ | j) denote the right-hand side of (10.1) viewed as
an element of A(wN,t,ǫ). By [17, §7], it suffices to verify that∑
r∈G
YprXrq = δpqer(p) det,
∑
r∈G
XprYrq = δpq
◦
es(p) det, (10.3)
where Xpq = e
(
p
q
)
(p,q ∈ G). We define a basis {ω¯(p˜) ∣∣ p ∈ G} of ΩN−1 by
ω¯(λ + iˆ, λ) = (−ǫ)i−1D(λ + iˆ)ωN−1(λ + iˆ, λ), where p˜ = (µ, λ) ∈ BΩN−1 for
p = (λ, µ) ∈ G. Then, the coaction of A(wN,t,ǫ) on ΩN−1 is given by ω¯(q˜) 7→∑
p∈G ω¯(p˜)⊗ Yqp and the multiplication of Ω gives maps
ΩN−1⊗¯Ω1 → ΩN ; ω¯(q˜)⊗ ω(p) 7→ δpqω¯(r(p)),
Ω1⊗¯ΩN−1 → ΩN ; ω(p)⊗ ω¯(q˜) 7→ δpq(−ǫ)N−1D(r(p))
D(s(p))
ω¯(s(p)).
Since these maps are compatible with the coaction of A(wN,t,ǫ), we have the first
formula of (10.3) and ∑
r
WrpYqr = δpqes(p) det, (10.4)
where Wpq ∈ A(wN,t,ǫ) denotes the right-hand side of (10.2). Applying ⊺ to this
equality, we obtain∑
r
XprZrq = δpq
◦
es(p) det; Zpq =
D(r(p))D(s(q))κ(p)2
D(s(p))D(r(q))κ(q)2
Y ⊺qp.
(10.5)
Computing
∑
rs YprXrsZsq in two ways, we obtain Ypq = Zpq. This proves the sec-
ond equality of (10.3). Finally, Computing
∑
rsWrqS(Xsr)S
2(Xps) in the algebra
S(AN−1; t)ǫ in two ways, we obtain (10.2).
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Proposition 10.2. For each t and ζ, S(AN−1; t)ǫ,ζ becomes a coribbon Hopf V-
face algebra, whose braiding, antipode S and modified ribbon functional M =M∞
are given by (5.5), (10.1) and the following formulas :
M
(
⌉
(
p
q
))
= δpq
D(r(p))
D(s(p))
(p,q ∈ G, ≥ 0). (10.6)
Moreover, we have
dimq(Lλ) = D(λ) (10.7)
for each λ ∈ V. When N is even, there exists another ribbon functionalM−∞ given
by
M−∞
(
⌉
(
p
q
))
= δpq (−∞)|r(p)|−|s(p)|D(r(p))
D(s(p))
(p,q ∈ G, ≥ 0).
(10.8)
The quantum dimension of the corresponding ribbon category is given by
dim−1q (Lλ) = (−1)|λ|D(λ). (10.9)
Proof. Let M ∈ H∗ be as in (10.6). Using (10.2), we see that M satisfies (2.43).
Hence, it suffices to verify that
(U∞U∈)
(
⌉
(
p
q
))
=M∈
(
⌉
(
p
q
))
(p,q ∈ G). (10.10)
for each m ≥ 0. By (2.34) and (2.43), U∞M−∞ is a central element of A(wN,t,ǫ)∗.
Hence by Lemma 8.3 and Schur’s lemma, we have U∞p = ϑMp (p ∈ G) for some
constant ϑ. Using (2.31), (2.29) and (10.2), we compute
U−∞∞
(
⌉
(′ |∞
′ |∞
))
=
∑
r∈G
R+
(
S2
(
e
(
r
0 |1
))
, e
(
0 | 1
r
))
(10.11)
=
∑
ν=21ˆ,1ˆ+2ˆ
D(0)D(ν)
D(1ˆ)2
wN,t
[
0 1ˆ
1ˆ ν
]
(10.12)
= ζ−1tN
1
[N ]
. (10.13)
This shows that ϑ = ζt−N , and similarly, we obtain U∈p = ϑ−1Mp (p ∈ G). This
proves (10.10) for m = 1. For m ≥ 2, (10.10) follows from (10.10) for m = 1 by
induction on m, using the fact that both M∈ and U∞U∈ are group-like (cf. (2.32),
(2.33)). The second assertion follows from (10.6) and Lemma 3.1.
We denote by S(AN−1; t)ιǫ,ζ the coribbon Hopf V-face algebra (S(AN−1; t)ǫ,ζ,Mι),
where ι = ±1 if N is even and ι = 1 if N is odd.
Lemma 10.3. If t = exp(± πiN+L ), or t = − exp(± πiN+L) and N is odd, then we
have D(λ) > 0 for every λ ∈ V. If t = − exp(± πiN+L) and N is even, then we have
(−1)|λ|D(λ) > 0.
Proof. Straightforward.
Proposition 10.4. When t = exp(± πiN+L ), or t = − exp(± πiN+L) and N,L ∈ 1 +
2Z, the Woronowicz functional Q of S(AN−1; t)ǫ is given by (10.6). While when
t = − exp(± πiN+L) and N,L ∈ 2Z , Q is given by (10.8).
Proof. We will prove the first assertion. We set
M =
[
M
(
⌉⊓
(
p
q
))]
p,q∈G
Q =
[
Q
(
⌉⊓
(
p
q
))]
p,q∈G (10.14)
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where Q denotes the Woronowicz functional of S(AN−1; t)ǫ and eu
(
p
q
)
is as in (9.9).
By (2.43), (4.6) and Lemma 8.3, we have M = ϑQ for some ϑ. Since M is positive
by (10.6) and the lemma above, we have ϑ > 0. Since the quantum dimension
satisfies dimq L = dimq L
∨ for every L, we have Tr(M) = Tr(M−1). By (4.7), this
proves M = Q. Now the assertion M(⌉⊓(pq)) = Q(⌉⊓(pq)) (p,q ∈ G) easily follows
from the fact that both M and Q are group-like, by induction on m.
11. The modular tensor category
Let C be a ribbon category, which is additive over a field K. We say that C is
semisimple if there exist a set VC , an involution ∨ : VC → VC , an element 0 ∈ VC
and simple objects LCλ (λ ∈ VC) such that every object of C is isomorphic to a finite
direct sum of LCλ’s, and that
LC0 ∼= 1, (LCλ)∨ ∼= LCλ∨ , (11.1)
C(LCλ,LCµ) =
{
K (λ = µ)
0 (λ 6= µ) (11.2)
for each λ, µ ∈ VC , where 1 denotes the unit object of C. For a semisimple rib-
bon category C, we define its fusion rule Nνλµ (λ, µ, ν ∈ VC) and S-matrix SC =
[SCλµ]λ,µ∈VC by
[LCλ][L
C
µ] =
∑
ν∈VC
Nνλ,µ[L
C
ν ], (11.3)
SCλµ = Trq(cLCµLCλ ◦ cLCλLCµ). (11.4)
By definition, we have
SCλ0 = dimq L
C
λ. (11.5)
Since the twist θ satisfies
cWV ◦ cVW = θV⊗W ◦ (θV ⊗ θW )−1, (11.6)
SC satisfies
SCλµ =
∑
ν∈VC
θν
θλθµ
Nνλµ dimq(L
C
ν ), (11.7)
where θλ ∈ K is defined by θLC
λ
= θλidLC
λ
. Moreover, S = SC satisfies the following
Verlinde’s formula (cf. [43, 32, 40]):
Sν,0
∑
ξ∈V
N ξλµSξν = SλνSµν , (11.8)
where λ, µ and ν denote arbitrary elements of V = VC . Let C be a semisimple
ribbon category. We say that C is a modular tensor category (or MTC) if VC is
finite and the matrix SC is invertible. If, in addition, C is unitary as a ribbon
category, then it is called a unitary MTC. It is known that each (unitary) MTC
gives rise to a (unitary) 3-dimensional topological quantum field theory (TQFT),
hence, in particular, an invariant of 3-manifolds of Witten-Reshetikhin-Turaev type
(cf. V. Turaev [40]).
The most well-known example of MTC is obtained as a certain semisimple quo-
tient C(g, κ) of a category of representations of the quantized enveloping algebra
Uq(g) of finite type in the case when q is a root of unity [1, 8, 28, 41]. When
g = slN, the simple objects L
U
λ of C(slN,N + L) (L ≥ 1) are also indexed by the
set V = VNL given by (6.1) and the fusion rules agree with those of SU(N)L-WZW
model. The quantum dimension and the constant θλ for C(slN,N+L) are given by
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dimq(L
U
λ ) = D(λ)t0 , θλ = ζ
(λ|λ+2ρ)∼
0 (11.9)
respectively, where ζ0 = exp(
πi
N(N+L)), t0 = ζ
N
0 , ρ = Λ1 + · · · + ΛN−1, ( | )∼ =
N( | ) and ( | ) denotes the usual inner product of RN. Moreover, the S-matrix of
C(slN,N+L) is given by SU = S1(ζ0). Here, for each primitive 2N(N +L)-th root
ζ of unity, we define the matrix Sι(ζ) by the following Kac-Peterson formula (cf.
[28]):
Sι(ζ)λµ = ι
|λ|+|µ|
∑
w∈SN(−1)l(w)ζ−2(w(λ+ρ) |µ+ρ)
∼∑
w∈SN(−1)l(w)ζ−2(w(ρ) | ρ)
∼ , (11.10)
where ι = ±1 if N ∈ 2Z, ι = 1 if N ∈ 1 + 2Z and the action of the symmetric
group SN on
∑
iCiˆ is given by wiˆ = ŵ(i). Note that (λ |µ)∼ ∈ Z for every
λ, µ ∈⊕i ZΛi.
Lemma 11.1. Let ζ be a primitive 2N(N + L)-th root of unity and t = ζN . Then
the matrix S = Sι(ζ) is both symmetric and invertible, and satisfies Verlinde’s
formula (11.8). Moreover, we have:
Sι(ζ)λ0 = ι
|λ|D(λ)t, (11.11)
Sι(ζ)ΛqΛr = ι
q+r
∑
s
(ζt)−2qrt2s(q+r−s+1)D(Λq+r−s + Λs)t.
(11.12)
for each λ ∈ VNL and 0 < r ≤ q < N , where the summation in (11.12) is taken
over max{0, q + r −N} ≤ s ≤ r.
Proof. Suppose ζ = ζ0. Then the formula (11.12) follows from (11.7) for C(slN,N+
L), (7.16) and (11.9). In this case, the other assertions also follow from the results for
C(slN,N+L). For other ζ, the assertions follow from Galois theory for Q(ζ0)/Q.
Lemma 11.2. Let Nνλµ be the fusion rules of SU(N)L-WZW models and let S and
S′ be symmetric matrices whose entries are indexed by V = VNL. If these satisfy
Verlinde’s formula (11.8), Sλ0 = S
′
λ0 6= 0 (λ ∈ V) and
SΛqΛr = S
′
ΛqΛr (0 < r ≤ q < N), (11.13)
then we have S = S′.
Proof. We recall that there exists an algebra surjection from Z[x1, . . . ,xN]
SN
onto F (cf. Theorem 7.5 (2)), which sends the Schur function s(λ1,... ,λN ) (see e.g.
[31]) to [Lλ] for each λ ∈ V (see e.g. [9]). For each ξ = (ξ1, . . . , ξm) such that
N > ξ1 ≥ . . . ≥ ξm > 0, we define Eξ ∈ F to be the image of the elementary
symmetric function eξ via this map, that is Eξ = [Ω
ξ1 ] · · · [Ωξm ]. Since {eξ} is a
basis of Z[x1, . . . ,xN]
SN , {Eξ} spans F. We define the symmetric bilinear forms
S and S ′ on F by setting
S([Lλ], [Lµ]) = Sλµ, S ′([Lλ], [Lµ]) = S ′λµ. (11.14)
Then, Verlinde’s formula for S is rewritten as
S
(
⊣⌊, [Lν ]Sν′
)
= S
(
⊣, [Lν ]Sν′
)
S
(
⌊, [Lν ]Sν′
)
, (11.15)
where ν ∈ V and a, b ∈ F. By (11.13) and this formula, we obtain
S(Eξ, [Ω∇]) = S ′(Eξ, [Ω∇]) (11.16)
for each ξ and 0 ≤ r < N , or equivalently, we obtain
S([Lλ], [Ω∇]) = S ′([Lλ], [Ω∇]) (11.17)
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for each λ ∈ V and 0 ≤ r < N . Repeating similar consideration, we conclude that
Sλµ = S
′
λµ holds for every λ, µ ∈ V.
For S = S(AN−1; t)ιǫ,ζ, we denote the semisimple ribbon category Com
f
S (resp.
unitary ribbon category ComfuS ) by CS(AN−∞,⊔)ιǫ,ζ (resp. C⊓S(AN−∞,⊔)ǫ,ζ).
Theorem 11.3. Let N ≥ 2 and L ≥ 1 be integers, ι = ±1 if N ∈ 2Z, ι = 1 if
N ∈ 1 + 2Z and ǫ = ±1. Let ζ be a primitive 2N(N + L)-th root of unity.
(1) Suppose N is odd or ǫ = 1 and set t = ζN . Then the category CS(AN−∞,⊔)ιǫ,ζ
is a modular tensor category with S-matrix Sι(ζ).
(2) Suppose N is even, ǫ = −1 and t := −ζN is a primitive 2(N + L)-th root of
unity. (Note that this implies L ∈ 2Z ). Then the category CS(AN−∞,⊔)ι−∞,ζ is a
modular tensor category with S-matrix S−ι(ζ).
Proof. We will prove Part (2). By (11.5), (10.7), (10.9), (11.11) and D(λ)−t =
(−1)|λ|D(λ)t, we have SSλ0 = S−ι(ζ)λ0. Hence by the lamma above, it suffices
to show that SSΛqΛr = S
−ι(ζ)ΛqΛr for each 0 < r ≤ q < N . As we will see
in the next section, the action of cΩrΩq ◦ cΩqΩr on the one-dimensional space
(Ωq⊗¯Ωr)(0, Λq+r−s + Λs) = Cωq(0, Λq) ⊗ ωr(Λq, Λq+r−∼ + Λ∼) is given by the
scalar (ζt)−2qrt2s(q+r−s+1). Hence, by (3.14), we obtain
SSΛqΛr =
∑
s
Tr
(Mι ◦ ⌋Ω∇Ω∐ ◦ ⌋Ω∐Ω∇∣∣(Ω∐⊗¯Ω∇)(′,Λ∐+∇−∫+Λ∫ ))
= (−ι)p+q
∑
s
(ζt′)−2qrt′2s(q+r−s+1)D(Λq+r−s + Λs)t′ ,
(11.18)
where t′ = ζN and the summation is taken over max{0, q + r −N} ≤ s ≤ r. Since
the right-hand side of (11.18) equals S−ι(ζ)ΛqΛr by (11.12), this completes the proof
of Part (2).
Corollary 11.4. Let N ≥ 2 and L ≥ 1 be integers, ǫ = ±1 and t = exp(± πiN+L).
If N + L ∈ 1 + 2Z, C⊓S(AN−∞,⊔)ǫ,ζ is a unitary MTC provided that ǫ = 1 or N is
odd, where ζ denotes an arbitrary primitive 2N(N + L)-th root of unity such that
ζN = t. If N + L ∈ 2Z, C⊓S(AN−∞,±⊔)ǫ,ζ is a unitary MTC for each primitive
2N(N + L)-th root ζ of unity such that ζN = ±ǫN−1t.
Remark 11.1. (1) When N ∈ 1 + 2Z, S(AN−1, t)ι−1,ζ is isomorphic to a 2-cocycle
deformation of S(AN−1, t)ι1,ζ . Hence CS(AN−∞,⊔)ι∞,ζ and CS(AN−∞,⊔)ι−∞,ζ are
equivalent.
(2) For g = soN and spN, a category-theoretic construction of unitary MTC’s
related to C(g, κ) is given by Turaev and Wenzl [42].
12. Braidings on Ω
In this section, we give some explicit calculation of the braiding cq,r := cΩqΩr in
order to complete the proof of Lemma 7.3 and Theorem 11.3. Since the braiding is
a natural transformation and the multiplication of Ω gives a S(AN−1; t)ǫ-comodule
map mq,r : Ω
q⊗¯Ωr → Ωq+r, cq,r satisfies
cq+q′,r ◦ (mq,q′ ⊗¯idΩr) = (idΩr⊗¯mq,q′) ◦ (cq,r⊗¯idΩq′ ) ◦ (idΩq⊗¯cq′,r),
(12.1)
cq,r+r′ ◦ (idΩq⊗¯mr,r′) = (mr,r′⊗¯idΩq) ◦ (idΩr⊗¯cq,r′) ◦ (cq,r⊗¯idΩr′ ).
(12.2)
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Lemma 12.1. For each 1 ≤ p < N and 1 ≤ q ≤ N − p, we have
cq,1
(
ω (Λp | p+ 1, . . . , p+ q)⊗ ω (Λp+q | 1)
)
= −(−ζ)−qtp+1 [q]
[p+ 1]
ω (Λp | p+ 1)⊗ ω (Λp+1 | p+ 2, . . . , p+ q, 1)
+ (−ζ)−q(−ǫ)q [p+ q + 1]
[p+ 1]
ω (Λp | 1)⊗ ω
(
Λp + 1ˆ | p+ 1, . . . , p+ q
)
. (12.3)
Proof. Suppose (12.3) is valid for each p and for some q < N − p. Then, by (12.1),
we obtain
c1+q,1
(
ω (Λp | p+ 1, . . . , p+ q + 1)⊗ ω (Λp+q+1 | 1)
)
(12.4)
= (idΩ1⊗¯m1,q) ◦ (c1,1⊗¯idΩq)
[
ω(Λp|p + 1)⊗{− (−ζ)−qtp+2 [q]
[p+ 2]
ω (Λp+1 | p+ 2)⊗ ω (Λp+2 | p+ 3, . . . , p+ q + 1, 1)
+ (−ζ)−q(−ǫ)q [p+ q + 2]
[p+ 2]
ω (Λp+1 | 1)⊗ ω
(
Λp+1 + 1ˆ | p+ 2, . . . , p+ q + 1
) }]
=
{
− tp+2 [q]
[p+ 2]
wN,t
[
Λp Λp+1
Λp+1 Λp+2
]
+
[p+ q + 2]
[p+ 2]
wN,t
[
Λp Λp+1
Λp+1 Λp+1 + 1ˆ
]}
(−ζ)−qω(Λp|p+ 1)⊗ ω (Λp+1 | p+ 2, . . . , p+ q + 1, 1)
+ (−ζ)−q(−ǫ)q [p+ q + 2]
[p+ 2]
wN,t
[
Λp Λp+1
Λp + 1ˆ Λp+1 + 1ˆ
]
ω (Λp | 1)⊗ ω
(
Λp + 1ˆ | p+ 1, . . . , p+ q + 1
)
.
Computing the right-hand side of the above equality, we obtain (12.3) for q+1.
Using (12.3) for p = 1, q = N − 1 together with (12.1), we obtain
cN,1
(
ω (0| 1, . . . , N)⊗ ω (0 | 1)) = −(−ζ)−N t [N ]ω (0 | 1)⊗ ω (1 | 2, . . . , N, 1) .
(12.5)
This shows that the constant ϑ in (8.19) equals ǫN−1ζ−N t and completes the proof
of Lemma 7.3.
Lemma 12.2. We have the following relations :
cq,1
(
ω (Λp | p+ 1, . . . , p+ s, 1, . . . , q − s)⊗ ω (Λp+s + Λq−s | q − s+ 1)
)
∈ −(−ζ)−qtp−q+s+1 [s]
[p+ 1]
ω (Λp | p+ 1)⊗ω (Λp+1 | p+ 2 . . . , p+ s, 1, . . . , q − s+ 1)
+ Ω1 (Λp | 1)⊗ Ωq
(
Λp + 1ˆ,Λp+s + Λq−s+1
)
(1 ≤ p < N, 1 ≤ s ≤ N − p, s < q ≤ p+ 2s− 1), (12.6)
cq,r
(
ω (Λp | p+ 1, . . . , p+ q)⊗ ω (Λp+q | 1, . . . , r)
)
∈ (−1)r(−ζ)−qrtpr+r [q]! [p]!
[p+ r]! [q − r]! ω (Λp | p+ 1, . . . , p+ r)
⊗ ω (Λp+r | p+ r + 1, . . . , p+ q, 1, . . . , r)
+
∑
λ6=Λp+r
Ωr (Λp, λ)⊗ Ωq (λ,Λp+q + Λr)
(0 ≤ p ≤ N − 1, 0 ≤ q ≤ N − p, 0 ≤ r ≤ q), (12.7)
where [n]! = [n] · · · [2][1] and [0]! = 1.
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Proof. The relation (12.6) follows from (12.1), (12.3) and
cq−s,1
(
ω (Λp+s | 1, . . . , q − s)⊗ ω (Λp+s + Λq−s | q − s+ 1)
)
= (−ζt)s−qω (Λp+s | 1)⊗ ω
(
Λp+s + 1ˆ | 2, . . . , q − s+ 1
)
. (12.8)
The relation (12.7) is easily proved by induction on r, using (12.2) and (12.6).
Using (12.7), (12.2) and
cq,r−s
(
ω (0 | 1, . . . , q)⊗ ω (Λq | q + 1, . . . , q + r − s)
)
= (−ζt)qs−qrω (0 | 1, . . . , r − s)⊗ ω (Λr−s | r − s+ 1, . . . , q + r − s) , (12.9)
we obtain the following.
Lemma 12.3. For each 0 ≤ q, r < N and max{0, q + r −N} ≤ s ≤ min{q, r}, we
have
cq,r
(
ω (0 | 1, . . . , q)⊗ ω (Λq | q + 1, . . . , q + r − s, 1, . . . s)
)
= (−1)s(−ζt)−qrts(q+r−s+1) [q]! [r − s]!
[r]! [q − s]!
ω (0 | 1, . . . , r)⊗ ω (Λr | r + 1, . . . , q + r − s, 1, . . . , s) .
(12.10)
As an immediate consequence of the lemma above, we see that cr,q ◦ cq,r acts on
(Ωq⊗¯Ωr)(0, Λq+r−s+Λs) as the scalar (ζt)−2qrt2s(q+r−s+1). Thus we complete the
proof of Theorem 11.3.
13. ABF models and SU(2)L-SOS algebras
In this section, we give an explicit description of the representation theory of
S(A1; t)ǫ. We identify G = G,L with the Dynkin diagram of type AL+1:
0 1 L−1 L
◦ −−−−−→←−−−−− ◦ −−−−−→←−−−−− · · · ◦ −−−−−→←−−−−− ◦ .
(13.1)
Also, we identify V and G
|
with {0, 1, · · · , L} and
{(i0, i1, · · · , ik)| 0 ≤ i0, · · · , ik ≤ L, |iν − iν−1| = 1 (1 ≤ ν ≤ k)}
(13.2)
respectively. We define the set B by
B =
{(‖
〉|
)∣∣∣∣ 〉, |, ‖ ∈ V, | − || ≤ ≤ + |,〉+ |+ ‖ ∈ ∈Z, i+ ג+ k ≤ 2L
}
. (13.3)
Then, we have
Nkij =
{
1
((
k
ij
) ∈ B)
0 (otherwise) .
(13.4)
In order to simplify the formula for quantum invariants stated in the introduction,
we use the rational basis of type Σ instead of type Ω (cf. Remark 6.1). The
corresponding Boltzmann weight w = wΣ2,t,ǫ is given by
w
[
i i± 1
i± 1 i
]
= −ζ−1 ±t
∓(i+1)
[i+ 1]
, w
[
i i ± 1
i∓ 1 i
]
= ζ−1ǫ
[i+ 1± 1]
[i+ 1]
,
(13.5)
w
[
i i ± 1
i± 1 i ± 2
]
= ζ−1t, w
[
otherwise
]
= 0. (13.6)
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Next, we recall a realization of Lk introduced in [14]. Let Σ be an algebra generated
by the symbols σ(p) (p ∈ G, ≥ 0) with defining relations:∑
k∈V
σ(k) = 1, (13.7)
σ(p)σ(q) = δr(p)s(q) σ(p · q), (13.8)
σ(i, i+ 1, i) = ǫσ(i, i− 1, i) (0 < i < L), (13.9)
σ(0, 1, 0) = σ(L,L− 1, L) = 0. (13.10)
We define the grading Σ =
⊕
k≥0 Σ
k via Σk = span{σ(p) |p ∈ G}. Then each
component Σk becomes a right S(A1; t)ǫ-comodule via
σ(q) 7→
∑
p∈G
σ(p) ⊗ e
(
p
q
)
(q ∈ G). (13.11)
For each
(
k
ij
) ∈ B, the element σk(i, j) := ǫL(q)σ(q) does not depend on the choice
of q ∈ G
|
, where L is as in §7, that is,
L(, − , · · · , ( + |− )/, · · · , |− , |) = 0, (13.12)
L ((· · · , \, \+ , \, · · · )) = L ((· · · , \, \− , \, · · · )) + . (13.13)
It is easy to see that Σk(i, j) = Cσk(i, ג) for each
(
k
ij
) ∈ B and that {σk(i, j)| (kij) ∈
B} is a linear basis of Σ. Since dimΣk(0, l) = dimΣk(l, 0) = δkl, we have Σk ∼=
Lk ∼= (Σk)∨ by Theorem 7.5 and (3.7) . More explicitly, we have the following.
Proposition 13.1. The map Σk → (Σk)∨; σk(i, j) 7→ c
(
k
ij
)
σ∨k (i, j) gives an identi-
fication of S(A1; t)ǫ-comodules, where {σ∨k (j, i)} denotes the dual basis of {σk(i, j)}
and the constant c
(
k
ij
)
is given by
c
(
k
ij
)
= (−ǫ)(i−j)/2 [(i+ j + k)/2 + 1]! [(i− j + k)/2]! [(−i+ j + k)/2]!
[i + 1] [(i+ j − k)/2]! .
(13.14)
Under this identification, the maps dΣk and bΣk in (3.8)-(3.9) are given by
dΣk(i) =
∑
j
c
(
k
ji
)−1
σk(i, j)⊗ σk(j, i), (13.15)
bΣk (σk(i, j)⊗ σk(j, l)) = δil c
(
k
ij
)
i (13.16)
respectively, where the summation in (13.15) is taken over all j ∈ V such that(
k
ji
) ∈ B.
Proof. It suffices to show the first assertion. Since Σk(i, j) = Cσk(i, ג) and (Σ
k)∨(i, j)
= Cσ∨k(i, ג), there exists an isomorphism Σ
k ∼= (Σk)∨ of the form σk(i, j) 7→
c
(
k
ij
)
σ∨k (i, j) for some nonzero constant c
(
k
ij
)
(
(
k
ij
) ∈ B). To compute c(kij), we
consider the S(A1; t)ǫ-right module structure on Σ given by (8.1). Similarly to
Lemma 8.2, we obtain
σk(i, j) e
(
i, i± 1
j, j ± 1
)
= ζ−kǫ(±i∓j+k)/2t(∓i±j+k)/2
[ i+j∓k2 + 1]
[i+ 1]
σk(i± 1, j ± 1).
(13.17)
On the other hand, by (10.1), we obtain
S
(
e
(
i, i± 1
j, j ± 1
))
=
[j + 1]
[i + 1]
e
(
j ± 1, j
i± 1, i
)
, S
(
e
(
i, i± 1
j, j ∓ 1
))
= −ǫ [j + 1]
[i + 1]
e
(
j ∓ 1, j
i± 1, i
)
.
(13.18)
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Using this together with (8.3) and (13.17)−, we obtain
σ∨k (i, j) e
(
i, i+ 1
j, j + 1
)
= ζ−kǫ(i−j+k)/2t(−i+j+k)/2
[ i+j+k2 + 2]
[i+ 2]
σ∨k (i+ 1, j + 1).
(13.19)
By (13.17)+ and (13.19), we obtain
c
(
k
i+1,j+1
)
c
(
k
i,j
) = [i+ 1] [(i+ j + k)/2 + 2]
[i+ 2] [(i+ j − k)/2 + 1] . (13.20)
Similarly, by computing σk(i, j) e
(
i,i±1
j,j∓1
)
, we obtain
c
(
k
i±1,j∓1
)
c
(
k
i,j
) = −ǫ [i+ 1] [(±i∓ j + k)/2 + 1]
[i+ 1± 1] [(∓i± j + k)/2] . (13.21)
By solving these recursion relations under some initial condition, we get (13.14).
Proposition 13.2. (1) The braiding c : Σm⊗¯Σn→˜Σn⊗¯Σm and its inverse are given
by
c±1 (σm(h, i)⊗ σn(i, k)) =
∑
j
w±mn
[
h i
j k
]
σn(h, j)⊗ σm(j, k),
(13.22)
w±mn
[
h i
j k
]
:=
∑
u∈G\
|
∑
v∈G
|
ǫL(u)+L(v)+L(q)+L(r)w±
[
u
q
v
r
]
,
(13.23)
where q and r denote arbitrary elements of G and G\ respectively, and the summa-
tion in (13.22) is taken over all j ∈ V such that ( nhj), (mjk) ∈ B.
(2) The ribbon functional of S(A1, t)
ι
ǫ,ζ acts on Li as the scalar θ
−1
i given by
θi = ι
iζi(i+2). (13.24)
Proof. Since the braiding is a natural transformation and the map CG → Σ; p 7→
σ(p) is a S(A1; t)ǫ-comodule map, we have
c±1 (σm(h, i)⊗ σn(i, k)) =
∑
j
∑
u∈G\
|
∑
v∈G
|
ǫL(q)+L(r)w±
[
u
q
v
r
]
σ(u) ⊗ σ(v).
(13.25)
Since σ(p) = ǫL(p)σm(i, j) for each p ∈ G|, this proves Part (1). When i = 1,
(13.24) follows from the proof of Proposition 10.2. For i > 1, (13.24) follows from
(11.7) by induction on i.
14. The state sum invariants
Let L be a positive integer and let ǫ, ι be elements of {±1} such that ǫ = 1 if
L is a odd integer. Let t be a primitive 2(L + 2)-th root of unity and ζ a solution
of ζ2 = ǫ t. Applying the general theory of TQFT to the MTC CS(A∞,⊔)ιǫ,ζ , we
obtain an invariant τ ιǫ,ζ of oriented 3-manifolds. To give an explicit description of
τ ιǫ,ζ , we prepare some terminologies on link diagrams.
Let D be a generic link diagram in R×(0, 1) (viewed as a union of line segments
AB), which presents a framed link L with components K1, . . . ,Kp (see e.g. [26]).
A point of D is called extremal if the height function on D attains its local maxi-
mum or local minimum in this point, where the height function ht is the restriction
of the projection R × (0, 1) → (0, 1) on D. A point of D is called singular if
it is either an extremal point or a crossing point. We denote by ♯D the set of all
singular points of D. Let E be the set of all connected components of D \ ♯D. We
say that E ∈ E belongs to Kq (1 ≤ q ≤ p) if E is a subset of the image of Kq via
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the projection L → D. Let c be a map from {K1, . . . ,Kp} to V. We say that a
map λ : E → B; E 7→ ( λ1(E)λ2(E)λ3(E)) is a state on D of color c if λ1(E) = c(Kq) for
each component Kq and E ∈ E belonging to Kq. We denote by cλ the color of a
state λ, and by S(D) the set of all states on D. Figure (A) shows a state λ on a
diagram of the Hopf link with 6 singular points, such that cλ(K1) = 1, cλ(K2) = 2.
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Next, we assign a complex number 〈λ|A〉 for each state λ ∈ S(D) and singular
point A ∈ ♯D as follows: When (λ,A) is as in Figure (B) or Figure (C), then we set
〈λ|A〉 = c
(
l
hi
)
δhkδij or 〈λ|A〉 = c
(
l
ih
)−1
δhkδij (14.1)
respectively, where c
(
l
hi
)
is as in (13.14).
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When (λ,A) is as in Figure (D±), we set
〈λ|A〉 = δijδhcδdeδfkw±mn
[
h i
e f
]
, (14.2)
where w±mn is as in (13.23).
The following result follows from §13 by a method quite similar to “vertex models
on link invariants” (see e.g. [40] Appendix II), hence we omit the proof.
Theorem 14.1. Let τ ιǫ,ζ be the invariant of closed oriented 3-manifolds associated
with the modular tensor category CS(A∞,⊔)ιǫ,ζ (cf. [40]). Let M be a 3-manifold
obtained by surgery on S3 along a framed link L with p components K1, . . . ,Kp.
Let D be a generic diagram in R× (0, 1) which presents L. Then τ ιǫ,ζ is given by
τ ιǫ,ζ(M) = ∆
σ(L)D−σ(L)−−
∑
λ∈S(D)
∏
=
ιcλ(Kq) [cλ(Kq) + 1]
∏
A∈♯D
〈λ|A〉.
(14.3)
Here ∆ denotes a fixed square root of
∑
i∈V[i+1]
2, D =
∑
∈V ιζ
−(+)[ + ] and σ(L)
denotes the signature of the linking matrix of L.
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