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ABSTRACT 
  
Accurate assessment of engineered infrastructure using nondestructive testing (NDT) is 
critical to the proper scheduling of the maintenance and/or replacement of infrastructure 
components. In reinforced concrete structures, potentially adverse changes in the bond between 
concrete and reinforcing steel have been reported as a result of at least three distinct damaging 
mechanisms: alkali-silica reaction, corrosion, and early-age vibration. However, the extent to 
which bond problems occur in deteriorated field structures is largely unknown due to the lack of 
a standardized and industry-accepted technique for detecting defects that alter bond behavior. 
After reviewing possible NDT techniques, this dissertation assesses and improves the 
Impact-Echo (IE) method for the detection of defects around steel reinforcing bars in concrete. 
IE involves deducing the presence of a defect from several single-point recordings of a resonant 
response that results from a non-damaging impact. IE has been developed with unconfirmed 
assumptions of the underlying elastodynamic behavior, leading to consistent disagreement 
between theoretical predictions and experimental results, and subsequent compensation with 
empirical “correction factors” that generate distrust in data interpretation. Evidenced by closed-
form solutions and simulation results for simplified elastodynamic models of the IE test, this 
dissertation challenges some of the assumptions made in the development of IE regarding 
elastodynamic behavior. Reduced-scale specimens with deliberate defects are constructed and 
tested in an attempt to establish the minimum size of detectable defects. A probabilistic 
procedure for producing quantitative indications of a defect is proposed and calibrated using the 
IE results for the reduced-scale specimens. The probabilistic IE procedure is applied to a full-
scale specimen to assess the efficacy of IE for this application in field structures. 
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Though the clarifications to some aspects of the underlying elastodynamic behavior produce 
no change in IE testing procedures, it is important to communicate accurate knowledge to other 
researchers. Experimental results show that the probabilistic IE can accurately indicate the 
presence of defects in the reduced-scale specimens. However, this procedure is found to have 
limited efficacy in testing of the full-scale specimens due to uncertainties in the accuracy of rebar 
location and the selection of a relatively noisy motion sensor. Future researchers are cautioned 
against the use of reduced-scale specimens for laboratory testing and are encouraged to perform 
additional physical verification of as-built internal features that may require lightly destructive 
testing. In the absence of a better option, the conclusion of this research is that IE has potential in 
this application, despite remaining uncertainties and implementation challenges. 
 
 
 
 
 
 
 
 
 
 
 
 
 
iv 
 
ACKNOWLEDGEMENTS 
 
I am grateful for the opportunity provided to me by my advisor, Prof. Paolo Gardoni, to carry 
out this research. Even more so, I am thankful for the knowledge, skill, and experience he has 
shared with me, the attention to detail he has instilled in me, and the latitude (and longitude) that 
he has afforded me during the process of completing this dissertation. 
There are not words sincere enough to properly acknowledge my thanks to my wife Sara, 
whose patience I have repeatedly tested during my academic pursuits. Without her love and 
support, this process would have been a much more solitary endeavor. I am especially grateful 
for someone in my life that recognizes when to pull me away from my work and who helps me 
rest and recharge. 
I must also thank my family for their constant support. To my father, Tony Pagnotta, thank 
you for your inspiring professionalism, and the many late nights that you spent helping to edit 
this document. To my mother, Margaret Pagnotta, thank you for your constant positivity. To my 
sister, Dr. Ashley Pagnotta, thank you for always being such a stellar role model, and for lending 
me your ear during the difficult times of finishing this degree. 
I would also like to acknowledge Prof. David Trejo for providing me with my earliest 
opportunities in academic research, and for providing an example of the merits of hard work. In 
addition, I’m grateful to the first individuals who encouraged me to pursue this degree, Prof. 
Robin Autenrieth and Prof. Joseph Bracci at Texas A&M University. Thank you to the staff at 
Texas A&M who provided friendly help during the early portions of this research, including 
Maria Medrano, Matt Potter, and Scott Cronauer. Thank you to my colleagues and friends who 
helped in the design, construction, and performance of some of the experiments in this research, 
v 
 
especially Dr. Shih-Hsiang Liu, Jason Zidek, Dr. Qindan Huang, and Dr. Armin Tabandeh. 
Funding for testing equipment and construction materials for the reduced-scale specimens was 
provided by the Texas Department of Transportation (TxDOT) and the U.S. Department of 
Transportation (USDOT) Federal Highway Administration (FHWA). 
When I transferred to the University of Illinois to complete my PhD, I was sincerely glad to 
associate with the faculty that would compose the remainder of my PhD committee. Thank you 
to Prof. John Popovics for being a positive source of constructive feedback and knowledge and 
for the use of laboratory equipment and specimens that were necessary to complete this research. 
Thank you to Assoc. Prof. Oscar Lopez-Pamies for providing the modeling expertise and 
computing resources that allowed me to deepen my understanding of elastodynamics. I am also 
grateful to Joan Christian for administrative help. Thank you to my students who made teaching 
so fun and rewarding. Testing of the full-scale specimen was performed with help from Chun 
Wang and Kaijun Zhu and with scheduling assistance from Dr. Hajin Choi, Dr. James Bittner, 
and Dr. Suyun Ham. Grazie to my friends in Urbana-Champaign for the long lunches, afternoon 
coffees, and late dinners (but not for being late to dinner), especially to Dr. Marco Andreini, Dr. 
Roberto Guidotti, Pong Tam, Eleonora Lucchese, and Fausto Guevara. 
And thank you to my family and friends who have let me repeatedly invade their kitchen 
tables and living rooms to work and write while traveling, especially John Ster, Bill DiFillipo, 
Peggy McShane, Amy and Casey Donahoo, and Craig and Sherri Bevan. 
 
 
 
 
vi 
 
 
 
 
 
 
 
 
 
 
“Skepticism is the highest of duties; blind faith the one unpardonable sin” 
-Thomas Henry Huxley 
 
 
 
 
 
 
 
 
 
 
 
 
vii 
 
TABLE OF CONTENTS 
 
CHAPTER 1: INTRODUCTION ........................................................................................1 
CHAPTER 2: SUITABILITY OF PUBLISHED NDT TECHNIQUES .............................7 
CHAPTER 3: CRITICAL REVIEW OF THE IMPACT-ECHO METHOD ....................25 
CHAPTER 4: IMPLEMENTATION OF IMPACT-ECHO THEORY .............................67 
CHAPTER 5: EXPERIMENTAL PROGRAM .................................................................90 
CHAPTER 6: ANALYSIS OF IMPACT-ECHO SCAN DATA ....................................118 
CHAPTER 7: CONCLUSIONS AND FUTURE WORK ...............................................189 
REFERENCES ................................................................................................................197 
 
 
 
 
 
 
 
 
 
 
 
 
1 
 
CHAPTER 1: INTRODUCTION 
 
1.1 Background 
Accurate assessment of engineered infrastructure using nondestructive testing (NDT) is 
critical to the proper scheduling of the maintenance and/or replacement of infrastructure 
components. Safety, serviceability, and durability determinations not only require information 
regarding structural geometry and materials, but also how the materials/components interact with 
one another within the structure. One ubiquitous and critically important interaction between two 
structural components is the transfer of force between concrete and steel reinforcing bars that is 
necessary for reinforced concrete (RC) structures to resist flexural loading.  
Evidence of a change in the interaction between concrete and steel reinforcing bars has been 
reported as a result of at least three distinct damaging mechanisms. The first mechanism, being 
the original motivation for the research effort presented in this dissertation, is the Alkali-Silica 
Reaction (ASR) which occurs over time in some concrete as a result of a chemical reaction 
among its constituents. During a recent period of accelerated infrastructure construction in 
Texas, the conclusion that ASR has been the cause of premature cracking in newly-built 
structures initiated multiple research projects funded by the Texas Department of Transportation 
(TxDOT). Of particular interest is Project 0-5722 which investigated the effects of ASR on the 
structural performance of “lap-splice” regions in bridge columns, wherein two or more 
reinforcing bars, each individually being shorter than the total length of the column, must be 
overlapped to perform as one continuous bar. Bracci et al. (2011) and Eck Olave et al. (2015a) 
report the results of petrographic analyses on large-scale specimens indicating a buildup of ASR 
byproducts at the interface between concrete and reinforcing steel in large-scale samples 
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exhibiting ASR damage. Eck Olave et al. (2015b) report no bond deterioration as a result of the 
ASR byproduct buildup. However, Huang et al. (2012) focus their analysis on bond and use the 
data from the load testing of the same large-scale specimens to show the eventual ASR-induced 
degradation in bond behavior at the interface between steel and concrete. Outside of Texas, the 
United States Federal Highway Administration recognizes ASR as a “major cause of concrete 
deterioration in the USA” (Thomas et al. 2013). 
A second mechanism, which is likely the most common cause of bond deterioration, is the 
corrosion of steel reinforcing bars. In general, corrosion represents a substantial financial burden 
on the agencies that are responsible for maintaining transportation infrastructure (Virmani and 
Clemena 1998). In 2001, that burden was estimated to be $22.6 billion for all US infrastructure, 
$8.3 billion of which was spent on highway bridges (C. C. Technologies 2001). With specific 
regard to steel reinforcing bars, expansive corrosion byproduct accumulates at the interface with 
concrete following the initiation of corrosion. The expansion of the byproduct exerts an initial 
confining force on the reinforcing bar which increases bond strength at early stages of corrosion. 
As corrosion progresses, however, the confining pressure eventually exceeds the strength of the 
surrounding concrete and cracking of the concrete occurs. Concrete cracking creates an outlet for 
the corrosion byproduct and bond degradation begins (Almusallam et al. 1996).  
A third mechanism, being more rarely researched but potentially the easiest to detect, is the 
early-age vibration of recently cast reinforced concrete due to the occurrence of an earthquake or 
other significant vibration shortly after concrete casting. During the transition of fresh concrete 
from a viscous workable material to a solid, the vibration displacement of internal reinforcement 
may cause voids, into which, if the remaining workability of the concrete is low, the surrounding 
concrete may not flow and fill. Citing Lin and Cheng (2001, Unreviewed), Hsu et al. (2008) 
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describe the detection of voids in several structures in Taiwan which were subjected to early-age 
vibration as a result of the 921 Chi-Chi Earthquake on 21 September 1999. 
In RC structures, deterioration mechanisms which may cause undesirable bond behavior 
between reinforcing steel bars and surrounding concrete are prevalent. However, the extent to 
which bond problems actually occur in deteriorated field structures is largely unknown due to the 
lack of a standardized and industry-accepted technique for detecting defects that alter bond 
behavior in flexural resistance. Concrete NDT is a vast field of research, wherein a variety of 
nondestructive stimuli are used to induce responses from concrete structures. The responses are 
then measured and analyzed with varying degrees of intricacy and resource intensiveness. All of 
these factors must be weighed in selecting an appropriate technique for a given detection 
challenge. After a review of possible solutions, this dissertation will focus on assessing and 
improving the Impact-Echo (IE) method for the detection of defects around steel reinforcing bars 
in concrete structures. The selection of IE was made based on the extensive body of research in 
this and similar applications and the reported relative simplicity of using, performing, and 
interpreting IE tests. 
1.2 Research Objectives 
This research aims to investigate the efficacy of the IE method as an NDT tool for detecting 
and characterizing defects at the interface between concrete and steel reinforcing bars, with the 
long-term goal of developing IE as a technique for assessing the remaining bond strength in RC 
structures which are affected by bond-altering deterioration mechanisms. Every effort is made to 
emphasize the limitations of the methodology as presented in past work and to improve on 
theoretical and experimental aspects established by the myriad of previous research efforts. With 
these goals established, the following objectives were proposed: 
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Objective 1: Improve the understanding of the IE method. This is possible through an 
examination of the elastodynamic theory that forms the basis for the IE method. Finite 
element (FE) dynamic simulation plays an important role when closed-form solutions are 
difficult to obtain. 
Objective 2: Assess the validity of previous reduced-scale experimentation through the 
testing of a set of deteriorated RC columns. IE testing of specimens with reduced scale 
and deliberately fabricated defects may or may not produce results that are representative 
of field structures with real bond deterioration. IE will be applied to available full-scale 
specimens and the resulting data will be compared with that of previous reduced-scale 
experimentation. 
Objective 3: Develop and assess a probabilistic procedure for quantitatively interpreting IE 
data which recognizes and treats uncertainty. This objective represents an important 
intermediate step in the quantitative assessment of remaining bond strength, as any 
investigation needs to incorporate uncertainty treatment so that uncertainty can accurately 
propagate through the entirety of the estimation procedure. Data from laboratory-
performed IE tests are crucial to the calibration of any such method. The uncertainty in 
the proposed IE methodology is assessed, and reducible sources of uncertainty are 
recognized for future testing. 
1.3 Organization of Dissertation 
This dissertation is structured in seven chapters. The current introductory chapter (Chapter 1) 
is followed by five chapters (Chapter 2 through Chapter 6) which detail the research performed 
for the present work. Chapter 7 presents a summary of this work and outlines possible directions 
for future research. 
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Chapter 2 reviews the NDT techniques that are commonly applied in the inspection of RC 
structures to determine good candidates for detecting defects around steel reinforcement. The 
NDT techniques are categorized according to the type of advantageous physical stimulus that is 
used to generate a measurable response in an investigated specimen. Every effort is made to 
ensure that the review is current. However, the decision to pursue IE as a possible candidate was 
made at the beginning of this research in 2010, prior to the performance and discovery of some 
of the research efforts reviewed in this chapter. The review does not invalidate the selection of IE 
in this application, but it does provide some other possible options for future research. 
Chapter 3 reviews over thirty years of IE research with an emphasis on the detection of 
defects at the interface between concrete and steel reinforcing bars. The review begins with a 
brief subsection on the historical development of IE which is followed by the dissection and 
discussion of IE methodology in constituent subjects. When deemed necessary, criticisms are 
leveled against the information presented in the review in an effort to achieve Objective 1 of this 
dissertation.  
Chapter 4 outlines the implementation of IE theory for use in this dissertation. The specific 
implementation is based on the literature review in Chapter 3 and includes expansive studies 
performed as a part of this research effort to confirm and improve upon the knowledge available 
in current literature. This chapter directly contributes to the completion of Objective 1. The 
discoveries regarding the response to IE stimulus are the subject of a paper that is in preparation 
and is tentatively titled “Examining Assumptions Regarding Disturbance Propagation in the 
Impact-Echo Method.” 
Chapter 5 outlines the experimental program used to assess IE in this research effort. The 
design of reduced-scale and large-scale specimens with fabricated defects is presented. The 
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physical implementation of IE in the experimental program is described. The need for, and the 
performance of, peripheral NDT methods is explained. The response of the experimental 
specimens to IE stimulus is predicted based on the experiences noted in the literature and on FE 
modeling of the specimens when performing such simulations is allowed by limited 
computational resources. The quantity that is most likely linked to the presence or absence of a 
defect around a steel reinforcing bar is defined. The outlined experimental program contributes 
to the achievement of Objectives 1-3 of this dissertation. The examination of the response in the 
reduced-scale specimens is the subject of a paper that is in preparation and is tentatively titled 
“Identifying the Indicator of a Bonded Steel Reinforcing Bar in Impact-Echo Testing of 
Reduced-Scale Concrete Specimens.” 
Chapter 6 is a thorough analysis of the IE data obtained from the experimental program. A 
procedure for thresholding the quantity that indicates the presence of a defect around a steel 
reinforcing bar is optimized using the IE data obtained from the reduced-scale experiment 
outlined in Chapter 5. The efficacy of the optimized methodology for detecting defects around 
steel reinforcing bars in field structures is assessed by applying it to the IE data obtained from a 
large-scale specimen with deliberately fabricated defects. Limitations are noted. Reducible 
sources of uncertainty are identified. Qualitative observations are detailed for each set of 
experimental specimens. Comparisons are made between IE data sets from both FE-simulated 
experiments and experiments performed in the laboratory, as well as between data sets of 
specimens of varying sizes/scales. This chapter contributes to fulfilling Objective 2 and 
Objective 3. The probabilistic thresholding procedure is the subject of a paper that is in 
preparation and is tentatively titled “Probabilistic Impact-Echo for Detecting Defects around 
Steel Reinforcing Bars in Concrete.” 
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CHAPTER 2: SUITABILITY OF PUBLISHED NDT TECHNIQUES 
 
2.1 Introduction 
Nondestructive testing (NDT) of reinforced concrete (RC) structures may be broadly defined 
as the measurement of a structure’s response to a physical stimulus to assess some aspect of its 
safety, durability, and/or reliability. After defining the specific target that is to be investigated 
(e.g. the likelihood of corrosion in reinforcing bars, the presence of a delamination, the presence 
of voids in post-tensioning ducts, etc.), it is the job of the investigating engineer to determine 
what physical stimulus is best suited for this assessment. The published literature on NDT of RC 
structures provides a broad set of techniques based on fundamentally different stimuli. With 
regard to this dissertation, the selection of proper NDT techniques for the detection and 
characterization of defects around steel reinforcing bars in RC structures requires careful 
consideration of available stimuli. This chapter presents a thorough review of these stimuli, and 
an assessment of the techniques that subsequently rely on them. The principle stimuli covered 
here are magnetism, electric current, heat, electromagnetic (EM) radiation (wherein microwave 
is treated separately from X- and gamma-rays), and mechanical disturbance. Chemical methods, 
wherein the response to the application of chemical agents to an exposed surface is used to gain 
information about the structure, are omitted as the detection of defects around steel reinforcing 
bars is fundamentally an internal investigation. 
2.2 Magnetism 
Materials that develop strong magnetic flux when subjected to a magnetic field such as steel 
reinforcing elements of RC structures are termed ferromagnetic materials and produce detectable 
changes in applied magnetic fields. Common NDT methods that take advantage of magnetism 
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include magnetic induction and magnetic flux leakage. Magnetic induction is used to determine 
the size and location of steel reinforcing bars. Magnetic flux leakage is a technique where steel 
strands can be assessed by applying a direct current to the steel and scanning for the flux leaking 
from magnetic poles created by strand fractures. These methods only detect magnetic 
phenomena in ferromagnetic materials (Lauer 2004). As concrete (without ferrous aggregates), 
air, and the water-absorbing gel byproduct of the alkali silica reaction (ASR) do not contain 
ferromagnetic constituents (iron, nickel, and cobalt), they are considered to be non-ferromagnetic 
materials. Therefore, methods based on magnetism cannot distinguish between them, and are not 
appropriate for the detection of defects around steel reinforcing bars in RC structures. 
2.3 Electric Current 
The moisture and electrolyte content of concrete, as well as the size, connectivity, and 
tortuosity of the pore network, affect both the likelihood of corrosion in reinforcing steel and the 
concrete’s response to applied electrical current. Thus, investigators use electric current-based 
NDT to assess the relative likelihood of corrosion in RC structures. The material property that is 
typically measured by electrical methods is resistivity, which is a measure of how a material 
resists the flow of an electric current. The high resistivity of dry concrete (approximately 10
13
 
ohm·m) effectively stops the flow of an electric current, which, by definition, makes it an 
effective insulator. The resistivity of moist concrete (approximately 10
6
 ohm·m) allows for more 
flow of an electric current. However, the resistivity is dependent on many variables (Mindess et 
al. 2003), and isolating the contribution of each influencing factor may not be possible. 
Consequentially, the contributions of a gel- or air-filled defect at the steel-concrete interface 
cannot be differentiated from the contributions of moisture and electrolyte content and the size, 
connectivity, and tortuosity of the pore network in the results of point tests (Lauer 2004, LaTaste 
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2010). Early efforts to use electrical techniques to image reinforcement and cracks (Seppänen et 
al. 2009) have been expanded to show the efficacy of electrical methods for imaging surface 
cracking patterns (Hallaji et al. 2014) as a part of structural health monitoring systems (Seppänen 
et al. 2017), but no work to develop these methods for internal imaging was discovered during 
this review. Though electrical methods continue to improve, their current limitations make them 
unfavorable for the detection of defects around steel reinforcing bars. 
2.4 Heat 
Detectable alterations to heat flow can be caused by the presence of material or geometric 
defects within an RC structure. NDT that is based on the flow of heat through a structure is 
called thermography. Heat flow through the structure affects the surface temperature, which can 
be recorded by an infrared (IR) camera. The two methods of thermography, classified as passive 
or active, are distinguished based on the nature of the thermal stimulus, as either not being 
controlled by the operator or artificially generated and controlled, respectively. 
2.4.1 Passive IR Thermography 
Passive IR thermography is performed by taking IR images of a structure during times of 
naturally occurring intense heat flow. The material property with the most influence on the rate 
of heat flow through a concrete structure under passive stimulus is thermal conductivity (Weil 
2004). The thermal conductivity of concrete is dependent on the moisture content of the 
concrete, and therefore can vary widely. However, the thermal conductivity of air is always at 
least approximately one order of magnitude less than that of concrete (Mindess et al. 2003). This 
difference in the fundamental material property indicates that air-filled defects are detectable 
from a material perspective. The thermal conductivity of water is approximately one order of 
magnitude greater than that of air (Mindess et al. 2003), and therefore, as the moisture content of 
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a material defect increases, the likelihood of detection decreases. This means that gel-filled 
defects, containing higher moisture content, would be detected with less efficacy than air-filled 
defects.  
Internal defects are seen in recorded thermographic images as temperature anomalies (i.e. 
cold portions among a mostly hot image when heat is flowing out of the structure, or vice versa). 
This approach provides information on the horizontal location and size of defects, but does not 
usually provide depth information (Weil 2004, Kee et al. 2012). Therefore, a defect located 
through passive IR thermography cannot be specifically attributed to the steel-concrete interface, 
and we conclude that simple passive IR thermography is not suitable for the detection of defects 
around steel reinforcing bars in concrete. 
2.4.2 Active IR Thermography  
Active IR thermography techniques use controlled heating and intensive post-processing to 
increase the sensitivity of the test results with the intention of overcoming the depth limitations 
of passive IR thermography. The material property that affects the detectability of a defect in a 
non-stationary heating process is the relative difference in the thermal effusivity between two 
materials (Maierhofer et al. 2010). By employing the thermal properties given by Mindess et al. 
(2003) and densities of 2320 kg/m
3
, 7800 kg/m
3
, 1000 kg/m
3
, and 1.2 kg/m
3
, the thermal 
effusivities in units of Ws
0.
5°K
-1
m
-2
 for concrete, steel, water, and air, respectively, are computed 
(according to Maierhofer et al. 2010) as 2019, 20,750, 1449, and 6.2. As with passive IR 
thermography, the relative differences between the materials of interest indicate efficacy in the 
detection of defects around steel reinforcement. However, as the moisture content of a material 
defect increases, the likelihood of detection decreases. 
11 
 
The stimulus in many active methods is often a thermal pulse whose duration, for concrete 
structures, is on the order of minutes. An IR measurement is performed during the cooling 
period. Methods for quantitative depth assessment using frequency data have been proposed; 
however, these methods either require reference models or reference specimens (i.e. they do not 
rely on the results of NDT alone). Further studies of the reliability and probability of detection 
are needed in this area (Weritz et al. 2005, Maierhofer et al. 2010, Arndt 2010). While recent 
studies have reported successful attempts at locating steel reinforcing bars using thermographic 
methods (Keo et al. 2014), no studies were found to have been performed to examine defects 
around steel reinforcing bars or, more generally, defects with curved geometry. The abilities of 
active IR thermography have been continuously improved by previous researchers, and no 
reason was found to disqualify it as a potential candidate for detecting defects around steel 
reinforcing bars in concrete. 
2.5 Electromagnetic (EM) Radiation 
EM radiation describes the natural phenomenon of particle-wave duality exhibited by 
elementary particles called photons that interact with materials as particles and display 
oscillatory wave behavior of their inherent electric and magnetic fields. EM radiation exists in a 
spectrum of frequencies (and corresponding wavelengths), and is classified by how those 
properties affect its interaction with materials. Almost all forms of EM radiation are used in the 
inspection of RC structures. The most obvious are the uses of light in visual inspection and 
infrared in thermography, though both light and infrared are only detected at the surface of the 
structure. Three other forms of EM radiation, namely microwave, X-ray, and gamma-ray, are 
advantageous because they interact with the interior of an investigated specimen and 
subsequently produce measurable responses. On the EM spectrum, microwave radiation 
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(including, in some definitions, radio waves) is a relatively low-frequency, long-wavelength EM 
phenomena. X- and gamma-rays occupy the EM spectrum at the opposite end from microwave, 
being characterized instead by high-frequency, short-wavelength EM oscillation. With regard to 
the NDT of RC structures, X- and gamma-rays are characterized by similar behavior, which 
differs from that of microwave radiation. Microwave is therefore treated separately from X- and 
gamma rays in the following chapters. 
2.5.1 Microwave 
Microwave EM radiation propagates into non-metallic solids and reflects at material 
interfaces, creating a measureable response that is dependent on the internal composition of an 
interrogated specimen. The transmission and reception of microwave radiation is commonly 
called radar, an acronym for radio detection and ranging. Ground-probing or ground-penetrating 
radar (GPR) is terminology that is commonly used for commercial civil engineering applications, 
such as the examination of concrete, rock, soil, and other materials. Microwave energy is 
typically generated and directed into the interrogated specimen by a monostatic antenna. When 
microwave energy is incident with an interface between two materials, a portion of the energy is 
reflected back into the material within which the wave was initially travelling, and the remainder 
is transmitted to the material opposite the interface. The reflected microwave radiation is 
received by the monostatic antenna. The material property that controls the reflection/refraction 
phenomenon in nonmetals is the dielectric constant. The intensity of the reflection and refraction 
are determined by the relative difference in the dielectric constant (Clemeña 2004). The 
dielectric constants relative to that of a vacuum for air, water, and concrete are about 1, 80, and 
between 5 and 12 (depending on moisture content), respectively (Clemeña 2004). When the 
wave is incident at an interface with a ferromagnetic material, a negligible amount of 
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transmission occurs (Bungey et al. 1994). Therefore, from a purely material standpoint, the 
fundamental materials in the detection of defects around steel reinforcing bars in RC structures 
are distinctly different from one another when using microwave stimuli.  
Some early studies indicated geometry-related limitations of GPR that may impair its use in 
the detection of defects around steel reinforcing bars. Early GPR systems were unable to detect 
delaminations that were 0.3 m wide (Clemeña 1983). This limitation has been attributed to the 
interference with the delamination reflection by the relatively strong reflections from the top 
level of steel bars (Clemeña 2004). More recent studies show improved abilities in investigations 
of problems similar to the detection of defects around steel reinforcing bars, such as the detection 
of ungrouted tendons in post-tensioning ducts (Cheilakou et al. 2014) and the detection of 
corrosion in steel reinforcement (Ghasr et al. 2014). However, the effects of corrosion differ 
from potential defects around steel reinforcing bars that result from ASR or early-age vibration 
in that corrosion causes section loss of the reinforcing bar, thereby altering the strongest reflector 
in the concrete. Studies assessing the influence of section loss on the detectability of corrosion 
were not found during this review. Though specific evidence of its previous usage for the 
detection of defects around steel reinforcing bars was not found during this review, the 
advantages of GPR, including commercial availability and the ability to perform rapid and quasi-
continuous measurements make it a possible candidate for this application. 
2.5.2 X- and gamma-ray 
X- and gamma-rays propagate into solids and are scattered and absorbed at the atomic level, 
yielding both a measurable through-thickness radiation transmission and a measurable back-
scattered radiation reflection. The use of X- and gamma-rays for internal imaging is known as 
radiography. Radiography may also be performed using neutrons, which are not a form of EM 
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radiation, but behave in a similar fashion. When a radiation source is used to generate a constant 
directed stream of penetrating radiation, the ensuing beam is characterized by its intensity, which 
is essentially the rate at which the interrogating particles move through a unit area. As a beam of 
penetrating radiation passes through a material, its intensity is attenuated through the processes 
of Compton scattering and photoelectric absorption, but a portion of the radiation may pass 
through the specimen entirely. Either the backscattered radiation or the through-thickness 
radiation can be measured using photographic film or more complex radiation detectors, then 
analyzed through various methods to assess the internal material distribution of a specimen. The 
degree to which Compton scattering occurs is dependent on the density of the interrogated 
material, while photoelectric absorption is dependent on the chemical composition of the 
interrogated material. Therefore, the resultant measureable intensity of back scattered and 
through-thickness radiation are dependent on both density and chemical composition (Mitchell 
2004, Ono and Maisl 2012). Concrete density varies with different mix proportions, though 
normal-weight concrete is generally less dense and of sufficiently different chemical 
composition so that steel and concrete may be distinguished by their effects on penetrating 
radiation. Because air and water are significantly different from steel and concrete with respect 
to their density, the use of X- and gamma-rays is favorable for the detection of defects around 
steel reinforcement from a material standpoint. 
The primary use of radiography in the NDT of RC structures is as a laboratory research tool 
for characterizing materials in small-scale specimens and samples that have been destructively 
removed from field structures (Mitchell 2004, Suzuki et al. 2010, Suuronen et al. 2013, Bordelon 
and Roesler 2014). Laboratories offer the highly controlled testing and safety conditions that 
allow for the relatively low-cost implementation of computed tomography (CT) techniques 
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which yield high resolution internal images of a specimen. Field-application of X-ray 
tomography has been performed to locate reinforcing bars, post-tensioning ducts, and other 
internal design features (Redmer et al. 2003, Mitchell 2004, Pei et al. 2016). Though some 
favorable work in radiographic imaging of the buildup of corrosion products in small-scale 
specimens has been reported (Michel et al. 2011), no evidence of efficacy in the detection of 
defects around steel reinforcement in RC structures was found in the literature. 
The use of radiography requires experienced personnel with extensive training in both the 
use of test systems and safety in the presence of dangerous radiation sources. Not only does 
radiography require precautions for the safety of testing personnel, but the safety of the public 
must be considered when testing public infrastructure used by vehicle operators and pedestrians 
(IAEA 2002). The additional considerations for public safety may require long periods of 
infrastructure closure while testing is performed, even if that testing is focused on the non-
serviceable portions of a structure. Radiation sources, as well as the detectors used to measure 
the interaction of penetrating radiation with concrete are often expensive (Mitchell 2004). From 
an efficacy standpoint, radiography is a favorable technique for detecting defects around steel 
reinforcement. However, its cost limitations often lead the engineers tasked with infrastructure 
NDT to pursue other forms of NDT stimuli.  
2.6 Mechanical Disturbance 
The presence of material and geometric defects alters the motion exhibited by a specimen 
that results from some type of impetus. In this dissertation, the adjective “mechanical” is meant 
to denote something relating to motion that is well-described by continuum mechanics. Thus, the 
mechanical disturbance of a body is any physical impetus that results in continuum motion. NDT 
that relies on mechanical disturbance stimuli has been given many names that are often specific 
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to the variety of stimuli, response measurement, or analysis techniques that are involved in these 
types of tests. These tests maintain their classification of NDT by limiting stimuli to mechanical 
disturbances that produce only elastic, non-damaging behavior in the materials of the target 
specimens. When the further assumption of isotropic behavior is valid, the fundamental laws of 
continuum elastodynamics can be used to explain the interaction between the introduced 
disturbance and the internal geometry and material distribution of an interrogated specimen. 
Simple mechanical disturbances propagate at different speeds in different materials. When a 
mechanical disturbance encounters the interface between two materials, portions of the 
underlying energy are both transmitted across the interface and reflected back into the original 
material. The propagation and subsequent reflection and transmission of the disturbance may 
produce a measurable mechanical response from which the propagation history of the 
disturbance can be inferred. The intricacy of the response depends on the nature of the 
disturbance and the geometric and material properties of the interrogated specimen. For a 
mathematically simple mechanical disturbance, elastodynamic-governing equations dictate that 
the pertinent material property governing the reflection/transmission phenomenon is the 
mechanical impedance (Achenbach 1973). The typical mechanical impedances for air, water, 
normal-density concrete, and steel in units of kg/m
2
·s are approximately 0.413, 1.48·10
6
, 6.9·10
6
 
to 10.4·10
6
, and 46.6·10
6
, respectively (Carino 2004). The variation in the mechanical 
impedances involved in the detection of defects around steel reinforcement indicates that the 
materials are materially distinct and that NDT by mechanical disturbance may be efficacious in 
this application. 
A myriad of NDT techniques based on mechanical disturbance have been applied to RC 
structures for the assessment of various structural conditions. The focus of this dissertation is 
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narrowed to those techniques that are commonly employed in the detection of internal defects in 
RC structures, especially if they have been previously employed in the detection of defects 
around steel reinforcing bars. The three techniques summarized in this chapter are classified 
according to the locations at which impetus application and response sensing are performed and 
whether or not impetus and sensing are performed by single or multiple sources. Reinforcing bar 
impetus and/or sensing and surface impetus and sensing are reviewed, with the latter being 
further sub-divided into single-source and multiple-source impetus and sensing. 
2.6.1 Reinforcing Bar Impetus and/or Sensing 
The generation of a mechanical disturbance that is exclusively directed into, or measured 
directly from, a steel reinforcing bar has been performed in an effort to detect defects around 
steel reinforcement in concrete. Methods in this classification often generate and measure a 
mechanical disturbance by means of a transducer, which is any device that converts electricity 
into mechanical energy, or vice versa. Those transducers that generate a mechanical disturbance 
are called transmitting transducers and those which measure an ensuing response are called 
receiving transducers (Woodcock 1979).  
Afshari et al. (1996) coupled a transmitting transducer and receiving transducer directly to 
opposite longitudinal ends of steel reinforcing bars that were embedded in a pea gravel concrete 
specimen. The reinforcing bars were prevented from forming normal bond with the concrete over 
varying percentage lengths of their placement. The result of these experiments was that the 
response measured by the receiving transducer had greater amplitude when there was less 
bonding between the reinforcing bars and the surrounding concrete. Afshari et al. (1996) 
proceeded to alter the configuration by moving the transmitting transducer to the surface of the 
concrete and substituting a much larger transducer that was better suited to transmitting into 
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concrete. By changing the position of the transmitting transducer to different points on the 
concrete surface above the reinforcing bar, the altered configuration was found to be efficacious 
in determining the locations of the regions where steel bars were not bonded to the surrounding 
concrete (Afshari et al. 1996). The relative mechanical impedance difference is greater between 
steel and air than between steel and concrete, and so more energy from the mechanical 
disturbance is transmitted into concrete from the steel bar than into the air. Therefore, regarding 
the first configuration of experiments by Afshari et al. (1996), when a longer portion of the bar is 
surrounded by air, more of the energy from the mechanical disturbance is confined to the bar and 
a higher amplitude response is recorded at the opposite end of the bar. Regarding the second 
configuration of experiments by Afshari et al. (1996), placement of the transmitting transducer 
above the bonded region of the reinforcing bar will allow for the transmission of energy into the 
bar, which is measured as a higher amplitude signal by the receiving transducer, and vice versa. 
Na et al. (2002, 2003) performed experiments wherein the transmitting transducer was 
coupled to the exposed ends of a reinforcing bar by means of a casing that allowed the excitation 
to be directed into the reinforcing bar at an angle. They also used other configurations, such as 
the first configuration used by Afshari et al. (1996), and another where both the transmitting and 
receiving transducers were coupled to the concrete surface at an angle. Na et al. (2002, 2003) 
showed that specimens with varying lengths of defects around steel reinforcing bars could be 
distinguished from one another. No effort was made by Na et al. (2002, 2003) to determine the 
specific location of regions where defects around steel reinforcement prevent bonding with 
surrounding concrete. In an effort to develop an embedded system for monitoring corrosion 
(Ervin and Reis 2008, Ervin et al. 2009), reinforcing bar impetus and sensing techniques have 
shown high sensitivity to the loss of rebar cross-sectional area due to reinforcing bar corrosion in 
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mortar, and may have the ability to detect a myriad of various conditions that potentially alter the 
bond with surrounding cementitious materials (Ervin et al. 2009). 
Regarding methods that apply impetus or sensing directly to a reinforcing bar, the need to 
expose the reinforcing bar is a significant disadvantage. Exposed reinforcement drastically 
increases the risk of corrosion, and the subsequent repair by means of patching can result in 
alternative means for a corrosion attack (Qian et al. 2006). These implementation difficulties 
must be considered when selecting a technique for detecting defects around steel reinforcing bars 
in concrete. 
2.6.2 Single-Source Surface Impetus and Sensing 
Infrastructure NDT offers several common techniques that use a single transducer or 
impactor to generate mechanical disturbance and a single motion sensor to measure an aspect of 
the ensuing response of the specimen. Simple test setups and analysis have led to the wide 
commercial availability of systems that perform these tests. Ultrasonic pulse velocity (UPV) is a 
common technique wherein the travel-time of a pulse is measured through the thickness of a 
specimen using both a transmitting and receiving transducer. Though possible, its use in the 
single-source impetus/sensing setup as a technique for detecting defects is a secondary function, 
as other methods have been found to be more efficacious (Naik et al. 2004). For many years, 
ultrasonic pulse-echo (UPE) methods that are common diagnostic tools in the field of medicine 
(Woodcock 1979) have been commonly used in the field of infrastructure NDT for flaw 
detection in metals (Banks et al. 1962). The use of single-source impetus/sensing UPE in the 
inspection of RC structures has yielded a limited number of useful applications due to the 
required size of transmitting transducers for transmitting a mechanical disturbance that is not 
quickly scattered amongst the relatively heterogeneous microstructure of concrete (Carino 2004). 
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The solution to bulky transmitting transducers formed the basis for the creation of the Impact-
Echo (IE) method, wherein a mechanical disturbance is generated through impact and the 
ensuing response is measured using a motion sensor. The recorded motion is used to identify 
resonance frequencies within the response for an undamaged specimen. Changes in the 
resonance frequencies are used to indicate the presence of a defect (Sansalone and Streett 1997). 
Several studies have investigated the efficacy of using IE to detect defects around steel 
reinforcing bars and found the method to be a possible solution requiring further study in this 
application (Cheng and Sansalone 1993, Sansalone and Streett 1997, Liang and Su 2001, Lin et 
al. 2004, Hsu et al. 2008). Due to the existing body of research into the detection of defects 
around steel reinforcing bars, and similar applications, the relative simplicity of using IE to 
perform tests, and the wide commercial availability of IE systems, IE requires further 
consideration in this dissertation. 
2.6.3 Multiple-Source Surface Impetus and/or Sensing 
The combination of multiple-source surface impetus and/or sensing and powerful algorithmic 
analysis techniques to produce accurate interior images of an RC specimen is relatively new to 
the field of infrastructure NDT. Two methods for imaging RC structures in this manner have 
been detailed in the literature. The first is impetus and sensing using a dry-coupled shear wave 
transmitting and receiving transducer array. Images in the form of reflection-intensity maps are 
obtained through data reconstruction via the synthetic aperture focusing technique (SAFT). The 
complete system is commercially available and the dry-coupled transducer allows for relatively 
fast testing of RC structures (Shokouhi. et al. 2011, De La Haza et al. 2013). A second method 
for imaging RC structures based on multiple source/sensing of mechanical disturbance is the use 
of air-coupled ultrasonic transducers for impetus and an array of coupled accelerometers to 
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record the ensuing motion. In this second method, imaging data reconstruction via the algebraic 
reconstruction technique (ART) maps the longitudinal wave speed in the specimen. The 
components of the system are commercially available and air-coupled components on an 
automated frame allow for rapid testing. However, this method requires access to two opposite 
faces of a structure (Choi and Popovics 2015). A comparison of the two methods showed that 
neither is universally superior, with each method having different requirements as well as distinct 
advantages and disadvantages. The dry-point transmitting and receiving transducer array with 
SAFT imaging performs well in the application of thickness measurement and defect detection in 
RC structures with lower reinforcement volumes. In contrast, the air-coupled impetus/coupled 
accelerometer array with ART image reconstruction is superior in the application of defect 
detection in RC structures with higher reinforcement volumes (Choi et al. 2016). The application 
of either method to the detection of defects around steel reinforcing bars was not discovered in 
the reviewed literature. Though experience is required to properly interpret the images resulting 
from these techniques, their continued development and the interpretation simplicity provided by 
imaging techniques makes them candidates in this application. 
2.7 Conclusions 
Based on the review of NDT techniques in this chapter, the suitability of published NDT 
solutions in the detection of defects around steel reinforcing bars in RC structures is assessed. 
Table 2.1 summarizes the results of this assessment. Several techniques are found to be 
unsuitable for this application. Techniques that rely on the principle of magnetism are only 
appropriate for locating and characterizing ferromagnetic materials within concrete and therefore 
cannot distinguish defect-free concrete from air- or gel-filled defects. Techniques that rely on 
stimulus through applied electric current were found to only make general characterizations of 
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cover concrete and are likely unable to attribute changes in the resistivity to specific depths 
within the interrogated specimen. Similarly, passive IR thermography does not provide depth 
determination for detected defects. Single-source impetus and sensing using ultrasonic pulse 
echo (UPE) is not well-suited for the relative heterogeneity of concrete. Additionally, ultrasonic 
pulse velocity (UPV) is believed to be a relatively weak tool for defect detection in RC 
structures, and more so when taking into consideration the relative size of defects around steel 
reinforcing bars. 
Some techniques are found to be possible solutions in the detection of defects around steel 
reinforcing bars in RC structures. Ground-Penetrating Radar (GPR) is a commonly used and 
commercially available method for defect detection in concrete. There is some uncertainty 
regarding the defect sizes that can be accurately detected by commercial systems. While active 
IR thermography and both methods of internal imaging via multiple-source mechanical surface 
impetus and sensing are relatively new methods for NDT of RC structures, no evidence is found 
to disqualify their efficacy in the detection of defects around steel reinforcing bars in RC 
structures. With the exception of GPR, these techniques have experienced significant growth 
since the current research effort was begun in 2010, which made them unlikely research topics 
for the bulk of this dissertation. 
Three techniques are found to be strong candidates in the detection of defects around steel 
reinforcing bars in RC structures. Radiography produces high resolution images of concrete 
microstructure in laboratory settings, and has been used with some efficacy in field structures. 
Requirements for experienced operators with safety training, concerns for the safety of the 
general public and the lack of commercially available portable radiography tools are significant 
disadvantages that led to the pursuit of other methods in this research effort. Mechanical 
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disturbance produced through reinforcing bar impetus and/or sensing is the most specific attempt 
at the detection of defects around steel reinforcing bars in concrete that is presented in this 
review. Published research is limited and application of these techniques requires access to 
reinforcing bars which should not be readily available. As part of this research effort, and in 
collaboration with other researchers, some work was performed to assess and improve methods 
of reinforcing bar stimulus and/or sensing, but the disadvantageous need for reinforcing bar 
access (Han et al. 2012) led to the focus on another method in this dissertation. Of the strong 
candidates, the impact-echo (IE) method is selected as the best available tool for the detection of 
defects around steel reinforcing bars in RC structures. IE is advertised as simple, widely 
commercially available, and extensively researched with some reported efficacy in this 
application. It has not been adopted as a standard technique in this application. This dissertation 
will focus on an expanded assessment of IE in the detection of defects around steel reinforcing 
bars with an emphasis on improving the method for this application. 
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2.8 Table 
Table 2.1. Summary and Conclusions for Suitability Review of Published NDT Techniques 
Physical 
Stimulus 
Technique Pertinent 
Material 
Property 
Material 
Viability 
Advantages Disadvantages Previous 
Investigation1 
Candidacy 
Suitability 
Magnetism Induction and 
Flux Leakage 
Ferromagnetism No    Unsuitable 
Electric Current Applied Electric 
Current 
Resistivity No    Unsuitable 
Heat Passive IR 
Thermography 
Thermal 
conductivity 
Yes Rapid 
examination of 
large areas, 
availability 
No determination 
of defect depth 
 Unsuitable 
Active IR 
Thermography 
Thermal 
Effusivity 
Yes   No Possible 
EM Radiation Radar (GPR) Dielectric 
Constant 
Yes Rapid 
examination of 
large areas, 
availability 
 No Possible 
Radiography Density and 
Chemical 
Composition 
Yes Analysis based 
on internal 
images 
Cost, safety 
concerns 
No Strong 
Mechanical 
Disturbance 
Reinforcing Bar 
Impetus and/or 
Sensing 
Mechanical 
Impedance2 
Yes  Requires 
reinforcing bar 
exposure 
Yes Strong 
Ultrasonic Pulse 
Velocity 
Yes Simplicity, 
availability 
Requires two-sided 
access 
No Weak 
Ultrasonic Pulse 
Echo 
No3    Unsuitable 
Impact-Echo Yes Simplicity, 
availability 
 Yes Best 
Dry-coupled 
Shear / SAFT 
Yes Analysis based 
on internal 
images, 
availability 
Dense steel 
prohibits deeper 
internal 
interrogation 
No Possible 
Air-coupled 
Impetus / ARC 
Yes Analysis based 
on internal 
images, 
performs well 
in dense steel 
layouts 
Requires two-sided 
access 
No Possible 
1Previous investigation of defects around steel reinforcing bars in concrete 
2Mechanical impedance is an elastic property that dictates the transfer of energy at interfaces in elastic materials. The notion that these methods rely on mechanical 
impedance is a simplifying assumption made for concrete at some level for each of these techniques. For example, UPV measures travel time of an ultrasonic pulse, 
but when used to detect defects, changes in the mechanical impedance that comprise the defects cause alterations to the travel time of the pulse. 
3While mechanical impedance makes the method materially viable, the heterogeneity of concrete leads to implementation difficulties for the single-source impetus and 
sensing configuration of ultrasonic pulse echo. 
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CHAPTER 3: CRITICAL REVIEW OF THE IMPACT-ECHO METHOD 
 
3.1 Introduction 
Impact-echo (IE), as summarized from Sansalone and Streett (1997), is a vibration-based 
nondestructive testing (NDT) technique wherein an impact presumably leads to the formation of 
resonances with observable characteristics that depend on the material properties and geometry 
of the specimen. A motion sensor placed on the impacted surface monitors the impact-resultant 
motion at a single point. The resonant frequencies can be estimated from the recorded signal. If 
the frequency characteristics for the resonance of the undamaged specimen are known, then the 
observation of variation from this baseline is used to indicate the presence of a defect (Sansalone 
and Streett 1997). This chapter presents a thorough review of IE to establish an understanding of 
the assumptions involved in every aspect of the method and provides a basis for identifying 
further research needs to be addressed in this dissertation. The IE theory that is specifically 
adopted in this dissertation will be covered in Chapter 4. 
The nomenclature “impact-echo” first appears in two references from 1986 (Sansalone and 
Carino 1986, Carino et al. 1986) to describe a technique by which flaws in concrete plates are 
detected through the introduction of “transient stress waves into a test object by mechanical point 
impact and monitoring reflections of the waves from internal defects and external boundaries 
using a point receiver located close to the impact point” (Sansalone and Carino 1986). The initial 
research was funded and performed at the National Bureau of Standards (NBS, now the National 
Institute of Standards and Technology) and Cornell University in response to a number of 
structural failures during construction in the 1970s and early 1980s (Sansalone 1997). From its 
inception to today, a number of additional studies have been performed to improve on the 
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original methodology. In this literature review, the development of IE is divided into these seven 
components:  
 the force imparted by impact 
 the impact-generated disturbance 
 the propagation of the impact-generated disturbance 
 the resonance formation as a result of disturbance propagation 
 the measurement of specimen motion 
 the analysis of recorded motion 
 the lessons of experimental experience 
3.2 The Force Imparted by Impact 
The first step in the IE method is to introduce a mechanical disturbance to a test specimen. 
The term “mechanical” is meant to suggest that the disturbance is related to motion resulting 
from impact, as opposed to other stimuli (e.g. electromagnetism, heat, etc.). Initially, the 
introduction of the disturbance was achieved by dropping a homogeneous steel sphere from a 
constant height and impacting a concrete test specimen. The assumption was made, though 
perhaps not stated as such, that both the steel and concrete bodies respond in a manner that 
allows for the description of the resulting behavior by the Hertz Law of Contact (Sansalone and 
Carino 1986). The Hertz Law of contact was first introduced for an equivalent problem in 
electrostatics (Hertz 1881, Unreviewed) and has been used to incorporate local indentations 
resulting from curvature in one or both of the impacting bodies (Goldsmith 1960). The following 
summary of the Hertz Contact Law is based on the treatment in Goldsmith (1960). The 
fundamental assumptions of the Hertz contact law are that the materials behave both elastically 
and isotropically, the surfaces are smooth in the vicinity of the impact, and that the plane of 
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contact between impacting bodies is normal to the direction of the impact and coincident with 
the initial impact point. On the latter assumption, Goldsmith writes that the “…implication that 
all points on the two surfaces are deformed so as to produce coincidence within the area of 
contact of all pairs with the same original x-y coordinates is strictly valid only for bodies with 
the same elastic constants, but is even otherwise still a good approximation” (Goldsmith 1960). 
The “otherwise” validity is cited to Love (1944, Unreviewed). For a sphere of radius 𝑅 
impacting a massive plane surface with velocity 𝑣0 at impact, the sum of the displacements of the 
two bodies normal to the tangent plane at the contact point, termed the approach 𝛼𝑚, is given by 
(Goldsmith 1960): 
 𝛼𝑚 = [
15𝜋
16
𝑚(𝛿𝑠𝑝ℎ𝑒𝑟𝑒+𝛿𝑝𝑙𝑎𝑡𝑒)𝑣0
2
√𝑅
]
2
5
 (3.1) 
where 𝑚 is the mass of the sphere and 𝛿 is the behavior parameter for a material with elastic 
modulus 𝐸 and Poisson’s ratio 𝜈 given by (Goldsmith 1960): 
 𝛿 =
1−𝜈2
𝜋𝐸
. (3.2) 
Substituting the velocity of a sphere that falls from a height ℎ under gravitational acceleration 𝑎𝑔 
into Eq. (3.1) and changing terms from mass to the density 𝜌 of the sphere yields: 
 𝛼𝑚 = 𝑅 [
5𝜋2
4
𝜌(𝛿𝑠𝑝ℎ𝑒𝑟𝑒 + 𝛿𝑝𝑙𝑎𝑡𝑒)𝑎𝑔ℎ]
2
5
. (3.3) 
The Hertz Law of Contact approximates the interaction of a sphere and a massive plate as a 
force-time relation 𝐹(𝑡) with the form of a half-sine, according to Goldsmith (1960) as follows: 
 𝐹(𝑡) = {
1.140𝑚𝑣0
2
𝛼𝑚
sin 𝜋
𝑣0
2.9432𝛼𝑚
𝑡, 0 ≤ 𝑡 ≤ 2.9432
𝛼𝑚
𝑣0
0, 𝑡 > 2.9432
𝛼𝑚
𝑣0
 (3.4) 
where the duration of contact between the two bodies—or as it is commonly referred in IE 
literature, contact time 𝑡𝑐—is represented by (Goldsmith 1960): 
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 𝑡𝑐 = 2.9432
𝛼𝑚
𝑣0
. (3.5) 
Substituting the expression for 𝛼𝑚and the velocity of a sphere that falls from a height ℎ under 
gravitational acceleration 𝑎𝑔 into Eq. (3.5) yields: 
 𝑡𝑐 = 2.9432𝑎𝑔
−0.1 [
5𝜋2
4
𝜌(𝛿𝑠𝑝ℎ𝑒𝑟𝑒 + 𝛿𝑝𝑙𝑎𝑡𝑒)]
0.4
𝑅
ℎ0.1
. (3.6) 
An equation with similar form appears in Sansalone and Carino (1986). Using common values 
for elasticized material properties in concrete and steel, the equation was reduced to (Sansalone 
and Carino 1986): 
 𝑡𝑐 = 0.00858
𝑅
ℎ0.1
. (3.7) 
This expression is used to make the claim that “contact time is a linear function of the sphere 
radius and is only slightly affected by drop height” (Sansalone and Carino 1986). The pressure 𝑝 
applied to the ellipse on both bodies in the 𝑥1-𝑥2 plane with axes 𝑎𝑒 and 𝑏𝑒 as a result of impact 
is given by (Goldsmith 1960): 
 𝑝(𝑥1, 𝑥2, 𝑡) =
3𝐹(𝑡)
2𝜋𝑎𝑒𝑏𝑒
√1 −
𝑥12
𝑎𝑒2
−
𝑥22
𝑏𝑒
2. (3.8) 
For a sphere of radius 𝑅 impacting a massive plane surface, radial symmetry shapes the 
pressure into a circle with a time-dependent radius 𝑎(𝑡) and, and the pressure is given by: 
 𝑝(𝑥1, 𝑥2, 𝑡) =
3𝐹(𝑡)
2𝜋𝑎(𝑡)2
√1 −
(𝑥12+𝑥22)
𝑎(𝑡)2
 (3.9) 
where 𝑎(𝑡) is defined according to (Goldsmith 1960): 
 [𝑎(𝑡)]3 =
3𝜋
4
𝑅(𝛿𝑠𝑝ℎ𝑒𝑟𝑒 + 𝛿𝑝𝑙𝑎𝑡𝑒)𝐹(𝑡). (3.10) 
The validity of the Hertz Law of Contact has been widely upheld through experiment. Goldsmith 
(1960) writes that the result of the law: 
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  …although both static and elastic in nature, has been widely applied to impact situations 
where permanent deformations were produced. The use of the Hertz law beyond the 
limits of its validity has been justified on the basis that it appears to predict accurately 
most of the impact parameters that can be experimentally verified. 
The given half-sine forcing function that is suggested as an accurate representation of impacts 
typical of IE is one possible expression that approximately conforms to the requirements of the 
Hertz Law of Contact. Citing Lange and Ustinov (1983, Unreviewed), Sansalone and Carino 
(1986) state that “an alternative approximation to the experimentally obtained force-time 
function is the half-cycle sine squared function.”  
Impacts that are produced by dropping metal ball bearings have limited efficacy outside of 
laboratory situations. Spring-loaded impactors were also used in the development of IE as they 
are reported to be better suited for vertical surfaces and field testing (Sansalone and Carino 
1986). Sansalone et al. (1991) introduced “hardened steel spheres on spring steel rods” as a 
means to producing impacts. Sansalone and Streett (1997) state that the radius of the sphere in 
meters is related to the contact time in seconds according to (Sansalone and Streett 1997): 
 𝑡𝑐 = 0.0043(2𝑅). (3.11) 
Colla et al. (1999) used the Olson Instruments IE2, for which Tinkey et al. (2003) describes the 
impactor as a “small solenoid operated impactor.” Dai et al. (2013) introduced a focused electric 
spark as a means for the non-contact generation of a disturbance in concrete structures. 
3.3 The Impact Generated Disturbance 
The interaction between the impacting bodies leads to the introduction of a mechanical field 
to the test specimen that may be described through any mechanical descriptor (e.g. displacement, 
velocity, acceleration, stress, etc.). The boundary value problem representing the impact 
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phenomenon that leads to the disturbance produced in the IE method is that of an impact-
simulating forcing function applied at the surface of a semi-infinite half-space. The 
investigations of similar problems in linearly elastic, isotropic, and homogeneous media were 
initiated by Lamb (1904) and are well summarized in popular texts on elastodynamics such as 
Achenbach (1973) and Graff (1975). At the time that this dissertation was written, it was the 
opinion of the author that previous analyses had only considered the surface motions resulting 
from surface or internal sources, or amplitudes at large distances from the source, and that the 
closed-form solution of the displacement field for the entire body has not been determined. After 
this dissertation was written, the author became aware of the reference by Kausel (2012) entitled 
“Lamb’s problem at its simplest.” The paper claims to provide “the complete set of formulae in 
Lamb’s problem cast in a consistent, right-handed, upright coordinate system” bringing about “a 
significant organization to the formulae by reducing the number as well as the form of the 
constants involved” (Kausel 2012). It is the opinion of the author that this paper may provide 
accurate closed-form solutions for the internal displacements of Lamb’s problem that have 
implications for IE, and that these solutions have not been directly linked to IE in other research 
efforts or this dissertation. We will return to this paper at other points in the dissertation to 
emphasize its potential applicability as it pertains to IE. 
An important breakthrough that led to the creation of IE was the development of the Finite 
Element (FE) method as a computational means for simulating and studying the response of a 
solid to impact (Sansalone 1997). The first study of the impact-generated disturbance was 
reported by Sansalone and Carino (1986) using an axisymmetric FE analysis with constant strain 
rectangular elements. Refinement studies to determine the optimal element size were reported 
but not detailed. The right half of Fig. 3.1 shows a vector plot of the simulated displacement field 
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for a 0.5 m-thick plate at some time after a 25-μs impact as originally shown in Sansalone and 
Carino (1986). The plate was assigned homogenized elastic isotropic material properties that are 
typical for concrete. Fig. 3.1 was used to hypothesize the existence of three components in the 
impact-generated disturbance. Theoretically, they have all originated at and are propagating 
away from the impact point (the impact point is labeled as F(t) in Fig. 3.1). A first disturbance 
component is the arc of displacements approaching the center of the bottom of the plate and 
arcing back up towards the surface. The displacement vectors of this component are reportedly 
“oriented along rays emanating from the impact point” (Sansalone and Carino 1986). In isotropic 
and elastic solid media, motion that is parallel to the direction of propagation is most accurately 
called longitudinal motion, though the alternative nomenclatures of irrotational, dilatational, 
pressure, or primary motion are also used (Achenbach 1973). The two latter names likely 
motivated the classification by Sansalone and Carino (1986) of the longitudinal disturbance 
component in Fig. 3.1 as the P-wave. A second disturbance component in Fig. 3.1 is the arc of 
displacements near the center depth of the plate below the impact point and arcing back towards 
the surface. The displacement vectors of this component are reportedly oriented along rays that 
are “perpendicular to rays emanating from the impact point” (Sansalone and Carino 1986). In 
isotropic and elastic solid media, motion that is perpendicular to the direction of propagation is 
most accurately called transverse motion, though the alternative nomenclatures of equivoluminal, 
rotational, shear, or secondary motion are also used (Achenbach 1973). The two latter names 
likely motivated the classification by Sansalone and Carino (1986) of the transverse disturbance 
component in Fig. 3.1 as the S-wave. The third disturbance component is the large displacement 
that is traveling on the impacted surface. Harmonic waves with planar symmetry traveling along 
an isotropic and elastic solid-vacuum interface were first described by Rayleigh (1885). The term 
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“Rayleigh Wave” has been commonly used to describe any large propagating surface disturbance 
regardless of harmonic characteristics or symmetry, which likely motivated the classification by 
Sansalone and Carino (1986) of the surface disturbance component in Fig. 3.1 as the R-wave. 
Though P-, S-, and R-waves are by far the most commonly used terms in IE literature, the 
corresponding terms of longitudinal, transverse, and surface components are more accurate 
descriptors of the pertinent components of the impact-generated disturbance. In Fig. 3.1, it is 
clear that the magnitudes of the longitudinal and transverse components of the impact-generated 
disturbance are not constant with the angle from the vertical. Citing Miller and Pursey (1954), 
Sansalone and Carino (1986) produce Fig. 3.2 to show relative amplitudes for far-field 
longitudinal and transverse waves produced by a harmonic point source, as a similar solution has 
not been produced for a more general source. Fig. 3.2 is used to state that the amplitude of the 
longitudinal component is at a maximum with an angle that is in line with the point source and 
decays as the angle from the vertical increases. The amplitude of the transverse component is 
zero at an angle that is in line with the point source and initially increases as the angle from the 
vertical increases, before decaying to zero at the surface. These observations are said to be in 
good agreement with those made by examining the amplitudes of the displacement vectors in 
Fig. 3.1 (Sansalone and Carino 1986).  
3.4 The Propagation of the Impact-generated Disturbance 
Following its introduction, the impact-generated disturbance propagates into the specimen. 
Through the use of consistent terminology, Sansalone and Carino (1986) imply that that the 
curvilinear and transient longitudinal, transverse, and surface components of the impact-
generated disturbance are assumed to propagate with the same constant phase speed as planar 
and harmonic longitudinal, transverse, and Rayleigh waves in a linearly elastic, homogeneous, 
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and isotropic medium. The displacement vector representing planar waves, or more simply 
known as plane waves, 𝒖𝑝𝑤 propagating with phase speed 𝑐 in elastic isotropic bodies is 
characterized by planar symmetry in a Cartesian coordinate system 𝒙 according to (Achenbach 
1973): 
 𝒖𝑝𝑤 = 𝑓(𝒙 ∙ 𝒑 − 𝑐𝑡)𝒅 (3.12) 
where 𝑓 is a function representing the shape of the wave and 𝒑 and 𝒅 are unit vectors defining 
the directions of propagation and particle motion, respectively. The substitution of the plane 
displacement wave into the governing equations of motion for a homogeneous isotropic elastic 
body yields the equation (Achenbach 1973): 
 (𝜇 − 𝜌𝑐2)𝒅 + (𝜆 + 𝜇)(𝒑 ∙ 𝒅)𝒑 = 0 (3.13) 
where 𝜆 and 𝜇 are the Lamé elastic constants, and 𝜌 is the mass density. This equation can only 
be satisfied by two conditions. The first condition (Achenbach 1973): 
 𝒅 = ±𝒑 (3.14) 
describes motion in the direction of propagation, or that of a longitudinal wave. Substitution of 
this condition into the governing equation yields the phase speed of a longitudinal wave 𝑐𝐿 
according to (Achenbach 1973): 
 𝑐𝐿 = √
𝜆+2𝜇
𝜌
. (3.15) 
The second condition (Achenbach 1973): 
 𝒑 ∙ 𝒅 = 0 (3.16) 
describes motion that is perpendicular to the direction of propagation, or that of a transverse 
wave. Substitution of this condition into the governing equation yields the phase speed of a 
transverse wave 𝑐𝑇 according to (Achenbach 1973): 
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 𝑐𝑇 = √
𝜇
𝜌
. (3.17) 
The component displacements (𝑢𝑅)𝑖 for 𝑖 = 1,2,3 representing harmonic Rayleigh surface waves 
propagating in the 𝑥1-direction on a surface that is normal in the 𝑥2-direction have the general 
form (Achenbach 1973): 
 (𝑢𝑅)1 = 𝐴𝑅𝑒
−𝑏𝑅𝑥2𝑒𝑥𝑝[𝑗𝑘𝑅(𝑥1 − 𝑐𝑅𝑡)] (3.18a) 
 (𝑢𝑅)2 = 𝐵𝑅𝑒
−𝑏𝑅𝑥2𝑒𝑥𝑝[𝑗𝑘𝑅(𝑥1 − 𝑐𝑅𝑡)] (3.18b) 
 (𝑢𝑅)3 ≡ 0 (3.18c) 
where 𝐴𝑅 and 𝐵𝑅 are displacement amplitudes, 𝑏𝑅 defines the decay with 𝑥2, 𝑗 = √−1, and 𝑘𝑅 is 
the wavenumber. 𝐴𝑅, 𝐵𝑅, 𝑏𝑅, and 𝑘𝑅 define the shape of the wave and are dependent on the 
impetus of the motion. The speed 𝑐𝑅 can be determined by solving the equation (Achenbach 
1973): 
 (2 −
𝑐𝑅
2
𝑐𝑇2
)
2
− 4(1 −
𝑐𝑅
2
𝑐𝐿2
)
1
2
(1 −
𝑐𝑅
2
𝑐𝑇2
)
1
2
= 0. (3.19) 
A closed form solution of Eq. (3.19) has not been established (Achenbach 1973), nor is it 
necessary given the simplicity of the equation and the capabilities of modern computers. It has 
been shown that there is only one positive real root and that it exists on (0, 𝑐𝑇) (Achenbach 
1973). 
Important insight into the surface component of the impact-generated disturbance can be 
gained by more accurately considering its circular nature. A closed-form solution for the normal 
surface displacement caused by the application of a normal Heaviside forcing function to a half-
space with Poisson’s ratio of 0.25 was derived by Pekeris (1955). Yu et al. (2006) extended the 
Pekeris solution for arbitrary values of Poisson’s ratio. Additionally, Yu et al. (2006) performed 
superposition of the Heaviside response for different forcing functions that may represent the 
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impacts that are typical of IE to show that the displacement record of the surface disturbance 
component displays a similar amplitude spectrum to that of the forcing function. Therefore, a 
“pseudo force function” can be computed from the motion record of the surface disturbance 
component (Yu et al. 2006). 
In support of the suggestion that the longitudinal component of the impact-generated 
disturbance propagates with the behavior of longitudinal plane harmonic waves, Finite Element 
simulations have been used to show that the arrival time of the disturbance agrees with those 
predicted by the speed of the longitudinal plane harmonic waves (Sansalone and Carino 1986, 
Sansalone et al. 1987). These studies do not investigate the arrival times for other features of the 
disturbance, such as the maximum displacement. 
In homogeneous elastic isotropic solids, disturbances that emanate from finite sources 
attenuate as they propagate due to the spreading of energy on the wavefront. Citing Banks et al. 
(1962), Sansalone and Carino (1986) state that “[f]or a point source producing a spherical 
wavefront, divergence causes the pressure to vary as the inverse of the distance from the source.” 
In this case, the citation is questionable. A review of Banks et al. (1962) uncovered no discussion 
of “a point source producing a spherical wavefront” in the work which is focused on ultrasonic 
pulse echo methods for flaw detection in metals. The methods discussed by Banks et al. (1962) 
employ ultrasonic transducers as a source of mechanical disturbance, and such transducers 
produce directed fields of ultrasound rather than undirected spherical disturbances. Without 
reference, Carino (2004) makes a similar statement with specific reference to the amplitude, 
writing that “[d]ivergence causes the amplitude of spherical waves to decrease in proportion to 
the inverse of the distance from the source.” 
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Despite the material assumptions made to this point in the development of IE, it would be 
negligent not to mention that concrete is in all actuality a relatively heterogeneous material. The 
formation of concrete through the use of aggregate-binding hydrated cement pastes leads to a 
microstructure that contains features of varying size, from gel pores with diameters between 0.5 
and 10 nm, to long capillary pores with diameters up to 10 μm, to unhydrated cement grains and 
other pozzolanic materials with diameters as large as 15 μm, to fine and coarse aggregates with 
sizes on the order of 150 μm up to 50 mm (Mindess et al.1996). Sansalone and Carino (1986) 
state that concrete microstructure attenuates the amplitude of particle motion in the impact-
generated disturbance as a function of path length through two distinctly different processes, 
termed scattering and absorption. 
Scattering attenuation is that resulting from elastic-reflection phenomena when the impact-
generated disturbance encounters material discontinuities in the body (Sansalone and Carino 
1986). As disturbances propagate inside finite concrete structures, they encounter discontinuities 
in material properties at external boundaries (i.e. the interfaces between the body and the 
surrounding air), internal features (e.g. reinforcing bars, post-tensioning ducts, etc.), and within 
the microstructure of concrete itself, as the hydrated cement matrix has material properties that 
differ from those of the aggregate (Mindess et al. 1996). The encounter between the disturbance 
and the material discontinuity influences the resulting displacement field (Achenbach 1973). 
Sansalone and Carino (1986) assume that the curvilinear-transient impact-generated disturbance 
in concrete exhibits the behavior of plane-harmonic waves when a material discontinuity is 
encountered. In the determination of discontinuity influence, the term “incident” describes a 
wave prior to encountering a discontinuity. The displacement vector representing an incident 
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longitudinal plane harmonic wave 𝒖0 propagating with amplitude 𝐴0 and wave number 𝑘0 in 
elastic isotropic bodies is given by (Achenbach 1973): 
 𝒖0 = 𝐴0𝒅exp[𝑗𝑘0(𝒙 ∙ 𝒑 − 𝑐𝐿𝑡)]. (3.20) 
When the incident longitudinal wave encounters the interface at some angle 𝜃0, a series of waves 
are reflected back into the incident body and transmitted into the adjoining body. In the case of 
normal incidence, where the incident wave arrives at an angle that is normal to the plane of the 
interface, the set of resultant waves is composed of both reflected and transmitted longitudinal 
waves that travel away from the interface and into the incident and adjoining materials, 
respectively (Achenbach 1973). If the angle between the interface normal vector and the 
propagation direction of the incident wave is large enough, the set of resultant waves may 
include interface waves (Rose 1999) which are analogous to Rayleigh waves, propagating along 
the interface, and are called Stonely Waves when the interface separates two solids (Achenbach 
1973). Between these two angle extremes, the governing equations of equilibrium and continuity 
require that the set of resultant waves contain a reflected longitudinal, reflected transverse, 
transmitted longitudinal, and transmitted transverse wave, with the angles of reflection and 
harmonic parameters of the waves defined by the elastic properties of the materials that compose 
the interface. The phenomenon by which an incident longitudinal wave generates reflected and 
transmitted transverse waves is known as mode conversion (Achenbach 1973). 
In solids, the analysis of scattering behavior is relatively intricate in comparison to similar 
problems in fluid acoustics and electromagnetics. The examination of some simple boundary 
value problems shows that the degree to which a discontinuity influences the resulting 
displacement field is an elaborate combination of the wavelength of the interrogating waves and 
a discontinuity’s size, shape, and the degree to which material properties differ between the 
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incident body and the discontinuity (Graff 1975). Without reference, Sansalone and Carino 
(1986) state that the impact-generated disturbance is comprised of harmonic components with 
different wavelengths and these components will all interact differently with the same 
discontinuity. They state that the challenge in detecting flaws using the impact-generated 
disturbance is that (Sansalone and Carino 1986): 
…lower frequency waves must be used to reduce the attenuation of wave energy due to 
scattering. However, use of lower frequency waves reduces the sensitivity of the 
propagating wave to small flaws. Thus, there is an inherent limitation in the flaw size that 
can be detected within concrete. 
In other words, the suggestion is that some scattering is necessary to detect flaws, but too much 
scattering due to encounters with the microstructure of concrete will prematurely disrupt the 
impact-generated disturbance before it can ever encounter flaws or be measured at the external 
surfaces. Without reference, Sansalone and Carino (1986) state that “[a] general rule is that 
waves will diffract or bend around the edges of discontinuities if the size of the discontinuity is 
on the order of or less than the component wavelengths in the propagating wave.” Citing Jones 
(1962), a similar statement is made by Naik et al. (2004) in a discussion on wave propagation as 
it applies to the ultrasonic pulse velocity (UPV) method, writing “[t]he magnitude of the 
scattering is especially intense if the wavelength of the propagating wave is the same size or 
smaller than the size of the scatterer, resulting in rapid attenuation.” Jones (1962) makes 
statements that support the citation by Naik et al. (2004). However, Jones’s (1962) only citation 
is to White’s (1958) work dealing with scattering of plane compression and transverse waves at a 
cylindrical discontinuity. These statements may be overly simplistic in comparison to the 
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influencing factors outlined in Graff (1975), as they do not properly acknowledge the influence 
of the shape or material properties of the scatterer.  
Regarding attenuation by absorption, an agreed definition is difficult to find in the literature. 
Several distinct mechanisms that are not described by the assumption of continuum mechanics 
lead to attenuation when disturbances propagate in concrete. Concrete is not purely a solid due to 
the presence of moisture in the hydrated cement paste. Concrete is also not a continuum, as is 
typically assumed in the analysis of a concretes specimen’s response to mechanical stimulus. 
Rose (1999) states that “[a]ttenuation due to absorption mechanisms includes internal friction 
and internal scattering.” Kinsler et al. (1982) discuss the roles of viscous losses from relative 
motion between portions of a medium, heat conduction losses, and molecular exchanges of 
energy that result in losses of kinetic energy in particle motion. Citing Szilard (1982, 
Unreviewed), Sansalone and Carino (1986) state that “…part of the wave energy is absorbed and 
turned into heat (hysteretic damping).” 
If the goal of a scattering and attenuation analysis is to determine the detectability of an 
internal feature among a concrete microstructure using IE, the analysis should be performed 
using the specific mechanical disturbance and the size, shape, and material properties of the 
concrete microstructure and the feature to be investigated. The best available computational 
modeling that includes the effects of some concrete microstructure on the propagation of the 
impact-generated disturbance was performed by Schubert and Marklein (2002) in the form of the 
Elastodynamic Finite Integration Technique (EFIT). EFIT “uses a velocity-stress formalism on a 
staggered spatial and temporal grid complex” to create “a numerical time-domain scheme to 
model elastic wave propagation in isotropic and anisotropic homogeneous and heterogeneous as 
well as dissipative and non-dissipative elastic media” (Schubert and Marklein 2002). Citing 
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Schubert and Koehler (2001, Unreviewed), Schubert et al. (2003) states that “…heterogeneity of 
concrete is often neglected in impact-echo testing. However, previous numerical simulations 
revealed that in some cases things are not that easy, in particular if air-filled pores with 
dimensions of some mm or cm exist.” They carry out computational simulations of impact-echo 
tests using EFIT that indicate that “heterogeneity does not influence the thickness determination 
very much,” but note that their measurements do contain disturbances that correspond to “air-
filled pores lying very close to the impact point and/or sensor position” (Schubert et al. 2003). 
Limited details of an EFIT-based study of the scattering effects of a steel reinforcing bar are 
presented by Schubert and Köhler (2008). The results of this study are more appropriately 
addressed in the subsection “The Lessons of Experimental Experience.” 
3.5 Resonance Formation 
As the impact-generated disturbance propagates within the specimen, Sansalone and Carino 
(1986) suggest that resonance in the vicinity of the impact point occurs as a result of 
reverberation (i.e. periodic returns of the longitudinal component to the impacted surface). 
Additionally, they state that the effects of the transverse component of the impact-generated 
disturbance may be neglected in the vicinity of the impact due to the low magnitude of transverse 
motion below the impact, as they show in Fig. 3.2 (Sansalone and Carino 1986). It is assumed 
that the disturbance reflects with the same properties as a plane harmonic wave arriving at 
interfaces with oblique incidence (Sansalone and Carino 1986). Under oblique incidence, the 
elastic isotropic governing equations require that the field resulting from the encounter of the 
incident wave with the discontinuity is composed of a reflected longitudinal wave with 
amplitude 𝐴1 and a transmitted longitudinal wave (Achenbach 1973). The ratio 𝐴1/𝐴0 is 
computed from the equations of equilibrium and continuity as (Achenbach 1973): 
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𝐴1
𝐴0
=
𝜌𝐵𝑐𝐿
𝐵−𝜌𝑐𝐿
𝜌𝐵𝑐𝐿𝐵+𝜌𝑐𝐿
 (3.21) 
where the superscript B denotes the properties of the material opposite the incident body and the 
quantity 𝜌𝑐𝐿 is known as the mechanical impedance. When the mechanical impedance of 
material B is less than that of the incident material, as is the case when the incident material is 
concrete and the adjoining material is air, 𝐴1 and 𝐴0 have different signs. Because the reflected 
wave at oblique incidence has the opposite propagation direction, or 𝒅𝟏 = −𝒅𝟎, the sign of the 
incident and reflected waves is the same, or there is no change in the phase of the two 
components of the displacement field. When the opposite is true, i.e. the mechanical impedance 
of material B is greater than that of the incident material, the wave undergoes a phase change of 
180° (Achenbach 1973). 
Counter to the description of plane wave reflection by Achenbach (1973), Fig. 3.3 shows a 
depiction of the reflection pattern that results in resonance formation in IE according to 
Sansalone and Carino (1986). In the interpretation of the theory of plane harmonic waves by 
Sansalone and Carino (1986), the impact-generated disturbance is characterized by compressive 
stresses on the wavefront, which likely motivates their naming of the initial disturbance as a 
“compression wave.” When the disturbance is propagating in a concrete plate surrounded by air, 
they suggest that, due to the change in sign of the amplitude coefficient 𝐴, the initial 
“compression wave” undergoes a phase change to become a “tension wave.” This interpretation 
is erroneous, as it neglects the influence of the propagation direction 𝒅 on the overall sign of the 
harmonic wave. The error is immediately apparent in their adjacent depictions of the 
corresponding time-history. The time-history below the depiction of behaviors shows the voltage 
(proportional to displacement) with time as should be recorded by an adjacent motion sensor. 
The periodic arrivals of the longitudinal component of the impact-generated disturbance are 
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sequentially labeled “2P,” “4P,” and “6P,” presumably to indicate that the “P-wave” disturbance 
has traveled 2 times the thickness, 4 times the thickness, and 6 times the thickness as noted. The 
arrival of the disturbance causes a downward displacement, meaning that the surface is being 
initially compressed, and not stretched to tension. While it does show a clear oversight in their 
understanding of the theory of reflection of plane harmonic waves, it turns out to be 
inconsequential in the prediction of the resulting resonance. Whether the returning disturbance 
creates tension or compression, it is returning on a periodic interval after traveling twice the 
thickness of the plate. Sansalone and Carino (1986) suggest that the disturbance returns to the 
surface with a period 𝑇2 that can be computed according to (Sansalone and Carino 1986): 
 𝑇2 =
2𝐷
𝑐
 (3.22) 
where 𝐷 is the thickness (or Depth) of the plate. Sansalone and Carino (1986) assert that the 
longitudinal component of the hemispherical impact-resultant disturbance propagates with a 
speed equal to that of a longitudinal plane wave, or 𝑐 = 𝑐𝐿. Returning to the idea that the 
disturbance periodically returns to the impacted surface, if the interface of the plate opposite the 
impacted surface has mechanical impedance that is higher than that of concrete, the initial 
“compression wave” undergoes a mode change and returns to the impacted surface as a “tension 
wave.” At the impacted surface, no mode change occurs, and another tension wave propagates 
toward the stiffer interface. A final mode change returns a “compression wave” toward the 
impacted surface. The result of these multiple reflections is an extended return period as 
compared to the previous case. Sansalone and Carino (1986) conclude that if the opposite 
interface is composed of an adjoining material with mechanical impedance that is higher than 
that of the incident material (such as when the incident material is concrete and the adjoining 
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material is steel), the disturbance returns to the surface with a period 𝑇4 that can be computed 
according to (Sansalone and Carino 1986): 
 𝑇4 =
4𝐷
𝑐
. (3.23) 
Sansalone and Carino (1986) assert that the longitudinal component of the hemispherical impact-
resultant disturbance propagates with a speed equal to that of a longitudinal plane wave, or 𝑐 =
𝑐𝐿. In this dissertation, the use of Eqs. (3.22) and (3.23) to explain the resonances that are 
informative to IE testing will be referred to as the temporal superposition model, as this model 
yields resonance as a result of superimposing reverberating pulses in the time domain. The 
theory developed by Sansalone and Carino (1986) makes no statements regarding how the finite 
boundaries of a plate affect the vibration results of a single IE test. Schubert et al. (2003) studied 
the effects of boundaries on thickness and flaw depth determination, stating that “[t]he 
geometrical effect caused by reflections of wave front at the outer boundaries of the specimen 
produce systematic errors in thickness and flaw depth determination.” Additionally, Schubert et 
al. (2003) observe “that the reflections from the lateral boundaries consist of various 
contributions from different wave modes, i.e. Rayleigh, shear and longitudinal waves directly 
scattered and indirectly generated by mode conversion at the boundaries.” 
3.6 The Measurement of Specimen Motion 
Another important breakthrough that allowed for the creation of the IE method was the 
development of a motion sensor with the necessary sensitivity to accurately record the impact-
resultant motion in concrete (Sansalone 1997). The first motion sensor to be used in IE testing 
was a piezoelectric displacement transducer developed in the early 1980s at NBS for use in 
methods of acoustic emission in metals (Proctor 1982). The piezoelectric displacement 
transducer was successfully adapted for concrete and used in the first IE experiments (Sansalone 
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and Carino 1986). The output of the transducer is a voltage that is proportional to normal surface 
displacement. A digital oscilloscope was used to record and analyze voltage signals, or to 
transfer the signals to a personal computer for analysis (Sansalone and Carino 1986). Popovics 
(1997) performed impact tests on Pyrex glass and stainless steel bars to assess resonance 
formation in bars as predicted by IE theory and recorded the subsequent motion with a miniature 
accelerometer. Colla et al. (1999) describe difficulties in collecting “reliable, reproducible data” 
due to “operator dependency,” wherein the operator controls “the reproducibility of IE 
experiments, structure surface characteristics, position of the reading stations, [and] transducers 
applied coupling pressure.” To overcome these difficulties, they employed an automated process 
by which a frame system was used to move a commercially available IE unit in a scanning 
procedure at various points on the surface of a specimen (Colla et al. 1999). To overcome 
difficulties due to varying coupling pressure, “[t]he IE unit is mounted on a handle and pressed 
firmly with constant force against the testing surface by an air pressure cylinder” (Colla et al. 
1999). They reported success in their efforts, stating that “[t]he results clearly show the 
advantages of scanning over point measurements. They unambiguously prove that IE can lead to 
wrong results when point measurements are used for interpretation” (Colla et al. 1999). Further 
literature review on IE scanning is presented in the subsection on IE Experimental Validation. 
Gibson and Popovics (2005) used a laser Doppler vibrometer as a motion sensor for IE tests. Zhu 
and Popovics (2007) used a measurement microphone as a motion sensor to perform air-coupled 
IE tests. 
Storing and processing the recorded motion signal requires that the continuous voltage be 
digitized and stored as a number 𝑁 of discrete voltages corresponding to discrete measurement 
times. Each individual sample is recorded at an evenly spaced sampling interval 𝛥𝑡. The testing 
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parameters 𝑁 and 𝛥𝑡 affect the accuracy with which specific frequencies can be interpreted 
(Sansalone and Streett 1997). As will be discussed in the next subsection, analysis of IE data is 
typically carried out in the Fourier transformed frequency domain, where the digital resolution 
𝛥𝑓 is given by (Sansalone and Streett 1997): 
 𝛥𝑓 =
1
𝑁𝛥𝑡
. (3.24) 
Without reference, Sansalone and Streett (1997) state that “…for accuracy, sampling intervals 
that provide at least ten samples per cycle at the highest frequency of interest should be used in 
impact-echo testing.”  
3.7 The Analysis of Recorded Motion 
The final step in the IE method is to use the record of motion resulting from impact to draw 
conclusions about the geometry of the test specimen. As an example, the left side plot in Fig. 3.4 
shows the impact-resultant motion as recorded by a displacement transducer for a concrete plate 
specimen with a thickness of 0.25 m. The initial large negative voltage was determined to be the 
first pass of the high-amplitude surface disturbance component (R-wave). In addition to other 
methods, Sansalone and Carino (1986) state that the impact duration (contact time) “…could also 
be estimated from the duration of the R-wave signal in the time domain window.” The record of 
the surface disturbance component is followed by multiple returns of the longitudinal component 
of the impact-generated disturbance (P-wave). Sansalone and Carino (1986) note that “[t]he 
initial studies of displacement waveforms were carried out in the time domain. Later it was found 
that interpretation of displacement waveforms was simpler in the frequency domain.” For 
example, the waveform in Fig. 3.4 (left plot) is not perfectly harmonic, with peaks and troughs 
occurring at different voltages. Therefore, the amplitude spectrum is computed using the discrete 
Fourier transform (Bracewell 2000) as a means to identify the highest amplitude frequency, 
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which is assumed to be the most likely frequency of return for the longitudinal component of the 
disturbance. If the frequency of longitudinal returns 𝑓𝐿 is identified from the data, and the plate is 
of known thickness 𝐷𝑝𝑙𝑎𝑡𝑒 and known to be defect-free, the longitudinal wave speed can be 
computed by inverting Eq. (3.22) and solving as (Sansalone and Carino 1986): 
 𝑐𝐿 = 2𝐷𝑝𝑙𝑎𝑡𝑒𝑓𝐿. (3.25) 
Alternatively, Sansalone et al. (1997) introduced the method of Direct P-wave Speed 
Measurement, wherein the arrival of the longitudinal component of an impact-generated 
disturbance is recorded by two piezoelectric displacement transducers. Because the impact and 
the two transducers are placed in line with each other, 𝑐𝐿 can be computed from the difference in 
arrival time at the two sensors and the known distance between the two sensors. The advantages 
of this method are that it does not require a priori knowledge of the depth of the specimen, 
access to opposing faces, or the assumption that the interior of the specimen is free of defects 
(Sansalone et al. 1997). In 1998, Direct P-wave Speed Measurement was standardized by the 
American Society for Testing and Materials (ASTM) in standard C1383 (ASTM 2015). Popovics 
et al. (1998) employed a similar measurement technique with the use of miniature accelerometers 
in place of the piezoelectric displacement transducers and improved automated signal processing. 
If 𝑐𝐿 and 𝐷𝑝𝑙𝑎𝑡𝑒 are both known, Sansalone and Carino (1986) state that the highest amplitude 
(peak) frequency 𝑓𝑝 in the resulting spectrum may be predicted according to (Sansalone and 
Carino 1986): 
 𝑓𝑝 =
𝑐𝐿
2𝐷𝑝𝑙𝑎𝑡𝑒
 (3.26) 
and recorded deviations from 𝑓𝑝 were used to indicate the presence of a defect in a plate 
(Sansalone and Carino 1986). 
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Though frequency domain analysis of the recorded motion is by far the most popular means 
of assessing structural condition using IE, some recent work has focused on using computational 
techniques other than the Fourier transform. The goal of these works is to overcome the main 
weakness of Fourier-transform-based frequency domain analysis of IE. The signals recorded in 
the IE method are transient, meaning that significant decay is observed in the period over which 
they are recorded. The Fourier transform does not measure variation in the amplitude or change 
in frequency of specific resonance (Algernon 2008). Algernon (2008) writes: 
[t]he amplitude at a certain frequency in the Fourier spectrum has rather to be understood 
as averaged over the entire signal length. A high amplitude can be either the consequence 
of the presence of that frequency component over a long part of the signal or the effect of 
a rather short duration but with higher amplitude. 
Some work has been done to address this weakness by performing signal processing in the time-
domain and continuing to use the Fourier transform (Algernon 2008), or simply applying the 
Fourier transform to shorter durations within the recorded signal to emphasize the portions which 
are less attenuated (Abraham et al. 2000). However, more emphasis has been placed on using 
techniques that estimate the frequency-amplitude spectrum as a function of time within the 
measurement period. These techniques include the continuous wavelet transform (Yeh and Liu 
2008) and the more popular Hilbert-Huang Transform (Algernon and Wiggenhauser 2007, Lin et 
al. 2009, Zhang et al. 2010). 
The recorded voltage signals may be altered by various means of signal post-processing to 
improve the accuracy of the ensuing analysis. The first instance of IE signal post-processing was 
the removal of the high voltage caused by the first pass of the surface disturbance component (R-
wave), as these high values representing displacement tend to dominate the frequency spectrum 
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while revealing no significant information regarding the interior of the specimen in the IE 
method (Sansalone and Carino 1986). 
To account for the effects of varying impact force, duration, and location resulting from the 
use of spherical impactors, a procedure for normalizing IE signals using the “pseudo force 
function” was first performed by Cheng and Yu (2000). Signal normalization using a known 
input force is based on the principle of impulse-response superposition. If the displacement 
response to an impulse force, known as the impulse-response 𝑢𝐼𝑅(𝑡), is known for an elastic 
isotropic system, then the displacement time history 𝑢(𝑡) for any force 𝐹(𝑡) can be determined 
from the convolution of the two known entities. An equivalent and simpler statement can be 
made in the frequency domain through the use of the Fourier transform as: 
 ℱ[𝑢(𝑡)] = ℱ[𝑢𝐼𝑅(𝑡)]ℱ[𝐹(𝑡)] (3.27) 
where ℱ[∙] denotes the Fourier transform and ℱ[𝑢𝐼𝑅(𝑡)] is known as the Transfer Function or 
Frequency Response Function of the system. IE signal processing based on the computation of 
the transfer function uses the pseudo force function reconstructed from the motion record of the 
surface disturbance component as a substitute for the true forcing function. For this reason, the 
technique is known as the simulated transfer function (STF). The procedure for computing the 
amplitude of the STF as a means for normalizing the effects of variable impact duration, force, 
and location is best explained by Cheng et al. (2007). Fig. 3.5(a) shows a typical IE signal 
record. Point A is the first significant peak displacement, and Points B and C are the next two 
zero-crossings of the signal. The surface disturbance component signal is isolated from the 
complete signal by replacing the values outside the interval (B, C) with zeros. Fig. 3.5(b) shows 
the isolated surface disturbance component signal. Citing Cheng et al. (2004, Unreviewed) 
Cheng et al. (2007) states that “[a] series of theoretical studies indicated the relationship between 
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the maximum magnitudes of the R-wave displacement and the actual impact force for various 
impact durations [contact times, 𝑡𝑐], impactor-receiver distances [𝑟𝑖−𝑟], and material properties.” 
The result of these studies is that the isolated surface disturbance component needs to be divided 
by a factor 𝐹𝑛 to best approximate the forcing function. The factor 𝐹𝑛 is computed according to 
(Cheng et al. 2007): 
 𝐹𝑛 = (
4000
𝑐𝐿
)
2
(
0.03
𝑟𝑖−𝑟
) 𝑓 (𝑦 =
𝑐𝑇𝑡𝑐
𝛾𝑟𝑖−𝑟
) (3.28) 
where 𝛾 is “the dimensionless arrival time for R-wave with respect to the arrival time of S-wave, 
1.1018 for present case,” and 𝑓(𝑦) is “the ratio of the maximum vertical displacement of the 
impact” to that “of a step force of the same magnitude,” and is computed according to (Cheng et 
al. 2007): 
 𝑓(𝑦) = {
𝑦−1 2⁄ , 𝑦 ≤ 0.4
1 + 0.12𝑦−1.7, 0.4 < 𝑦 < 2.5
1, 𝑦 ≥ 2.5
 (3.29) 
The amplitude spectrum of the displacement signal and the pseudo forcing function are 
computed using the discrete Fourier transform. Fig. 3.5(c) and Fig. 3.5(d) show the amplitude 
spectra for the displacement signal and the pseudo forcing function, respectively. The final step 
in the computation is to use Eq. (3.27) to compute the STF amplitude. The development of the 
procedure for computing the STF amplitude is not well referenced and some portions of the 
development may not be present in the available references. Prior to using the procedure for 
computing the STF amplitude in this dissertation, a study will be performed to verify the ability 
of the procedure to normalize IE signals. 
3.8 Interpretation of IE Data based on Experimental Experience 
The development of IE has been significantly influenced by observations from experimental 
laboratory and field studies. The experimental studies performed by Sansalone and Carino 
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(1986) focus on validating their proposed theories of how resonances form in concrete plates. In 
addition, they investigated the influence of impact duration and distance between impact point 
and motion sensor location on the measured vibration response of solid plates and produced two 
relevant guidelines with respect to equipment selection and test configuration. The results are 
stated by Sansalone and Streett (1997) that the “maximum frequency of useful energy” 𝑓𝑚𝑎𝑥 (i.e. 
the highest frequency resonance resulting from impact and observed with IE procedures) can be 
safely estimated by a value slightly below the first zero value frequency in the Fourier transform 
of a half-sine curve given by (Sansalone and Streett 1997): 
 𝑓𝑚𝑎𝑥 =
1.25
𝑡𝑐
 (3.30) 
With regard to impactor-receiver distance 𝑟𝑖−𝑟, Sansalone and Streett (1997) write that “[t]he 
general rule is that the distance between the transducer and the impact point should be less than 
0.4 times the depth of the reflecting interface beneath the impact surface.” A subsequent series of 
papers (Lin and Sansalone, 1992a, 1992b, 1992c) showed that the resonance of circular and 
rectangular bars, of interest due to the prevalence of beams and columns in reinforced concrete 
architecture, is a composition of multiple resonances with frequencies that correlate with the 
modal frequencies of FE eigenvalue analyses. Eigenvalue analysis coupled with FE simulation of 
dynamic behavior and laboratory testing has since been repeatedly used to predict the vibration 
frequencies of different geometries in IE testing (Hill et al. 2000, Gassman and Zein 2008).To 
link the fundamental modal frequency of defect-free bars 𝑓𝐷, which they define as the frequency 
value where the highest amplitude is observed, to that of plates, they introduce the equation (Lin 
and Sansalone 1992c): 
 𝑓𝐷 =
𝛽𝑐𝐿
2𝐷𝑡𝑒𝑠𝑡
 (3.31) 
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where 𝐷𝑡𝑒𝑠𝑡 is the depth of the specimen in the direction of the impact, 𝛽𝑐𝐿, as they state, “…can 
be thought of as the ‘apparent’ P-wave speed in the bar,” and 𝛽 is described as a “frequency 
parameter” that is determined by comparison between the equation and experimental result (Lin 
and Sansalone 1992c). Popovics (1997) used a guided wave analysis model to verify the results 
of Lin and Sansalone (1992 a, 1992b, 1992c), but added the caveat that the verified results were 
only valid for a Poisson’s ratio of 0.2. For other Poisson’s ratios, the guided wave analysis model 
better predicted the vibration frequencies in bars. In plate structures, Sansalone and Streett 
(1997) first noted the need to correct a discrepancy between the resonant frequency predicted 
from Eq. (3.26) and the results of laboratory-performed and computationally simulated IE tests. 
Renaming 𝛽 as the “shape factor,” they suggest that 𝛽 = 0.96 for solid plates, implying that the 
longitudinal component of the hemispherical impact-resultant disturbance propagated with a 
speed of 0.96𝑐𝐿. Gibson and Popovics (2005) proposed that the fundamental modal frequency in 
solid plates is the formation of the zero-group-velocity S1 Lamb mode, a property of infinite 
plates with frequency that can be computed using guided wave (Lamb wave) theory. They 
validated their hypothesis using 2D and 3D finite element models and laboratory-performed IE 
tests. They showed that the exact theoretical values for 𝛽, which they call the “correction factor,” 
are between 0.945 and 0.957 for Poisson’s ratios ranging from 0.16 to 0.25 when concrete has an 
elastic modulus of 40 GPa and a density of 2400 kg/m
3
 (Gibson and Popovics 2005). “Correction 
factor” is the terminology adopted in the remainder of this dissertation for the parameter 𝛽 in the 
expression of apparent propagation speed 𝑐 = 𝛽𝑐𝐿. Zhang (2012) claims that the need for a 
correction factor stems from limitations in the use of the Fourier transform in the data analysis. 
By analyzing a small number of recorded displacements using the time-frequency Hilbert-Huang 
Transform, Zhang (2012) concludes that their results “show not only the significantly improved 
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accuracy in thickness estimation with proposed IE approach, but also demonstrate that the 
correction factor can be dropped out from the thickness-resonant-frequency formula.” 
Much of the early work to interpret the results of IE tests was based on single point 
measurements carried out at different locations within a structure. In addition to the earlier 
quoted comments by Colla et al. 1999, Schubert et al. 2003 states that: 
…practical experience reveals that these single point measurements in concrete are not 
very reliable and are strongly sensitive to small shifts of source and sensor positions. This 
is due to the heterogeneity of concrete caused by aggregates, pores and cracks. Thus, a 
shift of the sensor position can produce significant differences in effective elastic 
stiffness, yielding remarkable deviations when detecting back-walls and flaws. 
Analyzing plots that contain information from multiple IE tests at varying locations within a 
specimen, known as IE scanning, is described by Colla et al. (1999), though Tinkey et al. (2003) 
claim that the IE scanning methodology was first developed in the 1990s by Olson Instruments, 
Inc. The best explanation is provided by Algernon et al. (2008), who write: 
For the visualization of the results the frequency spectrum of each point (“A-scan”) is 
plotted in grey scale or color-coded [Fig. 3.6]. By combining the A-scans of the 
consecutive points of a line an image showing a vertical cross-section of the test object 
along the measuring line is received. This image is called the impact-echogram or, in 
analogy to ultrasonic echo, the (frequency domain) B-scan. Apart from the analysis of 
just one scan line, it is possible to analyze a whole measurement grid comprising a series 
of parallel scan lines. One can then cut a section perpendicular to these B-scans at a 
certain frequency and thus obtain a view of a plane parallel to the surface. This slice at a 
certain depth is called a (frequency domain) C-scan. 
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The terminology “frequency-domain B-scan” is adopted in the remainder of this dissertation to 
describe a scan-style colormap plot of amplitude as a function of location and frequency. 
3.9 Studies Specific to Detecting Defects around Steel Reinforcing Bars 
On the subject of how the presence of reinforcing bars influences the efficacy of IE in 
detecting planar defects, Sansalone and Carino (1986) make a number of statements. In the time-
domain displacement record: 
…the effect of the bars appears as higher frequency oscillations superimposed on the 
lower frequency oscillations caused by waves reflected from the bottom surface of the 
plate. In the frequency spectra, it is seen that the reflection from the bars give rise to 
multiple peaks.  
The multiple peaks are observed in a frequency range of 6 kHz centered at 20 kHz, though it is 
unclear for which reinforcing bar size and depth this observation is made. They also state that 
“…diffracted and reflected S-waves have a more significant effect on the displacement 
waveform and thus the frequency spectrum.” They note that for shorter duration impacts, the 
impact force “…contains sufficient energy in the range of frequencies having wavelengths that 
are approximately equal to or smaller than the diameter of all three bars” (Sansalone and Carino 
1986). Though it is not explicitly stated, they are presumably computing wavelength according 
to the relation for plane-harmonic longitudinal waves as the product of division of 𝑐𝐿 by the 
frequency. Sansalone and Carino (1986) finally state: 
These results show that by increasing the contact time of the impact, the effects produced 
by bars on the waveforms and frequency spectra can be significantly reduced. This is 
important because the primary purpose of impact-echo testing will be to detect flaws 
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located beneath reinforcing bars, not to locate the bars themselves. Conversely, if one 
wishes to interrogate for the existence of bars, then short duration impacts must be used. 
The latter statement is a result of the classification of steel reinforcing bars as a possible 
impediment to determining slab thickness using IE by Sansalone and Carino (1986). 
The first study primarily aimed at defect detection around steel reinforcing bars was 
performed by Cheng and Sansalone (1993). The study does not represent itself as a response to a 
need in the field of reinforced concrete NDT, but rather as answering “the frequently asked 
question, ‘What effect do reinforcing bars have on impact-echo signals?’” It is not stated who 
was asking the question or how frequently. Cheng and Sansalone (1993) explored how the 
presence of a reinforcing bar, and deliberate defects around reinforcing bars, alter IE analysis 
using the results of both laboratory-performed and computationally-simulated IE tests. Given the 
applicability of this work to the stated problem in this dissertation, Table 1 is introduced as a 
means for summarizing the geometries and material properties of specimens and the IE testing 
details for investigations of IE efficacy in detecting defects around steel reinforcement. As a 
general explanation of their results, Cheng and Sansalone (1993) write: 
…the presence of a [steel reinforcing] bar in a plate produces a set of closely spaced, 
multiple peaks, at frequencies higher than the frequency of reflections from the top 
surface of the bar [see Eq. (3.23)]. This response is characteristic of spectra obtained 
from impact-echo tests carried out over [steel reinforcing] bars, when shorter duration 
impacts are used. For a given duration impact and [steel reinforcing] bars at a given 
depth, the relative amplitude of the individual peaks in the spectral response caused by 
reflection from the bar vary, depending on the diameter of the bar. The ratio of bar 
diameter [𝑑𝑏] to [cover] depth [𝐷𝑐𝑜𝑣𝑒𝑟]…was found to be a key parameter in the impact-
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echo response produced by [steel reinforcing] bars. For bars having a… [𝑑𝑏/𝐷𝑐𝑜𝑣𝑒𝑟] less 
than 0.3, it was found that the peaks produced by reflections from the bars cannot be 
identified clearly in the spectral response 
Cheng and Sansalone (1993) analyzed the results of several laboratory-performed and 
computationally-simulated IE tests for the same slab geometry, but varying 𝑑𝑏/𝐷𝑐𝑜𝑣𝑒𝑟 ratios. In 
each case, they compared a single resulting IE amplitude spectrum with that of a slab specimen 
that did not contain a reinforcing bar. During the comparison, they identified the high amplitude 
measurements at generally equal frequencies that appeared in both spectra, and assumed that 
these resonance indications were the sole result of the periodic return of the longitudinal 
component of the impact-generated disturbance through the full depth of the specimen. In the 
spectrum obtained from the specimen with a reinforcing bar, they observed a unique set of peak 
amplitudes at closely spaced frequencies. The formation of the broad-bandwidth set is explained 
as the result of multiple paths that the disturbance can travel within the cover and the reinforcing 
bar before periodically returning to the impacted surface. They then compared the frequency of 
the highest amplitude in the unique set with the prediction from inverting Eq. (3.23). Prediction 
error was shown to be a linear function of the 𝑑𝑏/𝐷𝑐𝑜𝑣𝑒𝑟 ratio. Therefore, they proposed that the 
presence of a reinforcing bar beneath the location of an IE test leads to the presence of a unique 
set of peak amplitudes at closely spaced frequencies, where the frequency of the highest 
amplitude 𝑓𝑏𝑎𝑟 in the set can be predicted by inverting and correcting Eq. (3.23) according to 
(Cheng and Sansalone 1993): 
 𝑓𝑏𝑎𝑟 = 𝜁
𝑐𝐿
4𝐷𝑐𝑜𝑣𝑒𝑟
 (3.32) 
where the empirical correction factor 𝜁 is defined by (Cheng and Sansalone 1993): 
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 𝜁 = {
−0.6
𝑑𝑏
𝐷𝑐𝑜𝑣𝑒𝑟
+ 1.5, 0.3 <
𝑑𝑏
𝐷𝑐𝑜𝑣𝑒𝑟
< 1.0
1,
𝑑𝑏
𝐷𝑐𝑜𝑣𝑒𝑟
≥ 1.0
 (3.33) 
The relationship defining 𝜁 was “obtained from a curve fit” to the ratios of the observed 
frequency to the predicted frequency as a function of the 𝑑𝑏/𝐷𝑐𝑜𝑣𝑒𝑟 ratio (Cheng and Sansalone 
1993). Based on a series of unreferenced reasoning, Schubert and Köhler (2008) argue that Eq. 
(3.23) “has no practical relevance in the majority of impact-echo situations.” They present very 
little evidence in support of this statement as it pertains to steel reinforcing bars, limiting the 
simulated IE tests in their study to having impact durations of 50 μs, which is much higher than 
those suggested by Cheng and Sansalone (1993). 
Portions of Cheng and Sansalone (1993) that explore the effect of the presence of a void 
around a reinforcing bar on the IE results are somewhat confusing due to inconsistencies 
between in-text figure citations and figure labels. By assuming the error is in the in-text citation, 
Cheng and Sansalone (1993) may show the amplitude spectrum resulting from a single 
laboratory performed IE test on an RC slab specimen with a reinforcing bar and a void around 
the top-half of the bar. By examining the data they present, it is clear that the unique set of peak 
amplitudes at closely spaced frequencies that indicates the presence of a bar is absent in the 
presence of the void, though they fail to explicitly state this observation. Instead, they note the 
presence of the highest amplitude peak and that it has shifted to a lower frequency value; the 
presence of a high frequency peak that is not especially distinguishable, but corresponds to the 
value predicted by Eq. (3.26) using the value of the depth to the defect; and a third peak that they 
claim is “produced by the flexural vibration of the thin…flexible section of concrete above the 
void.” The latter claim is cited to Cheng and Sansalone (1993b) and not the result of evidence 
presented in Cheng and Sansalone (1993). The effect of the presence of a void around the bottom 
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half of a reinforcing bar on the IE results are also explored by Cheng and Sansalone (1993), but 
the observed effects are few and not especially noteworthy. 
Sansalone and Streett (1997) report the details of a field application of IE wherein the 
technique was used to investigate the corrosion of steel reinforcing bars in a marina seawall. IE 
was able to effectively detect differences in the fundamental modal frequency between sections 
that were determined to be sound and those where corrosion had caused the delamination of 
cover concrete. Additionally, the delamination led to the reflection of the disturbance from the 
resultant interface, causing a second observable amplitude peak in the IE results. Physical 
verification was performed “periodically by drilling and observing the condition of the interior of 
the wall using a borescope” (Sansalone and Streett 1997). No effort was made in this study to 
specifically detect individual defects around steel reinforcement. 
 Liang and Su (2001) linked changes in the indication of a bonded steel reinforcing bar 
from IE tests to the progression of corrosion in the examined bar. The concrete specimens used 
in the study are two different sized concrete blocks, each containing a single #8 Imperial steel 
reinforcing bar (2.54 cm diameter). Two different mix designs are used, highlighted by water-to-
cement ratios of 0.35 and 0.4 and the use of an “F-type superplasticizer.” IE testing was 
performed daily at single discrete locations on each block for a total of 9 days. By comparing 
single IE tests, the authors show that the spectral indication of a bonded steel reinforcing bar (i.e. 
a peak amplitude determined to be the indicator of the bar because it occurs at the same 
frequency as predicted by Eq. (3.31)) decreases in amplitude as corrosion occurs (Liang and Su 
2001). Though not noted by the authors, it is clear to the reader that, in some cases, amplitude 
peaks reappear with similar frequencies at later times in the testing process. 
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Lin et al. (2004) applied IE in an attempt to connect the amplitude of the IE indication of a 
bonded steel reinforcing bar to the “bond quality at the reinforcing bar-concrete interface.” They 
constructed five reinforced concrete beam specimens and attempted to deliberately alter the bond 
behavior of the flexural reinforcement by using epoxy-coated steel reinforcing bars for one 
specimen, “smearing with oil” the steel reinforcing bars of another specimen, and subjecting 
another two specimens to “severe vibrations” by using a shaking table “shortly after concrete 
setting.” Flexural reinforcing bars were #25M (2.54 cm nominal diameter) and cover depth was 
specified at 4 cm. The tensile face of the beam contained a 30 cm-long lap splice. Further 
specimen details are given in Table 1. IE tests were performed on each specimen at four discrete 
locations “directly on top of the reinforcing bars” on what would be the tensile surface, though it 
is unclear how precisely the bar locations were determined after construction. As with Liang and 
Su (2001), Lin et al. (2004) determined the indicator of the bonded bar as the peak amplitude that 
was nearest in frequency to the prediction by Eq. (3.31). By examining the amplitude spectra 
from individual tests at the four test locations, the authors make the following conclusions 
regarding each of the five specimens: 
i. Control Specimen / No Deliberate Bond Alteration: The IE indication of a bonded 
steel reinforcing bar is observed, and no indication of interfacial defects is present. 
“This means that the bond between the concrete and bars is excellent.” 
ii. Epoxy Coated Bars: The IE indication of a bonded steel reinforcing bar is observed, 
and some “relative” indication of interfacial defects is present. “According to the 
spectral characteristics, it is believed that the interfacial bond between concrete and 
epoxy-coated bars is not as good as that of the [control] specimen.” A critique of this 
conclusion might be that the relatively high indications of defects are not that much 
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higher than amplitude peaks observed in the control specimen that the researchers 
implied were simply noise. 
iii. “Smeared Oil” Bars: It is difficult to detect distinct IE indication of a bonded steel 
reinforcing bar, and all tests show an indication of interfacial defects. “This clearly 
indicates that the bond quality of the concrete-steel interface…must be poor.” In this 
case, these observations are validated by easily observable changes in the spectra at 
high frequencies that might be associated with interfacial defects. 
iv. Specimens Subjected to “Severe Vibrations”: Strong indications of both a bonded 
steel reinforcing bar and interfacial defects. “It is believed that microcracks were 
present around the interface due to strong vibration.” The authors conclude from IE 
tests that bond quality in specimen Specimens 4 and 5 are “Damaged” and “Severely 
Damaged.” 
Loading tests on the specimens were performed and the maximum point loads were used to 
compute the maximum bending moment in the beams, and subsequently, the maximum bond 
stress. The four specimens with deliberate bond damage were found to have experienced 
reductions in the maximum bond stress of 10% (Epoxy), 17% (Oil), 17%, and 23% (Vibration). 
The authors conclude that “the impact-echo method is a promising technique for qualitatively 
detecting damage at bar-concrete interfaces”  
Hsu et al. (2008) applied IE in an attempt to link a reduction in the STF amplitude of the IE 
indication of a bonded steel reinforcing bar to “the loss of bond strength” resulting from early-
age vibration. They constructed nonstandard pull-out specimens with #25M bars (2.54 cm 
diameter) and subjected them to early-age vibration using a shake table at 4 hours and 12 hours 
after casting. Some of the specimens contained #10M transverse reinforcing hoops that were 
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intended to provide better confining force, thereby encouraging pull-out failure and lessening the 
likelihood of splitting failure. IE tests were performed “directly above the steel bar” using a 0.3 
cm steel bar and an impact-receiver spacing of 3 cm. For each bar in each specimen, “six 
repetitive tests were performed on the marked area which is on the surface above the rebar.” 
Signal processing in the form of the computation of the STF amplitude was performed for all 
results. As with Liang and Su (2001), Hsu et al. (2008) determined the indicator of the bonded 
bar as the peak amplitude that was nearest in frequency to the prediction by Eq. (3.32). 
Additionally, they noted the STF amplitude value of the bonded-bar indication. Hsu et al. (2008) 
compared the measured amplitude values with predicted amplitude values 𝐴𝑆 for well-bonded 
steel bars determined by the relation (Revised from Chiou 2000, Unreviewed): 
 𝐴𝑆 = 4.705
𝑑𝑏
𝐷𝑐𝑜𝑣𝑒𝑟
+ 1.474 (3.34) 
The results of the pullout tests are used to show the existence of an inverse correlation between 
the measured amplitude of the bonded-bar indication from IE and the maximum bond stress in 
both pullout and splitting failure. 
3.10 Concluding Remarks 
This chapter reviews available published literature that pertains to this investigation. In the 
following chapter (Chapter 4), we justify the adoption and verification of, and further research 
into, the specific IE theory for this research effort. 
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3.11 Table 
Table 3.1. Detail of Experimental Programs for Assessing the Efficacy of IE in Detecting 
Defects around Steel Reinforcing Bars 
Reference Figure Specimen Description IE Test Configuration 
Cheng and Sansalone 
(1993) 
Fig. 3.7 Geometry: Reinforced Concrete Slab, 240 cm x 140 cm x 20 cm 
depth 
Reinforcement Bar Diameters / Cover Depths: 2.54 cm / 4 cm, 
1.2 cm / 4 cm, 1.9 cm / 4 cm, 3.8 cm / 4 cm, 2.54 cm/ 5.27 cm 
(Others not reported) 
Other Reinforcement Details: Longitudinal bars “placed in both 
directions” in two layers 
Defect Details: Single flexible foam sheet (uncompressed thickness 
of 0.5 cm) wrapped around bar and secured with electrical tape 
Materials, Laboratory Specimen: Concrete (𝑐𝐿 ≈ 4000 m/s, 
Limestone Aggregate MSA = 13 mm), Steel Properties Unspecified 
Materials, Computational Model: Concrete (𝑐𝐿 = 4000 m/s, 𝜈 = 
0.2, 𝜌 = 2300 kg/m3), Steel (𝑐𝐿 = 5800 m/s, 𝜈 = 0.28, 𝜌 = 7850 
kg/m3) 
Impactor: “Hardened steel spheres on spring steel 
rods”  
Sensor: Displacement Transducer 
Impact-Receiver Distance: 3 cm 
Contact Time(s): 10-25 μs 
Signal Processing: Fourier transform 
Liang and Su (2001) Fig. 3.8 Geometry: Concrete Blocks, 40 cm x 30 cm x 15 cm and 30 cm x 
30 cm x 10 cm 
Reinforcement Bar Diameters / Cover Depths: 2.54 cm / 6.73 cm, 
2.54 cm / 3.73 cm 
Other Reinforcement Details: No other reinforcement provided 
Defect Details: Corrosion of Reinforcing bar produced under 
laboratory conditions 
Materials, Laboratory Specimen: Concrete (Mix 1: w/c = 0.35, 𝑐𝐿 
= 4600 m/s, Mix 2: w/c = 0.40, 𝑐𝐿 = 4100 m/s ), Steel (Chemical 
composition reported in paper) 
Impactor: Not Reported 
Sensor: Not Reported 
Impact-Receiver Distance: 5 cm (Possibly) 
Contact Time(s): Not Reported 
Signal Processing: Fourier transform 
Lin et al. (2004) Fig. 3.9 Geometry: Concrete Beam, 30 cm wide x 25 cm deep x 280 cm 
long 
Reinforcement Bar Diameters / Cover Depths: 2.54 cm / 4 cm 
Other Reinforcement Details: 4 longitudinal reinforcing bars (2 
Top, 2 Bottom) with 30 cm lap splice on tensile face, “many No.3 
[Imperial] bars with spacing 10 cm were arranged transversely in the 
region subjected to shear forces” during loading 
Defect Details: Mutually exclusive use of epoxy coated bars, “Oil 
smeared” bars, defects resulting from “severe vibration…shortly 
after concrete setting” 
Materials, Laboratory Specimen: Concrete (𝑐𝐿≈ 4000 m/s, 𝑓𝑐
′ = 
42.6 MPa), Steel (𝑓𝑠 = 234.3 MPa) 
Impactor: “Hardened steel spheres on spring steel 
rods,” 0.3 cm Diameter 
Sensor: Displacement Transducer 
Impact-Receiver Distance: Not Reported 
Contact Time(s): <20 μs 
Signal Processing: Fourier transform 
Hsu et al. (2008) Fig. 3.10 Geometry: “Plate-like” Concrete Block, 50 cm x 45 cm x 15 cm 
deep 
Reinforcement Bar Diameters / Cover Depths: 2.54 cm / 5 cm 
Other Reinforcement Details: No.3 [Imperial] bars with spacing 
15 cm placed around the longitudinal bar to encourage sufficient 
confining strength for pull-out failure 
Defect Details: “Specimens were vibrated at either 4 hours or 12 
hours after casting” 
Materials, Laboratory Specimen: Concrete (𝑐𝐿 = 3662 m/s, w/c = 
0.62), Steel Properties Unspecified 
Impactor: “3 mm Steel Ball” 
Sensor: Displacement Transducer 
Impact-Receiver Distance: 3 cm 
Contact Time(s): Unspecified 
Signal Processing: STF 
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3.12 Figures 
 
Fig. 3.1. “Vector plot of displacements and location of wavefronts” “within a 0.5-m thick plate 
125 micros after the start of the impact” (Sansalone and Carino 1986)  
 
Fig. 3.2. “Amplitude of particle displacements in the radiation pattern produced by a harmonic 
point source” (Sansalone and Carino 1986)  
63 
 
 
Fig. 3.3. “Wave reflection from (a) concrete/air and (b) concrete/steel interfaces” (Sansalone and 
Carino 1986) *Noted to be erroneous in paragraph 2, subsection 3.5 
 
Fig. 3.4. “(a)Waveforms and (b) frequency spectra obtained from the 0.25-m thick concrete plate 
using” a contact time of 90 μs (Sansalone and Carino 1986) 
(a) (b) 
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Fig. 3.5. “Procedure to calculate the transfer function from an impact-echo response” (Cheng et 
al. 2007): (a) IE time-displacement signal, (b) Fourier transform of (a), (c) time-displacement 
signal of surface wave isolated from (a), (d) Fourier transform of (c), and (e) STF amplitude of 
the investigated specimen 
 
Fig. 3.6. “Frequency domain B- and C-scan visualization of scanned impact-echo signals” 
(Algernon et al. 2008)  
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Fig. 3.7. Depictions of specimens used in the investigation of defects around steel reinforcing 
bars by Cheng and Sansalone (1993) 
 
 
Fig. 3.8. Depictions of two specimens used in the investigation of corrosion effects on IE signals 
(Liang and Su 2001) 
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Fig. 3.9. Side and cross-section depiction of specimen used in the investigation of “bond quality” 
using IE (Lin et al. 2004) 
 
Fig. 3.10. Depiction of (a) pull-out failure specimen and (b) split failure specimen used in the 
investigation of “damage caused by the resonant vibration of a steel bar” using IE (Hsu et al. 
2008). 
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CHAPTER 4: IMPLEMENTATION OF IMPACT-ECHO THEORY 
 
4.1 Introduction 
Chapter 3 of this dissertation shows that publications investigating the use of IE in a myriad 
of applications are numerous, occasionally contradictory, and may require verification and/or 
additional research to acquire a more complete understanding of the underlying phenomenon. In 
this chapter, we explicitly state the adopted assumptions in the implementation of IE theory for 
this research effort. Justifications for the acceptance of portions of previous research are given. 
Additionally, we perform verification and further research when deemed necessary based on 
Chapter 3. This chapter follows the outline of Chapter 3. 
4.2 The Force Imparted by Impact 
In this dissertation, all laboratory performed IE tests use “hardened steel spheres on spring 
rods” shown in Fig. 4.1 as a means for impacting specimens. This selection results from the 
following considerations: the simplicity of these impactors, their applicability to testing vertical 
surfaces, and their inclusion in most commercially available kits for performing IE tests. Impact 
force will be applied in simulations of IE tests according to the Hertz Law of Contact in the form 
of the approximate force-time relation given by Eq. (3.4). Absent a better model for the contact 
time of impactors described as “hardened steel spheres on spring steel rods,” 𝑡𝑐 is predicted 
according to Eq. (3.11). Given a contact time, Eq. (3.1) and Eq. (3.5) may be solved 
simultaneously for 𝛼𝑚 and 𝑣0 to fully define the force-time relation, and subsequently, the 
pressure-time-space relations of Eq. (3.9) and Eq. (3.10), describing the impact.  
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4.3 The Impact-Generated Disturbance 
Sansalone and Carino (1986) report that the impact-generated disturbance is composed of a 
longitudinal disturbance (P-wave), a transverse disturbance (S-wave), and a disturbance that is 
localized at the impacted surface (R-wave). The evidence given by Sansalone and Carino (1986) 
for this observation is a vector plot (Fig. 3.1) which appears to suffer from poor resolution in 
digitized copies of their work. To verify the assertions regarding the three components of the 
impact-generated disturbance, the response of a body to an impact with parameters typical of IE 
testing is now examined. Due to the unavailability of a closed form solution for the internal 
response of a half-space to a general point load in published literature on elastodynamics, the 
solution to the representative boundary-value problem is approximated using the FE method. The 
FE model consists of a homogeneous elastic isotropic rectangular prism with longitudinal wave 
speed 𝑐𝐿 of 4,400 m/s, poisson’s ratio 𝜈 equal to 0.20, and weight density equal to 2,320 kg/m
3
. 
The amplitude of applied force is that dictated by a half-sine approximation of the Hertz law of 
contact (Goldsmith 1960) for a steel sphere impacting a massive plane surface with a contact 
time of 25 μs, which is consistent with the scale of contact times used in investigations of steel 
reinforcing bars in concrete structures (Cheng and Sansalone 1993). The geometric dimensions 
are of sufficient size to allow the disturbance to propagate without interference from external 
interfaces during a period of 50 μs. An FE mesh of 4-node linear tetrahedra is generated using 
NetGen. The simulation is performed by the Abaqus FEA Explicit Solver. Maximum element 
size (MES) is decreased until sufficient refinement is observed. To show that the displacement 
field (𝑢𝑥(𝑥, 𝑦), 𝑢𝑦(𝑥, 𝑦)) computed from the FE simulation is composed of distinct longitudinal 
and transverse displacement fields (𝑢𝐿(𝑥, 𝑦) and 𝑢𝑇(𝑥, 𝑦)), we perform a coordinate 
transformation according to: 
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 𝑢𝐿(𝑥, 𝑦) = 𝑢𝑥(𝑥, 𝑦) sin 𝜃 − 𝑢𝑦(𝑥, 𝑦) cos 𝜃 (4.1a) 
 𝑢𝑇(𝑥, 𝑦) = 𝑢𝑥(𝑥, 𝑦) cos 𝜃 + 𝑢𝑦(𝑥, 𝑦) sin 𝜃 (4.1b) 
where 𝜃 is the angle from the vertical that is in-line with the direction of the impact. To 
demonstrate that sufficient refinement is observed in the model refinement stage of the 
simulation procedure for the longitudinal component, Fig. 4.2 shows the longitudinal component 
of the displacement field for maximum element size (MES) of 2.540 mm and 3.175 mm at any 
constant azimuth angle and (a) 𝜃 = 90°, (b) 𝜃 = 67.5°, (c) 𝜃 = 45°, (d) 𝜃 = 22.5°, and (e) 
𝜃 = 0°. In Fig. 4.2 (a-e), there is no observable error with the 20% reduction in element size 
beyond approximately 6 cm. Conclusions drawn from the longitudinal component of the 
displacement fields will therefore be limited to the portion of the radial coordinate beyond 6 cm. 
To demonstrate that sufficient refinement is observed in the model refinement stage of the 
simulation procedure for the transverse component, Fig. 4.3(a) shows both the transverse 
component of the displacement field for maximum element size (MES) of 2.540 mm and the 
superposition of the closed-form Heaviside solution that is computed according to the procedure 
described by Yu et al. (2006) at any constant azimuth angle and (a) 𝜃 = 90°. Where a closed-
form solution is unavailable, Fig. 4.3 shows the transverse component of the displacement field 
for maximum element size (MES) of 2.540 mm and 3.175 mm at any constant azimuth angle and 
(b) 𝜃 = 67.5°, (c) 𝜃 = 45°, and (d) 𝜃 = 22.5°. Additionally, the transverse component at 𝜃 = 0° 
is not shown because transverse displacements along this angle are prescribed to zero to enforce 
symmetry in the model. Fig. 4.3 (b-d) show no observable error with the 20% reduction in 
element size beyond approximately 6 cm, and Fig. 4.3(a) shows little observable error between 
the superposition of closed-form Heaviside solutions beyond approximately 6 cm. Some error 
may be observed in the sharp positive vertical displacement at approximately 12 cm, where the 
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FE model appears to poorly approximate the slope discontinuity. Conclusions drawn from the 
transverse component of the displacement fields will therefore be limited to the portion of the 
radial coordinate beyond 6 cm.  
To demonstrate that a displacement field typical of IE is not well described by planar 
mechanics, Fig. 4.4(a) shows the displacement magnitudes from FE simulation for the total field 
produced by the impact at any constant value of the azimuth at 50 μs following the initial 
application of force. Fig. 4.4(b) and Fig. 4.4(c) show the displacement fields 𝑢𝐿(𝑥, 𝑦) and 
𝑢𝑇(𝑥, 𝑦), respectively. The longitudinal field in Fig. 4.4(b) shows a body component with 
maximum amplitude in-line with the y-axis and decreasing as 𝜃 increases. The longitudinal field 
shows anomalies at the surface y=0 indicating the presence of a surface wave. The transverse 
field of Fig. 4.4(c) shows a body component with zero magnitude in line with the y-axis and 
increasing with 𝜃. In addition, the transverse field is clearly lagging behind the longitudinal field, 
indicating a slower propagation speed with respect to the longitudinal component. Based on 
these results, we conclude that the displacement field is a superposition of longitudinal, 
transverse, and surface waves. It is clearly curvilinear, and not planar, in nature. 
4.4 The Propagation of the Impact-Generated Disturbance 
As published literature has neglected to investigate the differences in propagation of plane 
and spherical disturbances, this subsection will present such an investigation. Due to the 
extensive successful measurement of resonance formation in IE testing and the supporting 
evidence provided by the EFIT-based studies, the effects of scattering and attenuation on the 
impact-generated disturbance as they pertain to resonance formation are not included in this 
dissertation. Closed-form descriptions of plane disturbances are readily available in the existing 
literature (e.g. Achenbach 1973, Graff 1975). Longitudinal plane disturbances in elastic, 
71 
 
homogeneous, and isotropic materials travel without changing shape. Therefore, as described in 
subsection 3.4, their propagation may be characterized by a constant speed at which all points on 
the disturbance propagate through a solid. A concise restatement of the assumptions governing 
pulse propagation in the original formulation of IE by Sansalone and Carino (1986) and detailed 
in Chapter 3 of this dissertation is as follows: 
A. The disturbance is of sufficiently low strain and characterized by harmonic content such 
that the material response is adequately approximated by that of a linearly elastic, 
isotropic, and homogeneous solid. 
B. Longitudinal and transverse hemispherical disturbances propagate with the constant 
speeds of their planar varieties, 𝑐𝐿 and 𝑐𝑇, respectively. 
C. The disturbance decays with the first-order inverse of the distance from the source. 
D. Longitudinal and transverse spherical disturbances reflect and refract from material 
boundaries with the same energy partitions as their plane-harmonic varieties. 
Making a comparison between planar disturbances described by Eq. (3.12) and spherical 
disturbances is most easily done using closed form solutions describing the latter. A simplifying 
alteration to the problem that results in an insightful closed-form solution is to remove the 
boundary and consider the force to be applied at the center of an infinite body, described as the 
basic singular solution of elastodynamics (Achenbach 1973). In the following subsections, we 
first consider the problem under this simplifying alteration, where the forcing function is a half-
cycle sine function consistent with the Hertz law of contact (Goldsmith 1960). We show that 
relevant displacement components may travel at a speed other than that assumed by the original 
formulation, and that the convoluted decay laws that govern spherical disturbance propagation in 
solids can alter the shape of the pulse as it propagates. Then, the geometric intricacy of the 
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boundary value problem is increased to better approximate the field generated by impact, and we 
derive useful information using the Finite Element (FE) method as a computational tool for 
simulating a hemispherical displacement field. 
4.4.1 Exact Solution of Simplified Boundary Value Problem 
To determine the displacement field resulting from the application of a point load with the 
time-history of a half-cycle sine function to the center of an infinite body, we use the method for 
solving the basic singular solution of elastodynamics for a time-dependent point load given by 
Achenbach (1973), which we summarize here. A Cartesian coordinate system given by 𝑥𝑖(𝑖 =
1,2,3) is used. The equation of motion for a homogeneous, isotropic, and linearly elastic body is 
decomposed by means of the Helmholtz resolution. The result is two decoupled partial 
differential equations which may be transformed using the substitution of potential functions into 
inhomogeneous one-dimensional wave equations given by (Achenbach 1973): 
 
𝜕2𝜒(𝑟,𝑡)
𝜕𝑟2
−
1
𝑐2
𝜕2𝜒(𝑟,𝑡)
𝜕𝑡2
=
1
4𝜋𝑐2
𝑔(𝑡) (4.2) 
where 𝑡 is time, 𝑟 is equal to √𝑥1
2 + 𝑥2
2 + 𝑥3
2, 𝑔(𝑡) is the function representing the time-
dependence of the forcing function, and 𝑐 is equal to either the speed of the longitudinal or 
transverse plane wave, 𝑐𝐿 or 𝑐𝑇, respectively, in the two equations. The function 𝜒(𝑟, 𝑡) is the 
result of several vector manipulations and maps back to the displacement according to: 
 𝒖(𝑟, 𝑡) = ∇ [∇ ∙ (
𝜒(𝑟,𝑡)|𝑐=𝑐𝐿
𝑟
𝒂)] − ∇˄ [∇˄ (
𝜒(𝑟,𝑡)|𝑐=𝑐𝑇
𝑟
𝒂)] (4.3) 
The complete solution of Eq. (4.2), consisting of a superposition of the homogeneous and 
particular solutions, is given by (Achenbach 1973): 
 4𝜋𝜒(𝑟, 𝑡) = ∫ 𝑠𝑔 (𝑡 −
𝑟
𝑐
− 𝑠)
𝑡−𝑟/𝑐
0
𝑑𝑠 − ∫ 𝑠𝑔(𝑡 − 𝑠)
𝑡
0
𝑑𝑠 (4.4) 
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where it is important to recognize that the first integral does not produce a contribution for 
𝑡 − 𝑟/𝑐 > 0. By solving the problem for a sine wave given by: 
 𝑔(𝑡) = 𝐴 sin
𝑡𝑐
𝜋
𝑡 (4.5) 
and superimposing a second sine wave of equal amplitude, but delayed by 𝑡𝑐, the resulting time-
dependence of the forcing function is given by: 
 𝑔(𝑡) = {
𝐴 sin
𝑡𝑐
𝜋
𝑡 𝑡 ≤ 𝑡𝑐
0 𝑡 ≥ 𝑡𝑐
 (4.6) 
where 𝐴 is the amplitude of the forcing function and 𝑡𝑐 is the contact time of the impacting 
bodies. The displacement field 𝑢𝑖  of the resulting forcing function of Eq. (4.6) is given by: 
 𝑢𝑖 = (𝑢𝑐𝐿)𝑖 + (𝑢𝑐𝑇)𝑖 (4.7) 
We distinguish between displacement fields 𝒖𝒄𝑳 and 𝒖𝒄𝑻 because they travel at different speeds 
of 𝑐𝐿 or 𝑐𝑇, respectively, and therefore have different limits in their expressions. If the force is 
arbitrarily directed along the 𝑥1-axis, the displacement fields (𝑢𝑐𝐿)𝑖 and (𝑢𝑐𝑇)𝑖 are given by: 
 
4𝜋𝜔𝑐
2
𝐴
(𝑢𝑐𝐿)𝑖 =
{
 
 
 
 
 
 (
3𝑥1𝑥𝑖
𝑟5
−
𝛿1𝑖
𝑟3
) (2𝜔𝑐𝑡 − 𝜋) 𝑟 ≤ 𝑐𝐿(𝑡 − 𝑡𝑐)
(
3𝑥1𝑥𝑖
𝑟5
−
𝛿1𝑖
𝑟3
) {𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
) − sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)]
+𝑟
𝜔𝑐
𝑐𝐿
(1 − cos [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)])}
+
𝑥1𝑥𝑖
𝑟3
(
𝜔𝑐
𝑐𝐿
)
2
sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)]
𝑐𝐿(𝑡 − 𝑡𝑐) < 𝑟 ≤ 𝑐𝐿𝑡
0 𝑟 > 𝑐𝐿𝑡
 (4.8a) 
and 
 
4𝜋𝜔𝑐
2
𝐴
(𝑢𝑐𝑇)𝑖 =
{
 
 
 
 
 
 −(
3𝑥1𝑥𝑖
𝑟5
−
𝛿1𝑖
𝑟3
) (2𝜔𝑐𝑡 − 𝜋) 𝑟 ≤ 𝑐𝑇(𝑡 − 𝑡𝑐)
− (
3𝑥1𝑥𝑖
𝑟5
−
𝛿1𝑖
𝑟3
) {𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
) − sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
)]
+𝑟
𝜔𝑐
𝑐𝑇
(1 − cos [𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
)])}
+ (
𝛿1𝑖
𝑟
−
𝑥1𝑥𝑖
𝑟3
) (
𝜔𝑐
𝑐𝑇
)
2
sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
)]
𝑐𝑇(𝑡 − 𝑡𝑐) < 𝑟 ≤ 𝑐𝑇𝑡
0 𝑟 > 𝑐𝑇𝑡
 (4.8b) 
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where 𝜔𝑐 = 𝜋/𝑡𝑐, 𝛿1𝑖 is the Kronecker delta, and 𝑖 is used for indicial notation. In regards to the 
temporal superposition model for IE resonance formation, the displacement field components in 
the line directly below the impact (𝑥2 = 𝑥3 = 0, 𝑥1 = 𝑟) are of primary interest and are given 
by: 
 
4𝜋𝜔𝑐
2
𝐴
(𝑢𝑐𝐿)1 =
{
 
 
 
 
 
 
2
𝑟3
(2𝜔𝑐𝑡 − 𝜋) 𝑟 ≤ 𝑐𝐿(𝑡 − 𝑡𝑐)
2
𝑟3
{𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
) − sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)]}
+
2
𝑟2
𝜔𝑐
𝑐𝐿
{1 − cos [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)]}
+
1
𝑟
(
𝜔𝑐
𝑐𝐿
)
2
sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)]
𝑐𝐿(𝑡 − 𝑡𝑐) < 𝑟 ≤ 𝑐𝐿𝑡
0 𝑟 > 𝑐𝐿𝑡
 (4.9a) 
and: 
 
4𝜋𝜔𝑐
2
𝐴
(𝑢𝑐𝑇)1 =
{
 
 
 
 −
2
𝑟3
(2𝜔𝑐𝑡 − 𝜋) 𝑟 ≤ 𝑐𝑇(𝑡 − 𝑡𝑐)
−
2
𝑟3
{𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
) − sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
)]}
−
2
𝑟2
𝜔𝑐
𝑐𝑇
(1 − cos [𝜔𝑐 (𝑡 −
𝑟
𝑐𝑇
)])
𝑐𝑇(𝑡 − 𝑡𝑐) < 𝑟 ≤ 𝑐𝑇𝑡
0 𝑟 > 𝑐𝑇𝑡
 (4.9b) 
To verify the derived solution, we compare it with the results of an FE model depicting the same 
boundary value problem. In lieu of modeling an infinite domain, we choose to model a finite 
domain with fixed boundaries and use only the results of the FE simulation within a time period 
before the wavefront of the disturbance reaches the boundary. The domain is a cylindrical prism 
with a diameter and length of 44.2 cm. Symmetry about the 𝑥1-𝑥2 plane and the 𝑥1-𝑥3 plane 
allows for the modeling of one quarter of the domain, and therefore, Fig. 4.5 depicts the actual 
domain of the model, a semicylinder with radius and length of 22.1 cm. Fixed boundary 
conditions are applied to all boundaries that are not symmetric boundaries. The force is applied 
to the geometric center of the body and in the 𝑥1-direction, which is in plane with the circular 
cross-section of the cylinder. The 𝑥2-direction is perpendicular to the 𝑥1-direction and is also in 
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plane with the circular cross-section of the semicylinder. The 𝑥3-direction is concurrent with the 
longitudinal axis of the cylinder. Because the ensuing displacement field is spherical, a reference 
axis for spherical coordinates has been included in Fig. 4.5, where the radial, azimuthal, and 
polar coordinates are given by 𝑟, 𝜃𝐴, and 𝜃𝑃, respectively. The model is assigned homogeneous, 
linearly elastic, and isotropic material properties, specifically a longitudinal plane wave speed 𝑐𝐿 
of 4,400 m/s, Poisson’s ratio 𝜈 equal to 0.20, and weight density equal to 2,320 kg/m3. Using the 
value of the longitudinal plane wave speed and the size of the domain in the FE model, there is a 
50 μs period within which the model approximates an infinite domain. 
FE analysis is carried out using Abaqus software. An FE mesh of 4-node linear tetrahedral 
elements is generated using NetGen. The amplitude of applied force is that dictated by a half-
sine approximation of the Hertz law of contact (Goldsmith 1960) for a steel sphere impacting a 
massive plane surface with a contact time of 25 μs, which is consistent with the scale of contact 
times used in investigations of steel reinforcing bars in concrete structures (Cheng and Sansalone 
1993). The simulation is performed by the Abaqus FEA Explicit Solver. Maximum element size 
is decreased until sufficient refinement is observed at 3.175 mm. 
To compare the mathematical model from Eq. (4.9) with the results of the FE simulation, 
Fig. 4.6 shows the longitudinal displacement pulse in the line directly below the impact (𝑥2 =
𝑥3 = 0, 𝑥1 = 𝑟) at 29, 50, and 80 μs. The two pulses show excellent agreement between the 
mathematical model and the FE simulation. We conclude both that the FE model is sufficiently 
refined and that the derived solution from the mathematical model is correct in line with the 
impact (𝑥2 = 𝑥3 = 0, 𝑥1 = 𝑟). 
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4.4.2 Implications of the Exact Solution 
Eqs. (4.8) and (4.9) can be used to make important observations regarding the assumptions 
behind the IE temporal superposition model. Regarding Assumption B, longitudinal 
displacements do not necessarily travel with the speed of a longitudinal plane wave. This can be 
observed by noting that Eq. (4.9b) represents a longitudinal displacement traveling at the speed 
of a transverse plane wave. Similarly, Eq. (4.8) can be manipulated to show that transverse 
disturbances do not necessarily travel with the speed of a transverse plane wave. Regarding 
Assumption C, spherical displacement fields do not necessarily decay with the first-order inverse 
of the distance from the source. This can be observed by noting that Eq. (4.9) includes second-
order and third-order inverse decays. Fig. 4.6 may also be used to demonstrate that the varying 
speeds and decay orders of the displacement pulse components can cause distortion to the overall 
shape of the pulse. Between 29 and 50 μs, the length of the pulse with respect to the radial 
coordinate increases with propagation as the slower components begin to lag behind the faster 
components. Additionally, a slope discontinuity can be observed in the 50-μs pulse at just over 
10 cm. Both the lengthening of the pulse and the slope discontinuity are further exaggerated in a 
third pulse which is displayed for a time of 80-μs. 
Having made statements that somewhat invalidate assumptions B and C, we must also note 
that the problem of impact loading at the center of an infinite body shows these assumptions to 
be increasingly valid for large distances from the impact source. For large values of 𝑟, the higher 
order decay terms can be neglected, leaving a displacement given by: 
 𝑢1 =
𝐴
4𝜋𝑐𝐿
2
1
𝑟
sin [𝜔𝑐 (𝑡 −
𝑟
𝑐𝐿
)] (4.10) 
for 𝑐𝐿(𝑡 − 𝑡𝑐) < 𝑟 ≤ 𝑐𝐿𝑡, and is equal to zero otherwise. Eq. (4.10) shows a longitudinal 
displacement that moves with the speed of a longitudinal plane wave and decays with the first 
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order inverse of the distance from the impact point (i.e. a longitudinal displacement that 
conforms to assumptions B and C). 
4.4.3 Impact Force Applied to a Half-space 
To better understand the impact-generated pulse and make a comparison with the pulse 
derived for an unbounded body, we approximate the displacement field resulting from the 
application of the impact force to a half-space using FE analysis. The boundary value problem is 
similar to that depicted by Fig. 4.5 with the exception of the addition of a free surface on the 𝑥2-
𝑥3 plane. All other material properties, excitation parameters, and modeling details are kept the 
same. Maximum element size is decreased until sufficient refinement is observed at 0.3175 cm. 
To compare the pulses generated in the two different domains (infinite body and half-space), 
Fig. 4.7(a) and Fig 4.7(b) show a comparison of the mathematical model for the displacement 
pulse in the unbounded medium and the approximation from the FE simulation of the 
displacement pulse in the presence of a free surface at 32 and 48 μs, respectively. For the 
purpose of comparison, the amplitude of the displacement pulse in the unbounded medium has 
been doubled in an attempt to account for the boundary’s constraining of the excitation energy to 
the half-space. The pulse from the half-space model has both a greater amplitude and length than 
that of the unbounded medium. Fig. 4.7 shows good agreement at the wavefront, and therefore 
the comparison implies that the pulse behind the wavefront is slowing down as it propagates, 
and, on average, traveling slower than the speed of a longitudinal plane wave. This observation 
validates the experimental observation that has led to the use of the correction factor and the 
nomenclature for the product 𝛽𝑐𝐿 of the apparent wave speed. It is consequently also in 
agreement with the correlating observation from the guided wave model that the ensuing 
vibration frequency is less than that of the uncorrected temporal superposition model. The half-
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space pulse in Fig. 4.7(b) appears to show the same slope irregularity, indicating the existence of 
components traveling with different individual constant speeds as is seen in the unbounded pulse. 
4.5 Resonance Formation 
For resonance formation in plate-like structures, the changing shape of the impact-generated 
disturbance and the possibility of propagation speeds different from that of plane waves can be 
used to explain the need for correction factors in the temporal superposition model for resonance 
formation. Returning to the simplified problem of spherical pulse propagation in an unbounded 
medium and the contradicting validities of the assumptions for small and large values of 𝑟, we 
need to investigate the effects of the displacement pulse distortion on the frequency of 
reverberations as they would be recorded in IE. To do so, we employ the method of ray 
superposition, wherein the individual displacement pulses of each reverberation are computed 
and superimposed to yield a simulated IE signal. IE signals are digitized in time with 𝑁 samples 
taken at an interval of ∆𝑡. The simulated IE displacement record 𝑢𝐼𝐸 for a plate of depth 𝐷𝑝𝑙𝑎𝑡𝑒 is 
given by: 
 𝑢𝐼𝐸 = ∑ 𝑢1(𝑟 = 𝑛2𝐷𝑝𝑙𝑎𝑡𝑒 , 𝑡 = 𝑞∆𝑡)|𝑥2=𝑥3=0
𝑁∆𝑡
2𝐷𝑝𝑙𝑎𝑡𝑒
𝑐𝐿
𝑛=1 , 𝑞 = 1, 2, 3, … ,𝑁 (4.11) 
where the upper limit on the summation must be rounded to the next integer to ensure the 
inclusion of all relevant terms. This approach to generating a simulated IE response assumes 
complete reflection of the pulse at each case of incidence with the external boundaries (i.e. 
Assumption D for a solid-vacuum interface). 
To examine the effects of pulse distortion on the observed frequency in the simulated IE 
response, Fig. 4.8(a) and Fig. 4.8(b) show simulated IE time-displacement responses and the 
corresponding frequency-amplitude responses computed using the Fourier transform, 
respectively, for a plate that is 20 cm in depth and simulated impacts with contact times of 25, 
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50, and 80 μs. The frequency-amplitude spectrum has been normalized using the amplitude value 
of the peak frequency at 11.2 kHz. For clarity in viewing the results, the lower limit of the 
frequency display range is set to 5 kHz to remove the high amplitude 0 kHz components. The 
plate is assigned a longitudinal plane wave speed of 4,400 m/s and a Poisson’s ratio of 0.20. Eq. 
(1) yields a frequency prediction of 11.00∙ 𝛽 kHz. Gibson and Popovics (2005) suggest a 
correction factor of 0.953 for the given value of Poisson’s ratio, resulting in a frequency 
prediction of 10.48 kHz. The displacement records are digitized to 2,048 samples at an interval 
of 1 μs, resulting in a frequency resolution of 0.49 kHz. Each spectrum in Fig. 4.8 displays the 
same peak frequencies with amplitude variation dependent on contact time. The prominent peak 
at 11.2 kHz is notable due to its proximity to the uncorrected (𝛽 = 1) frequency prediction of 11 
kHz. Because the peak does not occur with the discrete spectral lines that are nearest to the 
corrected prediction (specifically, 10.3 kHz and 10.7 kHz), we conclude that the displacement 
pulse behavior for large values of 𝑟 dominates the response. Consequently, the displacement 
pulse derived from the application of a half-sine forcing function at the center of an unbounded, 
linearly elastic, isotropic, and homogeneous body is not adequate for approximating the actual 
impact-generated pulse when using ray superposition. 
The work that is detailed in this chapter challenges one of the underlying assumptions of the 
temporal superposition model (Sansalone and Carino 1986) for predicting resonance frequencies 
in the IE method, namely, that all longitudinal displacements travel at the speed of a longitudinal 
plane wave. By using a simplified example to show that longitudinal displacements may travel at 
speeds other than that of a longitudinal plane wave, we intend to encourage the idea that other 
speeds can exist for displacements propagating within a solid body, and that these other speeds 
may be a possible explanation for the experimental observations of an “apparent” longitudinal 
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wave speed. Through comparison of the simplified example with the results of a sufficiently 
refined FE simulation of an impact-generated pulse on a half-space, we show that the 
longitudinal displacement in line with the impact travels slower than a longitudinal plane wave. 
The speed assumption has been previously discredited through experimental work, leading to the 
introduction of the correction factor and the “apparent P-wave speed” by Sansalone and Streett 
(1997), and the correction factor is attributed to guided wave behavior by Gibson and Popovics 
(2005). The latter work is not challenged by the evidence presented in this chapter, and the 
observations of the former work are supported by the conclusion herein that the hemispherical 
longitudinal displacement pulse actually travels at a speed less than that of a longitudinal place 
wave. An important improvement in the temporal superposition model (Sansalone and Carino 
1986) making it a more accepted predictor of vibration frequencies for IE, and raising the 
model’s credibility relative to that of the guided wave alternative (Gibson and Popovics 2005), is 
to determine the true theoretical propagation speed of the displacement field in line with an 
impact applied to a half-space. 
The role of dispersion in the impact-generated disturbance may depend on the accepted 
definition of the phenomenon. The observations of a changing pulse shape with propagation 
could be viewed as dispersion given the introductory definition given by Graff (1975). If instead 
we define dispersion as the situation where the speed of a disturbance is dependent on its 
inherent frequency content (as is done by Achenbach 1973), then our simplified example does 
not show dispersion, and we cannot conclusively comment on the role of dispersion in the 
impact-generated field in a half-space. The latter uncertainty is a result of observing pulse 
distortion with propagation without being able to view the underlying equations or having 
performed the impact simulation for various contact times. Because the value of the transverse 
81 
 
plane wave speed 𝑐𝑇 is related both to the longitudinal plane wave speed 𝑐𝐿 and Poisson’s ratio, 
the presence of both 𝑐𝐿 and 𝑐𝑇 in the equations describing the displacement field resulting from 
the simulated impact of an unbounded body means that the propagation characteristics of the 
pulse are dependent on Poisson’s ratio. This conclusion is in agreement with observations from 
the guided wave model that the ensuing vibration frequency is dependent on Poisson’s ratio. 
4.6 The Measurement of Specimen Motion 
IE tests that are performed in this research effort will use two different sensors for measuring 
specimen motion: a piezoelectric displacement transducer and a miniature accelerometer. Full 
details for these sensors are given in Chapter 5. Automation of the test procedure is not 
employed. Appropriate digital sampling parameters are chosen based on the frequencies of 
interest that are expected for an investigated specimen. 
4.7 The Analysis of Recorded Motion 
The complete IE methodology as summarized by Sansalone and Streett (1997) dictates the 
analysis of the recorded motion in the frequency domain through the use of the Fourier 
transform. From a strict perspective, a time domain analysis of recorded motion may or may not 
be classified as IE. In this dissertation, all analyses are performed in the frequency domain using 
the Fourier transform of the recorded motion signal. Time-frequency techniques, such as the 
short-time Fourier transform, continuous wavelet transform, and the Hilbert-Huang transform are 
not explored. The implementation and efficacy of two IE digital signal processing techniques, R-
wave removal and STF amplitude computation, are detailed in Chapter 5. 
4.8 Interpretation of IE Data Based on Experimental Experience 
Experiments performed in this dissertation use procedures for IE scanning. Multiple tests are 
performed at each location along even scanning intervals to assess variability in results that are 
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intended to be identical. The analysis presented in this chapter does not affect current values for 
correction factors. The implication of this analysis is that there are still uncertainties in the basic 
propagation of the disturbance that are used to interrogate specimens using IE. Until these 
uncertainties are resolved, a better understanding of how resonances form as a result of impacts 
typical of IE will be difficult to obtain. The uncertainties detailed in this chapter pertain 
exclusively to the longitudinal portion of the pulse. Transverse body waves and surface waves 
may also play a significant role in resonance formation. However, in the case of an infinite plate, 
transverse waves cannot exist and surface waves will not periodically return to the line below the 
impact. Because the entire mode shape vibrates at the same frequency, the longitudinal portion of 
the pulse must exclusively cause the vibration in line with the impact. Therefore, a temporal 
superposition model with correct assumptions regarding the pulse behavior should agree with the 
guided wave model. A complete time-domain analysis of the contributing wave types could 
establish a complete understanding of the IE resonance, but more study is needed to understand 
the fundamental propagation characteristics of the contributing components. In more 
complicated geometries, this dissertation will treat the prediction formulas with healthy 
skepticism, choosing to view them as empirically calibrated predictions requiring further 
evidence to properly attribute a specific geometric feature or anomaly to an observed vibration. 
4.9 Chapter Summary and Conclusions 
This chapter justifies and states the portions of published IE theory that are adopted for 
further experimentation in this dissertation. Additionally, we verify the existence of three distinct 
components in the impact-generated disturbance: a longitudinal disturbance, a transverse 
disturbance, and a surface-localized disturbance. The majority of this chapter is devoted to an 
investigation into the validity of assumptions concerning the propagation of the impact-generated 
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hemispherical disturbance. Using a simplified boundary value problem, we show that spherical 
longitudinal displacements may travel at a speed other than that of longitudinal plane waves and 
decay with an order greater than the first order inverse of the distance from the impact point. For 
large distances from the impact point, the spherical disturbance generated by the impact loading 
of an unbounded medium reduces to the form of a half sine pulse that travels with a propagation 
speed equal to that of a longitudinal plane wave and decays with the first order of the distance 
from the impact point. However, a comparison between the exact solution of the unbounded 
disturbance and an FE simulation of the half-space disturbance resulting from impact loading 
shows that the latter does propagate slower than the former. This observation validates the notion 
of an “apparent” longitudinal wave speed in the results of IE testing and the need for a correction 
factor in the temporal superposition model predictions of resonant frequency. Ultimately, the 
remaining uncertainties in the propagation characteristics of the impact-generated disturbance 
lead us to retain the temporal superposition model predictions for relatively complex geometries 
such as the presence of steel reinforcing bars, while also seeking additional verification that 
observed resonances should be attributed to specific geometric features. Methods of additional 
verification of the link between observed and attributed resonances are detailed for specific 
experimental geometries in Chapter 5. 
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4.10 Figures 
 
Fig. 4.1. Tools for producing impact described as “Hardened-steel spheres on spring rods” 
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Fig. 4.2. The longitudinal component of the FE simulated displacement field for maximum 
element size (MES) of 2.540 mm and 3.175 mm at any constant azimuth angle and (a) 𝜃 = 90°, 
(b) 𝜃 = 67.5°, (c) 𝜃 = 45°, (d) 𝜃 = 22.5°, and (e) 𝜃 = 0° 
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Fig. 4.3. The transverse component of the displacement field for (a) FE simulated displacement 
field with maximum element size (MES) of 2.540 mm and the superposition of the closed-form 
Heaviside solution that is computed according to the procedure described by Yu et al. (2006) at 
any constant azimuth angle and (a) FE simulated displacement field with maximum element size 
(MES) of 2.540 mm and 3.175 mm 𝜃 = 90°, (b) 𝜃 = 67.5°, (c) 𝜃 = 45°, and (d) 𝜃 = 22.5° 
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Fig. 4.4. Displacement fields resulting from FE simulation of impact loading on a half space. 
Displayed quantities are (a) total magnitude (b) longitudinal magnitude and (c) transverse 
magnitude. 
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Fig. 4.5. Depiction of the finite body modeled with FE to verify the solution for an impact 
loading of an unbounded domain 
 
Fig. 4.6. Longitudinal displacement pulse in the line directly below the impact (𝑥2 = 𝑥3 =
0, 𝑥1 = 𝑟) at 29, 50, and 80 μs  
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Fig. 4.7. Comparison of the mathematical model for the displacement pulse in the unbounded 
medium and the approximation from the FE simulation of the displacement pulse in the presence 
of a free surface at (a) 32 and (b) 48 μs 
 
Fig. 4.8. Simulated IE (a) time-displacement responses and (b) the corresponding Fourier-
transformed frequency-amplitude responses for a plate that is 20 cm in depth and simulated 
impacts with contact times of 25, 50, and 80 μs 
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CHAPTER 5: EXPERIMENTAL PROGRAM 
 
5.1 Introduction 
To assess and potentially improve the efficacy of IE for detecting defects around steel 
reinforcing bars, IE is applied to specimens containing deliberate defects of this type. A set of 
prismatic specimens is constructed with cover depth and bar diameter dimensions that are 
representative of field structures, but with reduced cross-section dimensions for ease of 
construction and use of minimal laboratory space. These reduced-scale specimens are 
constructed on the basis of the temporal superposition model studies of IE resonances resulting 
from the presence of bonded reinforcing bars (Cheng and Sansalone 1993) and bounded cross-
sections that result in the formation of higher order modes (Sansalone and Streett 1997) such that 
these two sources of reverberation should not interfere with one another. The specimens contain 
intentional defects at the interface between the reinforcing bar and surrounding concrete. 
Additionally, we apply IE to a full-scale concrete column stub specimen with construction details 
that mirror those of field structures. The detection of defects around steel reinforcing bars was 
not the primary purpose for the construction of this column specimen. Therefore, the amount of 
variation in defect size is limited with respect to the reduced-scale specimens. However, the full-
scale specimen provides the opportunity to compare the IE indication of a defect-absent steel 
reinforcing bar between specimens with both reduced- and full-scale cross-sections. 
5.2 Experimental Specimen Design 
5.2.1 Reduced-scale Laboratory Specimens 
The specimens with reduced-scale cross-sections are constructed with either a single steel 
reinforcing bar, as illustrated by Fig. 5.1, or two adjacent and parallel bars to simulate a lap 
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splice, as illustrated by Fig. 5.2. Prismatic dimensions of all specimens are 122 cm in length, 25 
cm in width, and 13 cm in depth. Based on temporal superposition model empirical studies 
(Sansalone and Streett 1997), the specimen cross-section should encourage the formation of two 
modes at 𝑓𝐷 and 2𝑓𝐷 with 𝛽 = 0.96. All steel reinforcing bars are ASTM Grade 420M ribbed 
#25M bars. An average bar diameter between ribs of 2.4 cm was measured using a digital caliper 
prior to concrete casting. Cover depth is specified as 5.1 cm below the 122 cm by 25 cm surface 
in all specimens. Based on temporal superposition model empirical studies, the reinforcing bar 
dimensions and placement should encourage the formation of a broad-band response with a high-
amplitude peak at 𝑓𝑏𝑎𝑟 with 𝜁 = 1.2 using Eq. (3.33). Defects of length Ld in the longitudinal 
direction of the bar are constructed by applying a spray-on rubber coating around the complete 
circumference of reinforcing bars before placing concrete. Defect thickness Td is altered by 
applying a variable number of even coats of spray-on rubber. Defect thickness is measured using 
a digital caliper prior to concrete casting, with the average value of 6 measurements at different 
locations and orientations being recorded. Fig. 5.3(a) shows a reinforcing bar in the formwork 
prior to concrete casting, and Fig. 5.3(b) shows a close-up image of the bar and the applied 
rubber coating. Dimensions in Fig. 5.1 and Fig. 5.2 are generally drawn to scale, with the 
exception of Td, which is exaggerated for illustration purposes. Table 5.1 details the specimen 
labels (S for single reinforcing bar, and D for double reinforcing bar), the number of reinforcing 
bars, defect lengths, and average defect thicknesses for all specimens included in this study. 
Following casting, the specimens were cured outside using wet towels for 7 days, as shown in 
Fig. 5.4(a). Prior to testing, the specimens were placed on wooden blocks and supported under 
2.5 cm of their lateral ends as shown in Fig. 5.4(b). Scanning grids were marked with chalk over 
the apex of the steel bar as shown in Fig. 5.5. 
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5.2.2 Full-scale Laboratory Specimens 
Fig. 5.6 and Fig. 5.7 show the profile and cross-section construction drawings, respectively, 
for the full-scale column specimen. The specimen is a rectangular prism with a 91.4 cm by 71.1 
cm cross-section and a height of 134.6 cm. The relatively large dimensions of the of the prism 
are not expected to encourage cross-sectional mode formation during the period of measurement 
for IE testing, effectively isolating the IE response to that due to the presence of reinforcement. 
Longitudinal reinforcement is represented by sixteen ribbed #29M steel reinforcing bars with a 
nominal diameter of 2.9 cm. The longitudinal reinforcing bars are labeled according to the 
direction of their face and consecutive letters that start at A on each face. Fig. 5.7 indicates the 
orientation of each face at the time of testing. Letters progress in a counterclockwise order (i.e. 
East A, East B,…East F, North A, North B, …). Transverse reinforcement is present in two 
different configurations. The top half of the column contains #13M hoops configured as shown 
in Fig. 5.6 with cover specified at 3.8 cm. The defect around a single steel reinforcing bar is 
created by wrapping thin plastic sheets around the bar at location East-B. The thickness of the 
defect was not measured prior to concrete casting. The length of the defect was inferred to be 19 
cm from the photos of the as-assembled steel layout taken prior to concrete casting shown in Fig. 
5.8. 
5.3 Peripheral NDT Methods 
Prediction of resonant frequencies based on the temporal superposition model formulas 
requires knowledge of specimen geometry and longitudinal plane wave speed 𝑐𝐿. Specimen 
geometry in the reduced-scale specimens is less variable given their simple design and ease of 
construction, as well as being easily verifiable given that the reinforcing bar is exposed at both 
ends. Construction of the full-scale specimen is more likely to result in as-built details that vary 
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from those specified in construction drawings, and therefore, additional geometric 
characterization using peripheral NDT is needed to increase the confidence in the as-built 
location and cover depths of reinforcing bars.  
5.3.1 L-wave Speed Measurement 
To obtain an estimated value for 𝑐𝐿 and verify construction geometry, peripheral NDT 
methods are applied to the specimens prior to IE testing. In the reduced-scale specimens, 
longitudinal wave speed is measured by measuring the interval between arrival times of the 
longitudinal wavefront according to ASTM C1383-04 using the two-transducer unit designed 
and sold by Impact Echo Instruments shown in Fig. 5.11(a). Ten tests were performed at the 
quarter, half, and three-quarter spans of the specimen for a total of 30 records on each specimen. 
Averages of the measurements for each specimen are given in Table 5.1, and range from 
approximately 4,000 m/s to 4,500 m/s. In the full-scale specimen, 𝑐𝐿 is estimated using the 
Ultrasonic Pulse Velocity (UPV) method (Naik et al. 2004). UPV tests are performed at five 
locations as shown in Fig. 5.6. The test locations are selected to minimize both the path length of 
the pulse and the effects of reinforcing steel. This configuration yields an average longitudinal 
wave speed of 4,414 m/s with a coefficient of variation of 0.0002.  
5.3.2 As-Built Geometry Characterization 
In both reduced- and full-scale specimens, a Proceq Profometer 5 eddy-current cover meter 
(ACI 2013) is used to verify the location of reinforcement and measure the depth of cover 
concrete. Cover depths in the reduced-scale specimens are found to be both precise and accurate 
to construction specifications of 5.1 cm. In the examination of the full-scale specimen, 
measurements were performed by moving the antenna perpendicular to the direction of the 
reinforcing bar until the unit indicated the presence of a reinforcing bar. When the presence of 
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the bar was indicated, the location was noted using chalk on the surface of the specimen and the 
cover depth reading was recorded. This procedure was performed in the top half of the column at 
four locations for each longitudinal bar, with each location selected to be the midpoint between 
steel hoops. Fig. 5.10(a) shows student worker Kaijun Zhu performing the eddy-current cover 
meter test on the East face of the specimen. The averages and coefficients of variation (C.o.V.) 
from the four samples are reported in Table 5.2. Average cover depth measurements vary 
between 4.4 cm and 5.6 cm. Using the cover depth measurements, 𝑓𝑏𝑎𝑟 is predicted by the 
temporal superposition model by Eq. (3.32) and Eq. (3.33) to be between 23.5 and 27.8 kHz. A 
chalk line was used to mark the approximate location of the reinforcing bar, and scanning grids 
were marked with chalk over the approximate apex of the steel bar as shown in Fig. 5.9(a). The 
locations of reinforcing bars on the East face were confirmed using the MIRA Tomographer, a 
multiple-source impetus and sensing mechanical disturbance technique that uses a dry-coupled 
shear wave transmitting and receiving transducer array to produce and record mechanical 
disturbance and reconstructs internal images via SAFT. Fig. 5.10(b) shows student worker Chun 
Wang using the MIRA Tomographer on the East face of the specimen. 
5.4 IE Testing Procedure 
5.4.1 Instrumentation 
For the reduced-scale specimens, IE testing is performed using a commercially available pre-
assembled testing system sold by Impact-Echo Instruments shown in Fig. 5.11(a). The impactor 
used in these experiments is a solid steel sphere with a diameter of 0.63 cm attached to a flexible 
rod. Using Eq. (3.11) and Eq. (3.30), the highest observable frequency is predicted to be 46.1 
kHz. The out-of-plane response is recorded using the pistol-grip piezoelectric displacement 
transducer that requires pressure applied by the operator to maintain contact with the testing 
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surface when recording the response. During testing, the specimen is supported by elevated 
wooden blocks under 2.5 cm of its longitudinal ends. The impact location is inherently 
inconsistent, but 𝑟𝑖−𝑟 is easily kept in a range between 3 cm and 4 cm from the measurement 
point of the sensor. This impact-receiver distance violates the “general rule” of Sansalone and 
Streett (1997) that is noted in subsection 3.8, though we will show the rule to be invalid in this 
case. Signals are digitized with 2048 samples at a sampling interval of 1 μs, resulting in a 
resolution in the frequency domain of 0.488 kHz. Signals were recorded using a laptop computer 
with Impact-E software provided with the system sold by Impact-Echo Instruments. 
In the testing of the full-scale specimen, an assemblage of commercially available parts 
shown in Fig. 5.11(b) is used to perform IE tests. The impactor used in these experiments is a 
solid steel sphere with a diameter of 0.56 cm. Using Eq. (3.11) and Eq. (3.30), the highest 
observable frequency is predicted to be 51.9 kHz. The out-of-plane response is recorded using an 
accelerometer that is adhesively attached to the concrete surface as shown in Fig. 5.9(b) and 
requires constant current from a signal conditioning box to output a voltage response. This 
sensor differs from that used to record the responses from the reduced-scale specimens. The 
accelerometer is preferable to the pistol grip transducer as it was found by the operator to be less 
bulky and allowed for more rapid testing. The smaller size of the accelerometer allows for an 
impact aiming point that is nearer to the sensor. Impacts were consistently made between 2 cm 
and 3 cm from the sensor location. This impact-receiver distance places the experiment on the 
edge of validity given the “general rule” of Sansalone and Streett (1997) that is noted in 
subsection 3.8, though we will show the rule to be invalid in this case. Signals are digitized by a 
16-bit data acquisition circuit board with 2048 samples at a sampling interval of 1 μs, resulting in 
96 
 
the resolution in the frequency domain of 0.488 kHz. Signals were recorded using a laptop 
computer with National Instruments LabVIEW software. 
5.4.2 Testing Procedures 
To examine the change in the response at varying locations on the specimen, the sensor was 
moved in 2.54 cm intervals along the length of the bar in a scanning procedure. Tests are 
performed with both the aiming point for the impact and displacement sensor positioned directly 
above the estimated apex of the bar. The signals from 10 IE tests that are performed at each 
location were recorded to assess the inherent variability of tests that are intended to be identical. 
The results of a single IE test may be displayed as a frequency spectrum in which the processed 
amplitude is plotted as a function of frequency. Scanning results may be displayed as a colormap 
where the processed amplitude is plotted as a function of both frequency and location. In this 
dissertation, these colormap images are called IE frequency-domain B-scans, and the location 
label on these plots is in reference to the constant location of the sensor.  
Adjacent impact-echo tests are performed along a partial length and above the approximate 
apex of each bar. Additionally, scans are performed at an offset of 0.64 cm and 1.27 cm from the 
apex on specimens S2 and S3 to explore how the responses are altered by a poor assessment of 
steel reinforcing bar location. Ten tests are performed at each test location to attain a sense of the 
uncertainty involved in this application of impact-echo testing. To demonstrate the typical 
features of IE signals, Fig. 5.12(a) shows a typical impact-echo signal for the reduced scale 
specimens with voltage (proportional to displacement) plotted as a function of time. This 
depiction is commonly referred to as a temporal acceleration A-scan. Three distinct behaviors 
may be observed within the sampling period. The first is a pre-trigger delay characterized by a 
near-zero voltage measurement. The pre-trigger delay is immediately followed by the second 
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behavior, a large negative voltage attributed to the passing of the surface wave past the sensor. 
The third behavior is the vibration response, which is the longest portion of the record and 
contains the most valuable information. To better view the record of the surface wave in the 
early portion of the signal, Fig. 5.12(b) shows the same record as 5.12(a) restricted to the interval 
[100 μs, 270 μs]. For transparency, Fig. 5.12(c) and Fig. 5.12(d) show a typical impact-echo 
signal for the full scale specimens with voltage (proportional to acceleration) plotted as a 
function of time. The same features are observed in the acceleration signal from the full-scale 
specimen as in the displacement signal from the reduced-scale specimens. 
5.5 Methodology for Interpreting IE Results 
In general, locating defects requires a certain level of confidence in the indicators of both the 
presence and absence of a defect. In large, monolithic structures, there may be relatively few 
paths along which the impact-generated disturbance can return to the measurement point in a 
manner that creates a measureable resonance during the measurement period of IE. This means 
that there are fewer geometric features that can result in resonances, and therefore, fewer features 
to which an observed IE resonance frequency may be attributed. The detection of defects around 
steel reinforcing bars increases the intricacy of the dynamic behavior underlying the measured IE 
response. This means that the measured response can be influenced by several parameters, which 
may result in reduced confidence in certain indicators. With regard to the testing of the full-scale 
specimen, we approach the interpretation of the results under the assumption that the monolithic 
nature of the specimen limits the resonance formation to that resulting from the presence of the 
steel reinforcing bar below the impact, and that no other internal features produce consistently 
measureable resonances. We test this assumption by examining the results of IE scans performed 
at locations where longitudinal reinforcing bars are not present. In the reduced-scale specimens, 
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we assume that the influence of external boundaries plays a role in further complicating the IE 
response. Therefore, we now establish a method for additional verification of a link between the 
presence of a well-bonded reinforcing bar and a peak frequency predicted using the temporal 
superposition model. 
To enhance the confidence in the indication of the absence of a defect in the IE results, which 
we term the defect-absent indicator (DAI), in the reduced-scale specimens, we perform a modal 
estimation for two specimens with the dimensions of our reduced-scale specimens, one of which 
is a solid concrete prism (labeled as V2), and the other a concrete prism with a reinforcing bar 
placed in accordance with the reduced-scale specimen geometry (labeled as V1). Comparing the 
excited mode shapes of these two specimens allows for the direct observation of the spatial 
dynamic behavior that is altered by the presence of the steel reinforcing bar, rather than simply 
relying on the observed frequencies. Estimating the mode shape requires time history data from 
several locations within a specimen. To avoid the need for multiple external sensors or to embed 
internal sensors in laboratory specimen, the FE method is used to simulate IE scans of virtual 
specimens and data from multiple nodes throughout the model can be used to estimate the mode 
shapes. 
FE analysis is performed using ABAQUS 6.13 software. Mesh generation is performed using 
NetGen. All materials are modeled as homogeneous, elastic, and isotropic. Concrete is modeled 
with a longitudinal wave speed equal to 4,400 m/s, Poisson’s ratio equal to 0.20, and weight 
density equal to 2,320 kg/m
3
. Steel is modeled with longitudinal wave speed equal to 5,850 m/s, 
Poisson’s ratio equal to 0.30, and weight density equal to 7,800 kg/m3. We approximate the 
pressure applied to the specimen as a result of impact according to the Hertz law of contact for a 
spherical steel body impacting the plane surface of a concrete specimen (Goldsmith 1960). Such 
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an impact is a pressure load with time dependent area of application and amplitude. Given a ball 
diameter for the impactor of 0.6 cm, the pressure resulting from an impact with contact time 
assumed to be 25 μs is exerted over a circular area with a radius of at most 0.03 cm. If the mesh 
size is much larger than that of the pressurization area and the center of the impact is collocated 
with an FE node, the work equivalent loads used to distribute pressure forces to FE nodes will be 
negligible away from the impacted node. This means that the impact may be simulated by a point 
load with an amplitude that is equal to the total load derived from the Hertz pressure and a half-
sine time history. Under the assumption that the impact may be represented by a single point 
load, we reduce the mesh size until refinement is observed at a maximum mesh size of 0.635 cm, 
which is an order of magnitude greater than the radius of pressurization. All FE-simulated IE 
frequency-domain B-scan results are displayed as the transfer function amplitude computed 
using the applied forcing function and the displacement response. 
Determination of both the DAI and the effects of applied signal processing on the DAI 
requires a simultaneous investigation. Identification of the DAI in IE data is made clearer by the 
performance of signal processing techniques. At the same time, the effects of the signal 
processing techniques on the DAI cannot be assessed without a clear definition of the DAI. In 
this dissertation, we first define the DAI under the assumption that the signal processing 
techniques should be implemented, given that they can be reasonably justified (i.e. computation 
of the STF amplitude is necessary to normalize for the effects of variable impact force, and 
removal of the R-wave increases the relevant information in IE test results). Then, we 
progressively apply the signal processing techniques to the unprocessed data from one of the 
reduced-scale specimens to show the effects of signal processing on the IE frequency-domain B-
scan. 
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5.6 Identifying the Defect-Absent Indicator in Reduced-scale Cross-sections 
As we have noted, external boundaries are likely to influence the impact-resultant dynamic 
behavior of the reduced-scale specimens. To simplify the current analysis, we wish to focus on 
the dynamic behavior that is not influenced by the longitudinal ends of the specimen. To 
investigate this influence, Fig. 5.13(a) shows the FE-generated IE frequency-domain B-Scan 
results for specimen V1, which contains a reinforcing bar and no defects. Tests performed near 
the longitudinal ends of the specimen produce results that clearly differ from those resulting from 
tests performed in the center of the specimen. To identify the outliers for which IE results are 
most dependent on proximity to the longitudinal boundaries so that they are removed from 
further analysis, Fig. 5.13(b) shows the average correlation coefficient for the amplitude 
spectrum at each location and all other amplitude spectrums. Five distinct outliers are identified 
as noted in the figure and the tests performed in the corresponding regions are not considered in 
further analyses. 
In an initial attempt to identify the DAI in the reduced-scale specimens that is representative 
of the DAI in the full-scale specimens, Fig. 5.14 shows the FE-simulated and laboratory-
performed IE frequency-domain B-scans for V1, V2, S1 (labeled as RSc for “Reduced-Scale”), 
and location West-D on the full-scale specimen (labeled as FSc for “Full-Scale”). As amplitudes 
for the virtual specimens are computed from known inputs in units of force (N) and outputs in 
length (cm), the transfer function amplitude units are given in cm/N. The procedure for 
computing the simulated transfer function from experimental results yields dimensionless 
simulated transfer function amplitudes. Fig. 5.14 (V1) and (V2) show similar high amplitude 
features with slight variations in frequency. Using the assigned value for 𝑐𝐿 in conjunction with 
the temporal superposition model prediction formulas, cross-sectional vibration frequencies are 
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predicted at 16.2 and 32.5 kHz. Similarly, specimen V1 is projected to resonate at 26.0 kHz due 
to the presence of the steel reinforcing bar. The highest-amplitude modes in both V1 and V2 
resonate at just below 20 kHz, which is higher than the predicted value. Additionally, we observe 
a significant resonance at just under 15 kHz in both specimens, as well as a few notable 
resonances above 25 kHz. A resonance at approximately 26 kHz, corresponding to the presence 
of the reinforcing bar, is not clearly visible in the B-scan data from V1.  
Further comparison between V1 and RSc can be used to assess the degree to which the FE 
models, and their underlying assumptions of material behavior, are representative of the IE tests 
on the real specimens. The average value of 𝑐𝐿 in RSc was measured at 4,352 m/s, resulting in 
reverberation-based modal frequency predictions of 16.1 and 32.1 kHz, and 25.5 kHz due to the 
presence of the reinforcing bar. Outside of the defect location, Fig. 5.14 (RSc) shows similar 
resonances to those of Fig. 5.14 (V1) at just under 20 kHz and under 15 kHz. There is some 
evidence of a resonance at just over 25 kHz that may correspond to the presence of the 
reinforcing bar. 
A final comparison can be made between RSc and FSc to determine the degree to which the 
IE testing of RSc is representative of a full-scale specimen. The reinforcing bar examined in FSc 
has a nominal diameter of 2.9 cm and a measured cover depth of 4.9 cm. Therefore, FSc is 
projected to resonate at 26.0 kHz due to the presence of the steel reinforcing bar. The B-scan of 
FSc shows relatively high amplitudes over a broad range between 15 and 30 kHz, with little 
evidence of well-defined peaks along the total length of the scan. Based on the evidence 
available in the black and white B-scan images, the RSc data do not seem to be viably 
representative of the FSc data.  
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Rather than end the analysis with this conclusion, it is important to first acknowledge the 
limitations of analyzing IE frequency-domain B-scans using only the colormap data. 
Interpretation of colormaps can be somewhat subjective due to the personal abilities of the reader 
to distinguish between the colors used to scale the plot. If the resonance of interest is of much 
greater amplitude than the secondary observed resonances, colormap variation may be sufficient 
for accurate interpretation. However, in the detection of defects around steel reinforcing bars, 
Fig. 5.14 shows that lower amplitude frequencies may be important to the investigation, and 
additional methods for displaying data are necessary. 
To reduce subjectivity in the analysis of the IE frequency-domain B-scans, Fig. 5.15 shows 
the amplitude averages, and corresponding standard deviations, across all defect-absent locations 
for V1, V2, RSc, and FSc. The advantages of including this companion plot in the analysis are 
immediately clear from the comparison of Fig. 5.15 (V1) and Fig. 5.15 (V2), where the lower 
amplitude resonances that are consistently excited along the length of the specimen can be easily 
identified without being obscured by the dominant resonance. Resonances of interest are labeled 
using the specimen label and a subscript. V1 and V2 display sets of similarly resonant modes just 
under 15 kHz (V11 and V21) and just under 20 kHz (V12 and V22). At just above 25 kHz, IE 
results from V1 display a broad amplitude peak V13, which is significant due to its similarity 
with the predicted frequency of 26.0 kHz due to the presence of a steel reinforcing bar. However, 
V2 displays a notable peak labeled V23 at just over 25 kHz. Though similar in frequency, V23 is 
much narrower than V13. 
The resonance V13 occurs at a frequency that is in good agreement with the temporal 
superposition model prediction, and is broadband in profile, which agrees with the observations 
of Cheng and Sansalone (1993) regarding resonances that result from the presence of steel 
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reinforcing bars at the location of IE testing. However, the observation of V23 would suggest 
some modal behavior that is inherent to the cross-section at these frequencies. Therefore, the 
analysis to this point, which only considers resonant frequencies, is limited in its ability to 
distinguish V13 as the DAI in IE testing of these specimens, and not the formation of a cross-
sectional mode. To investigate the similarity of V13 and V23, we estimate the cross-section mode 
shapes 𝜑𝑗(𝑥1, 𝑥2) resulting from impact using the phase 𝛼𝑗-adjusted Fourier amplitudes 𝐴𝑗 
according to: 
 𝜑𝑗(𝑥1, 𝑥2) = 𝐴𝑗(𝑥1, 𝑥2) exp[𝛼𝑗(𝑥1, 𝑥2)] (5.1) 
where 𝑗 is the index of the discrete frequency. Fig. 5.16 shows the estimated mode shapes for all 
labeled modes in Fig. 5.15 (V1) and (V2). The similarly resonant pairs of modes (V11, V21) and 
(V12, V22) are also vibrating with indistinguishable mode shapes, which is strong evidence that 
these vibration patterns are linked to the cross-section of the specimen. In contrast, the mode 
shapes of the broad range of frequencies that compose V13 are more distinguishable from that of 
V23. This indicates that the presence of the reinforcing bar has altered the vibration pattern, and 
is further evidence that V13 is the DAI in the reduced-scale specimens. 
Having confidently identified the DAI, we return to Fig. 5.15 and make a comparison 
between the IE frequency-domain B-scans of V1 and RSc to assess the validity of the FE models 
in representing the dynamic behavior of the reduced-scale specimens. The procedure for 
computing the STF amplitude produces results from RSc that agree with the profile of the 
spectra obtained from V1, but the amplitude values disagree by several orders of magnitude. 
Because the relative values of the transfer function amplitudes do not play a role in the analysis, 
this disagreement is inconsequential. Each labeled mode in V1 (V11, V12, and V13) has a 
similarly resonant companion mode in RSc (RSc1, RSc2, and RSc3). Higher frequency 
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resonances above V13 are not observed in RSc. From the B-scan data in Fig. 5.14 (RSc), we 
observe a break in the horizontal line at the DAI at the location of the defect, indicating some 
ability to differentiate the location of defects using IE. Fig. 5.15 (FSc) is much more informative 
than its colormap counterpart, showing three distinct peaks (FSc1, FSc2, and FSc3) that form the 
broad frequency band of the resonance in the IE testing results from the full-scale specimen. The 
frequency of FSc3 is 25.9 kHz, which is in good agreement with the prediction of the temporal 
superposition model. 
5.7 Qualitative Effects of Signal Processing Techniques 
The effects of the included signal processing techniques can be observed by examining how 
their application alters the IE frequency-domain B-scans obtained from the testing of one 
representative specimen. We make the comparison using specimen S3, wherein a defect is 
present between 30.5 cm and 50.8 cm. To demonstrate the effects of computing the STF 
amplitude, Fig. 5.17 shows (a) the average unprocessed (Voltage amplitude proportional to 
Displacement amplitude) frequency-domain B-scan and (b) the average STF amplitude 
frequency-domain B-scan. The unprocessed B-scan displays the effect of variable impact 
parameters in what appears as vertical stripes in the image. Variable impact force and location 
are yielding variation in the amplitude of the subsequent vibration. After the computation of the 
STF amplitude displayed in Fig. 5.18(b), the vertical striping is less visible. Also, the horizontal 
lines that indicate excited resonance along the length of the scan are more consistent after the 
computation of the STF. This means that the negative effects of impact variability have been 
somewhat neutralized. 
To examine the effects of removing the first pass of the surface pulse from the displacement 
record, Fig. 10 shows (a) the average STF amplitude B-scan with the surface pulse record intact 
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and (b) the average STF amplitude B-scan with the surface pulse record removed. Due to the 
interference of the dominant frequency at just under 20 kHz when interpreting IE frequency-
domain B-scans, the frequency range is restricted to isolate the lower amplitude resonance at 
approximately 26 kHz. When the surface pulse record is left intact in the displacement signals, 
there does not appear to be a single horizontal line that indicates the consistent excitation of a 
single resonance when the defect is absent. Upon removal of the surface pulse, the relatively 
high amplitude indications begin to form a more distinct horizontal line between 25 and 27 kHz. 
5.8 Conclusion 
In this chapter, we detail the design of laboratory experiments performed in this research 
effort. Designs for both reduced-scale and full-scale specimens are presented. The need for 
peripheral NDT methods is justified. The results of longitudinal plane wave speed assessments 
are summarized. The process and results of eddy-current-based reinforcing bar location and 
cover depth measurement are reported. Physical testing procedures for IE scanning are detailed, 
including instrumentation, software, and scanning procedures. Typical signals are displayed and 
the features pertinent to the employed signal processing techniques are identified. We present a 
methodology for interpreting IE results by identifying the defect-absent indicator (DAI) in the IE 
frequency-domain B-scan. In the full-scale specimen, we assume that we may identify the DAI 
in the absence of other deliberate defects because the reinforcing bars are the only features that 
cause the impact-generated disturbance to form a detectable resonance in the full-scale specimen. 
We present the results of a finite element simulation study that shows the DAI suggested by the 
temporal superposition model in the IE frequency-domain B-scan of the reduced scale specimens 
is specifically attributable to the presence of a steel reinforcing bar in the geometry. With the 
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DAI confidently identified, additional signal processing techniques are justified and their 
positive effects are demonstrated.  
5.8.1 Laboratory and Field Testing Recommendations 
With regard to the two testing systems used to collect data in this study, use of the 
accelerometer in place of the displacement transducer is preferred by all operators due to the lack 
of a need to maintain applied pressure for contact. Implementation of IE in this manner removes 
any effects of variable pressure on the sensor and allows for more rapid testing of the specimen. 
More modern non-contact motion sensing is commercially available for IE testing. However, the 
use of non-contact sensing is not included in this study. With regard to the analysis of IE test 
data using the IE frequency-domain B-scan, removing the first pass of the surface pulse and 
computing the STF are found to be advantageous signal processing techniques for the qualitative 
analysis of IE testing data. Though current procedures for computing the STF amplitude 
produced agreement between FE and real IE tests in the amplitude profile below the cutoff 
frequency, we observed a significant, though inconsequential, difference in the amplitudes of 
results obtained from the two different methods. Additionally, companion plots to the IE 
frequency-domain B-scans that may be interpreted without the subjectivity of a colormap are 
critical to IE investigations. 
5.8.2 Analysis of Baseline Response 
In the reduced-scale specimens, the temporal superposition model prediction for the DAI is 
confirmed by showing that the corresponding estimated mode shape is distinctly altered by the 
presence of a reinforcing bar. The frequency of the DAI agrees with the empirically calibrated 
temporal superposition model prediction. The DAI in the reduced-scale specimens is absent in 
the presence of a defect in the laboratory specimen. In the full-scale specimen, the IE data exhibit 
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a broad-band spectrum with one or more distinct peaks. Of these peaks, the one exhibiting the 
highest frequency is in good agreement with the prediction of the temporal superposition model. 
The presence of a prominent resonance indication that is shown to be dependent on the cross-
sectional geometry in the reduced-scale specimens interferes with the observation of the band of 
similarly resonant indications predicted by the literature.  
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5.9 Tables 
Table 5.1. Construction details and average L-wave speeds for reduced scale specimens 
Specimen Label Reinforcing Bars Defect Length 
[cm] 
Average Defect 
Thickness [cm] 
Average L-wave 
Speed [m/s] 
S1 1 20.32 0.013 4349 
S2 1 20.32 0.019 4230 
S3 1 20.32 0.025 4352 
S4 1 20.32 0.318 4074 
S5 1 10.16 0.025 4422 
S6 1 5.08 0.025 4569 
D1 2 20.32 0.013 4428 
D2 2 20.32 0.025 4464 
D3 2 10.16 0.025 4522 
D4 2 5.08 0.028 4392 
 
Table 5.2. Cover depth measurement results for full-scale specimen 
Face Bar 
Average Cover 
Depth [cm] 
C.o.V. Face Bar 
Average Cover 
Depth [cm] 
C.o.V. 
East 
A 4.420 3.4% 
West 
A 5.639 1.7% 
B 4.496 4.1% B 5.029 1.9% 
C 4.801 4.6% C 4.978 2.0% 
D 4.851 4.0% D 4.877 6.2% 
E 5.055 3.8% E 5.588 2.3% 
F 5.131 2.5% F 5.683 3.8% 
North 
A 5.537 4.3% 
South 
A 5.658 4.6% 
B 4.648 2.2% B 4.724 1.1% 
C 4.851 3.6% C 5.055 4.8% 
D 5.182 1.9% D 5.613 3.0% 
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5.10 Figures 
 
Fig. 5.1. Plan, longitudinal, and cross-section geometry of specimens with small-scale cross-
section and a single reinforcing bar. Defect thickness Td is exaggerated for illustration purposes. 
 
Fig. 5.2. Plan, longitudinal, and cross-section geometry of specimens with small-scale cross-
section and two reinforcing bars. Defect thickness Td is exaggerated for illustration purposes 
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Fig. 5.3. A reinforcing bar in the formwork prior to concrete casting and (b) a close-up image of 
the bar and the applied rubber coating 
 
Fig. 5.4. Photos of (a) curing conditions and (b) testing conditions for the reduced-scale 
specimens 
 
Fig. 5.5. Photo of chalk scanning grid on reduced-scale specimen D4 
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Fig. 5.6. Profile construction drawing for the full-scale column specimen with UPV test locations 
noted 
 
Fig. 5.7. Cross-section construction drawing for the full-scale column specimen with reinforcing 
bar labeling system as noted 
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Fig. 5.8. Photos of as-assembled steel reinforcement layouts 
 
Fig. 5.9. Photos of (a) chalk scanning grid and (b) adhesively attached accelerometer on full-
scale specimen South face 
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Fig. 5.10. Student workers performing reinforcement bar location and cover depth measurement 
using (a) eddy-current covermeter and (b) dry-coupled shear wave transducer 
 
Fig. 5.11. IE testing systems: (a) a commercially available pre-assembled testing system sold by 
Impact-Echo Instruments used for testing reduced-scale specimens and (b) an assemblage of 
commercially available parts used for testing the full-scale specimen 
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Fig. 5.12. Typical impact-echo signals recorded from (a,b) reduced-scale experiments and (c,d) 
full-scale experiments. Units of Voltage were not given by data acquisition program. 
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Fig. 5.13 (a) FE-generated IE frequency-domain B-Scan results for a concrete prism with a 
reinforcing bar that is placed as depicted in Fig. 5.1 and (b) the corresponding average 
correlation coefficient for the amplitude spectrum at each location and all other amplitude 
spectrums with outliers noted 
 
Fig. 5.14 FE-simulated and laboratory-performed IE frequency-domain B-scans for V1, V2, a 
laboratory reduced-scale specimen labeled RSc (Fig. 1, 𝐿𝑑 = 20.3 cm, 𝑇𝑑 = 0.025 cm,), and one 
defect-absent location (East A) on the full-scale specimen labeled FSc 
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Fig. 5.15 The amplitude averages, and corresponding standard deviations, across all defect-
absent locations for V1, V2, RSc, and FSc  
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Fig. 5.16 The estimated mode shapes for all labeled modes in Fig. 5.15 (V1) and (V2) 
 
Fig. 5.17 IE frequency-domain B-scans from specimen with reduced-scale cross-section showing 
(a) the unprocessed B-scan and (b) the STF amplitude B-scan 
 
Fig. 5.18 IE frequency-domain B-scans from specimens with reduced-scale cross-sections 
showing the average STF amplitude with the surface pulse record (a) intact and (b) removed 
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CHAPTER 6: ANALYSIS OF IMPACT-ECHO SCAN DATA 
 
6.1 Introduction 
The IE data obtained from the experimental program presented in Chapter 5 are now used to 
assess the efficacy of IE for detecting defects around steel reinforcing bars in concrete structures. 
Qualitative analysis of the IE frequency domain B-scans offers some useful information on 
defect locations. However, variability in the IE test data has encouraged the development of a 
probabilistic procedure for distinguishing between indications of the presence or absence of 
defects. This procedure, involving the application of a threshold value to the indicative simulated 
transfer function (STF) amplitude measurements, is detailed and calibrated using the results from 
the reduced-scale specimens. Then, a standard presentation of IE data for each specimen scan is 
established and presented. Using the standardized presentation, comparisons are made to 
establish relative likelihoods of defect detection given varying defect lengths and thicknesses in 
the reduced-scale specimens. Additionally, scans performed at regular offsets from the centerline 
of the steel bar are examined to investigate the accuracy required in the process of locating 
reinforcing bars in full-scale structures. Finally, the scans of the full-scale specimens at defect-
absent and defect-present locations are analyzed to determine whether or not this portion of the 
experiment is sufficient to assess the efficacy of IE for detecting defects around steel reinforcing 
bars in field structures. 
6.2 Probabilistic Thresholding Procedure 
Our approach to the probabilistic analysis of data obtained using IE in an attempt to detect 
defects around steel reinforcing bars is to apply an optimized threshold to the measured STF 
amplitude values of the defect-absent indicator (DAI). Measurements above the applied 
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threshold contribute to an indication of the absence of a defect, and vice versa. Using the data 
that is obtained from the specimens with reduced-scale cross-sections, the threshold value is 
optimized by examining the resulting empirical true- and false-detection probabilities. We first 
examine the empirical cumulative distribution functions (ECDFs) for the STF amplitudes of IE 
tests performed in the absence and in the presence of defects. Next, we examine the Receiver 
Operating Characteristics (ROC) curve developed using the ECDFs. The optimal threshold is 
applied to the IE results to show the resulting defect indications for the specimens with a 
reduced-scale cross-section. Then, we examine how grouping data from adjacent tests alters the 
detection likelihoods. 
6.2.1 Establishing Empirical Cumulative Distribution Functions 
The first step in the probabilistic optimization of the threshold is to determine the 
distributions of the random variable STF amplitude, 𝐴, for the two distinct event conditions of: 
ND:  Location of IE test corresponds to No (planned) Defect 
D:   Location of IE test corresponds to (planned) Defect 
To illustrate the correspondence between the location of IE tests and defect conditions, Fig. 6.1 
shows three placements of IE tests on the vertical longitudinal cross-section of a reduced-scale 
specimen. In placement 1, the impact-generated disturbance will only interact with a defect-
present section of the reinforcing bar between the impact and sensor locations. IE tests from such 
placements are classified as condition D. In placement 3, the impact-generated disturbance will 
only interact with a defect-free section of the reinforcing bar between the impact and sensor 
locations. IE tests from such placements are classified as condition ND. In placement 2, the 
impact-generated disturbance will interact with both defect-present and defect-free sections of 
the reinforcing bar between the impact and sensor locations. As this interaction is anticipated to 
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alter the bonded-bar indication, we classify IE tests from such placements as condition D. For a 
set of 𝑛 ascending STF amplitudes {𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑛} and a given condition, the conditional 
ECDF 𝐹(𝑎𝑖|𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) is evaluated by: 
 𝐹(𝑎𝑖|𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) = 𝑃(𝐴 ≤ 𝑎𝑖|𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  
𝑖
𝑛
. (6.1) 
Fig. 6.2(a) shows the STF amplitude measurements as a function of location for specimen S3. 
Fig. 6.2(b) shows the conditional ECDFs from IE testing of specimen S3. Both plots in Fig. 6.2 
show that the STF amplitudes measured at the location of the defect are generally, but not 
absolutely, lower than those obtained from the defect-free regions. 
In the course of experiments on the six laboratory specimens, STF amplitudes at the bonded-
bar indicating frequencies from defect-free regions are obtained from each sample. Grouping 
these individual samples into one composite sample for the defect-free condition is likely to 
decrease the statistical uncertainty in the ECDF. Individual samples from regions containing a 
defect may not be as convincingly grouped, given that each specimen contains a defect with 
varying geometry, and therefore, a potentially varying distribution. To examine how the 
component ECDFs compare with the composite ECDF, Fig. 6.3(a) and Fig. 6.3(b) show the six 
components and the composite grouping for the conditions of ND and D, respectively. As shown 
in Fig. 6.3(a), the component ECDFs given condition ND agree with the composite ECDF in 
shape, though the contributions from specimen S1 and S4 can be seen as two outliers. Because 
the sample from specimen S1 contains an outlying number of low values, the composite ECDF is 
an overestimate of the S1 component ECDF. Similarly, the outlying number of high values in the 
S4 sample means that the composite ECDF is an underestimate of the S4 component ECDF. We 
have been unable to explain the reasons behind the outlying results. 
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Despite the variation in defect geometry, Fig. 6.3(b) shows that the ECDFs given condition D 
also show good agreement with two outliers. The sample from specimen S1 is again 
overestimated by the composite ECDF. Given that S1 contains the thinnest defect in this study, 
and defect-free samples correspond to high STF amplitude values, it is surprising that S1 would 
yield the lowest STF amplitude values. From this observation, as well as the general agreement 
among four of the other six condition D distributions, we conclude that the defect thicknesses for 
all samples examined in this study are likely indistinguishable using IE. Additionally, the sample 
from S6 varies in distribution magnitude and form when compared with the composite sample. 
Specimen S6 contains the shortest defect, and therefore the corresponding sample size is the 
smallest one to be included in the composite grouping. Therefore, among the six samples, the 
realization of STF amplitude values drawn from the true underlying distribution of S6 is most 
likely to be an outlier. It is, however, a real component of the data and should be included in the 
composite ECDF for condition D, and due to its small sample size, will have the smallest effect 
on the composite ECDF. In this dissertation, the threshold optimization will be explored using 
both the component and composite ECDFs. 
6.2.2 Threshold Optimization 
The optimal threshold can be determined by maximizing the probability of true-detections 
and minimizing the probability of false-detections. Based on a threshold value 𝑎𝑇, two more 
events are defined as: 
ID: Indicating Defect, a given realization 𝑎 is less than the threshold value 𝑎𝑇 
and 
NID:  Not Indicating Defect, a given realization 𝑎 is greater than the threshold value 𝑎𝑇. 
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Because 𝑎𝑇 could be any realization of the random variable 𝐴, the empirical true-detection 
probabilities can be evaluated using the previously established conditional ECDFs as: 
 𝑃(𝐼𝐷|𝐷) = 𝑃(𝐴 ≤ 𝑎𝑇|𝐷) = 𝑃(𝐴 ≤ 𝑎𝑖|𝐷) = 𝐹(𝑎𝑖|𝐷) (6.2a) 
𝑃(𝑁𝐼𝐷|𝑁𝐷) = 𝑃(𝐴 > 𝑎𝑇|𝑁𝐷) = 1 − 𝑃(𝐴 ≤ 𝑎𝑖|𝑁𝐷) = 1 − 𝐹(𝑎𝑖|𝑁𝐷) (6.2b) 
and the corresponding false-detection probabilities as the complements: 
 𝑃(𝑁𝐼𝐷|𝐷) = 1 − 𝑃(𝐼𝐷|𝐷) = 1 − 𝐹(𝑎𝑖|𝐷) (6.3a) 
 𝑃(𝐼𝐷|𝑁𝐷) = 1 − 𝑃(𝑁𝐼𝐷|𝑁𝐷) = 𝐹(𝑎𝑖|𝑁𝐷) . (6.3b) 
Then a threshold can be chosen to optimize the detection probabilities by maximizing the 
quantity 𝑇(𝑎𝑇) given by: 
 𝑇(𝑎𝑇) = 𝛼𝑃(𝐼𝐷|𝐷) + 𝛾𝑃(𝑁𝐼𝐷|𝑁𝐷) (6.4) 
where α and β are importance factors that allow for increased weight on one of the true-
detections (i.e. an inspector may feel that it is more important to be conservative and place more 
weight on indicating potential defects). In this dissertation, we proceed with 𝛼 = 𝛽 = 1. Note 
that, due to their complimentary relationships, maximizing the true-detection probabilities in Eq. 
(6.4) is equivalent to minimizing the false-detection probabilities. 
The use of IE to detect defects around steel reinforcing bars may be viewed as a test of binary 
classification. A common approach to selecting a threshold for these types of tests is the 
Receiver Operating Characteristics (ROC) analysis (Greiner et. al. 2000). ROC analysis is 
visualized using a parametric plot of the true-positive detection rate vs. the false-positive 
detection rate as a function of possible threshold values. Fig. 6.4 shows the ROC plot for the STF 
amplitude data from specimen S3 shown in Fig. 6.2(a). Initial increases in the threshold value 
𝑎𝑇 yield larger increases in the true-positive detection rate as compared to the false-positive 
detection rate. The false-positive detection rate accelerates with increased 𝑎𝑇 and, at some point, 
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false-detection begins to increase at a greater rate than true-detection. A perfect binomial 
classification test is defined by a true-positive detection rate of 1 and a false-positive detection 
rate of 0, and thus, the perfect test lies on the ROC plot in the upper left-hand corner. Using the 
ROC plot, a second method for determining the optimal threshold is to select 𝑎𝑇 to minimize the 
distance 𝐿(𝑎𝑇) between the perfect test and the ROC curve that is computed according to: 
 𝐿(𝑎𝑇) = √[1 − 𝑃(𝐼𝐷|𝐷)]2 + [𝑃(𝐼𝐷|𝑁𝐷)]2. (6.5) 
In this dissertation, the optimization procedure is separately performed by both maximizing 
𝑇(𝛼𝑇) (i.e. ECDF combination) and minimizing 𝐿(𝑎𝑇) (ROC analysis). 
6.2.3 Threshold Application 
An optimized threshold value can be applied to measured STF amplitude values. We propose the 
key indicator of the relative likelihood of a defect to be the Indicating Defect ratio (IDr) of STF 
amplitudes below the threshold to the total sample size, or: 
  𝐼𝐷𝑟 =
# 𝑜𝑓 𝑆𝑇𝐹 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 <𝑎𝑇
# 𝑜𝑓 𝑆𝑇𝐹 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠
. (6.6) 
The IDr is not the probability of defect presence, as the optimization process has shown the test 
to be imperfect.  
6.3 Calibration with Reduced-scale Specimens 
To compare sample groupings and threshold optimization strategies, Table 6.1 and Table 6.2 
show the optimal threshold values and corresponding detection probabilities that are determined 
using ECDF combination and ROC analysis, respectively, for both the individual component and 
the composite samples. ECDF combination yields optimized thresholds that are greater than, or 
equal to, those determined using ROC analysis. Thus, ECDF combination strategy produces 
higher detection probabilities for defects and lower detection probabilities for defect-free 
regions. The optimized threshold values from ROC analysis generally yield more even detection 
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probabilities (i.e. there is a smaller difference in the true-detection rate of defect-present and 
defect-absent regions). For both optimization methodologies, the optimal threshold and 
corresponding detection probabilities of the composite grouping are centrally located among 
those of the components. Using threshold values that are selected based on the ECDFs of the 
composite grouping is preferable due to their reduced statistical uncertainty. The ECDF 
combination and ROC analysis optimization methods produce a similar optimized threshold for 
the composite groupings as shown in Table 6.1 and Table 6.2. Due to the presence of uncertainty 
in the exact optimization values, we believe that, for simplicity, it is not incorrect to choose a 
threshold of 1.0 as the optimal value. 
As defect size increases, we would have expected a greater difference between the STF 
amplitude values measured in defect and non-defect regions, and a lower threshold would be 
able to accurately differentiate the defect and non-defect regions. However, with respect to 
defect thickness, the optimized threshold values generally increase as defect size increases, 
contrary to expectations. However, the detection probabilities corresponding to the optimized 
threshold do not follow any trend as defect thickness is increased. This is influenced by the 
outlier status of the defect-free ECDFs for S1 and S4 as noted in Fig. 6.3(a). By comparing S3, 
S5, and S6, we observe that the optimized threshold values and corresponding true-detection 
probabilities decrease as defect length decreases. 
6.3.1 Threshold Application 
To examine the efficacy of the IDr for revealing the likely location of defects, Fig. 6.5 shows 
the IDr as a function of location using the component-sample-optimized threshold for the STF 
amplitude data of specimen S3 originally shown in Fig. 6.2. The planned location of the defect is 
shown by the shaded box in Fig. 6.5. To maintain the connection between data points and the IE 
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test, we include a single to-scale depiction of the IE test for an IDr data point at 73.6 cm. The 
dimensions of the to-scale depiction are shown in the unshaded box. The depiction of the IE test 
serves to remind the observer that a data point for a single location contains information about at 
least the preceding 3 cm interval of the specimen. The computed values of IDr range from zero 
to one. All zero values occur outside the defect region, while most, but not all, values of one 
occur inside the defect region. The lowest IDr within the defect region is just below 0.7. This 
result indicates efficacy in the detection of defects using the empirically-calibrated probabilistic 
IE technique. 
6.3.2 Altering Data Grouping for More Robust Analysis 
While the statistical uncertainty resulting from the performance of a limited number of IE 
tests can always be reduced by performing more tests, this uncertainty can also be reduced by 
grouping adjacently performed tests into a single data set. The result is that single IDr 
measurements contain information about longer portions of the test specimen. To examine how 
grouping STF amplitude measurements of adjacent tests alters the resulting IDrs, Fig. 6.6 shows 
IDr as a function of location using the component-sample-optimized threshold for the STF 
amplitude data of specimen S3 originally shown in Fig. 6.2, and the planned location of the 
defect is shown by the shaded box. Different from Fig. 6.5, the IDr values are calculated by 
grouping two, four, eight, and twelve adjacent samples into the same composite sample, as 
shown in Fig. 6.6(a), (b), (c), and (d), respectively. To maintain the connection between data 
points and the IE tests, we include to-scale depictions of the IE tests for an IDr data point at 
91.44 cm in Fig. 6.6(a) and Fig. 6.6(b). Due to the adjacent grouping, the IE test depiction for 
Fig. 6.6(a) shows that any data point in the plot is the grouping of two adjacent tests containing 
information from the preceding interval of at least 5.54 cm (one 2.54 cm interval at which the 
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sensor is moved for each point in the scan plus the minimum 3 cm distance between impact and 
sensor). Similarly, the IE test depiction for Fig. 6.6(b) shows that any data point in the plot is the 
grouping of four adjacent tests containing information from the preceding interval of at least 
10.62 cm. Each plot in Fig. 6.6 also notes the highest IDr to be the most likely defect location as 
shown in the legend. As the size of the adjacent grouping increases, the extreme IDrs are 
tempered by the reduction in statistical uncertainty and the most-likely defect locations converge 
on the planned defect location. This is best demonstrated by grouping eight adjacent tests as 
shown in Fig. 6.6(c). When the grouping size is increased to twelve adjacent tests in Fig. 6.6(d), 
the indication of a likely defect extends beyond the region of the planned defect in the specimen. 
The presentation of the IDr shown in Fig. 6.6 is the most complete display of IDr results 
developed by the author in this dissertation. However, the method of presentation in Fig. 6.6 has 
proven difficult to interpret for those less familiar with the work that is detailed in this chapter. In 
an effort to simplify the presentation of IDr results, Fig. 6.7 shows the same results that are 
shown in Fig. 6.6. However, Fig. 6.7 includes an overlay of a stair-step plot. The stair-step plot is 
developed by first identifying the highest IDr in the series and extending a horizontal line to the 
extent of the region wherein IE tests have contributed to the IDr. Then, other “steps” are chosen 
for smaller IDr values such that the interval matches the extent of the region that is represented 
by the highest IDr. IDr values that do not fall on the resulting interval are ignored in the stair-
step overlay. Fig. 6.8 shows the stair-step overlay of Fig. 6.7 with the individual IDr values 
removed. Fig. 6.8 can be used to draw conclusions that are identical to those detailed for Fig. 6.6 
in the previous paragraph. The method of presentation in Fig. 6.8 is used to make IDr-based 
conclusions in the subsequent presentation of experimental results. 
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6.3.3 Factors that Influence the Defect Detection 
This study shows that the accuracy of defect detection using this implementation of IE is 
strongly dependent on several factors, including the threshold value, the adjacent sample 
grouping number, and the length of the defect. The adjacent sample grouping number, in 
conjunction with the interval at which IE tests are performed and the impact-receiver distance, 
dictates the length of the reinforcing bar which is assessed by a specific IDr. As a result, there 
will be fewer overlapping IDrs at the initial locations of IE tests that comprise the scan. 
Therefore, any defects that may be present at the initial location of the scan are less likely to be 
detected than those defects that are well within the total scanned region.  
There may not be a single optimal value for the adjacent sample grouping number, and 
different numbers can provide complimentary information. Fig. 6.6(b) shows that the grouping 
of four adjacent samples accurately detects the defect, and that increasing the number of adjacent 
samples in the computation of the IDr to eight in Fig. 6.6(c) more accurately identifies the length 
of the defect. Ultimately, the number of adjacent samples that should be grouped together may 
depend on the length of defects that are critical to the safety of a damaged structure. However, 
this value has not been established through the application of NDT combined with a full-scale 
structural testing program. 
6.4 Data Presentation 
Each scan that is performed as part of this research effort is presented using a standardized 
set of figures for consistency and completeness. Fig. 6.9 shows the IE scan data display for 
specimen S1. Fig. 6.9 is subsequently used as the example to explain the standardized format for 
displaying scan data for the reduced-scale specimens. The figure details the specimen type, 
location of the scan line, and the as-constructed defect geometry. To display the most general 
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visualization of the scan, Fig. 6.9 (a) shows the IE frequency-domain B-scan, where the data are 
the average of STF amplitudes for each location included in the scan. “Location” in all IE scan 
data displays is the location of the motion sensor. The location is limited to those that are not 
deemed to be significantly affected by proximity to the longitudinal ends of the specimen. To 
display a general visualization of variability in the scan results, Fig 7(b) shows the coefficient of 
variation corresponding to the averages displayed in Fig. 6.9(a). To make accurate qualitative 
observations using the DAI in the reduced-scale specimens, Fig. 6.9(c) shows the same data as 
Fig. 6.9(a) with the frequency domain restricted to a range that excludes the frequencies of the 
dominant cross-sectional resonances, allowing for the rescaling of the colormap to the maximum 
amplitude value of the DAI. To identify the DAI without the subjectivity of the colormap scan 
visualizations, Fig. 6.9(d) shows the averages and standard deviations for the STF amplitude 
values at defect-absent locations as a function of frequency. For complete transparency in the 
computation of the IDr, Fig. 6.9(e) shows the STF amplitude values for the DAI, wherein the 
DAI has been defined as the frequency of the peak amplitude that is closest to the value 
predicted by the empirically corrected temporal superposition model, and includes STF 
amplitude values at discrete frequencies immediately above and below the peak amplitude. To 
link the IE scan data to the objective of the investigation, Fig. 6.9(f) and Fig. 6.9(g) show the IDr 
values as a function of location for sample groupings equal to the half and the full length of the 
defect, where an optimized threshold value of 𝑎𝑇 = 1.0 has been selected for simplicity and 
consistency with the optimal values of both optimization strategies and composite groupings. 
Defect location is indicated by the shaded box. For scans performed above defect-absent bars in 
reduced-scale specimens containing two reinforcing bars, the location of defects on adjacent bars 
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is noted as such and indicated by a shaded box. The complete set of IE scan results for the 
reduced-scale specimens are shown in Figs 6.9 through 6.30. 
Standardized displays of IE scan data from the full-scale specimen vary slightly from the 
reduced-scale specimens. Fig. 6.27 shows the IE scan data display for the full-scale specimen at 
the location of the East-A bar. Fig. 6.27 is subsequently used as the example to explain the 
standardized format for displaying scan data for the scans of the full-scale specimen. To display 
the most general visualization of the scan, Fig. 6.27(a) shows the IE frequency-domain B-scan, 
where the data are the average of STF amplitudes for each location included in the scan. The 
location is limited to those that are not deemed to be significantly affected by proximity to the 
longitudinal ends of the specimen. To display a general visualization of variability in the scan 
results, Fig. 6.27(b) shows the coefficient of variation corresponding to the averages displayed in 
Fig. 6.27(a). To identify the DAI without the subjectivity of the colormap scan visualizations, 
Fig. 6.27(c) shows the averages and standard deviations for the STF amplitude values for the 
entire scan. For complete transparency in the computation of the IDr, Fig. 6.27(d) shows the STF 
amplitude values for the DAI, wherein the DAI has been defined as the peak amplitude in the 
spectrum, and includes STF amplitude values at discrete frequencies immediately above and 
below the peak amplitude. To link the IE scan data to the objective of the investigation, Fig. 
6.27(e) and Fig. 6.27(f) show the IDr values as a function of location for sample groupings of 4 
and 8 adjacent test locations, where an optimized threshold value of 𝑎𝑇 = 1.0000 has been 
selected for simplicity and consistency with the optimal values of both optimization strategies 
and composite groupings. The complete set of IE scan results for the reduced-scale specimens 
are shown in Figs 6.27 through 6.50. The defect location is indicated by a shaded box in Fig. 
6.28. 
130 
 
6.5 Experimental Observations 
We analyze the experimental results in five distinct groups according to the objective of the 
grouped experiments. First, we examine the results of scans performed above the apex of the 
reinforcing bars in the reduced-scale specimens with a single reinforcing bar to assess the effects 
of defect length and defect thickness on the detectability of a defect using IE. Next, we examine 
the results of scans performed at a regular offset from the apex of the bar to determine the effects 
of potentially poor accuracy in locating reinforcing bars. Then, we examine the results of scans 
performed above the apex of reinforcing bars in the reduced-scale specimens with two 
reinforcing bars to determine if the conclusions drawn from the testing of specimens with single 
bars are applicable to lap-splice regions. Further, we examine the results of scans performed at a 
location away from the reinforcing bars to assess the validity of the assumption that the 
reinforcing bars are the only internal feature that yields a resonance that can be generated and 
observed using IE. Finally, we examine the results of scans performed above the apex of the 
reinforcing bars in the full-scale specimen to determine if the conclusions drawn from the testing 
of specimens with single bars are applicable to the full-scale specimen. 
6.5.1 Apex scans of reduced-scale specimens with single reinforcing bar 
Figs. 6.9 through 6.14 show the IE scan results of the apex scans of the reduced-scale 
specimens with a single reinforcing bar. The complete IE spectral B-scans (a) consistently show 
two dark indications of high-amplitude resonance that form horizontal lines between 10 and 15 
kHz and between 15 and 20 kHz. Based on the modal analysis in subsection 5.6, both of these 
resonances are attributed to modes that form as a result of the external boundaries of the cross-
section. The lower frequency cross-sectional mode between 10 and 15 kHz was not predicted by 
the empirically calibrated temporal superposition model. The higher frequency cross-sectional 
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mode between 15 and 20 kHz is consistently higher than, though relatively close to the 
fundamental mode predicted by the empirically calibrated temporal superposition model. In 
addition, the higher frequency cross-sectional mode consistently disappears at the location of all 
defects in the reduced-scale specimens containing a single bar. The DAI, which is expected at 
just over 25 kHz, is not easily observed in the complete IE spectral B-scans, as was noted in 
subsection 5.6, which further encourages the use of the frequency-limited IE frequency domain 
B-scan (c) and the average spectrum for defect-absent locations (d). The coefficient of variation 
colormaps (b) show low variability at the cross-sectional frequencies, but otherwise offer 
relatively little information. The frequency limited colormaps (c) in Fig. 6.11, Fig. 6.12, and Fig. 
6.14 consistently show two dark indications of relatively high-amplitude resonance that 
corresponds to the DAI at defect-absent locations. The frequency limited colormaps (c) in Fig. 
6.10 and Fig. 6.15 show some consistent dark indications of the DAI, and Fig. 6.9(c) shows 
almost no distinguishable evidence of the DAI at defect-absent locations. At defect-present 
locations in the specimens with 20.3-cm-long defects (Figs. 6.9 through 6.12) the DAI is 
consistently absent in the frequency limited colormaps (c), though this observation is not 
repeated for the shorter defects in Figs. 6.13 and 6.14. 
The average spectra for defect-absent locations (d) show the same indication of the cross-
sectional resonances that have already been observed in the IE frequency-domain B-scans. 
Additionally, the average spectra for the defect-absent locations (d) show a clear indication of 
the DAI in every case, though the indication in Fig. 6.9 is clearly the lowest amplitude. STF 
amplitude measurements within the DAI (e) are included for transparency, though casual 
observation in this case shows that the amplitude of the DAI is clearly reduced by the presence 
of a defect, given that the defect is of sufficient length. The IDr plots (f,g) show the highest IDr 
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for the 8-sample grouping at the defect location for S3 (Fig. 6.11g). The highest IDr for the 8-
sample grouping in specimens S1 (Fig. 6.9g) and S4 (Fig. 6.12g) are misaligned with the 
intended defect location by one scan interval of 2.54 cm, while this misalignment is two scan 
intervals in the IDr result from specimen S2 (Fig. 6.10g). We consider this to be good agreement 
between the intended defect location and the most likely defect indication for all 20.3-cm-long 
defects, but with no apparent trend regarding the thickness of the 20.3-cm-long defects. Both the 
latter and the former conclusions concur with the observations made during the calibration of the 
IDr in subsection 6.3. The location of the highest IDr in Fig. 6.13(f) and Fig. 6.13(g) is aligned 
with the intended location of the 10.2-cm-long defect in specimen S5. The largest value of the 
IDr computed for S5 is smaller relative to the maximum IDr measurements in specimens S1-S4, 
and also less distinct from the IDr measurements away from the intended defect. The 5.1-cm-
long defect in specimen S6 is poorly aligned with the high IDr computations in Fig. 6.14(f) and 
Fig. 6.14(g).  
The IDr in Fig. 6.9 and Fig. 6.13 is relatively high and greater than 0.5 at locations where no 
defect was intended. In both cases, the corresponding IE frequency-domain B-scan shows no 
evidence of a defect in the cross-sectional frequencies, though it is possible that a defect size 
exists that could alter the DAI without altering the amplitude of the cross-sectional resonances. 
No physical verification was planned during the design phase of the experiments, and therefore, 
we cannot confirm the presence of a defect at the location of these apparent false-positive 
indications. 
In general, the IE scan results of the apex scans of the reduced-scale specimens with a single 
reinforcing bar show defect length to be the key factor in determining the detectability of a 
defect, though this conclusion is only certain for the defect thickness and material used in this 
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study. Possible improvements in resolving shorter defects could be made by performing the scan 
at a shorter interval, or by reducing the impact-receiver spacing, though neither of these factors 
was studied in this research effort. 
6.5.2 Offset scans of reduced-scale specimens with single reinforcing bar 
Fig. 6.10, Fig. 6.15, and Fig. 6.16 show the IE scan results for specimen S2 with offsets of 0 
cm, 0.64 cm, and 1.27 cm, respectively. Fig. 6.11, Fig. 6.17, and Fig. 6.18 show the IE scan 
results for specimen S3 with offsets of 0 cm, 0.64 cm, and 1.27 cm, respectively. Both 
experiments in offsetting the location of the IE test from a location above the apex of the bar 
show similar results. All presented figures in this portion of the experiment show that as the 
offset is increased from 0 cm to 0.64 cm, there is little change in the observed results, though the 
indication of the DAI is somewhat reduced in the average spectra for defect-absent locations (d). 
When the offset is increased to 1.27 cm, the IE scan results show a clear change, with the results 
in Figure 6.16 and 6.18 (a-d) showing multiple resonance indications that were not present in 
smaller offsets. This is in part a result of the boundary effects playing a greater role in the 
resonance formation and the excitation of antisymmetric modes in the cross-section. The 
observation that IE responses show little to no change as the offset is increased from 0 cm to 
0.64 cm is favorable for the efficacy of IE in this application, as it indicated that there is some 
tolerance for uncertainty in the exact position of the apex of the bar and the test setup above the 
apex.  
6.5.3 Apex scans of reduced-scale specimens with two reinforcing bars 
Figs. 6.19 through 6.22 show the IE scan results for the apex scans of the defect-present bar 
in the reduced-scale specimens with two reinforcing bars. The complete IE spectral B-scans (a) 
consistently show two dark indications of high-amplitude resonance that form horizontal lines 
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between 10 and 15 kHz and between 15 and 20 kHz. These two resonance indications cannot be 
classified as cross-sectional modes as no modal analysis was performed for this geometry, 
though they do appear to be analogous to similarly resonant modes in the reduced-scale 
specimens with a single reinforcing bar. The resonance indication between 15 and 20 kHz is 
consistently disrupted at the defect-present location, though to a lesser extent than was observed 
in the IE scan results from the reduced-scale specimens containing a single reinforcing bar. No 
evidence of consistent resonance at frequencies higher than 20 kHz can be observed in the 
complete IE spectral B-scans (a). The coefficient of variation colormaps (b) show low variability 
at the resonant frequencies, but otherwise offer relatively little information. The frequency 
limited colormaps (c) do not reveal consistent resonance in the range of frequencies where the 
DAI is expected. Furthermore, the average spectra for defect-absent locations (d) do not show 
any strong evidence of the DAI at frequencies above 20 kHz, with the exception of Fig. 6.21(d) 
corresponding to specimen D3 which shows two peak amplitudes at approximately 23 kHz and 
27 kHz. The difficulty in identifying a DAI that is consistent with the results of the IE scan 
results from the reduced-scale specimens with a single reinforcing bar propagates errors into the 
computation of the IDr, in that an accurate IDr must be computed from an accurate DAI. 
Through they are likely invalid, we note little correspondence between defect location and high 
defect indications in the IDr plots (f,g).  
Figs. 6.23 through 6.26 show the IE scan results for the apex scans of the defect-absent bar in 
the reduced-scale specimens with two reinforcing bars. The notable observation from the IE scan 
results for the apex scans of the defect-absent bars is that they are strikingly similar to the IE 
scan results for the apex scans of the defect-present bars. The IE frequency-domain B-scans (a,c) 
and the average spectrum for defect-absent locations (d) show no distinguishable evidence of the 
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DAI, despite the total lack of intended defects in the defect-absent bars. The exception is again 
specimen D3 in Fig. 6.25(d) which shows a notable resonance indication at approximately 27 
kHz. The difficulties in identifying the DAI challenge the validity of the IDr plots. 
Despite considerable effort, we have been unable to explain why the IE scan results in the 
reduced-scale specimens with two reinforcing bars significantly vary from those with a single 
reinforcing bar. There is no evidence of unintended defects in the resonance between 15 and 20 
kHz. However, as mentioned in subsection 6.5.1, there may be a defect size that alters the DAI 
without altering the lower frequency cross-sectional modes. We also note that specimens D1 
through D4 were the first specimens on which we performed these tests, increasing the 
possibility of limited experience and/or human error as contributing factors to the seemingly 
questionable results. In light of this, we note that the value of the highest amplitude resonances in 
the IE scan results from the reduced-scale specimens with two reinforcing bars are consistently 
greater than those observed in the specimen with a single reinforcing bar. This could be a result 
of the use of a larger impactor than previously noted, which would result in less resonance at 
higher frequencies. However, this may also be attributed to the change in the reinforcement 
details of the specimen. 
6.5.4 Scans at a location away from longitudinal reinforcing bars in the full-scale specimen 
Figs. 6.27 through 6.30 show the IE scan results for scans at locations away from reinforcing 
bar in the full-scale specimen. The complete IE spectral B-scans (a) show inconsistent resonance 
indications above 15 kHz. The coefficient of variation colormaps (b) show no patterns. The 
average spectra for defect-absent locations (c) show some consistent, broad band resonance 
indications above 15 kHz. There are no distinct peaks in the scan results. These observations for 
scans at locations away from reinforcing bars in the full-scale specimen show a basic level of 
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noise, as they have been performed away from internal features and there is no other apparent 
explanation for the observed resonance. The observed average noise level is an STF amplitude 
value of approximately 2.0. This value is problematic, as it is greater than the optimized 
threshold value of 1.0, meaning that the use of the optimized threshold in computing the IDr for 
the IE scan results in the full-scale specimen is unlikely to produce any indications of a defect. 
6.5.5 Approximate apex scans of reinforcing bars in the full-scale specimen 
Figs. 6.31 through 6.50 show the IE scan results for the approximate apex scans of the 
reinforcing bars in the full-scale specimen. The complete IE spectral B-scans (a) show a single 
band of dark indications of high-amplitude resonance that form horizontal patterns of varying 
width with respect to frequency. The peak STF amplitude values are most often approximately 
equal to 4, generally less than approximately 6, and in one case as high as approximately 10 (Fig. 
6.50, scan South-D). The coefficient of variation colormaps (b) show low variability through the 
entire frequency spectrum, with occasional outliers such as in Figs. 6.32, 6.39, 6.40, 6.41, 6.45, 
6.46, and 6.50. Otherwise, the coefficient of variation colormaps (b) offer relatively little 
information. The average spectra for defect-absent locations (d) show better data for 
characterizing the DAI in full-scale specimens by reducing the subjectivity of the B-scan 
colormaps. Maximum amplitudes occur at frequencies between 23.9 and 26.4 kHz in good 
agreement with the prediction of between 23.5 and 27.8 kHz from subsection 5.3. Maximum 
amplitudes generally occur at the highest frequency in in a series of consecutively high 
amplitudes, which represent a broadband resonance indication in agreement with the 
observations of Cheng and Sansalone (1993). The observed resonance indications vary in shape. 
Some resonance indications present as a high amplitude resonance that is prominent within the 
average spectrum with average STF amplitude values between 3 and 4, such as in Fig. 6.31(c) 
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and Fig. 6.35(c). Other resonance indications present as a series of peaks that are prominent 
above the assumed noise level, but none of the peak amplitudes are significantly different from 
one another, such as in Fig. 6.38(c), Fig. 6.43(c), and Fig. 6.44(c). Still other resonance 
indications are only questionably distinguishable, such as in Fig. 6.40(c) and Fig. 6.46(c).  
Under the assumption that the reinforcing bar is the only internal feature in the specimen 
capable of forming the impact-generated disturbance into an observable resonance, we select the 
frequency band of DAI as the frequency of the maximum amplitude, in addition to the discrete 
frequencies immediately above and below that of the maximum amplitude to include some 
portion of the wider resonance indication. Under this definition of the DAI, we examine the IDr 
plots (e,f) to examine the efficacy of the empirically calibrated IDr as a tool for indicating 
defects in full-scale specimens. In total, twenty IE scans are performed and sixteen different bars 
are examined in this portion of the study, with the four corner bars each being scanned from the 
two faces that form the corner. The highest IDr value recorded in the examination of the full-
scale specimen is just under 0.7 at location West-F as shown in Fig. 6.42. No planned defect is 
present at this location. No physical verification was performed to confirm the presence of an 
unintended defect. Additionally, location West-F is a corner bar, and therefore the same bar is 
examined at location South-A in Fig. 6.42. The South-A scan shows little indication of a defect 
in the bar, with maximum IDr under 0.2 in Fig. 6.43(e). Without additional physical verification, 
we cannot confidently classify this as a false-positive because the absence of a defect cannot be 
confirmed.  
The planned defect is located at the East-B location shown by Fig. 6.32. The IDr values in 
Fig. 6.32(e) and Fig. 6.32(f) show little indication of a defect, with the highest IDr valued at just 
below 0.2 in Fig.6.32(e) despite two of the IDr values being measurements of 4 locations within 
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the defect-present region. The scan at location East-B may be confidently classified as a false-
negative detection. Of the twenty total IE scans, eighteen (all but East-B and West-F) yield 
consistently low IDr values in the absence of planned defects. These 18 are classified as true-
negative detections. Importantly, we note the lack of a true-detection in this study. 
While the working assumption that the reinforcing bar is the only internal feature in the 
specimen capable of forming the impact-generated disturbance into an observable resonance may 
be well reasoned, the experiments detailed in subsection 6.5.4 clearly show that there is a noise 
level that is inherent to the experiments detailed in this chapter. Many of the average STF 
amplitude plots, especially the ones showing single prominent-amplitude resonances, exceed the 
noise level established in 6.5.4. However, the noise level likely prevents the indication of the 
defect at East-B from forming by decreasing the likelihood of measuring STF amplitude values 
less than 1.0. This inconsistency may be caused, or at least further complicated, solely by the 
change in sensor types between the calibrating experiments and the full-scale specimen 
examination. 
6.6 Chapter Summary and Conclusions 
This chapter presents a thresholding procedure for interpreting the results of IE scans 
performed in an effort to detect defects around steel reinforcing bars. Uncertainty in the IE scan 
results is examined. A probabilistic method for calibrating the thresholding procedure is 
performed to deal with the observed uncertainty and the results are used to select a threshold to 
be applied to measured STF amplitude values in the DAI. The threshold is used to compute a 
ratio, termed the Indicating Defect ratio (IDr), of the STF amplitude values below the threshold 
to the total number of STF amplitude measurements at a certain location. The formulation of the 
IDr in its current form is as a tool that is intended to determine the most likely defect location 
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within a set of IE data obtained from the scan of a reinforcing bar. It is not optimized for 
detecting multiple defects within a specimen. With the IDr tool finalized for the purposes of this 
research effort, we standardize the useful plots for interpreting scan results and discuss each 
individual experiment that is performed in this research effort. 
Optimal calibration of the thresholding procedure to a value of 1.0 using the IE scan results 
from the small-scale specimens produces true detection probabilities that are greater than 0.7. IE 
scan results are organized into five distinct sets of experiments. Apex scans of the reduced-scale 
specimens with a single bar yield clear indications of the DAI as determined in Chapter 5. In 
addition, this first set of scans show that 20.3-cm defects are easily indicated by the IDr 
regardless of the defect thicknesses examined in this study. As defect length is reduced, the 
indications of the defects using the IDr become less obvious. The roles of scanning interval and 
impact-receiver distance are unclear, as neither were examined in this study. IDr also indicates a 
relatively high likelihood of defects at some locations away from planned defects. These cannot 
be classified as false-positive detections without physical verification of the presence of a defect 
by other means. We note that one weakness of the IDr in this study is that no criteria is 
established to indicate the presence of a defect based on the IDr value. The procedure developed 
in this dissertation is only capable of indicating the first most-likely defect location, the second 
most-likely defect location, etc. The second set of experiments is to increase the offset of the 
scan line from the position above the apex of the reinforcing bar to assess the accuracy required 
in the process of locating reinforcing bars. The offset scans of the reduced-scale specimens with 
a single reinforcing bar show that IE scans can accurately detect defects with an offset up to 0.64 
cm from the apex of the bar, though an offset of 1.27 cm begins to change the resonances 
observed in the IE scan results and obscures the DAI. The change at a 1.27 cm offset may be the 
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result of the excitation of antisymmetric modes in the reduced-scale cross-section. Therefore, this 
result may not be applicable in full-scale specimens. The third set of experiments examines the 
apex scans of the reduced-scale specimens containing two reinforcing bars. The DAI is not 
clearly identifiable in these specimens. There is no evidence of unintended defects that prevent 
the formation of the DAI. No satisfactory explanation for these results has been discovered. 
The fourth set of experiments involves scans at a location away from the longitudinal 
reinforcing bars in the full-scale specimen. This experiment shows that there is a significant 
inherent noise level in the experiments, as there are no internal features that should cause a 
resonance in these scans. The fifth and final set of experiments is the approximate apex scans of 
reinforcing bars in the full-scale specimen. By defining the DAI as the frequency of the 
maximum amplitude and the immediately higher and lower discrete frequencies, this experiment 
shows eighteen true-negative detections, one false-negative detection, and one possible false-
positive detection, where the latter cannot be strictly determined without additional physical 
verification. However, in considering the noise level, we conclude that a significant flaw in this 
portion of the experiment is that indications of the defect are calibrated to be those below a 
threshold of 1.0, though the average noise level is nearly twice the threshold value. This means 
that indications of the defect are less likely to be observed as they are obscured by the noise. A 
significant contributing factor is very likely the change in sensors between the calibrating 
experiments and the full-scale specimen examination. 
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6.7 Tables 
Table 6.1. Results of Threshold Optimization based on ECDF Combination 
Grouping Optimal 𝒂𝑻 𝑷(𝑰𝑫|𝑫) 𝑷(𝑰𝑫|𝑵𝑫) 𝑷(𝑵𝑰𝑫|𝑵𝑫) 𝑷(𝑵𝑰𝑫|𝑫) 
S1 0.8139 0.9222 0.3711 0.6289 0.0778 
S2 0.9489 0.7259 0.2844 0.7156 0.2741 
S3 1.2982 0.8556 0.3211 0.6789 0.1444 
S4 1.2556 0.9407 0.1933 0.8067 0.0593 
S5 0.9724 0.7133 0.3343 0.6657 0.2867 
S6 0.8099 0.3778 0.1750 0.8250 0.6222 
Composite 1.0063 0.7758 0.2915 0.7085 0.2242 
 
Table 6.2. Results of Threshold Optimization based on ROC Analysis 
Grouping Optimal 𝒂𝑻 𝑷(𝑰𝑫|𝑫) 𝑷(𝑰𝑫|𝑵𝑫) 𝑷(𝑵𝑰𝑫|𝑵𝑫) 𝑷(𝑵𝑰𝑫|𝑫) 
S1 0.7639 0.8444 0.3422 0.6578 0.1556 
S2 0.9489 0.7259 0.2844 0.7156 0.2741 
S3 1.1516 0.7963 0.2622 0.7378 0.2037 
S4 1.1250 0.8852 0.1511 0.8489 0.1148 
S5 0.9724 0.7133 0.3343 0.6657 0.2867 
S6 1.1498 0.4444 0.2935 0.7065 0.5556 
Composite 0.9757 0.7606 0.2791 0.7209 0.2394 
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6.8 Figures 
 
Fig. 6.1. Three IE placements on the vertical longitudinal cross-section of a reduced-scale 
specimen  
 
Fig. 6.2. (a) The individual STF measurements from IE testing of specimen S3 and (b) the 
corresponding conditional ECDFs  
 
Fig. 6.3. Component ECDFs and the composite group ECDF for the conditions of (a) ND and (b) 
D in the reduced-scale specimen experimental IE samples  
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Fig. 6.4. ROC plot for the STF amplitude data from specimen S3 shown in Fig. 6.2(a) 
 
Fig. 6.5. IDr as function of location for the STF amplitude data of specimen S3 (from Fig. 6.2) 
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Fig. 6.6. IDr as function of location for the STF amplitude data of specimen S3 originally shown 
in Fig. 6.2 with groupings of (a) two, (b) four, (c) eight, and (d) twelve adjacent samples 
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Fig. 6.7. IDr data from Fig. 6.6 with stair-step overlay with groupings of (a) two, (b) four, (c) 
eight, and (d) twelve adjacent samples 
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Fig. 6.8. Stair-step overlay of Fig. 6.7 with individual IDr points removed with groupings of (a) 
two, (b) four, (c) eight, and (d) twelve adjacent samples 
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Fig. 6.9. IE scan data display for specimen S1 where scan is performed above the apex of the bar 
(sub-figures explained on p. 130) 
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Fig. 6.10. IE scan data display for specimen S2 where scan is performed above the apex of the 
bar (sub-figures explained on p. 130) 
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Fig. 6.11. IE scan data display for specimen S3 where scan is performed above the apex of the 
bar (sub-figures explained on p. 130) 
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Fig. 6.12. IE scan data display for specimen S4 where scan is performed above the apex of the 
bar (sub-figures explained on p. 130) 
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Fig. 6.13. IE scan data display for specimen S5 where scan is performed above the apex of the 
bar (sub-figures explained on p. 130) 
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Fig. 6.14. IE scan data display for specimen S6 where scan is performed above the apex of the 
bar (sub-figures explained on p. 130) 
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Fig. 6.15. IE scan data display for specimen S2 where scan is performed at 0.64 cm offset from 
the apex of the bar (sub-figures explained on p. 130) 
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Fig. 6.16. IE scan data display for specimen S2 where scan is performed at 1.27 cm offset from 
the apex of the bar (sub-figures explained on p. 130) 
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Fig. 6.17. IE scan data display for specimen S3 where scan is performed at 0.64 cm offset from 
the apex of the bar (sub-figures explained on p. 130) 
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Fig. 6.18. IE scan data display for specimen S3 where scan is performed at 1.27 cm offset from 
the apex of the bar (sub-figures explained on p. 130) 
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Fig. 6.19. IE scan data display for specimen D1 where scan is performed above the apex of the 
defect-present bar (sub-figures explained on p. 130) 
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Fig. 6.20. IE scan data display for specimen D2 where scan is performed above the apex of the 
defect-present bar (sub-figures explained on p. 130) 
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Fig. 6.21. IE scan data display for specimen D3 where scan is performed above the apex of the 
defect-present bar (sub-figures explained on p. 130) 
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Fig. 6.22. IE scan data display for specimen D4 where scan is performed above the apex of the 
defect-present bar (sub-figures explained on p. 130) 
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Fig. 6.23. IE scan data display for specimen D1 where scan is performed above the apex of the 
defect-absent bar (sub-figures explained on p. 130) 
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Fig. 6.24. IE scan data display for specimen D2 where scan is performed above the apex of the 
defect-absent bar (sub-figures explained on p. 130) 
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Fig. 6.25. IE scan data display for specimen D3 where scan is performed above the apex of the 
defect-absent bar (sub-figures explained on p. 130) 
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Fig. 6.26. IE scan data display for specimen D4 where scan is performed above the apex of the 
defect-absent bar (sub-figures explained on p. 130) 
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Fig. 6.27. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the East-A bar (sub-figures explained on p. 132) 
166 
 
 
Fig. 6.28. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the East-B bar (sub-figures explained on p. 132) 
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Fig. 6.29. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the East-C bar (sub-figures explained on p. 132) 
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Fig. 6.30. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the East-D bar (sub-figures explained on p. 132) 
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Fig. 6.31. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the East-E bar (sub-figures explained on p. 132) 
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Fig. 6.32. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the East-F bar (sub-figures explained on p. 132) 
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Fig. 6.33. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the North-A bar (sub-figures explained on p. 132) 
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Fig. 6.34. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the North -B bar (sub-figures explained on p. 132) 
173 
 
 
Fig. 6.35. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the North -C bar (sub-figures explained on p. 132) 
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Fig. 6.36. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the North -D bar (sub-figures explained on p. 132) 
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Fig. 6.37. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the West-A bar (sub-figures explained on p. 132) 
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Fig. 6.38. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the West -B bar (sub-figures explained on p. 132) 
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Fig. 6.39. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the West -C bar (sub-figures explained on p. 132) 
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Fig. 6.40. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the West-D bar (sub-figures explained on p. 132) 
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Fig. 6.41. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the West-E bar (sub-figures explained on p. 132) 
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Fig. 6.42. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the West-F bar (sub-figures explained on p. 132) 
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Fig. 6.43. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the South-A bar (sub-figures explained on p. 132) 
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Fig. 6.44. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the South -B bar (sub-figures explained on p. 132) 
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Fig. 6.45. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the South -C bar (sub-figures explained on p. 132) 
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Fig. 6.46. IE scan data display for full-scale specimen where scan is performed at the 
approximate apex of the South -D bar (sub-figures explained on p. 132) 
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Fig. 6.47. IE scan data display for full-scale specimen where scan is performed on East face 
along a line equidistant from location East A and East B (sub-figures explained on p. 132) 
186 
 
 
Fig. 6.48. IE scan data display for full-scale specimen where scan is performed on East face 
along a line equidistant from location East B and East C (sub-figures explained on p. 132) 
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Fig. 6.49. IE scan data display for full-scale specimen where scan is performed on East face 
along a line equidistant from location East C and East D (sub-figures explained on p. 132) 
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Fig. 6.50. IE scan data display for full-scale specimen where scan is performed on East face 
along a line equidistant from location East D and East E (sub-figures explained on p. 132) 
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CHAPTER 7: CONCLUSIONS AND FUTURE WORK 
 
7.1 Conclusions 
This dissertation explores the use of the impact-echo (IE) method in an effort to develop an 
acceptable nondestructive testing (NDT) tool for detecting defects that may negatively alter the 
bond between steel reinforcing bars and concrete in reinforced concrete infrastructure. A review 
of available literature shows that IE is one advantageous method among other potential 
candidates, but no industry-accepted or standardized method has been established. A large 
amount of research regarding the use of IE in a myriad of applications has been published. This 
dissertation reviews the development of the method as it pertains to the detection of defects 
around steel reinforcing bars in concrete to establish an understanding of the assumptions 
involved in applying the method to laboratory and/or field structures. Some portions of the 
existing research are found to be more accurate than others. The implementation of accurate 
portions of existing IE theory is justified, and questionable portions are further investigated. The 
investigation of assumptions regarding the speed and decay patterns of impact-generated pulses 
shows that the assumptions made in the development of IE cannot be strictly justified. A set of 
empirical correction factors produced by other authors is adopted for the identification of the 
resonance in IE results that corresponds to a defect-absent interface between concrete and steel, 
provided that additional justification can be provided. A set of laboratory experiments using both 
reduced- and full-scale specimens is developed and performed, including the use of peripheral 
NDT methods besides IE for in situ material characterization, rebar location, and cover depth 
measurement. Methods for interpreting the results of these experiments are explored. The 
indicator of a defect-absent steel reinforcing bar in IE testing is verified. A probabilistic method 
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for providing indications of defects is proposed and calibrated using the results of IE testing in 
the reduced-scale specimens. The proposed probabilistic IE is then applied to the full-scale 
specimen to determine its efficacy in detecting defects around steel reinforcing bars in field 
structures. The results of this study are summarized as follows: 
 At the inception of this study, IE was identified as one possible technique for detecting 
defects at the interface between concrete and steel reinforcing bars. Other techniques that 
are identified in the literature as favorable for further investigation are radiography and 
reinforcing bar impetus and/or sensing of mechanical disturbance. Ground-penetrating 
radar (GPR), infrared (IR) thermography, and internal imaging via multiple-source 
mechanical surface impetus and sensing are potentially useful, but have not been 
explored in the detection of defects at the interface between concrete and steel reinforcing 
bars. 
 The assumption made during the development of IE that the hemispherical impact-
generated pulse travels with the speed of a longitudinal plane wave and decays with the 
inverse of distance from the impact point is incorrect. Using the solution to impact 
loading applied to an unbounded medium, this dissertation shows that spherical 
longitudinal displacements may travel at a speed other than that of longitudinal plane 
waves and decay with an order greater than the first order inverse of the distance from the 
impact point. Further, an FE simulation of the half-space subjected to impact loading 
shows that the hemispherical impact-generated pulse travels slower than that of the 
unbounded medium. This observed speed difference provides a justification for the 
“correction factors” called for in the IE method to correct for the experimentally observed 
“apparent” longitudinal wave speed. This research effort does not include a guided wave 
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analysis. It is the opinion of the author that the temporal superposition model and the 
guided wave model are separate analysis methods that should lead to the same result. 
Therefore, the conclusion that the impact-generated pulse is actually travelling slower 
than a hypothetical plane wave is important for the temporal superposition model, but has 
no effect on the guided wave model. Both analysis methods can be used to explain the 
need for a correction factor. 
 Invalidating the assumption regarding wave speed is not sufficiently significant to alter 
procedures for performing and interpreting IE tests. Rather, the remaining uncertainties in 
the propagation characteristics of the impact-generated disturbance lead us to retain the 
temporal superposition model predictions for relatively complex geometries such as the 
presence of steel reinforcing bars, while also seeking additional verification that observed 
resonances should be attributed to specific geometric features. 
 Experimentation using both a piezoelectric displacement transducer and a miniature 
accelerometer as motion sensors yields a preference for the accelerometer as the lack of a 
need to maintain applied pressure allowed for more rapid testing. 
 Additional signal processing in the form of removing the first pass of the surface pulse 
and computing the STF amplitude are found to be advantageous for the qualitative 
analysis of IE testing data. Good agreement was noted between the profiles of the transfer 
function spectrum from the FE-simulated transfer function results and the laboratory STF 
results for reduced-scale specimens. However, we have noted a lack of agreement 
between the absolute values of both real and simulated transfer function values computed 
from the IE tests of the virtual and reduced-scale specimens.  
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 Determining the presence of a defect at the interface between concrete and steel 
reinforcing bars using IE frequency domain B-scan colormaps can be subjective. 
Companion plots that reduce subjectivity are encouraged in IE investigations. 
 In the reduced-scale specimens that were fabricated for this study, the temporal 
superposition model prediction for the defect-absent indicator (DAI) in IE testing is 
confirmed by showing that the corresponding estimated mode shape is distinctly altered 
by the presence of a reinforcing bar. The frequency of the DAI agrees with the 
empirically calibrated temporal superposition model prediction. The DAI in the reduced-
scale specimens is absent in the presence of sufficiently large defects in the laboratory 
specimen. 
 In the full-scale specimen, the IE data exhibit a broad-band spectrum with one or more 
distinct peaks. Of these peaks, the one exhibiting the highest frequency is in good 
agreement with the predictions of the temporal superposition model. 
 Interpretation of IE scan results is performed by isolating the DAI and applying a 
threshold. The ratio of values below the threshold to the total number of measurements 
constitutes a metric for indicating the location of a defect that is called the indicating-
defect ratio (IDr). Optimal calibration of the threshold used to compute the IDr to a value 
of 1.0 using the IE scan results from the small-scale specimens produces true detection 
probabilities that are greater than 0.7. 
 In the reduced-scale specimens, 20.3-cm defects are easily indicated by the IDr regardless 
of the defect thicknesses examined in this study. As defect length is reduced below 20.3 
cm, the indications of the defects using the IDr become less obvious. 
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 In the reduced-scale specimens, the probabilistic IE yields relatively high indicating-
defect ratios (IDr) at some locations away from planned defects. These cannot be 
classified as false-positive detections without additional physical verification of the 
presence of a defect by other means. 
 In the reduced scale specimens, performing the scan at an offset of 0.64 cm from the 
centerline of the reinforcing bar produced little observable change in the IE results. This 
indicates that some margin of error is available in testing reinforcing bars when their 
location is uncertain. 
 In reduced-scale specimens containing two reinforcing bars, the DAI is not clearly 
identifiable. There is no evidence of unintended defects that prevent the formation of the 
DAI. No satisfactory explanation for these results has been discovered. 
 In the full-scale specimen, scans at a location away from the longitudinal reinforcing bars 
show that there is a significant inherent noise level in the experiments, as there are no 
known internal features that should cause a resonance in these scans. 
 By defining the DAI in the full-scale specimen as the frequency of the maximum 
amplitude and the immediately higher and lower discrete frequencies, this experiment 
shows eighteen true-negative detections, one false-negative detection, and one false-
positive detection, where the latter cannot be strictly determined without additional 
physical verification. 
 Considering the noise level with an STF of amplitude of approximately 2.0 in the IE 
scans of the full-scale specimen, we conclude that a significant flaw in this portion of the 
experiment is that indications of the defect are calibrated to be those below a threshold of 
1.0, which is nearly half the noise level. This means that indications of the defect are less 
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likely to be observed as they are obscured by the noise. A significant contributing factor 
is very likely the change in sensors between the calibrating experiments and the full-scale 
specimen examination.  
 One of the fundamental findings from this dissertations review of previous work was that 
IE is consistently characterized or “advertised” as being a “simple” technique. Simplicity 
in the field of RC NDT is a relative term, and may certainly be applied to the common IE 
application of thickness measurement and flaw detection in RC slabs. However, this 
dissertation represents a nearly 7-year effort on the part of the author, and supported by 
the committee members, to determine if IE is a suitable method to detect defects at the 
interface between concrete and steel reinforcing bars. After nearly seven years of 
investigation, the author no longer considers the word “simple” an apt description of the 
interpretation of IE results for the considered application. It is still possible that IE may 
be shown to be the best method to detect defects such as those considered in this effort. 
However, further research would be needed, and future researchers should continue to 
explore options other than IE. 
7.2 Future Work 
Based on this study, future work is suggested as follows: 
 A complete understanding of the propagation speed and decay of the impact-generated 
pulses in conjunction with the method of ray superposition may allow for a complete 
understanding of how the DAI resonance forms in full-scale specimens. Such an 
understanding could be obtained by solving the boundary-value problem of impact-
loading on a half space, though further simulation work may provide quicker answers. At 
the time when this dissertation was written, the author was unaware of the paper by 
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Kausel (2012) that may provide the closed form solution necessary to solve the speed of 
the longitudinal portion of the impact-generated disturbance. The author intends to 
further explore the material provided by Kausel (2012) in future work. 
 When planning future experiments assessing detectable defect size using IE, researchers 
should make every effort to construct full-scale laboratory specimens. Doing so 
eliminates the need to assess the degree to which reduced-scale specimens display 
behavior that is or is not representative of field structures. This is especially important to 
a method such as IE, wherein the underlying dynamic behaviors that create resonances 
remain poorly understood. 
 Future experiments must plan for additional physical verification using lightly destructive 
methods so that false-positive and true-negative detections can be confidently identified. 
Experimental design of the specimens with reduced-scale cross-sections did not include 
this phase, and, due to the relocation of the research group, the specimens were never 
available for physical confirmation that may have helped to explain the outlying results. 
Full-scale specimens can require significant investments of resources, and therefore 
destructive methods of physical confirmation that would prevent future experimentation 
can be costly. 
 If reduced-scale experiments can be confidently shown to be representative of behavior in 
full-scale specimens, X-ray tomography, which is generally cost effective if specimens 
are small enough, may be a good method for performing additional verification of the 
presence or absence of a defect. X-ray tomography may also work well in combination 
with destructive methods. If a portion of a reinforcing bar from a full-scale specimen can 
be extracted without destroying the steel-concrete interface, but without providing visual 
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access, the size of the extracted specimen may permit the use of X-ray tomography to 
verify the presence or absence of a defect at the interface. 
 Other suggestions for future experiments are the inclusion of investigations into the roles 
of scanning interval and impact-receiver distance on the minimum size of a detectable 
defect, improving the consistency of impact tools, and the inclusion of modern non-
contact sensing. 
 The mechanisms that may adversely affect the bond between concrete and reinforcing 
steel may also generate other adverse conditions, the most notable of which may be the 
cracking of cover concrete that accompanies ASR and reinforcement corrosion. If the 
accurate detection of defects around steel reinforcing bars can be achieved, the next step 
would be to include cover cracking as a further obstacle to performing accurate 
detections in field structures. 
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