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PL AND DIFFERENTIAL TOPOLOGY IN O-MINIMAL STRUCTURE
Masahiro SHIOTA
Abstract. Arguments on PL (=piecewise linear) topology work over any ordered field in
the same way as over R, and those on differential topology do over a real closed field R in an
o-minimal structure that expands (R,<, 0, 1,+, ·). One of the most fundamental properties of
definable sets is that a compact definable set in Rn is definably homeomorphic to a polyhedron
(see [v]). We show uniqueness of the polyhedron up to PL homeomorphisms (o-minimal
Hauptvermutung). Hence a compact definable topological manifold admits uniquely a PL
manifold structure and is, so to say, tame. We also see that many problems on PL and
differential topology over R can be translated to those over R.
The main theorem of the present paper is the theorem 2.1 of o-minimal Hauptvermutung
in §2.
§1. PL topology over an ordered field
Let R denote an ordered field. For simplicity of notation we assume R ⊃ R, but
the arguments in the other case will be clear by the context. In this section we show
that the known results on PL topology hold over R (remark 1.3). A key to proof of o-
minimal Hauptvermutung is the idea of a regular neighborhood and the Alexander trick
in PL topology (see [R-S]). Hence we need to clarify PL topology over R. This is the other
purpose of this section. A simplex in Rn, n ∈ N, is defined as inRn (we setN = {0, 1, ...}).
A polyhedron in Rn is a subset of Rn which is locally a finite union of simplexes. A compact
polyhedron is a finite union of simplexes. (Note that a simplex is, in general, not compact
in the usual sense when we give a topology to R by open intervals.) All other terminology
of PL topology (e.g., in [R-S]) is defined in the same way as in the real case. Here we need
to be careful not to use topological but non-PL terminology (see the definition of a PL
homotopy below). For a simplicial complex K, Kr denotes the r-skeleton of K (p. 15 in
[R-S]), and |K| does the underlying polyhedron to K (p. 14 in [R-S]). A full subcomplex
L of K is a subcomplex such that each σ ∈ K with vertices all in L is a simplex in L
(see p. 30 in [R-S] for properties of a full subcomplex). From now the fundamentals of PL
topology in [R-S] are assumed to be known.
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A simplex and, hence, a polyhedron X in Rn are naturally extended to a simplex
and a polyhedron in Rn, denoted by XR and called the R-extension of X . Considering
graph we extend an R-PL map f : X → Y between polyhedra in Rn to an R-PL map
fR : XR → YR, which we call the R-extension of f . For a simplicial complex K in R
n,
let KR denote the extended simplicial complex in R
n {σR : σ ∈ K}. We also define
the extended simplicial map φR : KR → LR of a simplicial map φ : K → L between
simplicial complexes in Rn. Conversely, for simplicial maps φi : Ki → Li between finite
or countable simplicial complexes in Rn there exist R-simplicial maps ψi : Mi → Ni
between simplicial complexes in Rn and R-simplicial isomorphisms πi : Ki → MiR and
τi : Li → NiR such that τi ◦ φi = ψiR ◦ πi and if some of Ki’s and Li’s coincide then
the corresponding ones (Mi, πi) and (Ni, τi) coincide because the category of finite or
countable simplicial complexes and simplicial maps is combinatorial and does not depend
on the choice of R. We reduce compact polyhedra in Rn and PL maps between them to
those in Rn as follows.
Lemma 1.1. Let fi : Xi → Yi be a finite number of PL maps between compact polyhedra
in Rn. Here there may be distinct i and j with Xi = Yj or Yi = Yj. Assume that Xi 6= Xj
for i 6= j and if there is a sequence Xi1
fi1−→ Yi1 = Xi2
fi2−→ · · ·
fik−→ Yik then Xi1 6= Yik .
Then there exist R-PL maps gi : Ui → Vi between polyhedra in R
m for some m ∈ N and
R-PL homeomorphisms πi : Xi → UiR and τi : Yi → ViR such that τi ◦ fi = giR ◦ πi, if
Xi = Yj then Ui = Vj and πi = τj, and if Yi = Yj then Vi = Vj and τi = τj.
The relative case fi : (Xi, Xi,j)j → (Yi, Yi,j)j holds. To be precise, let Xi,j and Yi,j be
a finite number of unions of a finite number of open simplexes included in Xi and Yi such
that fi(Xi,j) ⊂ Yi,j. Then there exist unions of a finite number of open simplexes Ui,j of
Ui and Vi,j of Vi such that πi(Xi,j) = Ui,jR and τi(Yi,j) = Vi,jR.
Proof. Theorem 2.15 in [R-S] states that in the real number case there exist simplicial
decompositions Ki of Xi and Li of Yi such that fi : Ki → Li are simplicial, Ki = Lj if
Xi = Yj, and Li = Lj if Yi = Yj . The R-case is proved in the same way. In the relative case
we can choose Ki and Li so that each Xi,j , or Yi,j , is the unions of some open simplexes
in Ki, or Li respectively. Regard fi : Ki → Li combinatorially and abstractly, and realize
them in some Rm. Then the lemma follows. 
The assumption in lemma 1.1 cannot be dropped. Let X be a compact polyhedron in
Rn of positive dimension, consider all R-PL maps f : X → X , and define an equivalence
relation on them by setting f1 ∼ f2 if there exists a PL homeomorphism π of X with
f1 ◦ π = π ◦ f2 (i.e., if f1 and f2 are PL conjugate). Then the cardinal number of the
equivalence classes is #R. Hence for X in Rn, the equivalence classes of R-PL maps
between X do not coincide with the equivalence classes of R-PL maps between XR if
#R > #R.
This is, however, the case for homotopy classes as follows. Since the simplicial approx-
imation theorem (see [H]) does not hold for general R in the above-mentioned topology,
we clarify the definition of a homotopy. Let X and Y be compact polyhedra in Rn. R-PL
maps f, g : X → Y are R-PL homotopic (R-PL isotopic) if there exists an R-PL map
PL AND DIFFERENTIAL TOPOLOGY IN O-MINIMAL STRUCTURE 3
F : X × [0, 1] → Y such that F (·, 0) = f and F (·, 1) = g (and F (·, t) is a PL imbed-
ding for each t ∈ [0, 1]). (We write F (·, t) as ft(·), 0 ≤ t ≤ 1, and call it a homotopy
of, or from, f0 to f1.) Let HomR(X, Y ) (IsoR(X, Y )) denote the R-PL homotopy (iso-
topy) classes. Let X1 ⊂ X be a compact subpolyhedron and f : X1 → Y a PL map.
Let HomR(X, Y )f (IsoR(X, Y )f ) denote the equivalence classes by R-PL homotopies (iso-
topies) F : X× [0, 1]→ Y such that F (·, t) = f on X1 for each t ∈ [0, 1]. An R-PL isotopy
of X is a PL map F : X×[0, 1]→ X such that F (·, 0) = id and F (·, t) is a homeomorphism
of X for each t ∈ [0, 1]. (Note an R-PL isotopy F : X × [0, 1] → X of the identity map
does not mean an R-PL isotopy of X . In the former case F (·, t) is not necessarily a home-
omorphism of X . In order to distinguish them we call an R-PL map F : X × [0, 1] → Y
an isotopy through homeomorphisms if each F (·, t) is a homeomorphism from X to Y and
R-PL maps f, g : X → Y isotopic through homeomorphisms if there exists an isotopy of f
to g through homeomorphisms.) We define the ambient R-PL isotopy classes AisoR(X, Y )
(AisoR(X, Y )f ) by R-PL isotopies of Y (fixing f(X1), respectively) as at p. 37 in [R-S].
Then
Lemma 1.2. Let X1 be a compact subpolyhedron of X and f : X1 → Y a PL map. Then
the following former four natural maps are bijective, and the latter two ones are injective.
HomR(X, Y )→ HomR(XR, YR), HomR(X, Y )f → HomR(XR, YR)fR ,
IsoR(X, Y )→ IsoR(XR, YR), IsoR(X, Y )f → IsoR(XR, YR)fR ,
AisoR(X, Y )→ AisoR(XR, YR), AisoR(X, Y )f → AisoR(XR, YR)fR .
The relative case also holds as in lemma 1.1.
Here the maps AisoR(X, Y ) → AisoR(XR, YR) and AisoR(X, Y )f → AisoR(XR, YR)fR
are not necessarily surjective. Let X = [0, 1] and Y a polyhedron in R2 of the form of the
alphabet Y. Let f be a PL imbedding of XR into YR carrying a number of (0, 1)R −X to
the singular point of Y . Then the ambient R-PL isotopy class of f is not the R-extension
of any ambient R-PL isotopy class.
Proof. Proof of surjectivity of the map HomR(X, Y ) → HomR(XR, YR). Let K and L be
R-simplicial decompositions of X and Y , respectively, and g : XR → YR an R-PL map.
We show that g is R-PL homotopic to the R-extension of some R-PL map from X to Y .
By Theorem 2.15 in [R-S] there exist R-simplicial subdivisions M of KR and N of LR such
that g :M → N is simplicial. Hence it suffices to prove the following statement.
Statement. There exists an R-PL isotopy Φ : XR × [0, 1] → XR of XR preserving
KR (i.e., Φ(σ, t) ⊂ σ for each σ ∈ KR and t ∈ [0, 1]) and whose finishing homeomor-
phism Φ(·, 1) is a simplicial isomorphism from M to the R-extension of some R-simplicial
subdivision K ′ of K.
Proof of the statement. Assume there exist non-real vertices in M (i.e., vertices outside
of |K|). It suffices to decrease the number of non-real vertices. For each vertex v in M , let
τ(v) ∈ KR such that v ∈ Int τ(v). There is at least one non-real vertex v in M such that
Int | st(v,M)| ∩ τ(v) includes a real point, say v′, where st(v,M) and Int | st(v,M)| denote
the simplicial complex generated by σ ∈ M with v ∈ σ and ∪{Int σ : σ ∈ st(v,M), v ∈
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σ} respectively. Consider a simplicial subdivision C of the cell complex {σ × {0}, σ ×
{1}, σ× [0, 1] : σ ∈ st(v,M)} without introducing new vertices (the R-case of Proposition
2.9 in [R-S], which is proved in the same way). (A cell means that in the terminology
of PL topology.) Define a simplicial complex C′ in Rn and a simplicial isomorphism
Ψv : C → C
′ so that Ψv(·, 0) = id, Ψv(v, 1) = (v
′, 1) and Ψv(·, 1) = id on lk(v,M),
where lk(v,M) = {σ ∈ st(v,M) : v 6∈ σ}. Then |C| = |C′|, C′ is a new simplicial
decomposition of | st(v,M)| × [0, 1] with vertex (v′, 1) and Ψv = id on | lk(v,M)| × [0, 1].
Extend identically the R-PL homeomorphism Ψv : |C| → |C| to XR× [0, 1]→ XR× [0, 1]
and compose the extension and the projection XR × [0, 1]→ XR. Then we have an R-PL
isotopy Φv : XR× [0, 1]→ XR of XR preserving KR, fixing XR− Int | st(v,M)| and whose
finishing homeomorphism carries v to v′ and is a simplicial isomorphism from M to some
simplicial subdivision of KR. Thus v becomes a real vertex and the number of non-real
vertices decreases.
We strengthen the statement as follows. Let M1 be a subcomplex of M which is the
R-extension of some R-simplicial complex. Then we can choose Φ so that Φ(·, t) = id on
|M1| for each t ∈ [0, 1]. This is clear by the above proof.
Proof of injectivity of HomR(X, Y ) → HomR(XR, YR). Let g, h : X → Y be R-PL
maps such that gR and hR are R-PL homotopic. Let F : XR × [0, 1]→ YR × [0, 1] be an
R-PL map such that F (·, 0) = (gR, 0), F (·, 1) = (hR, 1) and F (XR × {t}) ⊂ YR × {t} for
each t ∈ [0, 1]. Let K and L be R-simplicial decompositions of X ×{0, 1} and Y × {0, 1},
respectively, such that F |X×{0,1} : K → L is simplicial. Let M and N be R-simplicial
decompositions of XR × [0, 1] and YR × [0, 1], respectively, such that F : M → N is
simplicial and M |XR×{0,1} and N |YR×{0,1} are subdivisions of KR and LR. Then we can
assume that M = KR on XR×{0, 1} and N = LR on YR×{0, 1} for the following reason.
Extend F to F˜ : XR×[−1, 2]→ YR×[−1, 2] trivially, i.e., F˜ (·, t) = (gR, t) for t ∈ [−1, 0]
and F˜ (·, t) = (hR, t) for t ∈ [1, 2], and extend trivially F |X×{0,1} : K → L to a cellular
map F˜ |X×([−1,0]∪[1,2]) : K˜ → L˜, where K˜ is the union of
K, {σ × {−1}, σ × {0}, σ × [−1, 0] : σ × {0} ∈ K}
and {σ × {1}, σ × {2}, σ × [1, 2] : σ × {1} ∈ K}
and L˜ is defined by L in the same way. Extend N to a family of cells N ∪ L˜R and
then subdivide the family to an R-simplicial decomposition N˜ of YR × [−1, 2] so that
N˜0 = N0∪L˜0R (Proposition 2.9 in [R-S]). (Though N∪L˜R is not necessarily a cell complex,
the proof of Proposition 2.9 in [R-S] shows we can subdivide N ∪ L˜R to an R-simplicial
complex without introducing new vertices.) Then N˜ = L˜R on YR × {−1, 2}. Set
Mˆ =
{σ1 ∩ F˜
−1(σ2) : σ1 ∈M or σ1 ∈ K˜R with σ1 ∩XR × ([−1, 0) ∪ (1, 2]) 6= ∅, σ2 ∈ N˜}.
In the same way as above we subdivide Mˆ to a simplicial complex without new vertices
M˜ . Then M˜ = K˜R on XR × {−1, 2} and F˜ : M˜ → N˜ is simplicial. Hence by the linear
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homeomorphism from [−1, 2] to [0, 1] carrying −1, 2 to 0, 1, respectively, we can assume
from the beginning that M = KR on XR × {0, 1} and N = LR on YR × {0, 1}.
By the strengthened statement we can modify F :M → N without changingM |XR×{0,1}
and N |YR×{0,1} so that M and N are the R-extensions of some R-simplicial complexes.
Hence g and h are R-homotopic.
The other claims in the lemma are proved in the same way. 
By the above lemmas we have
Remark 1.3. Let a property on a finite number of compact polyhedra (Xi, Xi,j)j in R
n
and a hypothesis on them be stated by only a finite combination of terms of PL topology
in [R-S] or PL microbundle in [M]. Assume that the property and the hypothesis are not
concerned with special numbers in R − Q and preserved under R-PL homeomorphisms
(Xi, Xi,j)j → (X
′
i, X
′
i,j)j. Let (Yi, Yi,j)j be polyhedra in R
n such that (Xi, Xi,j)j are R-PL
homeomorphic to (YiR, Yi,jR)j. Then the property holds under the hypothesis for (Xi, Xi,j)j
if and only if it does for (Yi, Yi,j)j.
The term cardinal number, for example, is not such a term. We cite some properties
which satisfy the conditions. (i)X1 andX2 are PL homeomorphic; (ii)X1 is a PL manifold;
(iii) a PL submanifold X2 of a PL manifold X2 is locally flat or admits a normal PL
microbundle; (iv) (X1, X1,i)i and (X2, X2,i)i have the same (simple) homotopy type; (v)
a PL manifold X1 is obtained by a finite sequence of PL surgeries from a PL manifold
X2; (vi) X1 is PL contractible; (vii) PL manifolds X1 and X2 are PL cobordant. By
the remark, (co)homology groups, homotopy groups, linking numbers, Whitehead groups,
codordims groups, etc., do not depend on the choice of R, the PL Poincare´ conjecture is
true if and only if it is so for R, and, moreover, I do not know well-known theorems on
compact polyhedra which hold for R but not for general R.
§2. o-minimal Hauptvermutung
A manifold means that without boundary. From now on R denotes a real closed field,
and we assume R ⊃ R for simplicity of notation. We fix an o-minimal structure on R
which expands (R,<, 0, 1,+, ·). See [v] for the definition and fundamental properties of
an o-minimal structure. The conjecture that two homeomorphic polyhedra in Rn are PL
homeomorphic is known as Hauptvermutung. Milnor showed that Hauptvermutung is not
true for polyhedra and Siebenmann did for PL manifolds. Existence of such polyhedra is
due to wildness of some homeomorphisms. On the other hand the category of definable
sets and definable maps is topologically tame as claimed in [S3] and [v]. Indeed o-minimal
Hauptvermutung is true.
Theorem 2.1. If compact polyhedra (X1, X1,i)i=1,...,k and (X2, X2,i)i=1,...,k in R
n are
definable homeomorphic then they are PL homeomorphic.
The theorem was proved in [S-Y] for (R, <, 0, 1,+, ·) (i.e., in the real semialgebraic
structure), in [C1] for (R,<, 0, 1,+, ·) and then in [S3] for R in any o-minimal structure.
[S3] explains an o-minimal structure on R, and some of arguments there work on general
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R. The proof of o-minimal Hauptvermutung is, however, false for R. The proof in [S-
Y] and [S3] used essentially an approximation theorem in the proof of uniqueness of C
∞
triangulation by Cairnes-Whitehead and the approximation theorem does not hold if R is
larger than R. [C1] proved by complexities of semialgebraic sets, the Tarski-Seidenberg
principle and the result of [S-Y].
A compact set in Rn stands for a closed and bounded subset of Rn. (A closed, bounded
and polyhedral subset of Rn is not necessarily a compact polyhedron in the sense in §1,
i.e., a finite union of simplexes. This does not cause confusions. Indeed we are interested
in only definable sets and a closed, bounded, definable polyhedral subset of Rn is a com-
pact polyhedron.) Let {Ei}i=1,...,k be a finite stratification (i.e., partition) of a compact
definable set E in Rn into definable C1 manifolds. (The strata of a stratification are al-
ways, except once, of class C1.) {Ei}i is compatible with a finite family of definable sets
{Xj}j in R
n if each E ∩ Xj is the union of some Ei. {Ei}i satisfies the frontier condi-
tion if Ej ∩ (Ei − Ei) 6= ∅ implies Ej ⊂ Ei − Ei for each i and j. Assume the closure
E1 = E. Let e1 be a point of E1. We say that a substratification {e1} ∪ {E
′
i, Ei}i=2,...,k
of {Ei}i=1,...,k is obtained by starring at e1 from {Ei}i=1,...,k if there is a definable home-
omorphism ρ from the cone a ∗ (E − E1) with vertex a and base E − E1 to E such that
ρ|Ei = id and ρ(a ∗ Ei) = {e1} ∪ E
′
i ∪ Ei for i = 2, ..., k. (We regard a ∗ ∅ as {a}.) Let
g : X → Y be a definable C0 map between definable sets. A definable C1 stratification of
g is a pair of finite stratifications {Xi}i of X and {Yj}j of Y into definable C
1 manifolds
such that for each i, the restriction g|Xi is a surjective C
1 submersion to some Yj . We
write g : {Xi}i → {Yj}j. Let Ak ⊂ X and Bl ⊂ Y be a finite number of definable sets.
Then (II.1.17) in [S3], whose R-case is proved in the same way, states that g admits a
definable C1 stratification {Xi}i → {Yj}j such that {Xi}i and {Yj}j are compatible with
{Ak}k and {Bl}l, respectively, and satisfy the frontier condition.
We know that any compact definable set is definably homeomorphic to some compact
polyhedron. Moreover, given a finite simplicial complex K in Rn and a finte number of
compact definable sets {Xi}i in |K|, then there exists a definable isotopy τt, 0 ≤ t ≤ 1,
of |K| preserving K such that {τ−1(Xi)}i are polyhedra (see Theorem II.2,1, Remark
II.2.4 and Lemma II.2.7 in [S3], whose R-case is proved in the same way). We call this
fact the triangulation theorem of definable sets and τ1 : {τ
−1
1 (Xi)}i → {Xi}i a definable
triangulation of {Xi}i. (From now we omit to mention [S3].)
We prove theorem 2.1 in process of proving the following theorem of triangulations of
definable continuous functions.
Theorem 2.2. (1) Let f : X → R be a definable continuous function on a compact
definable set in Rn. Then there exist a compact polyhedron Y in Rn and a definable
homeomorphism π : Y → X such that f ◦ π is PL. Given finitely many compact definable
subsets Xi of X, then we can choose Y and π so that π
−1(Xi) are polyhedra.
(2) Moreover if X is the underlying polyhedron to a finite simplicial complex P then we
can choose Y and π in (1) so that Y = X and there exists a definable isotopy πt, 0 ≤ t ≤ 1,
of X from id to π preserving P .
(3) If f is PL on polyhedral X from the beginning in (3), Xi ∩ f
−1(R − (s1, s2)) are
polyhedra for some s1 < s2 ∈ R and s
′
1 and s
′
2 are numbers in R with s
′
1 < s1 < s2 < s
′
2
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then we can choose π and πt so that f◦πt = f for t ∈ [0, 1] and πt = id on f
−1(R−(s′1, s
′
2)).
Complement. Moreover π : Y → X is unique in the following sense. Let π′ : Y ′ → X
be another definable homeomorphism with the same properties as π : Y → X in (1). Then
there exists a definable isotopy ωt : Y
′ → Y, 0 ≤ t ≤ 1, of π−1 ◦ π′ : Y ′ → Y through
homeomorphisms such that ω1 is PL, f ◦ π ◦ ωt = f ◦ π
′ for t ∈ [0, 1] and ωt(π
′−1(Xi)) =
π−1(Xi) for each i and t.
We call f ◦ π : Y → R, or π : Y → X , in theorem 2.2,(1) a definable triangulation of
f . [S2] showed a semialgebraic triangulation of a semialgebraic C
0 function on a compact
semialgebraic set in Rn. The idea of the following proof comes from its proof. The theorem
is partially proved in [C2].
Proof of theorem 2.2,(2) in a special case. By the triangulation theorem of definable sets
we assume X is the underlying polyhedron to a finite simplicial complex P and {Xi}i = P .
We will triangulate graph f so that the triangulation is the graph of some triangulation of
f . Assume n > 1 and proceed by induction on n because the case of n = 0 is trivial and
that of n = 1 is clear by the following fact. A definable C0 function on an interval in R is
monotone on each stratum of some finite stratification of the interval.
Let p : Rn×R→ R denote the projection. Set A = graph f and At = {x ∈ R
n : (x, t) ∈
A} for each t ∈ R. Forget the property dimA ≤ n for the sake of induction process.
Let {Aj}j be a finite stratification of A into definable connected C
1 manifolds which is
compatible with {Xi×R}i and satisfies the frontier condition and such that p|A : {Aj}j →
{p(Aj)}j is a definable C
1 stratification of p|A (II.1.17). Let A
′ denote the union of Aj
with dimAjt < n for each t ∈ R. Set S
n−1 = {λ ∈ Rn : |λ| = 1}. Let Tt ⊂ S
n−1 denote
the set of singular directions λ for A′t, i.e., λ ∈ S
n−1 such that A′t ∩ (a+Rλ) has interior
points in the line a + Rλ in Rn for some a ∈ A′t. Set T = {(λ, t) ∈ S
n−1 × R : λ ∈ Tt}.
Then Lemma II.2.2′, which is proved for general R in the same way, states that T is
definable and T ∩ (Sn−1 × {t}) is of dimension< n − 1 for each t. Hence dimT < n and
the restriction to T of the projection Sn−1 × R → Sn−1 is a finite-to-one map except
onto some definable subset S of Sn−1 of dimension< n − 1. Choose s ∈ Sn−1 − S. Then
{s} ×R ∩ T is finite. Therefore, by changing linearly the coordinate system of Rn we can
assume that (1, 0, ..., 0) ∈ Rn is not a singular direction for A′t for each t ∈ R except a finite
number of points, say B. It follows that the restriction to A′ − Rn ×B of the projection
p1 : R
n × R → Rn−1 × R forgetting the first factor is a finite-to-one map. Note each Aj
outside of A′ is open in Rn ×R or included and open in Rn × {t} for some t.
After then keeping the same notation we substratify {Aj}j so that p1|A : {Aj}j →
{p1(Aj)}j is a definable C
1 stratification of p1|A (II.1.17). Note first given a substrat-
ification {Dk}k of {p1(Aj)}j into definable C
1 manifolds with the frontier condition,
then p1|A : {Aj ∩ p
−1
1 (Dk)}j,k → {Dk}k is a definable C
1 stratification of p1|A and
{Aj ∩ p
−1
1 (Dk)}j,k satisfies the frontier condition. Secondary, p1|Aj−Rn×B is a diffeo-
morphism onto p1(Aj−R
n×B) for each Aj in A
′. Thirdly, for each Aj outside of A
′ there
are two Aj1 and Aj2 such that p1(Aj1) = p1(Aj2) = p1(Aj) and Aj1 ∪Aj2 ⊂ A
′∩ (Aj−Aj).
By the last property we will see that we can ignore such Aj ’s.
8 MASAHIRO SHIOTA
Repeat the same arguments for definable sets p1(A
′−Rn ×B) and {p1(Aj −R
n×B) :
Aj ⊂ A
′}j and so on, and let R
n−1 × R
p2
−→ Rn−2 × R −→ · · ·
pn
−→ R be the projections
forgetting the respective first factors. Then by changing linearly the coordinate systems of
Rn−1, ..., R2 in sequence we modify A as follows. There exist a finite set C in R and finite
stratifications with the frontier condition {Aj,k : k = 1, ...} of pj−1◦· · ·◦p1(A)−R
n+1−j×C
into definable connected C1 manifolds for each j = 1, ..., n + 1 such that {A1,k}k is a
substratification of {Aj − R
n × C}j , pj |pj−1◦···◦p1(A) : {Aj,k}k → {Aj+1,k}k is a definable
C1 stratification for each j ≤ n and, moreover, for each (j, k0) with j ≤ n
Aj,k0 −R
n+1−j × C = {(xj , ..., xn, t) ∈ R × (Aj+1,k1 −R
n−j × C) :
φj,k0(xj+1, ..., xn, t) ≤ xj ≤ ψj,k0(xj+1, ..., xn, t)}
for some definable C0 functions φj,k0 and ψj,k0 on some Aj+1,k1 −R
n−j × C with φj,k0 =
ψj,k0 on Aj+1,k1 −R
n−j × C or φj,k0 < ψj,k0 on Aj+1,k1 . It follows from the frontier con-
dition that the following sets are elements of {Aj,k}k for each stratum Aj+1,k2 in Aj+1,k1 .
{(xj, ..., xn, t) ∈ R× Aj+1,k2 : φj,k0(xj+1, ..., xn, t) < xj < ψj,k0(xj+1, ..., xn, t)},
{(xj, ..., xn, t) ∈ R× Aj+1,k2 : xj = φj,k0(xj+1, ..., xn, t)},
{(xj , ..., xn, t) ∈ R ×Aj+1,k2 : xj = ψj,k0(xj+1, ..., xn, t)}.
Note 1. For a finite subset C0 of R we can choose the above linear transformations of
Rn, ..., R2 so that C0 ∩ C = ∅.
Assume for a while C = ∅. We wish to substratify {Aj,k}k in the same way as the
barycentric subdivision of a cell complex. Choose one point aj,k in each Aj,k so that
{pj(aj,k)}k = {aj+1,k}k for each j ≤ n. Substratify {An+1,k}k to {A
′
n+1,k′}k′ which
is defined to be the family of an+1,k for all k and the connected components of pn ◦ · · · ◦
p1(A)−C−∪{an+1,k}k. Assume by downward induction on l that {Aj,k}k is substratified to
{A′j,k′}k′ for each j ≥ l+1. Then define {A
′
l,k′}k′ to be the family of al,k and the connected
components of p−1l (A
′
l+1,k′)∩Al,k−{al,k} for all k and k
′. Note if p−1l (A
′
l+1,k′)∩Al,k does
not include al,k then it is connected. In the other case it is of dimension≤ 1 and its image
under pl is the point pl(al,k). Note also {A′j,k′}k′ continue to be described by graphs as
{Aj,k}k are so. Let φ
′
j,k′ and ψ
′
j,k′ denote the functions.
Next keeping the graph property we substratify {A′j,k′}k′ by triple induction without
introducing new strata of dimension 0. Set {A′′n+1,k′′}k′′ = {A
′
n+1,k′}k′ . Let l and c
be positive and non-negative integers respectively. Assume by induction that {A′j,k′}k′
and {A′l,k′ : A
′
l,k′ ⊂ Al,k}k′ are substratified to {A
′′
j,k′′}k′′ and {A
′′
l,k′′ : A
′′
l,k′′ ⊂ Al,k}k′′ ,
respectively, for each j ≥ l + 1 and each Al,k of dimension < c so that {A
′′
j,k′′ : A
′′
j,k′′ ⊂
Aj,k}k′′ is obtained by starring at aj,k from {Aj,k} ∪ {A
′′
j,k′′ : A
′′
j,k′′ ⊂ Aj,k − Aj,k}k′′
for each Aj,k with j ≥ l + 1, or with j = l and dimAj,k < c. Consider one Al,k of
dimension c and {A′l,k′ : A
′
l,k′ ⊂ Al,k}k′ . If c = 0 then we set clearly {A
′′
l,k′′ : A
′′
l,k′′ ⊂
Al,k}k′′ = {al,k}. Hence assume c > 0. Then there are two possible cases to consider :
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Al,k ∩ p
−1
l (pl(al,k)) = {al,k}, or Al,k ∩ p
−1
l (pl(al,k)) is of dimension 1. In the former case
we set {A′′l,k′′ : A
′′
l,k′′ ⊂ Al,k}k′′ = {Al,k ∩ p
−1
l (A
′′
l+1,k′′)}k′′ . Then the starring condition
is satisfied, to be precise, {A′′l,k′′ : A
′′
l,k′′ ⊂ Al,k}k′′ is obtained by starring at al,k from
{Al,k} ∪ {A
′′
l,k′′ : A
′′
l,k′′ ⊂ Al,k − Al,k}k′′ . In the latter case we substratify by starring
at al,k as follows. By induction hypothesis {A
′′
l+1,k′′ : A
′′
l+1,k′′ ⊂ pl(Al,k)}k′′ is obtained
from {pl(Al,k)} ∪ {A
′′
l+1,k′′ : A
′′
l+1,k′′ ⊂ pl(Al,k) − pl(Al,k)}k′′ by starring at pl(al,k). Let
A′′l,k′′ be such that A
′′
l,k′′ ⊂ Al,k − Al,k and pl(A
′′
l,k′′) ⊂ pl(Al,k) − pl(Al,k). Then by
hypothesis of starring there exists uniquely A′′l+1,k′′
0
such that A′′l+1,k′′
0
⊂ pl(Al,k) and
A′′l+1,k′′
0
∩ (pl(Al,k) − pl(Al,k)) = pl(A′′l,k′′). Let φ
′′
l,k′′ and ψ
′′
l,k′′ be the functions which
describe A′′l,k′′ on pl(A′′l,k′′). Extend φ
′′
l,k′′ and ψ
′′
l,k′′ to definable C
0 functions φ′′l,k,k′′ and
ψ′′l,k,k′′ on A
′′
l+1,k′′
0
so that they are of class C1 on A′′l+1,k′′
0
,
(
φ′′l,k,k′′(pl(al,k)), pl(al,k)
)
=
(
ψ′′l,k,k′′(pl(al,k)), pl(al,k)
)
= al,k,
φ′′l,k,k′′ = ψ
′′
l,k,k′′ if φ
′′
l,k′′ = ψ
′′
l,k′′ , φ
′′
l,k,k′′ < ψ
′′
l,k,k′′ on A
′′
l+1,k′′
0
otherwise,
φl,k < φ
′′
l,k,k′′ ≤ ψ
′′
l,k,k′′ < ψl,k on A
′′
l+1,k′′
0
− pl(A′′l,k′′).
(Here the extensions are easily constructed if they are not required to be of class C1
on A′′l+1,k′′
0
. Let φ′′l,k,k′′ and ψ
′′
l,k,k′′ be such extensions. Then Theorem II.5.2 says that
φ′′l.k.k′′ |A′′l+1,k′′
0
and ψ′′l,k,k′′ |A′′l+1,k′′
0
are approximated by definable C1 functions with the
same properties so that the approximations are extended to A′′l+1,k′′
0
and the extensions
coincide, respectively, with φ′′l,k,k′′ and ψ
′′
l,k,k′′ at A
′′
l+1,k′′
0
− A′′l+1,k′′
0
.) Moreover we choose
{φ′′l,k,k′′ , ψ
′′
l,k,k′′ : A
′′
l,k′′ ⊂ Al,k − Al,k, pl(A
′′
l,k′′) ⊂ pl(Al,k) − pl(Al,k)}k′′ by induction on
dimension of A′′l,k′′ so that if A
′′
l,k′′
1
⊂ A′′l,k′′
2
⊂ Al,k−Al,k with pl(A
′′
l,k′′
2
) ⊂ pl(Al,k)−pl(Al,k)
and if A′′l+1,k′′
10
and A′′l+1,k′′
20
are given from A′′l,k′′
1
and A′′l,k′′
2
, respectively, as A′′l+1,k′′
0
is given
from A′′l,k′′ then
φ′′l,k,k′′
1
= φ′′l,k,k′′
2
ψ′′l,k,k′′
1
= ψ′′l,k,k′′
2
on A′′l+1,k′′
10
,
in a word {φ′′l,k,k′′ , ψ
′′
l,k,k′′}k′′ is compatible. Now let Al,k be divided to the family of the
sets {al,k}, two connected components of Al,k ∩ p
−1
l (pl(al,k)), the graphs of φ
′′
l,k,k′′ |A′′l+1,k′′
0
and ψ′′l,k,k′′ |A′′l+1,k′′
0
and
{(xl, ..., xn, t) ∈ R × A
′′
l+1,k′′
0
: φl,k,k′′(xl+1, ..., xn, t) < xl < φ
′′
l,k,k′′(xl+1, ..., xn, t)},
{(xl, ..., xn, t) ∈ R× A
′′
l+1,k′′
0
: φ′′l,k,k′′(xl+1, ..., xn, t) < xl < ψ
′′
l,k,k′′(xl+1, ..., xn, t)},
{(xl, ..., xn, t) ∈ R× A
′′
l+1,k′′
0
: ψ′′l,k,k′′(xl+1, ..., xn, t) < xl < ψl,k(xl+1, ..., xn, t)}
for all possible k′′ and k′′0 given from k and k
′′ as above. Let {A′′l,k′′ : A
′′
l,k′′ ⊂ Al,k}k′′
denote the division. Then clearly the starring condition is satisfied. Thus we obtain the
required substratification {A′′j,k′′}k′′ .
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We will construct simplicial complexes K1, ..., Kn+1 in R
n ×R, ..., R, respectively, and
definable homeomorphisms τ1 : |K1| → A, τ2 : |K2| → p1(A), ..., τn+1 : |Kn+1| → pn ◦ · · · ◦
p1(A) such that
K0j = {A
′′
j,k′′ : dimA
′′
j,k′′ = 0}k′′ , {τj(Int σ) : σ ∈ Kj} = {A
′′
j,k′′}k′′ for each j,
τj = id on K
0
j , pj ◦ τj = τj+1 ◦ pj for j ≤ n, τn+1 = id,
τ1 is of the form
τ1(x1, ..., xn, t) =
(
τ1,1(x1, ..., xn, t), τ1,2(x2, ..., xn, t), ..., τ1,n(xn, t), t
)
,
τj(xj, ..., xn, t) =
(
τ1,j(xj , ..., x,t), ..., τ1,n(xn, t), t
)
, j = 2, ..., n,
and τ−1j+1 ◦ pj ◦ τj = pj ||Kj | : Kj → Kj+1 are simplicial maps for j ≤ n. Note for each
σ ∈ Kj the vertices spanning σ are just the vertices of τj(σ), to be precise, {A
′′
j,k′′ : A
′′
j,k′′ ⊂
τj(σ), dimA
′′
j,k′′ = 0}k′′ . Hence define Kj for each j to be the family of cells spanned by
the vertices of A′′j,k′′ for all A
′′
j,k′′ . Let K
c
j be the subfamily of cells for A
′′
j,k′′ of dimension
≤ c for each c. Then we need to see Kj and K
c
j are simplicial complexes.
As above let l and c be positive and non-negative integers. Assume by induction we have
shown Kj , j ≥ l+1, and K
c−1
l are simplicial complexes and constructed τj , j ≥ l+1, and
a definable homeomorphism τ c−1l : |K
c−1
l | → ∪{A
′′
l,k′′ : dimA
′′
l,k′′ < c}k′′ with the required
conditions. Note the vertices of A′′j,k′′ then span a simplex of the same dimension for
j ≥ l + 1 and for j = l and k′′ with dimA′′j,k′′ < c since Kj, j ≥ l + 1, and K
c−1
l are
simplicial complexes. We need to see Kcl is a simplicial complex and define τ
c
l . If c = 0,
Kcl is a finite set and, hence, a simplicial complex, and τ
c
l should be id and satisfies the
conditions. Assume c > 0 and choose one A′′l,k′′ of dimension c. There are two possible
cases to consider: pl|A′′
l,k′′
is injective or not. If pl|A′′
l,k′′
is injective, then A′′l,k′′ is the graph
of some definable C0 function on some A′′l+1,k′′
0
(= p(A′′l,k′′)), the vertices of A′′l+1,k′′
0
span
a simplex of dimension c by induction hypothesis and, hence, the vertices of A′′l,k′′ span a
simplex of dimension c. If pl|A′′
l,k′′
is not injective, then pl(a0) = pl(a1) for two vertices a0
and a1 of A′′l,k′′ , pl(a1), ..., pl(ac) are distinct one another for the other vertices a2, ..., ac
of A′′l,k′′ , pl(a1), ..., pl(ac) span a simplex of dimension c− 1 by induction hypothesis and,
hence, a0, ..., ac span a simplex of dimension c. In the same way we see that given two
A′′l,k′′
1
and A′′l,k′′
2
of dimension≤ c then the intersection of the two simplexes spanned by
the vertices of A′′l,k′′
1
and of A′′l,k′′
2
is a common face of them. Therefore Kcl is a simplicial
complex.
It remains to define τ cl on each simplex σ spanned by the vertices of A
′′
l,k′′ of dimension
c. If pl|A′′
l,k′′
is injective, let A′′l,k′′ be the graph of a definable C
0 function φ on A′′l+1,k′′
0
.
Then set
τ cl (xl, ..., xn, t) =
(
φ ◦ τl+1(xl+1, ..., xn, t), τl+1(xl+1, ..., xn, t)
)
for (xl, ..., xn, t) ∈ σ.
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Clearly τ cl |σ satisfies the conditions. Assume pl|A′′l,k′′ is not injective. Let A
′′
l,k′′ lie between
the graphs of two definable C0 functions φ ≤ ψ on A′′l+1,k′′
0
. Let σφ, σψ ∈ K
c−1
l such that
pl(σφ) = pl(σψ) = pl(σ), τ
c−1
l (σφ) = graphφ and τ
c−1
l (σψ) = graphψ. It is natural to
define τ cl on σ to be an extension of τ
c−1
l |σφ∪σψ and linear on each segment σ∩p
−1
l (a), a ∈
|Kl−1|, to be precise,
τ cl
(
sxl + (1− s)x
′
l, xl+1, ..., xn, t
)
=
sτ c−1l (xl, xl+1, ..., xn, t) + (1− s)τ
c−1
l (x
′
l, xl+1, ..., xn, t)
for (xl, xl+1, ..., xn, t) ∈ σφ, (x
′
l, xl+1, ..., xn, t) ∈ σψ and s ∈ [0, 1].
Thus we construct K1, ..., Kn+1, τ1, ..., τn+1. Let q : R
n×R→ Rn denote the projection.
Then q ◦ τ1 is a definable homeomorphism from |K1| to X since τ(|K1|) is the graph of f ,
f ◦ q ◦ τ1(x1, ..., xn, t) = t for (x1, ..., xn, t) ∈ |K1|
by the form of τ1, and, hence, f ◦ q ◦ τ1 : |K1| → R is PL. Hence q ◦ τ1 : |K1| → X is a
definable triangulation of f in the case of C = ∅.
Note 2. Later we will perturb p1, ..., pn−1 so that C vanishes. Then the above arguments
work. To be precise, let Rn×R
p˜1
−→ Rn−1×R −→ · · ·
p˜n−1
−→ R2 be definable C1 maps of the
form p˜j(xj , ..., xn, t) = (p˜
′
j(xj , ..., xn, t), t) which are close to the projections p1, ..., pn in
the compact-open C1 topology and keep all the properties except being linear projections.
(We adopt the compact-open C1 topology for approximations in this proof.) Set
pˆj(x1, ..., xn, t)=(x1, ..., xj, p˜j(xj, ..., xn, t)) for (x1, ..., xn, t)∈R
n ×R, j=1, ..., n− 1,
and η = pˆn−1 ◦· · · pˆ1, whose restriction to A is a definable C
1 imbedding into Rn×R. Here
a definable C1 imbedding is, by definition, a definable C0 map extensible to a definable C1
imbedding of an open definable neighborhood of A in Rn×R into Rn×R. If A is a compact
polyhedron then a definable C1 imbedding of A intoRn×Rmeans a definable C1 imbedding
of some simplicial decomposition of A. See p. 72 and 73 of [S3] for the definition of a
definable C1 imbedding of a simplicial complex and its fundamental properties. Especially
Lemma I.3.14 says that a definable C1 approximation of a definable C1 imbedding of a
finite simplicial complex into a Euclidean space is an imbedding, whose R-case is proved
in the same way. Now come back to general A and translate A by η, proceed the same
arguments for η(A), assume C = ∅ for η(A), and let τ1 : |K1| → η(A) be the triangulation.
Then q ◦ η−1 ◦ τ1 : |K1| → X is a definable triangulation of f .
Continue to assume C = ∅, and set π(x) = q ◦ τ−11 (x, f(x)) for x ∈ X . Then π is a map
onto X and injective if and only if q||K1| is a map onto X and injective respectively. We
wish to see q||K1| is a homeomorphism onto X . Indeed, if so, π
−1 : X → X is the required
definable triangulation of f . For a while we assume q|A is injective.
Surjectivity of q||K1|. First {q(A
′′
1,k′′)}k′′ is a stratification of X into definable C
1 mani-
folds compatible with P and with the frontier condition. Next for each σ ∈ K1, q(σ) is the
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cell spanned by the images under q of the vertices of A′′1,k′′ (= τ1(σ)). Hence π(σ0) ⊂ σ0
for each σ0 ∈ P . Therefore Imπ ⊂ X . We will prove Imπ = X . By induction on dimen-
sion, let σ0 ∈ P and assume π(σ1) = σ1 for each proper face σ1 of σ0 and π|∂σ0 : ∂σ0 → ∂σ0
is definably homotopic to id preserving the faces. Then it suffices to see π(σ0) = σ0 and
π|σ0 : σ0 → σ0 is definably homotopic to id so that the homotopy is an extension of the
given homotopy of π|∂σ0.
We prove π(σ0) = σ0 by reduction to absurdity. Assume π(σ0) 6= σ0, 0 ∈ Int σ0 and
0 6∈ π(σ0). Let ∂L denote the simplicial complex consisting of proper faces of σ0, and set
L = {0, 0 ∗ σ, σ : σ ∈ ∂L}, L/2 = {σ/2 : σ ∈ L}.
Let π0 : σ0 → ∂σ0 be a definable C
0 map such that π0|∂σ0 : ∂σ0 → ∂σ0 is definably
homotopic to id preserving ∂L, e.g., the composite of π|σ0 with the retraction π(σ0) ∋
tx→ x ∈ ∂σ0 for (x, t) ∈ ∂σ0 × (0, 1] with tx ∈ π(σ0). By this homotopy property we can
modify π0 so that
π0(tx) = x for (x, t) ∈ ∂σ0 × [1/2, 1].
π0 = id on ∂σ0, 0 ∗ σ − Intσ0/2 = π
−1
0 (σ)− Int σ0/2 for σ ∈ ∂L.Then
Moreover we can assume each π−10 (σ) for σ ∈ ∂L is a polyhedron for the following reason.
Apply the triangulation theorem of definable sets to {σ0/2, σ0/2 ∩ π
−1(σ1), σ2 : σ1 ∈
∂L, σ2 ∈ L/2}. Then there exists a definable homeomorphism ξ1 of σ0/2 preserving L/2
such that ξ−11 (σ0/2 ∩ π
−1
0 (σ1)) are polyhedra for σ1 ∈ ∂L. Note ξ1(σ) = σ for σ ∈ L/2.
Set
ξt(x) = (1− t)x+ tξ1(x) for (x, t) ∈ ∂σ0 × [1/2, 1].
Then ξt : σ0/2 → σ0/2, 0 ≤ t ≤ 1, is a definable homotopy of id to ξ1 preserving L/2.
Extend ξ1 to a definable map ξ between σ0 by
ξ(tx) = 2tξ2−2t(x/2) for (x, t) ∈ ∂σ0 × [1/2, 1].
Then ξ = id on ∂σ0, ξ is preserving L and ξ
−1(π−10 (σ1)) is a polyhedron for each σ1 ∈ ∂L.
Consider π0 ◦ξ : σ0 → ∂σ0 in place of π0. Then we can assume from the beginning π
−1
0 (σ1)
is a polyhedron for each σ1 ∈ ∂L.
Let L′ be a simplicial subdivision of L such that each π−10 (σ1) is the union of some
simplexes in L′. Then for each σ ∈ L′ there exists uniquely δσ ∈ ∂L such that π0(σ) ⊂ δσ
and π0(Int σ) ⊂ Int δσ. Define a map π
′
0 : L
′0 → ∂σ0 by π
′
0(v) = v for v ∈ L
′0 ∩ ∂σ0 and so
that π′0(v) is the barycenter of δσ for v ∈ L
′0 − ∂σ0. Then π
′
0 carries the vertices of each
σ ∈ L′ into δσ, and, hence, π
′
0 is extended to a PL map π
′
0 : σ0 → ∂σ0 so that π
′
0 is linear
on each simplex in L′. Note π′0 = id on ∂σ0. Regard σ as an R-simplex and apply lemma
1.2 to π′0 : σR → ∂σR. Then π
′
0 is PL homotopic to the R-extension of some R-PL map
π′′0 : σ → ∂σ. Here the R-extension of π
′′
0 |∂σ : ∂σ → ∂σ is PL homotopic to the identity
map of ∂σR. Once more, apply lemma 1.2 to these two maps. Then π
′′
0 |∂σ is PL homotopic
to id. That contradicts the fact Hdimσ0(σ0, ∂σ0) = Z in the real case. Hence π(σ0) = σ0.
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We extend the given homotopy of π|∂σ0 by the method of cone extension (II.1.16) called
the Alexander trick. Let Intσ0 contain 0. Let g∂ : ∂σ0 × [−1, 1] → ∂σ0 be a definable
C0 map such that g∂(·,−1) = π|∂σ0 and g∂(·, 1) = id. Extend g∂(·,−1) to π|σ0 on σ0 and
g∂(·, 1) to id on σ0, and set
g(s(x, t)) = sg∂(x, t) for (x, t) ∈ ∂(σ0 × [−1, 1]), s ∈ [0, 1].
Then g is a well-defined definable C0 map from σ0 × [−1, 1] to σ0 and fulfills the require-
ments. Thus we have shown surjectivity and also that π is preserving P .
Injectivity of q||K1|. We will modify the above linear changing of the coordinate systems
of Rn, ..., R2 so that q||K1| is injective. For each j = 1, ..., n+1, let Ej denote the union of
Aj,k with dimAj,kt < n+1−j for each t ∈ R, where Aj,kt = {x ∈ R
n+1−j : (x, t) ∈ Aj,k} as
above. Let qj : R
n+1−j ×R→ Rn+1−j denote the projection. Remember E1 and q1 equal
A′ and q, respectively, and q1|E1 is injective. We, however, do not know whether the other
qj |Ej are finite-to-one maps. Assume they are so and, moreover, using (II.1.17) choose
{Aj,k}k and {A
′′
j,k′′}k′′ so that qj |Ej : {Aj,k : Aj,k ⊂ Ej}k → {qj(Aj,k) : Aj,k ⊂ Ej}k
and qj |Ej : {A
′′
j,k′′ : A
′′
j,k′′ ⊂ Ej}k′′ → {qj(A
′′
j,k′′) : A
′′
j,k′′ ⊂ Ej}k′′ are definable C
1
stratifications of qj |Ej . Then by induction on n− j and by the method of construction of
τ1 we see
qj ◦ τ
−1
j (A
′′
j,k′′
1
) = qj ◦ τ
−1
j (A
′′
j,k′′
2
) if qj(A
′′
j,k′′
1
) = qj(A
′′
j,k′′
2
),
the vertices of each qj(A′′j,k′′) span a simplex of the same dimension as A
′′
j,k′′ , say σj,k′′ ,
which equals qj ◦ τ
−1
j (A
′′
j,k′′), σj,k′′
1
is a proper face of σj,k′′
2
if A′′j,k′′
1
⊂ A′′j,k′′
2
−A′′j,k′′
2
, and
then {σj,k′′}k′′ is a simplicial complex. In the case of j = 1 there are no k
′′
1 6= k
′′
2 such that
q1(A
′′
1,k′′
1
) = q1(A
′′
1,k′′
2
) since q1|A is injective. Hence q1||K1| : K1 → {σ1,k′′}k′′ is a simplicial
isomorphism. Therefore q||K1| is injective.
We changed linearly the coordinate systems of Rn, ..., R2 in sequence. We need to
choose the linear transformations so that the assumption—qj |Ej are finite-to-one maps—
is satisfied. It suffices to consider only A (⊂ Rn × R) assuming q|A is a finite-to-one
map in place of injectivity and to find a direction λ ∈ Sn−1 not singular for At for each
t ∈ R except a finite number of points and such that q2|E2 is a finite-to-one map. Go
back to the stratification {Aj}j of A such that p|A : {Aj}j → {p(Aj)}j is a definable
C1 stratification of p|A. From the beginning we assume q|Aj is a C
1 imbedding for each
j. Since we can ignore Aj with dimAjt = n for some t ∈ R we assume dimAjt < n
for any j and t. Note then p|Aj is regular for each Aj of dimension n. By definition
p1 : R
n × R → Rn−1 × R is the projection to the direction λ ∈ Sn−1. Then we have the
canonicalmethod of substratification of {Aj}j to {A1,j}j so that p1|A : {A1,j}j → {A2,j}j
is a definable C1 stratification of p1|A (see II.1.17). It follows from the definition of the
canonical substratification that
∪{A2,j : dimA2,j < n}j =
p1
(
∪ {Aj : dimAj < n}j ∪ ∪{Sing p1|Aj : dimAj = n}j
)
,
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where Sing denotes the singular point set of a C1 map. Clearly E2 is included in ∪{A2,j :
dimA2,j < n}j and we can ignore A2,j outside of E2. Hence it suffices to choose λ not
singular for At for each t ∈ R except a finite number of points such that the restriction of
q2 to the right side of the above equality is a finite-to-one map. Therefore what we prove is
that for each Aj , the set of λ ∈ S
n−1 such that the restriction of q2 to p1(Aj) if dimAj < n,
or to p1(Sing p1|Aj ) otherwise, is not a finite-to-one map is included in a definable set of
dimension < n − 1. (By the above method of construction of {Aj,k}k, j = 1, ..., n + 1,
we substratify the canonical stratification {A2,j}k and ignore A2,j of dimension n in the
canonical one. Hence q2|E2 is a finite-to-one map for any substratification if q2|E2 is a
finite-to-one map for the canonical one.)
Assume dimAj < n and consider q2|p1(Aj). Let p
′
1 : R
n → Rn−1 denote the projection
to the direction λ. Then dim q1(Aj) < n and, hence, p
′
1 ◦ q1 (= q2 ◦ p1) on Aj is a finite-to-
one map for λ ∈ Sn−1 except a definable subset of Sn−1 of dimension < n− 1. We choose
λ outside of this definable subset. If q2 ◦ p1|Aj is a finite-to-one map, so is q2|p1(Aj). Thus
the problem is solved.
Note 3. We will approximate p1 by a definable C
1 map p˜1 : R
n × R → Rn−1 × R
and define pˆ1 as in note 2 so that p
′
1 on q1 ◦ pˆ1(Aj) is a finite-to-one map. Then p|pˆ1(A) :
{pˆ1(Ak)}k → {p(Ak)}k is a definable C
1 stratification of p|pˆ1(A), and we can replace A
with pˆ1(A) keeping the property that q2|p1(Aj) is a finite-to-one map.
Assume dimAj = n. Let T(x,t)Aj denote the tangent space of Aj at a point (x, t) ∈ Aj.
By definition p1|Aj is singular at (x, t) if and only if (λ, 0) ∈ T(x,t)Aj . Hence q2|p1(Sing p1|Aj )
is not a finite-to-one map if and only if there exist an open interval I in R and a definable
C1 curve ξ : I → Aj of the form ξ(t) = (ξ
′(t), t) such that (λ, 0) ∈ Tξ(t)Aj for t ∈ I and
p′1 ◦ ξ
′ is constant. By the last property ξ′(t) is of the form ρ(t)λ+ a for some definable
C1 function ρ on I and a ∈ Rn. Hence Im dξt is a line R(
dρ
dt
(t)λ, 1) for each t ∈ I. It
follows (dρdt (t)λ, 1) ∈ Tξ(t)Aj . Therefore (0, 1) ∈ Tξ(t)Aj , which contradicts the property
that q|Aj is a C
1 finite-to-one map. Thus q2|p1(Sing p1|Aj ) is always a finite-to-one map,
which completes the proof in the case of C = ∅.
In place of the assumption C = ∅ we forget {Xi} and assume X is a PL manifold
with boundary of the same dimension n as the dimension of the ambient space of X ,
f ≥ 0, f−1(0) = ∂X and f is PL on a neighborhood of ∂X in X . Let ǫ > 0 be such
that A ∩ Rn × [0, 3ǫ] is a polyhedron. Note that X is the closure of the union of some
connected components of Rn − ∂X and X is uniquely determined by ∂X , to be precise, if
X ′ is another compact PL manifold with the same boundary as X then X ′ = X , which is
clear for R = R and for general R by remark 1.3. We wish to delete C. Go back to the
definable C1 stratification p1|A : {Aj}j → {p1(Aj)}j such that p1|A′−Rn×B is a finite-to-
one map and p′ on q1(Aj) is a finite-to-one map for Aj of dimension < n. Approximate
p1 by p˜1, in the compact-open C
1 topology as mentioned, and define pˆ1 as in note 2.
Assume that (i) p1|pˆ1(A′) is a finite-to-one map, i.e., B vanishes for pˆ1(A
′), (ii) p˜1 = p1
on A ∩ Rn × [0, ǫ], (iii) the value of p˜1 − p1 depends on only x1 on A − R
n × [0, 2ǫ] and
(iv) p′1 on q ◦ pˆ1(Aj − R
n × [0, 2ǫ]) is a finite-to-one map for Aj of dimension < n. Then
q|pˆ1(A) is injective for the following reason. If we fix x1, pˆ1 is a parallel translation of
A ∩ {x1} × R
n−1 × [2ǫ, ∞) by (iii). Hence q|pˆ1(A)∩Rn×[2ǫ,∞) is injective. On the other
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hand, A ∩Rn × [0, 3ǫ] is a compact polyhedron and pˆ1 is close to the identity map in the
compact-open C1 topology. Hence q ◦ pˆ1|A∩Rn×[0, 3ǫ] is a C
1 imbedding since q|A∩Rn×[0, 3ǫ]
is a C1 imbedding (Lemma I.3.14). Therefore q|pˆ1(A) is injective. By the same reason it
follows from (iv) that p′1 on q ◦ pˆ1(Aj) is a finite-to-one map for Aj of dimension < n. By
(ii) we see q(pˆ1(A∩R
n×{0})) = f−1(0) = ∂X . Hence q(pˆ1(A)) is a compact PL manifold
in Rn with the same boundary as X and equals X as noted above. Consequently q|pˆ1(A)
is a homeomorphism onto X .
Substratify {pˆ1(Aj)}j so that p1|pˆ1(A) : {pˆ1(Aj)}j → {p1 ◦ pˆ1(Aj)}j is a definable
C1 stratification and keep the same notation. In the same way we define p2, p˜2, pˆ2 for
∪{p1 ◦ pˆ1(Aj) : dim p1 ◦ pˆ1(Aj)t < n− 1, t ∈ R}j with the properties corresponding to (i),
(ii), (iii) and (iv). Repeat the same arguments and obtain p3, p˜3, pˆ3, ..., pn−1, p˜n−1, pˆn−1
and η = pˆn−1 ◦ · · · pˆ1. Then q|η(A) is a homeomorphism onto X by the same reason as for
q|pˆ1(A), and the arguments of triangulation of η(A) via R
n×R
p1
−→ · · ·
pn
−→ R proceed with
empty C so that the condition in the above proof of injectivity of q||K1| is satisfied. Hence
there exist a simplicial complex K in Rn × R and a triangulation τ : |K| → η(A) such
that q||K| is a homeomorphism onto X and τ is of the form τ(x, t) = (τ1(x, t), t). Then
q ◦ η−1 ◦ τ ◦ (q||K1|)
−1 : X → X is the required definable triangulation of f . Thus what we
need to prove is the following statement.
Statement. Given A,A′, p1 and {Aj}j as above, then p1 is approximated by p˜1 so that
(i), (ii), (iii) and (iv) are satisfied.
Proof of the statement. We can forget (ii) and replace (iii) and (iv) with the conditions
that (iii)′ the value of p˜1−p1 depends on only x1 and (iv)
′ p′1 on q◦ pˆ1(Aj) is a finite-to-one
map for Aj of dimension < n, respectively, for the following reason. Let ζ be a definable
C1 function on R such that ζ = 0 on (−∞, ǫ] and ζ = 1 on [2ǫ, ∞). Assume we have p˜1
sufficiently close to p1 with (i), (iii)
′ and (iv)′. Set
˜˜p1(x, t) = (1− ζ(t))p1(x) + ζ(t)p˜1(x) for (x, t) ∈ R
n ×R,
and define ˆˆp1 by ˜˜p1 as in note 2. Then ˜˜p1 is close to p1, p1 is a finite-to-one map on
ˆˆp1(A
′)−Rn × [0, 2ǫ] by (i) and on ˆˆp1(A
′) ∩Rn × [0, 2ǫ] by Lemma I.3.14 because we can
choose {Aj}j so that A
′ ∩ Rn × [0, 2ǫ] is a polyhedron, hence, (i) holds for ˆˆp1, and (ii),
(iii) and (iv) are clear for ˆˆp1 by the definition of ˜˜p1. Thus (i),..,(iv) are replaced with (i),
(iii)′ and (iv)′.
Moreover if (iii)′ is satisfied then (iv)′ is equivalent to that p1|pˆ1(q−1(q(Aj))) is a finite-
to-one map for Aj of dimension < n. Hence, adding such q
−1(q(Aj)) to A
′ and assuming
only that A′ is a compact definable set in Rn ×R with dimA′t < n for each t ∈ R we will
find p˜1 so that (i) and (iii)
′ are satisfied.
For each s = (s1, ..., sn+1) ∈ ({0} × R
n−1)n+1 ⊂ (Rn)n+1, define a definable C∞
submersion rs : R
n ×R→ Rn−1 ×R by
rs(x, t) = p1(x, t)− (
n+1∑
i=1
xi1si, 0) for (x, t) = (x1, ..., xn, t) ∈ R
n ×R.
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Then r0 = p1, if s is close to 0 in (R
n)n+1 then rs is close to p1 as a C
1 map, and if
we choose rs as p˜1 then (iii)
′ is satisfied. Hence we will find s close to 0 so that p˜1 = rs
satisfies (i). For each t ∈ R, let Yt denote the points s ∈ ({0} × R
n−1)n+1 such that
A′∩r−1s (x2, ..., xn, t) (= A
′
t×{t}∩r
−1
s (x2, ..., xn, t)) is of dimension 1 for some (x2, ..., xn, t).
Then Yt and the union Y of all Yt, t ∈ R, are definable subsets of ({0} × R
n−1)n+1 and
rs satisfies (i) if and only if s 6∈ Y . Hence it suffices to see Yt is of codimension > 1 in
({0}×Rn−1)n+1 for each t because if so then Y is of positive codimension and there exists
a point outside of Y and arbitrarily close to 0. Therefore we consider only A′0 ⊂ R
n and Y0.
Moreover we restrict the problem at each point of A′0 by the same reason. To be precise, let
x ∈ A′0 and let Yx,0 denote the points s of Y0 such that the germ of A
′
0 ∩ r
−1
s (x
′
2, ..., x
′
n, 0)
at x is of dimension 1 for some (x′2, ..., x
′
n). Then we only need to prove codimYx,0 > n.
For simplicity of notation we restate the problem. Let A be a definable set in Rn
of dimension < n containing 0, for each s = (s1, ..., sn+1) ∈ ({0} × R
n−1)n+1, define
rs : R
n → Rn−1 by
rs(x) = (x2, ..., xn)−
n+1∑
i=1
xi1si for x = (x1, ..., xn) ∈ R
n,
and let Y denote the points s ∈ ({0} ×Rn−1)n+1 such that the germ of A ∩ r−1s (0) at 0 is
of dimension 1. Then what we prove is that Y is of codimension > n in ({0} ×Rn−1)n+1.
We write Y as Y (A) when we need to clarify that Y is defined from A.
We can assume A is Cn+1 smooth because if A is the union of definable sets Z1 and
Z2 then Y (A) = Y (Z1) ∪ Y (Z2) and A admits a finite stratification into definable C
n+1
manifolds (II.1.8, whose R-case is proved in the same way). For each integer m with
1 ≤ m ≤ n+1, let θm : ({0}×R
n−1)n+1 → {0}×Rn−1 denote the projection to the m-th
factor. Then it suffices to see that θm
(
Y ∩ (θ1 × · · · × θm−1)
−1(s1, ..., sm−1)
)
is of positive
codimension in {0}×Rn−1 for each (s1, ..., sm−1) ∈ θ1×· · ·×θm−1(Y ) (⊂ ({0}×R
n−1)m−1).
Case of m = 1. Let s1 = (0, a2, ..., an) ∈ θ1(Y ) ⊂ {0}×R
n−1. Then the germ of r−1s (0)
at 0 is included in A for some s = (s1, ..., sn+1) ∈ ({0} ×R
n−1)n+1,
r−1s (0) = {(x1, ..., xn) ∈ R
n : (x2, ..., xn)−
n+1∑
i=1
xi1si = 0},
r−1s (0) is a smooth curve and, hence, the tangent line of the curve at 0—{(x1, ..., xn)
∈ Rn : (x2, ..., xn)− x1s1 = 0} (= {(x1, ..., xn) ∈ R
n : xi = aix1, i = 2, ..., n})—is tangent
to the tangent space T0A of A at 0, namely, (1, a2, ..., an) is a tangent vector of A at 0.
Therefore θ1(Y ) is of positive codimension.
Case ofm = 2. Let s1 ∈ θ1(Y ). Translate linearly R
n−1 so that s1 = 0. Then the x1-axis
is tangent to T0A. Let h : R
n ∋ (x1, ..., xn)→ (x1, x1x2, ..., x1xn) ∈ R
n be the blowing-up
with center 0. Then h−1(A) is a definable Cn manifold, and Y ∩ θ−11 (0) consists of points
(0, s2, ..., sn+1) ∈ {0} × ({0} ×R
n−1)n such that the germ of h−1(A) ∩ r−1(s2,...,sn+1)(0) at 0
is of dimension 1, where r(s2,...,sn+1) : R
n → Rn−1 is defined by
r(s2,...,sn+1)(x) = (x2, ..., xn)−
n∑
i=1
xi1si+1 for x = (x1, ..., xn) ∈ R
n.
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Hence we see codim θ2(Y ∩ θ
−1
1 (0)) > 0 in the same way as in the case of m = 1.
Repeat the same arguments. Then we see θm
(
Y ∩ (θ1 × · · · × θm−1)
−1(s1, ..., sm−1)
)
is
of positive codimension in {0}×Rn−1. Thus we prove the statement and, hence, theorem
2.2,(2) in the case where {Xi} = ∅, X is a PL manifold with boundary of dimension n,
f ≥ 0, f−1(0) = ∂X and f is PL on a neighborhood of ∂X in X . 
Remark 2.3. By note 1 in the above proof we have already shown locally a definable
triangulation of f . To be precise, let f be a definable C0 function on a compact polyhedron
X, Xi a finite number of definable subsets of X and C a finite subset of R. Then there exist
a closed definable neighborhood J of C in R and a definable triangulation πJ : YJ → f
−1(J)
of f |f−1(J) such that YJ is a neighborhood of f
−1(C) in X and π−1J (Xi) are polyhedra. If
Xi are compact polyhedra, we can choose πJ so that π
−1
J (Xi) ⊂ Xi.
It has been also shown that f admits a definable triangulation outside of f−1(C) for
some finite set C ⊂ Im f . To be precise, for any compact definable subset I of Im f − C
there exists a definable triangulation πI : YI → f
−1(I) of f |f−1(I) such that YI ⊂ R
n,
π−1I (Xi) are polyhedra and if X is a polyhedron then YI ⊂ X.
By theorem 2.2,(2) in the above special case and remark 2.3 we will prove theorem 2.1.
We proceed by induction on dimX1 together with the following complement.
Complement of theorem 2.1. A definable homeomorphism (X1, X1,i)i=1,...,k → (X2, X2,i)i=1,...,k
is definably isotopic to a PL homeomorphism (X1, X1,i)i → (X2, X2,i)i through homeomor-
phisms.
Let theorem 2.1m denote theorem 2.1 forX1 of dimension ≤ m, and define complementm
in the same way.
Proof that theorem 2.1m implies complementm. Assume dimX1 ≤ m and theorem 2.1m
holds. Let π : (X1, X1,i)i → (X2, X2,i)i be a definable homeomorphism, and let K1 and K2
be simplicial decompositions of X1 and X2 compatible with {X1,i} and {X2,i} respectively.
First we reduce the problem to the case of {X1,i} = K1. By the triangulation theorem of
definable sets we have a simplicial subdivision K ′2 of K2 and a definable homeomorphism
τ of X2 preserving K2 such that {τ(σ
′) : σ′ ∈ K ′2} is compatible with {π(σ1) : σ1 ∈
K1}. Then τ
−1(σ2) and τ
−1 ◦ π(σ1) are polyhedra for σ2 ∈ K2 and σ1 ∈ K1. Consider
two definable homeomorphisms τ−1 : (X2, σ2)σ2∈K2 → (X2, τ
−1(σ2))σ2∈K2 and τ
−1 ◦
π : (X1, σ1)σ1∈K1 → (X2, τ
−1 ◦ π(σ1))σ1∈K1 . Then it suffices to see they are definably
isotopic to PL homeomorphisms through homeomorphisms. Hence we can assume from
the beginning {X1,i}i = K1.
Let r ∈ N. We will construct a definable isotopy Πr : |K
r
1 | × [0, 1]→ π(|K
r
1 |) of π||Kr1 |
through homeomorphisms by induction on r so that Πr||Kr
1
|×{1} is PL and Πr(σ1×[0, 1]) =
π(σ1) for σ1 ∈ K
r
1 . We define naturally Π0 by Π0(x, t) = x for (x, t) ∈ |K
0
1 |×[0, 1]. Assume
we have Πr and let σ1 ∈ K
r+1
1 −K
r
1 . Then it suffices to extend Πr|∂σ1×[0, 1] to σ1 × [0, 1].
Assume 0 ∈ Int σ1. By theorem 2.1m there exists a PL homeomorphism θ : π(σ1) → σ1.
Then θ ◦ Πr|∂σ1×[0, 1] is a definable isotopy of θ ◦ π|∂σ1 through homeomorphisms and
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θ ◦Πr|∂σ1×{1} is PL. Set
Θ(x, t) =
{
θ ◦Πr(x, t) for (x, t) ∈ ∂σ1 × [0, 1]
θ ◦ π(x) for (x, t) ∈ σ1 × {0},
and extend it to σ1× [0, 1] by the Alexander trick, i.e., so that Θ(0, 1) = 0 and Θ is linear
on the segment joining (0, 1) to each point of ∂σ1× [0, 1]∪σ1×{0}. Then Θ is an extension
of θ ◦Πr|∂σ1×[0, 1], a definable isotopy of θ ◦π|σ1 through homeomorphisms and of class PL
on σ1 × {1}. Hence, if we define Πr+1 on σ1 × [0, 1] to be θ
−1 ◦ Θ then Πr+1 fulfills the
requirements. Thus induction process works and complementm is proved. 
Proof of theorem 2.1. We prove theorem 2.1 by induction on m = dimX1. It is trivial
if m = 0. Hence assume m > 0 and theorem 2.1 and the complement hold for smaller
dimensional X1. Let π : (X1, X1,i)i → (X2, X2,i)i be a definable homeomorphism.
First we prove that X1 is a PL manifold with boundary if so is X2. Assume X2 is a
PL manifold with boundary. Note then X1 is a polyhedral definable C
0 manifold with
boundary. Let x ∈ X1 and f a non-negative PL function on X1 with zero set {x}. Then
it suffices to see f−1(ǫ) is a PL ball or sphere of dimension m − 1 for small ǫ > 0 ∈ R
by invariance of links (Lemma 2.19 in [R-S]). Apply the former half of remark 2.3 to a
definable C0 function f ◦ π−1 on X2, a finite subset {0} of R and compact polyhedra
(X2, π(x)). Then there exists a compact polyhedral neighborhood U of π(x) in X2 and a
definable C0 imbedding τ : U → X2 such that τ ◦ π(x) = π(x), τ(U) is a neighborhood
of π(x) in X2 and f ◦ π
−1 ◦ τ is PL. Hence (f ◦ π−1 ◦ τ)−1(ǫ) is a PL ball or sphere of
dimensionm−1 for small ǫ > 0 ∈ R since a neighborhood of π(x) in U is a PL manifold and
f ◦π−1 ◦τ is a non-negative PL function with zero set {π(x)}. Choose ǫ so small that τ(U)
includes (f ◦ π−1)−1(ǫ). Then f−1(ǫ) and (f ◦ π−1 ◦ τ)−1(ǫ) are definably homeomorphic
and, hence, PL homeomorphic by induction hypothesis. Therefore f−1(ǫ) is a PL ball or
sphere of dimension m− 1.
Next we reduce the problem to the case where X1 is included in R
m and X2 is a simplex
of dimension m. Let K1 be a simplicial decomposition of (X1, X1,i)i, i.e., a simplicial
decomposition of X1 such that each X1,i is the union of some simplexes in K1. Note each
X2,i is the union of some π(σ1), σ1 ∈ K1. Apply the triangulation theorem of definable
sets to (X2, π(σ1))σ1∈K1 . Then we have a simplicial decomposition K2 of (X2, X2,i)i and a
definable homeomorphism τ of X2 such that for each σ1 ∈ K1, π(σ1) is the union of some
τ(σ2), σ2 ∈ K2. Replace π with τ
−1 ◦ π. Then we can assume from the beginning there
is a simplicial decomposition K2 of (X2, X2,i)i such that for each σ1 ∈ K1, π(σ1) is the
union of some σ2 ∈ K2. Moreover repeating the same arguments on K1 we assume there
exists a simplicial subdivision K ′1 of K1 such that for each σ2 ∈ K2, π
−1(σ2) is the union
of some σ′1 ∈ K
′
1. Then it suffices to see each π
−1(σ2) is PL homeomorphic to σ2 by the
following reason.
Assume we have proved it and let ασ2 : σ2 → π
−1(σ2) be PL homeomorphisms. We
will construct a definable isotopy Π : X1 × [0, 1]→ X2 through homeomorphisms so that
Π(π−1(σ2) × [0, 1]) = σ2 for σ2 ∈ K2 and Π|X1×{1} is PL. Let r ∈ N and suppose by
induction on r we have defined Π on π−1(|Kr2 |) × [0, 1]. Let σ2 ∈ K
r+1
2 − K
r
2 and fix a
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point a in Int σ2. Set
Πσ2(x, t) =
{
Π(ασ2(x), t) for (x, t) ∈ ∂σ2 × [0, 1],
(π ◦ ασ2(x), 0) for (x, t) ∈ σ2 × {0}.
Then Πσ2 is a definable homeomorphism of ∂σ2 × [0, 1] ∪ σ2 × {0} and Πσ2 is PL on
∂σ2 × {1}. Extend it to a definable homeomorphism of σ2 × [0, 1] by the Alexander trick,
i.e., so that Πσ2(a, 1) = (a, 1) and Πσ2 is linear on the segment joining (a, 1) to each
point of ∂σ2 × [0, 1] ∪ σ2 × {0}. Then Πσ2 is PL on σ2 × {1}. Hence if we define Π on
π−1(σ2)× [0, 1] by (Π(x, t), t) = Πσ2(α
−1
σ2
(x), t) then π fulfills the requirements.
By the same reason it also suffices to prove π(σ1) is PL homeomorphic to σ1 for each
σ1 ∈ K1 and by induction hypothesis we consider only σ1 of dimension m and π|σ1 : σ1 →
π(σ1). Namely we assume X1 = σ1. Then we can replace the ambient space R
n of X1
with the linear space spanned by σ1, which is of dimension m, and assume X1 ⊂ R
m.
Under this assumption we will prove π−1(σ2) is PL homeomorphic to σ2 for each σ2 ∈ K2.
By induction hypothesis π−1(σ2) is PL homeomorphic to σ2 if dimσ2 < m. Hence we
consider the case of dimσ2 = m. Then since π
−1(σ2) is included in R
m, what we prove is
the following statement.
Statement. Let X be a compact polyhedron in Rm which is definably homeomorphic to
a simplex σ of dimension m. Then X is PL homeomorphic to σ.
Proof of the statement. As shown already X is a PL manifold with boundary and,
hence, ∂X is a PL manifold. Let cX : ∂X × [0, 1] → X and cσ : ∂σ × [0, 1] → σ be
PL collars on ∂X in X and on ∂σ in σ, respectively (p. 24, 25 and 26 in [R-S]), i.e.,
PL imbeddings such that cX(·, 0) = cσ(·, 0) = id and Im cX and Im cσ are neighborhoods
of ∂X in X and of ∂σ in σ respectively. Then X and σ are PL homeomorphic to X −
cX(∂X × [0, 1/2)) and σ − cσ(∂σ × [0, 1/2)) respectively. Hence we have a definable
homeomorphism from X−cX(∂X×[0, 1/2)) to σ−cσ(∂σ×[0, 1/2)). The homeomorphism
is extensible to a definable homeomorphism π fromX to σ which carries each cX(∂X×{t}),
t ∈ [0, 1/2], to cσ(∂σ×{t}) and such that π|cX(∂X×[0, 1/4]) is of class PL because a definable
homeomorphism from ∂X to ∂σ is definably isotopic to a PL homeomorphism from ∂X
to ∂σ through homeomorphisms by induction hypothesis (complementm).
Let 0 ∈ Int σ, and define a non-negative PL function g on σ and a non-negative definable
C0 function f on X by
g(tx) = 1− t for (x, t) ∈ ∂σ × [0, 1],
and f = g ◦ π. Then g−1(0) = ∂σ, g−1(1) = {0}, f−1(0) = ∂X , g−1([t, 1]) is PL
homeomorphic to σ for each t ∈ [0, 1), and f is PL on a compact polyhedral neighborhood
of ∂X in X .
Apply theorem 2.2,(2) in the special case to X and f . Then there exist a definable
homeomorphism ξ of X such that f ◦ ξ is PL. Let K be a simplicial decomposition of X
such that f ◦ ξ is linear on each simplex in K. Since dimX = m > 0, f ◦ ξ(K0) consists
of at least two numbers. Set l = #f ◦ ξ(K0). We will prove that X is PL homeomorphic
to σ by induction on l.
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Assume l = 2. Then K0 − ∂X consists of one point π−1(0). Hence X is the cone
with base ∂X and vertex π−1(0). Therefore X is PL homeomorphic to σ. Assume l > 2
and set t0 = min(f ◦ ξ(K
0) − {0}). Then t0 < 1, and (f ◦ ξ)
−1([0, t0/2]) is a regular
neighborhood of ∂X in X and, hence, a PL collar (Corollary 3.9 in [R-S]). (Here we
give the definition of a regular neighborhood. Let Y be a compact subpolyhedron of a
compact polyhedron X . A regular neighborhood U of Y in X is a compact polyhedral
neighborhood of Y in X such that there exist compact polyhedra X1 ⊃ U1 ⊃ Y1, a
PL homeomorphism h : (X,U, Y ) → (X1, U1, Y1) and a simplicial decomposition K1 of
X1 such that K1|Y1 is a full subcomplex of K1 and U1 = ∪{| st(σ,K
′
1)| : σ ∈ K
′
1|Y1},
where K ′1 denotes the barycentric subdivision of K1.) Hence (f ◦ ξ)
−1([0, t0/2]) is PL
homeomorphic to ∂X × [0, 1]. On the other hand, since g−1([0, t0]) is a PL manifold
with boundary, (f ◦ ξ)−1([0, t0]) is a polyhedral definable C
0 manifold with boundary.
Hence (f ◦ ξ)−1([0, t0]) is a PL manifold with boundary (f ◦ ξ)
−1(t0) ∪ ∂X . Therefore
(f ◦ ξ)−1([t0/2, t0]) is PL homeomorphic to (f ◦ ξ)
−1(t0) × [0, 1] by the same reason as
above. Here (f ◦ ξ)−1(t0) is PL homeomorphic to ∂σ. Hence (f ◦ ξ)
−1([0, t0]) is PL
homeomorphic to ∂X × [0, 1] by elementary arguments of PL topology. Remember that
g−1([t0, 1]) is PL homeomorphic to σ. Then by induction hypothesis on l, (f ◦ξ)
−1([t0, 1])
is PL homeomorphic to σ. Consequently X is PL homeomorphic to σ, which proves the
statement, theorem 2.1 and, hence, its complement. 
Continued proof of theorem 2.2. (1) By the latter half of remark 2.3 f admits a definable
triangulation outside of f−1(C) for some finite set C ⊂ Im f . On the other hand, by the
former half of remark 2.3 we have a closed definable neighborhood J of C in Im f and a
definable triangulation πJ : YJ → f
−1(J) of f |f−1(J) such that π
−1
J (Xj) are polyhedra.
Set I = Im f − J . Note I ∩ J is a finite set. Apply the latter half to f |f−1(I). Then
there exists a definable triangulation πI : YI → f
−1(I) of f |f−1(I) such that π
−1
I (Xi) are
polyhedra.
We will paste YI and YJ at (f ◦ πI)
−1(I ∩ J) and (f ◦ πJ )
−1(I ∩ J) respectively. Set
Y∂I = (f ◦ πI)
−1(I ∩ J), π∂I = πI |Y∂I , Y∂J = (f ◦ πJ )
−1(I ∩ J) and π∂J = πJ |Y∂J . Then
π−1∂J ◦π∂I : Y∂I → Y∂J is a definable homeomorphism. If it is of class PL, pasting YI and YJ
by the PL homeomorphism we obtain a polyhedron Y . Define a definable homeomorphism
π : Y → X to be πI on YI and πJ on YJ . Then π : Y → X is a definable triangulation of
f and π−1(Xi) are polyhedra. Hence it suffices to modify πI : YI → X and πJ : YJ → X
so that π−1∂J ◦ π∂I is PL.
Let KI and KJ be simplicial decompositions of YI and YJ , respectively, such that f ◦πI
and f ◦ πJ are linear on each simplex in KI and KJ , respectively, and each π
−1
I (Xi) and
π−1J (Xi) are the unions of some simplexes in KI and KJ respectively. Set K∂I = KI |Y∂I
and K∂J = KJ |Y∂J . First we modify πJ : YJ → X . By the triangulation theorem of
definable sets there exists a definable homeomorphism θ of Y∂J preserving K∂J such that
θ ◦ π−1∂J ◦ π∂I(σ), σ ∈ K∂I , are polyhedra. Extend θ to a definable homeomorphism Θ of
YJ by the Alexander trick. Then f ◦ πJ ◦Θ = f ◦ πJ and Θ is preserving KJ and, hence,
{π−1J (Xi)}i. Hence we can replace πJ with πJ ◦ Θ
−1. If we replace, we can assume from
the beginning that π−1∂J ◦ π∂I(σ) are polyhedra for σ ∈ K∂I .
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Secondly, we modify πI : YI → X . Apply theorem 2.1 to the definable homeomor-
phism π−1∂J ◦ π∂I : (Y∂I , K∂I) → (Y∂J , π
−1
∂J ◦ π∂I(σ))σ∈K∂I . Then we have a PL home-
omorphism ξ : (Y∂I , K∂I) → (Y∂J , π
−1
∂J ◦ π∂I(σ))σ∈K∂I such that ξ(σ) = π
−1
∂J ◦ π∂I(σ)
for each σ ∈ K∂I . Repeat the same arguments as the above first modification to the
definable homeomorphism π−1∂I ◦ π∂J ◦ ξ : Y∂I → Y∂I , which is preserving K∂I . Then
we have its definable homeomorphism extension Ξ : YI → YI preserving KI such that
f ◦πI ◦Ξ = f ◦πI . Hence we can replace πI with πI ◦Ξ. Carry out the replacement. Then,
since π−1J ◦ (πI ◦ Ξ) = π
−1
J ◦ πI ◦ π
−1
∂I ◦ π∂J ◦ ξ = ξ on Y∂I , π
−1
∂J ◦ π∂I becomes of class PL.
Thus theorem 2.2,(1) is proved.
(2) Let X be the underlying polyhedron to a finite simplicial complex P , f a definable
C0 function on X , and Xi a finite number of compact definable subsets of X . As above
we have a definable triangulation π : Y → X of f such that π−1(Xi) and π
−1(σ), σ ∈ P ,
are polyhedra. Let θ : (X, σ)σ∈P → (Y, π
−1(σ))σ∈P be a PL homeomorphism such that
θ(σ) = π−1(σ) for σ ∈ P , which exists by theorem 2.1. Then π ◦ θ : X → X is a definable
triangulation of f such that π◦θ(σ) = σ for σ ∈ P and (π◦θ)−1(Xi) are polyhedra. By the
complement of theorem 2.1 we can choose θ so that there exists a definable isotopy from
id to π through homeomorphisms and preserving P , which proves theorem 2.2,(2). 
Proof of the complement of theorem 2.2. Lemma II.3.10 states that there exists a PL
homeomorphism ω : Y ′ → Y such that f ◦ π ◦ ω = f ◦ π′ and ω(π′−1(Xi)) = π
−1(Xi)
for each i in the real number case. Its proof uses only theorem 2.1, its complement
and theorems 2.2,(1) and 2.2,(2), and works for general R. In the proof we obtain ω
as the finishing homeomorphism of some definable isotopy ωt : Y
′ → Y, 0 ≤ t ≤ 1,
through homeomorphisms such that ω0 = π
−1 ◦ π′, f ◦ π ◦ ωt = f ◦ π
′ for t ∈ [0, 1] and
ωt(π
′−1(Xi)) = π
−1(Xi) for each i and t. Thus the complement holds. We do not repeat
the proof. 
Proof of theorem 2.2,(3). Assume X is the underlying polyhedron to a finite simplicial
complex P and f is simplicial on P . Let τ : X → X be a definable triangulation of
f preserving P such that τ−1(Xi) are polyhedra. Regard id : X → X as a definable
triangulation of f preserving P , and apply the complement of theorem 2.2 to τ , id and
P . Then there exists a definable isotopy ωt, 0 ≤ t ≤ 1, of τ
−1 through homeomorphisms
such that ω1 is PL, f ◦ τ ◦ ωt = f for t ∈ [0, 1] and ωt(σ) = τ
−1(σ) = σ for each σ ∈ P
and t. Set πt = τ ◦ ωt for t ∈ [0, 1]. Then π0 = id, π
−1
t (σ) = ω
−1
t (τ
−1(σ)) = σ for σ ∈ P ,
hence, πt, 0 ≤ t ≤ 1, is a definable isotopy of X preserving P , π
−1
1 (Xi) = ω
−1
1 (τ
−1(Xi))
are polyhedra, and f ◦ πt = f ◦ τ ◦ ωt = f for t ∈ [0, 1]. Therefore it suffices to modify πt
so that πt = id on f
−1(R− (s′1, s
′
2)).
Let P ′ be a simplicial subdivision of P such that π−11 (Xi) are the unions of some
simplexes of P ′. Choose s′′1 < s
′′′
1 < s
′′′
2 < s
′′
2 in R so that s
′
1 < s
′′
1 < s
′′′
1 < s
′′′
2 < s
′′
2 < s
′
2
and f(P ′0) ∩ ([s′′1 , s
′′′
1 ] ∪ [s
′′′
2 , s
′′
2 ]) = ∅, and set
Q = {σP ∩ f
−1(σ) : σP ∈ P
′, σ ∈ {s′′1 , s
′′′
1 , s
′′
2 , s
′′′
2 , [s
′′
1 , s
′′′
1 ], [s
′′′
2 , s
′′
2 ]}}.
Then Q is a cell complex and f ||Q| : Q → {s
′′
1 , s
′′′
1 , s
′′
2 , s
′′′
2 , [s
′′
1 , s
′′′
1 ], [s
′′′
2 , s
′′
2 ]} is a trivial
cellular map. Hence by the Alexander trick there exists a definable isotopy π′t, 0 ≤ t ≤ 1,
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of X such that for any t ∈ [0, 1], π′t = πt on f
−1([s′′′1 , s
′′′
2 ]), π
′
t = id on f
−1(R − (s′′1 , s
′′
2)),
f ◦ π′t = f on f
−1(R − (s′′′1 , s
′′′
2 )) and πt||Q| is preserving Q. Then π
′
t, 0 ≤ t ≤ 1, clearly
fulfills requirements except that π′−11 (Xi) are polyhedra. Divide each π
′−1
1 (Xi) to three
π′−11 (Xi) ∩ f
−1([s′′′1 , s
′′′
2 ]), π
′−1
1 (Xi) ∩ |Q| and π
′−1
1 (Xi) ∩ f
−1(R − (s′′1 , s
′′
2)). The first
set is π−11 (Xi) ∩ f
−1([s′′′1 , s
′′′
2 ]), the second the union of some cells of Q, and the third
Xi ∩ f
−1(R − (s′′1 , s
′′
2)). These are all polyhedra. Hence π
′−1
1 (Xi) is a polyhedron. Thus
theorem 2.2,(3) is proved. 
Consider the non-compact case of theorems 2.1 and 2.2. We use the notion semi-linear.
A semi-linear set or map is a definable one in the o-minimal structure (R,<, 0,+, c· : c ∈
R), where c· denote the function R ∋ x → cx ∈ R. (For simplicity of notation in the
following proofs we use this o-minimal structure for the definition of a semi-linear set or
map. The results below, however, hold clearly in the o-minimal structure (R,<, 0,+).) Let
(X,Xi)i be a definable set and a finite number of definable subsets. Assume X is bounded
in Rn and consider a definable triangulation of (X,X,Xi)i. Then it follows that there exist
semi-linear sets Yi ⊂ Y in R
n and a definable homeomorphism π : (Y, Yi)i → (X,Xi)i.
We call π : (Y, Yi)i → (X,Xi)i a definable semi-linearization of (X,Xi)i. We wish to
find conditions under which uniqueness of a definable semi-linearization holds. First, since
(0, 1) and R are definably homeomorphic but not semi-linearly homeomorphic, we treat
only bounded semi-linear subsets of Rn. Boundedness condition is, however, not sufficient.
For example, let σ be a 2-simplex in R2 with 0 ∈ Int σ. Then σ − {0} and σ − σ/2 are
definably homeomorphic but not semi-linearly homeomorphic. We treat semi-linear sets
of the latter form. To be precise, a semi-linear subset Y of Rn with a finite number of
semi-linear subsets Yi is called standard if Y is bounded and each point of Y −Y has a semi-
linear neighborhood U in Y such that (U, U ∩ Y, U ∩ Yi)i is semi-linearly homeomorphic
to (V × [0, 1), V × (0, 1), Vi × (0, 1))i for some semi-linear sets (V, Vi)i. We call U , or the
semi-linear homeomorphism, a local collar on Y − Y in (Y , Y, Yi)i (see p. 24 in [R-S]). As
Theorem 2.25 in [R-S], which states the existence of local collars implies that of a global
collar, we see the semi-linear case.
Lemma 2.4. Let (Y, Yi)i be a standard family of semi-linear sets. Then there exist a
family of bounded semi-linear sets (V, Vi)i and a semi-linear homeomorphism of (V ×
[0, 1), V × (0, 1), Vi × (0, 1))i to (U, U ∩ Y, U ∩ Yi)i for some semi-linear neighborhood U
of Y − Y in Y .
We call U , or the homeomorphism, a collar on Y − Y in (Y , Y, Yi)i.
Proof. We proceed as in the proof of Theorem 2.25 in [R-S]. Let K be a simplicial de-
composition of Y such that Y and Yi are the unions of some open simplexes in K, K
′
and K ′′ the barycentric subdivisions of K and K ′, respectively, and vσ the barycenter of
each σ ∈ K ′, set V = Y − Y , and let Y ⊂ Rn. Identify Y with Y × {0} ⊂ Y × R, set
W = Y × {0} ∪ V × [0, 2]. For each σ ∈ K ′ with Int σ ⊂ V , let Uσ be a local collar at vσ
on V in (Y , Y, Yi)i, and φσ : K
′′ → {0, 1, [0, 1]} the simplicial map such that φσ = 1 at vσ
and φσ = 0 at the other vertices. For simplicity of notation, assume vσ = 0, and choose
ǫ > 0 ∈ R so that ǫ| st(vσ, K
′′)| ⊂ IntUσ. Then by properties of a local collar, there exists
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a semi-linear homeomorphism hǫσ of W such that
hǫσ(h
−1
ǫσ (Yi × {0})) ⊂ Yi × {0}, hǫσ(vσ, 1) = (vσ, 0),
hǫσ = id on W − (V ∩ Int ǫ| st(vσ, K
′′)|)× [0, 2)− (Int ǫ| st(vσ, K
′′)|)× {0},
and hǫσ carries linearly each segment joining (vσ, 1) and a point of ∂(V ∩ ǫ| st(vσ, K
′′)|)×
[0, 2] ∪ (V ∩ ǫ| st(vσ, K
′′)|)× {2}. Note
h−1ǫσ (V × [0, 2])− {(vσ, 0)} = V × [0, 2]− (vσ, 1) ∗ (V ∩ Int ǫ| st(vσ, K
′′)|).
Hence by the star property of K ′′ at vσ we have a semi-linear homeomorphism hσ of W
such that
hσ(h
−1
σ (Yi × {0})) ⊂ Yi × {0}, hσ(vσ, 1) = (vσ, 0),
hσ = id on W − (V ∩ Int | st(vσ, K
′′)|)× [0, 2)− (Int | st(vσ, K
′′)|)× {0},
and hσ carries linearly each segment joining (vσ, 1) and a point of ∂(V ∩ | st(vσ, K
′′)|)
× [0, 2] ∪ (V ∩ | st(vσ, K
′′)|)× {2}. Note
hσ({(y, t) ∈ V ×R : t = φσ(y)}) = V × {0}.
{σ ∈ K ′ : Int σ ∈ V } = {σ1, ..., σk}, φ =
k∑
i=1
φσi ,Set
h = hσ1 ◦ · · · ◦ hσk , Z = Y × {0} ∪ {(y, t) ∈ V ×R : 0 ≤ t ≤ φ(y)}.
Then φ is a simplicial map from K ′′ to {0, 1, [0, 1]} with φ−1(0) ∩ K ′′0 = {vσ1 , ..., vσk},
h|Z is a semi-linear homeomorphism to Y × {0} such that
h(h−1(Y × {0})) = Y × {0} and h(h−1(Yi × {0})) = Yi × {0},
and there exists a semi-linear homeomorphism τ : Z → Y × {0} ∪ V × [0, 1] of the form
τ(y, t) = (τ ′(y, t), t) for (y, t) ∈ Z such that τ = id on Y × {0} and τ(σ ×R ∩ Z) ⊂ σ for
σ ∈ K ′. Therefore
(
Z − Y × {0}, h−1(Y × {0})− Y ×{0}, h−1(Yi × {0})− Y × {0}
)
i
and,
hence,
(
Z, h−1(Y × {0}), h−1(Yi × {0})
)
i
admit a collar on Z − h−1(Y × {0}). Thus the
lemma is proved. 
A typical example of a standard semi-linear set is the interior of a compact PL manifold
with boundary. We see that a definable C0 manifold is definably homeomorphic to the
interior of some compact PL manifold possibly with boundary and the compact manifold
possibly with boundary is unique up to PL homeomorphisms in the same way as Theorem
V.2.1 in [S1]. More generally,
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Theorem 2.5. A definable set with a finite number of definable subsets admits uniquely a
standard semi-linearization. Moreover a definable homeomorphism between standard semi-
linear set families is definably isotopic to a semi-linear homeomorphism through homeo-
morphisms.
Proof. Let (X,Xi)i be the given definable sets. As shown above we can assume X and
Xi are the unions of some open simplexes in some finite simplicial complex K in R
n with
|K| = X . Let K ′ and K ′′ denote the barycentric subdivisions of K and K ′, respectively,
and vσ the barycenter of σ ∈ K. (We require K
′ to be only a simplicial subdivision of K
such that K ′||Kk|, k = 1, ..., are full subcomplexes of K
′.) Define a definable C0 imbedding
τσ : X − Int σ → X − Int σ by τσ = id outside of Int | st(vσ, K
′)| − Int σ and
τσ(t0vσ +
l∑
j=1
tjvj) = t0vσ/2 +
k∑
j=1
tjvj + (
l∑
j=k+1
tj + t0/2)
l∑
j=k+1
tjvj/
l∑
j=k+1
tj
for t0, ..., tl ∈ [0, 1] with
k∑
j=0
tj < 1 and
l∑
j=0
tj = 1,
where v1, ..., vk, vσ, vk+1, ..., vl are both the vertices of a simplex in st(vσ, K
′) and the
respective barycenters of increasing simplexes σ1 ⊂ · · · ⊂ σk ⊂ σ ⊂ σk+1 ⊂ · · · ⊂ σl in K.
Then τσ is preserving K − {σ},
X − Im τσ = ∪{Int | st(σ
′′, K ′′)| : σ′′ ∈ K ′′, Intσ′′ ⊂ Intσ},
Im τσ1 ◦ τσ2 = Im τσ1 ∩ Im τσ2 for σ1 6= σ2 ∈ K.
Set {σ1, ..., σk} = {σ ∈ K : X ∩ Int σ = ∅} and τ = τσ1 ◦ · · · ◦ τσk . Then τ is a
semialgebraic C0 imbedding of (X,Xi)i into (X,Xi)i, Im τ ⊂ X ,
X − Im τ = ∪{Int | st(σ′′, K ′′)| : σ′′ ∈ K ′′, X ∩ Int σ′′ = ∅},
(Im τ, τ(Xi))i is a family of semi-linear sets, and it it standard for the following reason.
Set V = Im τ − Im τ . Note V is the union of some open simplexes in K ′′. Let the above
τσ be rewritten as τσ1/2 and define C
0 imbeddings τσt : X−Int σ → X−Int σ for t ∈ (0, 1]
by replacing t0/2 in the definition of τσ1/2 with t0t. Define τt to be τσ1t ◦ · · · ◦ τσkt for
t ∈ (0, 1]. Then τt are semialgebraic C
0 imbeddings of (X,Xi)i into (X,Xi)i, Im τt ⊂ Im τt′
for t < t′, τ1 = id, and the map π : V × [1/2, 1] ∋ (x, t)→ τt(x) ∈ Im τ1/2 is a definable C
0
imbedding whose image—Im τ1/2− Im τ1/4—is a semi-linear neighborhood of V in Im τ1/2
and such that
π−1(Im τ1/2) = V × [1/2, 1),
π−1(τ1/2(Xi)) = (V ∩Xi)× [1/2, 1),
π−1(σ) = (V ∩ σ)× [1/2, 1] for σ ∈ K ′.
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It also follows that π(·, t) is extended to a cellular map {σ∩V : σ ∈ K ′′} → {σ∩ (Im τt/2−
Im τt/2) : σ ∈ K
′′} for each t ∈ [1/2, 1], where ( ) denotes the closure of a set ( ). Let
σ ∈ K ′′ with σ ∩ V 6= ∅. If σ ∩ (V − V ) = ∅, then σ ∩ Imπ is both a cell and the disjoint
union of the cells σ ∩ π(V × {t}), t ∈ [1/2, 1]. If σ ∩ (V − V ) 6= ∅, then σ is described as
σ1 ∗ σ2 for some σ1, σ2 ∈ K
′′ with σ1 ⊂ V − V and σ2 ∩ (V − V ) = ∅, σ ∩ π(V × {t}) is a
cell and equal to σ1 ∗ (σ2 ∩ π(V × {t})) for each t ∈ [1/2, 1], and
σ ∩ π(V × {t1}) ∩ π(V × {t2}) = σ1 for t1 6= t2 ∈ [1/2, 1],
where σ1 ∗ σ2 denotes the join of σ1 and σ2—the smallest cell including σ1 and σ2 under
the condition that any two distinct segments with ends in σ1 and σ2 do not meet except
in σ1 ∪ σ2. In particular, σ ∩ V = σ1 ∗ (σ2 ∩ V ) in the latter case. Hence there exists a
cellular map θ : {σ ∩ V : σ ∈ K ′′} → {0, 1, [0, 1]} such that θ = 0 on K ′′0 ∩ (V − V ) and
θ = 1 at the other vertices. Set
Ξ = {(x, t) ∈ V × [0, 1] : 0 ≤ t ≤ θ(x)}.
Then we can construct a PL homeomorphism ξ : Ξ → Imπ inductively on Ξ ∩ |K ′′l| ×
[0, 1], l = 0, 1, ..., by the Alexander trick so that ξ(·, 0) = id on V , π−1 ◦ ξ(x, t) is of the
form (π′(x, t), 1− t/(2θ(x))) for (x, t) ∈ Ξ ∩ V × [0, 1] and
ξ(Ξ ∩ σ × [0, 1]) = π((V ∩ σ)× [1/2, 1]) for σ ∈ K ′ (not K ′′) with V ∩ Int σ 6= ∅.
Clearly there exists a semi-linear homeomorphism ξ′ : V × [0, 1]→ Ξ of the form ξ′(x, t) =
(ξ′′(x, t), t) for (x, t) ∈ V × [0, 1] such that
ξ′((V ∩ σ)× [0, 1]) = Ξ ∩ (V ∩ σ)× [0, 1] for σ ∈ K ′ (not K ′′).
Hence ξ ◦ (ξ′|V×[0,1]) : V × [0, 1]→ Im τ is a collar on V in (Im τ , Im τ, Yi ∩ Im τ)i.
We have shown a standard semi-linearization of (X,Xi)i. We prepare for proving
uniqueness.
Set W = X − X and UK = ∪{Int | st(σ,K
′′)| : σ ∈ K ′′, σ ⊂ W}, let L be another
simplicial decomposition of X with the same properties as K and such that K|
(W−W )
=
L|
(W−W )
, and define L′, L′′ and UL in the same way. Then (UK , UK ∩X,UK ∩Xi)i and
(UL, UL ∩X,UL ∩Xi)i are semi-linearly homeomorphic for the following reason. This is
called Regular Neighborhood Theorem in the case of compact W (Theorem 3.24 in [R-S]).
As the proof in our case is the same, we rapidly repeat the proof in [R-S]. We can assume
L is a subdivision of K by replacing L with a simplicial subdivision of the cell complex
{σK ∩ σL : σK ∈ K, σL ∈ L} without new vertices. Let K
′
1 and K
′′
1 be any derived
subdivisions of K and K ′1, respectively, (see p. 20 in [R-S]) and define UK1 by K
′′
1 and
L′1, L
′′
1 and UL1 in the same way. Then by 3.6 in [R-S], (UK , UK ∩ X,UK ∩ Xi)i and
(UL, UL ∩X,UL ∩Xi)i are semi-linearly homeomorphic to (UK1 , UK1 ∩X,UK1 ∩Xi)i and
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(UL1 , UL1 ∩X,UL1 ∩Xi)i, respectively, and by Lemma 3.7 in [R-S] there exist K1 and L1
such that
(UK1 , UK1 ∩X,UK1 ∩Xi)i = (UL1 , UL1 ∩X,UL1 ∩Xi)i.
Hence (UK , UK∩X,UK ∩Xi)i and (UL, UL∩X,UL∩Xi)i are semi-linearly homeomorphic.
Note the homeomorphism is extensible to a semi-linear homeomorphism of (X,X,Xi)i.
We use this invariance property to show that if (X,Xi)i is standard then UK is a collar
onW in (X,X,Xi)i as follows. We are interested in only a semi-linear neighborhood ofW
in X and by the invariance property we can modify X by a simplicial map fixing (W −W ).
Hence we can replace (X,Xi,W )i with
(
X×(0, 1]∪W × [0, 1], Xi×(0, 1]∪W × [0, 1], X×
{0}
)
i
. Fix a simplicial decomposition K of X . Let K ′× be a simplicial subdivision of the
cell complex {σ × {0}, σ × {1}, σ × [0, 1] : σ ∈ K ′} without new vertices such that for
σ1, σ2 ∈ K
′ with σ1 ∗ σ2 ∈ K
′, σ1 ⊂W and σ2 ⊂ X , (σ1 × {0}) ∗ (σ2 × [0, 1]) is the union
of some simplexes in K ′×. (Proposition 2.9 in [R-S] states a simplicial subdivision without
new vertices only. Its proof, however, shows the above last additional condition may be
satisfied.) Define UK× by K
′
× as UK by K
′. Then by the invariance property it suffices to
see UK× is a collar on X×{0} in
(
X×[0, 1], X×(0, 1]∪W×[0, 1], Xi×(0, 1]∪W×[0, 1]
)
i
.
That was already shown. Indeed,
(
UK× , UK×∩X×(0, 1], UK×∩Xi×(0, 1]
)
i
is semi-linearly
homeomorphic to
(
Φ,Φ∩X × (0, 1],Φ∩Xi× (0, 1]
)
i
, where Φ = {(x, t) ∈ X × [0, 1) : 0 ≤
t ≤ ψ(x)} and ψ is the simplicial map from K ′ to {0, 1, [0, 1]} such that ψ = 0 on K ′0∩W
and ψ = 1 at the other vertices.
We wish to replace UK with a set according to the following proof of uniqueness. Define
a definable C0 function fK on X − ∪{σ ∈ K
′ : σ ⊂W −W} by
fK =
{
0 on K ′0 ∩W
1 on K ′0 −W,
fK(
l3∑
j=1
tjvj) =
l2∑
j=l1+1
tj/
l2∑
j=1
tj
for t1, ..., tl3 ∈ [0, 1] with
∑l3
j=1 tj = 1 and
∑l2
j=1 tj > 0 and for a simplex in K
′ with
vertices v1, ..., vl1 inW , vl1+1, ..., vl2 outside ofW and vl2+1, ..., vl3 inW −W . Then by the
above arguments (X,UK , X,Xi)i is semi-linearly homeomorphic to (X, f
−1
K ([0, 1/2)), X,
Xi)i and, hence, we can replace UK with f
−1
K ([0, 1/2)). We keep the notation UK .
Let K ′′1 and K
′′
2 be any simplicial subdivisions of the barycentric subdivision of K
′, and
set U ′i = ∪{Int | st(σ,K
′′
i )| : σ ∈ K
′′
i , σ ⊂W}, i = 1, 2. Then U
′
i are regular neighborhoods
of ∪{σ ∈ K ′ : σ ⊂ W} in X. Hence by Regular Neighborhood Theorem there exists a
semi-linear isotopy βt, 0 ≤ t ≤ 1, of X preserving K
′ such that β1(U
′
1) = U
′
2. Therefore, if
we define f ′1 and f
′
2 from K
′′
1 and K
′′
2 , respectively, as fK from K
′ then the following note
holds.
Note 1. There exists a semi-linear isotopy γt, 0 ≤ t ≤ 1, of X preserving K
′ such that
γ1(Dom f
′
1) = Dom f
′
2, where Dom denotes the domain of a map.
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Uniqueness. Now we begin to prove uniqueness. Let η : (Y, Yi)i → (Z, Zi)i be a
definable homeomorphism between standard semi-linear set families in Rn. Note η is not
necessarily extensible to a definable C0 map from Y to Z, but if η is semi-linear then
η is extensible to a semi-linear homeomorphism from Y to Z because a semi-linear C0
imbedding of an open simplex to Rn is extensible to a semi-linear C0 immersion of the
closure. First we reduce the problem to the case where η is extensible to a definable C0
map η : Y → Z. Set X = graph η and Xi = graph η|Yi and let pY : (X,Xi)i → (Y, Yi)i
and pZ : (X,Xi)i → (Z, Zi)i denote the projections. Then pY and pZ are extensible
to definable C0 maps pY : X → Y and pZ : X → Z. By the definable triangulation
theorem of definable sets we regard X as the underlying polyhedron to a finite simplicial
complex K such that X and Xi are the unions of some open simplexes in K. Define
K ′, K ′′ and τ : (X,Xi)i → (X,Xi)i as above. Then (Im τ, τ(Xi))i is a standard family
of semi-linear sets, and τ−1|Im τ : Im τ → X is extensible to a semi-algebraic C
0 map
from Im τ to X by the definition of τ . Hence pY ◦ (τ
−1|Im τ ) : (Im τ, τ(Xi))i → (Y, Yi)i and
pZ ◦(τ
−1|Im τ ) : (Im τ, τ(Xi))i → (Z, Zi)i are definable homeomorphisms between standard
semi-linear set families and extensible to definable C0 maps Im τ → Y and Im τ → Z
respectively. Thus replacing η with pY ◦ (τ
−1|Im τ ) and pZ ◦ (τ
−1|Im τ ) we assume η is
extensible to η.
Let KY be a simplicial decomposition of Y such that Y and Yi are the unions of some
open simplexes in KY , and K
′
Y the barycentric subdivision of KY . Set WY = Y − Y
and define a definable C0 function fY and a definable set UY as fK and UK from K.
Let KZ , K
′
Z , WZ , fZ and UZ be given for (Z, Zi)i in the same way. Then there exists a
definable isotopy αZt, 0 ≤ t ≤ 1, of Z preserving K
′
Z such that αZ1 ◦ η(σ) is semi-linear
for each σ ∈ K ′Y . Hence subdividing K
′
Z we assume η(σ) is the union of some simplexes
in K ′Z .
We modify K ′Y and K
′
Z to some cell (not simplicial in general) complexes. Set
Y˜ = (Y −Dom fY ) ∪ f
−1
Y ((1/2, 1]), Y˜i = Y˜ ∩ Yi,
K˜ ′Y = {σ ∩ (Y˜ ),
(
σ ∩ f−1(1/2)
)
: σ ∈ K ′Y } and f˜Y = 2fY − 1.
Then K˜ ′Y is a cell complex, ((Y˜ ), Y˜ , Y˜i)i and (Y , Y, Yi)i are semi-linearly homeomorphic as
shown already, each cell in K˜ ′Y is of the form σ1∗(σ2∩f
−1
Y (1/2)) or σ1∗(σ2∩f
−1
Y ([1/2, 1]))
for some σ1, σ2 ∈ K
′
Y with σ1 ⊂ Y −Dom fY and σ2 ⊂ Dom fY , and there exists a definable
homotopy αY t : (Y˜ )→ Y , 0 ≤ t ≤ 1, of the homeomorphism such that the following three
conditions are satisfied. (1) αY t is a homeomorphism to Y for each t ∈ [0, 1) but not for
t = 1, (2) αY 1|Y˜ is a homeomorphism to Y , and (3) αY 1
(
σ ∩ (Y˜ )
)
= σ for σ ∈ K ′Y with
Int σ 6⊂ WY . It follows from (1), (2) and (3) that αY 1
(
σ ∩ ((Y˜ ) − Y˜ )
)
= σ ∩WY for the
same σ as in (3), and σ ∩ ((Y˜ ) − Y˜ ) and σ ∩WY may be of different dimension. Hence,
by replacing (Y, Yi)i, K
′
Y and fY with (Y˜ , Y˜i)i, K˜
′
Y and f˜Y , respectively, and keeping
the notations, we assume K ′Y is a cell complex, for any t ∈ [0, 1) there exists a cellular
isomorphism from K ′Y to {σ ∩ (f
−1
Y (t)), σ ∩ (f
−1
Y ([t, 1])) : σ ∈ K
′
Y }, the restriction of fY
to {σ ∈ K ′Y : σ ⊂ Dom fY } is a cellular map to {0, 1, [0, 1]}, each cell in K
′
Y is uniquely
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described as of the form σ1 ∗σ2 for σ1, σ2 ∈ K
′
Y with σ1 ⊂ Y −Dom fY and σ2 ⊂ Dom fY ,
and for such σ1 and σ2
fY (ty1 + (1− t)y2) = fY (y2) for (y1, y2, t) ∈ σ1 × σ2 × [0, 1).
Note (Y, Y ∩ σ)σ∈K′Y is standard. In the same way we modify K
′
Z .
Under these assumptions we will find a definable isotopy αt, 0 ≤ t ≤ 1, of Y preserving
{Int σ : σ ∈ K ′Y , Int σ ⊂ Y } by induction on dimY such that η ◦ α1 is semi-linear, αt is
extensible to a definable homeomorphism αt of Y for each t ∈ [0, 1) but not for t = 1,
and the map Y × [0, 1) ∋ (y, t) → αt(y) ∈ Y is continuous. Since WY ∩ Y = ∅ and
WY − Y = WY we have
WY −WY ⊂ Y, WZ −WZ ⊂ Z and η(WY −WY ) =WZ −WZ .
First we reduce the problem to the case where η is semi-linear on (WY −WY ). Clearly
(WY −WY , Yi ∩WY −WY )i, K
′
Y |(WY −WY ), η|WY−WY , (WZ −WZ , Zi ∩WZ −WZ)i and
K ′Z |(WZ−WZ) satisfy the assumptions on (Y, Yi)i, K
′
Y , η, (Z, Zi)i and K
′
Z . Hence by induc-
tion hypothesis there exists a definable isotopy αWt, 0 ≤ t ≤ 1, of WY −WY preserving
{Int σ : σ ∈ K ′Y , Intσ ⊂ WY − WY } such that η ◦ αW1 is semi-linear, αWt is extensi-
ble to a definable homeomorphism αWt of (WY −WY ) for each t ∈ [0, 1), and the map
(WY −WY ) × [0, 1) ∋ (y, t)→ αWt(y) ∈ (WY −WY ) is continuous. Then we can extend
αWt to a definable isotopy α˜Wt, 0 ≤ t ≤ 1, of Y −
(
(WY − WY ) − (WY − WY )
)
pre-
serving {Int σ : σ ∈ K ′Y , Intσ ⊂ Y −
(
(WY −WY ) − (WY −WY )
)
}, for which it suffices
to see the following statement. Given a cell σ in Rn, a union σ1 of open faces of σ of
codimension ≥ 2 and a definable isotopy α∂σt, 0 ≤ t ≤ 1, of ∂σ − σ1 such that α∂σt
is extensible to a definable homeomorphism α∂σt of ∂σ for each t ∈ [0, 1) and the map
∂σ × [0, 1) ∋ (y, t) → α∂σt(y) ∈ ∂σ is continuous, then α∂σt is extensible to a definable
isotopy ασt, 0 ≤ t ≤ 1, of σ − σ1 so that ασt is extensible to a definable homeomorphism
ασt of σ for each t ∈ [0, 1) and the map σ × [0, 1] − σ1 × {1} ∋ (y, t) → α∂σt(y), or
ασt(y),∈ σ is continuous. We prove as usual by the Alexander trick. Assume 0 ∈ Int σ,
and set
ασt(sy) =
{
α∂σ1(y) for (y, s, t) ∈ (∂σ − σ1)× {1}
2,
sα∂σst(y) for (y, s, t) ∈ σ × ([0, 1]
2 − {1}2).
Then ασt fulfills the requirements. Hence, replacing η with η ◦ α˜W1|Y we assume η is
semi-linear on (WY −WY ).
Secondly, we reduce to the case where η(Dom fY ) = Dom fZ . In the above arguments of
uniqueness we start with the barycentric subdivisions ofKY andKZ in place ofKY andKZ
and use the same notation. Let K ′′Y and K
′′
Z be simplicial subdivisions of the barycentric
subdivisions K ′Y and K
′
Z of the new KY and KZ , respectively, such that η|(WY −WY ) :
K ′′Y |(WY−WY ) → K
′′
Z |(WZ−WZ) is an isomorphism, and define f
′
Y and f
′
Z from K
′′
Y and K
′′
Z
as fY and fZ from K
′
Y and K
′
Z . Then η(Dom f
′
Y ) = Dom f
′
Z , η
−1(Dom f ′Z) = Dom f
′
Y and
by note 1 there exist semi-linear isotopies γY t and γZt, 0 ≤ t ≤ 1, of Y and Z preserving
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KY and KZ , respectively, such that γY 1(Dom fY ) = Dom f
′
Y and γZ1(Dom fZ) = Dom f
′
Z .
Define a semi-linear isotopy γ′Y t, 0 ≤ t ≤ 1, of (WY −WY ) to be η
−1 ◦ γZt ◦ η and that
γ′′Y t, 0 ≤ t ≤ 1, of (WY −WY ) to be γ
′−1
Y t ◦ γY t, which are preserving KY |(WY−WY ), and
extend γ′′Y t, 0 ≤ t ≤ 1, to a semi-linear isotopy γ
′′
Y t, 0 ≤ t ≤ 1, of Y preserving KY by
the Alexander trick. Then η ◦ γ′′Y 1(Dom fY ) = Dom fZ . Hence we assume η(Dom fY ) =
Dom fZ from the beginning.
Define a cellular map φY : K
′
Y → {0, 1, [0, 1]} by
φY =
{
0 on K ′0Y ∩ (WY −WY )
1 on K ′0Y − (WY −WY ),
which is well-defined because for non-empty σ ∈ K ′Y there exist uniquely σ1, σ2 ∈ K
′
Y
with σ1 ∗ σ2 = σ, σ1 ⊂ Y − Dom fY and σ2 ⊂ Dom fY , hence, φY (σ) = {0} if σ2 =
∅, φY (σ) = {1} if σ1 = ∅ and φY ((1 − t)y1 + ty2) = t for (y1, y2, t) ∈ σ1 × σ2 × [0, 1].
Then φ−1Y (0) = Y − Dom fY , φY fY is extensible to a PL function φY fY on Y , and
φY fY
−1
(0) = WY . We also define φZ for K
′
Z in the same way. Note φZ ◦ η and φZfZ ◦ η
are definable C0 functions on Y with zero sets φ−1Y (0) and WY , respectively, and
Im(φY , φY fY ) = Im(φZ , φZfZ) = Im(φZ ◦ η, φZfZ ◦ η) = {(r, s) ∈ [0, 1]
2 : s ≤ r}.
Set F = (F1, F2) = (φZ ◦ η, φZfZ ◦ η). We will, finally, reduce to the case where there
exists a definable neighborhood N of (0, ǫ] × {0} in (0, ǫ] × [0, ǫ] for some ǫ ∈ (0, 1)
such that F |F−1(N) is extensible to a PL map F˜ = (F˜1, F˜2) on Y with F˜1 ≥ 0, F˜2 ≥
0, F˜−11 (0) = F
−1
1 (0) and F˜
−1
2 (0) = F
−1
2 (0). Before carrying out reduction we prove the
uniqueness under this condition.
Compare F˜ with the PL map G = (G1, G2) = (φY , φY fY ) around φ
−1
Y (0). Then
we can assume F˜ = G there for the following reason. There exists a semi-linear isotopy
δt, 0 ≤ t ≤ 1, of Y preserving K
′
Y such that F˜1◦δ1 = φY on a neighborhood of φ
−1
Y (0) in Y
because F˜1 and φY are non-negative PL functions on Y with the same zero set. (Existence
of δ1 under these conditions is stated in Lemma I.3.10 in the real case, and existence of δt
in the general case is clear by its proof and remark 1.3.) Hence we assume F˜1 = φY from
the beginning. Let K ′′Y be a simplicial subdivision of K
′
Y , where F˜ and G are simplicial,
0 < ǫ ∈ R so small that φY (K
′′0
Y ) ∩ (0, ǫ] = ∅, and K
′′′
Y a simplicial subdivision of the cell
complex {σ′′ ∩ φ−1Y (σǫ) : σ
′′ ∈ K ′′Y , σǫ ∈ {0, ǫ, 1, [0, ǫ], [ǫ, 1]}} without new vertices. Set
K ′′′Y ǫ = K
′′′
Y |φ−1Y (ǫ)
and compare F˜2 and G2 on φ
−1
Y (ǫ). Since both are PL and non-negative
and have the same zero set there exists a semi-linear isotopy δ′ǫt, 0 ≤ t ≤ 1, of φ
−1
Y (ǫ)
preserving K ′′′Y ǫ such that F˜2 ◦ δ
′
ǫ1 = G2 on a neighborhood of φ
−1
Y (ǫ) ∩G
−1
2 (0) in φ
−1
Y (ǫ),
say, F˜−1(N ′) for a semi-linear neighborhood N ′ of the point (ǫ, 0) in {ǫ}× [0, ǫ]. We need
to extend δ′ǫt to a semi-linear isotopy δ
′
t, 0 ≤ t ≤ 1, of Y preserving K
′′
Y . That is possible on
φ−1Y ([ǫ, 1]) because the restriction of φY to {σ∩φ
−1
Y (ǫ), σ∩φ
−1
Y (ǫ
′), σ∩φ−1Y ([ǫ, ǫ
′]) : σ ∈ K ′′Y }
is a cellular map to {{ǫ}, {ǫ′}, [ǫ, ǫ′]} and trivial for some ǫ′ (> ǫ) ∈ R. We define δ′t on
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φ−1Y ([0, ǫ]) by
δ′t(ry1 + (1− r)y2) = ry1 + (1− r)δ
′
ǫt(y2)
for (y1, y2, r) ∈ σ1 × σ2 × [0, 1], σ1 ∈ K
′′′
Y |φ−1Y (0)
, σ2 ∈ K
′′′
Y ǫ with σ1 ∗ σ2 ∈ K
′′′
Y .
Then F˜2◦δ
′
1 = G on F˜
−1((0, 0)∗N ′), where the cone (0, 0)∗N ′ is a semi-linear neighborhood
of (0, ǫ]× {0} in (0, ǫ]× [0, ǫ]. Hence we can assume F˜ = G on a neighborhood of φ−1Y (0)
in Y and F = G on F−1(N).
Moreover we can assume fZ ◦η = fY on F
−1(N ′′) for some neighborhood N ′′ of [ǫ, 1]×
{0} in [ǫ, 1]×[0, 1] for the following reason. Note fZ ◦η|F−1([ǫ,1]×[0,1]) and fY |F−1([ǫ,1]×[0,1])
are definable C0 and PL, respectively, functions with zero set F−1([ǫ, 1]×{0}), and fZ ◦ η
and fY are PL and coincide each other on F
−1
(
[ǫ/2, ǫ] × [0, ǫ′′]
)
for some ǫ′′ > 0 ∈ R.
Choose ǫ′′ so small that K ′′′0Y ∩ F
−1
(
[ǫ/2, ǫ]× [0, ǫ′′]
)
⊂ F−1(ǫ, 0), where K ′′′Y was defined
above. By theorem 2.2,(2) there exists a definable homeomorphism πY of F
−1
(
[ǫ, 1]×[0, 1]
)
preserving {σ ∩ F−1({ǫ} × [0, ǫ′′]), σ ∩ F−1({ǫ} × [ǫ′′, ǫ]), σ ∩ F−1
(
[ǫ, 1] × [0, 1]
)
: σ ∈
K ′′′Y } such that fZ ◦ η ◦ πY is PL. Apply the complement of theorem 2.2 to fZ ◦ η and
fZ◦η◦πY on F
−1({ǫ}×[0, ǫ′′]). Then there is a PL homeomorphism π′Y of F
−1({ǫ}×[0, ǫ′′])
preserving {σ ∩ F−1({ǫ} × [0, ǫ′′]) : σ ∈ K ′′′Y } such that fZ ◦ η = fZ ◦ η ◦ πY ◦ π
′
Y on
F−1({ǫ} × [0, ǫ′′]). Extend π′Y to a PL homeomorphism of F
−1
(
[ǫ, 1]× [0, 1]
)
preserving
{σ ∩ F−1({ǫ} × [0, ǫ′′]), σ ∩ F−1({ǫ} × [ǫ′′, ǫ]), σ ∩ F−1
(
[ǫ, 1] × [0, 1]
)
: σ ∈ K ′′′Y } by the
Alexander trick, and replace πY with πY ◦π
′
Y . Then we can assume fZ◦η◦πY = fZ◦η = fY
on F−1({ǫ}×[0, ǫ′′]) from the beginning. Next extend πY to a definable homeomorphism of
Y preservingK ′′′Y by the Alexander trick so that fZ◦η◦πY = fZ◦η on F
−1
(
[ǫ/2, ǫ]×[0, ǫ′′]
)
and πY = id on F
−1
(
[0, ǫ/2] × [0, 1]
)
. Furthermore by the method of construction of πY
and π′Y there exists a definable isotopy of Y to πY preserving K
′′′
Y . Thus forgetting πY we
assume fZ ◦η is PL on F
−1
(
[ǫ, 1]× [0, 1]∪ [ǫ/2, ǫ]× [0, ǫ′′]
)
. Then we have a PL homotopy
π′Y t, 0 ≤ t ≤ 1, of Y preserving K
′′′
Y such that fZ ◦ η ◦ π
′
Y 1 = fY on F
−1(N ′′) for some
neighborhood N ′′ of [ǫ/2, 1]× {0} in [ǫ/2, 1]× [0, 1] (Lemma I.3.10). Moreover the proof
of Lemma I.3.10 says that π′Y t is chosen to be the identity map on F
−1
(
[0, ǫ/2]× [0, 1]
)
.
Consequently F ◦ π′Y t = G on F
−1
(
N ∩ [0, ǫ/2] × [0, 1]
)
and we can assume fZ ◦ η = fY
on F−1(N ′′).
Let K ′′Y and L be a simplicial subdivision of K
′
Y and a simplicial decomposition of
{(r, s) ∈ [0, 1]2 : s ≤ r}, respectively, such that G : K ′′Y → L is simplicial. Let ψ1 and
ψ2 be definable non-negative C
0 functions on [0, 1] such that ψ1(r) < r and ψ2(r) < r for
r ∈ (0, 1], ψ−1i (0) = {0} and
∪{Int | st(σ, L)| :σ ∈ L, Intσ⊂(0, 1]× {0}}⊃{(r, s) ∈ (0, 1]2 :s ≤ ψi(r)}, i = 1, 2.
Ψi = {(r, s) ∈ (0, 1]
2 : ψi(r) ≤ s ≤ r}, i = 1, 2.Set
Note 2. Then there exists a definable isotopy δ′′t , 0 ≤ t ≤ 1, of Y preserving K
′
Y such that
δ′′1 (G
−1(Ψ1)) = G−1(Ψ2).
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The reason is the following. Let ψ0 and ψ3 be functions with the same properties as ψ1
and ψ2 and such that ψ0 < ψi < ψ3, i = 1, 2, on (0, 1]. First define a definable isotopy
δ′′Lt, 0 ≤ t ≤ 1, of |L| preserving L so that for each (r, s) ∈ |L|,
δ′′Lt(r, s) =
{
(r, s) for s ∈ [0, ψ0(r)] ∪ [ψ3(r), r](
r, tψ2(r) + (1− t)ψ1(r)
)
for s = ψ1(r),
and δ′′Lt(r, ·) is linear on the segments [ψ0(r), ψ1(r)] and [ψ1(r), ψ3(r)]. Next lift δ
′′
Lt to a
definable isotopy of Y by the following note. Then the isotopy is the required one.
Note 3. Let h : K → L be a cellular map between finite cell complexes and L1 a
subcomplex of L. Let δL be a definable homeomorphism of |L| preserving L such that
δL = id on |L1|. Then there exists a definable homeomorphism δK of |K| preserving K
such that δK = id on h
−1(|L1|) and δL ◦ h = h ◦ δK .
Proof of note 3. By induction on l ∈ N we assume δK is already constructed on |K
l| and
let σ ∈ Kl+1−Kl. Then it suffices to extend δK |∂σ to σ so that δL ◦h = h◦δK on σ. Since
the extension is trivial if dimσ = dimh(σ) or h(σ) ∈ L1, we suppose dimσ > dimh(σ)
and h(σ) 6∈ L1. Let c : h(σ) → σ be a definable C
0 cross-section of h|σ such that
c(x) ∈ Int(h|σ)
−1(x) for x ∈ h(σ). Set
δ′K
(
ty + (1− t)c ◦ h(y)
)
= tδK(y) + (1− t)c ◦ δL ◦ h(y) for (y, t) ∈ ∂σ × [0, 1].
Then δ′K is a definable homeomorphism of σ preserving K|σ, h ◦ δ
′
K = δL ◦h and δ
′
K = δK
on ∂(h|σ)
−1(x) for each x ∈ h(σ). The last equality, however, does not necessarily hold
on ∪{Int(h|σ)
−1(x) : x ∈ ∂h(σ), dim(h|σ)
−1(x) > 0} (⊂ ∂σ). We need to modify δ′K .
Consider δ′−1K ◦ δK on ∂σ and the identity map on h(σ) in place of δK on ∂σ and δL on
h(σ). Then we only need to find a definable homeomorphism δ′′K of σ preserving K|σ such
that δ′′K = δ
′−1
K ◦ δK on ∂σ and h ◦ δ
′′
K = h because if such δ
′′
K exists then δ
′
K ◦ δ
′′
K is what
we want. Let a ∈ Int σ and set
δ′′K
(
ty + (1− t)a
)
= tδ′−1K ◦ δK(y) + (1− t)a for (y, t) ∈ ∂σ × [0, 1].
Then δ′′K fulfills the requirements. Thus notes 2 and 3 are proved.
Choose ψ1 and ψ2 in note 2 so that ψ1(r) = d1r for some small d1 > 0 ∈ R, ψ2 = ψ1 on
[ǫ, 1] and Ψ2 ∪N ∪N
′′ ⊂ {(r, s) ∈ (0, ǫ]× [0, 1] : s ≤ r}, and set GZ = (φZ , φZfZ). Then
F = GZ ◦η, G
−1(Ψ1) = fY ([d1, 1]) by definition of G, G−1(Ψ1) is identified with G−1(Ψ2)
through a definable homeomorphism of Y by note 2, and η|
G−1(Ψ2)
is a homeomorphism
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onto G−1Z (Ψ2) for the following reason.
G−1(Ψ2) ∩ (Y −G
−1(Ψ2)) = {y ∈ Y : φY fY (y) = ψ2 ◦ φY (y)} ⊂
F−1(0, 0) ∪ F−1(N ∪N ′′),
{y ∈ F−1(N) : φY fY (y) = ψ2 ◦ φY (y)}
= {y ∈ F−1(N) : φZfZ ◦ η(y) = ψ2 ◦ φZ ◦ η(y)} by F = G on F
−1(N),
{y ∈ F−1(N ′′) : φY fY (y) = ψ2 ◦ φY (y)}
= {y ∈ F−1(N ′′) : fY (y) = d1} by ψ2(r) = d1r for r ∈ [ǫ, 1]
= {y ∈ F−1(N ′′) : fZ ◦ η(y) = d1} by fZ ◦ η = fY on F
−1(N ′′)
= {y ∈ F−1(N ′′) : φZfZ ◦ η(y) = ψ2 ◦ φZ ◦ η(y)} by ψ2(r) = d1r for r ∈ [ǫ, 1],
{y ∈ Y : φY fY (y) = ψ2 ◦ φY (y)} = {y ∈ Y : φZfZ ◦ η(y) = ψ2 ◦ φZ ◦ η(y)}.
and, hence,
Define ψit and Ψit to be tψi and {(r, s) ∈ (0, 1]
2 : ψit(r) ≤ s ≤ r}, respectively, for each
t ∈ (0, 1], and repeat the above arguments for ψit and Ψit. Then by the above proof we
have a definable isotopy ωY t, 0 ≤ t ≤ 1, of Y preserving K
′′
Y such that ωY t(G
−1(Ψ1t)) =
G−1(Ψ2t) for t ∈ (0, 1] and η|G−1(Ψ2t) is a homeomorphism onto G
−1
Z (Ψ2t). Consider Z.
Then G−1Z (Ψ1t) = f
−1
Z ([td1, 1]) for each t ∈ (0, 1] and there exists a definable isotopy
ωZt, 0 ≤ t ≤ 1, of Z preserving K
′′
Z such that ωZt(G
−1
Z (Ψ1t)) = G
−1
Z (Ψ2t) for t ∈ (0, 1].
Remember that there are definable homeomorphisms κY t : Y → fY ([td1, 1]) and κZt :
Z → fZ([td1, 1]) for each t ∈ [0, 1] preserving {Int σ : σ ∈ K
′
Y , Intσ ⊂ Y } and {Int σ : σ ∈
K ′Y , Intσ ⊂ Y }, respectively, such that κY 0 = κZ0 = id and the maps Y × [0, 1] ∋ (y, t)→
κY t(y) ∈ Y and Z × [0, 1] ∋ (z, t)→ κZt(z) ∈ Z are continuous.
In conclusion, set κ′Y t = ωY t ◦κY t and κ
′
Zt = ωZt ◦κZt. Then κ
′
Y t : Y → G
−1(Ψ2t) and
κ′Zt : Z → G
−1
Z (Ψ2t), 0 ≤ t ≤ 1, are definable homeomorphisms preserving {Int σ : σ ∈
K ′Y , Intσ ⊂ Y } and {Intσ : σ ∈ K
′
Z , Int σ ⊂ Z}, respectively, such that κ
′
Y 0 = κ
′
Z0 = id
and the maps Y × [0, 1] ∋ (y, t) → κ′Y t(y) ∈ Y and Z × [0, 1] ∋ (z, t) → κ
′
Zt(z) ∈ Z
are continuous. Note Im η ◦ κ′Y t = Imκ
′
Zt for each t ∈ [0, 1]. Here we can assume
κ′−1Z1 ◦ η ◦ κ
′
Y 1 is semi-linear by theorem 2.1 through some definable isotopy of Y because
κ′−1Z1 ◦ η ◦ κ
′
Y 1 : Y → Z is a definable homeomorphism. Now we define αt by κ
′
Y t and κ
′
Zt
as follows
αt =
{
η−1 ◦ κ′−1Z1 ◦ η ◦ κ
′
Y 1 for t = 1
κ′−1Y 1−t ◦ η
−1 ◦ κ′Z1−t ◦ κ
′−1
Z1 ◦ η ◦ κ
′
Y 1 otherwise.
Then αt fulfills the requirements that αt, 0 ≤ t ≤ 1, is a definable isotopy of Y preserving
{Int σ : σ ∈ K ′Y , Intσ ⊂ Y }, η ◦ α1 is semi-linear, αt is extensible to a definable home-
omorphism αt of Y for each t ∈ [0, 1), and the map Y × [0, 1) ∋ (y, t) → αt(y) ∈ Y is
continuous. Thus the uniqueness is proved under the assumption that F is triangulable
on F−1(N).
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It remains to triangulate F on F−1(N). To be precise, what we prove is the following
statement.
Let K be a finite simplicial complex in Rn with underlying polyhedron X and H =
(H1, H2) : X → R
2 a definable C0 map with H1 ≥ 0 and H2 ≥ 0. Then there exist a
definable isotopy ζt, 0 ≤ t ≤ 1, of X preserving K and a definable neighborhood N of
(0, ǫ] × {0} in (0, ǫ] × [0, ǫ] for some ǫ > 0 ∈ R such that H ◦ ζ1|(H◦ζ1)−1(N) is extensible
to a PL map X → R2.
Note a triangulation ofH is impossible in general, e.g., the blowing-up [0, 1]2 ∋ (x1, x2)→
(x1, x1x2) ∈ R
2.
Proof of the statement. We argue as in the proof of theorem 2.2. Let p : Rn×R2 → R2
denote the projection. Set {Xi} = {Int σ : σ ∈ K}, A = graphH and B(s,t) = {x ∈
Rn : (x, s, t) ∈ B} for (s, t) ∈ R2 and any subset B of Rn × R2. Let {Aj}j be a finite
stratification of A into definable connected C1 manifolds compatible with {Xi×R
2}i, with
the frontier condition and such that p|A : {Aj}j → {p(Aj)}j is a definable C
1 stratification
of p|A. Let A
′ denote the union of Aj with dimAj(s,t) < n for each (s, t) ∈ R
2. Set
Sn−1 = {λ ∈ Rn : |λ| = 1}, let T(s,t) ⊂ S
n−1 denote the closure of the set of singular
directions λ for A′(s,t) and set T = {(λ, s, t) ∈ S
n−1 × R2 : λ ∈ T(s,t)} and T˜ = (T − T ).
Then T(s,t) is a definable set of dimension < n − 1 for each (s, t), and T, T , T − T, T˜ are
definable sets of dimension smaller than n+ 1, n+ 1, n, n respectively.
We will find a definable subset of Sn−1 of dimension < n−1 any definable neighborhood
of which includes (∪(s,t)∈NT(s,t)) for some ǫ and N in the statement. Consider a definable
C1 stratification of p|T such that the stratification of T is compatible with T , and choose ǫ
and N so small that N − [0, ǫ]× {0} is included in a stratum of the stratification of p(T ).
Then
(∪(s,t)∈NT(s,t)) ⊂ (∪(s,t)∈N−{(0,0)}T˜(s,t)) ∪ ∪(s,t)∈NT(s,t).
First we consider (∪(s,t)∈N−{(0,0)}T˜(s,t)). Let p|T˜ : {T˜j}j → {p(T˜j)}j be a definable C
1
stratification of p|T˜ : T˜ → p(T˜ ). It suffices to treat only Tj such that p(Tj) is of dimension
1 and includes (0, ǫ] × {0} for some ǫ > 0 or p(Tj) ∪ (0, ǫ] × {0} is a neighborhood of
(0, ǫ] × {0} in (0, ǫ] × [0, ǫ]. In the former case, T˜j(s,t) is of dimension < n − 1 for each
(s, t) ∈ (0, ǫ]×{0} and, hence, (T˜j)− T˜j is of dimension < n− 1. Let Oj be any definable
neighborhood of q
(
((T˜j)− T˜j)
)
in Sn−1, where q : Rn ×R2 → Rn denotes the projection.
Then there exists ǫ > 0 such that (∪(s,t)∈(0, ǫ]T˜j(s,t)) ⊂ Oj . In the latter case, T˜j(s,t) is of
dimension < n−2, ∪s2+t2=cT˜j(s,t) is of dimension < n−1 for each c > 0 ∈ R, and (T˜j)− T˜j
is of dimension < n − 1. Hence for any definable neighborhood Oj of q
(
((T˜j) − T˜j)
)
in
Sn−1 there exist ǫ and N such that (∪(s,t)∈NTj(s,t)) ⊂ Oj . Let J denote the family of such
j′s. Then, for any definable neighborhood O of q
(
∪j∈J ((T˜ ) − T˜ )
)
in Sn−1 there exist ǫ
and N such that (∪(s,t)∈N−{(0,0)}T˜(s,t)) ⊂ O.
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Next we consider ∪(s,t)∈NT(s,t). Set
S(s) = T ∩Rn × {s} ×R ∩Rn × {(s, 0)} for each s ≥ 0 ∈ R,
S = ∪s≥0∈RS(s) ∩R
n × {(0, 0)}.
Then S(s) and S are definable sets of dimension < n− 1. Let O′ be a definable neighbor-
hood of q(S) in Sn−1. Then q
(
(∪s∈[0, ǫ]S(s))
)
⊂ O′ for some ǫ > 0 ∈ R, and there exists a
definable non-negative C0 function δ on [0, ǫ] such that δ−1(0) = {0} and T(s,t) ⊂ O
′ for
s ∈ [0, ǫ] and 0 ≤ t ≤ δ(ǫ). Hence ∪(s,t)∈NT(s,t) ⊂ O
′ for N = {(s, t) ∈ (0, ǫ]×R : 0 ≤ t ≤
δ(ǫ)}.
Thus we obtain the required definable subset of Sn−1 of dimension < n− 1. Choose k
and N so that
(
∪(s,t)∈N T(s,t)
)
is included in a small definable neighborhood of the set.
Then ∪(s,t)∈NT(s,t) 6= S
n−1. Hence there exists a non-singular direction for A(s,t) for any
(s, t) ∈ N .
After changing linearly the coordinate system of Rn we can assume (1, 0, ..., 0) ∈ Rn is
not a singular direction for A′(s,t) for any (s, t) ∈ N . Repeat the same arguments for the
image of ∪(s,t)∈NA
′
(s,t) under the projection R
n × R2 → Rn−1 × R2 forgetting the first
factor of Rn and so on. Then in the same way as in the proof of theorem 2.2 we obtain
N and a definable isotopy ζt, 0 ≤ t ≤ 1, of X such that H ◦ ζ1|(H◦ζ1)−1(N) is PL. Here we
can choose ζt preserving K. Thus the statement is proved. 
Standard semi-linearization of a bounded definable C0 function is possible as follows.
Theorem 2.6. (1) Let (X,Xi)i be a finite family of definable sets and f : X → R a
bounded definable C0 function. Then there exist a standard family of semi-linear sets
(Y, Yi)i and a definable homeomorphism π : (Y, Yi)i → (X,Xi)i such that f ◦ π is semi-
linear.
(2) If X is a standard semi-linear set and P is a cell decomposition of X such that X
is the union of some open cells in P and (X,X ∩ σ)σ∈P is standard then we can choose Y
and π in (1) so that Y = X and there exists a definable isotopy πt, 0 ≤ t ≤ 1, of X from
id to π preserving P .
Proof. (1). Let X be contained and bounded in Rn. Replacing X with the graph of
f we assume f is extensible to a definable C0 function f on X. By theorem 2.5 we
have a standard semi-linearization π : (Y, Yi)i → (X,Xi)i of (X,Xi). In that proof π is
constructed so as to be extensible to a definable C0 map π : Y → X. Let K be a simplicial
decomposition of Y such that Y and Yi are the unions of some open simplexes in K.
Apply theorem 2.2,(2) to f ◦ π and K. Then there exists a definable homeomorphism τ of
Y preserving K and, hence, Yi such that f ◦π ◦ τ is PL. Hence π ◦ τ |Y : (Y, Yi)i → (X,Xi)i
is the required semi-linearization of f .
(2). By (1) we have a standard family of semi-linear sets (Y, Yσ, Yi,σ)i,σ∈P and a defin-
able homeomorphism τ : (Y, Yσ, Yi,σ)i,σ∈P → (X,X ∩ σ,Xi ∩ σ)i,σ∈P such that f ◦ τ
is semi-linear. Apply theorem 2.5 to a definable homeomorphism τ : (Y, Yσ)σ∈P →
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(X,X ∩ σ)σ∈P between standard semi-linear set families. Then there exists a definable
isotopy τt : (Y, Yσ)σ → (X,X ∩ σ)σ, 0 ≤ t ≤ 1, from τ to a semi-linear homeomorphism
through homeomorphisms. Set πt = τ ◦ τ
−1
t . Then πt, 0 ≤ t ≤ 1, is a definable isotopy
of (X,X ∩ σ)σ preserving P ; f ◦ π1 is semi-linear because f ◦ π1 = f ◦ τ ◦ τ
−1
1 ; each
π−11 (Xi) is semi-linear because π
−1
1 (Xi) = τ1(τ
−1(Xi)) = τ1(∪σ∈PYi,σ); (X, π
−1
1 (Xi)) is
standard because (Y,∪σ∈PYi,σ)i is standard and τ1 : (Y,∪σ∈PYi,σ)i → (X, π
−1
1 (Xi))i is a
semi-linear homeomorphism. Hence π1 : (X, π
−1
1 (Xi))→ (X,Xi) is the required standard
semi-linearization of f . 
Uniqueness of the semi-linearization in (1) does not necessarily hold. A counter-example
can be constructed as the above-mentioned counter-example to uniqueness of a definable
semi-linearization of a family of definable sets.
It seems very possible that any definable fiber bundle with compact polyhedral base
and total space is definably isomorphic to some PL fiber bundle. We give a partial answer
as follows. We define a definable microbundle, a definable isomorphism of two definable
microbundles and a definable s-isomorphism as in the PL case over R in [M]. See [M] for
properties of PL microbundles.
Remark 2.7. A definable microbundle ξ : B
i
→ E
j
→ B is definably s-isomorphic to some
PL microbundle if B is a compact polyhedron.
Proof of remark 2.7. Let B ⊂ Rn, B′ a regular neighborhood of B in Rn, and p : B′ → B
a PL retraction. Let E′ (⊂ B′×E) denote the fiber product of p : B′ → B and j : E → B,
and define i′ : B′ → E′ to be (id, i ◦ p) and j′ : E′ → B′ to be the projection. Then
ξ′ : B′
i′
−→ E′
j′
−→ B′ is a definable microbundle and we regard ξ as the restriction of
ξ′ to B. Hence it suffices to see ξ′ is definably s-isomorphic to some PL microbundle.
Therefore we assume from the beginning B is a compact PL manifold with boundary of
dimension n and E is a definable C0 manifold with boundary. Let B˜ be a small definable
open neighborhood of B in Rn and E˜ a definable C0 manifold including E defined by some
definable retraction B˜ → B as above.
Let E ⊂ Rm. We can replace E with the graph of j. Hence we assume E ⊂ B×Rm and
j is the restriction to E of the projection B × Rm → B. Set Eb = {x ∈ R
m : (b, x) ∈ E}
for each b ∈ B. Then E = ∪b∈B{b} × Eb, and moving parallel each Eb in R
m we suppose
Im i = B × {0}.
Let us naturally extend the definition of the tangent microbundle of a C0 manifold to
that of a definable C0 manifold with boundary. The tangent microbundle of E η1 : E
i1−→
E × E˜
j1
−→ E is defined by i1(b, x) = (b, x, b, x) for (b, x) ∈ E and j1(b, x, b
′, x′) = (b, x) for
(b, x, b′, x′) ∈ E × E˜. Set V2 = ∪b∈B{b}×Eb× B˜ ×Eb and V3 = ∪b∈B{b}× {0} × B˜ ×Eb,
and define definable microbundles η2 : E
i2−→ V2
j2
−→ E and η3 : B × {0}
i3−→ V3
j3
−→
B × {0} by i2(b, x) = (b, x, b, x) for (b, x) ∈ E, j2(b, x, b
′, x′) = (b, x) for (b, x, b′, x′) ∈ V2,
i3 = i2|B×{0} and j3 = j2|V3 . Then η1 is definably isomorphic to η2, the restriction of η2
to B × {0} is η3, and η3 is regarded as definably isomorphic to the definable microbundle
B ∋ b → (b, 0, b) ∈ E × Rn ∋ (b, x, b′) → b ∈ B, which is the Whitney sum of ξ and the
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trivial microbundle B → B × Rn → B. Thus ξ is regarded as definably s-isomorphic to
η1|B×{0}.
Let U be the closed ǫ-neighborhood of B × {0} in E for small ǫ > 0. Then U is a
compact definable C0 manifold with boundary. Let π : X → U be a definable trian-
gulation such that π−1(B × {0}) is a polyhedron (remember that a definable polyhedral
C0 manifold possibly with boundary is a PL manifold possibly with boundary), and τX
denote the tangent microbundle of X . Then τ |π−1(B×{0}) is a PL microbundle and de-
finably isomorphic to the induced microbundle (π|π−1(B×{0}))
∗η1|B×{0} by invariance of
tangent microbundles. Let Π : π−1(B × {0}) × [0, 1] → B × {0} be a definable iso-
topy of π|π−1(B×{0}) through homeomorphisms such that Π(·, 1) is PL (the complement
of theorem 2.1). Then by the covering homotopy property of topological microbundles,
which is proved in the definable R-case in the same way, (π|π−1(B×{0}))
∗η1|B×{0} and
Π(·, 1)∗η1|B×{0} are definably isomorphic. Hence Π(·, 1)
∗η1|B×{0} is definably isomorphic
to the PL microbundle τX |π−1(B×{0}). Therefore η1|B×{0} is definably isomorphic to the
PL microbundle (Π(·, 1)−1)∗τX |π−1(B×{0}). 
§3. differential topology in o-minimal structure
In this section we consider differential topology in o-minimal structure over R. We fix
an o-minimal structure over R and one over R, which expand the semialgebraic structure,
such that for any definable set X in Rn there exists a definable set Y in Rn such that
Y ∩ Rn = X . We call the smallest Y the R-extension of X and denote by XR. Given
a definable C0 map f : X → Y between definable sets in Rn, then its R-extension fR :
XR → YR is naturally defined. An example of such an o-minimal structure over R is the
semialgebraic structure.
Remark 3.1. Let r be 0, ... or ∞. A semialgebraic Cr version of lemma 1.1 is that
given an R-semialgebraic Cr map f : X → Y between R-semialgebraic Cr manifolds then
there exist an R-semialgebraic Cr map g : U → V between R-semialgebraic Cr manifolds
and R-semialgebraic Cr diffeomorphisms (homeomorphisms if r = 0) π : X → UR and
τ : Y → VR such that τ ◦f = gR ◦π. This is not correct. Indeed the cardinal number of the
R-semialgebraic Cr right-left equivalence classes of all R-semialgebraic Cr maps between
R3 is #R by [T], which treated only the case of R but whose proof works for any R.
If we treat only manifolds but not maps, a reduction to the R-case is possible as follows,
which was proved by [C-S1] in the semialgebraic structure and by [E] in general. A Nash
manifold is a semi-algebraic C∞ manifold, and a Nash map between Nash manifolds is a
semi-algebraic C∞ map.
Lemma 3.2. Given a definable Cr manifold M in Rn, r > 0 ∈ N, then there exists
uniquely a Nash manifold N in Rn such that M and NR are definably C
r diffeomorphic.
Here uniqueness means that if N ′ is another Nash manifold with the same properties then
N and N ′ are Nash diffeomorphic.
As in [S1], [C-S1,2] and [E] we see
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Lemma 3.2′. Assume the above M is non-compact. Then there exists uniquely a compact
definable Cr manifold with boundary N in Rn such that M and IntN are definably Cr
diffeomorphic.
LetX and Y be definable sets in Rn, X ′, Xi ⊂ X and Yi ⊂ Y a finite number of definable
subsets and φ : X ′ → Y a definable C0 map. Let HomR(X, Y ) denote the definable homo-
topy classes of definable C0 maps from X to Y . We also define HomR(X, Y )φ, IsoR(X, Y ),
IsoR(X, Y )φ, AisoR(X, Y ), AisoR(X, Y )φ and the relative classes HomR(X,Xi; Y, Yi), ...
in the same way as in the PL case. Then we have the following lemma, which generalizes
the main theorems on homotopy in [D-K]. We apply theorem 2.1 and its complement many
times in the proof in order to reduce the problem to the PL case.
Lemma 3.3. Let X,X ′, Xi, Y, Yi ⊂ R
n. The following former four natural maps are
bijective, and if Y is locally closed in Rn then the latter two ones are injective.
HomR(X, Y )→ HomR(XR, YR), HomR(X, Y )φ → HomR(XR, YR)φR ,
IsoR(X, Y )→ IsoR(XR, YR), IsoR(X, Y )φ → IsoR(XR, YR)φR ,
AisoR(X, Y )→ AisoR(XR, YR), AisoR(X, Y )φ → AisoR(XR, YR)φR .
The relative case also holds.
Proof. Surjectivity of HomR(X, Y ) → HomR(XR, YR). Let f : XR → YR be a definable
C0 map. By the triangulation theorem of definable sets we can assume X and Y are
the unions of some open simplexes in some finite simplicial complexes K and L in Rn,
respectively, such that X = |K| and Y = |L|. First we reduce the problem to the case
where X and Y are compact.
As in the proof of theorem 2.5, for each σ ∈ K with X ∩ Int σ = ∅, let πσ,t : X− Int σ →
X− Int σ, 0 ≤ t ≤ 1, be a semialgebraic isotopy of the identity map of X− Int σ such that
πσ,t = id outside of Int | st(σ,K)| for each t ∈ [0, 1] and X − Imπσ,1 = Int | st(vσ, K
′)|,
where K ′ is the barycentric subdivision of K and vσ is the barycenter of σ. Set πt =
πσ1,t ◦ · · · ◦ πσk,t on X for {σ1, ..., σk} = {σ ∈ K : X ∩ Int σ = ∅}. Then πt : X → X is a
semialgebraic isotopy of the identity map of X , Imπt ⊂ X for t ∈ (0, 1], and f ◦ πtR, 0 ≤
t ≤ 1, is a definable homotopy of f . Hence we can consider f |Imπ1R : Imπ1R → YR in place
of f : XR → YR. Then f is extensible to a definable C
0 map XR → YR and we can assume
X is compact. By the same reason we can suppose Im f does not intersect with some
semialgebraic neighborhood of YR − YR in YR defined by polynomials with coefficients in
R and, hence, Y is compact.
The simplicial approximation theorem does not holds over general R. Its proof, e.g.,
in [H], however, is available. We can prove by a similar method that f is definably ho-
motopic to a PL map as follows, which implies surjectivity of the map HomR(X, Y ) →
HomR(XR, YR) by lemma 1.2.
Let τ : Z → XR be a definable triangulation of XR such that (f ◦τ)
−1(σ) are polyhedra
for σ ∈ LR and P a simplicial decomposition of Z such that each (f ◦ τ)
−1(σ) is the union
of some simplexes in P . Then we can replace XR, KR and f with Z, P and f ◦ τ because
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τ is definably isotopic to a PL homeomorphism through homeomorphisms (theorem 2.1
and its complement), P is simplicially isomorphic to K1R for some simplicial complex K1
over R and |K1| is PL homeomorphic to X . Hence we assume from the beginning for
each σ ∈ LR, f
−1(σ) is the union of some simplexes in KR. Then for each σ ∈ LR,
f−1(Int σ) is the union of some open simplexes in KR. Hence for each σ ∈ KR there
exists uniquely δσ ∈ LR such that f(Intσ) ⊂ Int δσ. For each v ∈ K
0, let vL denote
the barycenter of δv. Let K
′ denote the barycentric subdivision of K and define δσ and
vL for σ ∈ K
′
R and v ∈ K
′0
R in the same way. Given a simplex v1 · · ·vk in K
′
R spanned
by vertices v1, ..., vk, then f(Int v1 · · · vk) is included in Int δv1···vk and, hence, the map
carrying v1, ..., vk to v1L, ..., vkL in order is linearly extended to a map from v1 · · · vk to
δv1···vk . Here the restriction of the extension to a face of v1 · · · vk coincides with the linear
map defined by the face in the same way. Hence a PL map f1 : XR → YR is well-defined
so that f1 is linear on each simplex in K
′
R and f1(v) = vL for v ∈ K
′0
R , and, moreover, a
definable homotopy ft : XR → YR, 0 ≤ t ≤ 1, of f is defined by
ft(x) = tf1(x) + (1− t)f(x) for (x, t) ∈ XR × [0, 1].
Thus f is definably homotopic to a PL map, and surjectivity is proved. Note that each
vertex v of K ′R is the barycenter of some σ ∈ KR, vL is the barycenter of δσ and, hence,
ft(Int σ) ⊂ Int δσ. In particular, if the restriction of f to a subcomplex K1 of KR is
a simplicial map to some subcomplex of LR then f = ft on |K1|. (Here we need the
assumption that for each σ ∈ LR, f
−1(σ) is the union of some simplexes in KR.)
Moreover we generalize the last statement as follows for subsequence applications. If
the restriction of f to a closed subpolyhedron Z of XR is PL and if f
−1(σ) is a polyhedron
for each σ ∈ LR then we can choose ft so that f = ft on Z. Indeed, subdivide KR and
assume the restriction of f to each simplex in a subcomplex K1 of KR with |K1| = Z is
a linear map into some simplex in LR and for each σ ∈ LR, f
−1(σ) is the union of some
simplexes in KR. Then we can define a PL map f1 : XR → YR so that f1 is linear on each
simplex in K ′R, f1(v) = vL for v ∈ K
′0
R −K
′
1 and f1(v) = f(v) for v ∈ K
′0
R ∩K
′
1. For such
f1 we define ft, 0 ≤ t ≤ 1, in the same way as above.
Surjectivity of HomR(X,Xi; Y, Yi) → HomR(XR, XiR; YR, YiR). Let f be a definable
C0 map from (XR, XiR)i to (YR, YiR)i. We repeat the above proof. First we assume
X,Xi, Y, Yi are the unions of some open simplexes in finte simplicial complexes K and L.
We reduce the problem, secondly, to the case where X and Y are compact and coincide
with |K| and |L|, respectively, and, thirdly, to the case where for each σ ∈ LR, f
−1(σ) is
the union of some simplexes in KR. Lastly, we define a definable homotopy ft : XR →
YR, 0 ≤ t ≤ 1, of f to a PL map. Then by the above method of construction of ft,
ft(XiR) ⊂ YiR, i.e., ft, 0 ≤ t ≤ 1, is a definable homotopy from (XR, XiR)i to (YR, YiR)i.
Thus we can assume f is PL from the beginning.
Let K1 and L1 be simplicial subdivisions of KR and LR, respectively, such that f :
K1 → L1 is simplicial. As in the proof of lemma 1.2 we find PL isotopies πt of XR and
τt of YR, 0 ≤ t ≤ 1, through homeomorphisms preserving KR and LR, respectively, such
that π1 and τ1 are isomorphisms from K1 and L1 to the R-extensions of some simplicial
subdivisions of K and L respectively. Then τt ◦ f ◦ π
−1
t , 0 ≤ t ≤ 1, is a PL homotopy of f
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from (XR, XiR)i to (YR, YiR)i, and τ1 ◦ f ◦ π
−1
1 is the R-extension of some PL map from
(X,Xi)i to (Y, Yi)i.
Injectivity of HomR(X, Y ) → HomR(XR, YR). Let f, g : X → Y be definable C
0
maps such that fR, gR : XR → YR are definably homotopic. Let F : XR × [0, 1] → YR
be a definable C0 map such that F (·, t) = fR(·) for t ∈ [0, 1/4] and F (·, t) = gR(·) for
t ∈ [3/4, 1]. We will see then f and g are definably homotopic. By the same reason as
above we reduce the problem to the case where X and Y are compact polyhedra, and by
the simplicial approximation theorem over R we assume f and g are PL. Then by lemma
1.2 it suffices to find a definable homotopy Fs : XR × [0, 1] → YR, 0 ≤ s ≤ 1, of F such
that F1 is PL and Fs = F on XR × {0, 1} for any s. Thus what we prove is the following
statement.
(∗) Let U1 ⊂ U2 ⊂ U and V be compact polyhedra over R such that U2 is a neighborhood
of U1 in U and h : U → V a definable C
0 map such that h|U2 is PL. Then there exists a
definable homotopy ht : U → V, 0 ≤ t ≤ 1, of h such that h1 is PL and ht = h on U1 for
any t.
Existence of such a homotopy without the last condition is already shown. We need
some additional arguments for this condition. Let K and L be simplicial decompositions of
U and V , respectively, such that U1, U2, h(U1) and h(U2) are the unions of some simplexes
in K and L, respectively, and K|U1 is full in K. Here we can choose K and L so that
h|U2 : K|U2 → L|h(U2) is simplicial for the following reason. First subdivide K so that h is
linear on each simplex in K|U2 . Secondly, subdivide L so that for each σ ∈ K|U2 , h(σ) is
the union of some simplexes in L. Then {σ ∈ K : Int σ ∩ U2 = ∅} ∪ {σK ∩ h
−1(σL) : σK ∈
K|U2 , σL ∈ L} is a cell complex, whose underlying polyhedron is U . Lastly, subdivide the
cell complex to a simplicial complex without introducing new vertices (Proposition 2.9 in
[R-S]) and replace K with the subdivision. Then h|U2 : K|U2 → L|h(U2) is simplicial.
Next we shrink U2. Let ξ : K → {0, 1, [0, 1]} be the simplicial map defined by ξ(v) = 0
for v ∈ (K|U1)
0 and ξ(v) = 1 for v ∈ K0 − U1. Then ξ
−1(0) = U1 by fullness of K|U1 .
(Note fullness continues to hold after subdivision.) Set ǫ = 1/2. Then ξ−1([0, ǫ]) ⊂ U2, and
(ξ−1([ǫ/2, ǫ]), ξ−1([ǫ/2, ǫ])∩σ)σ∈K is PL homeomorphic to [0, 1]× (ξ
−1(ǫ), ξ−1(ǫ)∩σ)σ∈K
by the usual arguments of PL topology. We consider ξ−1([0, ǫ]) in place of U2 and use the
last triviality.
We will construct a definable triangulation τ : Z → U and a simplicial decomposition
P of Z such that for σL ∈ L and σK ∈ K, (h ◦ τ)
−1(σL) and τ
−1(σK ∩U1) are the unions
of some simplexes in P and τ |τ−1(U1) : P |τ−1(U1) → K|U1 is an isomorphism. Let τǫ : Zǫ →
ξ−1([ǫ, 1]) be a definable triangulation such that τ−1ǫ (ξ
−1(ǫ) ∩ σK) and (h ◦ τǫ)
−1(σL)
are polyhedra for σK ∈ K and σL ∈ L. Apply theorem 2.1 and its complement to
τǫ|(ξ◦τǫ)−1(ǫ) :
(
(ξ ◦ τǫ)
−1(ǫ), τ−1ǫ (ξ
−1(ǫ) ∩ σ)
)
σ∈K
→ (ξ−1(ǫ), ξ−1(ǫ) ∩ σ)σ∈K . Then τǫ is
extended to a definable triangulation τǫ/2 : Zǫ/2 → ξ
−1([ǫ/2, 1]) so that τǫ/2|(ξ◦τǫ/2)−1(ǫ/2) :
(ξ ◦ τǫ/2)
−1(ǫ/2) → ξ−1(ǫ/2) is PL and τ−1ǫ/2(ξ
−1([ǫ/2, ǫ]) ∩ σ) are polyhedra for σ ∈ K.
Then (h ◦ τǫ/2)
−1(σ) are polyhedra for σ ∈ L because for σL ∈ L, τ
−1
ǫ/2(ξ
−1([ǫ/2, ǫ]) ∩
h−1(σL)) are the unions of τ
−1
ǫ/2(ξ
−1([ǫ/2, ǫ]) ∩ σK) for some σK ∈ K. Let Pǫ/2 be a
simplicial decomposition of Zǫ/2 such that for σL ∈ L and σK ∈ K, (h ◦ τǫ/2)
−1(σL) and
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τ−1ǫ/2(σK ∩ ξ
−1(ǫ/2)) are the unions of some simplexes in Pǫ/2. Subdivide the cell complex
{σK ∩ ξ
−1(0), σK ∩ ξ
−1([0, ǫ/2]), τǫ/2(σP ) ∩ ξ
−1(ǫ/2) : σK ∈ K, σP ∈ Pǫ/2} to a simplicial
complex K˜ without introducing new vertices. Note |K˜| = ξ−1([0, ǫ/2]), K˜|U1 = K|U1 and
K˜|ξ−1(ǫ/2) = {τǫ/2(σ)∩ξ
−1(ǫ/2) : σ ∈ Pǫ/2}. Paste Pǫ/2 with K˜ through τǫ/2|(ξ◦τǫ/2)−1(ǫ/2).
Then we have a finite simplicial complex P and a definable triangulation τ : Z = |P | → U
such that for σL ∈ L and σK ∈ K, (h ◦ τ)
−1(σL) and τ
−1(σK ∩U1) are the unions of some
simplexes in P and τ |τ−1(U1) : P |τ−1(U1) → K|U1 is an isomorphism.
The rest of proof is the same as in the proof of surjectivity. First replacing U and K
with Z and P we reduce the problem to the case where for each σ ∈ L, h−1(σ) is the union
of some simplexes in K and h|U1 : K|U1 → L|h(U1) is simplicial. Next define a definable
homotopy ht : U → V , 0 ≤ t ≤ 1, of h so that h1 is PL in the same way. Then ht = h
on U1 by the simplicial map property of h|U1 and the definition of ht. Thus injectivity is
proved.
Injectivity of HomR(X,Xi; Y, Yi) → HomR(XR, XiR; YR, YiR). We only need to gener-
alize (∗) to the relative case as follows. Given Wi ⊂ U and Vi ⊂ V a finite number of
unions of a finite number of open simplexes such that h(Wi) ⊂ Vi, then we can choose
ht so that ht(Wi) ⊂ Vi for any t. That is clear as shown in the proof of surjectivity of
HomR(X,Xi; Y, Yi)→ HomR(XR, XiR; YR, YiR).
Bijectivity of HomR(X,Xi; Y, Yi)φ → HomR(XR, XiR; YR, YiR)φR . We can assume X
and Y are bounded in Rn and, moreover, X ′ is closed in X and for the following reason.
Since we are interested in the case of HomR(XR, XiR; YR, YiR)φR 6= ∅, we assume φR is
extensible to a definable C0 map (XR, XiR)i → (YR, YiR)i. Then φR is uniquely extensible
to the closure of X ′R in XR. Let φR denote the extension. Clearly graphφR is closed in
XR×YR and the closure of X
′
R in XR includes the closure of X
′ in X . Therefore graphφR
includes the closure of graphφ in X × Y . Namely φ is extensible to the closure of X ′ in
X . Therefore we can assume X ′ is closed in X .
We reduce the problem to the compact PL case one by one. First we reduce to the case
where φ is an imbedding as follows. Let φ˜ : X → Rn be a bounded definable C0 extension
of φ. Replace X with graph φ˜. Then we assume φ˜ is extensible to a definable C0 map
φˆ : X → Rn. Using Thom’s transversality theorem (Theorem II.5.4), by usual arguments
of singularity theory (see §II.5 and §II.6 in [S3]) we find a definable C
1 map α′ : X → RN
(i.e., a map extensible to a definable C1 map from a definable open neighborhood of X in
Rn toRN ) for some large integer N such that α′ = 0 onX ′ and α′|X−X′ is a C
0 imbedding
into RN − {0}. Set α = (φˆ, α′)|X , Z = Imα, Z
′ = α(X ′) and Zi = α(Xi), and define a
definable C0 map ψ : Z ′ → Y to be the restriction to Z ′ of the projection Rn×RN → Rn.
Then ψ is an imbedding and, moreover, extensible to a definable C0 imbedding of Z ′ into
Y , and the map HomR(ZR, ZiR; YR, YiR)ψR ∋ G → G ◦ αR ∈ HomR(XR, XiR; YR, YiR)φR
is bijective. Hence we can replace (X,X ′, Xi)i with (Z, Z
′, Zi)i and assume φ and its C
0
extension to X ′ are imbeddings into Y and Y respectively.
Secondly, by the triangulation theorem of definable sets, theorem 2.1 and its complement
we suppose X,X ′, Xi, Y and Yi are the unions of some open simplexes in finite simplicial
complexes K and L such that |K| = X, |L| = Y and K|X′ is a full subcomplex of K, and
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the extension of φ to X ′ is a PL imbedding into Y . (Note the original φ is not necessarily
triangulable.)
Let πσ,t : X − Int σ → X − Int σ, 0 ≤ t ≤ 1, be the semialgebraic isotopy defined in the
proof of surjectivity of HomR(X, Y )→ HomR(XR, YR) and K
′ the barycentric subdivision
of K. Set {σ1, ..., σk} = {σ ∈ K : X ∩ Int σ = ∅} ordered so that dimσi ≤ dimσi+1. Then
we can choose πσi,t by downward induction on i by fullness of K|X′ in K so that
X − Imπσi,1 ◦ · · · ◦ πσk,1 = ∪
k
j=i| st(vσj , K
′)|,
where vσ denotes the barycenter of σ. Hence if we set π1 = πσ1,1 ◦ · · · ◦ πσk,1 as before
then π1 is a semialgebraic C
0 imbedding of X into X ,
X − Imπ1 = ∪{| st(σ,K
′)| : σ ∈ K ′, Int σ ∩X = ∅}
and Imπ1 is the union of some simplexes in K
′. It follows that ∪{| st(σ′, K ′)| ∩ Imπ1 :
σ′ ∈ K ′, Int σ′ ⊂ σ ∩ Imπ1} is a neighborhood of σ ∩ Imπ1 in Imπ1 for any σ ∈ K with
Int σ ⊂ X . Therefore replacing X, φ and K with Imπ1, φ ◦ π
−1
1 and K
′|Imπ1 and keeping
the same notation we, thirdly, assume
(∗∗) σ ∩ (X ′ −X) ⊂ σ ∩X ′ for σ ∈ K with Int σ ⊂ X,
namely, there does not exist a simplex in K which touches X ′ but not X ′ and whose
interior is included in X .
Though reduction to the compact PL case is not yet complete, we consider surjectivity.
Proof of surjectivity. Let f : (XR, XiR)i → (YR, YiR)i be a definable C
0 map with
f |X′R = φR. Then f is definably homotopic to a definable C
0 map extensible to a definable
C0 map XR → Y R through a homotopy fixing X
′
R for the following reason. Let U be an
open definable neighborhood of X ′R in XR such that f |U is extensible to a definable C
0
map from U to Y , define K ′ as above and let ξ be a positive definable C0 function on X ′R
with ξ ≤ 1.
We will define a definable homeomorphism τξ : XR → XR by which U becomes a
neighborhood of X ′ in X. Let N(X ′, K) denote the simplicial neighborhood of X ′ in K—
the subcomplex ofK generated by σ ∈ K with σ∩X ′ 6= ∅—and ∂N(X ′, K) the subcomplex
of N(X ′, K) consisting of σ with σ ∩X ′ = ∅. Set τξ = id on X
′
R ∪ (XR ∩ |∂N(X
′, K)|R)∪
(XR − |N(X ′, K)|R). By (∗∗) XR ∩ |N(X ′, K)|R − X
′
R − |∂N(X
′, K)|R is the disjoint
union of the interiors of joins σ ∗ σ′ such that σ ∈ ∂N(X ′, K)R, σ
′ ∈ KR|X′R
, σ ∗ σ′ ∈ KR
and Int σ′ ⊂ X ′R. Hence it suffices to define τξ on such Intσ ∗ σ
′. Clearly Int σ ∗ σ′
is the disjoint union of open segments joining points in Int σ and points in Int σ′. Let
l(t), 0 ≤ t ≤ 1, denote the points of the closed segment linearly parameterized by t so that
l(0) ∈ Int σ′ and l(1) ∈ Int σ. Define τξ to carry linearly the segments l(0)l(1/2)− {l(0)}
and l(1/2)l(1)−{l(1)} to l(0)l(ξ(l(0))/2)−{l(0)} and l(ξ(l(0))/2)l(1)−{l(1)} respectively.
Then τξ is a well-defined definable homeomorphism of XR and preserving {Int σ : σ ∈
KR, Int σ ⊂ XR}, and for sufficiently small ξ
τξ(XR ∩ |N(X ′, K
′)|R) ⊂ U.
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Fix such a ξ and set τ ′t = τ1−t+tξ, 0 ≤ t ≤ 1. Then τ
′
t , 0 ≤ t ≤ 1, is a definable isotopy of
XR fixing X
′
R such that
τ ′1(XR ∩ |N(X
′, K ′)|R) ⊂ U.
Hence f◦τ ′1 is extensible to |N(X
′, K ′)|R. After then we can see f◦τ
′
1 is definably homotopic
to a definable C0 map extensible to a definable C0 map XR → Y R through a homotopy
fixingX ′R in the same way as in the proof of surjectivity of HomR(X, Y )→ HomR(XR, YR).
Thus we have reduced surjectivity problem to the case where X and Y are compact.
It suffices then to show f is definably homotopic to a PL map through a homotopy fixing
X ′R by lemma 1.2. Subdivide K and L so that φ : K|X′ → L|φ(X′) is simplicial. By
the triangulation theorem of definable sets, theorem 2.1 and its complement there exists a
definable isotopy ηt, 0 ≤ t ≤ 1, of XR preserving KR such that η1(f
−1(σ)), σ ∈ LR, are
polyhedra. Since f ◦ ηt ◦ f
−1|f(X′R), 0 ≤ t ≤ 1, is a definable isotopy of f(X
′
R) preserving
LR|f(X′R) we can extend it to a definable isotopy ρt, 0 ≤ t ≤ 1, of Y preserving LR. Then
ρt ◦ f ◦ η
−1
t , 0 ≤ t ≤ 1, is a definable homotopy fixing X
′ such that (ρ1 ◦ f ◦ η
−1
1 )
−1(σ) =
η1(f
−1(σ)) are polyhedra for σ ∈ LR. Hence we assume f
−1(σ) are polyhedra for σ ∈ LR.
Then as shown at the end of the proof of surjectivity of HomR(X, Y ) → HomR(XR, YR)
there exists a definable homotopy ft : (XR, XiR)i → (YR, YiR)i, 0 ≤ t ≤ 1, from f to a PL
map f1 fixing X
′
R.
Proof of injectivity. Let f, g : (X,Xi)i → (Y, Yi)i be definable C
0 maps with f = g = φ
on X ′ such that fR and gR are definably homotopic through a homotopy fixing X
′
R. Let
F : (XR, XiR)i × [0, 1] → (YR, YiR)i × [0, 1] be a definable C
0 map of the form F (x, t) =
(F ′(x, t), t) such that F ′(·, t) = fR(·) for t ∈ [0, 1/4], F
′(·, t) = gR(·) for t ∈ [3/4, 1] and
F ′(·, t) = φR(·) on X
′
R for any t. Then by the above proof we can assume X and Y are
compact polyhedra and f and g are of class PL, and it suffices to find a definable homotopy
Fs : (XR, XiR)i × [0, 1] → (YR, YiR)i × [0, 1], 0 ≤ s ≤ 1, of F such that F1 is PL and
Fs = F on XR×{0, 1}∪X
′
R× [0, 1]. Hence we need only to prove the following statement.
(∗)′ Let U1, U2, U,Wi, V, Vi and h be the same as in (∗) in the proof of injectivity of
HomR(X, Y )→ HomR(XR, YR) or its relative case in the proof of injectivity of HomR(X,Xi; Y, Yi)→
HomR(XR, XiR; YR, YiR). Let U
′ be a closed subpolyhedron of U such that h|U ′ is a PL
imbedding. Let K and L be simplicial decompositions of U and V , respectively, such
that U1, U2, U
′, h(U1), h(U2) and h(U
′) are the unions of some simplexes in K and L and
h|U2 : K|U2 → L|h(U2) and h|U ′ : KU ′ → L|h(U ′) are simplicial. Let ξ : K → {0, 1, [0, 1]}
be the simplicial map with ξ−1(0) = U1. Then we can choose the homotopy ht, 0 ≤ t ≤ 1,
of h in (∗) or its relative case so that ht = h on U
′.
Proof of (∗)′. We proceed to prove in a similar way. Shrink U2 to ξ
−1([0, ǫ]), where
ǫ = 1/2, and set U3 = ξ
−1([ǫ, 1]). Let τǫ : Zǫ → U3 ∪ U
′ be a definable triangulation such
that (h ◦ τǫ)
−1(σL) and τ
−1
ǫ (σK) are polyhedra for σL ∈ L and σK ∈ K. Here by theorem
2.1 and its complement we can assume τǫ is PL on τ
−1
ǫ (U
′ ∩ ξ−1([0, ǫ/2])) since for each
σ ∈ K, σ ∩ U ′ ∩ ξ−1([ǫ/2, ǫ]) is a PL ball to which the restriction of ξ is trivial. Moreover
we suppose τǫ is globally PL for the following reason.
By theorem 2.1 and its complement we have a definable isotopy τǫt, 0 ≤ t ≤ 1, of τǫ
through homeomorphisms such that τ−1ǫt (σ) = τ
−1
ǫ (σ) for σ ∈ K, τǫ1 is PL and τǫt = τǫ
on τ−1ǫ (U
′ ∩ ξ−1([0, ǫ/2])). (Here the last condition is not stated in the complement. It
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is, however, clearly satisfied by the proof of the complement.) Consider two definable
isotopies τǫ ◦ τ
−1
ǫt , 0 ≤ t ≤ 1, of U3 ∩ U
′ and h ◦ τǫ ◦ τ
−1
ǫt ◦ h
−1|h(U ′), 0 ≤ t ≤ 1, of h(U
′),
which are preserving K|U3∩U ′ and L|h(U ′) respectively. Extend them to definable isotopies
ηt, 0 ≤ t ≤ 1, of U preserving K and ζt, 0 ≤ t ≤ 1, of V preserving L so that ηt = id
on ξ−1([0, ǫ/2]) and ζt = id on h(ξ
−1([0, ǫ/2])). Define gt to be ζ
−1
t ◦ h ◦ ηt for t ∈ [0, 1].
Then gt, 0 ≤ t ≤ 1, is a definable homotopy of h,
gt = (h ◦ τǫ ◦ τ
−1
ǫt ◦ h
−1)−1 ◦ h ◦ τǫ ◦ τ
−1
ǫt = h on U
′ and
gt = id ◦h ◦ id = h on ξ
−1([0, ǫ/2]).
Hence we can replace h with g1 though the equality g
−1(g(ξ−1(s))) = ξ−1(s) holds for
only s ∈ [0, ǫ]. Replace τǫ with the triangulation τǫ1 : Zǫ → U3∪U
′. Then (g1 ◦ τǫ1)
−1(σL)
and τ−1ǫ1 (σK) are polyhedra for σL ∈ L and σK ∈ K because
(g1◦τǫ1)
−1(σL)=τ
−1
ǫ1 ◦η
−1
1 ◦h
−1◦ζ1(σL)=τ
−1
ǫ1 ◦τǫ1◦τ
−1
ǫ ◦h
−1(σL)=(h◦τǫ)
−1(σL),
τ−1ǫ1 (σK) = τ
−1
ǫ (σK).
Hence, since τǫ1 is PL we can suppose τǫ is PL from the beginning.
We have simplicial decompositions Pǫ of Zǫ and K˜ of ξ
−1([0, ǫ]) such that the following
map is an isomorphism.
τǫ|(ξ◦τǫ)−1([0, ǫ]) : Pǫ|(ξ◦τǫ)−1([0, ǫ]) → K˜|ξ−1(ǫ)∪
(
U ′∩ξ−1([0, ǫ])
).
(Note τǫ
(
(ξ ◦ τǫ)
−1([0, ǫ])
)
= ξ−1(ǫ) ∪
(
U ′ ∩ ξ−1([0, ǫ])
)
.) Paste Pǫ and K˜ through
τǫ|(ξ◦τǫ)−1([0, ǫ]). Then we obtain a definable triangulation τ : Z → U of class PL and
a simplicial decomposition P of Z such that for σL ∈ L and σK ∈ K, (h ◦ τ)
−1(σL) and
τ−1(σK) are the unions of some simplexes in P .
In conclusion, replacing U with Z we assume from the beginning h−1(σ) is a polyhedron
for each σ ∈ L. Then the required ht, 0 ≤ t ≤ 1, is constructed as stated at the end of
proof of surjectivity of HomR(X, Y )→ HomR(XR, YR).
Bijectivity of IsoR(X, Y ) → IsoR(XR, YR), IsoR(X, Y )φ → IsoR(XR, YR)φR and their
relative maps. Consider IsoR(X,Xi; Y, Yi)φ → IsoR(XR, XiR; YR, YiR)φR only because the
map is the most general. As above we can reduce the problem to the case where X,X ′
and Y are compact polyhedra, Xi and Yi are the unions of a finite number of some open
simplexes and φ is PL.
Proof of surjectivity. Let f : (XR, XiR)→ (YR, YiR) be a definable C
0 imbedding such
that f = φR on X
′
R. By lemma 1.2 it suffices to see f is definably isotopic to some PL
imbedding through an isotopy fixing X ′R. Let K and L be simplicial decompositions of
XR and YR, respectively, such that XiR, X
′
R, YiR and φR(X
′
R) are the unions of some
open simplexes in K or L and φR : K|X′R → L|φR(X′R) is simplicial. First we reduce the
problem to the case where {f(σ) : σ ∈ K} are polyhedra.
By the triangulation theorem of definable sets we have a definable isotopy πt, 0 ≤ t ≤ 1,
of YR preserving L such that {π1◦f(σ) : σ ∈ K} are polyhedra. Then πt◦f : (XR, XiR)→
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(YR, YiR), 0 ≤ t ≤ 1, is a definable isotopy from f to π1 ◦ f but not necessarily fixing X
′
iR.
We need to modify πt ◦ f . Set τt = f
−1 ◦ πt ◦ f on X
′
R for t ∈ [0, 1], which is a well-
defined definable isotopy of X ′R preserving K|X′R . By the Alexander trick τt is extended
to a definable isotopy τ˜t, 0 ≤ t ≤ 1, of XR preserving K such that τ˜0 = id. Then
πt ◦ f ◦ τ˜
−1
t , 0 ≤ t ≤ 1, is a definable isotopy from f through an isotopy fixing X
′
R and
such that {π1 ◦ f ◦ τ˜
−1
t (σ) : σ ∈ K} are polyhedra by the following respective equalities.
π0 ◦ f ◦ τ˜
−1
0 = id ◦f ◦ id = f,
πt ◦ f ◦ τ˜
−1
t = πt ◦ f ◦ f
−1 ◦ π−1t ◦ f = f on X
′
R,
π1 ◦ f ◦ τ˜
−1
1 (σ) = π1 ◦ f(σ) for σ ∈ K.
Hence we can assume each f(σ) is a polyhedron.
Apply theorem 2.1 and its complement to f : (XR, σ)σ∈K → (f(XR), f(σ))σ∈K. Then
there exists a definable isotopy ωt : (XR, σ)σ∈K → (f(XR), f(σ))σ∈K from f to some PL
homeomorphism through homeomorphisms. Here also ωt is not necessarily fixing X
′
R. We
modify ωt by a method similar to the above. Set ξ = ω
−1
1 ◦ f on X
′
R, which is a PL
homeomorphism of X ′R preserving K|X′R . Extend ξ to a PL homeomorphism ξ˜ of XR
preserving K by the Alexander trick. Set
Ξ(x, t) =


(x, 0) for (x, t) ∈ XR × {0}
(ω−1t ◦ f(x), t) for (x, t) ∈ X
′
R × [0, 1]
(ξ˜(x), 1) for (x, t) ∈ XR × {1}.
Then Ξ is a definable homeomorphism of XR×{0, 1}∪X
′
R× [0, 1] preserving {σ×{0}, σ×
{1}, σ′ × [0, 1] : σ ∈ K, σ′ ∈ K|X′R}. By the Alexander trick Ξ is extended to a definable
homeomorphism Ξ˜ of XR × [0, 1] preserving K × {0, 1, [0, 1]} and of the form Ξ˜(x, t) =
(Ξ˜′(x, t), t) for (x, t) ∈ XR × [0, 1]. Consider ωt ◦ Ξ˜
′(·, t) in place of ωt(·) and denote it by
ηt(·). Clearly ηt, 0 ≤ t ≤ 1, is a definable isotopy (XR, XiR) → (YR, YiR) from f fixing
X ′R and such that η1 is PL. Indeed
ηt(x) = ωt ◦ ω
−1
t ◦ f(x) = f(x) for (x, t) ∈ X
′
R × [0, 1],
η0 = ω0 ◦ id = f, η1(·) = ω1 ◦ Ξ˜
′(·, 1) = ω1 ◦ ξ˜(·).
Thus ηt, 0 ≤ t ≤ 1, is the required isotopy, and surjectivity is proved.
Proof of injectivity. Let f, g : (X,Xi)i → (Y, Yi)i be definable C
0 imbeddings such that
fR and gR are definably isotopic through an isotopy fixing X
′
R. As above we can reduce the
problem to the case where f and g are PL. Then by lemma 1.2 it suffices to see fR and gR are
PL isotopic through an isotopy fixing X ′R. Let K be a simplicial decomposition of XR such
that X ′R and XiR are the unions of open simplexes in K and φR is linear on each simplex in
K|X′R , and L one of YR× [0, 1] such that YiR× [0, 1] and φR(σ)× [0, 1] for each σ ∈ K|X′R
are the unions of some open simplexes in L. Let F : (XR, XiR)× [0, 1]→ (YR, YiR)× [0, 1]
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be a definable C0 imbedding of the form F (·, t) = (F ′(·, t), t) for t ∈ [0, 1] such that
F ′(·, 0) = fR(·), F
′(·, 1) = gR(·) and F
′(x, t) = φR(x) for (x, t) ∈ X
′ × [0, 1]. Here we
can assume F ′(·, t) = fR(·) for t ∈ [0, 1/3] and F
′(·, t) = gR(·) for t ∈ [2/3, 1]. Then F is
PL on XR × ([0, 1/3] ∪ [2/3, 1]) and, hence, F (σ × ([0, 1/3] ∪ [2/3, 1])) are polyhedra for
σ ∈ K.
We first modify F so that F (σ × [0, 1]) are polyhedra for all σ ∈ K. Let p denote the
restriction to YR × [0, 1] of the projection YR ×R→ R. Note
p−1(R− (1/3, 2/3)) ∩ F (σ × [0, 1]) = F (σ × ([0, 1/3] ∪ [2/3, 1])) for σ ∈ K.
Apply theorem 2.2,(3) to YR × [0, 1], L, {F (σ × [0, 1]) : σ ∈ K} and p. Then we have a
definable homeomorphism π of YR× [0, 1] preserving L such that π = id on YR×([0, 1/4]∪
[3/4, 1]), π(F (σ × [0, 1])) are polyhedra for σ ∈ K and p ◦ π = p, i.e., π is of the form
π(·, t) = (π′(·, t), t) for t ∈ [0, 1] (we call π level-preserving).
Consider π◦F in place of F . Then the equality π′◦F (x, t) = φR(x) for x ∈ X
′
R does not
necessarily hold though the other properties—π′ ◦F (·, 0) = fR(·) and π
′ ◦F (·, 1) = gR(·)—
continue to be true. We can modify F ′ so that that equality also holds in the same way as
in the above proof of surjectivity. We do not repeat. Hence we assume from the beginning
that F (σ × [0, 1]) are polyhedra for σ ∈ K.
Next we modify F to a PL homeomorphism fixing on X ′R× [0, 1]∪XR×{0, 1}. Assume
by induction that F is PL on |Kk| × [0, 1] for some k ∈ N, and let σ ∈ Kk+1 − Kk
with σ 6⊂ X ′R. Then it suffices to modify F so that F |σ×[0, 1] is PL. Consider two definable
homeomorphisms F |σ×[0, 1] : σ× [0, 1]→ F (σ× [0, 1]) and id : F (σ× [0, 1])→ F (σ× [0, 1])
and compact polyhedra F (σ′ × [0, 1]) for all proper faces σ′ of σ. Both are definable
triangulations of p|F (σ×[0, 1]) with a family of polyhedra. Hence by the complement of
theorem 2.2 there is a PL homeomorphism ω : σ× [0, 1]→ F (σ× [0, 1]) such that ω(σ′ ×
[0, 1]) = F (σ′ × [0, 1]) for proper faces σ′ of σ and p ◦ ω = p ◦ F on σ × [0, 1], i.e., ω is
level-preserving. Here we can assume ω = F on ∂(σ × [0, 1]) for the following reason.
Set ξ = ω−1 ◦ F on σ × [0, 1]. Then ξ is a definable homeomorphism of σ × [0, 1], PL
on ∂(σ × [0, 1]), level-preserving and preserving {σ′ × [0, 1] : σ′ ∈ K, σ′ ⊂ σ}. By the
Alexander trick there exists a level-preserving PL homeomorphism η of σ× [0, 1] such that
η = ξ on ∂(σ × [0, 1]). Replace ω with ω ◦ η. Then keeping the above properties of ω we
can assume ω = F on ∂(σ × [0, 1]).
Define ξ as above. Now ξ = id on ∂(σ × [0, 1]). Apply the Alexander trick once more.
Then we can extend ξ to a definable homeomorphism Ξ of X × [0, 1] which is id outside
of Int | st(σ,K)| × (0, 1), preserving {σ′ × [0, 1] : σ′ ∈ K} and level-preserving. Consider
F ◦Ξ−1 in place of F . It is a level-preserving definable C0 imbedding of (XR, XiR)× [0, 1]
to (YR, YiR) × [0, 1], F
′ ◦ Ξ−1(·, 0) = fR(·), F
′ ◦ Ξ−1(·, 1) = gR(·), F
′ ◦ Ξ−1(x, t) = φR(x)
for (x, t) ∈ X ′R × [0, 1], F ◦ Ξ
−1 = F on |Kk| × [0, 1] ∪ (|Kk+1| − σ)× [0, 1]) and F ◦ Ξ−1
is equal to ω on σ× [0, 1] and, hence, PL. Thus F ◦Ξ−1 is the required modification of F ,
which completes the proof of injectivity.
Injectivity of AisoR(X, Y ) → AisoR(XR, YR), AisoR(X, Y )φ → AisoR(XR, YR)φR and
their relative maps. It suffices to prove the following statement.
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Set Y ′ = φ(X ′). Let πt : (YR, YiR, Y
′
R) → (YR, YiR, Y
′
R), 0 ≤ t ≤ 1, be a definable
isotopy of YR such that πt = id on Y
′
R for t ∈ [0, 1] and π1 is the R-extension of a
definable homeomorphism τ of Y . Then there exists a definable isotopy τt : (Y, Yi, Y
′)→
(Y, Yi, Y
′), 0 ≤ t ≤ 1, of Y such that τt = id on Y
′ for t ∈ [0, 1] and τ1 = τ .
We can assume here Yi and Y
′ are closed in Y .
Case of compact Y . Assume Y, Yi and Y
′ are polyhedra. Let L be a simplicial decom-
position of Y compatible with {Yi, Y
′}. We have already seen in the proof of surjectivity of
Iso(X,Xi; Y, Yi)φ → Iso(XR, XiR; YR, YiR)φR that τ : (Y, Yi, Y
′) → (Y, Yi, Y
′) is definably
isotopic to some PL homeomorphism preserving L and fixing Y ′ through homeomorphisms.
Hence we can assume τ is PL. Then what we prove is the following statement by lemma
1.2.
Let πt : (YR, YiR, Y
′
R) → (YR, YiR, Y
′
R), 0 ≤ t ≤ 1, be a definable isotopy of YR fixing
Y ′R such that π1 is PL. Then there exists a PL isotopy of YR to π1 fixing Y
′
R.
We proved this statement in the proof of injectivity of Iso(X,Xi; Y, Yi)φ → Iso(XR, XiR; YR, YiR)φR
without the condition that the PL isotopy is through homeomorphisms. This condition is
clearly satisfied in that proof. Thus the compact case is proved.
Case of non-compact Y . We can assume Y and Y −Y are polyhedra in Rn. Then there
exist semialgebraic C0 functions ρ1, ..., ρk on Y such that ρ
−1(0) = Y − Y for any i and
the map (ρ1, ..., ρk)|Y : Y → R
n is injective. Consider (ρ1, ..., ρk)(Y ) in place of Y . Then
Y − Y = {0}, and πt and τ are extended to a definable isotopy of Y R fixing Y
′
R ∪ {0} and
a definable homeomorphism of Y fixing Y ′∪{0} respectively. Thus we reduce the problem
to the compact case. 
Remark 3.4. Consider always compact definable sets and definable maps between them.
Then by lemma 3.3 singular (co)homology groups, homotopy groups, linking numbers,
Whitehead groups, codordims groups, etc., do not depend on the choice of R. Moreover by
lemmas 3.2 and 3.3 most theorems and theories on differential topology hold over R, e.g.,
the Cairnes-Whitehead theorem on Cr triangulations of Cr manifolds, r > 0, the Poincare´
duality theorem, cobordism theory, the h-cobordism theorem, surgery theory. It also follows
that a compact R-PL manifold X admits a Cr manifold structure, r > 0, if and only if XR
admits a definable Cr manifold structure. Some theorems on differentiable maps between
differentiable manifolds cannot be, however, extended as follows.
Example. Set S1 = {(x, y) ∈ R2 : x2 + y2 = 1} and give to R an o-minimal structure
so that S1 and any notation of S1 are definable, e.g., the o-minimal structure of restricted
analytic functions. Let R be a real closed field with an o-minimal structure which is a
conservative extension of R and not equal to R (see [C2] for existence). For ǫ ∈ R, let
ρǫ denote the rotation of S
1 with rotation number ǫ. Then ρǫ is not structurally stable,
i.e., there exists a definable C∞ diffeomorphism ρ of S1 arbitrarily close to ρǫ in the C
∞
topology but not topologically conjugate to ρǫ. However ρǫR : S
1
R → S
1
R is structurally
stable for irrational ǫ. (Here the homeomorphism of conjugation is not definable. If we
admit only definable homeomorphisms, the theory of dynamical systems does not work
because it requires infinite operations.)
Proof. Regard S1 as R/Z. Then S1R = R/Z and ρǫR(t) = t+ ǫ for t ∈ R/Z. Let ǫ be
irrational. Set A = {t ∈ R : nt < 1 for n ∈ Z}. Let ρ be a homeomorphism of S1R so close
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to ρǫR that ρ − ρǫR has values in A. Then there exists a homeomorphism π of S
1
R such
that π ◦ ρǫR = ρ ◦ π for the following reason.
Let p : R/Z→ R/(Z+ǫZ) and q : R/(Z+ǫZ)→ R/(Z+ǫZ+A) denote the projections,
and let φ : R/(Z+ ǫZ)→ R/Z and ψ : R/(Z+ ǫZ+A)→ R/(Z+ ǫZ) be maps such that
p◦φ = id and q◦ψ = id. We modify φ so that φ(s+a) = φ(s)+a for (s, a) ∈ (R/(Z+ǫZ))×A
as follows. Set
φ˜(s) = φ ◦ ψ ◦ q(s) + (s− ψ ◦ q(s)) for s ∈ R/(Z+ ǫZ).
Then φ˜ is a map from R/(Z+ ǫZ) to R/Z with p ◦ φ˜ = id because s− ψ ◦ q(s) ∈ A, and
φ˜(s+ a) = φ ◦ ψ ◦ q(s+ a) + (s+ a− ψ ◦ q(s+ a)) =
φ ◦ ψ ◦ q(s) + (s+ a− ψ ◦ q(s)) = φ˜(s) + a for (s, a) ∈ (R/(Z+ ǫZ))× A.
Hence
(1) φ˜ ◦ p(t+ a) = φ˜ ◦ p(t) + a for (t, a) ∈ (R/(Z+ ǫZ))×A.
Using φ˜ we will define π. For each t ∈ R/Z there exists uniquely n(t) ∈ Z such that
t− φ˜ ◦ p(t) = n(t)ǫ. Note
t+ a− φ˜ ◦ p(t+ a)
by (1)
= t+ a− φ˜ ◦ p(t)− a = t− φ˜ ◦ p(t) = n(t)ǫ(2)
for (t, a) ∈ (R/Z)× A,
ρ(t+ A) = t+ ǫ+ A for t ∈ R/Z.(3)
Set π(t) =
n(t)︷ ︸︸ ︷
ρ ◦ · · · ◦ ρ ◦φ˜ ◦ p(t). Then
π ◦ ρǫR(t) = π(t+ ǫ) =
n(t)+1︷ ︸︸ ︷
ρ ◦ · · · ◦ ρ ◦φ˜ ◦ p(t) = ρ ◦ π(t),
π(t+ a)
by (2)
=
n(t)︷ ︸︸ ︷
ρ ◦ · · · ◦ ρ ◦φ˜ ◦ p(t+ a)
by (1)
=
n(t)︷ ︸︸ ︷
ρ ◦ · · · ◦ ρ(φ˜ ◦ p(t) + a),
π(t+A) =
n(t)︷ ︸︸ ︷
ρ ◦ · · · ◦ ρ(φ˜ ◦ p(t) +A)
by (3)
= φ˜ ◦ p(t) + n(t)ǫ+ A = t+A,
and, hence, π|t+A is a homeomorphism of t+ A for each t ∈ R/Z. Thus π is the required
homeomorphism of R/Z. 
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