Abstract. In this paper, artificial neural network is used to process colorful tongue images. Six features of colorful tongue images, including the means of HSI, and deviations of HSI, are extracted as the input vector. The threshold is the output vector. Then train the neural network. To verify the neural network, some color tongue images are used, and the good effect can be seen.
Introduction
There are four traditional methods of diagnosis in traditional Chinese medicine (TCM): observation, listening, interrogation, and pulse-taking. Automatic analysis of tongue is an important part of modern Chinese medicine. The application of computer and image processing technology provides a new way for the objectification of tongue diagnosis. With the image processing technology, the objective judgment of the tongue image analysis can be used to avoid the adverse effects caused by the ambiguity of TCM. [1] [2] In this paper, BP neural network is used to binarize the color tongue images and the experiments proves the good effect.
Design the BP Neural Network
BP neural network model includes input layer, hidden layer and output layer.
The first step is to assign the connection weights ij w , jt v , the thresholds j  and t  random values.The second step is to calculate the input j a with the input samples The third step is to calculate the output t L of each unit of the output layer using the output j b , the weight j v and the threshold value t  of the hidden layer. The forth step is to calculate the unit training error e of the respective layers of the hidden layer and the input k x of the input layer units.The eighth step is to determine whether network learning meet the accuracy requirements of the network. According to the above, the design of neural network is as following.
(1).Number of neurons in the input layer: It is determined by the number of feature extracted from colorful tongue image. In this paper, six features is extracted. They are the mean values of HSI of all color pixels, and the deviations of HSI of all pixels. The formula of calculating the six features is as following.
In the formula, hmean , smean , imean are respectively the mean values of HSI.
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In the formula, hv , sv , iv are respectively the deviations of HSI of all pixels.
(2).Number of neurons in the output layer: It is determined by the number of output value. This paper chooses one feature which is the gray threshold of tongue image, so the number of neurons in the output layer is one.
(3).Number of neurons in the hidden layer: There are many ways to determine the number of hidden neurons, including pruning method, complexity adjustment method, gain method, evolution method, adaptive method, etc. Here, use empirical formula which is
. In this formula, num HL _ is the number of neurons in the hidden layer, and num I _ is the number of neurons in the input layer, and num O _ is the number of neurons in the output layer. In this paper, the number of neurons in the hidden layer is six.
(4).The activation function: The activation function must be differentiable. S(sigmoid) function is used here. It is as following. 
(5). BP network learning methods: In practice, the BP network is prone to problems that converge to local minimum. This paper chooses the steepest descent BP algorithm. It is along the steepest gradient to modify the weight. The convergence rate is faster than the traditional gradient descent method. This method can reduce the probability of falling into local minima. [3] - [7] The structure of the network designed according to the steps is as Figure 1 . 
Experiments
The program to verify the experiments runs in MATLAB. The six features of colorful tongue image are extracted. The threshold of every image is set according to the actual situation. Then the neural network is trained by those data. The training error curve is shown as Figure 2 . It can be seen that the training of the neural network is convergent. In the experiment, One hundred colorful tongue images are used to train the network. To verify the binarization ability of the BP network, some images are chosen to test the net. The effect of the experiment is shown as Figure 3 to Figure 4 . It can be seen that the network can select threshold precisely. With the binary image, the target can be extracted as Figure 5 .
Summary
Through BP neural network, color tongue images can be transformed to binary image effectively. The means of HSI and the deviations of HSI are the input vector. The threshold is the output vector. 
