We propose a novel deterministic particle method to numerically approximate the Landau equation for plasmas. Based on a new variational formulation in terms of gradient flows of the Landau equation, we regularize the collision operator to make sense of the particle solutions. These particle solutions solve a large coupled ODE system that retains all the important properties of the Landau operator, namely the conservation of mass, momentum and energy, and the decay of entropy. We illustrate our new method by showing its performance in several test cases including the physically relevant case of the Coulomb interaction. The comparison to the exact solution and the spectral method is strikingly good maintaining 2nd order accuracy. Moreover, an efficient implementation of the method via the treecode is explored. This gives a proof of concept for the practical use of our method when coupled with the classical PIC method for the Vlasov equation.
Introduction
The Landau equation is one of the fundamental kinetic equations describing the evolution of the distribution of charged particles in a collisional plasma [39] where grazing collisions are predominant [19, 51] . It is considered one of the most important equations in kinetic theory together with the Boltzmann equation, and it is of renewed interest in computational plasma physics due to the important applications related to fusion reactors and the ITER project. The Landau equation governs the evolution of the charged particles mass distribution function f pt, x, vq in phase space px, vq P ΩˆR d and is given by
Apv´v˚q`f pv˚q∇ v f pvq´f pvq∇ v˚f pv˚q˘dv˚* , (1.1) where E is the acceleration due to external or self-consistent forces, the collision kernel takes the form Apzq " |z| γ`| z| 2 I d´z b z˘" |z| γ`2 Πpzq with I d being the identity matrix, Πpzq the projection matrix into tzu K ,´d´1 ď γ ď 1, and d ě 2. The most interesting case corresponds to d " 3 with γ "´3 associated with the physical interaction in plasmas. This case is usually called the Coulomb case not because of the analogy of the singularity of the matrix }Apzq} » |z|´1 at zero but because it can be derived from the Boltzmann equation in the grazing collision limit when particles interact via Coulomb forces [19] . The case γ " 0 is usually referred to as the Maxwellian case since the equation is reduced to a sort of degenerate linear Fokker-Planck equation preserving the same moments as the Landau equation [52] .
This paper considers the numerical approximation of the Landau equation where the main focus is on the collision operator. Hence, for the rest of the paper, we shall consider exclusively the spatially homogeneous Landau equation
The main formal properties of Q rely on the following reformulation
Apv´v˚qf f˚`∇ v log f´∇ v˚l og f˚˘dv˚* , (1.3) where f " f pvq, f˚" f pv˚q are used; and its weak form acting on appropriate test functions φ " φpvq ż
p∇ v φ´∇ v˚φ˚q¨A pv´v˚q`∇ v log f´∇ v˚l og f˚˘f f˚dv dv˚. (1.4) Then choosing φpvq " 1, v, |v| 2 , one achieves conservation of mass, momentum and energy. Inserting φpvq " log f pvq, one obtains the formal entropy decay with dissipation given by
B v,v˚¨A pv´v˚qB v,v˚f f˚dvdv˚ď 0 , (1.5) since A is symmetric and semipositive definite, with B v,v˚: " ∇ v log f´∇ v˚l og f˚. The equilibrium distribution is given by the Maxwellian
for some constants ρ, T determing the density and the temperature of the particle ensemble, and mean velocity vector u. We refer to [51, 32] for its proof that we will recall in a regularized setting in Section 2.
Besides the applications to physics, the Landau equation presents interesting mathematical challenges. The corresponding homogeneous equation arising from so-called hard potential cases (γ ě 0) is by now very well understood in terms of existence, uniqueness, smoothing, decay, and moment/L p propagation owing primarily to the work of Desvillettes and Villani [26, 27] and the references therein. One of the key ingredients is taking advantage of the finite entropy dissipation (1.5) which gives rise to the robust notion of 'H-solution' as introduced by Villani [51] . Less can be said at the moment about the soft potentials (γ ă 0). The first major breakthrough in this direction was a global existence and uniqueness result by Guo [34] . Of course, the result by Guo relied on many assumptions such as closeness to a Maxwellian for the initial data, high regularity, and small entropy. However, it remains difficult to weaken these assumptions while maintaining local existence or uniqueness. In the soft potential setting, there is even a dichotomy between the moderately soft potentials (´2 ď γ ă 0) and the extremely soft potentials (γ ă´2). For example, Fournier and Guérin were able to prove uniqueness of weak solutions using probabilistic techniques, yet additional initial moment and L p assumptions are needed as γ becomes more negative with the result becoming only locally guaranteed when γ is sufficiently negative [29] . Incidentally, while their approach involved heavy probability machinery, they proved uniqueness through estimates involving the 2-Wasserstein distance, the fundamental quantity in the theory of gradient flows which is the perspective we adopt. An incomplete selection of contributions in the soft potential case that illustrate these difficulties is [24, 25, 1, 9, 8, 53, 32, 33, 30, 46] . A cursory glance at some of these references highlights the variety of techniques needed to tackle the difficulties with soft potentials. Gualdani and her colleagues favour the degenerate parabolic perspective when viewing the Landau equation with radial symmetry [31, 33] . The main issues of this approach are the quadratic nonlinearity coming from the quadratic collision operator as well as the degeneracy of the diffusion matrix which depends on the solution. In [24, 25] , Desvillettes obtains weighted Fisher information estimates depending on the dissipation (1.5). More precisely, he shows ż
where C is a constant depending on the initial entropy and energy of f . For the soft potential case, γ ă 0, this estimate suggests the unavailability of an unweighted Fisher information bound. This hampers the standard methods passing through the Csiszár-Kullback and logarithmic Sobolev inequalities to obtain rates of convergence to the Maxwellian equilibrium [47, 48] . Exponential convergence in the hard potential case is known [7] however, it seems that the analogous statement in the soft potential case currently holds only for the linearized collision operator [32, 10, 11] . We now turn to a new interpretation of the homogeneous Landau equation as a formal gradient flow on the set of probability measures. Following recent works in nonlinear Fokker-Planck equations [14, 2, 13] and the Boltzmann equation [28] , we rewrite the homogeneous Landau equation as a nonlinear continuity equation where the velocity field is determined by the variational derivative of the entropy functional. More precisely, denoting by Epf q "
ş R d f log f dv the entropy functional, we can rewrite (1.3) as the nonlinear continuity equation
Here δE δf " log f is the variational derivative, modulo constants, of the entropy functional in the set of nonnegative densities with a fixed mass. Therefore, one can write a formal gradient flow structure relative to a distance defined by a different action functional to the Boltzmann equation [28] . The theoretical approach using this action functional will be pursued elsewhere. For our purposes, the crucial point is to realize that the homogeneous Landau equation can now be formally regularized without changing its main conservation and dissipative properties by regularizing the entropy functional. This strategy was recently used in the case of nonlinear Fokker-Planck equations with success [12] from both theoretical and numerical viewpoints. Analogously to [12] , consider a mollifier, Gaussian for simplicity, given by
for any ε ą 0, we define the associated regularized entropy as
The corresponding homogeneous Landau equation is given by
It is now easy to realize that the nonlinear nonlocal velocity field U ε pf q associated to the homogeneous regularized Landau equation makes sense even for f being a convex combination of a finite number of Dirac Deltas. This allows us to introduce a particle method associated to the regularized kernel (1.9). We will show that the associated particle method keeps the same conservation properties at the discrete level as the Landau equation (1.2) while it dissipates the regularized entropy functional (1.7). Concerning deterministic particle methods for diffusive-type equations, there have been several strategies in the literature by introducing suitable regularizations of the flux of the continuity equation [45] . The case of the heat equation Bρ Bt " ∆ρ was considered in [23, 44] by interpreting the Laplacian as induced by a velocity field u, ∆ρ "´∇¨puρq, u "´∇ρ{ρ, and regularizing the numerator and denominator separately by convolution with a mollifier. Well-posedness of the resulting system of ordinary differential equations and a priori estimates relevant to the method were studied in [36] and extended to nonlinear diffusions subsequently [42, 40, 41] . Variations of these methods allowing the weights to change in time were also analysed in [22, 21] . The main disadvantage of these existing deterministic particle methods is that, with the exception of [40] for the porous medium equation Bρ Bt " ∆ρ 2 , they do not preserve the gradient flow structure [40] . For further background on deterministic particle methods, we refer to the review [15] , and for particle methods applied to transport equations, we refer to [17, 16, 18] . As mentioned earlier, we have followed here the strategy in [12] of regularizing the free energy functional instead in order to keep the gradient flow structure at the particle method level.
To approximate the Landau operator, a popular method is to use the Fourier-Galerkin spectral method [43] . This method takes advantage of the convolutional property of the collision integral so that the resulting method can be implemented efficiently using fast Fourier transform (FFT). To be specific, the total complexity of one time evaluation of the collision operator requires OpN d v log N v q complexity, where N v is the number of Fourier modes in each velocity dimension. As we shall see, the proposed particle method would require OpN 2 q complexity, where N is the total number of particles. Hence in terms of efficiency, it may not be as fast as the spectral method. However, it is able to preserve all the physical properties of the equation: positivity, conservation of mass, momentum, and energy, and entropy decay. This is in contrast to the spectral method, wherein the truncated Fourier approximation destroys the structure of the solution (only mass is conserved, no positivity, no conservation of momentum and energy, no entropy decay). Furthermore, OpN 2 q is the direct cost of the particle method (a naive implementation). With the help of the fast summation technique such as the treecode, this cost can be reduced to OpN log N q. We will explore this acceleration in the current paper while an in-depth study will be deferred to future work.
It is important to mention that the particle-in-cell (PIC) method [4, 35, 49] is currently the dominant method to solve the Vlasov-type equation (equation (1.1) without the collision term) which is essentially a particle method. Hence, our proposed method is a natural candidate to be coupled with the PIC methodology to yield an efficient Lagrangian solver for the full Landau equation. The numerical exploration of these ideas in inhomogeneous problems is certainly a research topic of great interest, constituting a major future direction. For completeness, we finally mention that Eulerian methods based on mesh discretizations in velocity have also been proposed preserving the main properties of the Landau operator in [20, 37, 5] and the references therein. However, they are more difficult to incorporate within the PIC approach for spatially inhomogeneous problems.
In the next section, we will analyse the properties of the regularized homogeneous Landau operator (1.9). Section 3 is devoted to the introduction of the particle method and its properties. We end up in Section 4 with a thorough numerical study of its performance, comparison to exact solutions, computable convergence order and simulations in cases of interest for homogeneous problems. Appendix A gives a short summary of exact BKW solutions of the Landau equation as reference. Appendix B recalls the basic aspects of the treecode strategy and its application to our particle method.
Regularized Landau equation: basic properties and kernel
In this section, we explore some theoretical properties associated to the homogeneous Landau equation with a regularized entropy functional. The nonlinearity of Q makes it difficult to directly regularize f in a structure preserving way. Instead, the regularization is introduced at the level of the entropy functional which then modifies the homogeneous Landau equation. As mentioned in the introduction, we define, for any given ε ą 0, the regularized entropy as in (1.7) acting on L 1 pR d q functions. The functions ψ ε pvq are mollifiers, fixed to be Gaussians with centre of mass at the origin and variance equal to ε as in (1.6) for simplicity. Notice that the regularized entropy is well-defined and its first variation with respect to constant mass densities f gives
after some computations, see [12] for details. Accordingly, this modifies the Landau equation in (1.2) to (1.8) with the nonlocal nonlinear velocity field given by (1.9). The aim of this section is to show that equation (1.8) preserves important structural properties as with the original homogeneous Landau equation. To fix ideas, we introduce a preliminary notion of a weak solution which we can refine after proving the standard conservation properties. For p ą 0 we will say that g P L 1 p pR d q to mean ż R d p1`|v| p q|gpvq|dv ă 8.
Let us define
κpγq "
Definition 1 (Weak ε-solution). We say that a nonnegative f P Cpr0, T s; L 1 κpγq pR d(denoted f pt, vq whenever a time derivative is involved or just f ) is a weak ε-solution to equation (1.8) if for every φ P
Let us investigate the meaning of the weighted L 1 κ requirement on f . We claim this is sufficient to make sense of the triple integral in (2.2). Here, we are mainly concerned with the soft potentials given bý 4 ď γ ď 0. In particular, since κ ě 2 we have
where C " Cpεq ą 0 is a uniform constant depending only on ε ą 0. 
Applying estimate (2.3) gives
Consider first the easier moderately soft potential case γ ě´2 and recall Apv´v˚q " |v´v˚| γ`2 Πpv´v˚q where Πpzq is the projection into tzu K . For every test function, we have the bounďˇˇˇp
By the change of variables v 1 Þ Ñ v´v 1 and v 1 Þ Ñ v˚´v 1 , we have the following estimate ż
This can be used to estimate the triple integral of (2.2) by
In this case, the 4`γ weight becomes clear to ensure absolute integrability.
Let us now turn to the very soft potential case´4 ď γ ă´2. The same trick above will not work because the weight |v´v˚| 2`γ is singular. Instead, split |v´v˚| 2`γ " |v´v˚| 1`γ 2 |v´v˚| 1`γ 2 so that we havěˇˇˇp
Splitting the weight allows us to see that´p1`γ 2 q P p0, 1s in the very soft potential case so that
can be estimated by the C 1,´p1`γ 2 q norm of φ. For the remaining |v´v˚| 1`γ 2 term within the integral over v 1 we use the mean value theorem with |pv´v 1 qψ ε pv´v 1 q´pv˚´v 1 qψ ε pv˚´v 1 q| to smother the singularity. Indeed, due to the form of ψ ε , we have that
where ξ P rv, v˚s. Substitute this inequality back and use the change of variables v 1 Þ Ñ ξ´v 1 to obtaiňˇˇˇp
The integral factor produces a term that has growth bounded (proportionally depending on ε) by p1`|ξ| 4 q.
Since ξ P rv, v˚s, we can estimate |ξ| 4 ď Cp|v| 4`| v˚| 4 q. Inserting this back into the triple integral yields finally
Equation (2.2) can be tested against more general functions φ. As in [2, Remark 8.1.1], an equivalent expression of (2.2) is
Furthermore, [2, Lemma 8.1.2] allows us to refine the solution to be weakly continuous t P r0, T s Þ Ñ f pt,¨q P Proof. We begin with the formal computations. Differentiating in time, we get
To justify these formal computations, we appeal to smooth cut-off arguments to approximate 1, v, |v| 2 by admissible test functions using (2.5) to compare
A specific cut-off choice can be found in the gradient flow formulation of the Boltzmann equation [28, Lemma 3.8] .
Since the kernel of the matrix Apzq is spanned by z, a direct consequence of the previous result is that the mass, momentum, and energy for weak ε solutions of (1.8) are conserved, i.e.,
In this way, we will define the mass, momentum, and energy of f for all times by the constants ρ, u, T related in the following way
As promised, we can refine the notion of weak ε-solution. We will add a finite dissipation property which is a mild assumption but yields theoretical and numerical advantages in the spirit of Villani's H-solution [51] . One example of the analytic benefits is in [28, Proposition 4.2] where Erbar recovers a strong upper gradient notion for the Boltzmann equation. 
p∇ v φ´∇ v˚φ˚q¨A pv´v˚qB ε v,v˚f f˚dv dv˚.
The dissipation associated to the regularized equation satisfies
With the notion of a dissipative ε-solution, we move onto showing that the entropy dissipates in time along solutions to the homogeneous Landau equation. As a shortcut notation we will denote by dEε dt for dEεpf pt,¨qq dt and similar derivatives along solutions in time from now on.
Lemma 4. Let f be a weak ε solution of the regularized Landau equation (1.8) with the collision operator given by (1.9), then we have:
for all times t ą 0.
Proof. Beginning with the formal computations, we appeal to (2.4) with φ " ψ ε˚l ogpf˚ψ ε q as a test function for every fixed t P r0, T s. By swapping convolutions and using the symmetry of ψ ε we have
To justify using ψ ε˚l ogpf˚ψ ε q as a test function, we note that the right-hand side of (an equivalent formulation of) the weak regularized Landau equation ( 
We can use this definition with lemma 4 to characterize the first variation of the entropy for a stationary state.
Lemma 6. If f is a stationary solution of the regularized Landau equation (1.8) or equivalently f is in the kernel of (1.9), then the first variation of E ε is a quadratic polynomial in v, that is
The constants λ (depending on ε) can be determined by the conserved quantities (2.6) (see later in lemma 7).
Proof. This proof adopts the strategy of [32, Theorem 4] . Lemma 4 implies that the entropy dissipation, the right-hand side of (2.9), is zero. Moreover, the entropy dissipation is zero if and only if the quadratic form in the integrand of the right-hand side of (2.9) is zero. By definition of Apv´v˚q, we must have that B ε v,vb elongs to the kernel of Apv´v˚q which is characterized by those vectors which are linearly dependent with v´v˚. Thus, there exists λ p2q : R dˆRd Ñ R with the property
At this point, we study λ p2q and seek to show that the diagonal mapping is constant. Immediately from (2.11), we notice that λ p2q pv, v˚q " λ p2q pv˚, vq. For any i, j P t1, . . . , du when looking at the j th coordinate of (2.11) and then differentiating with respect to v i (valid as the ε regularization grants arbitrary smoothness), we have
Set v " v˚in the above equation to deduce
Differentiating (2.12) again with respect to v k for k P t1, . . . , du yields
The partial derivatives on the left hand side of the above may be freely permuted with no change to the expression. More interesting is the permutation of the associated indices i, j, and k on the right hand side. One instance of this is the following identity B v k λ p2q pv, vqδ ij " B vi λ p2q pv, vqδ kj . For arbitrary k P t1, . . . , du, simply take i " j P t1, . . . , duztku and one sees from the above that B v k λ p2q pv, vq " 0. Since k P t1, . . . , du was arbitrary, this implies that λ p2q pv, vq is actually a constant which we shall refer to as itself (dropping the dependence on v). Equipped with this information, integrating (2.12) twice confirms the claim of the lemma that the first variation of the entropy is a quadratic polynomial given by (2.10).
Our next step is to show that solutions if f satisfies equation (2.10) then it is a Maxwellian with explicitly computable mass, momentum, and energy.
Lemma 7. If f P L 1 pR d qzt0u satisfies the following equation
then it must be a Maxwellian, f pvq " M ρ,u,T pvq. We can deduce a restriction on λ p2q , specifically, that ε|λ p2q | ă 1. Furthermore, the mass, momentum, and energy explicitly depend on ε, λ p0q , λ p1q , and λ p2q in the following way:
(2.13)
Proof. We iteratively Fourier transform equation (2.10) recalling in particular the convolution and inversion theorems to deduce the identities
At this point, we remark that the sign of λ p2q can be deduced. Specifically, we claim that λ p2q ă 0. Firstly, λ p2q ď 0 because the Dominated Convergence Theorem yields lim |v|Ñ8 f˚ψ ε pvq " 0. If λ p2q " 0, we must have that λ p1q¨v Ñ´8 whenever |v| Ñ 8 by the same limiting behaviour of f˚ψ ε . However, this must hold for every direction v such that |v| Ñ 8 which implies that λ p1q depends on v and this is a contradiction. Taking exponentials of both sides of the previous equation, we have
and one more Fourier transform leads tô
Here, we are using the convention that, for vectors x, y P R d , |x`iy| 2 :" |x| 2`2 ix¨y´|y| 2 . By the Riemann-Lebesgue lemma, we know that |f pξq| Ñ 0 as |ξ| Ñ 8. With the expression forf above, this means that the variance of M (the third parameter in the subscript) must be strictly positive. Hence, 1´ε|λ p2q | ą 0. Note that the coefficient of p1´ε|λ p2q |q´d 2 is removable due to the cancellation with the same term coming from the variance of the Maxwellian. The Fourier transform step is justified because we previously showed that λ p2q ă 0 so f˚ψ ε is a Maxwellian and hence belongs to L 1 . One final Fourier inversion gives an expression for f as
Reading off the constants, one confirms (2.13) . Note that in the determination of ρ, u, T in equation (2.13), we have a one-to-one correspondence between pρ, u, T q and pλ p0q , λ p1q , λ p2q q. Indeed, λ p2q is determined from T which then gives λ p1q in the equation for u. Finally, λ p0q is determined from the equation for ρ.
The previous lemmas give the following equivalence. Proof. p ùñ q This direction combines lemmas 6 and 7. p ðù q This direction is a computation of δEε δf " ψ ε˚l ogpf˚ψ ε q when f is a Maxwellian. Remark 9. An alternative regularization for the entropy is
(2.14)
Lemma 6 characterizing the variation of the entropy for stationary states is still valid, being the variation, see [12] , given by
However, the characterization result as a Maxwellian is not true, even if one might expect the existence and uniqueness of a stationary solution being the conserved quantities fixed.
A particle method for the homogeneous Landau equation
The main idea is analogous to the recent work [12] for aggregation-diffusion equations. In fact, the regularized Landau equation (1.8) can be viewed as a convection in v with velocity field given by (1.9), and thus giving access to a particle formulation. More specifically, denote
with N being the total number of particles, v i ptq the velocity of particle i, and w i the weight of particle i. Plugging (3.1) as a distributional solution to (1.8), we obtain that the evolution for the particle velocities v i ptq, 1 ď i ď N is given by
with δE N ε δf :" ψ ε˚l ogpf N˚ψ ε q and therefore,
Let us show next that the semidiscrete particle method defined by (3.2) leads to a numerical particle approximation f N of the solution to the regularized Landau equation (1.8) conserving mass, momentum and energy and enjoying the regularized entropy dissipation (2.9).
Theorem 10. The semidiscrete particle method (3.2) satisfies the following properties:
1) Conservation of mass, momentum, and energy: d dt
Proof. First, we notice from (3.2) that
which vanishes with φpvq " 1, v, |v| 2 . Therefore, mass, momentum, and energy are preserved. Next, using (3.1), we rewrite (3.4) as
Note that I 2 can be simplified to
thanks to the fact that ş R d ψ ε pv´v k ptqqdv " 1. By virtue of (3.3), I 1 has the following estimate
Then using (3.2), it becomes
and therefore, the entropy dissipation follows.
In practical implementation of particle methods, the update of particle velocity via (3.2) will not be computed exactly, but with the integral replaced by quadrature rule. Therefore, we need to introduce a discrete in velocity particle method. The computational domain in any dimension is the square domain r´L, Ls d with L ą 0. The mesh size is defined by h " 2L{n and N " n d is the total chosen number of particles. Let us denote the squares of the mesh as Q i with i " 1, . . . , n d . We will always initialize our particle method by projecting the mass of the initial data on the computational domain to a sum of Dirac Deltas located at the center of each Q i with mass given by the mass of the initial data in Q i , that is
with v c i denoting the center of the square Q i . Now, we can introduce the discrete in velocity particle method asf N "
is a discrete analogue of the first variation of the entropy functional (3.3). One can also define the fully discrete regularized entropy as
Then we show that at this fully discrete level, some properties in Theorem 10 are inherited.
Theorem 11. The discrete in velocity particle method (3.5) satisfies the conservation of mass, momentum, and energy. Moreover, the discrete entropy (3.7) almost decays in time, that is,
Proof. Indeed, for φpvq " 1, v, |v| 2 , we have
hence the conversation of mass, momentum, and energy are guaranteed. A similar computation to the entropy dissipation in the semidiscrete level leads to
By the definition of (3.6) and similarly to (3.8) , I 1 can be written as
As before I 2 can be written as
We are reduced to show that ÿ
which is true thanks to the fact that ş R d ψ ε pv´v k ptqqdv " 1 and that the mid-point composite quadrature rule is of order 2 for smooth functions. Note that the constant in the error depends on ε but not on the location of the particles. Remark 12. The particle method for the alternative regularization for the entropy (2.14) has the advantage of not needing a continuous convolution and it also has the conservation and dissipative properties. The particle method reads as
according to (2.15) . One can show that the semidiscrete particle method (3.9) satisfies the conservation of mass, momentum, and energy and the dissipation of entropy defined as
This alternative regularization will be explored elsewhere.
Numerical implementation and simulation
In order to visualize our particle solution and compare it to the exact solutions in smoother norms, we construct a blob solution, as in [12] , obtained by convolving the particle solution with the mollifier,
withv i ptq given by (3.5) for all t ą 0. We measure the accuracy of our numerical method with respect to the L 1 -and L 8 -norms. To compute the L 1 -and L 8 -errors, we take the difference between the exact or reference solution and the blob solution (4.1) and evaluate discrete L p -and L 8 -norms in a grid. The norms will be computed in this computational mesh using the centers of the squares Q i as
for any function g defined on the computational mesh, and 1 ď p ă 8. The quantities of interest will be computed as follows: the discrete mass, momentum and energy are defined as
respectively. The discrete entropy is defined byĒ N ε in (3.7). Let us now comment on the practical implementation of the method. The time discretization of the system of ODEs defined by the particle method (3.5) is done by the simple explicit Euler method. This choice is motivated by our main purpose: we want to illustrate the performance of this particle method by focusing on the basic properties and its capabilities even with the lowest order in time discretization. Note that the fully discrete in time method conserves mass and momentum exactly, but the energy conservation is satisfied up to a first order error in time. We will check these issues later on in the examples. One can obviously improve some of the time discretization errors committed by choosing higher order time approximations of the ODE system with adaptive time stepping. We leave this for future work in the scientific computing direction focusing here on the convergence analysis and error in velocity of the particle approximation (3.5).
As usual in particle methods, the regularization parameter has to be chosen very carefully. This regularization was already used for nonlinear diffusion and aggregation-diffusion equations in [12] . It was proven in [12, Theorem 6.1] that, for the porous medium equation with exponent larger than or equal to 2, a particle method using the regularization strategy presented in this work is convergent by choosing h 2 " opεq as ε Ñ 0. By choosing h p » ε, the previous constraint is satisfied for 0 ă p ă 2. Then, it was checked heuristically that with ε » h 1.98 , the numerical particle scheme is a second order approximation to the solutions of all nonlinear degenerate diffusion equations of porous medium type and also for the heat equation. Notice it is more convenient to choose the largest posible h to have the least number of particles since h " 2L{n. For these reasons, the regularizing parameter for the Landau equation is chosen as ε " 0.64h 1.98 . Here the prefactor is empirical and is found by trial and error.
Finally, let us comment that this error estimate is different for transport equations as studied in [16, 18] . For the transport equation, depending on the regularity of the initial data, one gets h p » ε for 0 ă p ă 1, that is h " opεq meaning that for transport equations one needs typically smaller meshes and therefore more particles than for diffusion-type equations.
Example 1: 2D BKW solution for Maxwell molecules

Consider the collision kernel
Apzq " 1 16
and an exact solution is given by
We choose t 0 " 0 and compute the solution until t " 5. The number of particles are chosen as N " n 2 with n " 60, 80, 100, 120, 150. The computational domain is r´L, Ls 2 with L " 4, so the initial mesh size is h " 2L{n. The forward Euler with ∆t " 0.01 is used for time discretization. We first track the relative L 2 error of the solution, see Figure 1 (left), from which we observe the errors remain stable over time and decrease with higher number of particles. To check the decay rate, we generate the loglog plot of the errors at a fixed time t " 5, see Figure 1 (right) . Here the x-axis is h, i.e., the initial mesh size. Using the least square fitting, we can find the approximate slope of the errors which exhibits almost second order convergence. To further check the conservation and entropy decay properties of the method, we plot the time evolution of the total energy and relative entropy of the system in Figure 2 . The energy is conserved up to a very small error (this error decays when the time step decreases) while the entropy decays monotonically as expected. Analogously to equation (3.7), we define the relative entropy as
Example 2: 3D BKW solution for Maxwell molecules
Consider the collision kernel Apzq " 1 24
We choose t 0 " 5.5 and compute the solution until t " 6. The number of particles are chosen as N " n 3 with n " 20, 30, 40, 50, 60. The computational domain is r´L, Ls 3 with L " 4, so the initial mesh size is h " 2L{n. The forward Euler with ∆t " 0.01 is used for time discretization.
Here we plot similar figures as in the 2D case. We mention that the direct computation in 3D is computationally costly so that we cannot afford too many particles and the errors are generally larger than in 2D. Remarkably, even with a small number of particles, up to 60 3 , we are still able to observe the second order convergence in L 1 and L 2 norms (L 8 norm is not very reliable due to the limited number of particles), see Figure 3 . 
Example 3: 2D anisotropic solution with Coulomb potential
Consider the collision kernel Apzq " 1 16 1 |z| 3 p|z| 2 I d´z b zq, and the initial condition
For this example, we do not have the exact solution to compare with. Therefore, we compare the particle method with the Fourier spectral method in [43] . For the particle method, we choose the following parameters: the number of particles is N " 120 2 and the computational domain is r´10, 10s 2 . The forward Euler with ∆t " 0.1 is used for time discretization.
For the spectral method, we choose the following parameters: the number of Fourier modes in each velocity dimension is N v " 128; the computational domain is r´10, 10s 2 . The second order Heun's method with ∆t " 0.1 is used for time discretization.
The results are shown in Figure 4 . The results of the two methods match very well. spectral t=0 spectral t=20 spectral t=40 particle t=0 particle t=20 particle t=40 spectral t=0 spectral t=20 spectral t=40 particle t=0 particle t=20 particle t=40 Figure 4 : Comparison of the particle method (particle number N " 120 2 ) with the spectral method (N v " 128 2 ). Slices of the solutions at different times.
To better check the convergence of the particle method, we use the spectral method solution with N v " 128 as a reference solution. For the particle method, we test N " 60 2 , 80 2 , 100 2 , 120 2 , and for each of them reconstruct the solution on the same mesh as the spectral method (so that we can directly compare the error). The results are shown in Figure 5 where we can observe better match as N increases. We also compute the convergence order similarly as in example 1. Strikingly, we can still obtain almost second order convergence, see Figure 6 .
Example 4: 3D Rosenbluth problem with Coulomb potential
Consider the collision kernel
Apzq 0.07 f(N/2,:) spectral particle N=60 2 particle N=80 2 particle N=100 2 particle N=120 2 Figure 5 : Comparison of the particle method (using different particle numbers) with the spectral method (N v " 128 2 ). Slices of the solutions at time t " 20. A similar test has been considered in other papers [43] . For the particle method, we choose the following parameters: the number of particles is N " 50 3 ; the computational domain is r´1, 1s 3 . The forward Euler with ∆t " 0.2 is used for time discretization.
For the spectral method, we choose the following parameters: the number of Fourier modes in each velocity dimension is N v " 64; the computational domain is r´1, 1s 3 . The second order Heun's method with ∆t " 0.2 is used for time discretization.
The cost of computing the particle method in 3D becomes very heavy if the right-hand side of (3.5) is performed by direct sums. We resort to efficient methods for computing large sums involving convolution kernels. One possible choice is to make use of the treecode strategy as in [3, 38] for instance. We give a brief account of its application to the particle method (3.5) in Appendix B. In Figure 7 left, we show the comparison of the direct sum solver to the trecode solver by plotting their solutions at t " 20, N " 50 3 or N " 40 3 . The error committed is negligible. In Figure 7 right, we illustrate the speed-up of the treecode solver with respect to the direct sum solver. The efficiency of the treecode solver is significant with larger number of particles N as expected. The results are obtained on Minnesota Supercomputer Institute Mesabi machine with 12 nodes.
The result is shown in Figure 8 which we observe good agreement between the spectral method and the particle method using the treecode acceleration, especially for short time. For longer time, the discrepancy is due to the limited resolution of the particle method. Note that we do get better convergence when increasing the number of particles from N " 50 3 to N " 60 3 . 
A BKW solutions for Maxwell molecules
We derive the BKW solution to the Landau equation (1.2) in the Maxwell molecules case where Apzq " Bp|z| 2 I´z b zq whose kernel is spanned by z. Looking for solutions with the ansatz
where K " Kptq is to be found, we require
f v 2 dv " KP`pd`2qK 2 Q " 1 . spectral t=0 spectral t=5 spectral t=10 spectral t=15 spectral t=20 particle N=50 3 t=0 particle N=50 3 t=5 particle N=50 3 t=10 particle N=50 3 t=15 particle N=50 3 t=20 particle N=60 3 t=0 particle N=60 3 t=5 particle N=60 3 t=10 particle N=60 3 t=15 particle N=60 3 t=20 Figure 8 : Comparison of the particle method using treecode acceleration (using different particle numbers) with the spectral method (N v " 64 3 ). Slices of the solution at different times.
These conditions imply that P " pd`2qK´d 2K and Q " 1´K 2K 2 , and therefore,
Direct differentiation yields
It is easy to check that
and hence
Therefore, we conclude that ∇ v log f´∇ v˚l og f˚" 2Q P pv´v˚q`Qv 2 pv´v˚q`Qpv 2´v2 qv pP`Qv 2 qpP`Qv 2 q´1 K pv´v˚q.
Using Apzqz " 0, we have
Apv´v˚q " ∇ v log f´∇ v˚l og f˚‰ " 2Q 2 pv 2´v2 qApv´v˚qv pP`Qv 2 qpP`Qv 2 q .
and then
Apv´v˚q r∇ v log f´∇ v˚l og f˚‰ f f˚"
Hence we deduce that ż
It can be checked that
and therefore, we conclude that ż
d´1qKrpd`2qK´v 2 sv.
Finally, we can write
Apv´v˚q "
∇ v log f´∇ v˚l og f˚‰ f f˚dv"
Comparing (A.1) and (A.2), we obtain K 1 " 2Bpd´1qp1´Kq, which results in K " 1´C expp´2Bpd´1qtq. In 2D, we choose C " 1{2 and B " 1{16, then K " 1´expp´t{8q{2. In 3D, we choose C " 1 and B " 1{24, then K " 1´expp´t{6q.
B Treecode for computing (3.5) in 3D
In view of (3.5), the efficiency of particle method is limited by five summations appearing on the right hand side. Indeed, if the total number of particles is N , then each summation needs OpN 2 q computations, which is prohibitively expensive in 3D. To mitigate this issue, we developed a treecode method to accelerate the computation. The idea is that, first one partitions the particles into a hierarchy of clusters that has a tree structure (hence the number of cluster is Oplog N q), then instead of using particle-particle interaction, one considers particle-cluster interaction, and therefore reduces the cost to OpN log N q in total [3] .
In general, consider the summation of the form where v i and w j are in R 3 , and φ can be ψ ε , three components of ∇ψ ε or four components of A in our case. Assume the particles have been divided into a hierarchy of clusters C, then the treecode evaluates the potential (B.1) as a sum of particle-cluster interactions is the k-th moment of cluster c and the Taylor series has been truncated at order p. Now let us specify the meaning of well-separated particle and cluster. Denote R " |v i´wc |, and r c " max jPc |w c´wj |, then in order for the Taylor series in (B.3) to converge, we need r c ď R. In theory, one can compute U i,c either by direct sum or via (B.3) depending on the accuracy and efficiency of (B.3). There is no standard way of choosing between the two as the optimal way is often problem dependent and one may find it by trial and error. However, a practical choice would be
where θ is a user-specified parameter for controlling the expansion error. This condition is called multipole acceptance criterion (MAC). Coming back to our case (3.5), it remains to compute a k from (B.4) for different functions φ. When φ is a Gaussian (i.e., ψ ε ) or gradient of a Gaussian (i.e., ∇ψ ε ), one can derive the recursive relation for a k similarly as that in [38] , and here we only derive the ones for each component of matrix A. From here on, we denote k " pk 1 , k 2 , k 3 q, and let v " pv 1 , v 2 , v 3 q, w " pw 1 , w 2 , w 3 q, then A has the form
Let us first compute a k 11 :" 1 k! D k w A 11 pv´wq. Taking the derivative of A 11 in w 1 , one has D w1 A 11 " γpw1´v1q |w´u| 2 A 11 , and hence |w´v| 2 D w1 A 11 " γpw 1´v1 qA 11 . (B.6) Further differentiating the above equation k 1´1 times in w 1 , we obtain |w´v| 2 D k1 w1 A 11`p w 1´v1 qr2pk 1´1 q´γsD k1´1 w1 A 11`p k 1´1 qpk 1´2´γ qD k1´2 w1 A 11 " 0 .
Taking the derivative D k2 w2 D k3 w3 , the above relation becomes r2pw 2´v2 q`1sa k´e2 11`r 2pw 3´v3 q`1sa k´2e3 11 " 0, k 1 ‰ 0 .
Note the above relation is valid when k 1 ‰ 0, and one needs to compute the case with k 1 " 0 separately. This can be done similarly by taking D k2 w2 D k3 w3 derivatives of (B.6) directly. Likewise, we have for a k 22 :" " 0, k 1 ‰ 0 .
