ABSTRACT Epidemic models have been a widely used mathematical tool in network security and social networks to study malware propagation and information dissemination. However, the relationships and the differences of discrete-time and continuous-time epidemic models in networks have not been systematically studied yet. In this paper, we focus on the susceptible-infectious model and attempt to connect and compare different discrete-time and continuous-time epidemic models through both theoretical analysis and empirical verification. We find that epidemic models can be distinguished based on whether a model considers the following three key factors: time intervals, spatial dependence among nodes, and linearization. We theoretically and empirically show that ignoring time intervals, assuming spatial independence among nodes, or applying linearization can cause a model to possibly over-predict the propagation speed of an epidemic. Especially, we discover that a widely used continuous-time epidemic model cannot accurately characterize the spread of the actual epidemic by ignoring both time intervals and spatial dependence among nodes.
I. INTRODUCTION
Epidemic models have been a widely used mathematical tool to study malware (e.g., worms and virus) propagation in the Internet [9] , [11] , [24] , [27] , [29] , [30] and information dissemination in social networks [12] - [15] , [26] . Such a tool abstracts the most important aspect of the infection process and usually leads to key observations such as how fast an epidemic can spread. Moreover, epidemic models have been applied to detect and defend against malware and malicious information [9] , [28] , [31] .
There are two basic types of epidemic models: discretetime and continuous-time epidemic models [3] , [14] , [16] , [19] . Discrete-time epidemic models characterize an infection based on distinct time points and have been studied in [2] , [8] , [10] - [12] , [25] , [26] , [28] , [31] . Moreover, discretetime models assume a certain time interval between when a vulnerable node is exposed to an infection and when it becomes an infected node, which is denoted by t in this paper. On the other hand, continuous-time epidemic models treat time as a continuum and have been applied in [6] , [14] , [24] , [27] , [29] . Some continuous-time epidemic models can be regarded as special cases of discrete-time models when
The associate editor coordinating the review of this manuscript and approving it for publication was Jun Hu. t goes to infinitely small. That is, such continuous-time epidemic models ignore the time intervals between infections and assume that once a node is exposed to an infection, it immediately becomes (partially) infected and begins compromising other nodes.
As pointed out by [3] , discrete-time epidemic models represent real problems better, whereas continuous-time models are the approximations of discrete-time models and are widely applied because of their mathematical tractability. We find that the real-life examples of epidemics are more aligned with discrete-time models that consider the time intervals between infections. For example, the incubation period for measles is typically between 8 and 13 days [1] . In network security, a copy of worm packages takes some time to transfer from the compromised host to the target [9] . Moreover, in social networks, there are obviously delays between when a friend of a user posts or sends something and when the user views it. Averagely, it takes about 6 minutes between checking emails or instant messages for a worker [23] . Although some continuous-time models have introduced an ''exposed'' status to include such a delay, many continuous-time models have simply ignored it.
The study in [3] has compared discrete-time and continuous-time epidemic models in a homogeneous-mixing topology. However, the relationships and the differences of discrete-time and continuous-time epidemic models in a general network have not been systematically studied yet. Specifically, in this paper we attempt to answer the following questions:
• What are key factors or considerations in epidemic models, especially those factors distinguishing between discrete-time and continuous-time epidemic models?
• How can a simplified epidemic model be derived from another epidemic model under a certain condition? Especially, how can a continuous-time epidemic model be derived or approximated from a discrete-time model?
• Do different epidemic models lead to different predictions on the propagation speed of an infection? If so, what is the relationship of these predictions, especially between discrete-time and continuous-time models?
To answer these questions, we focus our study on the susceptible-infectious (SI) model [3] , [16] and apply both theoretical analysis and empirical verification. When deriving popular epidemic models, we can identify the following three key factors that affect the performance of a model:
• Time intervals. Discrete-time models regard a time interval as a positive value (i.e., t > 0), whereas many continuous-time models make this time interval go to infinitely small (i.e., t → 0).
• Spatial dependence among nodes. Few models consider spatial dependence among nodes in a network because of computational complexity. Most models simply assume spatial independence among nodes, which leads to mathematical tractability.
• Linearization. Some models apply a product term in characterizing the epidemic spread, whereas other models approximate this product term with a summation term through linearization.
As shown in this paper, a widely used continuous-time epidemic model [6] , [14] , [24] ignores time intervals, assumes spatial independence among nodes, and applies linearization in the model (See Section II-E).
In this paper, we also study simplified, well-known epidemic models and their relationship in complete graphs, which are a special network where each pair of nodes are connected. Many previous works [9] , [27] , [29] have modeled worm propagation in the Internet as epidemic spread in complete graphs.
In our theoretical analysis of comparing different models, in several cases we have focused our analysis on the early stage of infections. As pointed out by [14] , [31] , the propagation speed of an epidemic at the early stage tends to determine the entire spread speed. Our empirical study has also verified such an observation, as shown in Section V.
In our empirical verification, we compare the prediction performance of different epidemic models with simulation results in different topologies including three synthesized topologies (i.e., an ER random graph [18] , an exponential random graph [4] , and a power-law topology [5] ), complete graphs, and a real topology provided by SNAP [32] .
In our previous works [8] , [10] , [12] , we have studied a general discrete-time model and its approximations, assuming a fixed time interval (i.e., t = 1). Different from these works, in this paper we specifically study the effect of the time interval. Moreover, here we focus on the SI model, whereas the previous works study a susceptible-infectious-susceptible (SIS) model [8] , [10] and a susceptible-infectious-recovered (SIR) model [12] .
We summarize our main discoveries and contributions in the following:
• In simplified discrete-time epidemic models (i.e., the DTL model in Section II-D and the DTLC model in Section III-A), a smaller time interval can possibly lead to the prediction of the faster spread of an epidemic. Since well-known continuous-time epidemic models can be regarded as special cases of these discrete-time models when the time interval goes to infinitely small, it can be shown theoretically and empirically that the epidemic based on continuous-time models spreads no slower than that based on their discrete-time counterparts, especially at the early stage of infections.
• It is analytically and empirically shown that models assuming the spatial independence among nodes can potentially overestimate the propagation speed of an epidemic. Moreover, it is observed that when t is large, spatial independence among nodes seems to be a reasonable assumption. However, when t becomes small, spatial dependence has to be considered to build an accurate prediction model on the epidemic spread.
• Linearization in the epidemic models leads to the possible over-estimation of the propagation speed of an infection. We find empirically that linearization has a minor effect on the model prediction performance, except for the case when the network is a complete graph and t is large.
• As a result, the widely used continuous-time epidemic model cannot accurately characterize the spread of the actual epidemic by ignoring both time intervals and spatial dependence among nodes.
The remainder of this paper is structured as follows. Section II introduces and connects different discrete-time and continuous-time epidemic models in networks, whereas Section III specifically focuses on epidemic models in complete graphs. Section IV analytically compares among discrete-time and continuous-time epidemic models, and Section V empirically verifies our theoretical results. Finally, Section VI concludes this paper.
II. EPIDEMIC MODELS IN NETWORKS
In this section, we start from a general discrete-time epidemic model, which is similar to models in our previous works [8] , [10] , [12] . However, different from the previous works, in this paper we specifically study the effect of the time interval between time steps in the model. We then derive other simplified discrete-time models and further consider a continuous-time model. These epidemic models can be applied to both directed and undirected graphs. Here, we attempt to point out the connections between different epidemic models in networks, i.e., how a simplified epidemic model can be derived from another epidemic model under a certain condition.
A. DISCRETE-TIME (DT) MODEL
We begin with a general discrete-time model. Specifically, an infection spreads in a network G(V , E), where V is a set of nodes and E is a set of edges. We use N to denote the total number of nodes, i.e., N = |V |. In this paper, we focus on the susceptible-infectious (SI) model. That is, each node in the network has two possible statuses: susceptible or infected. If node i (i ∈ V ) is currently susceptible, at the next time step it will be infected by its infectious neighbor, node j (j ∈ V and (j, i) ∈ E), with the probability β t (0 ≤ β t ≤ 1), where β is the infection rate or the birth rate and t is the time interval between time steps. Otherwise, node i is infected and will stay infectious forever. It is noted that in our previous works [8] , [10] , [12] , it is assumed that t always equals to 1. In this paper, however, the effect of t is studied. Moreover, we use random variable X i,t to denote the status of node i at time t, i.e.,
where t = 0, t, 2 t, · · · . Let x i,t be the realization of X i,t , and x i,t ∈ {0, 1}. We apply p i,t to indicate the probability that node i is infected at time t, i.e., p i,t = P(X i,t = 1). Note that in the SI model, P(X i,t+ t = 1|X i,t = 1) = 1. Thus, the probability that node i is infected at time t + t can be expressed in the following recursive equation.
where β i,t = P(X i,t+ t = 1|X i,t = 0), indicating the conditional probability that the neighbors of node i will infect it at time t + t, given that node i is susceptible at time t. Note that i∈V p i,t indicates the total number of infected nodes in a network at time t. If this number is larger, the propagation speed of the epidemic predicted by the model is faster. Let N i denote a set of neighbors of node i, i.e., N i = {j|(j, i) ∈ E}. Moreover, we use X N i ,t to denote the random statuses of node i's neighbors at time t, i.e., X N i ,t = {X j,t |j ∈ N i }. Let x N i ,t be the realization of X N i ,t . Hence, β i,t can be written as
where
which denotes the conditional probability that node i will become infected at time t + t, given the statuses of node i's neighbors and that node i is susceptible at time t. For one of node i's neighbors, e.g., node j (j ∈ N i ), if it is susceptible at time t (i.e., x j,t = 0), it will not infect node i at time t + t with probability 1. Otherwise, x j,t = 1, and node j will not infect node i with probability 1 − β t at time t + t. For both cases, we can write the probability that node j will not infect node i at time t + t as (1 − β t) x j,t . Since each neighbor of node i will attempt to infect node i independently, node i will not be infected at time t + t with probability
Putting the above equation into Equation (4), we have
Equations (3) and (7) provide a general discrete-time (DT) epidemic model. However, the main difficulty in solving these equations is on the conditional joint distribution P(X N i ,t = x N i ,t |X i,t = 0) in Equation (4) . If node i has r neighbors, this distribution contains 2 r possible values, which is computationally expensive. As pointed out by [8] , [10] , [12] , two spatial approximations have been proposed: Markov model and independent model.
B. DISCRETE-TIME MARKOV (DTM) MODEL
For the Markov model, it considers a certain spatial dependence and assumes that given the status of node i, the statuses of node i's neighbors are independent, i.e.,
Hence, Equation (7) becomes
To find the conditional probability P(X j,t = 1|X i,t = 0), we consider two joint probability distributions, i.e., M i,j,t = P(X i,t = 0, X j,t = 0) and N i,j,t = P(X i,t = 0, X j,t = 1). Note that
We further set
indicating the probability that given node i is susceptible at time t, the neighbors of node i, except node j, will infect it at time t + t. VOLUME 7, 2019 For the SI model, at time t + t,
and
In the above equation for N i,j,t+ t , two cases are considered. The first case is that when both nodes i and j are susceptible at time t, node i will not be infected with probability 1 − β i/j,t at time t + t, whereas node j becomes infected with probability β j/i,t . The second case is that when node i is susceptible and node j is already infected at time t, node i will not be infected by node j with probability 1 − β t and will not infected by other neighbors with probability 1 − β i/j,t . Therefore, based on the values of p i,0 , M i,j,0 , and N i,j,0 , we can recursively derive the values of p i,t , M i,j,t , and N i,j,t (t = t, 2 t, · · · ), based on Equations (3), (10), (11), (12) , (13) , and (14) .
We call such a model the discrete-time Markov (DTM) model. The variations of the DTM model have been applied to characterize the propagation of malware in networks [10] , to study the spread of anti-rumor and rumor in online social networks [28] , and to predict the influence of individuals in social networks [12] .
C. DISCRETE-TIME INDEPENDENT (DTI) MODEL
The independent model ignores the spatial dependence among nodes and assumes that the statuses of all nodes in the network are independent. As a result, Equation (8) for the DTM model can be further reduced to
Moreover, Equations (9) and (10) become
Putting β i,t into Equation (3), we have
Given the values of p i,0 , we can obtain the values of p i,t recursively, based on Equation (18) .
We call such a model the discrete-time independent (DTI) model. The variations of the DTI model have been applied in [7] for deriving the epidemic thresholds in networks and in [26] for studying the influence in social networks.
D. DISCRETE-TIME LINEARIZED (DTL) MODEL
Note that in the DTI model, when β tp j,t is small, we have the following approximation or linearization.
That is, the approximation reduces the product term to the summation term. Thus, Equation (18) becomes
where β t j∈N i p j,t ≤ 1. We call Equation (21) the discrete-time linearized (DTL) model. The variations of the DTL model have been used to study the stability of epidemic dynamics in complex networks in [2] and to derive a generalized epidemic mean-field model for spreading processes over multilayer networks in [25] .
E. CONTINUOUS-TIME (CT) MODEL
From the DTL model, Equation (21) can be written in the following way.
When t → 0, t becomes a real number, and the above equation becomes
where p i (t) is a continuous function and is the continuoustime counterpart of p i,t . We call Equation (23) the continuous-time (CT) model. The variations of the CT model have been applied to study the virus spread in networks in [24] , to model the path-based epidemic spread in information-centric networks in [6] , and to characterize topology-based infectious disease spread in [14] .
III. EPIDEMIC MODELS IN COMPLETE GRAPHS
A complete graph is a special network where each pair of nodes are connected by an edge, i.e., (i, j) ∈ E, where ∀i ∈ V , ∀j ∈ V , and i = j. Moreover, N i = {j|∀j ∈ V and j = i}. As pointed out in the introduction, epidemic models over complete graphs are important to study because of worm propagation in the Internet.
A. DISCRETE-TIME LINEARIZED COMPONENT (DTLC) MODEL
Based on the DTL model, a simplified discrete-time epidemic model over complete graphs can be derived. Specifically, we use I t to denote the expected number of infected nodes at time t in discrete-time epidemic models. Note that I t = j∈V p j,t ≈ j∈N i p j,t , for ∀i ∈ V . Thus, Equation (21) becomes
Summing over all i's on both sides of the above equation, we have the following non-linear difference equation.
In a complete graph, all infected (or susceptible) nodes behave similarly. As a result, the network is considered to have two components: an infected-node component and a susceptible-node component. Thus, we call Equation (25) the discrete-time linearized component (DTLC) model. The variations of the DTLC model have been applied in [31] to study the early detection method of Internet worms and in [11] to design the optimal worm-scanning method using vulnerable-host distributions.
B. CONTINUOUS-TIME COMPONENT (CTC) MODEL
Similarly, based on the CT model in Equation (23), a simplified version of the continuous-time epidemic model over complete graphs can be obtained. Specifically, I (t) denotes the expected number of infected nodes at time t in continuous-time epidemic models. Following a similar process to derive the DTLC model, we can find the continuous-time counterpart in the following well-known logistic differential equation.
where t is a real number, and I (t) is a continuous function and is the counterpart of I t . Note that Equation (26) has a closedform solution for I (t) [3] , i.e.,
We call Equation (26) (or Equation (27) ) the continuoustime component (CTC) model. The variations of the CTC model have been used in [27] to mimic the spread of Code Red II worm and in [29] to model worm spread using different scanning strategies.
IV. THEORETICAL ANALYSIS
In this section, we theoretically compare different epidemic models in networks, i.e., DT, DTM, DTI, DTL, and CT models. We also analytically show the difference between DTLC and CTC models in complete graphs. Here, we attempt to point out that an epidemic model can predict the spread of an infection faster or slower than another epidemic model.
A. EPIDEMIC MODELS IN NETWORKS
We first compare among DT, DTM, and DTI models. Specifically, we denote β i,t in Equations (7), (10) , and (17) 
That is, among three epidemic models, the DT model predicts the spread of an infection the slowest, whereas the prediction of the DTI model is the fastest. By ignoring the spatial dependence among nodes, the DTI model can potentially overestimate the propagation speed of an epidemic.
Next, we compare the DTI model with the DTL model. Because of the Weierstrass product inequality [21] , we have that when 0 ≤ β tp j,t ≤ 1,
Therefore, comparing Equation (18) with Equation (20), we can obtain the following theorem.
Theorem 2:
The epidemic based on the DTI model spreads no faster than that based on the DTL model. That is, the linearization of the product term in Equation (19) leads to the possible over-estimation of the propagation speed of an infection.
We further compare the DTL model with the CT model. Specifically, we consider the early stage of an epidemic. As pointed out by [14] , when an infection just starts, for most nodes, p i,t ≈ 0. Thus, Equation (21) can be approximated by
We attempt to compare the case that the DTL model uses t/2 as the time interval with the case that the DTL model uses t. We use q i,t to denote the probability that node i is infected at time t when time interval t/2 is applied. Thus,
based on Equation (30 
Therefore, the epidemic predicted by the DTL model based on t/2 spreads no slower than that predicted by the DTL model based on t. In other words, when t becomes smaller, the DTL model would potentially predict an epidemic to spread faster. The CT model is the extreme case VOLUME 7, 2019 of the DTL model when t → 0. As a result, we have the following theorem. Theorem 3: At the early stage of the infection propagation, the epidemic based on the DTL model spreads no faster than that based on the CT model.
In summary, in terms of the propagation speed of an epidemic in a network, we can expect that given the same initially infected node(s), the expected numbers of infected nodes at time t predicted by different epidemic models have the following relationship:
especially at the early stage of the infection spread.
B. EPIDEMIC MODELS IN COMPLETE GRAPHS
To show the difference between the DTLC model and the CTC model, we compare the case that the DTLC model uses t/2 as the time interval with the case that the DTLC model applies t. Specifically, let J t and S t denote the expected numbers of infected and susceptible nodes at time t when time interval t/2 is applied. Note that J t + S t = N . Hence, Equation (25) becomes
Assuming that J t = I t at time t, we want to compare J t+ t (with time interval t/2) with I t+ t (with time interval t). We consider the early stage of infection propagation when the number of susceptible nodes is no less than the number of infected nodes, i.e., S t+ t/2 ≥ N /2 ≥ J t+ /2 ≥ J t . Note that
The right hand side of the above equation equals
so that we have
Since from Equation (35), (β t/2)S t J t = J t+ t/2 − J t = S t − S t+ t/2 , we obtain that (β t/2) 2 S t J t = (β t/2) (S t − S t+ t/2 , which leads to
That is, the epidemic predicted by the DTLC model based on t/2 spreads no slower than that predicted by the DTLC model based on t. The CTC model is the extreme case of the DTLC model when t → 0. Therefore, we have the following theorem:
Theorem 4: At the early stage of the infection spread, the epidemic based on the DTLC model spreads no faster than that based on the CTC model, i.e., DTLC ≤ CTC.
(37)
V. EMPIRICAL VERIFICATION
In this section, we empirically verify our theoretical analysis by comparing the performance of different epidemic models in predicting the epidemic spread with simulation results. We first describe the setup of simulations and the implementation of different epidemic models. We then show simulation results and the performance of epidemic models in different networks, including three synthesized graphs, complete graphs, and a real topology.
A. SIMULATION SETUP
We simulate the spread of an epidemic in a network by following the SI model. Specifically, if node i is currently infected, it will remain in the infected status forever. Otherwise, if node i is susceptible at time t (t ≥ 0), it can be infected by its infectious neighbor j with probability β t at time t + t. Here, the probabilities are obtained through a random number generator. For each scenario, we start the infection from the same infected node and carry out 1, 000 independent runs to find the average of epidemic spread.
In our experiments, we consider three different time intervals, i.e., t = 10, 1, or 0.1. Except for the complete graphs, we choose the infection rate to be 0.1 (i.e., β = 0.1) so that β t = 1, 0.1, or 0.01, representing three different cases. For the complete graphs, since the total number of nodes is 1, 000 (i.e., N = 1, 000), we choose β to be 0.001 so that βN ≤ 1.
B. IMPLEMENTATION OF EPIDEMIC MODELS
Due to expensive computations, the DT model is difficult to implement and is thus ignored here. For the DTM model, we follow Equations (3), (10), (11), (12), (13) , and (14) to recursively obtain the probability of a node that is infected at time t, i.e., p i,t , i ∈ V . For the DTI model, we apply Equation (18) to find p i,t 's recursively. Similarly, we use Equation (21) to get the results for the DTL model. To implement the CT model, we apply the DTL model in Equation (21) to approximate it with a small time interval (e.g., t = 0.01).
For complete graphs, we apply Equation (25) to recursively find the results for the DTLC model and directly use Equation (27) to implement the CTC model.
C. EPIDEMIC SPREAD IN SYNTHESIZED GRAPHS
We compare the performance of different epidemic models with simulation results in three different synthesized graphs: an ER random graph, an exponential random graph, and a power-law topology. In an ER random graph, each pair of nodes are connected with the same probability. Hence, the nodal degree distribution follows a binomial distribution [18] . To build an exponential random graph, each node is added to the graph in sequence and is connected to each of existing nodes with the same probability. As a result, the nodal degree distribution is exponential [4] . The building process of a power-law topology is similar to that of an exponential random graph, except that the probability for a newly added node to connect to an existing node depends on the nodal degree of this existing node. Therefore, the nodal degree distribution shows scale-free (i.e., linear in the log-log plot) [5] . Figure 1 shows simulation results and the performance of different epidemic models for predicting epidemic spread in an ER random graph, where the number of nodes is 1, 000 (i.e., N = 1, 000) and the infection rate is 0.1 (i.e., β = 0.1), and t is 10, 1, or 0.1. It can be seen that for all three different time intervals, the relationship in Equation (34) for epidemic models holds. Specifically, the spread of the infection shown by simulations is no faster than the prediction from any epidemic model. The DTM model predicts the propagation most accurately among all models, whereas the CT model has the worst performance in estimating the spread. Moreover, when t = 10, all discrete-time models (i.e., DTM, DTI, and DTL) can accurately predict the epidemic propagation. However, when t becomes smaller, the performance of these discretetime models becomes worse; and the results from the DTI and DTL models are closer to those predicted by the CT model. These results indicate that when t is large, spatial independence among nodes (as described by Equation (15)) seems to be a reasonable assumption. However, when t is small, spatial dependence among nodes cannot be ignored, and an epidemic model considering such dependence, such as the DTM model, should be applied. Furthermore, in all three sub-figures, the results from both DTI and DTL models are almost overlapping, suggesting that the linearization of the product term (i.e., Equation (19) ) has a minor effect on the prediction of epidemic spread.
Figures 2 and 3 demonstrate the epidemic spread predicted by different epidemic models and simulations in an exponential random graph and in a power-law topology, respectively. Similar to studying infection propagation in the ER random graph, here we use N = 1, 000, β = 0.1, and t = 10, 1, or 0.1. It can be seen that the observations in these two synthesized graphs are very similar to those in the ER random graph. That is, the continuous-time model (i.e., CT model) fails to accurately predict the epidemic spread by ignoring both the time interval and the spatial dependence among nodes, whereas the discrete-time model with spatial dependence (e.g., DTM model) has the best performance in estimating the propagation of an epidemic.
D. EPIDEMIC SPREAD IN COMPLETE GRAPHS
In a complete graph, each pair of nodes are connected. Figure 4 shows simulation results and the performance of different epidemic models (including DTLC and CTC models) in predicting the epidemic spread in a complete graph with N = 1, 000, β = 0.001, and t = 10, 1, or 0.1. The observations for the DTM, DTI, DTL, and CT models Z. Chen: DT vs. CT Epidemic Models in Networks are similar to those from the synthesized graphs. The main difference is that in all three sub-figures, the results from DTM and DTI models are almost identical, indicating that spatial independence among nodes seems to be a reasonable assumption for complete graphs. Moreover, when t becomes larger, it shows a bigger gap between DTI and DTL models, suggesting that the linearization is not a minor factor in complete graphs when t is large.
For two component-based models, we can see that the prediction of the CTC model is overlapping with that of the CT model, whereas the estimations of the DTLC and DTL models are almost identical. This indicates that in complete graphs, the component-based models behave similarly to their counterparts in the network-based models.
E. EPIDEMIC SPREAD IN A REAL TOPOLOGY
Finally, in Figure 5 we evaluate the performance of different epidemic models in predicting the epidemic spread in a real topology, which is a General Relativity and Quantum Cosmology collaboration network [22] , [32] . Since the topology is not connected, we focus on the largest component with 4,158 nodes and 13,422 edges. The observations from Figure 5 are similar to those in Figures 1, 2, and 3 , and the relationship in Equation (34) holds. It is noted that when t = 1 or 0.1, there is a clear gap between the DTM model and the simulation. This suggests that in such a real topology, an epidemic model beyond the Markov spatial dependence should be studied to accurately characterize the actual epidemic spread.
VI. CONCLUSION
In this work, we have analytically and empirically shown the relationships and the differences between discrete-time and continuous-time epidemic models in networks, based on the SI model. Specifically, we have found theoretically that ignoring time intervals in continuous-time models, assuming spatial independence in the DTI model, or applying linearization in the DTL model leads to the possible over-prediction of the speed of infection propagation. We have verified these results through empirical study in three synthesized graphs, complete graphs, and a real topology. That is, we have theoretically and empirically demonstrated the relationships in Equations (34) and (37). Moreover, we have shown that the widely used CT model fails to accurately predict the spread of the actual epidemic.
As our on-going work, we plan to extend our study to susceptible-infectious-susceptible (SIS) and susceptibleinfectious-recovered (SIR) models. Moreover, we are considering a discrete-time model with spatial dependence among nodes beyond the DTM model and tractable computations.
