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Abstract
We study the empirical spectral distribution (ESD) of symmetric random matrices with ergodic
entries on the diagonals. We observe that for entries with correlations that decay to 0, when the
distance of the diagonal entries becomes large the limiting ESD is the well known semicircle law.
If it does not decay to 0 (and have the same sign) the semicircle law cannot be the limit of the
ESD. This is good agreement with results on exchangeable processes analysed in Friesen and Lo¨we
(2013a) and Hochsta¨ttler et al. (2016).
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1. Introduction
Studying the (ESD) of large random matrices has been a major research topic in probability over
the past decades. Already Wigner Wigner (1958) and Arnold Arnold (1971) showed that the ESD
of symmetric or Hermitian random matrices with i.i.d. entries, otherwise, under appropriate scaling
converges to the semi-circle law. Other versions of Wigner’s semi-circle law were proved for matrix
ensembles with entries drawn according to weighted Haar measures on classical groups see e.g.
Anderson et al. (2010). This note analyzes the universality of the semi-circle law for matrices with
stochastically correlated entries. Similar attempts have been made in Schenker and Schulz-Baldes
(2005), where a limited number of correlated entries are admitted, Go¨tze and Tikhomirov (2006),
where a martingale structure of the entries is imposed, Friesen and Lo¨we (2013b), where the diago-
nals of the (symmetric) matrices were filled with independent Markov chains or in Lo¨we and Schubert
(2016), where the upper triangular part of the matrix is filled with a one-dimensional Markov chain.
On the other hand, Friesen and Lo¨we (2013a) and Hochsta¨ttler et al. (2016) study matrices where
either the diagonals or the entire matrix is built of exchangeable random variables. In particular, in
Friesen and Lo¨we (2013a) it was shown that there is a phase transition: If the correlation of the ex-
changeable random variables go to 0, the limit of the ESD is the semi-circle law, while otherwise it
can be described in terms of a free convolution of the semi-circle law with a limiting law obtained in
Bryc et al. (2006). In this note we will answer a question by C. Deninger (private communication)
and extend the results from Friesen and Lo¨we (2013a) and Friesen and Lo¨we (2013b) to ergodic
sequences of random variables. We will see that the convergence of the ESD only depends on the
correlations of the entries. If they converge to 0, as the distance grows to infinity, the limiting ESD
is again the semicircle law, while this is not the case if the correlations have the same sign and are
bounded away from 0. This result is obtained by weakening the conditions in Friesen and Lo¨we
(2013b) and is in good agreement with the results from Friesen and Lo¨we (2013a).
The rest of the note is organized as follows. In the second section we will formalize the situation
we want to consider and state our main result. Section 3 is devoted to the proof, that is based on
a moment method. Finally, we will also give an example.
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2. Main Results
The central object in this note is the semi-circle distribution. Its density is given by dµ
dx
(x) =
1
2pi
√
4− x21[−2,2](x). To fill our random matrix we will consider random variables
{a(p, q), 1 ≤ p ≤ q <∞} with values in R.
We assume that E [a(p, q)] = 0, E
[
a(p, q)2
]
= 1 and, to be able to employ the moment method,
mk := sup
n∈N
max
1≤p≤q≤n
E
[
|a(p, q)|k
]
<∞, k ∈ N. (1)
Moreover we construct the families {a(p, p+ r), p ∈ N}, r ∈ N0, the diagonals of our future matri-
ces, as independent random variables. On the diagonals we will assume that for every pair r the
process Zrp := (a(p, p+ r))p∈Z is a stationary stochastic process. We will assume that this process
is ergodic. For n ∈ N, define the symmetric random n× n matrix Xn:
Xn(q, p) = Xn(p, q) =
1√
n
a(p, q), 1 ≤ p ≤ q ≤ n,
We will denote the (real) eigenvalues of Xn by λ
(n)
1 ≤ λ(n)2 ≤ . . . λ(n)n . Let µn be the empirical
eigenvalue distribution, i.e. µn =
1
n
∑n
k=1 δλ(n)
k
. We want to show:
Theorem 2.1. Assume that Xn satisfies the above conditions and the diagonal processes (Z
(r)
p )
have correlations that decay to 0, i.e. E(Z
(r)
1 Z
(r)
p )→ 0 for all r as p→∞ (recall that EZ(r)1 = 0).
Then the ESD of Xn converges weakly to the semi-circle distribution, i.e. µn ⇒ µ as n→∞ both,
in expectation and P− almost surely.
If the correlations of (Z
(r)
p ) all have the same sign and are bounded away from 0 the ESD of Xn
does not converge to µ.
3. Proof of Theorem 2.1
The ideas in the first section of the proof partially follow Friesen and Lo¨we (2013b) which in turn
are based on considerations in Schenker and Schulz-Baldes (2005). For the reader’s convenience
and since we will need the arguments for the second part of the proof as well, we will illustrate the
main steps. We will use the method of moments to prove Theorem 2.1. To this end, recall that
the even moments of the semicircle law are given by the Catalan numbers C k
2
= k!k
2 !(
k
2+1)!
, while
the odd moments are 0. The weak convergence of the expected empirical distribution will follow
from the convergence of the expected moments
lim
n→∞
1
n
E
[
tr
(
Xkn
)]
=
{
0, if k is odd,
C k
2
, if k is even,
where tr(·) denotes the trace operator. To see that this is true, we obviously need to compute the
moments. To this end consider the set Tn(k) of k-tuples of so-called consistent pairs, i.e. elements
of the form (P1, . . . , Pk) with Pj = (pj , qj) ∈ {1, . . . , n}2 satisfying qj = pj+1 for any j = 1, . . . , k,
where k + 1 is identified with 1. Then, we have
1
n
E
[
tr
(
Xkn
)]
=
1
n1+
k
2
∑
(P1,...,Pk)∈Tn(k)
E [a(P1) · . . . · a(Pk)] .
2
Define P(k) to be the set of all partitions pi of {1, . . . , k} and write i ∼pi j for i, j ∈ {1, . . . , k},
iff i and j belong to the same set of the partition pi. We call (P1, . . . , Pk) ∈ Tn(k) a pi-consistent
sequence if |pi − qi| = |pj − qj | iff i and j are equivalent w.r.t pi. The idea of this construction is
that a(Pi1 ), . . . , a(Pil) are independent when i1, . . . , il belong to l different blocks of pi. Let Sn(pi)
be the set of all pi consistent sequences. Hence
1
n
E
[
tr
(
Xkn
)]
=
1
n1+
k
2
∑
pi∈P(k)
∑
(P1,...,Pk)∈Sn(pi)
E [a(P1) · . . . · a(Pk)] .
Now fix k ∈ N. For pi ∈ P(k) let #pi denote the number of equivalence classes of pi.
Let us first consider the case #pi > k2 . Then there is at least one equivalence class with a single
element l. By independence of the elements in different equivalence classes this implies for any
sequence (P1, . . . , Pk) ∈ Sn(pi) that E [a(P1) · . . . · a(Pk)] = E
[∏
i6=l a(Pi)
]
· E [a(Pl)] = 0. Next
we examine the case r := #pi < k2 . To compute #Sn(pi), fix (P1, . . . , Pk) ∈ Sn(pi). To this end,
first choose the pair P1 = (p1, q1). There are at most n possibilities to assign a value to p1 and
n possibilities for q1. For P2 = (p2, q2), note that the consistency of the pairs implies p2 = q1. If
1 ∼pi 2, the condition |p1 − q1| = |p2 − q2| allows at most two choices for q2. Otherwise, we have at
most n possibilities. We now proceed sequentially to determine the remaining pairs: When arriving
at some index i, we check whether i is equivalent to any preceding index 1, . . . , i−1. If this is true,
then we have at most two choices for Pi, otherwise, we have n. Since there are exactly r different
equivalence classes, we see that #Sn(pi) ≤ C · nr+1 with a constant C = C(r, k) depending on r
and k. Ho¨lder’s inequality implies that for all sequences (P1, . . . , Pk),
|E [a(P1) · . . . · a(Pk)]| ≤
[
E |a(P1)|k
] 1
k · . . . ·
[
E |a(Pk)|k
] 1
k ≤ mk <∞. (2)
As r < k2 , we get
1
n1+
k
2
∑
pi∈P(k),
#pi<k
2
∑
(P1,...,Pk)∈Sn(pi)
|E [a(P1) · . . . · a(Pk)]| ≤ C · 1
n1+
k
2
· nr+1 = o(1).
Thus limn→∞
1
n
E
[
tr
(
Xkn
)]
= limn→∞
1
n
1+ k
2
∑
pi∈P(k),
#pi=k
2
∑
(P1,...,Pk)∈Sn(pi)
E [a(P1) · . . . · a(Pk)] ,if the
limits exist.
For odd k this automatically implies limn→∞
1
n
E
[
tr
(
Xkn
)]
= 0.
For even k denote by PP(k) ⊂ P(k) the set of all pair partitions of {1, . . . , k}. Thus #pi = k2 for
all pi ∈ PP(k). However, if #pi = k2 but pi /∈ PP(k), we see that pi has at least one equivalence
class with a single element and hence, as above, the expectation corresponding to the pi consistent
sequences will become 0, implying that
lim
n→∞
1
n
E
[
tr
(
Xkn
)]
= lim
n→∞
1
n1+
k
2
∑
pi∈PP(k)
∑
(P1,...,Pk)∈Sn(pi)
E [a(P1) · . . . · a(Pk)] ,
if the limits exist. Next we want to fix a pi ∈ PP(k) and analyze the set Sn(pi). To this end
we denote by S∗n(pi) ⊆ Sn(pi) the set of pi consistent sequences (P1, . . . , Pk) satisfying i ∼pi j =⇒
qi − pi = pj − qj for all i 6= j. Then, we have # (Sn(pi)\S∗n(pi)) = o
(
n1+
k
2
)
. This is indeed well
known. The proof can be found in Friesen and Lo¨we (2013b), Lemma 3.1 or Bryc et al. (2006),
Proposition 4.4. We hence obtain
lim
n→∞
1
n
E
[
tr
(
Xkn
)]
= lim
n→∞
1
n1+
k
2
∑
pi∈PP(k)
∑
(P1,...,Pk)∈S∗n(pi)
E [a(P1) · . . . · a(Pk)] ,
3
if the limits exist. We now come to the heart of the proof and call a pair partition pi ∈ PP(k)
crossing if there are indices i < j < l < m with i ∼pi l and j ∼pi m. Otherwise, we call pi non-
crossing. The set of all non-crossing pair partitions is denoted by NPP(k). It is decisive to see
that the set of crossing partitions does not contribute in the limit.
Lemma 3.1. If the diagonal processes (Z
(r)
p ) have correlations that decay to 0 as p →∞, for all
pi ∈ PP(k)\NPP(k), we have∑
(P1,...,Pk)∈S∗n(pi)
E [a(P1) · . . . · a(Pk)] = o
(
n
k
2 +1
)
.
Proof. Let pi be crossing and consider (P1, . . . , Pk) ∈ S∗n(pi). If there is l ∈ {1, . . . , k} with
l ∼pi l + 1, we have a(Pl) = a(Pl+1), since ql = pl+1 by consistency and then pl = ql+1 by
definition of S∗n(pi). Thus, E [a(Pl) · a(Pl+1)] = 1. After erasing Pl, Pl+1, the remaining sequence
(P1, . . . , Pl−1, Pl+2, . . . , Pk) is still consistent.There are at most n choices for ql = pl+1, hence we
obtain #S∗n(pi) ≤ n ·#S∗n(pi(1)), where pi(1)is the pair partition induced by pi after eliminating the
indices l and l + 1. If r denotes the maximum number of index pairs that can be eliminated by
removing neighbouring equivalent pairs, there are at least two pairs left, since pi is non-crossing.
Thus r ≤ k2 − 2. Hence, #S∗n(pi) ≤ nr ·#S∗n(pi(r)), where pi(r) is the pair partition induced by pi.
Thus, ∑
(P1,...,Pk)
∈S∗n(pi)
|E [a(P1) · . . . · a(Pk)]| ≤ nr
∑
(P
(r)
1
,...,P
(r)
k−2r
)
∈S∗n(pi
(r))
∣∣∣E [a(P (r)1 ) · . . . · a(P (r)k )]∣∣∣ . (3)
Now we choose a pair (i, j) such that i ∼pi(r) i + j and j is minimal. We count the number of
sequences (P
(r)
1 , . . . , P
(r)
k−2r) ∈ S∗n(pi(r)) with fixed p(r)i and q(r)i+j . q(r)i takes one of n possible values.
Then p
(r)
i+j = q
(r)
i −p(r)i +q(r)i+j . Since j is minimal, any element in {i+ 1, . . . , i+ j − 1} is equivalent
to some element outside the set {i, . . . , i+ j}. There are n possibilities to fix P (r)i+1 as p(r)i+1 = q(r)i
is already fixed. In the same way, we have n possibilities for the choice of any pair P
(r)
l with
l ∈ {i+ 2, . . . , i+ j − 2} and there is only one choice for P (r)i+j−1 since q(r)i+j−1 = p(r)i+j is already
chosen. For all other pairs that has not yet been fixed, there are at most n possibilities if it is not
equivalent to one pair that has already been chosen. Otherwise, there is only one possibility. So,
if p
(r)
i and q
(r)
i+j are fixed, we have at most n · nj−2 · n
k
2−r−j = n
k
2−r−1 possibilities to choose the
rest of the sequence (P
(r)
1 , . . . , P
(r)
k−2r) ∈ S∗n(pi(r)). So (3) becomes
∑
(P1,...,Pk)∈S∗n(pi)
|E [a(P1) · . . . · a(Pk)]| ≤ n k2−1
n∑
p
(r)
i
,q
(r)
i+j=1
|Cov(|q(r)i+j − p(r)i |)| (4)
where we set Cov|p−q|(t) := Cov(a(p, q), a(p + t, q + t)) and Cov(t) := supp,q Cov|p−q|(t). This in
turn can be estimated by
n
k
2−1
n∑
p
(r)
i
,q
(r)
i+j=1
|Cov(|q(r)i+j − p(r)i |)| ≤ n
k
2
n∑
t=0
Cov(t) = n
k
2+1(
1
n
n∑
t=0
Cov(t)). (5)
Now by assumption Cov(t) → 0 as t → ∞, hence ( 1
n
∑n
t=0Cov(t)) = o(1). Thus the right hand
side of (5) is o(n
k
2+1 as asserted.
Lemma 3.1 means that we need only to concentrate on non-crossing pair partitions.
Lemma 3.2. Let pi ∈ NPP(k). For any (P1, . . . , Pk) ∈ S∗n(pi), we have E [a(P1) · . . . · a(Pk)] = 1.
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Proof. Take l < m with m ∼pi l. Since pi ∈ NPP(k), l − m − 1 is even. Hence, there is
l ≤ i < j ≤ m with i ∼pi j and j = i + 1. Therefore, as above, we have a(Pi) = a(Pj), and
(P1, . . . , Pl, . . . , Pi−1, Pi+2, . . . , Pm, . . . , Pk) is still consistent. Continuing like this we see that all
pairs between l and m vanish and that the sequence (P1, . . . , Pl, Pm, . . . , Pk) is consistent, that is
ql = pm. Then, the identity pl = qm also holds. In particular, a(Pl) = a(Pm). Since l,m have been
chosen arbitrarily, we obtain E [a(P1) · . . . · a(Pk)] =
∏
l<m
l∼pim
E [a(Pl) · a(Pm)] = 1.
We finally check:
Lemma 3.3. For any pi ∈ NPP(k), we have
lim
n→∞
#S∗n(pi)
n
k
2+1
= 1.
Proof. The proof does not depend on the properties of our stochastic process. It can e.g. be found
in Friesen and Lo¨we (2013b).
We thus arrive at limn→∞
1
n
E
[
tr
(
Xkn
)]
= limn→∞
1
n
1+ k
2
∑
pi∈NPP(k) #S
∗
n(pi) = #NPP(k).Now
it is well known that #NPP(k) equals C k
2
, and we see that the expected ESD of Xn tends to the
semi-circle law. This is the convergence in expectation.
The almost sure convergence follows ideas from above and also techniques from Bryc et al. (2006).
The idea is to use an appropriate Markov inequality together with the Borel-Cantelli-Lemma. To
this end we show that under the conditions of Theorem 2.1 for any k, n ∈ N,
A4 := E
[(
tr
(
Xkn
)
− E
[
tr
(
Xkn
)])4]
≤ C · n2. (6)
From here the almost sure convergence follows: For any ε > 0 and any k, n ∈ N,
P
(∣∣∣∣ 1n trXkn − E
[
1
n
trXkn
]∣∣∣∣ > ε
)
≤ C
ε4n2
.
Hence, the convergence in expectation part shown above together with the Borel-Cantelli lemma
yield that limn→∞
1
n
trXkn almost surely equals the k’th moment of the semicircle distribution.
Thus, we have that, with probability 1, the ESD of Xn converges weakly to the semi-circle law.
To see (6) we compute:
A4 :=
1
n2k
∑
pi(1),...,pi(4)∈P(k)
∑
P (i)∈Sn(pi(i)),i=1,...,4
E
[ 4∏
j=1
(
a(P (j))− E
[
a(P (j))
]) ]
. (7)
Here we write P = (P1, . . . , Pk) = ((p1, q1), . . . , (pk, qk)) and a(P ) = a(P1)·. . .·a(Pk). Now consider
a partition pi of {1, . . . , 4k}. We call (P (1), . . . , P (4)) pi consistent if each P (i), i = 1, . . . , 4, is a
consistent sequence and
∣∣q(i)l − p(i)l ∣∣ = ∣∣∣q(j)m − p(j)m ∣∣∣⇐⇒ l + (i− 1)k ∼pi m+ (j − 1)k.Let Sn(pi)
denote the set of all pi consistent sequences with entries in {1, . . . , n}. Then, (7) becomes
A4 =
1
n2k
∑
pi∈P(4k)
∑
(P (1),...,P (4))∈Sn(pi)
E
[ 4∏
j=1
(
a(P (j))− E
[
a(P (j))
]) ]
. (8)
Fix a pi ∈ P(4k). We call pi a matched partition if
(i) any equivalence class of pi contains at least two elements and
(ii) for any i ∈ {1, . . . , 4} there is a j 6= i and l,m ∈ {1, . . . , k} with l+(i−1)k ∼pi m+(j−1)k.
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If pi is not matched,
∑
(P (1),...,P (4))∈Sn(pi)
E
[∏4
j=1
(
a(P (j))− E [a(P (j))]) ] = 0.
Therefore, let pi be a matched partition and denote by r = #pi the number of equivalence classes
of pi. Condition (i) gives r ≤ 2k. To count all pi consistent sequences (P (1), . . . , P (4)), first choose
one of at most nr possibilities to fix the r different equivalence classes. Afterwards, we fix the
elements p
(1)
1 , . . . , p
(4)
1 , which can be done in n
4 ways. Since now the differences |q(i)l − p(i)l | are
uniquely determined by the choice of the corresponding equivalence classes, we can go on to see
that there are at most two choices left for any pair P
(i)
l . Altogether there are 2
4k ·n4 ·nr = C ·nr+4
possibilities to choose (P (1), . . . , P (4)). If now r ≤ 2k − 2, we can conclude that
#Sn(pi) ≤ C · n2k+2. (9)
Hence, it remains to consider the case where r = 2k − 1 and r = 2k, respectively.
For r = 2k − 1, we have either two equivalence classes with three elements or one equivalence
class with four. For pi that is matched, there must be i ∈ {1, . . . , 4} and l ∈ {1, . . . , k} such that
P
(i)
l is not equivalent to any other pair in the sequence P
(i). W.l.o.g., we assume that i = 1.
Now our approach slightly differs from the one above: We now fix all equivalence classes except
the one of P
(1)
l . There are n
r−1 possibilities to accomplish that. Now we choose again one of n4
possible values for p
(1)
1 , . . . , p
(4)
1 . Then we fix q
(1)
m , m = 1, . . . , l − 1, and start from q(1)k = p(1)1
to go backwards and obtain the values of p
(1)
k , . . . , p
(1)
l+1. Each of these steps admits at most two
choices, i.e. 2k−1 possibilities in total. But now, P
(1)
l is uniquely determined since p
(1)
l = q
(1)
l−1 and
q
(1)
l = p
(1)
l+1 by consistency. Thus, we had to make one choice less than before, implying (9).
Finally, consider the case r = 2k. Then each equivalence class has exactly two elements. Again
we can find l ∈ {1, . . . , k} such that P (1)l is not equivalent to any other pair in the sequence
P (1). But additionally, we also have m ∈ {1, . . . , k} such that, possibly after relabeling, P (2)m
is neither equivalent to any element in P (1) nor to any other element in P (2). Thus, we can
use the same argument as before to see that this time, we can reduce the number of choices to at
most C ·nr+2 = C ·n2k+2. In conclusion, (9) holds for any matched partition pi. Thus we obtain (6).
Finally, let us see that for diagonals with correlations of the same sign that are bounded away from
0 the ESD does not converge to the semi-circle law. To this end it suffices to consider the fourth
moment. By the considerations (and with the notation) in the first part of the proof:
lim
n→∞
1
n
E
[
tr
(
X4n
)]
= lim
n→∞
1
n3
∑
pi∈PP(4)
∑
(P1,...,P4)∈S∗n(pi)
E [a(P1) · . . . · a(P4)] ,
and we have seen in Lemmas 3.2 and 3.3 that the non-crossing partitions contribute exactly C2,
i.e. the fourth moment of the semi-circle law. We will therefore show that the crossing-partitions
have non-vanishing contribution and we are done.
Lemma 3.4. If the diagonals have correlations of the same sign that are bounded away from 0,
for any crossing pi ∈ PP(4)\NPP(4), we have∑
(P1,...,P4)∈S∗n(pi)
E [a(P1) · . . . · a(P4)] ≥ Kn3.
for some constant 0 < K < 23 .
Proof. The estimates resemble those in the proof of Lemma 3.1. However, this time we need a lower
bound. We will assume that all correlations are positive (the all negative part is done identically).
Let pi be crossing. As ist shown in Hammond and Miller (2005), Lemma 2.5 (also cf. Bose et al.
(2003), Section 4.3) the number of pi-consistent sequences (P1, . . . , P4) ∈ S∗n(pi) is bounded from
below by 23N
3. Following the lines of the proof of Lemma 3.1 and using the assumptions on the
covariances yields the result.
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Example 3.5.
Assume that the random variables {a(p, q), 1 ≤ p ≤ q <∞} satisfy E [a(p, q)] = 0, E [a(p, q)2] = 1
as well as condition (1). Moreover for all r let Z
(r)
p := (a(p, p+ r))p∈Z be a stationary, (strongly)
mixing process and assume that the processes on the upper diagonals are independent for distinct
values of r. Then the {a(p, q), 1 ≤ p ≤ q <∞} satisfy the assumptions of Theorem 2.1, since strong
mixing implies ergodicity as well as decay of correlations to 0.
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