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Spontaneous synchronization has long served as a paradigm for behavioral uniformity that can
emerge from interactions in complex systems. When the interacting entities are identical and their
coupling patterns are also identical, the complete synchronization of the entire network is the state
inheriting the system symmetry. As in other systems subject to symmetry breaking, such sym-
metric states are not always stable. Here we report on the discovery of the converse of symmetry
breaking—the scenario in which complete synchronization is not stable for identically-coupled iden-
tical oscillators but becomes stable when, and only when, the oscillator parameters are judiciously
tuned to nonidentical values, thereby breaking the system symmetry to preserve the state symme-
try. Aside from demonstrating that diversity can facilitate and even be required for uniformity and
consensus, this suggests a mechanism for convergent forms of pattern formation in which initially
asymmetric patterns evolve into symmetric ones.
Symmetry—the property of appearing the same from
different viewpoints—is so central to physics that
Weyl [1] suggested that “all a priori statements in physics
have their origin in symmetry”; Anderson [2] went fur-
ther to propose that “physics is the study of symmetry.”
In the study of complex networks this tradition was for
many years relegated to a secondary position, for the ex-
cellent reason that real complex systems appeared not
to exhibit symmetries. Recent work has shown, however,
that they not only can exhibit a myriad of symmetries [3]
but also that such symmetries have direct implications
for dynamical behavior (see Ref. [4] for example). Par-
tially motivated by that, significant recent attention has
been dedicated to the extreme, most symmetric case of
uniform networks in which nodes are all identically cou-
pled to the others and have no natural grouping, as in a
ring or all-to-all network. It has been shown that such
systems can exhibit spatiotemporal patterns of coexist-
ing synchronous and non-synchronous behavior [5, 6], for
which elaborated mathematical analysis techniques are
now available [7]. The emergence of these patterns can
be regarded as a form of symmetry breaking, since the
realized state has less symmetry than the system [8].
Here we demonstrate for the first time that the con-
verse of symmetry breaking with the roles of the sys-
tem and its state reversed—which we term asymmetry-
induced symmetry—is also possible. We provide exam-
ples of uniform, rotationally symmetric networks of cou-
pled oscillators for which stable uniform states (thus ro-
tationally symmetric states) do not exist when the nodes
are identical but do exist when the nodes are not identi-
cal.
In a network of coupled oscillators a uniform, symmet-
ric state represents synchronization, in which all units
swing in concert, following the exact same dynamics
as a function of time [9]. Synchronization dynamics is
widespread across fields—ranging from physics and engi-
neering to biology and social sciences—and is intimately
related to the twin processes of consensus dynamics and
convergence to uniform patterns. Consensus dynamics is
a process through which a network of interacting agents
can achieve a common objective or reach agreement. Ex-
amples include decentralized coordination of moving sen-
sors [10, 11] and the dynamics of collective opinion for-
mation in social networks [12, 13]. Convergence to uni-
formity can occur through processes of diffusion or relax-
ation, in which pairwise interactions in the network tend
to reduce the difference between the states of the nodes.
Examples of such processes include convergence to equi-
librium in chaotic chemical reaction systems [14, 15],
population dispersion in natural systems [16], and relax-
ation in fluid networks [17].
As a model system that can exhibit asymmetry-
induced symmetry, we introduce a network of n two-
dimensional oscillators whose dynamics is governed by
θ˙i = ω + ri − 1− γri
n∑
j=1
sin(θj − θi),
r˙i = biri(1− ri) + εri
n∑
j=1
Aij sin(θj − θi),
(1)
where θi and ri are the angle and amplitude variables
for the ith oscillator, respectively, the constants ω and
bi > 0 characterize the dynamics of individual oscillators,
the parameters γ > 0 and ε > 0 are constants represent-
ing the overall coupling strength, and A = (Aij)1≤i,j≤n,
Aij ≥ 0, is the adjacency matrix encoding the structure
of the (possibly weighted and directed) network. Note
that the interaction network of system (1) has two com-
ponents, one representing the uniform, angle-to-angle
coupling between all pairs of nodes, and the other repre-
senting the angle-to-amplitude coupling with the network
structure given by the matrix A. For arbitrary network
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FIG. 1. Oscillator heterogeneity stabilizes homogeneous synchronous state in homogeneous network. (a) Homogeneous
network of n = 7 nodes. The red (top) and blue (bottom) numbers are the oscillators’ bi values used for t < 75 and t ≥ 75,
respectively, in our simulation of Eq. (1) for ε = 2 and δ = 0.3. (b–e) Oscillator state trajectory showing desynchronization
with homogeneous bi = b
∗ when t < 75, followed by spontaneous synchronization with heterogeneous bi when t ≥ 75. (b)
phase angle θi (relative to their average 〈θi〉) vs. t. (c) amplitude ri vs. t. (d,e) ri vs. θi − 〈θi〉 for t < 75 (d) and t ≥ 75
(e). The synchronous state corresponds to θi − 〈θi〉 = 0, ri = 1. (f) Order parameters Rθ and Rr quantifying the degree of
synchronization. They are defined by Rθ :=
1
n
∣∣∑
i exp(iθi)
∣∣ and Rr := exp(−σr), respectively, where i := √−1 is the imaginary
unit and the standard deviation σr is computed as σ
2
r :=
1
n−1
∑
i(ri − 〈ri〉)2. See [18] for details and an animation of the
dynamics.
structure A, the system (1) has a synchronous state given
by
θ1(t) = · · · = θn(t) ≡ θ0 + ωt, r1(t) = · · · = rn(t) ≡ 1,
(2)
in which each oscillator follows the limit cycle of the
isolated oscillator dynamics [18]. This state is guaran-
teed to exist because all the coupling terms vanish when
θ1 = · · · = θn. We see from the form of Eq. (1) that
the coupling between the angle and amplitude variables
tends to stabilize the synchronous state, while the cou-
pling within the angle variables (through all-to-all topol-
ogy and a negative coupling strength, −γ < 0) tends
to destabilize it. The balance between the two effects
determines the synchronization stability, which can be
quantified by the maximum Lyapunov exponent Λ, de-
fined as the exponential rate of convergence to (if Λ < 0)
or divergence from (if Λ > 0) the synchronous state (see
[18] for details on the stability analysis). We consider the
class of uniform networks in which nodes are arranged in
a one-dimensional ring and each node is identically cou-
pled to the rest of the network. Specifically, for a given
parameter δ, each node i receives input from node i − 1
with coupling strength 1 − δ and from node i + 1 with
strength 1 + δ (where we have defined the indices i = 0
and i = n + 1 to denote the nodes i = n and i = 1, re-
spectively). An example of such a network is illustrated
in Fig. 1(a) for n = 7. Here we assumed that the av-
erage coupling strength is one for the two links pointing
to each node, but the more general class of networks for
which this average is arbitrary can be reduced to the class
we have just defined by factoring out a scalar from Aij
and having it absorbed into the parameter ε in Eq. (1).
Model (1) represents a wide range of other systems that
can exhibit asymmetry-induced symmetry. For example,
a general class of networks of coupled Stuart-Landau os-
cillators [19–23] (whose node dynamics is based on the
normal form for an oscillator near a supercritical Hopf
bifurcation [24]) can be parametrized in such a way that
the parametric dependence of synchronization stability is
identical to that for model (1) [18].
Figure 1 shows the dynamics demonstrating
asymmetry-induced symmetry for the example sys-
tem (1). For identical values of bi, which make the
3(a) (b)
(e) (f) (g)
(d)
D
is
ta
n
c
e
(c)
Distance
2 3 4 5
0.2
0
0.2
0.4
0 1 2 3 4
0
0.2
0.4
0.6
0.8
0 1 2 3 4
0
0.5
1
0 2 4 6 8
 0.3
 0.2
 0.1
0
0.1
0.2
0.3
FIG. 2. Stability landscape for the synchronous state. (a–d) Maximum Lyapunov exponent Λ for n = 3. (a) Λ vs. b for bi = b,
∀i. (b) Region of stability, Λ(b1, b2, b3) ≤ 0 (blue) in the full b-space. (c) Λ on the slice shown in (b). (d) Λ vs. b3 along the
orange line in (b) and (c). (e,f) Λ-landscape for the n = 7 case in Fig. 1. (e) Λ vs. b for bi = b, ∀i. (f) Λ on a 2D slice of the 7D
b-space, parametrized by b along the line bi = b and the (Euclidean) distance from that line. The slice was selected to contain
the (orange) point corresponding to the heterogeneous bi used in Fig. 1. The white curves in (c) and (f) indicate Λ = 0. (g) Λ
vs. the distance along the orange line in (f). We used ε = 2 and δ = 0.3 for all panels.
oscillators identical, the synchronous state is unstable,
even when the common value is chosen to be the one
that minimizes Λ, which we denote by b∗. In this
case the system starting near the synchronous state
diverges away and approaches a traveling wave state
(see [18] for an animation of this state). However, if
we allow for nonidentical values of bi, we can stabilize
the synchronous state. Indeed, as shown in Fig. 1, after
switching to a numerically identified combination of
non-homogeneous bi values, we see that the oscillators
spontaneously return to the synchronous state. Thus,
for system (1), the stability of the (uniform) synchronous
state can only be supported by nonidentical oscillators.
While we focus here on uniform networks to avoid
confounding factors (e.g., differences between oscillators
needed to compensate for differences between their
couplings), the conclusion that inherent heterogeneity
can be necessary to realize uniform states is general and
also valid for nonuniform networks (see [18] for concrete
examples).
The landscape of stability in the space of all possi-
ble b := (b1, . . . , bn) provides a more complete view of
asymmetry-induced symmetry. Along the diagonal line
b1 = · · · = bn ≡ b in this space, Λ as a function of b typ-
ically has a single minimum at b = b∗ with Λ(b∗) > 0, in
which case no homogeneous oscillators can be stably syn-
chronized in the form of Eq. (2). Figures 2(a) and 2(e)
show example cases for n = 3 and n = 7, respectively, in
which Λ(b∗) > 0 (which is satisfied even when considering
both positive and negative b). In the full n-dimensional
b-space, however, there can be a significant (nonzero-
volume) region of stable synchronization [see Fig. 2(b)
and Fig. 2(f)]. The shape of this region is necessarily
cyclically symmetric around the homogeneous-bi line due
to the symmetry of the network dynamics with respect
to cyclic permutations of the nodes. This can be seen
in the case of n = 3, shown in Fig. 2(b), in which the
stability region (blue) is invariant under the 120◦ rota-
tion around that line. In both n = 3 and n = 7 cases,
we observe that the stability region lies far away from
the diagonal line representing the homogeneous-oscillator
networks [the green lines in Fig. 2(b) and Fig. 2(f)], in-
dicating that significant differences between the oscilla-
tors are required to achieve stable synchronization. For
n = 3, the stability region also appears to have a mirror
symmetry about the three planes b1 = b2, b2 = b3, and
4b3 = b1. Associated with these planes we find six points
of maximum stability in the box shown in Fig. 2(b): three
pairs related to each other by the 120◦ rotation about
the diagonal line, with each pair symmetrically located
about and very close to one of the planes (at distance
≈ 0.010). The pair associated with the plane b1 = b2
is b ≈ (2.560, 2.575, 4.495)T and (2.575, 2.560, 4.495)T .
Thus, despite the symmetry of the stability region, the
individual points of maximum stability are not symmet-
ric and correspond to having distinct parameters for the
oscillators.
How does the shape of this stability landscape depend
on the system parameters ε, γ, and δ? It is sufficient to
consider just γ and δ, since we can show [18] that
Λ(b1, . . . , bn; ε, γ, δ) =
(
ε
ε0
) 1
2 ·Λ(b′1, . . . , b′n; ε0, γ′, δ), (3)
where γ′ := γ
√
ε0/ε and b
′
i := bi
√
ε0/ε. Thus, the land-
scape for arbitrary ε is identical to an ε-scaled version of
the landscape for ε = ε0 with γ
′ and b′i. We therefore fix
ε = 2 and discuss dependence on γ and δ in the following.
A key property of the system allowing asymmetry-
induced symmetry is the directionality of the network
structure parametrized by δ. Since the difference between
the link strengths in the clockwise and counterclockwise
directions is 2δ, there is no naturally defined direction
around the ring if δ = 0. When δ > 0, the two direc-
tions become distinguishable, indicating the absence of
reflection symmetry, but the network structure remains
homogeneous due to the presence of rotational symme-
try. We find that, while asymmetry-induced symmetry
is not observed for δ = 0, it can be observed for any
δ > 0, i.e., for an arbitrarily small amount of this di-
rectionality. Indeed, for a given δ > 0, we numerically
identify a value of γ for which the synchronous state
is unstable at b∗ := (b∗, . . . , b∗) but stable at some b
with heterogeneous bi. The results are shown in Fig. 3
for n = 3, 7, 15, 31, and 63. We see that the identified
γ values remain strictly positive, and that the stability
region shrinks and moves increasingly closer to b∗ as δ
approaches zero.
It is interesting to interpret our results in the context of
Curie’s principle [25], which asserts that the symmetries
of the causes must be found in the effects. Asymmetry-
induced symmetry requires that 1) any state with the
symmetry of the system be unstable and hence not ob-
served and 2) the symmetry of the system be reduced
to realize the symmetric state—both consistent with but
not following from Curie’s principle. For the first re-
quirement, it must be noted that Curie’s principle, which
is strictly correct for exact symmetries, asserts nothing
about cases involving approximate symmetries (no mat-
ter how close they are to being exact) and hence about
the stability of the states [26]. In particular, it is not
true that nearly symmetric causes lead to nearly sym-
metric effects, as demonstrated by the phenomenon of
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FIG. 3. Network directionality enables asymmetry-induced
symmetry. For ε = 2 and a given δ, quantifying the direction-
ality, we identify a γ value for which Λ(b∗) > 0 but Λ(b˜) < 0
for some heterogeneous b˜ 6= b∗ (see [18] for details). (a,b)
Color-coded Λ as a function of δ and the bi-heterogeneity
(measured by their standard deviation) for b on the line pass-
ing through b∗ and b˜ for n = 3 (a) and n = 7 (b), where the
curves indicate the contour lines, with the black curves mark-
ing Λ = 0 and hence enclosing the region of synchronization
stability (blue). (c,d) Identified γ values as functions of δ for
n = 3 (c) and n = 7 (d). (e) Minimum bi-heterogeneity re-
quired for stability [corresponding to the bottom black curves
in (a) and (b)] for larger networks.
spontaneous symmetry breaking. This is also why the
symmetric state is not observed in the system considered
here, despite the symmetry of the system. For the second
requirement, while it is counterintuitive that the system
has to be asymmetric in order for the symmetric state to
exist and be stable, Curie’s principle provides no a pri-
ori reason why an asymmetric cause could not produce a
symmetric effect. One can draw an analogy with chimera
states, which are examples of symmetry breaking but not
spontaneous symmetry breaking because the symmetric
state is usually still stable in the system; it is not the
existence of a stable state with less symmetry than the
system that is striking in that case but rather the prop-
erty that those states have (i.e., being stable or long lived
despite being a combination of coherent and incoherent
groups). Likewise, here too it is not the existence of a
stable symmetric state for an asymmetric system that is
striking but instead the fact that such state can only be
stable when the system is asymmetric.
5Symmetry breaking in which an asymmetric structure
develops from a symmetric one plays a central role in pat-
tern formation, of which the embryonic development of
an organism has once served as a representative example.
It is thus natural to ask whether the converse, reported
here for network synchronization, could have broader im-
plications for pattern formation. We argue that it does,
as it suggests a mechanism for the formation of uniform
patterns out of nonuniform ones. Examples include the
development of higher-order (fivefold) radial symmetry
in adult starfish from bilateral symmetry in starfish lar-
vae [27], development of spherical symmetry in yeast cells
from asymmetric bud cells [28], and recovery of lost sym-
metry in severed animals via regeneration [29]. The pos-
sibility of symmetric structures developing from asym-
metric ones should raise questions about the assumptions
tacitly made on the causes when the effects are symmet-
ric: while symmetry breaking allows symmetric theories
to describe an observed asymmetric reality [30], our re-
sults show that asymmetric theories, models, or systems
may be required to describe emergent symmetric pat-
terns.
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1Supplemental Material
Symmetric States Requiring System Asymmetry
Takashi Nishikawa and Adilson E. Motter
S1. Isolated oscillator dynamics
In the absence of coupling, each isolated oscillator in Eq. (1) of the main text belongs to the class oscillators whose
governing equation can be written in polar form as
θ˙ = ω + a(r − rc),
r˙ = br
(
1− r
rc
)
.
(S1)
This system has a limit cycle, which is given by θ = θ0+ωt and r = rc, has constant angular frequency ω and constant
amplitude rc > 0, and is exponentially stable with convergence rate b > 0. Note that we may assume a = 1 and rc = 1
without loss of generality, since we can transform Eq. (S1) into equations of the same form with a = 1 and rc = 1
by scaling the time variable as arct → t and the amplitude as r/rc → r, while redefining the other parameters as
ω/(arc)→ ω and b/(arc)→ b. In writing Eq. (1) of the main text, we have assumed that the oscillators have the same
value for ω, a (= 1), and rc (= 1), but can have different values for b. Note that we have made both coupling terms
to be proportional to ri in order to ensure that the r.h.s. of Eq. (1) of the main text is continuous and differentiable
at ri = 0, ∀i. In the synchronous state (2) of the main text, each oscillator in the network follows the limit cycle
mentioned above.
S2. Stability of synchronous state
We analyze the stability through the eigenvalues of the 2n× 2n Jacobian matrix of system described by Eq. (1) of
the main text, evaluated at the synchronous state. The Jacobian matrix can be written in a block form as
J =
(
γK 1
−εL −D
)
, (S2)
where K is the n×n Laplacian matrix for the all-to-all coupling topology, 1 is the n×n identity matrix, L is the n×n
Laplacian matrix corresponding to the adjacency matrix A, and D is the diagonal matrix whose diagonal components
are b1, . . . , bn. Let us denote the eigenvalues of J by λ1, λ2, . . . , λ2n, noting that J always has a zero eigenvalue, λ1 = 0,
associated with eigenvector u1, whose components are given by u1j = 1 if 1 ≤ j ≤ n and u1j = 0 if n + 1 ≤ j ≤ 2n.
Since perturbations along this eigenvector do not destroy synchronization, the condition for synchronization stability
is then written as
Λ := max
2≤j≤2n
Re(λj) < 0. (S3)
Here Λ is the maximum Lyapunov exponent, which measures the exponential rate of convergence to (or divergence
from, if Λ > 0) the synchronous state, thus providing a quantitative measure of the strength of synchronization
stability.
S3. Networks of coupled Stuart-Landau oscillators
The Stuart-Landau equation is derived from the normal form of a supercritical Hopf bifurcation [24] and takes the
following general form:
z˙ = c1z − c3z|z|2, (S4)
where z is a complex variable, and c1 and c3 are complex coefficients. Assuming that a limit cycle exists, normalizing
z by the amplitude of the limit cycle, and re-parameterizing the coefficients in Eq. (S4), we obtain
z˙ = [b+ i(ω + a)]z − (b+ ia)z|z|2, (S5)
2where b > 0 follows from the existence of the limit cycle (thus making Eq. (S5) correspond to the post-bifurcation
regime of this supercritical Hopf bifurcation) and we denote the imaginary unit as i :=
√−1. The limit cycle follows
the unit circle in the complex plane with constant angular frequency ω, and hence is given by z(t) = ei(ωt+θ0) for
some constant θ0. The constant a parametrizes the dependence of the angular frequency on the amplitude |z|. This
can be seen when writing Eq. (S5) in polar form using z = reiθ:
θ˙ = ω + a(1− r2),
r˙ = br(1− r2). (S6)
In this form the limit cycle is given by θ(t) = ωt+θ0, r(t) = 1. Equations (S5) and (S6) are thus equivalent descriptions
of the dynamics of a single Stuart-Landau oscillator. While Eq. (S6) is different from Eq. (S1), the role of parameter
b is the same because in both cases b gives the exponential rate of convergence to the limit cycle.
We consider a network of n diffusively coupled Stuart-Landau oscillators whose dynamics is governed by
z˙i = [bi + i(ω + a)]zi − (bi + ia)zi|zi|2 +
n∑
j=1
Cij
(
zj
|zj | −
zi
|zi|
)
. (S7)
Note that the coupling is through zi/|zi| = eiθi , which depends only on the angle variable θi. The matrix C :=
(Cij)1≤i,j≤n of coupling coefficients can be interpreted as a complex-valued adjacency matrix of the network. Defining
the corresponding Laplacian matrix G by Gij = −Cij if i 6= j and Gii =
∑
k 6=i Cik, the coupling term in Eq. (S7) can
also be written as −∑nj=1Gijzj/|zj |. Note that we have assumed that the limit cycle frequency ω and the parameter
a are identical for all oscillators, while the parameter bi can be different for different oscillators. System (S7) has a
synchronous state (which can be stable or unstable) given by zi(t) = e
i(ωt+θ0) for all i. In polar form, Eq. (S7) can
be written as
θ˙i = ω + a(1− r2i ) +
1
ri
n∑
j=1
Re(Cij) sin(θj − θi) + 1
ri
n∑
j=1
Im(Cij)[cos(θj − θi)− 1],
r˙i = biri(1− r2i ) +
n∑
j=1
Re(Cij)[cos(θj − θi)− 1]−
n∑
j=1
Im(Cij) sin(θj − θi).
(S8)
It can be shown that the Jacobian matrix of this system, evaluated at the synchronous state, can be written using
the Laplacian matrix G as (−Re(G) −2a1
Im(G) −2D
)
, (S9)
where we recall that 1 denotes the n × n identity matrix and D is the diagonal matrix whose diagonal components
are b1, . . . , bn. We see that this Jacobian matrix becomes identical to the one in Eq. (S2) if we set a = −1/2, scale
the parameters bi as bi → bi/2, and let Re(C) = −γA′, Im(C) = −εA, where A′ is the adjacency matrix of the
(unweighted) all-to-all network (i.e., A′ij = 1, ∀i 6= j) and A is the same adjacency matrix used for Eq. (S2). Since
the maximum Lyapunov exponent is the maximum real part of the eigenvalue of the Jacobian matrix in Eq. (S9), we
see that the bi-dependence of the stability of the synchronous state is identical to system (1) of the main text.
S4. Simulation of network dynamics
To simulate the dynamics for Fig. 1 of the main text we integrated Eq. (1) using δ = 0.3, γ = 0.1, ε = 2, and
ω = 1. For 0 ≤ t < 75 we set bi as indicated by the red numbers in Fig. 1(a). The common value b∗ ≈ 1.868 for bi
was computed by numerically minimizing Λ under the constraint of equal bi, using Matlab’s implementation of the
simplex algorithm in Ref. [31]. For 75 ≤ t ≤ 150 we set bi as indicated by the blue numbers in Fig. 1(a), which was
found by the numerical minimization of Λ without the equal bi constraint but with the constraint bi > 0, ∀i. To solve
this constrained optimization problem we used Matlab’s implementation of the interior point algorithm [32].
S5. Animated demonstration of asymmetry-induced symmetry
Supplemental Movie (https://youtu.be/zP_6EuMzt1I) shows the dynamics of the example network in Fig. 1
of the main text, in which oscillator heterogeneity is required to stabilize a homogeneous, synchronous state. In
3panel (a), circles represent the limit cycle each oscillator would follow in the absence of coupling. The bi value of the
ith oscillator is shown inside the corresponding circle. Starting nearly synchronized, the oscillators with homogeneous
bi desynchronize and approach a traveling-wave state; after making bi values suitably heterogeneous at t = 75, the
oscillators converge spontaneously to the synchronous state, indicating that the state is now stable. Panels (b)–(f)
show an animation of Fig. 1(b)–(f) of the main text, in which moving colored dots are used to visualize the dynamics
of the individual oscillators.
FIG. S1. Snapshot from Supplemental Movie demonstrating asymmetry-induced symmetry.
4S6. Nonuniform networks requiring oscillator heterogeneity for synchronization stability
To demonstrate that there are nonuniform networks for which nonuniform bi values are necessary for the stability
of the (uniform) synchronous state, we have generated random undirected unweighted networks of size n = 5 with 4,
6, and 8 links. Figure S2 below shows, for each number of links, one representative network that has a γ value for
which (1) the maximum Lyapunov exponent Λ > 0 for all possible uniform bi (i.e., for all b with b1 = · · · = b5 = b),
and (2) there are nonuniform bi values for which Λ < 0.
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FIG. S2. Maximum Lyapunov exponent Λ vs. parameter b with bi = b for all i (middle column) and vs. the distance
from the best uniform bi values in the five-dimensional bi-space (right column) for three examples of nonuniform
networks (left column). The nodes are labeled with the optimal uniform (red) and nonuniform (blue) bi values. In
these examples we used δ = 0.3, ε = 2, and γ = 0.205 (top row), γ = 0.290 (middle row), or γ = 0.420 (bottom row).
S7. Scaling property of Λ
Let us write J = J(ε, γ,D,L) and define D′ to be the diagonal matrix with diagonal elements b′1, . . . , b
′
n. The
characteristic polynomial of J can be written as
det(J− λ1) = det((−γKD+ εL) + λ(D− γK) + λ21)
= det
(
ε
ε0
(−γ′KD′ + ε0L) + εε0λ′(D′ − γ′K) + εε0 (λ′)21
)
=
(
ε
ε0
)n
det
(
(−γ′KD′ + ε0L) + λ′(D′ − γ′K) + (λ′)21
)
,
(S10)
where λ′ := λ
√
ε0/ε. Notice that the determinant in the last expression is precisely the characteristic polynomial of
J(ε0, γ
′,D′,L) with λ replaced by λ′. Thus, we have that λ is an eigenvalue of J(ε, γ,D,L) if and only if λ′ is an
eigenvalue of J(ε0, γ
′,D′,L). This immediately leads to the scaling result in Eq. (3) of the main text.
5S8. Verifying asymmetry-induced symmetry for any δ > 0
We formulate a bi-layer optimization problem to identify a value of γ and a direction ∆b for each δ > 0, so that
Λ(b∗) > 0 and Λ(b∗ + s∆b) < 0 for some s. For a given δ > 0, we define an objective function
F (γ) :=
1
2
∣∣∣Λ(b∗; γ, δ) + min
0≤s≤10
Λ(b∗ + s∆b; γ, δ)
∣∣∣, (S11)
where ∆b is the normalized eigenvector corresponding to the smallest eigenvalue of the Hessian matrix of the function
Λ(b) at b∗. Note that b∗ and ∆b generally depend on γ and that our choice of ∆b ensures that the quadratic decrease
of Λ near b∗ along this direction is the fastest possible. By minimizing F (γ) on the interval [0, 10], we seek to make
the average between the Λ value at b∗ and the minimum Λ value at b∗ + s∆b as close to zero as possible. This
allows us to search for a γ value for which the two Λ values straddle zero. The two levels of minimization involved in
this procedure were solved using Matlab’s fminbnd function, which is based on golden section search and parabolic
interpolation [33]. Using the resulting value of s, we set b˜ := b∗ + s∆b. For the n = 3 case in Fig. 3 of the main
text, the choice of ∆b is not unique, since the smallest eigenvalue of the Hessian matrix is doubly degenerate. We
thus made a specific choice within the two-dimensional eigenspace: ∆b = (1, 1,−2)T /√6. For the n = 63 case, we
first compute ∆b for γ = 0 and use this fixed direction as an approximation to ∆b for all γ values to make this case
computationally tractable.
