rim. and ion exchange. The combined effects of all these m-esses on solute transport must satisfy the principle of amser.;ation of mass. The statement of conservation of r r a~s for N components leads to N partial differential quations (PDEs). Traditional solute transport models often b r p o r a t e the effects of hydrophysical processes rigorously but oversimplify chemical interactions among aqueous rpecies. and account for heterogeneous reactions with em-*tal approaches such as the linear ( K d approach) and .onlinear (Freundlich) yi is the concentration of the ith adsorbed species ( M I L 3 ) ; u> is the stoichiometric coefficient of the jth aqueous com-
where at is the stability constant (at ionic strength, I # 0) of the ith complexed species. K : is the thermodynamic equilibrium constant of the ith complexed species, y ; is the activity coefficient of the ith complexed species ( L 3 / M ) , arid y? is the activity coefficient of the jth aqueous component species ( L ' I M ) . Equations for adsorption equilibria are obtained using the law of mass action as follours:
Adsorption reactions.
in which i = 1, 2, * -* , hf! where a i y is the stability constant (at I f 0) of the ith adsorbed species, K;?' is the equilibrium constant of the ith adsorbed species, yiY is the activity coefficient of the ith adsorbed species ( L 3 / M ) , and yj? is the activity coe5cient of the jth adsorbent component species ( L 3 / M in which where K ;~ is the selectivity coefficient (at I # O), K;J (K,, = 1) is the selectivity coefficient (at I = 0) of the ith species with respect to the Jth species or the effective equilibrium constant of ith ion-exchanged species. vi is the charge of the ith ion-exchanged species, y i is the activity coefficient of the ith aqueous species denoting either yf or v, ! ( L 3 / M ) . a i is the molar concentration of the ith aqueous species denoting either c j or x i (.MIL.') , zi is the molar concentration of the ith ion-exchanged species, denoting either exchanged c j or x i (M/L'), s f is the total concentration of all ion-exchanged species (MIL'). and N e q is the number of equivalents per unit solution volume for ion exchange. It should be noted that in deriving ( 1 2~) the acti::ity of any ion-exchanged species is assumed to be proportional to its molar concentration. Equations (9) and (12a) constitute M: equations for M: unknown zi. For homovalent exchange. substituting (9) into (110) . and with adequate mathematical manipulation, one can explicitly obtain concentrations of every ion-eschanged species in terms of aqueous component species concentrations and the ion exchange site [Valocchi er al.. 19811. For general heterovalent exchange, it is very difficult to derive such an analytical expression for the concentrations z ;, and numerical evaluati0r.s of z i in terms of c j are normally used.
P?ecipirarion-dissolution. Equations for precipitationdissolution are obtained using the law of mass action for each mineral as follows:
p n c; : i = 1 , 2 , -* -. M , . (13a) I ; = I in which where af' is the stability constant (at I f 0) of the ith Precipitated species and KP is the thermodynamic equilibhum constant of the ith precipitated species. Equation (13) does not contain the precipitated molar concentration p ; because the activity of pure solids is considered 1. The absence of p i in (13) characterizes the chemical reaction of Pre~ipitation-dissolution and distinguishes it from other heterogeneous classes of chemical reactions such as adsorption and ion exchange, and from homogeneous complexation reactions. This follows from the fact that for solid phases (activity equals 1) the thermodynamic equilibria do not specify the mass of the solid [Srltrnrn and Morgan. 19811, and implies that models developed specifically for handling complexation and sorption cannot simulate dissolutionprecipitation. redox reaction can be considered as a complexation or precipitation reaction if the resulting chemical species is an aqueous species or a precipitated solid. Similarly. a redox reaction can be considered as an adsorption reaction or an ion exchange reaction if the resulting species is a surface species. Redox reactions. however, require special numerical consideration. This point will be discussed later on.
Acid-base reactions involve transfer of protons. Examples include protonation. hydrolysis. etc. [Sturnm and Morgan, 19811 . In a system involving acid-base reactions, an additional parameter describing the acidity of the system is needed. This additional parameter is the proton activity ( p H ) . The pH may be computed by using either the electroneutrality or the proton condition. These two approaches are mathematically, but not computationally, equivalent [Morel and Morgan, 19721 . In coupling' the hydrologic transport and chemical equilibria, it is preferable to use the proton condition approach. In the proton condition approach, the total concentration of the excess proton (ZH+ -XOH-) must be known before the p H can be computed. Thus if one considers the proton as an aqueous component and defines the mole balance of this component based on "excess" proton concentration, then mathematically no special treatment is needed for acid-base reactions; this approach has been used by numerous previous researchers [Wesrall et al., 19761 . An acid-base reaction can be considered an aqueous complexation or a precipitation reaction if the resulting species containing H+ or OH-ions is an aqueous species or a precipitated species. Similarly, an acid-base reaction can be
Redox reactions and electron activity.
Acid-base reactions and proton activity.
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Y E H AND TRIPATHI: A MODEL FOR SIMULATING TRANSPORT OF REACTIVE COUPONENTS considered as an adsorption or ion exchange reaction if the resulting species containing H -or OH-ions is a surface species. Numerically, acid-base reactions require some minor special consideration. This point will be discussed later.
From the above discussion. it is seen that although the full complement of geochemical reactions considered here includes complexation, adsorption, ion exchange, precipitation-dissolution, redox. and acid-base reactions, the term "full complement" is meant to include only the first four types of reactions because the latter two reactions require no special treatment mathematically. Numerically, they require special attention as shall be seen later.
Equations (IH13) form 12 sets (equations (91 and (12) form a set for M , zi variables) of equations and contain 12 sets of unknowns ( C j , S j . P!. T,,. W j ! N c q , x;, c ; . y;, i;, si and p i ) . This system of equations represents hydrologic transport and chemical processes of acid-base reactions, complexation. redox. dissolution-precipitation, adsorption, and ion exchange. Depending on the processes of chemical equilibrium considered. there may be many ways to mathematically reduce the system of equations and thereby simplify the analysis [Rubin. 19831.
Currently. there are three approaches to modeling coupled hydrologic transport and geochemical reactions at equilibrium: (1) the differential and algebraic equations (DAE) approach in which the transport equations and chemical reaction equations are sol\.ed simultaneously as a system. (2) the direct substitution approach (DSA) in which the chemical reaction equations are substituted into the transport equations to form a highl!, nonlinear system of partial differential equations. and (3) the sequential iteration approach (SlA) in which the hydrologic transport equations and chemical equilibrium equations are considered two subsystems. An extremel!. important consideration in any approach is the choice of the PDVs, which determines whether the approach can deal with the complete suite of chemical reactions. hou. practically it can be used for realistic two-and three-dimensional applications, and how easily it can be extended IO handle chemical kinetics. PDVs are defined in this paper as the variables that are solved for via primary governing equations. rather than via secondary governing equations. An!. variable that is solved for via a secondary governing equation is termed a secondary dependent variable (SDV). The choice of PDVs and SDVs from T j . C j . S j . P j , cp. W j , s k . s i , y j , z;, and p i is equivalent to partitioning of (])-(I31 into two systems. One system consists of the primary governing equations (PGEs). which are mainly hydrologic transport equations. The other consists of secondary governing equations (SGEs), which To complete the description of the hydrologic transport as given by (1) and mass conservation for adsorbent and ion exclange sites as given by (2) and (3), respectively, initial and boundary conditions must be specified in accordance with physiochemical considerations. It will be assumed that initially the total analytical concentrations for all components and the number of equivalents of the ion exchange site are known throughout the region of interest, Le., stration.
T j = T j o a t t = O j = 1 , 2 ; * . , N ,
where Tjo is the initial total analytical concentration of the jth aqueous component ( M I L 3 ) , Wjo is the initial total analytical concentration of the j t h adsorbent component (MIL3), and NeqO is the initial number of equivalents of the ion exchange site ( M / L '). Initial concentrations for aqueous compoiients may be obtained from field measurements or by solving the steady state version of (1) with time invariant bol;ndary conditions. The specification of boundary conditions is the most difficult and intricate task in multicomponent transport modeling. From a dynamic point of view, a boundary segment may be classified as flow-through or impervious. From a physical point of view, it is a soil-air interface, or soil-soil interface, or soil-water interface. From the mathematical point of view, it may be treated as a Dirichlet boundary on which the total analytical concentration is prescribed. or a Neumann boundary on which the flux due to the gradient of totd analytical concentration is known, or a Cauchy boundary on which the total flux is given. Another type of mathematical boundary is the variable conditions on which either Neumann or Cauchy conditions may prevail and which may change with time. These boundary conditions are Often specified in view of the hydrogeochemical setting under consideration.
Regardless of the point of view chosen, all boundary conditions eventually must be transformed into mathematical equations for quantitative simulations. Thus we will Specify the boundary conditions from the mathematical point of view in concert with dynamic and physical considerations. The boundary conditions imposed on any segment of the boundary are taken to be either Dirichlet or variable for --
where TjD is the prescribed Dirichlet total analytical concentration ( M I L 3 ) , and BD is the Dirichlet boundary segment.
The conditions imposed on the variable-type boundary, which is normally the soil-air interface or soil-water interface, are either the Neumann with zero gradient flux or the Cauchy with given total flux. The former is specified when the water flow is directed out of the region from the far away boundary whereas the latter is specified when the water flow is directed into the region. This type of variable condition would normally occur at flow-through boundaries. Written mathematically, the variable boundary condition is given by
where n is an outward unit vector normal to the boundary, B V is a variable boundary segment, and qjv is the variable boundary material flux.
NUMERICAL APPROXIMATION
The solution of the system of (15) and ( The finite-element algorithm used in FEMWASTE [ Yeh and Ward. 19811 was employed for the hydrologic transport simulation in the second step computation. Depending on the type of weighting functions (Galerkin or upstream weighting), the methods of time marching (Crank-Nicolson, backward difference, or mid difference), and the treatment of mass matrix (lumping or no lumping), a total of 12 optional finite-element numerical schemes were used in the hydrologic transport module to achieve stable and convergent solutions for as wide a range of problems as possible. Both direct solution and iteration techniques are included in HYDROGEOCHEM IYeh and Tripathi, 19901 for computational flexibility and efficiency. The hybrid Newton-Raphson and modified bisection methods used in the development of EQMOD (G.-T. Yeh et al., manuscript in preparation) were adapted for chemical equilibrium simulation in the third step calculation. In the hybrid approach, one can apply either the modified bisection method or the Newton-Raphson method to any of the N , component equations given in (21) to be described below. In the following, we will examine in some detail how the chemical equilibrium model is solved numerically. We will first describe how the chemical equilibrium system is simplified. Then we will state how the precipitation-dissolution, adsorption, ion exchange, redox, and acidbase reactions are treated.
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Reducrion of Chemical Model Equarions
Substituting (10) and (1 1) into (7), one obtains Substituting ( 1 1 ) into (S), one obtains N, equations relating W j to the component species concentrations cj and sj as follows:
Equations (21) and ( respectivel~~. It should be emphasized that the four sets of master equations cannot be solved independently of the five sets of secondary equations because the activity coefficient for the proton and the modified equilibrium constants for all species thar are present in the four sets of master equations are functions of the secondary variables x i . Thus in the chemical submodel. these two subsystems must be solved iteratively. The iteration is camed out as follows. First, the ionic strength and the activity coefficients are computed using one of the activity coefficient models [Davies, 1969,; Truesdell arid Jones, 19741 based on the values of cj and x i from the previous iteration. Second, the modified equilibrium constwnts are computed using (lob), (Ilb), (17b), and (136). Third, (211, (22). (9) and (I?), and ( 1 3 ) are solved simultaneously for c j . s j , z i , and p i , respectively. Fourth, (IOU) and (1 l a ) are used to compute xi and y i based on newly obtained cj and sj and previously obtained modified equilibrium constants. Steps 1 through 4 are repeated until convergent solutions are obtained. Finally. (4)-(6) are used to compute N o C j , N o Si, and N o P i , respectively. These complete the chemical module calculation.
Trearrnenr of Precipirarion-Dissolution
In solving the master equations in the chemical submodel, we have assumed that the number of minerals is known a priori. In reality, the number of minerals is not known and must be calculated as part of the solution. An iterative process is used to determine the number of minerals. First, we assume that the number of minerals is known. Second, we solve the chemical equilibrium problem as outlined in steps 1 through 4 in the preceding subsection. Third, after the chemical equilibrium problem is solved with the assumed number of minerals, we check concentrations of all assumed minerals. If the concentration of any mineral is less than zero, then that mineral is forced to dissolve. In the meantime, we also check the solubili.ty product of all potentid minerals in the thermodynamic data base. If any potential mineral is supersaturated, this mineial is allowed to precipitate as long as the phase rule is not violated. These three steps are repeated until no change in mineral dissolution or precipitation occurs.
For an assumed number of minerals, precipitation.
dissolution can be dealt with by two different approaches. The first is to consider the concentrations of all precipitated species as independent unknowns in addition to the compo- 
where k is the Bolttmann constant, 7 is the absolutr:
temperature, e is the electronic charge, tb0 is the electric potential at the surface. and $b is the electric potential at the beta layer. These two additional unknowns can be obtained by assuming that the total charge calculated by summing over the charges of all surface species is equal to the total charge calculated by electrostatic theory, Written mathematically, these two governing equations are where C1 is the capacitance of the region between the plane and b plane, B is a conversion factor from charge Per unit area to moles per unit volume, u0 is the charge density in moles per unit volume on the 0 plane a;; is the stoichie -~-~ E!ectroneutraiity requires that the following relationship be satisfied, 27) and the Gouy-Chapman diguse layer theory yields the following equation,
where (Td is the charge density in motes per unit volume in the diffusive layer d , R is the universal gas constant, E is the &live dielectric constant, eo is the permittivity of the free space, and z is the valence of the ion. It should be noted that (28) is valid only for the cases of symmetrical electrolyte. n e charge potential relationship gives
Combining (28) and (29), we relate the unknowns 4 d to J/b implicitly as follows:
To solve (25) and ( and dffb/dcb can be performed similarly to the evaluation for other aqueous components. For sorption via ion exchange. ( 9 ) and (12) can easily be written explicitly in terms of component species concentration if the ion exchange involves only homovalent exchange. Under such circumstances, the computation of the Jacobian (9) and (121 is relatively easy and can be performed analytically. However. when ion exchanges involve heterovalent exchange, it is very difficult if not impossible to express the concentration of ion-exchanged species in terms of component species concentrations. In other words, the analytical computation of the Jacobian cannot be done easily. Therefore. for purposes of generality. numerical evaluations of the Jacobian involving ion exchange reactions are used in this paper.
Trearmenr of Oxidarion-Redircrion
Oxidation-reduction reactions are treated by defining electron activity rather than the concentration of free electrons as a master variable, and making the "operational" electron subject to transport as are other aqueous components. If a chemical element is present at several oxidation states, only one of these can be considered a component and the others must be treated as species described by a half-cell reaction which is analogous to the complexation. For example. if Fe" and Fe3+ are present simultaneously in a system, we may consider Fe3+ a component species. Then Fez+ shall be considered a complexed species, which is a product of Fe3+ and e -. A mole of Fe" is considered to contribute a mole of operational electrons and a mole of Fe3+. The total "operational" electron is obtained by solving the transport equation, (15). withj = e . The mole balance equation for the "operational" electron is different from those for other aqueous components in that the first term on the right-hand side of (21) is set to zero and c, (Le.. set k = e in c k ) in all other terms is interpreted as the activity of the electron rather than the concentration of free electrons.
Although mathematically the "operational electron" can be treated just as other aqueous components, numerically this component requires special attention. Because the electron activity can span over at least 40 orders of magnitude, the solution of the balance equation of the "operational" * 3082 YEH AND TRIPATHI: A MODEL FOR SIMULATING T R A N S~~R T OF REACTIVE COMPONENTS electron ,often renders the Newton-Raphson matrix illconditioned when this equation is solved simultaneously with other mole balance equations. To circumvent this difficulty, a split scheme is used in this paper. In this split scheme, the mole balance equation for the "operational" electron is solved for the electronic activity with a modified bisection method [Forsythe et a/., 19771 while all other mole balance equations are solved simultaneously with the Newton-Raphson method. This split scheme is very effective, in particular for reducing conditions when the solution often fails to converge without the split scheme.
Treatment of Acid-Base Reocrions
Acid-base reactions are treated by defining proton activity as a master variable and making the "excess" proton subject to transpon as are other aqueous components. The mole balance equation is defined for the "excess" proton rather than the proton itself. Thus this mole balance equation is different from those for other aqueous components in two respects. First. because the proton activity rather than the proton concentration is the master variable, the first term on the right-hand side of (31) should be written as c H / y H . and c H (i.e., set k = H in ck) in all other terms is interpreted as the proton activity rather than the proton concentration, where y~ is the activity coefficient of the proton ion. Second. because the mole balance is defined based on "excess" proton concentration. if a hydroxide (OH-) appears in any species, the stoichiometric coefficient of the proton in that species should be set to -1 . If n hydroxides appear in any species, the stoichiometric coefficient of the proton in that species should be set to -n . On the other hand, if a hydronium (H') appears in a species. the stoichiometric coefficient of the proton in that species is 1. If n hydroniums appear in a species. the stoichiometric coefficient of the proton in the species is n . As a result. the only major diference between the proton as an aqueous component and all other regular aqueous components is that the former can have a negative total analytical concentration, but the latter cannot have negative total analytical concentrations. Since the total analytical concentration of the excess proton can be negative. 
Problem I: Test o j Hvdrologic Transporr
The problem deals with transpon in a one-dimensional column 0.5 dm long: the flow velocity from the bottom to top is IO-' dmh. the effective porosity was 0.3, the bulk density 1.7, dcm'. and the dispersivity was 7 x IO-? dm. The transpon involves two chemical components. The initial conditions are that total analytical concentrations are 0. f M for both chemical components. The boundary conditions are as follows: at : = 0.0 dm. total analytical concentrations are specified a( 1.0 M; at i = 0.5 dm. variable boundary conditions with zero gradient fluxes are specified for both components.
To mimic the hydrologic transport without interaction between two chemical components, we assume that each chemical component has two species: one a free species and the other an adsorbed species. The ratios of the adsorbed species to the free species are assumed to be 1/9 ace 9. respectively, for chemical components I and 2. In 'other words, there was a 10% and 90% adsorption, respectively, for chemicals I and 2. To put it in terms of geochemical equilibrium constants, the two thermodynamic equilibrium conslants for the two adsorbed species are 119 and 9 , respectively. In order to deal with the situation of no interaction between components, the adsorbent component is not considered, i.e., the adsorbing site is not a constraint for the equilibrium between free species and adsorbed species for each component.
For nuinerical simulation, the column is discretized b' 1 20 elements of size 0.015 dm X 0.025 dm, which results in 42 nodes. The simulation was conducted for three time steps only since the purpose of this simulation is simply to verify the hydrologic module. The time step size was 0.5 hours, vergent oscillating solution for the case of 90% dissolved as speculated earlier in this paper. This confirms our intuitive speculation that the explicit iteration can easily tumble into negative concentrations.
Problem 2: Simulation of Transport With Complexation and Precipitation in a One-Dimensional Column
The problem is designed to simulate chemical concentra. tion patterns evolving from complex changes in chemic4 compositions resulting from fluid flow, time-deperi:?nt boundary conditions, and precipitation and dissolution of minerals. Additional objectives were to simulate the forma. tion of multiple precipitation-dissolution fronts, and to dem. onstrate the need to iterate between hydrologic and chemical modules at each time step. The latter objective was defined in view of some previous work in the published literature wherein the chemical module was called only once at each time step [Liu and Narusimhan, 1989a, b ] .
To permit unambiguous interpretation of model response, the number of components and the minerals allowcl to precipitate was kept small. A one-dimensional column was discretized into 100 elements of size 1 dm X 1 dm. The density of the porous medium was 1.2 s/cm3. The fluid entered from the right end of the column at a velocity of 0.5 d d d a y . The porosity of the medium was 0.3 and the dispersivity was 5 dm. The simulation was conducted for 250 days with a time step of 0.5 days. Five chemical components, namely, calcium, magnesium, carbonate, sulfate and hydronium, 12 aqueous species. and eight possible minerals were considered (see Table 2 ). The precipitation of doinmite was not considered since it does not readily precipitnte in 
H~DROGEOCHEM.
The boundary conditions for chemicals entering the right end of the column were set at 2 X lO-'M, lo-' M. and 2 X lo-' M for carbonate, magnesium and sulfate, respectively. The boundary condition for calcium was set at M for all times with the exception that from day 1 to 9.5 days, its concentration increased %-fold to 9 x lo-' M. The pulse in calcium concentration was introduced to induce changes in the degree of supersaturation of carbonate minerals with space and time as the pulse traveled within the column. The behavior of magnesium and calcium precipitation in the column is analyzed. In all figures for this example, normal HYDROGEOCHEM results are shown as solid lines, while those with the number of interhydrogeochemical iterations limited to one are shown as dotted lines.
At time 0 magnesium carbonate precipitation occurred in most of the column (Figure 2a) . By 130 days, the precipitation zone throughout most of the column at time 0 decreased in width, and a narrow precipitation peak developed near the fluid entrance to the column (Figure 26) . The dissolution of magnesium carbonate near the right end of the column occurred because of competition for carbonate from calcium as shown in Figure 3d . At 140 days, two separate peaks of magnesium carbonate precipitate developed near .the right end of the column; a t this point five dissolution-precipitation fronts existed in the column. At 190 days, the middle peak broadened (Figure 2 4 ; and a large number of interfaces does not cause difficulties. The precipitation dynamics of calcium carbonate in the column were considerably different from those of magnesium carbonate as shown in Figures 3a-3d . Initially, there was precipitation near the right end of the column; it broadened considerably by day I5 (Figure 36 ). With time, the width of precipitation decreased (Figures 3a-3c) , and by 240 days it dissolved completely. As high as lo-' M magnesium carbonate precipitate is shown where it should have been 0; often two separate precipitation peaks were combined into one when iterations between the hydrologic and chemical model were prevented. J'irnilarly. Figures 3a and 3e show that the amount of prec:pitated calcium carbonate was also overestimated.
The results illustrate that HYDROGEOCHEM can be used to simulate multifront dissolution-precipitation in highly nonlinear systems, and indicate that iteration between the hydrologic and chemical submodels is critical to accurate calculations. This example considers the transport and chemical interactions in a one-dimensional column. The fundamental objective in designing the example was to examine the likelihood of achieving greater concentrations of a solute in the interior of the column than in the incoming solution, in response to chemical processes, chiefly complexation and adsorption-desorption, and fluid flow. Achieving such a condition would mean that the concentration of a contaminant could be higher at a point away from the source than near the source. Also, this condition would be totally contrary to the predictions made by single-value-Kd-based transpon models which always predict monotonically decreasing contaminant concentrations away from the contaminant source.
A one-dimensional column discretized into 50 elements of size 20 dm x 20 dm was used. The fluid entered at the left end at a velocity of 3 d d d a y . The porosity of the medium was 0.3 and the bulk density was 1.2 g/cm3. The dispersivity was 1 dm. The simulation was conducted for 600 days with a time step of 1 day. Seven chemical components. namely, calcium. carbonate, sulfate, uranium (VI), neptunium (VI, hydronium (H') and SOH (adsorption sites on mineral surfaces) were considered. The components formed 23 aqueous complexes, five surface complexes (adsorbed species) and six possible minerals (see Table 3 ). The precipitation of minerals was not allowed so that partitioning of solutes between, the solid and the solution phases was controlled solely by adsorption and desorption. The electrostatic interactions were not considered in adsorption computations for simplification. The initial p H in the column was fixed within a narrow range between 7.6 and 7.9 (Figure 50) . The initial calcium concentration was set to M. The initial concentration of carbonate and sulfate. ligands capable of complexing with uranium and neptunium, was kept low, M, to minimize complexation. A zone rich in adsorption sites (represented by goethite, a femc oxyhydroxide) was created at a distance of 200 to 600 dm from the left end of the column by specifying the concentration of surface sites (available to 1 L of solution) of 2.5 x IO-' M: the surface site concentration elsewhere in the column was M. or 250 times less (Figure 5b) . The higher concentration of surface sites was chosen to facilitate adsorption of uranium and neptunium in the region and is consistent with iron-rich bands in many natural sediments and rocks. The initial concentration of uranium (VI) and neptunium (V) in the column was IO-* M and M respectively.
The boundary condition (composition of the groundwater entering the left end of the column) was set differently for different components. The calcium concentration was held constant at M throughout the simulation. Similarly. the sulfate concentration was set to M. the same low value as within the column. The boundary concentrations of uranium (VI) and neptunium (V) were set at I O w 6 M and 2.5 x IO-'' M respectively. The pH of incorning groundwater was set to 7.6. The concentration of carbonate in the incoming groundwater was set to vary with time. For the first 498 days, the carbonate concentration was set to the same low value of M as within the column to facilitate adsorption of uranium and neptunium. However. for a short period between 498 and 502 days. the carbonate concentration was increased'100 times to IO-? M: from 502 to 599days the carbonate concentration decreased linearly from IO-' M to M. The increase in carbonate concentration was introduced to effect desorption of uranium and neptunium from goethite due to increased carbonate complexation. Figure 6 shows that the peak in carbonate concentration arrives in the adsorbent-rich zone in the column at about 515 days. The carbonate concentration profile was pivotal in controlling the adsorption dynamics in the column. Only the behavior of uranium adsorption-desorption is described for brevity. Figure 7a shows the development of a uranium-rich zone due to adsorption. It should be noted that even though less than 2% of the surface sites are occupied by uranyl ions, the concentration of uranium on the surface at 300 to 480 days is more than 20.000 times that in the incoming groundwater. As -the carbonate pulse released at 498 days reaches the adsorbed uranium, carbonate complexation causes desorption (Figure 7b) ; the desorption Of Uranium continues as [he carbonate pulse nmves in the adsorbent-rich zone ( Figure   7~ ). The profound changes in the extent of uranium adsop tion are reflected in the more than 6 orders of magnitude variation in the calculated Kd for uranium with time and space (Figure 7 4 . The increase in uranium adsorption for the first 498 days and then a decrease are reflected in the strong variation in the concentration of dissolved uranium in the column as shown in Figure 8 . The figure shows that at time 0, the concentration of dissolved uranium is uniformly less, due to adsorption, than the uranium concentration in the incoming water. However, due to carbonate-induced desorption of uranium, a pulse of uranium concentration is created in the groundwater that is 6800 times the uranium concentration in the incoming water. Due to dispersion the pulse peak is gradually reduced; however, even at 6%. days, the dissolved uranium concentration at the downstream end is 2000 times that in the incoming groundwater. The dramatic results would have never been possible without explicit consideration of adsorption, desorption and complexation processes; a Kd-based model would not produce such results. The large peak in dissolved uranium is produced due to the assumption of instantaneous desorption caused by a 100-fold increase in carbonate concentration. The kinetics of adsorption and desorption of uranyl, as known to date, suggest that in natural systems, kinetic factors may reduce the peak height much in the same way as dispersion does. However. despite the slow kinetics, elevated concentrations of dissolved uranium would still develop.
The results of this simulation show the importance of accounting for chemical processes; they also show thal unlike the predictions of the single-value-Kd-based models, the aqueous concentration of a contaminant can be greater ai a point farther away from its source than at one near the source. The result is especially significant in designing field surveys for detecting and defining the extent of the c.mtaminant plume. This example considers a simplified hypothetical problem of the release of trace metals and acidity from an acidic uranium mill tailings pile. The problem was selected to demonstrate the ability of HYDROGEOCHEM to predict some of the well-known features associated with acidic mill tailings, e.g., the replacement of calcite by gypsum due to release of acidity and sulfate from the tailings pile. It was also designed to examine the impact of precipitation-dissolution reactions on retardation of toxic metals released from waste sites. r? two-dimensional vertical cross section is considered.
The region is discretized with 152 elements and 192 nodes The five nodes on the vertical right side and the two nodes on "river" bottom are specified as known-head conditions (Dirichlet boundary condition). The total head for the five vertical nodes was given as 39 dm. The total head on the left and right nodes of the river bottom is specified as 44 dm and 40 dm, respectively. The steady state flow was calculated with the HYDROGEOFLOW program (a simplified version of FEMWATER [Yeh, 19871) and the flow field is given in Figure 9b . The chemical problem considers seven components, namely, calcium, carbonate, uranium (VI), sulfate, phosphate, molybdate and hydronium. A total of 32 aqueous complexes and 12 possible minerals were considered (see Table 4 ). Redox reactions were not considered as the goal was to simulate acidification and dissolution-precipitation reactions and their impact on migration of trace metals. The redox conditions of some uranium mill tailings sites in the western United States are relatively oxidizing, suggesting F -J ... (Figure 1 3 4 the two discontinuous zones of molybdenum precipitation merge and form a band of precipitation surrounding the tailings pile. As the fluids migrate further, the precipitation band widens and itself migrates away from the tailings pile (Figures 13t and 13f) . The precipitation band serves as a natural barrier in retarding migration of molybdenum. As the band of precipitation widens and decreases in intensity, the gradient in molybdenum concentration in the plume becomes markedly less steep (Figures 140-144 
