The article presents an introductory analysis of relevant research topic for Latvian deaf society, which is the development of the Latvian Sign Language Recognition System. More specifically the data preprocessing methods are discussed in the paper and several approaches are shown with a focus on systems based on artificial neural networks, which are one of the most successful solutions for sign language recognition task.
I. INTRODUCTION
People use gestures as a very important addition to the spoken language; however, each gesture can express much more than a single word. For deaf people the sign language is the main way to communicate with each other and the rest of the world. Sign language gives a possibility for deaf people to be integrated into the society that is why the sign language recognition systems are so important.
The national alphabet is part of sign language system, where each letter is represented by a sign or gesture, usually static, but in many languages, including Latvian, several alphabet letters are shown in motion (see Fig. 1 ).
The Internet provides several resources, which help people learn the sign language. Among them there is "Spread the Sign" -an international Leonardo da Vinci project within the transfer of innovation programme, which is supported by the European Commission through the Swedish International Programme Office of Education and Training [1] . The project aims to share different sign languages through the Internet.
The website of Latvian Deaf People Rehabilitation has a Sign Language Interpreters' Department, whose main goal is to "facilitate the client's social integration, availability of necessary information and services, provide sign language interpreter's services for communication with other individuals and legal entities according to the client's perception and communication abilities" [2] . The website contains several resources with the Latvian sign language description both in text and video versions.
Despite these examples, Latvia lacks the computerised sign language recognition system, which could help deaf people communicate with each other, people who are unable to see. Such a system could be part of governmental offices, etc. This article continues a previous publication of the authors on this topic [3] and mainly focuses on data preprocessing issues for modelling sign language recognition with artificial neural networks. The next section presents a short description of sign recognition tasks.
II. SIGN LANGUAGE RECOGNITION SOLUTIONS
There are a number of different approaches to the sign recognition task using automated solutions with video and web cameras for correct gesture classification and deaf people language transformation into text or speech.
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 Use of different markers on hands;  Implementation of data gloves;  Infra-red sensor technology (for example, LeapMotion, Microsoft Kinect, etc.);  Sign recognition via visual (video or photo) methods. The last two methods are the most popular ones allowing a user to recognise the sign language in real time, capturing gestures through web cameras, Leap Motion or similar technology, whose price is now affordable (Leap Motion sensor costs less than 55 US dollars) [4] .
Nowadays sign language recognition is performed by a large number of theoretical and experimental studies using different mathematical and statistical models, as well as applications with hidden Markov models, artificial neural networks, genetic algorithms, etc.
Due to such a variety in classification and recognition algorithms, the choice of an appropriate method for specific sign recognition task takes much time and efforts. The current situation shows several problems in this area related to input data acquisition and preparation as well as to an optimal recognition method.
The next section provides a review of several data preprocessing methods for sign language recognition using artificial neural networks, robust and widely used technology for different task domains [5] , [6] .
III. DATA PREPROCESSING Each task, including the sign language recognition, requires proper input data collection and preprocessing. The input data in most applications are collected by web or video cameras [7] . The main reason is affordable costs of hardware.
The data glove technology has several limitations -the less sophisticated gloves give little information about the gesture, at the same time the more advanced technology is not appropriated for a limited budget, for example, Myo Gesture Control Armband costs about 170 British pounds [8] . The data gloves should also be put on and off each time to read the gestures, which poses additional obstacles especially for people with limitations and is not appropriate for installation in public places.
The most perspective technology for real-time sign language recognition at this moment is infra-red sensor technology, such as Leap Motion or Microsoft Kinect. There is a lack of scientific publications in this field that is why this could be a very perspective research direction.
For static pictures such as national alphabets, the video capturing technology is widely used and described in the literature. Let us look at these methods in more detail.
A. Example with Bosnian Language Recognition
We took one of the examples of data acquisition and preprocessing from the paper presenting Bosnian finger spelling alphabet recognition with artificial neural networks [9] . The author used a database of images taken from 3 persons trained to show the finger spelling alphabet. As a result, the database consists of 90 images, 2/3 of which were used for training and 1/3 -for testing the performance of a system.
There are several techniques used to preprocess the data [9] :  Colour image conversion to grayscale and reduction the size of an image;  Getting more contrast in an image using histogram equalization;  Fast Fourier transformation to present an image as an array of frequencies;  Image binarization to remove background and enhance an object image;  Detection edge of an image to reduce the amount of data and get only important features;  Image segmentation using masks for better processing.
Converting an image to a grey scale is a very common procedure, which allows reducing the amount of data to be processed. In this case, one may preserve all important information about gesture. In this example, the authors reduced the size of an image to 375×500 dimensions leaving only the luminance of each pixel.
Histogram equalization enhances the contrast of an image to remove unnecessary artifact that could significantly slow the learning process.
Fast Fourier transform allows presenting an image as a set of frequencies by splitting an image into real and imaginary parts. This enables faster filter application to frequencies rather than to image domain.
The idea of image binarization allows assigning each pixel to class 1 (foreground) or class 0 (background) helping work only with important components and remove the noise of a background. 
B. Example with Real-time Alphabet Recognition
The authors of this example recognised 31 symbols from the American finger spelling alphabet plus 10 digits. All in all, the database consists of 31000 objects from 6 persons participated in the experiments. The 3D camera with the resolution of 240×320 pixels was used to obtain depth images [10] .
The authors assumed that the closest object in an image was the hand and then made segmentation of several hand regions using the same depth approach. The algorithm found the connected components from the closest region of the depth image. An additional armband was used for better recognition. Fig. 3 . Examples of preprocessed data consisting of 31 letters and digits [4] .
As a result, the bounding box with dimensions of 256×256 was chosen for each palm and included in a final dataset. The recognition phase was performed by the Convolutional Neural Networks in real time by different persons with 85 % average accuracy.
C. Example with Gesture Recognition Using Cosimulation Neural Networks
The next approach also applies the image conversion to a grey scale in the interval from 0 till 255 to recognise the American finger spelling alphabet in real time [11] .
Since the images are taken by a camera they are written into text files, which contain the hexadecimal value of the pixels. Each image is stored with its own ID and contains 4096 values.
After that this information is directly read into memory and used for recognition. The performance of such a system has 100 % correctly classified cases for static gestures with an average time of 0.000057 of a second per one image [11] .
D. Example of Real-time Sign Language Recognition with Artificial Neural Networks
For this application, the authors tried to recognise the sign language in real time using artificial neural networks and video cameras for image acquisition [12] .
The initial preprocessing consists of application of a filtering method based on a moving average or median filter to remove noise from an image. Later the authors of this experiment subtracted the background of an image with the Gaussian average method.
The most interesting phase of preprocessing includes division of the input data into 2 categories: hand shape and hand movement. The hand shape was determined by each fingertip and the direction of movement by the centre of the palm (see Fig. 4 ). After preprocessing the recognition with artificial neural networks was applied with 100 % accuracy with noise factor up to 48 %. It means that if even almost half of data is noisy the algorithm still is able to classify an object correctly.
VI. SEGMENTATION ALGORITHMS OF DATA SERIES
It is worth mentioning in the context of this article an interesting topic of segmentation algorithms, which allows splitting and limiting data series into a number of segments. This approach is used for time series transformation as well as for other applications [13] . In the case of sign language recognition, one can split the large series of pixels into manageable segments to increase performance of recognition algorithm.
Some of the transformation algorithms have been tested by the author in [14] . These are sliding window, top-down and bottom-up algorithms. The next figures show algorithm flowcharts. Fig. 6 . Sliding window algorithm flowchart (adopted by the authors from [13] .
Sliding window algorithm takes the first series data point, increasing size of a segment and calculating approximation error for each possible kind of a segment. When the maximum error threshold is reached, the algorithm makes segment from i-1 series data points and the process repeats until all values are transformed into segments. Fig. 7 . Top-down algorithm flowchart (adopted by the authors from [13] . Create all possible segment-"neighbor" left combinations and calculate its approximation errors En Fig. 8 . "Bottom-up" algorithm flowchart (adopted by the authors from [13] . Calculate error E value for actual segment i=i+1
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The sliding window algorithm is rather simple and allows its implementation in real time.
The "Top-Down" segmentation algorithm (Fig. 7) initially splits the data series into 2 big equal segments, and then analyses each of them, calculating an approximation error. Each segment can be split as many times as necessary to reach the desired threshold.
The "Bottom-Up" algorithm is shown in Fig. 8 . It goes in the opposite way initially splitting all data into small segments and then combining these segments according to the error threshold.
All three algorithms help perform piece-wise linear approximation, which could be calculated as follows:
 linear interpolation (method simply connects two endpoints of a segment);  linear regression (segment approximation line is obtained using least square regression). Linear interpolation takes less calculation and consequently less processing time; therefore, it is better for on-line usage, when time consideration is foremost. Linear regression is more time consuming, but allows obtaining better precision.
Linear interpolation simply connects 2 end points of a segment, at the same time linear regression is calculated as follows:
( 1) where a and b are approximation line coefficients. Value b is calculated as follows: (2) where y i -independent variable; x i -dependent variable; n -number of data points.
After obtaining information about segments, one can refer to an approach presented in [14] . The data series transformation results can be treated to a neural network or another recognition algorithm in two ways:
 Using real data series values from created segments. This approach is similar to a windowing approach, but the length of segments can be different.  Using as input data from Table I . As a result, the input vectors used in training may be different. Some of possible solutions are given in Fig. 9 [14] .
V. APPLICATIONS WITH ARTIFICIAL NEURAL NETWORKS
After data preparation described above, the next step of sign language recognition is actually recognition itself when a neural network is trained on the test samples (training set) of signs and then the system is used for unknown (not presented in the training phase) data recognition.
In Example A from the previous section, a back-propagation training algorithm with sigmoid activation function and two hidden layers was used. This neural network had 15 input neurons and 90 training samples. As a result, the authors of the article obtained 85 % correctly classified patterns with 40 neurons in a hidden layer [9] .
Kang in Example B used Convolutional Neural Networks, particularly Caffe implementation (CaffeNet). The network consisted of 5 convolution layers, 3 max-pooling layers, and 3 fully connected layers [10] .
Mekala and his team (Examples D) used a combinational artificial neural network, which was based on the cache search memory concept of a CPU when all blocks of a system had a dual information exchange bus [12] . The recognition part was also based on error back-propagation. Another work of this author (Example C) used cosimulation neural networks, when part of the neural network was implemented on the hardware with dedicated ports and different levels of the neural network were communicating with one another on two different platforms [11] . Such a network had 16 input neurons, 50 neurons in the first hidden layer and 50 in other hidden layer, and 35 output neurons. The data preprocessing methods presented here give a solid background for further experiments. Most solutions have no problems with static and dynamic gesture alphabet recognition while more advanced ones recognise additional deaf language signs and words in real time.
Despite a good number of successful applications in sign language recognition with Artificial Neural Networks there is still a lack of automated solution for the Latvian sign language. Sign language recognition system for the Latvian language requires several major steps:
 Creation of a database of the Latvian sign language;  Selection and implementation of appropriate data preprocessing method;  Selection of proper recognition algorithm and training the neural network to obtain confident results (example D along with the segmentation method presented in Section III are the most perspective for further experiments);  Development of software for the Latvian deaf community. These are the main directions of future research by the authors to be conducted in the near future with the aim to help people with special needs to integrate into our society.
