The cross section and jet rates of Z ~ decays into photons and quarks are compared with matrix element Monte Carlos of G (~es). Good agreement is found between data and theoretical predictions. From the ratio of events with three jets plus a photon to those with two jets plus a photon, e~ in first order is determined to be 0. 
Introduction
Photon emission from quarks [ 1, 2] is a reference process which may be compared with gluon emission in studies of the strong interaction. As shown in [3] [4] [5] , measurements of the yield and properties of photons are testing grounds of QCD shower models that give a good account of inclusive multihadronic events in e+e -collisions. In a Also at TRIUMF, Vancouver, Canada V6T 2A3 b Now at Centre de Physique des Particules de Marseille, Facult6 des Sciences de Luminy, Marseille c And IPP, University of Victoria, Department of Physics, PO Box 3055, Victoria BC V8W 3P6, Canada d Also at Shinshu University, Matsumoto 390, Japan our previous publications [3, 4] we also made a first comparison of data with a matrix element calculation [6] of G(~0q). However, this comparison was limited since it was impossible to apply identical definitions for the final state photon events in the data and the theoretical calculation. With the publication of Monte Carlo simulations [7] [8] [9] based on matrix element calculations, which generate the four vectors of the quarks, the gluon and the photon, this obstacle has been overcome and a detailed comparison of data and calculation becomes possible. Apart from allowing various QCD tests, the matrix element calculations provide a basis for the determination of the electroweak quark couplings [ 10] and for the search for rare or non-standard Z 0 decays [11 ] .
A comparison of data and the predictions of matrix element Monte Carlos for the cross section and jet rates will be presented in this letter. The data were recorded during 1990 and 1991 with the OPAL detector at the LEP e+e -collider. In comparison with our previous publications [3, 4] this represents an almost threefold increase of final state photon events. We use this larger data sample, together with the improved theoretical calculation of the expected yield, to update our measurement of the electroweak couplings of up and down type quarks. We also make a more sensitive comparison with the QCD shower models JETSET [12] , ARIADNE [13] and HERWIG [14, 15] .
The letter starts with a summary of the features of the OPAL detector pertinent to this analysis. We describe the event selection in Sect. 3. The background to our final state photon sample and the acceptance of the photon selection will be discussed in Sect. 4 . We introduce the matrix element Monte Carlo in Sect. 5. We present in Sect. 6 our measurement of the total photon yield and of the jet multiplicities associated with photon emission and determine ~s. Finally, we give in Sects. 7 and 8 updates of our measurement of the electroweak quark couplings and of the comparison to QCD shower models.
The OPAL detector
The analysis is based on an integrated luminosity of approximately 21 pb-1 collected with the OPAL detector [16] at LEP. The data were recorded around the Z ~ pole at centre-of-mass energies Ecm between 88.28 and 94. 28 GeV.
The most important components of OPAL for this study are the tracking chambers and the electromagnetic calorimeter. The central detector provides a measurement of the momenta of charged particles in a magnetic field of 0.435 T. The barrel part of the electromagnetic calorimeter covers the complete azimuthal range up to polar angles satisfying I cos 01 < 0.82, where 0 is defined relative to the direction of the incoming electrons. It consists of 9440 lead glass blocks of 24.6 radiation lengths, pointing towards the interaction region and each subtending an angular region of approximately 40 • 40 mrad 2. The two endcap calorimeters consist together of 2264 lead glass blocks and cover the region of 0.82 < I cos 0 [ < 0.98.
The event selection
For this analysis we combine the event samples collected in 1990 and 1991. The results from the 1990 data, corrected for acceptance and efficiency have been published previously [3, 4] and are unchanged except for a re-evaluation of the hadronic background. The analysis approach for the 1991 data is the same as that used for 1990, details of which can be found elsewhere [3, 4] . For the calculation of efficiencies and the evaluation of the systematic uncertainties we use data reference samples from the corresponding years. In the following we describe the event selection and the procedure for correcting the data, for the data sample collected in 1991. At the end of the next section we summarise the most important differences in the treatment of the data from 1990 and 1991.
The selection of events for this analysis proceeds in two stages: first we select multihadronic Z ~ decays and in a second step we search for isolated, high energy photon candidates.
Multihadronic events are required [ 17] to have at least five well measured tracks and more than seven clusters in the electromagnetic calorimeter. A well measured track, reconstructed from at least 20 hits in the tracking chambers, must have a minimum momentum transverse to the beam direction of 50 MeV, a reconstructed distance of closest approach to the beam axis of less than 2 cm, and a longitudinal displacement along the beam direction from the nominal interaction point of less than 40 cm at the point of closest approach to the beam. A cluster in the lead glass calorimeter consists of at least one block and a total energy of more than 100 MeV in the barrel region ( [cos 0 ] < 0.82) and of at least two adjacent blocks with a minimum total energy of 200 MeV in the endcap region (0.82 =< I cos 01 _< 0.98). The energy sum of all accepted clusters Z'Ecl u must exceed 0.1-Eom. The energy deposition must be balanced along the beam direction so that [~'(Eclu'COS O)[/Ecm < 0.65. These requirements are satisfied by 353 160 events. From Monte Carlo studies the acceptance for multihadronic events is estimated to be 0.984 with a systematic uncertainty of 0.004. The fraction of background from z pairs and two-photon processes is estimated to be less than 0.003.
In these multihadronic Z 0 decays we search for photon candidates based on geometrical and topological criteria. To suppress background from hadrons that fake genuine photons we select high energy isolated clusters, which rarely originate from fragmentation. These clusters are required to fulfil the following criteria: 9 The photon candidate has to be within a fiducial volume ([cos 0[ < 0.72) of the lead glass barrel calorimeter. 9 The photon energy has to be larger than 7.5 GeV. 9 No well measured track with a transverse momentum of more than 250 MeV or additional cluster with an energy exceeding 250 MeV is allowed within an isolation cone of half-angle 15 degrees around the flight direction of the photon candidate. 9 The event is retained if the photon is found to lie outside a jet. In a first step the photon candidate is not considered and jets are formed from the remaining tracks and clusters. Jets are constructed by iteratively combining the pair of particles or combinations of particles that have the minimum
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Yij --E2is in each iteration. This combination process is terminated when all possible combinations give a yij larger than a specified Your-For energies Eg, Ej and the opening angle e~j of these pairs, the quantity M;j is calculated using both the JADE E0 scheme [18] with Mi 2 = 2 Eg Ej (1 --cos e ~j) and the Durham scheme [ 19] which defines Mi 2 = 2 min (E~, E~) (1 -cos aij). The latter recombination scheme has a better convergence of the QCD perturbative expansion and leads to an assignment of particles to jets which agrees more with intuition. The use of two different recombination schemes provides an estimate of the sensitivity to the reconstruction of partons from hadron jets. The visible energy Evi s is calculated from all tracks and clusters including the photon. In a second step we calculate Y~,jet by pairing the photon candidate with each jet. At this stage we correct the jet energies and Evi s for double counting of tracks and clusters from the same particle with the algorithm described in [20] . This correction has been checked with inclusive multihadroni'c events, with a polar angle of the thrust axis of [COS 0thrust [ < 0.80, to ensure full containment of the events within the acceptance of the detector. Calculating Evi ~ with these events, using this algorithm, we find (Evi s ) = a-Ecru with a = 0.998. We retain an event ify~.j~ t of the photon with each jet is larger than YoutTo suppress further background from hadrons, we demand that the cluster properties are those expected from a single photon. We select clusters based on the number of blocks, the energy weighted width and a cluster shape variable, indicating the goodness of the fit to the photon hypothesis (for details see [3] ). These requirements are 
Background and acceptance correction
Isospin symmetry is invoked to estimate the background rate of neutral hadrons using charged hadrons. As detailed in [3] , the hadronic background contributions, mainly due to ~z~ decays, are investigated using a control sample S of well measured charged particles that fulfil the same energy and isolation criteria as the photon candidates. Using isospin symmetry and taking into account corrections such as the rr ~ rejection efficiency, this translates into a background contribution from single isolated neutral particles. Contributions to S from unresolvable pairs of a charged and a neutral particle were estimated from a sample D of very close by tracks which together fulfil the isolation criteria discussed above. This sample D is also used to estimate the number of unresolved pairs of neutral particles in our sample of photon candidates. These amount to about 7% of the total hadronic background at low Ycut and to about 40% at high Your. Due to the uncertainties in the fraction of charged pions in the stable particle yield and the ratio of neutral to charged pions, we estimate an error of 40% for the background calculated from single charged tracks. A systematic error of 100% has been assigned to the contribution from unresolvable pairs of particles. The estimated hadronic background is given in the third column of Table 1 .
The background from initial state radiation is estimated using the first order QED calculation of [21] as implemented in JETSET [ 12] taking into account the distribution of the centre-of-mass energy of the data. Depending on the value of Ycut we estimate a background of 3.9-5.7% as given in the fourth column of Table 1 with an error due to Monte Carlo statistics.
The measured yield is corrected for acceptance and detector effects. We split the correction
N, Nh
C=Cl' C2=Nh "Ndet into two parts. Here Np denotes the number of simulated events found at the parton level with only the Ycut requirement imposed, N h the number at the hadron level to which the energy and isolation requirement have also been applied and Nde t denotes the number of simulated events accepted at the detector level. The correction c 2 accounts for all effects caused by the detector and event reconstruction. The correction c 1 accounts for the isolation and energy requirement and for the fragmentation of partons (see below).
The detector correction c 2 takes into account the efficiency of photon identification, the interaction of particles in the detector, the determination of jet energies, and the geometrical acceptance. These corrections are obtained from the data and from a detailed simulation of the response of the OPAL detector [22] to hadronic events generated with JETSET [12] . As discussed in detail in [4] , a shift in the reconstructed energy of jets would introduce a bias in the corrected number of photon events. To estimate whether or not the potential bias is well reproduced in the simulation we compare the energy reconstruction of jets in the data and the simulation. We define
with E ..... the jet energy reconstructed for events with two jets and a photon from the angles between jets using massless parton kinematics, and E .... is the jet energy fully corrected as described in Sect. 3 and in [4] . We found the difference of the average values <d/E>dat a --<fiE>simulation, to be + 0.016 • 0.020. Allowing a global energy correction of 1.6% leads to a change of the calculated cross section of up to 1% depending on the value of Your. This potential change will be assigned as a systematic uncertainty. The efficiency for photon identification is determined with a sample of 661 genuine photons from radiative lepton and e + e---* y y events. The photon efficiency, after the requirements on the cluster shape, is found to be 93.6+ 1.3%. No energy or angular dependence is observed. We estimate the conversion probability before and inside the tracking chambers based on our knowledge of the material in the OPAL detector, including the material from the new silicon microvertex detector and the additional beam pipe [23] . We estimate the minimum conversion probability (perpendicular incidents) to be 6.3 _+ 1.2%.
Combining these corrections and including an extrapolation to polar angles of more than [cos 01 = 0.72, which amounts to 43%, the total correction c 2 is typically 1.7. Including the statistical error from the Monte Carlo simulation of 1%-2.5%, the total error of c 2 is typically 3%.
To compare the measurement to the matrix element calculations which predict the rates of at most three partons and a photon, we apply corrections for the energy cut and for the photon isolation requirement, which is related to fragmentation effects. These corrections c~ are obtained from the JETSET shower model. The model parameters are fixed to the values optimised to describe OPAL data [24] . It was verified that the corrections do not depend significantly on these parameter values. Due to both the energy and isolation requirement the correction is large at low values of Ycut (at Ycut= 0.005 in the E0 scheme c I = 2.03), the losses for Ycut > 0.06 are small and almost exclusively due to the isolation requirement. The correction is rather constant with a value of about 1.08 between Yout values of 0.06 and 0.16. It increases again slightly at high values of Ycut (el = 1.13 at Ycut = 0.2).
For some of the studies below we also consider differential distributions :
Here Nvs R is the number of final state photons, NM/-/is the number of hadronic Z ~ decays and N i~reject denotes the losses due to the increase of Ycut, i.e. the number of events that have a jet multiplicity i at Ycut --0/2 but that are rejected at Ycut § 0/2 because they no longer satisfy the condition Yr,jet > Ycut for all jets. The gains N reject~i are due to events that are rejected at Ycut-0/2 but are retained at Ycut § 0/2 with a jet multiplicity i. Here the corrected distributions are obtained from the observed ones by applying differential corrections factors. The For the events gained by the increase of Yc,t, Nreject~i, the corrections have been calculated in an analogous way.
To estimate the systematic uncertainties of the integral and differential corrections we use various QCD shower models and the data. We observe the following results. 9 A potential model dependence of the corrections is studied by comparing JETSET with ARIADNE [13] and HERWIG [14] . The three models use different parton showering and fragmentation schemes. Comparing the integral c 1 values from the different models we find them to agree with the reference JETSET value within 5% up to Ycut = 0.16. For larger Ycut HERWIG gives somewhat smaller el.
For the differential corrections we observe differences between models of about 25% at small Ycut. For Ycut> 0.02 the correction factors agree within 5%.
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The results obtained for the integral cross section of photon events with the integral and differential correction factors from JETSET agree within 2%. However, using the differential corrections from other models, we observe differences between 5% and 10% for Ycut < 0.02. 9 We compare, for the E0 scheme, the angular distance between the nearest track or cluster and the photon candidate for both the data and the simulation and find good agreement, suggesting that the particle and energy flows are understood.
In addition we repeat the entire analysis for different isolation criteria, varying the isolation angle between 10 and 20 degrees and allowing up to 0.5 GeV in the isolation cone. As an example, for a Ycut value of 0.06 the corrected number of final state photons changes by + 1% for a cone of 10 degrees and by -4.9% for a cone of 20 degrees.
As a result of these considerations, and since, at least in part, these estimates are not independent we assign the systematic error on c 1 to be the maximum of (a) either 25% of the losses due to the energy and isolation requirement, (b) the difference between the corrections from different QCD shower models, or (c) at least 5%. Comparing these errors we find that (a) defines the error for Ycut<0.04, (c) for 0.04<ycut<0.16 and (b) for Ycut > 0.16. Similar corrections are found for the Durham scheme. Here the correction factors from the different models agree within 5% for 0.004 < Ycut < 0.06.
The main differences in the treatment of the data from 1990 [3] and that described above for 1991 are as follows:
The requirements for selecting multihadronic Z ~ decays were slightly different in 1990, resulting in 145 095 events with an acceptance of 0.975 • 0.010. In 1990 the maximum energy of electromagnetic clusters allowed in the isolation cone of the photon candidate was 100 MeV. The increase of the accepted energy was necessary because of a modification in the simulation of hadronic showers, leading to a poorer description of clusters of less than 250 MeV of hadronic origin. In 1991 a better parametrisation of the material in the OPAL detector led to an improved understanding of the energy scale of hadronic jets, resulting in a reduction of the systematic error from this source. More detailed studies of the event sample containing isolated charged particles led to an increase in the estimated background by a factor 2 to 3. We corrected our 1990 results for this change. Our previous analysis was based on the E0 scheme for the jet finding. The Durham jet finding algorithm is used as a cross check and has been applied to the data from 1991 only.
Applying all these corrections and taking into account the uncorrelated systematic uncertainties, we obtain consistent results for the data of 1990 and 1991. Typically the total cross section of final state photon events from the 1991 data is one standard deviation higher than that of 1990. For the following comparison with theoretical predictions we combine the measurements from 1990 and 1991, which corresponds to a total sample of 498 255 multihadronic events. The results are shown in Table 2 and in Fig. 1 . In combining the measurements we treated the errors of c 1, of the background and of the jet recon- Table 4 for three different values of Ycut.
The matrix element calculations
Since our previous publications, Monte Carlo simulations based on an ~(ees) matrix element calculation have been developed by Kramer and Spiesberger [7] , Glover and Stirling [8] , and Kunszt and Trocsanyi [9] , to which we shall refer in the following as KS, GS and KT, respectively. For this letter only the KS and GS programs were available to us; for the KT one we use results given to us by its authors [25] . The matrix element Monte Carlos have the advantage over the analytical results of [6] , which were used in our previous publications, of providing the four momenta of the quark, antiquark, photon and of the gluon. They allow a formal application of the same analysis method to the partons as to the measured particles of the data, in particular it is possible to perform the jet finding without the photon on the parton level.
Experimentally the partons are not directly observable, therefore the global parton structure first is inferred from the abundant hadrons excluding the photon by clustering them into jets as described above. The photon is considered only in a second step. Because the calculations are of limited order in es, this event definition is not infrared safe, which is particularly relevant for events with a photon and one jet. For example a singular contribution comes from collinear photon emission. At the Born level this may lead to a soft quark q and a hard photon recoiling against a high energy antiquark ~. Since at first the photon is excluded from the jet finding, the quark pair may be merged into a single jet if Ycut is sufficiently large that yqo < Your. This may be true even though yq~ "~yq,~. As a result Y~jet '~ 1 and such an event will be retained in the simulated sample irrespective of the value of yqy. These events appear as one jet recoiling against a hard photon. A reliable theoretical prediction is therefore only possible within some phase space boundaries excluding the singular region for yqy = 0 in the quark photon system. Such boundaries arise naturally since gluon emission should dominate over photon emission if the invariant masses in the parton cascade are of the order of the hadron masses and hadronisation effects should Table 2 . The corrected number of hadronic events that have final state photons per 1000 multihadronic Z ~ decays for various values of Ycut and the E0 and Durham scheme. The first error combines the statistical and systematic uncertainty of c2, added in quadrature, the second is due to the energy and isolation cut taken from the JETSET model. Also shown are the predictions from the matrix element Monte Carlo of [7] and the parton shower models JETSET [12] , ARIADNE [13] , and HERWIG [14] . The uncertainties in the matrix element calculation are due to a variation of e s between 0.15 and 0.21 and to the theoretical photon cut-off. The become important. In the following we discuss the implementation of the phase space boundaries and their impact on the prediction of the different Monte Carlos, from which we estimate their theoretical uncertainties. Since the calculations predict at most three jets that accompany the photon, we restrict our analysis to a region where the fraction of events with more than three jets in the data is small, i.e. we consider only 0.02 < Ycut < 0.2 (E0 scheme) and 0.006 < Ycut < 0.1 (Durham scheme) for the comparison with the matrix element calculations.
The KS Monte Carlo bounds the integration region in terms of the scaled invariant mass Mi~/E~2m . Two minimum masses are assumed. The variable Y0 defines a lower limit in the q(tg? phase space: for yqg < Yo events do not contain a resolved qg pair but contribute to the q@? final states. Secondly, the photon isolation parameter y~ is used to exclude events with small masses of the photon and either of the two quarks. To avoid negative contributions of the sum of virtual and singular real corrections to the qgl~' cross section, the authors recommend y~ values greater than 0.5.10 -3 [26]. The upper bound has to be chosen so as to avoid cutting into the phase space of the Ycut used by experiment, i.e. y~ < Your. We consider only y~ _< 5-10-3. Fixing y~ at 10-3 but varying Y0 between 10 --5 and 10 -7 we observe stable solutions for the jet rates for the physical Ycut between 0.02 and 0.2. On the other hand, fixing Yo at 10-6 and varying y~ between 0.5-10 -3 and 5-10 -3, we observe small variations of =< 5% for Ycut between 0.04 and 0.16 (E0 scheme). For the following results we therefore use y0=10 -6 and yy = 10 -3. We interpret the variation of the results with the photon isolation parameter in the range 0.5-10 .3 to 5-10 -3 as theoretical uncertainty. The GS and KT Monte Carlo calculations are based on another set of variables to define the phase space limits. In addition to Yo they introduce a minimum photon energy Emi n and a minimum isolation angle 0mi n of the photon with respect to any parton. These variables are related to the experimental Ycut through Ycut > 2 Ejet Emin (1 --COS 0min).
To soft gluons, which are experimentally not resolvable, the isolation requirement is not applied to ensure their divergent contributions cancel against virtual corrections. For example in the GS calculation, gluons with an energy of less than about Emi n 9 Yo/Yout, i.e. about 200 to 300 MeV, are allowed inside the cone around the photon. Glover and Stirling find stable solutions for a Yo value of about 1% of the experimental Ycut-Both calculations use as default values Emi n = 7.5 GeV and 0mi n = 15 degrees. Note, however, that in the theoretical calculation the isolation cut is used with respect to at most three partons whereas the experiment applies the isolation cut with respect to typically 30 hadrons. Due to the energy cut in the calculations of Glover and Stirling and of Kunszt and Trocsanyi we expect that for low values of Ycut our corrected cross section exceeds their predictions. We restrict our comparison to these models to values of Ycut ~ 0.06 in the E0 scheme. At Ycut= 0.06 the expected difference to the energy cut in the simulation is ~2.5% and the prediction has been corrected accordingly. For higher values of Yo~t this difference vanishes.
Before comparing the matrix element calculations with the data we want to discuss how the corrections Cl, described in the previous section, that link the hadronic final state with the partons provided by the predictions, depend on the phase space for photon emission. These corrections are required since, firstly, in the experiment cuts have to be imposed on the energy and the isolation of the photon candidate, and secondly, the much larger multiplicity of hadrons over partons prohibits a direct comparison of data and theoretical calculation. The losses due to the cuts and the quality of the jet reconstruction are determined using QCD shower models as described in Sect. 4. In principle this procedure depends on the way the singular contributions close to the phase space boundaries are treated, or correspondingly, how the cut-off for photon emission is implemented. The cut-offs in the matrix element calculation are different from those used in the QCD shower models. In the latter these are defined by a parameter Qy that terminates the evolution of the parton showering into photons and is treated differently in the various models. JETSET defines a minimum virtual quark mass mq, ARIADNE uses a minimum transverse momentum, while HERWIG uses approximately E i ]//1 --cos 0j~ for a branching i--.'.j + k. A corresponding cut-off, Qg, exists for the gluon emission and as a default the models assume Q~ = Qg ~ 1 GeV. The value of Q~ cannot be calculated theoretically, but since it parametrises the boundary between parton showering and hadronisation it should be of the order of hadron masses. We note that the recommended cut-off for the KS Monte Carlo also fulfils this condition: y~ corresponds to masses of 2-6 GeV.
Since no unambiguous connection between QCD shower models and matrix element calculation can be made, we study how the correction c 1 depends on the choice of the cut-off parameters used in the QCD shower models. As discussed in the last section, the correction factors obtained with the JETSET, ARIADNE and HERWIG models agree within 5% at least for Ycut values below 0.16. As an additional check we varied Q~ between 10 MeV and 5 GeV within the shower models. Although the number of generated photons depends strongly on Q~, the correction is largely independent of it. Changes of the correction factors were only significant under two conditions. Empirically we find that the corrections, adopting the E0 scheme, increase if Qy > conditions we observe no statistically significant variation (i. e. not larger than 2%). From these studies we conclude that neither the value of the cut-off for photon emission nor the detailed definition of the cut-off procedure in the shower models have significant effects on the correction factor cl.
These considerations lead us to believe that we can make meaningful comparison of our data with the matrix element calculations.
Photon rates and the matrix element calculations
The matrix element calculations have two sets of free parameters: the strong coupling constant as, which affects both the total rate of photon events and the relative proportions of one, two and three jet events, and the electroweak coupling constants, which affect the total rate only. This means that the parameters can be obtained from the data separately. One can obtain as from the jet rates, and using this value the electroweak quark coupling constants can be determined.
The total rate of events with final state photons as a function of Ycut = mi 2/E~s is shown in Fig. 1 and listed in Table 2 . As discussed before we adopt the E0 and the Durham recombination schemes. Note that only the 1991 data are used for the Durham scheme. We observe a fast decrease of the photon rate with increasing Ycut, which in the E0 scheme tends to level off at Ycut ~ 0.18. In Fig. 1 b, d and Table 3 we display for the two recombination schemes the absolute rate of events with n jets and a photon, for n = 1, 2, and 3. For both recombination schemes the rate of three or more jets dominates at very low values of Y~ut, but falls steeply with Ycut. The two jet rate exhibits a maximum around Ycut = 0.02 (E0 scheme) and 0.004 (Durham scheme). The one jet rate increases continuously with Yout and becomes dominant around Yr = 0.17 (E0 scheme) and 0.09 (Durham scheme). For a Y~t value of 0.02 in the E0 scheme the relative jet rates are about the same as at 0.01 in the Durham scheme, but the total photon yield is about 30% larger in the E0 scheme. As the following results will show, this difference does not affect any of the conclusions. As discussed above the comparison of two and three jet cross sections in the data and the calculation can be used to determine a s. Note that the calculation is only of first order and therefore has no explicit dependence 0n the renormalisation scale. The ratio
is a measure of the first order as value, a~ 1~, relevant for this analysis and is independent of the total cross section.
In the E0 scheme we compare the observed ratio R~' with the matrix element Monte Carlo of Kramer and Spiesberger [7] for various values of a~ ~). We do this at the two Ycut values of 0.02 and 0.04, where the rate of larger than three jets is small and the sensitivity to a~ 1~ is still sizeable. The values are summarised in Table 5 and are in agreement with the as value in first order obtained Table 4 . Relative error contributions in % to the total final state photon cross section of the combined data sample from 1990 and 1991 for three different values of Ycut in the E0 scheme. The row labelled 'Sum' contains the sum of the first six errors, added in quadrature and is quoted as the first error in the text and in Tables 2  and 3 Source of error Table 5 . For this recombination scheme the values are lower than the e~) obtained from a fit to the jet rates in inclusive multihadrons [28] .
After fixing c% from the ratio of two and three jet events, we now compare the theoretical prediction of the absolute rates with our data over the range 0.02 < Ycut < 0.20, assuming standard model values for the electroweak coupling constants. To take into account the spread of the 0% values for various Ycut values and from the inclusive multihadronic events, we use c~ ~) --0.18 _+ 0.03 for both schemes. This range ofcq includes all of the es values quoted above and amounts to about three standard deviations of the individual measurements. The corresponding KS predictions are shown in Table 2 and by the shaded bands in Fig. 1 In each case a value of es = 0.18 was assumed. Note that an uncertainty in the theoretical calculation of typically 5% has to be taken into account general we observe a good agreement in the total rate between the calculation and the data for both recombination schemes and over the entire Ycut range considered. This can also be seen in Fig. 2a where we plot the ratio of prediction over measurement for ~ ~1) = 0.18. The error bars indicate the relative error of the data. Note that an uncertainty in the theoretical calculation of typically 5%, due to the variation of the theoretical photon isolation parameter and due to the uncertainty in es, has to be taken into account. For 0.06 < Yout < 0.1 the calculation is somewhat above the data. However, the significance is only about 1.5 standard deviations. The prediction for the jet rates is displayed in Figs. 1 b  and d and 2b-d . Note that the three jet rate increases but the one jet rate decreases with increasing es. As a function of es, the two jet rate decreases at low Ycut but increases at large values. These partial cancellations imply that the dependence of the total cross section on es is much smaller than that for individual jet rates. The prediction is in general in agreement with the data for both schemes. For values of Ycut between 0.04 and 0.16 in the E0 scheme the prediction for the two jet rate is about 10% above the data. The significance is, however, only about 1.5 standard deviations.
As can be seen from the bands in Figs. 1 b, d , and from Fig. 2 , the one jet rate is also well described by the matrix element calculation of Kramer and Spiesberger [7] . In our previous publications [3, 4] we observed that the Kramer Lampe calculation [6] underestimates the measured one jet rate by a factor of four to five, which we assigned to the different definitions of a photon event. Using the matrix element Monte Carlo from Kramer and Spiesber- 
CIIPA [ ger the discrepancies vanish. The dependence on as is significantly larger for the one jet rate than for the other jet rates. It is about 40% at low Ycut and about 14% at large Your for a change ofes between 0.15 and 0.21. This sensitivity to es can be understood if one refers to the example of the one jet event with hard photon and a soft quark discussed in Sect. 4. Additional gluon emission increases the invariant mass of the hadronic part of the event and consequently the chance of splitting it into two jets, of which one might fail the condition Y~,jet > Ycut leading to a rejection of the event. This as dependence may be related to the singularity due to collinear photon emission, discussed in the previous section [9] . Since the data of Table 2 and Fig. 1 are correlated for different values of Ycut, it is difficult to quantify the quality of the theoretical prediction. Better variables for this purpose are the differential distributions DFSR, described in Sect. 4, which statistically are almost independent for the different values Ofycu t. The result is shown in Fig. 3 a.
We define a X 2 for the measurement and theoretical prediction in the E0 scheme x2=ArV-IA. The covariance matrix, V, contains in its off-diagonal elements V,.j= 2 NFS~ (Yout)i NvsR (Ycut)j the common experimental uncertainties affecting all intervals of Ycut with denoting the sum in quadrature of all correlated relative errors. These uncertainties are due to the photon efficiency, the jet energy reconstruction and the energy and isolation requirement on the photon, and part of the background estimate. These contributions are estimated as =0.031. In addition the uncertainty in as and the variation of the theoretical photon cut-off, which also affects all Ycut values in a similar way, was taken into account. This leads to the total correlated relative uncertainty of = 0.047. The diagonal elements Vii are the quadratic sum of the statistical error, the systematic error specific to the particular Ycut and the total correlated error common to all bins of Ycut, as discussed above.
We observe a good agreement between data and the KS matrix element calculaion. We find zZ/d.o.f. = 0.80 for 10 degrees of freedom. This prediction can accommodate the measurement for all values of Yout-
We also compare our data with the calculation of Glover and Stifling [8] described in Sect. 4. As for the calculation of Kramer and Spiesberger we determine the effective c~ in the E0 scheme from R~ at Ycut = 0.04. Given the measured value of R~ = 0.104 • 0.015 (see above), we find a value of e~1~=0.182• which is in good agreement with the value of 0.197 • 0.026 of the KS calculation. The requirement of a minimum photon energy of 7.5 GeV in the GS Monte Carlo potentially affects the two and three jet cross sections differently, leading to a bias in the e~ determination. We study this effect using the JETSET model and find it to be less than the statistical uncertainty of R~. For the comparison of the data with the GS and KT calculations [8, 9] we use es=0.18. Calculating the jet rates with the program of Glover and Stirling we find good agreement with the data and between the two matrix element calculations for the two and three jet rates for Ycut > 0.06. The same applies to the calculation of Kunszt and Trocsanyi [25] for this value of e~. We also compare in Fig. 2 the results of these two calculations with our data for Ycut ~ 0.06. To correct for the expected losses at Ycut = 0.06 due to the Emi n cut used in the GS and KT calculations, we increase their prediction by 2.5%. For Ycut < 0.06 the photon energy cut reduces the phase space involved in the two calculations and as a consequence their predicted photon rates fall below the data. The agreement with the data is good with the possible exception of the one jet rate that is systematically below the data but still compatible within the errors: 10-20% in the calculation of KT and 25-50% in the calculation of GS possibly indicating a non-perturbative contribution [9] .
As can be seen from Fig. 2 , the calculations agree with each other for the two and three jet rate within 3 %. Larger discrepancies are observed only in the one jet rate. We therefore conclude that at least in the region where the one jet cross section is not high, the calculations are in good agreement with each other.
Comparison with QCD shower models
We compare our data, corrected to the parton level, with the three available QCD shower models that include photon emission. We use the models with parameters optimised to describe the global event topologies of inclusive multihadronic Z ~ decays [24, 15] . Such a comparison is a test of the modelling of the patton evolution and is largely independent of the hadronisation prescription. Since our previous publications photon emission has been included in HERWIG. After modifications of the model to allow for large angle photon and gluon emission the authors found that it gives a good description of the published data [ 15] . Our results together with the model predictions are given in Table 2 .
To quantify the consistency of the models with the data we compare the model prediction for the differential distribution DFS R (Yeut) with the measurement. Related to the above discussion about the model dependence of the differential correction factors we correct our measurement separately for the different models. The results are shown in Fig. 3b-d . The differences in terms of standard deviations are shown in Fig. 3 e. We observe the following results for 12 degrees of freedom. As discussed above, the correlated relative error 0 was 0.031 with an additional model specific contribution from the uncertainty due to the AQc D value which amounted to 0.015, 0. 
Eiectroweak quark couplings
The matrix element calculations have two sets of physical parameters; the strong coupling strength ~s and the electroweak quark couplings. The value of ~s has been fixed from the relative jet rates leaving the electroweak couplings as the only free parameters which may influence the absolute photon yield. Based on the KS matrix element calculation we now translate our measurement into the values of the electroweak couplings of quarks. The uncertainties of the prediction originate from the theoretical photon cut-off, the variation in ~1~ and the hadronisation correction.
As suggested in [10] , the measurement of the photon yield together with the hadronic width of the Z ~ allows a determination of the electroweak couplings of up and down type quarks. The measured quantities can be expressed in terms of the coupling constants ci= v~ +a 2 (i = u, d) as follows. The partial width into photons is h F (Z 0 ~ y + jets) (Your) --9 2 n F (Yout) [ Here F(ycut) is the theoretical KS prediction [7] , discussed above, for the fraction of photon events retained for some Ycut and with c~[1)=0.18, G F is the Fermi coupling constant at the muon mass, Mzo the mass of the Z ~ a~ e) =0.122 + 0.006 [28] is the strong coupling con--0.005 stant in second order and c~ is the electromagnetic coupling constant, a,. and v i denote the axial and vector couplings defined by v i = 2 I~, i -4. Qi sine 0 w and a i = 2 13, i" Here I3 L, Q, and 0 w are the third component of the weak isospin, the charge of the quarks and the weak mixing angle, respectively.
The measurement of the photon rate at Ycut = 0.06 in the E0 scheme, where the theoretical and experimental errors are smallest, gives the combination where the first error is due to statistics and experimental systematics, the second error comes from the energy and isolation requirement, and the third one from the uncertainty in es and the theoretical cut-off. Assuming the electroweak couplings of all up type and of all down type quarks to be the same, which is expected to be the case within 2-3%, we combine this results with F(Z~ = 1.740 • 0.012 GeV [29] . The allowed regions for the two combinations of up and down type quark couplings are shown in Fig. 4a . We solve these combinations for c u and c a and obtain c,= 0.945:0.13 ___0.11 _+0.05; The errors on these results are more than twice as small as those in our previous publication. The main improvement is due to the higher statistics and the better theoretical foundation; the total theoretical uncertainty of the previous analysis was dominated by the different event definitions used in the data and the theoretical calculation and led to an estimated error of almost 10%. For this analysis only the value of ~[1) and the photon cut-off is relevant, leading to a theoretical uncertainty of about 3% of the electroweak coupling constants.
The partial widths from this analysis can be compared with those of the Z ~ into charm and bottom quarks using various methods. As shown in Fig. 4b , the results of this analysis are in good agreement with the combined measurements from all LEP experiments using various methods [30] . The errors from this analysis and of the combined LEP values are similar. All these measurements are in agreement with the expectation from the standard model of (Fu+Fc)/2=296.0MeV
and (Fd+Fs+Fb)/3 = 380.3 MeV [31] assuming a top mass of 130 GeV/c 2, a Higgs mass of 300 GeV/c 2 and ~2)=0.12.
Summary
Based on about 1000 observed multihadronic Z ~ decays with final state photons we performed a comparison of the data with recent theoretical calculations. We observe that a Monte Carlo for a matrix element calculation of G(ees) gives a good account of the data. The value of Shown are the relations obtained within one standard deviation from the measured hadronic width and from the photon yield compared to the prediction of the matrix element calculation [7] . Also indicated is the standard model expectation. b Correlation plot of F u versus F d as obtained from this measurement. Displayed is the one standard deviation contour (narrow bar). Also shown are the partial widths of the Z ~ into charm and bottom quarks, combined from all LEP experiments. The standard model value for the average of up and charm, and down, strange and bottom quarks, respectively, is indicated ~) required to describe the jet rates in photon events is in agreement with the value obtained from inclusive multihadronic Z ~ decays. Now that identical procedures for event definition can be applied to theoretical calculations and data, the discrepancy in the one jet rate, which was apparent in our previous publications, vanishes or is at least considerably reduced. Final state photon emission is also a probe of the parton evolution as modelled in QCD shower simulations. We find a confidence level of 0.19 for ARIADNE, and of 0.04 for HERWlG and JETSET. The reduced theoretical errors and the increased statistics lead to a significantly improved measurement of the electroweak couplings of up and down type quarks. 
