Time Series Analysis and Predictionby Means of Statistical Methods – Box-Jenkins by Zatloukal, Radomír
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA STROJNÍHO INŽENÝRSTVÍ
U´STAV MATEMATIKY
FACULTY OF MECHANICAL ENGINEERING
INSTITUTE OF MATHEMATICS
ANALÝZA A PŘEDPOVĚĎ ČASOVÝCH ŘAD POMOCÍ
STATISTICKÝCH METOD SE ZAMĚŘENÍM NA METODU
BOX-JENKINS
TIME SERIES ANALYSIS AND PREDICTION BY MEANS OF STATISTICAL METHODS – BOX
JENKINS
DIPLOMOVA´ PRA´CE
DIPLOMA THESIS
AUTOR PRÁCE RADOMÍR ZATLOUKAL
AUTHOR
VEDOUCÍ PRÁCE RNDr. LIBOR ZˇA´K, Ph.D.
SUPERVISOR
BRNO 2008

Abstrakt
V prvn´ım kroku budeme analyzovat dveˇ rea´lne´ cˇasove´ rˇady, jedna z oblasti energeticke´ a
druha´ z oblasti ekonomicke´. U energeticke´ cˇasove´ rˇady se bude jednat o spotrˇebu elektricke´
energie v USA a v ekonomicke´m prˇ´ıpadeˇ pujde o vy´voj indexu PX50. Pokus´ıme se proka´zat
zda plat´ı cˇi nikoliv hypote´za, zˇe za pomoc´ı testovac´ıch funkc´ı, by bylo mozˇne´, na za´kladeˇ
urcˇity´ch krite´ri´ı, stanovit zastoupen´ı na´hodne´ slozˇky v teˇchto dvou rea´lny´ch rˇada´ch.
Summary
Two real time series, one discussing the area of energy, other discussing the area of eco-
nomy. By the energetic area we will be dealing with the electric power consumption in the
USA, by the economic area we will be dealing with the progress of index PX50. We will
try to approve the validity of hypothesis that with some test functions we will be able to
set down the accidental unit distribution in these two time series.
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Kapitola 1
Úvod
Tato práce je věnována analýze časových řad, se zaměřením na Box-Jenkinsonovu me-
todologii. Je rozdělena do několika kapitol. V druhé kapitole stručně popíšeme základní
vlastnosti časových řad jakožto i samotné definice. Ve třetí kapitole si ukážeme základní
procesy Box-Jenkinsonovi metodologie, a samozřejme i celkový postup při odhadování
modelu včetně jeho verifikace a výpočtu předpovědí. V další kapitole si jen vysvětlíme zá-
kladní postup při odhadování časových řad pomocí jiné metody, a to tzv. Dekompoziční.
Následně bude navazovat další kapitola, která se bude již zabývat naším experimentem,
kde naším cílem bude pokus o vyslovení hypotézi, zda-li se dá určit procentuální zastou-
pení náhodnosti v reálných časových řadách za pomoci testovací funkce. A v poslední
kapitole, kterou bude tvořit závěr, stručně zhrneme všechny naše naměřené výsledky a
stanovíme, zda naše hypotéza má či nemá smysl. Samozřejmě nebude chybět ani příloha,
kde budou vyobrazena naše měření a data. K práci budeme nejčastěji využívat statistický
program STATISTICA a samozřejmě budeme využívat dalších nástrojů jako je Matlab
nebo Excel.
3
Kapitola 2
Časové řady
Než se začnu věnovat samotné problematice časových řad, musíme si říci, co to vlastně
časové řady jsou. Jako první uvedu ryze matematickou definici.
Definice 2.1 Nechť je dán pravděpodobnostní prostor (Ω,A, P ), indexová množina T ⊆ R
a reálná funkce
X : Ω× T → R (2.0.1)
definovaná pro ∀ω ∈ Ω a ∀t ∈ T . Jestliže je X(ω, t) pro ∀t ∈ T borelovsky měřitelná
vzhledem k A, tj.pro ∀B ∈ B a pro ∀t ∈ T
X−1(B) = {ω ∈ Ω : X(ω, t) ∈ B} ∈ A, (2.0.2)
kde B je σ-algebrovských podmožin, pak tuto funkci nazýváme náhodným procesem. Ná-
hodný proces X(ω, t) při pevném ω ∈ Ω se nazývá realizace (trajektorie) procesu. Prav-
děpodobnostní míru
PX(B) = P (X
−1(B))
nazýváme rozdělení pravděpodobností náhodného procesu X(ω, t).
Poznámka: U náhodných veličin místo {X(ω), ω ∈ Ω} píšeme pouze {X} a u náhod-
ných procesů místo {X(ω, t), ω ∈ Ω, t ∈ T} zapisujeme {Xt, t ∈ T}.
Definice 2.2 Pokud T = Z = {0,±1,±2, . . .} nebo T ⊂ Z mluvíme o procesu s dis-
krétním časem nebo o časové řadě či náhodné posloupnosti. Pokud
T = 〈t1, t2〉 , kde −∞ ≤ t1 < t2 ≤ ∞,
říkáme, že {Xt | t ∈ T} je náhodný proces se spojitým časem.
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Nejčastěji se časovými řadami zabývá ve vyhodnocování ekonomických ukazatelů. Ve
většině publikacích se používá této slovní definice:
Časovou řadou rozumíme posloupnost hodnot ukazatelů měřených v určitých časových
intervalech. Tyto intervaly jsou zpravidla rovnoměrné (ekvidistantní), a proto je můžeme
zapsat následujícím způsobem:
x1, x2, . . . , xn neboli xt, t = 1, . . . , n,
2.1. Dělení
Časové řady rozdělujeme na základě několika ukazatelů. Toto rozdělení není striktně dané,
je pouze intuitivní, a to na základě jejich vlastností, které nám pomáhají při její další
analýze. Základní rozdělení je na tyto dva typy:
Deterministické: neobsahují žádný prvek náhody, při znalosti toho, jak jsou generovány,
je můžeme dokonale a bezchybně předpovídat, např. funkce sinus.
Stochastické: jako realizace náhodného procesu, obsahují prvek náhodnosti (skoro všechny
reálné časové řady).
V praxi máme většinou řady stochastické, proto budeme v dalším textu časovými řa-
dami rozumět stochastické časové řady. Dále je dělíme podle délky kroku na ekvidistantní
(konstantní délka kroku) a neekvidistantní, s kterými pracovat není tak snadné, protože
musíme provádět úpravy proměnlivého kroku. Je také dobré si uvědomit, že řady můžeme
dělit na krátkodobé a dlouhodobé. U obou typů nás mohou zajímat rozdílné faktory.
Zatímco u krátkodobých (např. měsíčních) nás často zajímají spíše sezónní vlivy, u dlou-
hodobých spíše existence dlouhodobých trendů. Důležíté je třeba rozdělení ekonomických
řad v naturálním a peněžním vyjádření. U peněžního musíme brát v úvahu i inflaci. Zjed-
nodušeně záleží na dané řadě a konkretním pozorování a na tom, co ve skutečnosti chceme
sledovat.
2.2. Problémy analýzy
V životě je mnoho procesů nepravidelných a nespolehlivých, jejichž struktura se nám
mění přímo před očima. Proto bychom neměli některé problémy při analýze časových řad
opomíjet. Patří mezi ně tyto:
Problémy s volbou časových bodů pozorování. Při statistické analýze jsme v pod-
statě většinou omezeni na analýzu diskrétních časových řad. Ovšem většina ekono-
mických veličin se vyvíjí spojitě, je tedy nutné je nějakým způsobem diskretizovat.
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Volba vhodného způsobu diskretizace a vhodné délky období je poměrně zásadní.
Jednak ovlivňuje množství informace obsažené v datech, jednak špatná volba může
snadno vést k zavádějícím výsledkům. Nicméně i špatná volba bodů měření může
náš odhad průběhu sézónnosti výrazně zkreslit, jak je vidět na obr.2.1.
Obrázek 2.1: Různé volby bodů
Problém s délkou časové řady. Délkou časové řady rozumíme počet pozorování. Právě
počet pozorování výrazně ovlivňuje „množství informaceÿ obsažené v řadě. Není
zde však žádná přímá závislost. Ztrojnásobení počtu pozorování nemusí zname-
nat ztrojnásobení informací. Kupřikladu Box-Jenkinsovské metody vyžadují urči-
tou minimální délku aspoň 50 pozorování. Paradoxně také přílišná délka může být
na závadu. Nejen, že zvyšuje výpočetní nároky, ale předvším se zvyšuje riziko, že
charakter řady (struktura generujícího procesu) se v průběhu času změnil.
Problémy s kalendářem. V současné době se předpokládá různý počet víkendů a pra-
covních dní v měsíci, musíme ale předpokládat i některé pohyblivé svátky. To po-
chopitelně ovlivňuje většinu ekonomických ukazatelů. Dalším problémem mohou být
neočekávané události jako výpadky energie, volby, změny směrnic apod. . Tyto pro-
blémy se řeší různými metodami očištění, například: zavedením standartního měsíce
apod. .
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Problémy s oficiální statistikou. Pro správnou analýzu jsou potřebná „správnáÿ data.
Bohužel je někdy nutné věnovat pozornost i správnosti dat publikovaných oficiální
statistikou. Přinejmenším je potřeba dát si pozor na to, zda jde o odhady prvně
publikované, závěrečné údaje, nebo jejich pozdější korekce.
Probém „ceteris paribusÿ. Je zřejmé, že modely časových řad platí pouze „za jinak
stejných podmínekÿ. Proto musíme opustit starší modely, pokud se výrazně změní
vnější podmínky a struktura procesu.
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Kapitola 3
Box-Jenkinsova metodologie
Box-Jenkinsova metodologie (zkráceně B–J metodologie) ztotožnuje systematickou část
časové řady s částí deterministickou a je založena na myšlence, že časová řada může
být chápána jako řada stochastického charakteru. Zásluha Boxe a Jenkinse nespočívá v
objevení principu, ale ve vytvoření konktrétního postupu, jak tyto principy prakticky
využívat.
Výhody - je flexibilní a rychle se adaptuje na změnu v charakteru modelovaného procesu.
A v mnoha případech dává nejlepší výsledky (vzhledem k MSE-střední čtvercové
chybě).
Nevýhody - musí být dostatečně dlouhé realizace. Také se ztrácí možnost jednoduché
interpretace výsledných modelů. (Lze těžko přesvědčit zadavatele, že řadu lze mo-
delovat pomocí náhodných šoků. Jediným argumentem jsou zde často jen kvalitní
předpovědi získané pomocí těchto modelů).
3.1. Stacionarita
B–J metodologie je odvozena pouze pro stacionární časové řady. Nicméně, některé ne-
stacionární řady lze pomocí snadných postupů převést na řady stacionární. Existují dvě
koncepce stacionarity, silná (též zvaná striktní) a slabá.
Definice 3.1 Časová řada X := {Xt, t ∈ Z} se nazývá striktně stacionární, jestliže
každá distribuční funkce jejího konzistentního systému {Ft}t∈M , nezávisí na posunutí:
Ft(xi) ≡ Ft+h(xi) pro každé t ∈M a h ∈ Z.
Kde M := {t | t = (t1, t2, . . . , tn ∈ T n, ti 6= tj, pro i 6= j, n ∈ N}
8
Jinými slovy striktní stacionarita předpokládá pravděpodobnostní rozdělení dvou od-
povídajících si vektorů hodnot časové řady (xt, xt+1, . . . , xt+k) a (xt+h, xt+h+1, . . . , xt+h+k),
je stejné bez ohledu na to, kde se v časové řadě vektor nachází(tj. pravděpodobnostní roz-
ložení je invariantní1 vůči posunům v čase). Tento předpoklad je ovšem velmi silný a v
praxi lze velmi obtížně ověřit, a proto byl v analýze časových řad zaveden méně omezující
pojem slabá stacionarita.
Definice 3.2 Časová řada X := {Xt | t ∈ Z} se nazývá slabě stacionární, jestliže
jsou splněny následující podmínky:
1. X má konečné druhé momenty: σ2X(t) <∞ pro každé t ∈ Z
2. γX(r, s) = γX(r + h, s+ h) každé r, s, h ∈ Z. h je libovolné.
3. µX(xi) ≡ µX je konstantní funkce.
Jestliže jsou splněny pouze body 1 a 2, pak se nazývá X kovariačně stacionární.
V bodě dva je γX(r, s) autokovariační funkce, kterou si za okamžik nadefinujeme a v bodě
tři se jedná o střední hodnotu časové řady.
Tedy slabě stacionární proces má v každém okamžiku stejnou střední hodnotu a stejný
rozptyl. Kovariance dvou hodnot procesu ve dvou okamžicích závisí pouze na jejich vzdá-
lenosti ne na jejich konkrétním umístění v časové řadě (t). Dále budeme stacionaritou
rozumět, stacionaritu slabou. Pro řady s touto vlastností je snadné popsat vzájemnou zá-
vislost jednotlivých pozorování pomocí autokorelační, resp. parciální autokorelační funkce.
Na obrázku 3.1 a 3.2 mužeme vidět srovnání stacionární a nestacionární řady.
Obrázek 3.1: Stacionární řada
1Invariance-neměnnost
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Obrázek 3.2: Nestacionární řada
3.2. Autokorelační a parciální autokorelační funkce
Autokorelační funkce ACF
V případě stacionárního stochastického procesu Xt lze vyjádřit autokovarianční funkci
mezi veličinami Xt a Xt−k jako
γk = cov(Xt,Xt−k) = E(Xt − µ)(Xt−k − µ), k = 0, 1, . . . , n− 1,
je zřejmé, že hodnota γ0 je právě rozptylem hodnot časové řady σ2. Tuto funkci je snadné
normovat, čímž získáme autokorelační funkci ρk
ρk =
γk
γ0
=
γk
σ2
=
cov(Xt,Xt−k)√
D(Xt)
√
D(Xt−k)
, k = 0, 1, . . . , n− 1
Vzhledem ke stacionaritě hodnota ρ0 = 1 a ostatní hodnoty autokorelační funkce se
pohybují v intervalu < −1, 1 > a její graf nazýváme korelogram, obr. 3.3 . Jejich hodnoty
Obrázek 3.3: Korelogram
jsou pro nás neznámé, ale dokážeme je odhadnout přímo z pozorovaných dat. Čili odhad
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rk autokorelační funkce ρk získáme ze vztahu
rk =
n∑
t=k+1
(xt − x¯)(xt−k − x¯)
n∑
t=1
(xt − x¯)2
, k = 1, 2, . . . , n− 1
Hodnoty autokorelační funkce zobrazují vztah mezi dvěma pozorováními tak, jak je ovliv-
něn pozorováními a náhodnými vlivy mezi těmito pozorováními. Např. hodnota autoko-
relační funkce mezi hodnotami y1 a y5 zahrnuje vliv hodnot y2, . . . , y4. Tedy její hodnota
nám podává informaci o síle lineární závíslosti.
Parciální autokorelační funkce PACF
Abychom abstrahovali vliv vnitřních pozorovaní, zavádí se parciální autokorelační funkce.
Její hodnoty ρkk jsou dány vztahem
ρkk =
det P∗k
det Pk
(3.2.1)
kde det Pk je determinant matice
Pk =

1 ρ1 ρ2 . . . ρk−1
ρ1 1 ρ1 . . . ρk−2
ρ2 ρ1 1 . . . ρk−3
...
...
...
. . .
...
ρk−1 ρk−2 ρk−3 . . . 1

a det P∗k je determinant matice
P∗k =

1 ρ1 ρ2 . . . ρ1
ρ1 1 ρ1 . . . ρ2
ρ2 ρ1 1 . . . ρ3
...
...
...
. . .
...
ρk−1 ρk−2 ρk−3 . . . ρk

Jak je vidět, matice se liší pouze posledním sloupcem. Odhad rkk parciální autokorelační
funkce ρkk získáme snadno dosazením odhadnutých hodnot rk za hodnoty ρk do vztahu
3.2.1.
3.3. Základní procesy
B–J procesy se skládají ze dvou základních procesů. Procesu AR a procesu MA. Z těchto
základních procesů se pak konstruují další složené modely. Než se začneme věnovat sa-
motné analýze, nadefinujeme si tzv. operátor zpětného posunutí. Tento operátor nemá
žádný matematický význam, slouží nám pouze ke zjednodušení zápisu.
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Definice 3.3 Nechť {Xt | t ∈ Z} je náhodný proces. Operátor zpětného posunutí je
definován pomocí výrazu
BXt = Xt−1,
přičemž jej lze aplikovat několikanásobně jako
BjXt = Xt−j
Autoregresní proces AR(p)
Autoregresní proces (Autoregressive process, AR(p)) řádu p označuje takový proces,
kdy je hodnota časové řady v čase t tvořena lineární kombinací minulých hodnot této
řady, tedy
xt = φ1xt−1 + φ2xt−2 + . . .+ φpxt−p + at,
pomocí zpětného operátoru lze zkráceně zapsat
φp(B)xt = at,
kde φp(B) = (1− φ1B − . . .− φpBp).
Dále xt jsou pozorované hodnoty řady v čase t, φi jsou neznámé parametry a at je
hodnota náhodné veličiny v čase t. Předpokládáme, že tato náhodná veličina má cha-
rakter bílého šumu (White Noise obr. 3.4), tj. že je tvořena procesem {at, t ∈ T}, jehož
hodnoty mají nulovou střední hodnotu Eat = 0, v čase konstantní rozptyl Dat = σ2 a
jsou vzájemně nekorelované cov(at, ah) = 0, (h 6= t) (mají nulové ACF a PACF).
Obrázek 3.4: Gausovský bílý šum
Parametr φ je možné chápat jako indikátor ”paměti” procesu. Čím je v absolutní
hodnotě bližší jedné, tím je paměť procesu delší a naopak, čím je bližší nule, tím je paměť
kratší. Je-li roven nule, autokorelační funkce je nulová, proces nemá žádnou paměť a jedná
se o proces bílého šumu.
12
Stále ještě nebyl zaveden pojem invertibilita. Proces je invertibilní, když ho lze převést
na odpovídající (nekonečný) proces AR(∞). Je zřejmé, že AR procesy jsou vždy inverti-
bilní. Podmínky stacionarity se dají přeformulovat na podmínku za pomocí polynomální
rovnice φp(B) = (1− φ1B− . . .− φpBp). Tato podmínka je splněna, leží-li kořeny rovnice
(1− φ1B − . . .− φpBp) = 0 vně jednotkového kruhu.
Hodnoty autokorelační funkce lze vyjádřit na základě diferenční rovnice
ρk = φ1ρk−1 + . . .+ φpρk−p, k = 1, 2, . . .
ACF tvoří kombinace exponenciálně klesajících pohybů (v případě reálných kořenů rov-
nice ρp(B) = 0) a exponenciálně klesajících sinusoidních pohybů (v případě komplexních
kořenů). Hodnoty PACF pro zpoždění k = 1, 2, . . . , p jsou různé od nuly, pro další zpoždění
se potom rovnají nule.
Proces klouzavých součtů MA(q)
Proces klouzavých součtů (Moving Averiges, MA(q)) řádu q označuje takový proces,
kdy hodnota vysvětlované veličiny v čase t je tvořena lineární kombinací současných a
minulých hodnot náhodné veličiny at. Tato veličina má charakter bílého šumu.
xt = at − θ1at−1 − θ2at−2 − . . .− θqaq,
nebo také opět pomocí zpětného operátoru
xt = θq(B)at.
MA procesy jsou vždy stacionární. Invertibilní je, pokud jsou všechny kořeny polynomu
(1− θ1B − . . .− θqBq) = 0 vně jednotkové kružnice. Pak ACF je tvaru
ρk =
−θk + θ1θk+1 + . . .+ θq−kθq
1 + θ21 + . . .+ θ2q
, k = 1, 2, . . . , q,
ρk = 0, k > q.
Hodnoty ACF jsou tedy pro zpoždění k = 1, 2, . . . , q různé od nuly, pro další zpoždění
se potom rovnají nule. PACF tvoří kombinace exponenciálně klesajících pohybů (v pří-
padě reálných kořenů rovnice θq(B) = 0) a exponenciálně klesajících sinusoidních pohybů
(v případě komplexních kořenů).
Autoregresní proces klouzavých součtů ARMA(p, q)
Autoregresní proces klouzavých součtů (nebo také smíšený proces) má tvar
xt = φ1xt−1 + φ2xt−2 + . . .+ φpxt−p + at − θ1at−1 − θ2at−2 − . . .− θqaq.
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Tento proces je spojením či zobecněním základních procesů AR a MA. Je zřejmé, že
ARMA(p, 0) dává proces AR(p), stejně tak je to s procesem MA(q).
Tvar ACF bude obdobný jako v případě procesu AR(p), tj. bude mít formu kombi-
nace exponenciálně klesajících pohybů a exponenciálně klesajících sinusoidních pohybů.
Tento tvar však bude následovat až po prvních q − p hodnotách, jestliže q > p. Hodnoty
ρ0, ρ1, . . . , ρq−p tento tvar mít nebudou. Pro k > p− q se PACF bude v případě, že p > q
chovat stejně jako u procesu MA(q). Pro k ≤ p− q je však tvar této funkce odlišný.
3.4. Integrované a sezónní procesy
Dosud jsme se zabývali pouze stacionárními procesy. Zejména v ekonomické praxi se však
můžeme setkat s časovými řadami tvořenými nestacionárními stochastickými procesy.
Nejedná se jen o řady ekonomické, ale i energetické, s kterými budeme také pracovat.
Nestacionarita procesu může být způsobena buď v čase se měnící střední hodnotou, nebo
v čase se měnícím rozptylem procesu.
Protože doposud uvedené procesy lze aplikovat pouze na stacionarní řady (dají se
aplikovat i na nestacionární řady, bohužel s podstatně významnou chybou), zavádí se
integrované procesy.
Proces náhodné procházky
Uvažujme proces
Xt = Xt−1 + at,
který se nazývá proces náhodné procházky (Random Walk Process) zobrazeného na
obr.3.5 . Jedná se o zvláštní případ procesu AR(1), kde φ1 = 1, pomocí zpětného operátoru
posunutí jej lze vyjádřit jako
(1−B)Xt = at. (3.4.2)
Vzhledem k tomu, že
Xt = (Xt−2 + at−1) + at = (Xt−3 + at−2) + at−1 + at = . . . ,
lze proces přepsat do formy
Xt = at + at−1 + at−2 + . . . =
∞∑
i=0
at−i.
Náhodná procházka je nestacionární proces. Zdrojem její nestacionarity je stochas-
tický trend
∑
aj
t
j=1. Je tedy zřejmé, že proces náhodné procházky je tvořen kumulováním
náhodných veličin tvořících proces bílého šumu. Proces náhodné procházky se také nazývá
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Obrázek 3.5: Náhodná procházka
integrovaný proces. Protože jeho první diference je proces bílého šumu, nazývá se inte-
grovaný proces řádu jedna a označuje I(1) (stacionární procesy, jako je například proces
bílého šumu, či procesy AR, MA a ARMA, se označují I(0)). V případě, že je proces 3.4.2
modifikován do tvaru
(1−B)dXt = at, d = 2, 3, . . .
nazývá se integrovaným procesem řádu d a označuje se I(d).
Proces ARIMA
Vykazuje-li po transformaci integrovaného procesu pomocí diference d-tého řádu vý-
sledný proces takové autokorelace a parcialní autokorelace, že jej lze vyjádřit ve formě
stacionárního a invertibilního modelu ARMA(p, q), potom se původní integrovaný proces
vyjádřený ve formě
φp(B)(1−B)dxt = θq(B)at
nazývá autoregresní integrovaný proces klouzavých průměrů řádu p,d,q a označuje se jako
ARIMA(p, d, q). Vlastnosti tohoto typu procesu jsou obdobné jako vlastnosti náhodné
procházky. Tyto procesy se někdy nazývají pouze integrované procesy řádu d.
Sezónní procesy
Prozatím jsme se zabývali nesezónními procesy, nyní si ukážeme sezónní procesy. Myš-
lenka těchto procesů je následující, když jsme se zabývali vzájemnou závislostí mezi veliči-
nami . . . , xt, xt+1, xt+2, . . . u výše popsaných procesů a tento proces obsahuje ještě sezónní
kolísání, lze očekávat i závislost mezi sobě odpovídajícími veličinami v jednotlivých se-
zónách. Tedy mezi veličinami . . . , xtS, xt+1S, xt+2S, . . ., kde S je délka sezónní periody
(např. u měsíčních časových řad s=12). Protože podmínky pro stacionaritu a invertibilitu
jsou obdobné, popíšeme si základní sezónní procesy SAR, SMA, SARMA, SARIMA, ve
zkrácenné formě.
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Sezónní autoregresní proces SAR(P )
Xt = Φ1Xt−S + Φ2Xt−2S + . . .+ ΦPXt−PS + at,
pomocí operátoru zpětného posunutí jej lze zapsat jako
(1− Φ1BS − Φ2B2S − . . .− ΦPBPS)Xt = at, resp. ΦP (BS)Xt = at.
Sezónní proces klouzavých průměrů SMA(Q)
Pomocí operátoru zpětného posunutí
Xt = (1−Θ1BS −Θ2B2S − . . .−ΘQBQS)at = ΘQ(BS)at.
Smíšené sezonní a nesezonní procesy SARMA(p, q)(P,Q)
Pomocí operátoru zpětného posunutí lze tento model vyjádřit jako
φp(B)ΦP (B
S)Xt = θq(B)ΘQ(B
S)at,
kde
φp(B) = (1− φ1B − φ2B2 − . . .− φpBp),
θq(B) = (1− θ1B − θ2B2 − . . .− θqBq),
ΦP (B
S) = (1− Φ1BS − Φ2B2S − . . .− ΦPBPS),
ΘQ(B
S) = (1−Θ1BS −Θ2B2S − . . .−ΘQBQS).
Proces SARIMA(p, d, q)(P,D,Q)S
Předpokládejme, že proces obsahuje oba typy závíslostí výše popsaných. Závislost
uvnitř period je zachycena modelem ARIMA
φp(B)(1−B)dxt = θq(B)bt.
Proces {bt} obsahuje pouze sezónní závislosti a může být popsán modelem
ΦP (B
S)(1−BS)Dbt = ΘQ(BS)at,
kde ΦP (BS) = 1−Φ1BS − . . .−ΦPBPS a ΘQ(BS) = 1−Θ1BS − . . .−ΘQBQS. Prostřed-
nictvím členu (1− BS) se konstruují sezónní diference. Jestliže se procesy spojí, získá se
proces
ΦP (B
S)φp(B)(1−B)d(1−BS)Dxt = θq(B)ΘQ(BS)at,
který je označován jako SARIMA(p, d, q)(P,D,Q)S, kde p je řád procesu AR, q řád pro-
cesu MA, d řád prosté diference, P řád sezónního procesu SAR, Q řád sezónního procesu
SMA, D řád sezónní diference a S je délka procesu.
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3.5. Identifikace procesu
Počátečním stádiem tvorby modelu je obecně rozhodnutí o struktuře tohoto modelu. Situ-
ace je obvykle (aspoň teoreticky) jednoduchá u ekonometrických nebo stavových modelů,
jejichž struktura je dána podkladovou ekonomickou teorií. V případě dekompozičních mo-
delů, které ještě zmíníme, může být také někdy ekonomická teorie využita, navíc je možné
charakter trendu a ostatních složek „odhadnoutÿ z grafu řady. Pro B–J modely bez vysvět-
lujících vstupů, tj. modely AR, MA, ARMA, ARIMA apod., to však neplatí. K dispozici
obvykle není žádná podkladová hypotéza o závislostech mezi současnou a minulou hod-
notou vysvětlované veličiny, natož pak o vztahu vysvětlované veličiny a minulých hodnot
náhodné složky.
Přesto je právě volba počtu zpoždění v autoregresní složce p a složce klouzavých součtů
q klíčová pro tvorbu modelu. Jde o nelehkou úlohu, jenž je v mnoha případech závislá
na citu a zkušenosti analytika. Identifikace je přitom pouze první fází konstrukce modelů,
neboť identifikovaný model je třeba ještě ověřit a upravit. Podívejme se nyní na jednotlivé
kroky identifikace modelu.
Proces ARIMA
Prvním krokem při identifikaci časové řady je prozkoumání jejího grafu. V mnoha pří-
padech je možné na první pohled rozpoznat nestacionaritu řady, třeba přítomností trendu,
popřípadě další problémy jako jsou odchýlená pozorování, sezónnost apod. V této fázi jde
především o subjektivní zhodnocení situace. Nicméně, již na základě tohoto zhodnocení je
možné vhodnou transformací převést na řadu stacionární (stacionarizovat) časovou řadu,
či provést jiné úpravy jako je linearizace časové řady, resp. její stabilizace z hlediska roz-
ptylu pomocí logaritmické transformace. Tento typ transformace je však vhodné provádět
před vlastním diferencováním časové řady. Důvodem je skutečnost, že diferencováním je
možné získat i záporné hodnoty.
Druhým krokem je odhadnout výpočet odhadů ACF a PACF původní časové řady.
Na jejich základě je možné potvrdit, že časovou řadu je třeba stacionarizovat (v případě,
že hodnoty výběrové ACF a PACF v prvním zpoždění jsou velmi blízké jedné a ostatní
hodnoty výběrové ACF klesají pomalu).
Po stacionarizaci časové řady se snažíme určit, jaký proces časovou řadu generuje.
Používají se výběrové ACF a PACF pro identifikaci modelů AR a MA (nalezení hodnot
p,q). Tato identifikace je založena na principu podobnosti výběrové ACF a PACF s te-
oretickými ACF a PACF, kterými je každý B-J proces jednoznačně určen. Jak je vidět
v tabulce 3.1 a na obr.3.6.
Proces SARIMA
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Model ACFE PACF
AR(p) exponenciální a/nebo exponeci-
álně sinusoidní pokles
φkk = 0 pro k > p
MA(q) ρk = 0 pro k > p Omezená exponenciálním a/nebo
exponenciálně sinusoidním pokle-
sem
ARMA(p, q) Od zpoždění (q − p) pro q > p
exponenciální nebo exponeciálně
sinusoidní pokles
Od zpoždění (p − q) pro p >
q omezená exponenciálním nebo
exponeciálně sinusoidní pokles
Tabulka 3.1: Tvary ACF a PACF procesů AR, MA, ARMA
Obsahuje-li časová řada také sezónní složku, je třeba identifikovat model typu SARIMA.
Princip je stejný jako v předchozím případě .
Nejprve je třeba časovou řadu stacionarizovat. Pokud je to nutné, linearizuje se řada
pomocí logaritmické transformace. Poté se řada diferencuje, je třeba přitom mít na paměti,
že sezónní diference zahrnuje rovněž diferenci prostou. Stacionarizaci pomocí sezónní di-
ference indikuje tvar výběrové ACF a PACF. Tyto funkce jsou charakteristické vysokými
hodnotami v nesezónních frekvencích.
V další fázi se vypočítá výběrová ACF a PACF pro stacionarizovanou časovou řadu,
s jejich pomocí se potom určí typ sezónních modelů SAR, SMA, či SARMA (v sezónních
frekvencích mají tyto funkce statisticky významně odlišné hodnoty od nuly, tyto hodnoty
však nejsou tak vysoké, aby bylo možné časovou řadu považovat za nestacionární). Po
identifikaci a určení modelu sezónní složky je třeba vypočítat výběrovou ACF a PACF
tentokrát pro rezidua sezónního modelu a na jejich základě posoudit, zda by bylo vhodné
model doplnit o složku AR, MA či ARMA.
Protože ACF a PACF jsou nutně náhodně vychýleny proti teoretickým hodnotám,
umožňují proto jen přibližný odhad typu procesu a řádu procesu v jednotlivých slož-
kách. Obvykle se vyzkouší víc alternativních modelů a z nich se vyberou ty, které mají
všechny parametry statisticky významné a z nich dále ten model, který poskytuje nejlepší
vysvětlení.
3.6. Verifikace procesu
Výše jsme zmínili jednu z mnoha cest, jak odhadnutý model označit za vyhovující. Je
mnoho testů, kterými se odhanutý model ověřuje. My si zde uvedeme pouze tři z nich.
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Obrázek 3.6: Typické tvary ACF a PACF pro ARMA(p, q)
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Testování reziduí
Jednou ze dvou základních podmínek je, aby rezidua modelu měla charakter bílého
šumu. Je tedy třeba otestovat normalitu reziduí a jejich nekorelovanost. My si uvedeme
pouze korelační testy. Přítomnost autokorelace v reziduích lze otestovat odhadem auto-
korelační funkce, resp. výběrové autokorelační funkce
rk =
∑
t âtât−k∑
t â
2
t
.
Pokud hodnoty této funkce leží uvniř intervalu ±2/√T (95% interval spolehlivosti), mů-
žeme hypotézu o nekorelovanosti přijmout. V opačném případě to je silný důvod pro
zamítnutí modelu jako celku. A je vhodné pokusit se identifikovat model s větším počtem
parametrů AR,MA,. . . atd.
Druhá možnost ověření nekorelovanosti reziduí je tzv. Portmanteau test. Je-li model
vyhovující, potom statistika
Q = n(n+ 2)
K∑
k=1
r2k
n− k ,
kde K je vhodně zvolené číslo a doporučuje se blízké
√
n, kde n je počet pozorování. Pro
model ARMA(p, q) má Q statistika přibližně χ2 rozdělení s K − p − q stupni volnosti.
Pokud Q překročí kritickou hodnotu χ2K−p−q(α), pak na hladině významnosti α zamítneme
hypotézu, že rezidua jsou nekorelovaná.
Testování parametrů modelu
Posledním zde uvedeným testem je test jednotlivých parametrů modelu, tj. parametr
φi, pro i = 1, 2 . . . , p a θi, pro i = 1, 2 . . . , q. Testování se provádí na základě t-
testů, resp. pomocí statistik
Tφi =
φ̂i
Ŝφi
, pro i = 1, 2 . . . , p, (3.6.3)
Tθi =
θ̂i
Ŝθi
, pro i = 1, 2 . . . , q,
kde Ŝφi a Ŝθi jsou odhady směrodatných chyb odhadů jednotlivých parametrů.
Poměrně často se stává, že identifikace modelu není jednoznačně určena, nebo že při
zkoušení alternativních modelů je zjištěno, že data lze modelovat několika alternativními
modely. A jak jsme již zmínili, existují další kritéria, podle kterých se rozhodujeme o
vhodnosti daného modelu. Kupříkladu historicky nejstarším kritériem je AIC (Akaike
Information Criterion) nebo BIC(Bayesian Extension of Information Criterion). Jinou
možností je vybrat model, který poskytuje nejlepší předpovědi.
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3.7. Předpověď procesu
Předpověď s minimální střední čtvercovou chybou
Úkolem je předpovědět budoucí hodnoty v čase XT+h. V této souvislosti se T nazývá
prahem predikce a h se označuje jako horizont predikce. Lineární proces v čase (T + h)
lze podle principu „ceteris paribusÿ zapsat ve formě
XT+h = aT+h + ψ1 + . . .+ ψh−1aT+1 + ψhaT + ψh+1aT−1 + . . . = ψ(B)aT+h,
kde ψ(B) = φp(B)−1∆−1θq(B). Předpověď hodnoty XT+h pro h ≥ 1 je konstruován v
čase T , takže jsou známy hodnoty XT , XT−1, . . ., které jsou jejich lineární kombinací.
Předpověď s minimální čtvercovou chybou lze zapsat ve formě
XT (h) = ψ
∗
haT + ψ
∗
h+1aT−1 + ψ
∗
h+2aT−2 + . . . .
Střední čtvercová chyba (Mean Square Error) předpovědi je
MSE [XT (h)] = E[XT+h −XT (h)]2 = σ2a
h−1∑
j=0
ψ2j + σ
2
a
∞∑
j=0
(ψh+j − ψ∗h+j)2,
minimální je tehdy, jestliže ψ∗h+j = ψh+j, j = 0, 1, . . .. Z toho plyne, že
XT (h) = ψhaT + ψh+1aT−1 + ψh+2aT−2 + . . . .
Za předpokladu, že
E(aT+j | XT , XT−1, . . .) =
{
aT+j, j ≤ 0
0, j > 0,
lze psát
E(XT+h | XT , XT−1, . . .) = ψhaT + ψh+1aT−1 + ψh+2aT−2 + . . .
Z toho vyplývá, že
XT (h) = E(XT+h | XT , XT−1, . . .),
tj. předpověď hodnoty v čase (T+h) s minimální čtvercovou chybou je podmíněná střední
hodnota náhodné veličiny XT+h. Předpovědní chyba má formu
eT (h) = XT+h −XT (h) =
h−1∑
j=0
ψjaT+h−j.
Její střední hodnota je tedy nulová, tj. E[eT (h)] = 0. Rozptyl předpovědi se rovná její
střední čtvercové chybě a má formu
D[XT+h | XT , XT−1, . . .] = D[eT (h)] = σ2a
h−1∑
j=0
ψ2j .
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Pro normální (gaussovský) stochastický proces je (1 − α)100% předpovědní interval vy-
mezen hranicemi
XT (h)± u1−α/2[
h−1∑
j=0
ψ2j ]
1/2σa,
kde u1−α/2 je (1− α/2)100% kvantil normovaného normálního rozdělení. Pro stacionární
procesy , tj. v případě, že d = 0, existuje limh→∞
∑h−1
j=0 ψ
2
j . To znamená, že interval
spolehlivosti se limitně blíží ke dvěma horizontálně paralelním přímkám. Pro nestacionární
procesy, tj. v případě, že d = 1, 2, . . ., limh→∞
∑h−1
j=0 ψ
2
j neexistuje. Proto se také interval
spolehlivosti s rostoucím horizontem předpovědi h rozšiřuje neomezeně.
Výpočet předpovědi
Při výpočtu se vychází ze skutečnosti, že předpověď XT (h) je dána podmíněnou střední
hodnotou E(XT+h | XT , XT−1, . . .). Z tohoto důvodu lze pro výpočet předpovědi použít
přímo daný model ve formě diferenční rovnice. Předpokládá se, že
αp+d(B) = φp(B)(1−B)d = (1− α1B − . . .− αp+dBp+d).
Model ve formě ?? může být přepsán do podoby
(1− α1B − . . .− αp+dBd)Xt = (1− θ1B − . . .− θqBq)at,
pro t = T + h potom
XT+h = α1XT+h−1 +α2XT+h−2 + . . .+αp+dXT+h−p−d + aT+h− θ1aT+h−1− . . .− θqaT+h−q
Tedy předpověď s horizontem h konstruovaná v čase T má tvar
XT (h) = α1XT (h−1) + . . .+αp+dXT (h−p−d) +aT (h)− θ1aT (h−1)− . . .− θqaT (h− q),
(3.7.4)
kde
XT (j) = E(XT+j | XT , XT−1, . . .) pro j ≥ 1,
XT (j) = XT+j pro j ≤ 0,
aT (j) = 0 pro j ≥ 1,
aT (j) = XT+j −XT+j−1(1) = aT+j pro j ≤ 0.
Pro odhadnuté parametry daného modelu, v našem případě pro proces ARIMA, se
předpověď konstruuje na základě modelu 3.7.4, do kterého se místo známých hodnot
parametrů dosadí jejich odhady. Intuitivně mužeme také konstatovat, že předpovědní
interval je pro odhadnuté parametry širší.
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Kapitola 4
Dekompozice časových řad
Klasická analýza časových řad vychází z předpokladu, že časovou řadu je možné rozložit
na čtyři složky.
4.1. Složky řady
Trendová Složka (T) vyjadřuje dlouhodobou tendenci vývoje zkoumaného jevu. Je vý-
sledkem faktorů, které dlouhodobě působí stejným směrem, např. technologie vý-
roby, podmínky na trhu apod.
Cyklická složka (C) vyjadřuje kolísání okolo trendu, ve kterém se střídají fáze růstu a
poklesu. Jednotlivé cykly (periody) se vytvářejí za období delší než jeden rok a mají
nepravidelný charakter, tj. různou délku a amplitudu. Cykly jsou v ekonomických
časových řadách způsobeny ekonomickými a neekonomickými faktory. V posledních
letech se věnuje pozornost zejména technologickým, inovačním či demografickým
cyklům. Zároveň je to nejspornější část časové řady. Protože se dekompoziční metody
používají především na krátkodobé a střednědobé předpovědi, bývá cyklická složka
někdy zanedbána, tj. zahrnuta do trendu.
Sezónní složka (S) vyjadřuje pravidelné kolísání okolo trendu v rámci kalendářního
roku. Sezónní výkyvy se opakují každoročně ve stejných obdobích (délka periody
je jeden rok) a vznikají v důsledku střídání ročních období nebo vlivem různých
institucionalizovaných zvyků, jako jsou např. svátky, dovolené apod.
Nesystematická složka (I) vyjadřuje nahodilé a jiné nesystematické výkyvy, ale také
chyby měření apod.
Trendová a cyklická složka mohou být přítomné v časových řadách ročních údajů, ale
také v krátkodobých časových řadách, tj. v řadách s intervalem sledování kratším než jeden
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rok, např. čtvrtletních, měsíčních, týdenních apod. Sezónní složka se vyskytuje pouze v
krátkodobých časových řadách, obvykle v měsíčních a čtvrtletních. Nesystematická složka
je přítomná v každé časové řadě.
Obrázek 4.1: Jednotlivé složky časové řady
4.2. Typy dekompozice
Při dekompozici se vychází ze tří různých modelů časové řady: aditivního, multiplikativ-
ního a smíšeného. Tyto modely specifikují, jakým způsobem jsou jednotlivé složky časové
řady „skloubenyÿ dohromady.
• Aditivní model předpokládá, že hodnoty časové řady se dají určit jako součet
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hodnot jednotlivých složek, tedy že
xt = Tt + Ct + St + It
V tomto modelu je každá ze složek uváděna v absolutní hodnotě a má stejnou
Obrázek 4.2: Časová řada s aditivní sezónní složkou
jednotku jako celý sledovaný ukazatel Xt.
• multiplikativní model předpokládá, že hodnoty časové řady se dají určit jako
součin hodnot jednotlivých složek, tj.
xt = Tt · Ct · St · It
U multiplikativních časových řad přisuzujeme absolutní hodnotu (a tedy i jednotku)
Obrázek 4.3: Časová řada s multiplikativní sezónní složkou
pouze trendu; ostatní složky považujeme za bezrozměrné koeficienty.
• Smíšený model je vlastně jen kombinací obou předchozích přístupů. Některé
složky mohou být v součtu, jiné v součinu. Typickým příkladem může být třeba
takovýto model časové řady:
xt = Tt · Ct · St + It
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Smíšené časové řady se identifikují nejobtížněji.
Při dekompozici se snažíme nejdříve identifikovat trend a potom teprve sezónní složku.
Někdy se však postupuje i opačně. K identifikaci trendu se používají nejčastěji především
čtyři následující metody:
• naivní modely
• proložení matematickou křivkou
• vyrovnání metodou klouzavých průměrů
• exponenciální vyrovnání
4.3. Analýza trendové složky
My se budeme zabývat pouze exponenciálním vyrovnáváním. To patří mezi tzv. adaptivní
metody vyrovnávání trendu, které se přizpůsobují změnám v charakteru analyzované
veličiny z důvodu zpracování dané řady po částech nebo použití „zapomínáníÿ starých
hodnot.
My si zde ukážeme podstatu na tzv. dvojitém exponenciálním vyrovnání, které je
vhodné použít pro krátké období s lineárním charakterem. Odhadují se pak dva parametry
b0 a b1 na základě minimalizace výrazu
S2 =
t−1∑
τ=0
γτ (xt−τ − b0 − b1(−τ))2 → min,
kde γ ∈ (0, 1〉 je koeficient zapomínání. Řešením normálních rovníc získáme vztahy
b0 − γ1− γ b1 = (1− γ)
∞∑
τ=0
γτxt−τ , (4.3.1)
γb0 − γ(γ + 1)1− γ b1 = (1− γ)
2
∞∑
τ=0
τγτxt−τ . (4.3.2)
Pro zjednodušení můžeme pravou část první normální rovnice pojmenovat jednoduchá vy-
rovnávací statistika (odpovídá totiž jednoduchému exponenciálnímu vyrovnání) a označit
ji symbolem St
St = (1− γ)
∞∑
τ=0
γτxt−τ = (1− γ)xt + γSt−1. (4.3.3)
Dále zavedeme dvojitou vyrovnávací statistiku, která je vlastně jednoduchým exponenci-
álním vyrovnáním jednoduché vyrovnávací statistiky St
S
′
t = (1− γ)
∞∑
τ=0
γτSt−τ = (1− γ)St + γS ′t−1. (4.3.4)
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Pokud tyto statistiky dosadíme do 4.3.2, pak lze snadno získat odhady parametrů v čase
t
bˆ0(t) = 2St − S ′t, bˆ1(t) =
1− γ
γ
(
St − S ′t
)
.
Předpověď na čas t+ γ na základě informací v čase t má tvar
yˆt+τ (t) = bˆ0(t) + bˆ1(t)τ =
(
2 +
(1− γ)τ
γ
)
St −
(
1 +
(1− γ)τ
γ
)
S
′
t.
Počáteční hodnoty S0 a S
′
0 získáme dosazením do vztahů, kde parametry bˆ0 a bˆ1 jsou
regresní odhady parametrů získané tak, že prvních 6 nebo n/2 pozorování proložíme
přímkou. Koeficient zapomínání γ hledáme simulací, která se snaží najít nejvhodnější
hodnotu, pro kterou dává model nejmenší součet čtverců chyb předpovědi. Čili srovnává
se skutečná hodnota s předpovědí z minulého kroku. Předpovědní (1 − α)100% interval
je tvaru
(xˆt+τ (t)− u(α/2)dτ∆(n), xˆt+τ (t) + u(α/2)dτ∆(n)) , (4.3.5)
kde u(α/2) je (1 − α)100% kvantil normovaného normálního rozdělění N(0, 1),∆(n) je
průměrná absolutní chyba předpovědi o jeden krok dopředu
∆(n) =
n∑
t=1
|xt − xˆt(t− 1)|
n
a
dτ = 1.25
√√√√1 + 1−γ(1+γ)3 ((1 + 4γ + 5γ2) + 2(1− γ)(1 + 3γ)τ + 2(1− γ)2τ2)
1 + 1−γ(1+γ)3 ((1 + 4γ + 5γ
2) + 2(1− γ)(1 + 3γ) + 2(1− γ)2) .
4.4. Analýza sezónní složky
Nyní se zaměříme na odhad sezónní složky. Představíme si Wintersovu metodu, která
je zobecněním exponenciálniho vyrovnání. Předpokládejme, že trend odpovídá výše po-
psanému dvojitému exponenciálnímu vyrovnání. Označme model následujícím způsobem.
Máme k dispozici n pozorování, rok je tvořen m sezónními obdobími. Odhady sezónní
složky St v čase t označme st(t). Úroveň trendu označíme a0(t)
aˆ0(t) = bˆ0(t) + bˆ1(t).
Narozdíl od exponenciálního vyrovnání, které používá pouze jeden koeficient zapomínání,
Wintersova metoda používá tři různé koeficienty γ, δ, η ∈ (0, 1〉. Adaptační vzorce mul-
tiplikativního modelu sezónnosti pro výpočet odhadovaných hodnot z jejich minulých
hodnot mají tvar
aˆ0(t) = γ
xt
st−m(t−m) + (1− γ)(aˆ0(t− 1) + bˆ1(t− 1)),
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bˆ1(t) = δ(a0(t)− aˆ0(t− 1)) + (1− δ)bˆ1(t− 1),
st(t) = η
xt
aˆ0(t)
+ (−η)st−m(t−m).
Tyto vztahy maji intuitivní odůvodnění. Odhad úrovně trendu aˆ0(t) v čase t je opravou
předpovědi aˆ0(t−1)+ bˆ1(t−1) nové hodnoty podle současného měření xt/st−m(t−m). Zde
používáme minulý odhad sezónní složky, protože nový ještě není k dispozici. Koeficient
zapomínání γ slouží jako váha mezi minulou a současnou hodnotou. Stejným způsobem
je možné odůvodnit i adaptační vztahy pro výpočet bˆ1(t) a st(t).
Předpověď na čas t+ τ na základě informací dostupných v čase t je tvaru
xˆt+τ (t) = (aˆ0(t) + bˆ1(t)τ)st+τ−m(t+ τ −m). (4.4.6)
V případě, že τ je velké číslo, takže sezónní faktor pro čas t+ τ −m ještě není k dispozici,
použijeme poslední známou hodnotu odpovídajícího sezónního faktoru, tedy hodnotu z
času t+ τ − 2m, t+ τ − 3m atd. Vyrovnanou hodnotu získáme ze vztahu 4.4.6 dosazením
za τ = 0, tedy ze vztahu
xˆt(t) = aˆ0(t)st(t).
Přibližný interval spolehlivosti předpovědi má na hladině významnosti α tvar 4.3.5, kde
∆(n) =
∑n
t=1
∣∣∣ xtst−m(t−m) − aˆ0(t− 1)− bˆ1(t− 1)∣∣∣
n
,
dτ = 1.25
√√√√1 + θ(1+ν)3 ((1 + 4ν + 5ν2) + 2θ(1 + 3ν)τ + 2θ2τ 2)
1 + θ(1+θ)3 ((1 + 4ν + 5ν
2) + 2θ(1 + 3ν) + 2θ2)
,
kde θ = max(γ, δ, η) a ν = 1− θ.
Počáteční hodnoty parametrů spočítáme dle
bˆ1(0) =
x¯r − x¯1
(r − 1)m,
aˆ0(0) = x¯1 − m2 b1(0),
st(t) =
m∑m
i=1 s¯i
s¯t+m, t = 1−m, 2−m, . . . , 0,
kde r je počet let, pro která máme k dispozici pozorování, y¯j je aritmetický průměr hodnot
pozorování yt v roce j,
s¯i =
1
r
r−1∑
j=0
s∗i+mj, i = 1, . . . ,m,
s∗t =
xt
x¯j − ((m+ 1)/2− i)bˆ1(0)
, t = 1, . . . ,mr,
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kde j označuje v posledním vztahu číslo roku a index i číslo sezónního období, které
odpovídá času t. Kupříkladu pro t = m+ 1 je j = 2 a i = 1.
Pro vlastní vyrovnání je zapotřebí ještě stanovit hodnoty koeficientů zapomínání
γ, δ a η. Určujeme je obdobným způsobem, který byl popsán výše.
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Kapitola 5
Experimentální část
Již od pradávna se snaží lidstvo odhadovat, co by mohlo nastat v blízké budoucnosti. Ať
už v podobě věštění z karet, numerologie, nebo v posledních letech snahou o vytvoření
kvalitních modelů, které by na základě dat z minulosti mohly odhadnout, jaká budou data
v blízké budoucnosti. Proto je naším cílem pokusit se tak trochu o nemožné. A to, zda-li
je možné odhadnout z dané časové řady zastoupení náhodné složky. Vezmeme si příklad,
pokud budeme mít časovou řadu jako na obr.5.1 , která je řadou energetickou, vyjadřující
spotřebu elektrické energie v USA za posledních 11 let. Je zcela viditelné, že tato řada
vykazuje jistou pravidelnost a i intuitivně můžeme říci, že náhodnost v této řadě bude
jistě malá. Jako druhou řadu jsme si vybrali ekonomickou. Jedná se o vývoj indexu PX50,
viz obr.5.6, která by mohla mít větší zastoupení náhodné složky.
My se zde budeme zabývat pouze základními B–J modely, přestože dnes se už pracuje
s jejich upravenými modely, jako např. GARCH, STGARCH, . . . atd. . Tento postup je
zcela zřejmý, pokud naše teorie nebude platit pro základní modely, je zcela zřejmé, že
nebude platit ani pro odvozené.
Vypočítané hodnoty predikce daným modelem budeme porovnávat s našimi testova-
cími funkcemi, resp. s jejich vypočtenými predikcemi.
5.1. Energetická řada
Jak jsme již zmínili, z reálných řad jsme si vybrali dvě řady. Jedna je z oblasti ekonomie a
druhá je z oblasti energetiky. V případě energetické řady byla zvolena spotřeba elektrické
energie v USA, která je vyjádřena měsíční spotřebou v miliónech kilowatthodin za období
od začátku roku 1996 až po konec roku 2007, obr.5.1. Pro zjednodušení v další části textu,
pojmenujeme tuto časovou řadu „USAÿ.
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Obrázek 5.1: Spotřeba energie v USA
Stacionarizace
Prvním krokem naší analýzy je zjištění, zda řada je řadou stacionární či nestacionární.
Pro potvrzení stacionarity se používají nejrůznější testy, ovšem na první pohled je z grafu
zřejmé, že se jedná o řadu nestacionární. Navíc je i vidět výraznou sezónnost. Vzhle-
dem k tomu, že sezónní výkyvy mají rostoucí tendenci, bude vhodné řadu stabilizovat
logaritmickou transformací danou vztahem
x∗t = lnxt,
kde xt jsou hodnoty původní řady. Transformovaná řada x∗t zobrazená na obr.A.1 vykazuje
při pohledu na její autokorelační funkci obr.A.2 a parciální autokorelační funkci obr.A.3
nám jen potvrzují sezónní charakter. Vzhledem k relativně blízkým (prvním) hodnotám
jedné aplikujeme první defirence. Také je vidět v bodech 12 a 24 nutné použití sezónních
diferencí. Tyto diference jsou dány vztahem
x∗∗t = x
∗
t − x∗t−p,
kde p udává místo potřebné diference, tedy nabývá p hodnot 1 a poté 12.
Po této transformaci a následných diferencích už dostáváme aspoň na první pohled řadu
stacionární obr.A.4 . Také její ACF a PACF ukazují, že jsme se zbavili všech silných
závislostí. Pro ověření stacionarity byl použit KPSS test, který je založen na testování
nulté hypotézy H0:řada je stacionární. Testovaná statistika má hodnotu
T = 0.3697 < 0.463 = k0,05 < 0.739 = k0,01,
kde kα je kritická hodnota testu na hladině významnosti α.
Odhad a verifikace modelu
Nyní přistoupíme k dalšímu kroku, kterým je odhad parametrů modelu. Při zkou-
mání vhodnosti různých modelů jsme nakonec došli k modelu SARIMA(1, 1, 1)(1, 1, 1)12.
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Toto zkoumání probíhá následovně. Nejprve si pro již stacionární řadu vyzkoušíme proces
AR(1). Na základě hodnot ACF a PACF pro rezidua zjístíme, že hodnoty těchto funkcí
neleží v intervalu spolehlivosti, a tedy jsou zde pozorované jisté závislosti. Proto zkusíme
přidat proces MA(1) a opět vyhodnotíme ACF a PACF. Přitom zde nesledujeme pouze
reziduální ACF a PACF, ale nesmíme také opomenout statistickou významnost odhad-
nutých parametrů, které byly důkladně popsány v kapitole číslo 3. Dospěli jsme tedy k
našemu odhadnutému modelu, kde jeho odhadnuté parametry můžeme vidět na obr.A.6.
Pokračujeme v testování statistické významnosti parametrů, které je založeno na
t-testech, viz. str.20. Například pro parametr p = 1 je
Tφ1 =
φ̂1
Ŝφ1
=
0, 557061
0, 087961
= 6, 33302 > t = 1, 96,
kde t je 95% kvantil rozdělení t, tj. 1,96. V programu STATISTICA je užito následné
označení
φ̂1 . . . . . . Param.
Ŝφ1 . . . . . . Asympt.SmCh
Tφ1 . . . . . . Asympt.t.
Výsledek nám indikuje statistickou významnost tohoto parametru. Pro ostatní parametry
se tyto hodnoty počítají stejným způsobem. Uvedené výsledky jsou zobrazeny na obr.A.6.
Statisticky významné hodnoty jsou uvedeny červenou barvou. Další možností testování
statistické významnosti je Portmanteaův test, který ověřuje nekorelovanost reziduí. Na
obr.5.2 a obr.5.3 jsou vidět výsledné hodnoty Q, ACF a PACF reziduí. Je vidět, že hodnoty
Q Portmanteava testu nepřesahují kritickou hodnotu
χ2(23) = 35, 172,
kde číslo 23 udává počet stupňů volnosti, viz.str.20. Tento test nám tedy potvrzuje správně
vybraný model. Jak je vidět na tvarech ACF a PACF hodnoty jsou též statisticky vý-
znamné, sice hodnota v bodě 3, značí jistou závislost, ale přesto tento odhad modelu je
pro danou řadu tím nejlepším možným.
Předpověď modelu
Následně si vypočítáme předpověď pro tuto řadu. Pro naše účely nebudeme předpo-
vídat do budoucna. Předpovíme si poslední rok, abychom mohli srovnávat chybu našeho
modelu s opravdovýmí reálnými hodnotami. Graf předpovědi vidíme na obr.5.4 a kon-
krétní hodnoty s intervaly spolehlivosti nalezneme na obr.A.5
32
Obrázek 5.2: Hodnoty ACF reziduí řady USA
Obrázek 5.3: Hodnoty PACF reziduí řady USA
Obrázek 5.4: Předpověď řady USA
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Exponenciální vyrovnávání
Postup popsaný v kapitole o dekompozici časových řad a tvar energetické řady USA
nás vede k využití multiplikativních vztahů Wintersovy metody, které nám odhadnou řadu
v podobě obr.5.5. Využili jsme toho, že program STATISTICA při odhadech zmiňovanou
metodou již sám automaticky odhaduje všechny parametry.
Obrázek 5.5: Předpověď řady USA
5.2. Ekonomická řada
Ekonomickou řadou jsme zvolili vývoj indexu PX50. Dlouho jsme hledali ekonomickou
řadu, která by vyhovovala našim požadavkům, a taky byla predikovatelná jedním ze
základních modelů. V dnešní době existuje velká škála modelů odvozených ze základních
B–J procesů, kterými se také dnešní ekonomické řady, zejména vývoje indexu, predikují.
Proto jsme museli vzít z naší řady pouze hodnoty pro první půlrok, obr.5.6.
Obrázek 5.6: Vývoj indexu PX50
Stacionarizace
Opět se podíváme na identifikační proces vhodného modelu pro naši ekonomickou
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řadu. Postup je zcela obdobný jako byl popsán výše. Z grafu je zcela zřejmé, že se nejedná
o řadu stacionární. Je vidět lineární trend, a proto aplikujeme logaritmickou transformaci,
která nám dává transformovanou řadu, obr.A.7 . Při pohledu na hodnoty funkcí ACF a
PACF transformované řady obr.A.8 a obr.A.9 . Hodnoty v prvních hodnotách, které jsou
blízké jedné nás evokují k použití první diference. Po těchto úpravách obdržíme již řadu
stacionární obr.5.7, jak nám potvrzuje i KPSS test, který nabývá hodnot
T = 0.3570 < 0.463 = k0,05 < 0.739 = k0,01,
kde kα je kritická hodnota testu na hladině významnosti α.
Obrázek 5.7: Řada PX50 po transformaci a diferenci
Odhad a verifikace modelu
Dále pokračujeme, jak bylo popsáno výše, tedy začínáme s analýzou ACF a PACF mo-
delu ARIMA(0,1,0) a dostáváme se k odhadu modelu ARIMA(1,1,1). Následně odhadnuté
parametry modelu prozkoumáme z hlediska statistické významnosti. Tedy statistiky pro
parametry mají následující tvar
Tφ1 =
φ̂1
Ŝφ1
=
0, 988653
0, 020494
= 48, 24091 > t = 1, 96,
Tθ1 =
θ̂1
Ŝθ1
=
0, 958180
0, 035825
= 26, 74640 > t = 1, 96.
Na obr.A.12 můžeme vidět hodnoty odhadnutých parametrů. Také Portmanteaův test a
hodnoty ACF a PACF reziduí ukazují obr.A.11 a obr.A.10, že náš odhadnutý model je
ten správný. Kritická hodnota testu je χ2(23) = 35, 172.
Předpověď modelu
Předpovězené hodnoty jsou opět použity pro poslední týden, abychom mohli vypočtené
předpovědi opět porovnat se skutečnými hodnotami. Hodnoty předpovědí včetně jejich
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Obrázek 5.8: Předpověď řady PX50
intervalů spolehlivosti jsou vyobrazeny na obr.A.13.
Exponenciální vyrovnávání
Exponenciálním vyrovnáváním jsme dospěli k těmto hodnotám, k tomuto typu před-
povědí bylo jíž napsáno mnoho, tudíž je zde ukázan pouze pruběh předpovědí na obr.5.9.
My budeme toto předpovězení potřebovat pouze k porovnání s B–J procesy, resp. odhad-
nutých modelů.
Obrázek 5.9: Exponenciální vyrovnání řady PX50
5.3. Testovací funkce
Pro naše účely jsme zvolili testovací funkci jako funkci sinu a náhodné složky ve tvaru
x(t) = (1− p)s(t) + (p)(nt), kde t = 1, . . . , 144 (5.3.1)
za předpokladu, že funkce sinu s(t) je dána vztahem
s(t) = 2 + sin
(
pit
6
)
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a funkce náhodné složky nt tvoří výběr s rovnoměrným rozdělením v rozmezí od 1 do 3,
jak je vidět na obr.5.10.
Obrázek 5.10: Náhodná složka
Parametr p nám udává v podobě 100p% procentuální zastoupení náhodné složky.
Pro naše účely bude naprosto postačující, aby tento parametr nabýval pouze hodnot
p = 0.1, 0.2, . . . , 1. Kupříkladu testovací funkce s 5O% zastoupením náhodného vlivu je
znázorněna na obr.5.11, vzhled všech funkcí nalezneme v příloze na str.46.
Takto zvolenou testovací funkci jsme volili s ohledem na podmínky B–J modelů, které
jsme uváděli v kapitole o těchto modelech. Jak je vidět v definici vztahu 5.3.1, museli
jsme tuto řadu posunout. Je to z důvodu, abychom se vyhli případným komplikacím při
výpočtech a finálnímu porovnávání chyb predikce, kde by nám mohlo hrozit dělení číslem
blízkým nule, což by vedlo k zavádějícím výsledkům a následným špatným interpretacím
našich závěrů.
Obrázek 5.11: Sinus s 50% zastoupením náhody
Při zkoumání a testování vhodnosti různých modelů na tyto řady se nám potvrdil náš
předpoklad, že se změnami parametrů modelů ARIMA a SARIMA, které jsme na těchto
řadách testovali, dostáváme zcela rozdílné výsledky, což není až tak překvapující zjištění.
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Výsledné modely jsou uvedeny v tabulce na str.50 . My se bude chtít snažit ukázat, zda-li
existují nějaké vazby, jinými slovy zda se nějakým způsobem dají tyto testovací funkce
porovnat s reálnými řadami s rozumným výsledkem. Na obr.5.12 je vidět hlavní cíl našeho
experimentu.
Obrázek 5.12: Myšlenka eperimentu
Kde osa x znázorňuje počet předpovídaných hodnot a osa y znázorňuje chybu našich
předpovědí vůči reálné hodnotě danou vztahem
yi =
√∑i
j=0
xi−x′i
xi
n
, i = 1, . . . , n, (5.3.2)
kde x
′
i je předpovězená hodnota v i-tém bodě, resp. čase a xi její reálná hodnota. Tyto
hodnoty pro naše testovací funkce jsou zvýrazněny černou barvou a červenou barvou jsou
zvýrazněny hodnoty reálné řady. V našem případě jde buď o řadu energetickou nebo
ekonomickou. Na základě toho, kde bude hodnota „červené funkceÿ ležet, bychom mohli
vyslovit závěr, že daná řada obsahuje jisté zastoupení náhodnosti. Na našem ilustračním
obrázku by se jednalo o 40%-50% zastoupení náhodné složky.
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Kapitola 6
Závěr
V této kapitole vyhodnotíme veškeré naměřené hodnoty a pokusíme se buď potvrdit naši
teorii, popsanou v minulé kapitole, a nebo tuto teorii vyvrátit. Bylo zjištěno jisté pra-
videlné chování při stejných parametrech. To nás evokovalo k následnému teoretickému
předpokladu. Odhadneme parametry modelu k reálným časovým řadám, samozřejmě za
podmínky statistické významnosti a vytvoříme jejich predikci. Tuto predikci bychom mohli
použít ke srovnání s predikcí testovacích funkcí, ovšem za předpokladu toho, že se nám
podaří najít statisticky významný model o stejných parametrech pro některé z testovacích
funkcí.
Obrázek 6.1: Graf testovací a reálné funkce USA
Na obr.A.24 je vidět přehled všech funkcí, jak testovacích tak reálných, vyjádřené na-
ším krtitériem dané vztahem 5.3.2. Jak je z grafu zřejmé, existuje zde jistá zákonitost,
ovšem při podrobnějším rozboru jsme zjistili, že některé funkce kolidují s naší předpoklá-
danou teorií. Při pohledu na reálné řady je zajímavé, že jejich hodnoty si jsou tak blízké.
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Příčinou je zřejmě také fakt, že všechny funkce nejsou odhadnuté stejným modelem (např.
dvě funkce odhadnuté modelem ARMA(1,1)). U funkcí, které byly odhadnuty stejnými
modely je vidět, že naše teorie by mohla platit. Je to vidět u řady USA, kterou jsme
odhadli modelem SARIMA(1, 1, 1)(1, 1, 1)12 a testovacích funkcí zastoupených 20%, 30%
a 50% náhodností. Výsledkem je vyslovení hypotézy, že podle našich výsledků by mělo
být zastoupení náhodnosti v řadě USA menší než 20% obr.6.1. Této hypotéze nasvědčuje
i samotný průběh řady USA, který, jak je vidět výše, je relativně zřejmý. Jasný průběh
řady s relativně malým (dle naší hypotézy s méně než 20%) zastoupením náhodnosti a v
podstatě s velkou pravidelností má opakující průběh.
Náš závěr je tedy kladný, a to, že naše hypotéza by mohla platit, leč za opravdu ne-
lehkých podmínek, a to, že nalezneme testovací funkce, které jsou odhadnuty stejným
modelem, který je samozřejmě statisticky významný. Vzhledem k náročnosti nalezení
správného modelu a relativně velice dobrým výsledkům našeho experimentu bychom na-
vrhovali pokračování, které by se pokusilo potvrdit naši hypotézu nalezením testovací
funkce pro jednu konkrétní reálnou časovou řadu. Druhá možnost by také mohla být,
že podobný test bychom mohli aplikovat na metodu dekompozice, protože jak ukazuje
obrázek A.25, předpovědní chyby obou metod si jsou celkem blízké.
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Příloha A
Grafy a data
Zde jsou uvedeny veškeré grafy včetně dat, na které se odkazuji ve své práci.
Obrázek A.1: Řada USA po logaritmické transformaci
Obrázek A.2: ACF transformované řady USA
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Obrázek A.3: PACF transformované řady USA
Obrázek A.4: Řada USA po transformaci a diferencích
Obrázek A.5: Předpověď řady USA
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Obrázek A.6: Odhady parametrů modelu SARIMA řady USA
Obrázek A.7: Řada PX50 po logaritmické transformaci
Obrázek A.8: ACF transformované PX50
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Obrázek A.9: PACF transformované PX50
Obrázek A.10: ACF residuí PX50
Obrázek A.11: PACF residuí PX50
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Obrázek A.12: Odhady modelu ARIMA(1,1,1) řady PX50
Obrázek A.13: Hodnoty předpovědí řady PX50
Obrázek A.14: Testovací funkce O% náhodné složky
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Obrázek A.15: Testovací funkce 1O% náhodné složky
Obrázek A.16: Testovací funkce 2O% náhodné složky
Obrázek A.17: Testovací funkce 3O% náhodné složky
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Obrázek A.18: Testovací funkce 4O% náhodné složky
Obrázek A.19: Testovací funkce 6O% náhodné složky
Obrázek A.20: Testovací funkce 7O% náhodné složky
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Obrázek A.21: Testovací funkce 8O% náhodné složky
Obrázek A.22: Testovací funkce 9O% náhodné složky
Obrázek A.23: Testovací funkce 100% náhodné složky
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Funkce Model
0% náhody SARIMA(1,1,1)(1,1,0)
10% náhody SARIMA(1,1,0)(1,1,0)
20% náhody SARIMA(1,1,1)(1,1,1)
30% náhody SARIMA(1,1,1)(1,1,1)
40% náhody SARIMA(1,1,1)(1,1,0)
50% náhody SARIMA(1,1,1)(1,1,1)
60% náhody ARIMA(1,0,0)
70% náhody ARIMA(1,0,1)
80% náhody ARIMA(1,0,1)
90% náhody ARIMA(1,0,1)
100% náhody ARIMA(1,0,1)
Tabulka A.1: Odhadnuté modely pro testovací funkce
Obrázek A.24: Grafy testovacích a reálných funkcí
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Obrázek A.25: Porovnání chyb předpovědí
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