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1CHAPTER 1. INTRODUCTION
It is well understood that organisms respond to chemical signals. This response is
called taxis (from the Greek taxis “to arrange”). Typically the word taxis is preceded
by a prefix that is determined by the type of stimulus that organisms in a given system
respond to. The influence of the chemical signal might be to draw the organism closer
to the source of the signal; we typically call this positive chemotaxis, and refer to the
chemical as a chemoattractant. When an organism is driven away from the source of
a chemical signal we refer to this as negative chemotaxis and in this case we call the
chemical species a chemorepellent or a chemoinhibitor.
The significance of the chemotaxis is coming from its applications in biology and
clinical pathology. The action of neutrophils is just one example of how the body uses
chemotaxis to respond to an infection. A significant clinical target is the altered chemo-
tactic ability of the extracellular or intracellular pathogens. Studying and knowing how
to modify the chemotactic ability of theses cellular organisms by medical agents can
decrease or prevent the ratio of infections or spreading of infectious diseases.
As the benefits and applications of an understanding of these phenomena are consid-
erable, there is much interest in mathematically modeling them. The most known model
for chemotaxis is the Keller-Segel model. A considerable focus of attention and research
has been devoted to this model. Keller and Segel [1] suggested a system of the form:
ut = ∇ · (k1(u, v)∇u− k2(u, v)∇v),
vt = kc∆v − k3(v)v + uf(v),
2which is to hold for x ∈ Ω, t > 0, for a bounded domain Ω ⊂ Rd. Here u(x, t) is the
population density of an organism under study at a point x and time t, and v(x, t) is the
concentration of a chemotactic agent to which the organism responds, that is cells move
toward or away from the high concentration region. Neumann boundary conditions were
used: ∂u
∂n
= ∂v
∂n
= 0 (x ∈ Ω), where ∂
∂n
denotes the outer normal derivative along the
boundary ∂Ω of Ω.
Some interesting mathematical questions arise in the context of the chemotaxis sys-
tems. The main issue is the existence and uniqueness of the solution. In particular, a
concentration phenomenon may give rise to singularities at accumulation points. This
phenomenon is known as the blow-up effect [9, 10, 11, 12]. In his article, Horstmann [2]
gave a broad overview of work in this area with extensive bibliographies. The instabil-
ity of the stationary solution due to large values of the chemotactic sensitivity function
under some conditions on the reactive source term is another interesting phenomenon.
In the last few years, many numerical methods have been proposed to solve the
chemotaxis systems. Smiley [4] proposed a first-order characteristic based scheme. The
constructed scheme belongs to the finite volume method and it has good features such
as stability and preserving properties. Some numerical results were obtained for the 2D
case on a unit square domain. A. Chertock and A. Kurganov [6] derived a second order
finite volume scheme that preserves positivity. The idea of the method is to construct an
equivalent system by differentiating the second equation in the Keller-Segel system with
respect to x and y and then write the induced system in form of convection-diffusion
reaction system. The last form of the equation is solved by using a second-order Godunov-
type central-upwind scheme. Numerical results for the 2D case were attached.
Among the finite element method, one can find a method proposed by Siato [13].
In the constructed scheme, upwind techniques were used to satisfy mass and positivity
preserving properties . Epshteyn and Kurganov [14, 15] used the discontinuous Galerkin
methods to construct a scheme that captured the blow up solution of the chemotaxis
3system. Their method was based on reformulating the original Keller-Segel system and
put it in the form of a convection-diffusion-reaction system with a hyperbolic convective
part. Then, interior penalty discontinuous Galerkin methods were introduced to solve
the equivalent system. In their article, Budd, Carretero-Gonza´lez and Russell used the
moving mesh method [16]. They focused on capturing the blow up solution and stated
some numerical results but nothing said about the stability or qualitative properties.
One of the most important role to study the Keller-Segel system is the preserving
properties, i.e mass preserving and positivity preserving [6, 13]. It is very important that
the numerical scheme solving the Keller-Segel system satisfies these properties. Namely,
the positivity preserving property plays important role in the stability of the method.
1.1 The main problem
This work is in the context of improvement of the method proposed in [4]. The
method derived in [4] is first order and our goal is to raise it to be second order. We will
be considering a simplified version of the Keller-Segel model where the second equation
will be independent of the cell density u. Hence, our work will be devoted to deriving
a numerical scheme that solve the first equation of the system which is also known as
convection diffusion equation.
The combination of diffusion and convection is often found in nature e.g., heat trans-
fer, weather prediction and atmospheric radioactivity propagation. It may also be treated
as a simplified model of the system of the Navier-Stokes equations, which are represen-
tative equations in fluid dynamics. From a numerical point of view, it is challenging to
come up with a numerical scheme solving these type of problems. Whereas the Laplace
operator can be discretized by the standard-five point approximation, the convective
term has to be discretized with care. The accuracy, numerical stability and bounded-
ness of the approximate solution depends on the numerical scheme used for this term.
4Characteristics (-based) methods have been developed for convection-diffusion problems
[4, 27, 18, 19, 20]. Ewing and Wang [3], Morton [7] and G. Roos, M. Stynes and L.
Tobiska [17] discussed many numerical methods proposed in this area with extensive
bibliographies.
The modified method of characteristics (MMOC) was first formulated for advection-
diffusion equations by Douglas and Russell [18]. In MMOC, the time derivative is com-
bined with the advection to form a directional derivative along the characteristics. One
drawback of this method is that it is not flexible to treat general boundary conditions.
Also, it doesn’t conserve mass locally. The method derived in [19] which was formulated
to solve advection problems, is known to be mass conservative. The same property is
satisfied by the characteristic mixed finite element method [20].
1.2 The semi-Lagrangian finite volume method
In this research we focus on a finite volume method that leads to a Eulerian-Lagrangian
finite difference scheme. In this method the convection is treated by tracking the tra-
jectories of the particles that pass through the fixed points of an Eulerian grid. These
particles are traced back over a single time-step to determine their departure points at
the previous time level. The values of the variables at the departure points are generally
determined using some form of interpolation based on values at neighbouring grid points,
where they are known. Semi-Lagrangian schemes are attractive, because they possess
less restrictive stability requirements, and combine the advantages of fixed grids inherent
in Eulerian methods.
To put our work in the proper perspective, we mention that the semi-Lagrangian finite
volume methods were used for similar problems by many authors. T. N. Phillips and
A. J. Williams [21] proposed a method for advection problem written in a conservative
form that has been applied in [22, 23] for solving viscoelastic flow problems. More recent
5works include [4, 24, 25]. A two-grid finite volume element method, combined with the
modified method of characteristics was given in [24]. In [25], a symmetric FVE scheme
was proposed for nonlinear convection-diffusion problems using strategy of alternating
direction.
The difficulties of the method are coming from approximating the integral over the
departure cells (i.e cells in the backward time). The sides of the departure cells are
curves rather than straight lines. Therefore, this region should be approximated. In
their paper, Peter H. Lauritzen, Ramachandran D. Nair and Paul A. Ullrich pointed
to different strategies to approximate this region [8]. The one they focused on was
based on tracking the intersection of the sides of the departure cells and arrival cells
and then integrate over the induced shape. This idea produces irregular shapes. In [21],
two methods were proposed to describe the pre-image of the arrival cells (cells at time
tn+1). In the first method, the departure point (i.e x(tn)) was assumed to not lie in
more than one grid cell away from their locations at time t = tn+1. Hence the departure
cell will be intersecting with one or more of the neighbouring cells. This restriction on
the location of the departure points leads to smaller time step than one may like to
use. The second method allows the departure cell to move to any position under one
restriction that the departure points stay within the range of the nine neighbour cells.
This method allows larger time step than the first method. The intersection between
the departure cells and arrival cells is computed in the methods. Smiley [4] used an
idea called pseudo characteristic. The principle behind the idea is to assume that the
departure cell moves horizontally and then vertically. This will give regular rectangles
as a result of intersecting the departure cells with the arrival ones. Therefore, finding
the sum of these areas will lead to approximation of the integral in the backward time.
In this thesis, we simply approximate the departure cells by connecting the vertices by
straight segments and then convert the area integral into line integral. The vertices of
the pre-image cells are the approximate solutions of the characteristic equations attached
6to the first equation of the system.
The cell average of the integrated function was used as an approximation in [21]
whereas in [4] Smiley used piecewise constant functions, where the data points were the
cell centres, to approximate the exact solution. The derived methods in [4, 21] were
only first-order. In this work we used piecewise linear functions in 1D case and piecewise
bilinear functions in the 2D case in which the values at the cell centres were given as
data. The piecewise linear approximation function was defined on the dual grid cells that
defined by the cell centres of the primary grid. The integral (2D case) in the backward
time was computed by applying the Divergence Theorem to convert the area integral
into line integral.
In their article, Todd F. Dupont and Yingjie Liu used an idea of backward forward
error compensation and correction to improve the accuracy of a scheme [28]. The idea
can be summarized as follows. One solves the transportation equation under study in
forward time by a scheme for one time step then solve the equation using the same
scheme in backward time for one time step. Comparing the two solutions gives some
information about the error which can be used to improve the accuracy of the scheme
used. Using this idea, they succeeded to improve the accuracy and get stable scheme.
In our work, we used a similar principle but in a different way. We derive a scheme
for the first equation of the chemotaxis system by solving the characteristic equation in
backward time and another scheme using the solution of the characteristic equation in
forward time. The final scheme is the average of the two schemes.
The schemes derived in this thesis are second order accurate and mass conservative.
However, they are conditionally stable. Another concern is the positivity preserving
property which we believe is satisfied by the schemes but we have not yet be able to
prove it analytically. Also, the derived scheme in 2D case is complicated which makes it
hard to implement and harder to analyse. Although the schemes are implicit that is a
good feature in similar methods which allow big time steps to be used, it is not applicable
7in our schemes because of the restriction made to construct the approximating functions
(i.e piecewise linear and piecewise bilinear).
The thesis is arranged as follows. In Chapter 2 we derive the second order scheme for
one dimensional case followed by proving mass preserving property. An analysis of the
consistency is given in Section 2.4 followed by discussion of the stability. Analogously,
Chapter 3 contains the scheme and related analysis for a two dimensional system. Nu-
merical experiments are attached in Chapter 4, where we devote Section 4.1 to confirming
the theoretical fact stated in Chapter 2. In Subsection 4.1.1 we made some numerical
experiment to discuss the positivity preserving property. Section 4.2 was devoted to
show the fact already mentioned in Chapter 3. In addition, we did some numerical ex-
periments to discuss the positivity preserving property of the one and two dimensional
schemes. In these experiments, we let v(x, y, t) to be known in advance to test certain
cases such as when the cell density is clustering at the centre of the domain. There are
two appendices attached to the thesis. In Appendix A, we discuss how to find eigenvalues
and eigenvectors for tridiagonal matrices. MATLAB codes used in the argument made
in Chapter 4 are given in Appendix B.
8CHAPTER 2. A 1D SEMI-LAGRANGIAN SCHEME
2.1 One dimensional chemotaxis system
In this chapter we consider a simplified 1D version of Keller-Segel model where the
second equation of our system doesn’t depend on u. The considered 1D system of the
chemotaxis is given by
ut + (uvx)x = κuxx + g(x, t), 0 < x < 1, t > 0 (2.1)
vt = σvxx − λv + f(x, t), 0 < x < 1, t > 0 (2.2)
u(x, 0) = u0, v(x, 0) = v0 x ∈ Ω (2.3)
∂u
∂n
=
∂v
∂n
= 0 on ∂Ω (2.4)
where Ω = (0, 1) and f(x, t) and g(x, t) are a growth/decay terms. In this section we
go through a first order scheme proposed by Smiley [4] to solve the above system and
then proceed to derive a new scheme in the next section. We are looking for a numerical
approximate solution of the system (2.1)-(2.4).
Let M denote the number of subdivisions of the domain, so that
∆x =
1
M
, xi = i∆x, i = 0, 1, 2, ...,M.
The cells Ii and cell centres x¯i are defined by
Ii = [xi−1, xi], x¯i =
xi−xi−1
2
= xi− 1
2
,
for i = 1, 2, , ...,M. We will consider the cells Ii to be our control volumes whereas the
data points are the cell centres x¯i.
9It is straightforward to find an approximate solution to (2.2). So we solve (2.2) first
and then discuss how to solve (2.1). Using a standard difference scheme, the implicit
Euler method, the discrete system for v is given by
V n+1i = V
n
i +∆t{σ
(
V n+1i−1 − 2V n+1i + V n+1i+1
∆x2
)
− λV n+1i + fn+1i },
where V ni
∼= v(x¯i, tn). By setting rσ = σ∆t∆x2 , the system can be written in the form
−rσV n+1i−1 + (1 + 2rσ + λ∆t)V n+1i − rσV n+1i+1 = V ni +∆tfn+1i , (i = 2 : M − 1).
The boundary conditions can be approximated by letting V n+10 = V
n+1
1 and V
n+1
M = V
n+1
M+1
so we have the special cases
(1 + rσ + λ∆t)V
n+1
1 − rσV n+12 = V n1 +∆tfn+11 , i = 1
−rσV n+1M−1 + (1 + rσ + λ∆t)V n+1M = V nM +∆tfn+1M , i = M .
Now we proceed to solve equation (2.1). The main goal is to solve the equation (2.1)
along the characteristic lines. At each time step, a discrete set of particles at grid points
are tracked backward over a single time step along characteristics to their departure
points. The characteristics associated with the equation (2.1) are solutions of ordinary
equations
dx
dt
= vx(x(t), t), x(tn+1) = xi (2.5)
where xi is the arrival point. The characteristic curves determine regions
Qn+1i = {(x, t) ∈ (0, 1)× (tn, tn+1) : xi−1(t) < x < xi(t), t ∈ (tn, tn+1)},
(Figure 2.1). These regions are coupled together to cover (0, 1)× (tn, tn+1). Integrating
(2.1) over an interior region Qn+1i and using the Divergence Theorem we get∫∫
Qn+1i
κuxx =
∫∫
Qn+1i
(ut + (uvx)x)dxdt =
∫
∂Qn+1i
u < vx, 1 > ·~nds
=
xi∫
xi−1
u(x, tn+1)dx−
xi(tn)∫
xi−1(tn)
u(x, tn)dx
(2.6)
10
xi−1 xi
xi−1(tn) xi(tn)
Qi
n+1
t = t
n+1
t = t
n
Figure 2.1 The region Qn+1i determined by the characteristics curves.
where ~n denotes the outward unit normal to the boundary ∂Qn+1i of Q
n+1
i . The right
hand side of (2.6) is a consequence of the fact that the characteristic directions 〈vx, 1〉 are
tangent to characteristic curves represented by ∂Qn+1i . In the following, we are discussing
how to approximate this integral identity.
We consider approximate solutions U(x, t) that are piecewise constant functions with
constant values on the cells. Thus
u(x, t) ≈ U(x, t) = Uni , xi−1 < x < xi, t = tn.
Then
1
∆x
xi∫
xi−1
u(x, tn+1)dx ≈ 1
∆x
xi∫
xi−1
U(x, tn+1)dx = U
n+1
i .
For convenience we will write x˜i = xi(tn). Assuming x˜i ∈ [xi−1, xi+1] for each i, then the
integral over [x˜i−1, x˜i] will be broken into pieces depending on which cell x˜i−1 and x˜i lie
in. So
x˜i∫
x˜i−1
U(x, tn)dx =
1∑
k=−1
|(xi+k−1, xi+k) ∩ (x˜i−1, x˜i)|Uni+k
= |(xi−2, xi−1) ∩ (x˜i−1, x˜i)|Uni−1 + |(xi−1, xi) ∩ (x˜i−1, x˜i)|Uni
+ |(xi, xi+1) ∩ (x˜i−1, x˜i)|Uni+1.
(2.7)
11
In order to approximate the above interval length, we use the identity
|(a, b) ∩ (a+ ∆a, b+ ∆b)| = max{0,min{b, b+ ∆b} −max{a, a+ ∆a}}
= max{0, b− a+ min{0,∆b} −max{0,∆a}}.
(2.8)
Integrating (2.5) over the subinterval [tn, tn+1] and dividing by ∆x to define the normal-
ized distance we get
θi =
x˜i − xi
∆x
= − 1
∆x
tn+1∫
tn
vx(x(s), s)ds ≈ −∆t
∆x
vx(x(tn+1), tn+1), (2.9)
where the integral was approximated by the right end quadrature rule. Approximating
vx(x(tn+1), tn+1) = vx(xi, tn+1) by
V n+1i+1 −V n+1i
∆x
, we then have
θi ≈ Θi = − ∆t
∆x2
(V n+1i+1 − V n+1i ), i = 1 : M − 1.
By the definition (2.9), x˜i = xi + θi∆x = xi + ∆x+ θi∆x−∆x, from which we get
x˜i = xi+k + (θi − k)∆x, k = −1, 0, 1.
Hence, the interval lengths on the right side of (2.8), under the assumption |Θi| ≤ 12 for
all i, can be written as
|(xi−2, xi−1) ∩ (x˜i−1, x˜i)| ≈ |(xi−2, xi−1) ∩ (xi−2 + (Θi + 1)∆x, xi−1 + (Θi + 1)∆x)|
= max{0, 1 + min{0,Θi + 1} −max{0,Θi−1 + 1}}∆x
= −min{0,Θi−1}∆x,
|(xi−1, xi) ∩ (x˜i−1, x˜i)| ≈ |(xi−1, xi) ∩ (xi−1 + (Θi + 1)∆x, xi + (Θi−1 + 1)∆x)|
= max{0, 1 + min{0,Θi} −max{0,Θi−1}}∆x
= (1 + min{0,Θi} −max{0,Θi−1})∆x,
|(xi, xi+1) ∩ (x˜i−1, x˜i)| ≈ |(xi, xi+1) ∩ (xi + (Θi − 1)∆x, xi + (Θi − 1)∆x)|
= max{0, 1 + min{0,Θi − 1} −max{0,Θi−1 − 1}}∆x
= max{0,Θi}∆x.
(2.10)
By setting
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ai = min{0,Θi} and Ai = max{0,Θi}
a0 = A0 = aM = AM = 0
the equation (2.7) can be written as
1
∆x
x˜i∫
x˜i−1
U(x, tn)dx = −ai−1Uni−1 + (1 + ai − Ai−1)Uni + AiUni+1, 1 ≤ i ≤M.
Finally, the diffusion term is approximated by a standard finite difference approxima-
tion. Using centred difference approximation of the derivative and right end quadrature
rule we get
1
∆x
tn+1∫
tn
κuxx(xi(t), t)dt ≈ κ∆t
(∆x)2
(Un+1i−1 − 2Un+1i + Un+1i−1 ).
From all of these approximations, the discrete system for U as (i = 2 : M − 1) is given
by
Un+1i = −ai−1Uni−1 + (1 +ai−Ai−1)Uni +AiUni+1 +
κ∆t
(∆x)2
(Un+1i−1 − 2Un+1i +Un+1i+1 ). (2.11)
The system can be written in a compact form as
−rκUn+1i−1 + (1 + 2rκ)Un+1i − rκUn+1i+1 = Uni + F ni − F ni−1, i = 2 : M − 1.
(1 + r)Un+11 − rUn+12 = Un1 + F n1 , i = 1
−rUn+1M−1 + (1 + r)Un+1M = UnM − F nM−1, i = M
where F ni = aiU
n
i + AiU
n
i+1 (i = 1 : M − 1), and rκ = κ∆t(∆x)2 .
The scheme (2.11) has good properties such as mass conserving and non-negativity pre-
serving. However, it is first order and our purpose is to derive a second order scheme.
Since the characteristic equations depend on the values of v, improving these values will
give higher accuracy for the approximated departure points x˜i. To achieve that we are
going to use the Crank- Nicolson scheme to solve the v equation. Hence we have
V n+1i = V
n
i +
1
2
rσ{(V n+1i−1 − 2V n+1i + V n+1i+1 ) + (V ni−1 − 2V ni + V ni+1)}
+
1
2
∆t{−λ(V n+1i + V ni ) + (fn+1i + fni )}.
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2.2 Derivation of the method
In the above scheme it was assumed that u is approximated by piecewise constant
functions. To get higher order we are going to use piecewise linear functions as approxi-
mation of u on the grid cells; so we let
u(x, tn) ≈ U(x, tn) =
 U
n
i−1 +
x−x¯i−1
∆x
(Uni − Uni−1), x¯i−1 < x < x¯i
Uni +
x−x¯i
∆x
(Uni+1 − Uni ), x¯i < x < x¯i+1
where Uni = u(x¯i, tn).
Suppose that x¯i ∈ [x˜i−1, x˜i] then
x˜i∫
x˜i−1
u(x, tn)dx ≈
x˜i∫
x˜i−1
U(x, tn)dx =
x¯i∫
x˜i−1
U(x, tn)dx+
x˜i∫
x¯i
U(x, tn)dx.
In the following computations, we are setting xi(t) = x(t). Since U(x, tn) is a piecewise
linear approximation, then by using the trapezoidal rule we obtain the following exact
integrations
x¯i∫
x˜i−1
U(x, tn)dx =
1
2
(x¯i − x˜i−1)[U(x˜i−1, tn) + U(x¯i, tn)]
= 1
2
(x¯i − x˜i−1)[Uni−1 +
x˜i−1 − x¯i−1
∆x
(Uni − Uni−1) + Uni ],
x˜i∫
x¯i
U(x, tn)dx =
1
2
(x˜i − x¯i)[U(x¯i, tn) + U(x˜i, tn)]
= 1
2
(x˜i − x¯i)[2Uni +
x˜i − x¯i
∆x
(Uni+1 − Uni )].
(2.12)
By the definition (2.9), we get x˜i−x¯i
∆x
= θi +
1
2
≈ Θi + 12 , from which we obtain
x¯i − x˜i−1 = xi−1 + 12∆x− x˜i−1 ≈ ∆x(12 −Θi−1).
Similarly, the other coefficients in (2.12) can be written in terms of Θi and Θi−1 . Hence,
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(2.12) can be simplified as (we dropped the superscript n for simplicity)
x¯i∫
x˜i−1
U(x, tn)dx =
1
2
∆x(1
2
−Θi−1)[(12 −Θi−1)Ui−1 + (32 + Θi−1)Ui]
x˜i∫
x¯i
U(x, tn)dx =
1
2
∆x(1
2
+ Θi)[(
3
2
−Θi)Ui + (12 + Θi)Ui+1].
By adding these two equations, we get
x˜i∫
x˜i−1
U(x, tn)dx =
1
2
∆x[(1
2
−Θi−1)2Ui−1 + (12 −Θi−1)(32 + Θi−1)Ui
+ (1
2
+ Θi)(
3
2
−Θi)Ui + (12 + Θi)2Ui+1]
= 1
2
∆x[(1
4
−Θi−1 + Θ2i−1)Ui−1 + (34 −Θi−1 −Θ2i−1)Ui
+ (3
4
+ Θi −Θ2i )Ui + (14 + Θi + Θ2i )ui+1]
= 1
2
∆x[−Θi−1(1−Θi−1)Ui−1 −Θi−1(1 + Θi−1)Ui + 14Ui−1
+ 6
4
Ui +
1
4
Ui+1 + Θi(1−Θi)Ui + Θi(1 + Θi)Ui+1].
By setting
ai = Θi(1−Θi), Ai = Θi(1 + Θi) (2.13)
we get
x˜i∫
x˜i−1
u(x, tn)dx ≈
x˜i∫
x˜i−1
U(x, tn)dx =
1
2
∆x[(aiU
n
i + AiU
n
i+1)− (ai−1Uni−1 + Ai−1Uni )]
+
1
8
∆x(Uni−1 + 6U
n
i + U
n
i+1).
(2.14)
If the departure point x˜i coincides with the grid point(x˜i = xi and x˜i−1 = xi−1), then
Θi = Θi−1 = 0 ⇒ ai−1 = Ai−1 = ai = Ai = 0, that implies:
x˜i∫
x˜i−1
u(x, tn)dx ≈
xi∫
xi−1
U(x, tn)dx =
1
8
∆x(Uni−1 + 6U
n
i + U
n
i+1),
15
which gives a quadrature rule for a piecewise linear function over a fixed grid cell.
Remark 2.1: We will be using a different approximation for θi from the one used in
the previous section as we show. Integrating (2.9) over [tn, tn+1] and using the trapezoidal
rule to have
θi =
x(tn)− xi
∆x
= − 1
∆x
tn+1∫
tn
vx(x(s), s)ds ≈ − ∆t
2∆x
[
vx(x(tn), tn) + vx(x(tn+1), tn)
]
.
By approximating the derivative in the following way vx(x(tn), tn) ≈ vx(xi, tn) and writing
vx(xi, tn) ≈ V
n
i −V ni−1
∆x
, we obtain
θi ≈ Θi = −1
2
∆t
(∆x)2
[
(V n+1i − V n+1i−1 ) + (V ni − V ni−1)
]
. (2.15)
Finally, to complete the scheme the diffusion term must be approximated. Approximat-
ing the integral by the trapezoidal rule and applying a centred difference approximation
for the derivative give∫∫
Qn+1i
κuxx(x(t), t) ≈ 1
2
κ∆t
(∆x)2
[
(Uni−1 − 2Uni + Uni+1) + (Un+1i−1 − 2Un+1i + Un+1i+1 )
]
. (2.16)
Combining all of these approximations, the scheme can be written in a compact form as
1
8
(Un+1i−1 + 6U
n+1
i + U
n+1
i+1 ) =
1
8
(Uni−1 + 6U
n
i + U
n
i+1) +
1
2
(F ni − F ni−1)
+
1
2
rκ[δ
n+1
i (U)− δn+1i−1 (U)] +
1
2
rκ[δ
n
i (U)− δni−1(U)],
(2.17)
where rκ =
κ∆t
(∆x)2
, δni (U) = U
n
i+1 − Uni , and F ni = aiUni + AiUni+1. This scheme is
valid for the interior points (i.e. i = 2, ...,M − 1). The special cases (i = 1,M) are given
by
1
8
(7Un+11 + U
n+1
2 ) =
1
8
(7Un1 + U
n
2 ) +
1
2
F n1 +
1
2
rκ[δ
n
1 (U) + δ
n+1
1 (U)],
1
8
(7Un+1M + U
n+1
M−1) =
1
8
(7UnM + U
n
M−1)−
1
2
F nM−1 +
1
2
rκ[δ
n
M−1(U) + δ
n+1
M−1(U)].
The scheme (2.17) lacks to symmetry. Also, our numerical experiment shows that the
scheme is only first order. To recover the symmetry and hence achieve the second order
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accuracy we reverse the above process and look for the characteristics in the forward
time . Then we take the average of the two schemes. So we are solving the differential
equation
dx
dt
= vx(x(t), t), x(tn) = xi. (2.18)
By the trapezoidal rule, we get
x(tn+1)− x(tn) =
tn+1∫
tn
vx(x(t), t)dt ≈ 1
2
∆t[vx(x(tn), tn) + vx(x(tn+1), tn+1)].
Setting θ˜i =
x(tn+1)−xi
∆x
and let Θ˜i be its approximation, then we have that Θ˜i = −Θi.
Let F˜i be the flux in the forward time, then by the same argument we have
F˜i = a˜iU
n+1
i + A˜iU
n+1
i+1 = −AiUn+1i − aiUn+1i+1 ,
where a˜i = Θ˜i(1− Θ˜i) = −Ai, and A˜i = Θ˜i(1 + Θ˜i) = −ai. So, the scheme in the
forward time is given by
1
8
(Un+1i−1 + 6U
n+1
i + U
n+1
i+1 ) +
1
2
(F˜ n+1i − F˜ n+1i−1 )
=
1
8
(Uni−1 + 6U
n
i + U
n
i+1) +
1
2
rκ[δ
n+1
i (U)− δn+1i−1 (U)] +
1
2
rκ[δ
n
i (U)− δni−1(U)].
(2.19)
By taking the average of these two schemes (2.17) and (2.19) we have
1
8
(Un+1i−1 + 6U
n+1
i + U
n+1
i+1 ) +
1
4
(F˜ n+1i − F˜ n+1i−1 )−
1
2
rκ[δ
n+1
i (U)− δn+1i−1 (U)]
=
1
8
(Uni−1 + 6U
n
i + U
n
i+1) +
1
4
(F ni − F ni−1) +
1
2
rκ[δ
n
i (U)− δni−1(U)].
(2.20)
If we adopt the convention that F n0 = F
n
M = F˜
n+1
0 = F˜
n+1
M = 0 and δ
n
0 (U) = δ
n
M(U) =
δn+10 (U) = δ
n+1
M (U) = 0, then this equation holds for i = 1,M .
2.3 Mass preserving property
It is very important for a numerical method that it satisfies the solution properties
of the pde i.e mass preserving property and non-negative preserving property. So, we
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show that in absence of sources or sinks the scheme (2.20), under the assumption that
all the values are positive, is mass preserving by showing that the locally conservative
form of the scheme leads to telescoping sums. Recall that the boundary conditions are
homogeneous Neumann which indicates that the boundary points will be approximated
in a different way (i.e piecewise constant). Hence, we have U0 = U1 and UM+1 = UM for
all time levels.
Lemma 2.1: If {Un+1i } is the solution of the scheme (2.20), given the data {Uni }Mi=1,
then
M∑
i=1
Un+1i =
M∑
i=1
Uni . (2.21)
Proof: We get this from the conservative form of the scheme. We sum the terms on
the right side of (2.20) to get
M∑
i=1
1
8
(Uni−1 + 6U
n
i + U
n
i+1) +
M∑
i=1
1
4
(F ni − F ni−1) +
M∑
i=1
1
2
r(δni (U)− δni−1(U))
=
M∑
i=1
1
8
(Uni−1 + 6U
n
i + U
n
i+1) +
1
4
(F nM − F n0 ) +
1
2
r(δnM(U)− δn0 (U))
=
M∑
i=1
1
8
(Uni−1 + 6U
n
i + U
n
i+1) =
M∑
i=1
Uni .
Similarly we get the left hand side. So
M∑
i=1
Un+1i =
M∑
i=1
Uni 
2.4 Consistency
In this section we are going to discuss the consistency of the scheme. Let u(x, t) be a
smooth solution of (2.1) and let uni = u(x¯i, tn) denote its values at the space-time nodal
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points (x¯i, tn). The local truncation error τ
n+1
i is defined by
τn+1i =
1
8k
[
(un+1i−1 + 6u
n+1
i + u
n+1
i+1 )− (uni−1 + 6uni + uni+1)
]
+
1
4k
[
(F˜ n+1i − F˜ n+1i−1 )− (F ni − F ni−1)
]
− κ
2h2
[
(δni (u)− δni−1(u) + (δn+1i (u)− δn+1i−1 (u))
]
(2.22)
where h = ∆x , k = ∆t.
In the right side of following expansions we are writing u = uni = u(x¯i, tn). Similarly,
all the derivatives are evaluated at the point (x¯i, tn) and we are writing ux = ux(x¯i, tn).
By the Taylor expansion about the point (x¯i, tn), we have
1
8k
(uni−1 + 6u
n
i + u
n
i+1) =
1
8k
[u− hux + 1
2
h2uxx − 1
6
h3uxxx
+ 6u+ u+ hux +
1
2
h2uxx +
1
6
h3uxxx +O(h
4)]
=
1
8k
[8u+ h2uxx +O(h
4)].
(2.23)
Expanding the quadrature term at time tn+1 gives
1
8k
(un+1i−1 + 6u
n+1
i + u
n+1
i+1 )
=
1
8k
[u− hux + kut + 1
2
h2uxx − hkuxt + 1
2
k2utt − 1
6
h3uxxx +
1
2
h2kuxxt − 1
2
hk2uxtt
+
1
6
k3uttt + 6u+ 6kut + 3k
2utt + k
3uttt
+ u+ hux + kut +
1
2
h2uxx + hkuxt +
1
2
k2utt +
1
6
h3uxxx +
1
2
h2kuxxt +
1
2
hk2uxtt
+
1
6
k3uttt +O(h
4) +O(k4)]
=
1
8k
[8u+ 8kut + h
2uxx + 4k
2utt + h
2kuxxt +
8
6
k3uttt +O(h
4) +O(k4)]
(2.24)The expansions of the diffusion terms are given by
κ
2h2
(δni (u)− δni−1(u)) =
κ
2h2
[u− hux + 1
2
h2uxx − 1
6
h3uxxx +
1
24
h4uxxxx
− 2u+ u+ hux + 1
2
h2uxx +
1
6
h3uxxx +
1
24
h4uxxxx +O(h
5)]
=
κ
2h2
[h2uxx +
1
12
h4uxxxx +O(h
5)],
(2.25)
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and
κ
2h2
(δn+1i (u)− δn+1i−1 (u))
=
κ
2h2
[u− hux + kut + 1
2
h2uxx − hkuxt + 1
2
k2utt − 1
6
h3uxxx +
1
2
h2kuxxt
− 1
2
hk2uxtt +
1
6
k3uttt +
1
24
h4uxxxx − 1
6
h3kuxxxt +
1
4
h2k2uxxtt − 1
6
hk3uxttt
+
1
24
k4utttt − 2u− 2kut − k2utt − 1
3
k3uttt − 1
12
k4utttt
+ u+ hux + kut +
1
2
h2uxx + hkuxt +
1
2
k2utt +
1
6
h3uxxx +
1
2
h2kuxxt +
1
2
hk2uxtt
+
1
6
k3uttt +
1
24
h4uxxxx +
1
6
h3kuxxxt +
1
4
h2k2uxxtt +
1
6
hk3uxttt +
1
24
k4utttt
+O(h5) +O(k5)]
=
κ
2h2
[h2uxx + h
2kuxxt +
1
12
h4uxxxx +
1
2
h2k2uxxtt +O(h
5) +O(k5)].
(2.26)
The expansions of the fluxes are more involved. These expansions will be given by
1
4k
(F ni − F ni−1) =
1
4k
[−ai−1uni−1 + (ai − Ai−1)uni + Aiuni+1]
=
1
4k
[− ai−1(u− hux + 1
2
h2uxx − 1
6
h3uxxx) + (ai − Ai−1)u
+ Ai(u+ hux +
1
2
h2uxx +
1
6
h3uxxx) +O(h
4)
]
=
1
4k
[
(−ai−1 + ai − Ai−1 + Ai)u+ (ai−1 + Ai)hux + 1
2
(−ai−1 + Ai)h2uxx
+
1
6
(ai−1 + Ai)h3uxxx +O(h4)
]
,
(2.27)
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and
1
4k
(F˜ n+1i − F˜ n+1i−1 ) =
1
4k
(Ai−1un+1i−1 + (ai−1 − Ai)un+1i − aiun+1i+1 )
=
1
4k
[
Ai−1(u− hux + kut + 1
2
h2uxx − hkuxt + 1
2
k2utt − 1
6
h3uxxx +
1
2
h2kuxxt
− 1
2
hk2uxtt +
1
6
k3uttt) + (ai−1 − Ai)(u+ kut + 1
2
k2utt
+
1
6
k3uttt)− ai(u+ hux + kut + 1
2
h2uxx + hkuxt +
1
2
k2utt +
1
6
h3uxxx +
1
2
h2kuxxt
+
1
2
hk2uxtt +
1
6
k3uttt) +O(h
4) +O(k4)
]
=
1
4k
[(Ai−1 + ai−1 − Ai − ai)u− (Ai−1 + ai)hux + (Ai−1 + ai−1 − Ai − ai)kut
+
1
2
(Ai−1 − ai)h2uxx + 1
2
(Ai−1 + ai−1 − Ai − ai)k2utt − (Ai−1 + ai)hkuxt
− 1
6
(Ai−1 + ai)h3uxxx +
1
2
(Ai−1 − ai)h2kuxxt
− 1
2
(Ai−1 + ai)hk2uxtt +
1
6
(Ai−1 + ai−1 − Ai − ai)k3uttt
+O(h4) +O(k4)].
(2.28)
Subtracting (2.23) from (2.24) gives
1
8k
[
(un+1i−1 + 6u
n+1
i + u
n+1
i+1 )− (uni−1 + 6uni + uni+1)
]
= ut +
1
2
kutt +
h2
8
uxxt +
1
6
k2uttt
+O(h3) +O(k3).
(2.29)
Now, the addition of (2.25) and (2.26) gives
κ
2h2
[
(δni (u)− δni−1(u)) + (δn+1i (u)− δn+1i−1 (u))
]
=
κ
2h2
{[h2uxx + 1
12
h4uxxxx +O(h
5)] + [h2uxx + h
2kuxxt +
1
12
h4uxxxx +
1
2
h2k2uxxtt
+O(h5) +O(k5)]} = κ(uxx + 1
2
kuxxt +
1
12
h2uxxxx +
1
4
k2uxxtt) +O(h
3) +O(k3).
(2.30)
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Subtracting (2.30) from (2.29) leads to
1
8k
[
(un+1i−1 + 6u
n+1
i + u
n+1
i+1 )− (uni−1 + 6uni + uni+1)
]
− κ
2h2
[
(δni (u)− δni−1(u)) + (δn+1i (u)− δn+1i−1 (u))
]
= ut − κuxx + 1
2
k
∂
∂t
[ut − κuxx] + h
2
8
uxxt − κ
12
h2uxxxx +
1
6
k2uttt − κ
4
k2uxxtt
+O(h3) +O(k3)).
(2.31)
Next we combine the flux terms. So, by subtracting (2.27) from (2.28) we get
1
4k
[(F˜ n+1i − F˜ n+1i−1 )− (F˜ ni − F˜ ni−1)]
=
1
4k
[2C1u+ C2hux + C1kut +
1
2
C1h
2uxx + C3hkuxt +
1
2
k2C1utt +
1
6
C2h
3uxxx
+
1
2
C4h
2kuxxt +
1
2
C3hk
2uxtt +
1
6
C1k
3uttt +O(h
4) +O(k4)],
(2.32)
where
C1 = Ai−1 − Ai + ai−1 − ai, C2 = −(Ai−1 + Ai + ai−1 + ai),
C3 = −(Ai−1 + ai), C4 = Ai−1 − ai.
Since the above constants involve Θi−1 and Θi, we compute the Taylor expansions
for Θi−1 and Θi about the point (x¯i, tn). Let v(x, t)) be a smooth solution of (2.2) and
let vni = v(x¯i, tn) be its values at the points (x¯i, tn), then
Θi−1 = − k
2h2
[(vn+1i − vn+1i−1 ) + (vni − vni−1)]
= − k
2h2
[2hvx − h2vxx + hkvxt + 1
3
h3vxxx − 1
2
h2kvxxt +
1
2
hk2vxtt − 1
12
h4vxxxx
+
1
6
h3kvxxxt − 1
4
h2k2vxxtt +
1
6
hk3vxttt +O(h
5) +O(k5)],
Θi = − k
2h2
[(vn+1i+1 − vn+1i ) + (vni+1 − vni )]
= − k
2h2
[2hvx + h
2vxx + hkvxt +
1
3
h3vxxx +
1
2
h2kvxxt +
1
2
hk2vxtt +
1
12
h4vxxxx
+
1
6
h3kvxxxt +
1
4
h2k2vxxtt +
1
6
hk3vxttt +O(h
5) +O(k5)].
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Using these two equations, the expansions of the above constants are given by
C1 = Ai−1 − Ai + ai−1 − ai
= Θi−1 + Θ2i−1 −Θi −Θ2i + Θi−1 −Θ2i−1 −Θi + Θ2i
= 2(Θi−1 −Θi)
= 2k[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)],
C2 = −(Ai−1 + Ai + ai−1 + ai)
= −2(Θi−1 + Θi)
= k
h
[4vx + 2kvxt +
2
3
h2vxxx + k
2vxtt +O(h
3) +O(k3)],
C3 = −(Ai−1 + ai) = −[(Θi−1 + Θi)(1 + Θi−1 −Θi)]
= 1
2
C2 +
1
4
C1C2
= 1
2
k
h
[4vx + 2kvxt +
2
3
h2vxxx + k
2vxtt +O(h
3) +O(k3)]
+ 1
2
k2
h
[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)]
· [4vx + 2kvxt + 23h2vxxx + k2vxtt +O(h3) +O(k3)]
= 2 k
h
vx +
k2
h
vxt + 2
k2
h
vxvxx +O(h
2) +O(k2),
C4 = Ai−1 − ai
= Θ2i−1 + Θ
2
i + Θi−1 −Θi = [Θi−1(Θi−1 −Θi) + Θi(Θi + Θi−1)] + (Θi−1 −Θi)
= (Θi−1 −Θi)(1 + Θi−1) + Θi(Θi−1 + Θi) = 12C1 + 12C1Θi−1 − 12C2Θi
= O(k).
For simplicity we are going to expand the right side of (2.32) term by term . So, we
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have
2C1u = 4k[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)]u
= 4kvxxu+ 2k
2vxxtu+
1
3
h2kvxxxxu+ k
3vxxttu+O(h
3k) +O(k4),
C2hux = k[4vx + 2kvxt +
2
3
h2vxxx + k
2vxtt +O(h
3) +O(k3)]ux
= 4kvxux + 2k
2vxtux +
2
3
h2kvxxxux + k
3vxttux +O(h
3k) +O(k4),
C1kut = 2k
2[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)]ut
= 2k2vxxut + k
3vxxtut +O(h
2k2) +O(k4),
1
2
C1h
2uxx = h
2k[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)]uxx
= h2kvxxuxx +O(h
4) +O(k5),
C3hkuxt = hk[2
k
h
vx +
k2
h
vxt + 2
k2
h
vxvxx +O(h
2) +O(k2)]uxt
= 2k2vxuxt + k
3vxtuxt + 2k
3vxvxxuxt +O(h
4) +O(k2),
1
2
k2C1utt = k
3[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)]utt
= k3vxxutt +O(h
2k3) +O(k4),
1
6
C2h
3uxxx =
1
6
h2k[4vx + 2kvxt +
2
3
h2vxxx + k
2vxtt +O(h
3) +O(k3)]uxxx
=
2
3
h2kvxuxxx +O(h
4k) +O(h2k2),
1
2
C3hk
2uxtt =
1
2
hk2[2
k
h
vx +
k2
h
vxt + 2
k2
h
vxvxx +O(h
2) +O(k2)]uxtt
= k3vxuxtt +O(h
3k2) +O(k4),
1
2
C4h
2kuxxt = O(h
2k2),
1
6
C1K
3uttt =
1
3
k4[vxx +
1
2
kvxxt +
1
12
h2vxxxx +
1
4
k2vxxtt +O(h
3) +O(k3)]uttt
= O(h2k4) +O(k4).
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Hence, the equation (2.32) can be written as
1
4k
[(F˜ n+1i − F˜ n+1i−1 )− (F˜ ni − F˜ ni−1)]
= vxxu+ vxux +
1
2
k
[
vxxtu+ vxtux + vxuxt + vxxut
]
+ h2
[ 1
12
vxxxxu+
1
6
vxxxux +
1
4
vxxuxx +
1
6
vxuxxx
]
+
1
4
k2
[
vxxttu+ vxttux + vxxtut + vxtuxt + 2vxvxxuxt + vxxutt + vxuxtt
]
+O(h3) +O(k3).
(2.33)
By adding (2.31) and (2.33) we get
τn+1i = [ut − κuxx + (vxu)x] +
1
2
k
∂
∂t
[ut − κuxx + (vxu)x]
+ h2[
1
12
vxxxxu+
1
6
vxxxux +
1
4
vxxuxx +
1
6
vxuxxx +
1
8
uxxt − 1
12
κuxxxx]
+
1
4
k2[vxxttu+ vxttux + vxxtut + vxtuxt + 2vxvxxuxt + vxxutt + vxuxtt +
2
3
uttt − κuxxtt]
+O(h3) +O(k3).
Since the expression in the first two brackets is the left hand side of the differential
equation, it follows that the scheme is second order in both time and space.
2.5 Stability
The next step in our discussion is the stability of the method. We devote this section
to discuss this property.
Definition 2.5.1 Let Q be an M ×M matrix and {Un}N0 be a sequence of M × 1
vectors, then, the difference scheme
Un+1 = QUn, n ≥ 0
is stable with respect to the norm ‖ · ‖ if there exist positive constants ∆x0 and ∆t0, and
non-negative constants K and C so that
‖UN‖ ≤ KeCT‖U0‖
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for 0 ≤ T = N∆t, 0 < ∆x ≤ ∆x0 and 0 < ∆t ≤ ∆t0.
First we will discuss the stability of the method in case there is no convection (v = 0)
and then move to the general case.
Case I: Θni = 0 for all i: In this case, the scheme (2.20) has the matrix form(
1
8
B +
1
2
rκA
)
Un+1 =
(
1
8
B − 1
2
rκA
)
Un (2.34)
where A and B are M ×M matrices given by
A =

1 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 1

, B =

7 1
1 6 1
. . . . . . . . .
1 6 1
1 7

. (2.35)
These two matrices have the eigenvalues
λk = 2
(
1− cos
(
kpi
M
))
, (2.36)
µk = 6 + 2 cos
(
kpi
M
)
, (2.37)
respectively with associated eigenvectors
vk =
[
cos
(
(j − 1
2
)kpi
M
)]
1≤j≤M
, k = 0, 1, ...,M − 1 (2.38)
[see Appendix A]. The eigenvalues of the left hand matrix of the scheme (2.34) are given
by (
1
8
µk +
1
2
rκλk
)
.
Since 1
8
µk +
1
2
rκλk > 0 for all k , the matrix (
1
8
B + 1
2
rκA) is guaranteed to be invertible.
Therefore, for eigenvector vk we have(
1
8
B +
1
2
rκA
)−1(
1
8
B − 1
2
rκA
)
vk =
1
8
µk − 12rκλk
1
8
µk +
1
2
rκλk
vk
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i.e the eigenvalues of the iteration matrix of the scheme (2.34) are given by
1
8
µk − 12rκλk
1
8
µk +
1
2
rκλk
, k = 0, 1, ...,M − 1.
Since
∣∣∣∣ 18µk − 12rκλk1
8
µk +
1
2
rκλk
∣∣∣∣ ≤ 1, the scheme (2.34) is unconditionally stable.
Case II: Θni 6= 0 for some i: In this case the scheme (2.20) has the matrix form(
1
8
B +
1
2
rκA+
1
4
znL
)
Un+1 =
(
1
8
B − 1
2
rκA+
1
4
znR
)
Un (2.39)
where
znL =

−A1 −a1
A1 (a1 − A2) −a2
. . . . . . . . .
AM−2 (aM−2 − AM−1) −aM−1
AM−1 aM−1

, (2.40)
znR =

a1 A1
−a1 (a2 − A1) A2
. . . . . . . . .
−aM−2 (aM−1 − AM−2) AM−1
−aM−1 −AM−1

. (2.41)
Similar to the first case, the left hand matrix in (2.39) needs to be invertible. To
show this we need the following proposition.
Levy-Desplanques Theorem: Any strictly diagonally dominant square matrix
must be invertible [32].
Proof : Let Q = [qij] be an M ×M strictly diagonal dominant matrix and let
Ri =
M∑
j=1
j 6=i
|qij|.
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Then the diagonal dominance property implies that Ri < |qii|. Suppose that Q is singu-
lar, then the system Qx = 0 has a non-trivial solution x = (x1, x2, ..., xM). Let r be the
index such that
|xr| ≥ |xi|, i = 1, 2, ...,M.
Then we have
|qrr||xr| =
∣∣− M∑
j=1
j 6=r
qrjxj
∣∣ ≤ M∑
j=1
j 6=r
|qrj||xr| ≤ Rr|xr|.
By dividing over |xr| we get |qrr| ≤ Rr which is a contradiction to the strictly diagonally
dominance. Therefore, Q is invertible. 
In the following we show that the matrix (1
8
B + 1
2
rκA +
1
4
zL) is strictly diagonally
dominant. The matrix is tridiagonal and the non-zero entries in ith row are given by(
1
8
− 1
2
rκ +
1
4
Ai−1
) (
6
8
+ rκ +
1
4
(ai−1 − Ai)
) (
1
8
− 1
2
rκ − 1
4
ai
)
Since Ai ∈ [−14 , 34 ] , ai ∈ [−34 , 14 ], then 14(ai−1−Ai) ∈ [−38 , 18 ], 12 +Ai > 0 and 12 −ai > 0.
Adding the absolute values of the off diagonal entries to get∣∣1
8
− 1
2
rκ +
1
4
Ai−1
∣∣+ ∣∣1
8
− 1
2
rκ − 14ai
∣∣ ≤ rκ + 14(∣∣12 + Ai−1∣∣+ ∣∣12 − ai∣∣)
= rκ +
2
8
+ 1
4
(Ai−1 − ai) = rκ + 14 + 14
[
Θi−1 + Θ2i−1 −Θi + Θ2i
]
.
(2.42)
However, the absolute value of the diagonal entry leads to
∣∣rκ + 68 + 14(ai−1 − Ai)∣∣ = rκ + 68 + 14(ai−1 − Ai) = rκ + 34 + 14[Θi−1 −Θ2i−1 −Θi −Θ2i ].
(2.43)
The difference of the right hand sides of (2.42)-(2.43) gives
−1
2
+
1
2
(Θ2i−1 + Θ
2
i ) < 0,
which implies that
∣∣1
8
− 1
2
rκ +
1
4
Ai−1
∣∣+ ∣∣1
8
− 1
2
rκ − 14ai
∣∣ < ∣∣rκ + 68 + 14(ai−1 − Ai)∣∣. (2.44)
28
Therefore, the matrix (1
8
B + 1
2
rκA +
1
4
znL) is strictly diagonally dominant and hence
invertible. So, Un+1 which is given by
Un+1 =
(
1
8
B +
1
2
rκA+
1
4
znL
)−1(
1
8
B − 1
2
rκA+
1
4
znR
)
Un
=
(
I +
1
4
(
1
8
B +
1
2
rκA
)−1
znL
)−1(
1
8
B +
1
2
rκA
)−1(
1
8
B − 1
2
rκA+
1
4
znR
)
Un
(2.45)
is well defined.
In order to prove the stability of the scheme, we are going to prove that the following
inequality
‖1
4
(1
8
B + 1
2
rκA)
−1znL‖ < 1 (2.46)
is satisfied and then apply the Neumann series. Recall that the eigenvalues of the matrix
(1
8
B + 1
2
rA) are given by
1
8
µk +
1
2
rκλk =
1
8
(6 + 2 cos(kpi
M
)) + rκ(1− cos(kpiM ))
= 3
4
+ (1
4
− rκ) cos(kpiM ) + rκ, k = 0, 1, 2, ...,M − 1.
These eigenvalues satisfy the inequalities
1
8
µk +
1
2
rκλk ≥
 1, rκ >
1
4
1
2
+ 2rκ rκ <
1
4
.
From the definition (2.15) we get
|Θni | ≤
∆t
∆x
1
2
{ |V ni+1 − V ni |
∆x
+
|V n+1i+1 − V n+1i |
∆x
}
.
Assuming that
|V n+1i+1 −V n+1i |
∆x
and
|V ni+1−V ni |
∆x
are uniformly bounded by C0 for some constant
C0. Then, for fixed ∆x we have
|Θni | ≤
∆t
∆x
1
2
max
i
{ |V ni+1 − V ni |
∆x
+
|V n+1i+1 − V n+1i |
∆x
}
≤ ∆t
∆x
C0
≤ β∆t ≤ β∆t0
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for some ∆t0 ≥ ∆t, where β = 1∆xC0.
Using the stated bound of |Θni | we find the upper bound of the flux matrix norm.
The 1-norm of the flux matrix znL is bounded above by
‖znL‖1 = max
j
(|aj−1|+ |aj−1 − Aj|+ |Aj|)
≤ max
j
2(|aj−1|+ |Aj|) = max
j
2(|Θnj−1 − (Θnj−1)2|+ |Θnj + (Θnj )2|)
≤ 4(β∆t+ (β∆t)2).
The sup-norm is bounded above by
‖znL‖∞ = max
i
(|Ai−1|+ |ai−1 − Ai|+ |ai|)
≤ max
i
(|Ai−1|+ |ai−1|+ |Ai|+ |ai|) ≤ 4(β∆t+ (β∆t)2).
Therefore,
‖znL‖2 ≤
√
‖znL‖1‖znL‖∞ ≤ 4(β∆t+ (β∆t)2).
By the same argument we get
‖znR‖2 ≤ 4(β∆t+ (β∆t)2).
We set Q = (1
8
B + 1
2
rκA)
−1(1
8
B − 1
2
rκA) and δQ =
1
4
(1
8
B + 1
2
rκA)
−1znL. If rκ > 14 , then
‖(1
8
B + 1
2
rκA)
−1‖2 ≤ 1. So, with assumption β∆t0 ∈ (0, 12) we have
‖δQ‖2 = ‖14(
1
8
B +
1
2
rκA)
−1znL‖2 ≤ β∆t+ (β∆t)2 < 1,
and the condition (2.46) holds. Therefore, the Neumann series
(I + δQ)−1 = I − δQ+ (−δQ)2 + ....
is convergent and we have
‖(I + δQ)−1‖2 = ‖I − δQ+ (−δQ)2 + ...‖2 ≤ 1 + ‖δQ‖2 + ‖δQ‖22... =
1
1− ‖δQ‖2 . (2.47)
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The right hand side of the above inequality has the following upper bound
1
1− ‖δQ‖2 = 1 +
‖δQ‖2
1− ‖δQ‖2 ≤ 1 +
β∆t+ (β∆t)2
1− (β∆t+ (β∆t)2)
≤ 1 + 2β∆t
1− (β∆t0 + (β∆t0)2) = 1 + C˜∆t,
where C˜ = 2β
1−(β∆t0+(β∆t0)2) . On the other hand, if rκ <
1
4
we have
‖(1
8
B +
1
2
rκA)
−1‖2 ≤ (12 + 2rκ)−1.
In this case we let β∆t0 ∈ (0, α) where α < 12 . So
‖δQ‖2 = ‖14(
1
8
B +
1
2
rκA)
−1znL‖2 ≤ (12 + 2rκ)−1(β∆t+ (β∆t)2) < 2α(12 + 2rκ)−1
To satisfy the condition (2.46), we let α ≤ (
1
2
+2rκ)
2
. Hence, we have
1
1− ‖δQ‖2 = 1 +
‖δQ‖2
1− ‖δQ‖2 ≤ 1 +
2(β∆t+ (β∆t)2)
1− 2(β∆t+ (β∆t)2)
≤ 1 + 4β∆t
1− 2(α + α2) = 1 + C˜∆t,
where C˜ = 4β
1−2(α+α2) . For simplicity, we write
C˜ =

2β
1−(β∆t0+(β∆t0)2) if rκ >
1
4
4β
1−2(α+α2) if rκ <
1
4
.
The iteration matrix of the scheme (2.39) is given by
(I + δQ)−1(1
8
B + 1
2
rκA)
−1(1
8
B − 1
2
rκA+
1
4
znR) = (I + δQ)−1(Q+
1
4
(1
8
B + 1
2
rκA)
−1znR).
Therefore, if rκ >
1
4
then
‖(I + δQ)−1(Q+ 1
4
(1
8
B + 1
2
rκA)
−1znR)‖2 ≤ (1 + C˜∆t)(1 + 14‖(18B + 12rκA)−1znR‖2)
≤ (1 + C˜∆t)(1 + (β∆t+ (β∆t)2)
≤ (1 + C˜∆t)(1 + 2β∆t)
= 1 + C˜∆t+ 2β∆t+ 2C˜β∆t2
= 1 + (C˜ + 2β + 2C˜β∆t)∆t
< 1 + (C˜ + 2β + C˜)∆t
= 1 + C∆t
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where C = 2(C˜+β). If rκ <
1
4
then C = 2(C˜+ 2β). Hence, letting T and N be the final
time and total time steps respectively then by iteration we get
‖Un+1‖ ≤ (1 + C∆t)n‖U0‖
≤ (1 + C T
N
)N‖U0‖ ≤ eCT‖U0‖.
Therefore, the scheme(2.39) is conditionally stable.
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CHAPTER 3. A 2D SEMI-LAGRANGIAN SCHEME
3.1 Derivation of the method
In this chapter we are going to extend the idea we used in the one-dimensional case
and apply it to a two-dimensional system. We will consider the following system
ut +∇ · (u∇v) = ∇ · (κ∇u) + g(u, v, x, y, t) (3.1)
vt = ∇ · (σ∇v)− λv + f(u, v, x, y, t) (x, y) ∈ Ω, t > 0 (3.2)
∂u
∂n
=
∂v
∂n
= 0, (x, y) ∈ ∂Ω, t > 0, (3.3)
u(x, y, 0) = u0, v(x, y, 0) = v0 (3.4)
where Ω = (0, 1)× (0, 1) is a rectangle in the plane and g(u, v, x, y, t) and f(u, v, x, y, t)
are source/decay terms.
Let Mx and My denote the number of subdivisions in the x and y directions, respec-
tively, and set ∆x = 1
Mx
,∆y = 1
My
xi = i∆x, i = 0, 1, ...,Mx and yj = j∆y, j = 0, 1, ...,My.
The cells Ri,j ( the control volumes ) and cell centres (x¯i, y¯j) are defined by
Rij = [xi−1, xi]× [yj−1, yj], (x¯i, y¯j) = 12(xi−1 + xi, yj−1 + yj),
for i = 1, 2, ...,Mx, j = 1, 2, ...,My. The dual grid cells R
d
i,j are given by
Rdi,j = [x¯i−1, x¯i]× [y¯j−1, y¯j]
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for i = 1, 2, ...,Mx, j = 1, 2, ...,My. The goal is to compute the solution at time tn+1 using
the data at time tn.
As we did in the one dimensional case, we track the characteristics associated with
the left-hand side of the equation (3.1). These are solutions of the initial value problem:
dx
dt
= vx, x(tn+1) = α,
dy
dt
= vy, y(tn+1) = β. (3.5)
The image of the rectangle Ri,j is obtained under the flow determined by the character-
istic by letting (α, β) vary throughout Ri,j:
Ri,j(t) = {x(t, α, β), y(t, α, β) : (α, β) ∈ Ri,j}.
For the time being, let’s assume that Ri,j is an interior cell and that Ri,j(t) does not
intersect the boundary ∂Ω.
Let Qn+1i,j denote the interior of the solid {(x, y, t) : (x, y) ∈ Ri,j(t), t ∈ [tn, tn+1]} swept
out under the flow. Integrating (3.1) over the region Qn+1i,j and applying the Divergence
Theorem leads to∫∫∫
Qn+1i,j
(∇ · (κ∇u) + g)dV =
∫∫∫
Qn+1i,j
〈∂x, ∂y, ∂t〉 · 〈uvx, uvy, u〉dV =
∫∫
∂Qn+1i,j
u〈vx, vy, 1〉 · ~nds
=
∫∫
Ri,j
u(x, y, tn+1)dA−
∫∫
Ri,j(tn)
u(x, y, tn)dA.
(3.6)
Here ~n denotes the outward unit normal to ∂Qn+1i,j . We used the fact that the character-
istic directions 〈vx, vy, 1〉 are tangent to the lateral surface of ∂Qn+1i,j to write the right
hand side of the above equation. In the following we will be approximating this integral
identity.
To derive the method, we approximate solutions by piecewise bilinear functions on
each time level. Since the functions are evaluated at the centre points of the grid cells, the
data values will be V ni,j = v(x¯i, y¯j, tn) and U
n
i,j = u(x¯i, y¯j, tn). Let’s define the following
piecewise linear functions
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Figure 3.1 Diagonal overlapping supports of Pi,j(x, y)
pi,j[V ](x) =

Vi,j +
Vi+1,j − Vi,j
∆x
(x− x¯i), x¯i ≤ x ≤ x¯i+1
Vi−1,j +
Vi,j − Vi−1,j
∆x
(x− x¯i−1), x¯i−1 ≤ x ≤ x¯i
i = 1, 2...,M − 1,
qi,j[V ](y) =

Vi,j +
Vi,j+1 − Vi,j
∆y
(y − y¯j), y¯j ≤ y ≤ y¯j+1
Vi,j−1 +
Vi,j − Vi,j−1
∆y
(y − y¯j−1), y¯j−1 ≤ y ≤ y¯j
j = 1, 2, ...,M − 1
where Vi,j = v(x¯i, y¯j). Then we can construct the following locally piecewise bilinear
functions
Pi,j[V ](x, y) =

pi,j[V ](x) +
y − y¯j
∆y
(pi,j+1[V ](x)− pi,j[V ](x)), (x, y) ∈ Rdi+1,j+1
pi,j−1[V ](x) +
y − y¯j−1
∆y
(pi,j[V ](x)− pi,j−1[V ](x)), (x, y) ∈ Rdi+1,j
pi−1,j[V ](x) +
y − y¯j
∆y
(pi−1,j+1[V ](x)− pi−1,j[V ](x)), (x, y) ∈ Rdi,j+1
pi−1,j−1[V ](x) +
y − y¯j−1
∆y
(pi−1,j[V ](x)− pi−1,j−1[V ](x)), (x, y) ∈ Rdi,j
(3.7)
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Figure 3.2 Horizontal and vertical overlapping supports of Pi,j(x, y)
and
Qi,j[V ](x, y) =

qi,j[V ](y) +
x− x¯i
∆x
(qi+1,j[V ](y)− qi,j[V ](y)), (x, y) ∈ Rdi+1,j+1
qi−1,j[V ](y) +
x− x¯i−1
∆x
(qi,j[V ](y)− qi−1,j[V ](y)), (x, y) ∈ Rdi,j+1
qi,j−1[V ](y) +
x− x¯i
∆x
(qi+1,j−1[V ](y)− qi,j−1[V ](y)), (x, y) ∈ Rdi+1,j
qi−1,j−1[V ](y) +
x− x¯i−1
∆x
(qi,j−1[V ](y)− qi−1,j−1[V ](y)), (x, y) ∈ Rdi,j.
(3.8)
It is clear that Pi,j[V ](x, y) = Qi,j[V ](x, y) for (x, y) ∈ Rdi+1,j+1. Therefore, we will use
them alternatively in deriving the method. In particular, we will use Qi,j[V ](x, y) if
integrating with respect to x is needed and Pi,j[V ](x, y) if we need to integrate with
respect to y. These functions have the property that Pi,j[V ](x¯i, y¯j) = Qi,j[V ](x¯i, y¯j) =
Vi,j. Figure 3.1 and 3.2 show the supports of these functions.
Now, we proceed to approximate the integral identity (3.6). The difficulties come
from the second integral on the right side of (3.6) while the first one can be shown as
a special case of the second integral. The boundaries of the departure cell Ri,j(tn) are
smooth curves (Figure 3.3) rather than straight lines so that the departure cell sides
must be approximated. The region of Ri,j(tn) is approximated by tracking the vertices
moving with the characteristic flow and connecting them by straight lines (Figure 3.4).
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Figure 3.3 The departure cell Ri,j(tn) defined by curves vs. arrival cell Ri,j (shaded
area).
Figure 3.4 Approximating the sides of Ri,j(tn) by straight lines.
In order to achieve that, we need to solve the characteristic equations.
Let (xi,j(t), yi,j(t)) be the solution of the characteristic equation
x
y

′
=
vx(x, y, t)
vy(x, y, t)
 ,
x
y
 (tn+1) =
xi
yj
 . (3.9)
By integrating the system (3.9) and approximating the right hand side using trapezoidal
rule we getx
y
 (tn+1) =
x
y
 (tn) + tn+1∫
tn
vx(x(s), y(s), s)
vy(x(s), y(s), s)
 ds
≈
x
y
 (tn) + 1
2
∆t
vx(x(tn), y(tn), tn) + vx(x(tn+1), y(tn+1), tn+1)
vy(x(tn), y(tn), tn) + vy(x(tn+1), y(tn+1), tn+1)
 .
(3.10)
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In order to solve this system, we need to approximate the derivatives on the right side of
(3.10). Since v(x, y, t) ∼= Pi,j[V ](x, y, t), then ∇v ∼= ∇Pi,j[V ]. So by setting x(t) = xi,j(t)
and y(t) = yi,j(t) we can write
vx(xi, yj, tn+1) ≈
( ∂
∂x
Pi,j[V
n+1]
)
(xi, yj) =
1
2
[
p′i,j[V
n+1] + p′i,j+1[V
n+1]
]
=
1
2
[V˜ n+1x ]i,j
vy(xi, yj, tn+1) ≈
( ∂
∂y
Qi,j[V
n+1]
)
(xi, yj) =
1
2
[
q′i,j[V
n+1] + q′i,j+1[V
n+1]
]
=
1
2
[V˜ n+1y ]i,j,
where, we are writing V n+1i,j = v(x¯i, y¯j, tn+1),
[V˜ n+1x ]i,j =
1
∆x
[V n+1i+1,j − V n+1i,j + V n+1i+1,j+1 − V n+1i,j+1],
[V˜ n+1y ]i,j =
1
∆y
[V n+1i,j+1 − V n+1i,j + V n+1i+1,j+1 − V n+1i+1,j].
However, the derivatives at tn are given by
vx(x(tn), y(tn), tn) ≈
( ∂
∂x
Pi,j[V
n]
)
(x(tn), y(tn))
= p′i,j[V
n] +
y(tn)− y¯j
∆y
[
p′i,j+1[V
n]− p′i,j[V n]
]
,
and
vy(x(tn), y(tn), tn) ≈
( ∂
∂y
Qi,j[V
n]
)
(x(tn), y(tn))
= q′i,j[V
n] +
x(tn)− x¯i
∆y
[
q′i+1,j[V
n]− q′i,j[V n]
]
.
We notice that y(tn)− y¯j = y(tn)− (yj− 12∆y) = y(tn)−yj + 12∆y. So, the system (3.10)
can be written as
xi ≈ x(tn) + 1
2
∆t
[
p′i,j[V
n] +
(y(tn)− yj
∆y
+
1
2
)(
p′i,j+1[V
n]− p′i,j[V n]
)
+ [V˜ n+1x ]i,j
]
,
yj ≈ y(tn) + 1
2
∆t
[
q′i,j[V
n] +
(x(tn)− xi
∆x
+
1
2
)(
q′i+1,j[V
n]− q′i,j[V n]
)
+ [V˜ n+1y ]i,j
]
.
Rearranging terms and writing the results in matrix form give
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 1 12 ∆t∆y(p′i,j+1[V n]− p′i,j[V n])
1
2
∆t
∆x
(
q′i+1,j[V
n]− q′i,j[V n]
)
1

x(tn)− xi
y(tn)− yj

= −1
2
∆t
12(p′i,j[V n] + p′i,j+1[V n])+ [V˜ n+1x ]i,j
1
2
(
q′i,j[V
n] + q′i+1,j[V
n]
)
+ [V˜ n+1y ]i,j
 .
Assuming that the left hand matrix is not singular, we multiply by its inverse to getx(tn)− xi
y(tn)− yj
 = −1
2
∆t
1
1− 1
4
∆t
∆x
∆t
∆y
(
p′i,j+1[V n]− p′i,j[V n]
)(
q′i+1,j[V n]− q′i,j[V n]
)×
 1 −12 ∆t∆y(p′i,j+1[V n]− p′i,j[V n])
−1
2
∆t
∆x
(
q′i,j+1[V
n]− q′i,j[V n]
)
1
×
12(p′i,j[V n] + p′i,j+1[V n])+ [V˜ n+1x ]i,j
1
2
(
q′i,j[V
n] + q′i+1,j[V
n]
)
+ [V˜ n+1y ]i,j
 .
It is easy to see that
(
p′i,j+1[V
n]− p′i,j[V n]
)
∆y
=
(
q′i+1,j[V
n]− q′i,j[V n]
)
∆x
= [V˜ nxy]i,j
where
[V˜ nxy]i,j =
1
∆x∆y
[V ni+1,j+1 − V ni+1,j − V ni,j+1 + V ni,j].
Hence the system can be written in the formx(tn)− xi
y(tn)− yj
 = −1
2
∆t
1
1− 1
4
(∆t)2([V˜ nxy]i,j)
2
×
 1 −12∆t[V˜ nxy]i,j
−1
2
∆t[V˜ nxy]i,j 1
×
12([V˜ nx ]i,j + [V˜ n+1x ]i,j)
1
2
([V˜ ny ]i,j + [V˜
n+1
y ]i,j)
 .
For convenience, we set
θx,ni,j =
xi,j(tn)− xi
∆x
, θy,ni,j =
yi,j(tn)− yj
∆y
.
By the identity
1
1− (1
2
∆t[V˜ nxy]i,j)
2
= 1 + (1
2
∆t[V˜ nxy]i,j)
2 + (1
2
∆t[V˜ nxy]i,j)
4 +O((∆t)6)
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we can write the solution of the system as ( ignoring the higher order terms)∆xθx,ni,j
∆yθy,ni,j
 ≈
∆xΘx,ni,j
∆yΘy,ni,j
 = −14∆t
[V˜ nx ]i,j + [V˜ n+1x ]i,j
[V˜ ny ]i,j + [V˜
n+1
y ]i,j
− 18(∆t)2[V˜ nxy]i,j
[V˜ ny ]i,j + [V˜ n+1y ]i,j
[V˜ nx ]i,j + [V˜
n+1
x ]i,j
 .
(3.11)
Remark 3.1: We assume that |θxi,j| ≤ 12 and |θyi,j| ≤ 12 for all i and j so that
(xi,j(tn), yi,j(tn)) ∈ Rdi+1,j+1. Therefore, the line integral along each side of ∂Ri,j(tn) will
not be broken into more than two pieces. Saying differently, the integrated function will
not be defined by more than two pieces.
It is clear that
xi,j(tn) = xi + θ
x,n
i,j ∆x, yi,j(tn) = yj + θ
y,n
i,j ∆y.
We will use these equations in parametrizing the curve ∂Ri,j(tn).
In order to evaluate the integrals over the departure cells we use the Divergence
Theorem to convert the area integral into a line integral. Let U(x, y, tn) be a piecewise
bilinear approximation of u(x, y, tn) on the dual grid cells {Rdi,j} as defined in (3.7) and
(3.8) with V replaced by U . Since tn will be fixed throughout the coming computations,
we write U(x, y) = U(x, y, tn). Let
W x(x, y) =
x∫
x¯i
U(z, y)dz, W y(x, y) =
y∫
y¯i
U(x, z)dz,
so that 1
2
div〈W x,W y〉 = U(x, y). By the Divergence Theorem∫∫
Ri,,j(tn)
u(x, y)dxdy ≈
∫∫
Ri,,j(tn)
U(x, y)dxdy =
1
2
∫
∂Ri,j(tn)
〈W x,W y〉 · ~nds, (3.12)
where ~n is the unit outer normal vector along the boundary ∂Ri,j(tn). To compute the in-
tegral on the right side of (3.12), the curve ∂Ri,j(tn) is parametrized by the characteristic
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flow (x(tn, α, β), y(tn, α, β)) defined by (3.5). For example, the east part of the approxi-
mation of ∂Ri,j(tn) is parametrized by connecting the two vertices (xi,j−1(tn), yi,j−1(tn))
and (xi,j(tn), yi,j(tn)). So the parametrizing equations are given by
xE(σ) = xi,j−1(tn) + σ(xi,j(tn)− xi,j−1(tn)) = (xi + θxi,j−1∆x) + σ(θxi,j − θxi,j−1)∆x,
yE(σ) = yi,j−1(tn) + σ(yi,j(tn)− yi,j−1(tn)) = (yj−1 + θyi,j−1∆y) + σ(1 + θyi,j − θyi,j−1)∆y.
The unit outer normal vector ~n is given as follows
〈x′(σ), y′(σ)〉 · ~n = 0,
which implies that ~n = 〈y
′(σ),−x′(σ)〉√
(x′(σ)2+(y′(σ))2
. Let γE, γN , γW and γS be the east, north, west
and south parametrizations of ∂Ri,j(tn), then
∫∫
R(tn)
u(x, y)dA ≈
∫∫
R(tn)
U(x, y)dA =
1
2
∫
∂R(tn)
〈W x,W y〉 · ~nds
=
1
2
{∫
γE
(W xy′ −W yx′)dσ −
∫
γW
(W xy′ −W yx′)dσ
+
∫
γN
(W yx′ −W xy′)dσ −
∫
γS
(W yx′ −W xy′)dσ}.
(3.13)
3.1.1 A line integral along the east edge of R(tn)
We now compute the integrals on the right sides of (3.13). The parametrized equa-
tions of the east edge γE are given by
xE(σ) = (xi + ∆xθ
x
i,j−1) + σ(θ
x
i,j − θxi,j−1)∆x,
yE(σ) = (yj−1 + ∆yθ
y
i,j−1) + σ(1 + θ
y
i,j − θyi,j−1)∆y, σ ∈ [0, 1].
(3.14)
By the assumption (xi,j(tn), yi,j(tn)) ∈ [x¯i, x¯i+1]× [y¯j, y¯j+1] we see that the parametrized
line (xE(σ), yE(σ)) will be intersecting the line y = y¯j. Let σ
∗ be the intersecting
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parameter of these lines. Then
∫
γE
〈W x,W y〉 · ~nds =
 σ∗∫
0
+
1∫
σ∗
 [W x(xE(σ), yE(σ))y′E(σ)−W y(xE(σ), yE(σ))x′E(σ)]dσ,
(3.15)
where
W x(x, y) =

qi,j[U ](y)(x− x¯i) + 12 (x−x¯i)
2
∆x
(qi+1,j[U ](y)− qi,j[U ](y)),
(x, y) ∈ Rdi+1,j+1
qi,j−1[U ](y)(x− x¯i) + 12 (x−x¯i)
2
∆x
(qi+1,j−1[U ](y)− qi,j−1[U ](y)),
(x, y) ∈ Rdi+1,j
and
W y(x, y) =

pi,j[U ](x)(y − y¯j) + 12
(y − y¯i)2
∆y
(pi,j+1[U ](x)− pi,j[U ](x)),
(x, y) ∈ Rdi+1,j+1
pi,j−1[U ](x)(y − y¯j) + (y − y¯j−1)
2 − (∆y)2
2∆y
(pi,j[U ](x)− pi,j−1[U ](x)),
(x, y) ∈ Rdi+1,j.
In the following we will be computing the first integral in (3.15). For simplicity we will
write W x0 = W
x(xE(0), yE(0)) , W
x
1 = W
x(xE(1), yE(1)) , W
x
σ∗ = W
x(xE(σ
∗), yE(σ∗)),
and qi,j = qi,j[U ]. We notice that the derivative y
′
E(σ) is constant. So, using the trape-
zoidal rule gives
(
σ∗∫
0
+
1∫
σ∗
)W x(xE(σ), yE(σ))y
′
E(σ)(σ)dσ
∼= 1
2
y′E[σ
∗(W x0 +W
x
σ∗) + (1− σ∗)(W x1 +W xσ∗)]
=
1
2
y′E(σ)[σ
∗W x0 + (1− σ∗)W x1 +W xσ∗ ],
where
W x0 = qi,j−1(yE(0))(xE(0)− x¯i) + 12
(xE(0)− x¯i)2
∆x
[
qi+1,j−1(yE(0))− qi,j−1(yE(0))
]
,
W x1 = qi,j(yE(1))(xE(1)− x¯i) + 12
(xE(1)− x¯i)2
∆x
[
qi+1,j(yE(1))− qi,j(yE(1))
]
W xσ∗ = qi,j−1(yE(σ
∗))(xE(σ∗)− x¯i) + 12
(xE(σ
∗)− x¯i)2
∆x
[qi+1,j−1(yE(σ∗))− qi,j−1(yE(σ∗))].
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In order to write the above integral we need the following equalities which are obtained
from the parametrized equations (3.14)
yE(0)− y¯j = (θyi,j−1 − 12)∆y,
yE(0)− y¯j−1 = (θyi,j−1 + 12)∆y,
yE(1)− y¯j = (θyi,j + 12)∆y,
yE(σ∗) = y¯j,
xE(0)− x¯i = (θxi,j−1 + 12)∆x,
xE(1)− x¯i = (θxi,j + 12)∆x,
xE(σ
∗)− x¯i = xi + ∆xθxi,j−1 + σ∗(θxi,j − θxi,j−1)∆x− x¯i
=
(
1
2
+ θxi,j−1 + σ
∗(θxi,j − θxi,j−1)
)
∆x
=
(
1
2
+ θxi,j + (1− σ∗)(θxi,j−1 − θxi,j)
)
∆x.
To keep the balance of the flux, we will use the first equation from the last equality with
the lower dual cell Rdi,j−1 and the second one with the upper dual cell R
d
i,j and ignore the
higher order terms σ∗(θxi,j − θxi,j−1)∆x. From these equalities we get
qi,j−1(yE(0)) = (12 − θyi,j−1)Ui,j−1 + (12 + θyi,j−1)Ui,j,
qi+1,j−1(yE(0)) = (12 − θyi,j−1)Ui+1,j−1 + (θyi,j−1 − 12)Ui+1,j+1,
qi+1,j(yE(1)) = (
1
2
− θyi,j)Ui+1,j + (12 + θyi,j)Ui+1,j+1,
qi,j(yE(1)) = (
1
2
− θyi,j)Ui,j + (12 + θyi,j)Ui,j+1,
qi+1,j−1(yE(σ∗)) = qi+1,j−1(y¯j) = qi,j−1(y¯) = Ui,j.
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Then, using all the above equalities leads to
W x0 = (
1
2
+ θxi,j−1)∆x
[
(1
2
− θyi,j−1)Ui,j−1 + (12 + θyi,j−1)Ui,j
]
+ 1
2
(1
2
+ θxi,j−1)
2∆x
[
(1
2
− θyi,j−1)Ui+1,j−1 + (12 + θyi,j−1)Ui+1,j
− (1
2
− θyi,j−1)Ui,j−1 − (12 + θyi,j−1)Ui,j
]
= 1
2
∆x
{
Ui,j−1
[
(1
2
− θyi,j−1)(12 + θxi,j−1)(32 − θxi,j−1)
]
+ Ui,j
[
(1
2
+ θyi,j−1)(
1
2
+ θxi,j−1)(
3
2
− θxi,j−1)
]
+ Ui+1,j−1
[
(1
2
− θyi,j−1)(12 + θxi,j−1)2
]
+ Ui+1,j
[
(1
2
+ θyi,j−1)(
1
2
+ θxi,j−1)
2
]}
,
W x(xE(σ
∗),y¯j) =
[
1
2
+ θxi,j−1 + σ
∗(θxi,j − θxi,j−1)
]
∆xUi,j
+ 1
2
[
1
2
+ θxi,j−1 + σ
∗(θxi,j − θxi,j−1)
]2
∆x(Ui+1,j − Ui,j)
= 1
2
∆x
{[
1
2
+ θxi,j−1 + σ
∗(θxi,j − θxi,j−1)
][
3
2
− θxi,j−1 + σ∗(θxi,j − θxi,j−1)
]
Ui,j
+
[
1
2
+ θxi,j−1 + σ
∗(θxi,j − θxi,j−1)
]2
Ui+1,j
}
= 1
2
∆x
{[
1
2
+ θxi,j + (1− σ∗)(θxi,j−1 − θxi,j)
][
3
2
− θxi,j + (1− σ∗)(θxi,j−1 − θxi,j)
]
Ui,j
+
[
1
2
+ θxi,j + (1− σ∗)(θxi,j−1 − θxi,j)
]2
Ui+1,j
}
,
W x1 =
1
2
∆x
{
Ui,j
[
(1
2
− θyi,j)(12 + θxi,j)(32 − θxi,j)
]
+ Ui,j+1
[
(1
2
+ θyi,j)(
1
2
+ θxi,j)(
3
2
− θxi,j)
]
+ Ui+1,j
[
(1
2
− θyi,j)(12 + θxi,j)2
]
+ Ui+1,j+1
[
(1
2
+ θyi,j)(
1
2
+ θxi,j)
2
]}
.
From the equality yE(σ
∗) = y¯j we get
(θyi,j−1 + σ
∗(1 + θyi,j − θyi,j−1))∆y = θyi,j−1∆y + σ∗y′E = 12∆y,
⇒ σ∗y′E = (12 − θyi,j−1)∆y,
and
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y′E(1− σ∗) = [(1 + θyi,j − θyi,j−1)− (12 − θyi,j−1)]∆y = (12 + θyi,j)∆y.
Also, in the following we will write y′E(σ) as
y′E(σ) = (1− θyi,j−1 + θyi,j)∆y =
[
(1
2
− θyi,j−1) + (12 + θyi,j)
]
∆y.
Hence, the integral along the east edge is given by
( σ∗∫
0
+
∫
σ∗
1
)
[W x(xE(σ), yE(σ))y
′
E(σ)]dσ
≈ 1
2
∆y
{
(1
2
− θyi,j−1)W x0 + (12 + θyi,j)W x1 + [(12 − θyi,j−1) + (12 + θyi,j)]W xσ∗
}
≈ 1
4
∆x∆y
{
Ui,j
[
(1
2
− θyi,j−1)(32 + θyi,j−1)(12 + θxi,j−1)(32 − θxi,j−1)
+ (1
2
+ θyi,j)(
3
2
− θyi,j)(12 + θxi,j)(32 − θxi,j)
]
+Ui,j−1
[
(1
2
− θyi,j−1)2(12 + θxi,j−1)(32 − θxi,j−1)
]
+ Ui,j+1
[
(1
2
+ θyi,j)
2(1
2
+ θxi,j)(
3
2
− θxi,j)
]
+Ui+1,j
[
(1
2
− θyi,j−1)(32 + θyi,j−1)(12 + θxi,j−1)2 + (12 + θyi,j)(32 − θyi,j)(12 + θxi,j)2
]
+Ui+1,j−1
[
(1
2
− θyi,j−1)2(12 + θxi,j−1)2
]
+ Ui+1,j+1
[
(1
2
+ θyi,j)
2(1
2
+ θxi,j)
2
]}
.
(3.16)
Remark 3.2: In the above approximation we ignored the second integral in (3.15)
because it gives higher order terms of the increments as we show. Let ∆t = νh and
∆x = ∆y = h, then assuming vx and vxy are bounded we obtain
x′E = (θ
x
i,j − θxi,j−1)∆x =
(
xi,j(tn)− xi,j−1(tn)
∆x
)
∆x
=
tn∫
tn+1
[vx(xi(t), yj(t), t)− vx(xi(t), yj−1(t), t)]dt
≈ ∆t
2
[vx(xi, yj, tn+1)− vx(xi, yj−1, tn+1) + vx(xi(tn), yj(tn), tn)− vx(xi(tn), yj−1(tn), tn)]
∼= C∆t∆y,
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for some constant C. Hence
1∫
0
W y(x(σ), y(σ))x′(σ)dσ ∼= C∆t∆x∆y = Cνh3.
3.1.2 A line integral along the south edge of R(tn)
Next we compute the line integral along the south edge γS. The parametrized
equations of γS are given by connecting the two vertices (xi−1,j−1(tn), yi−1,j−1(tn) and
(xi,j−1(tn), yi,j−1(tn)). So, we have
xS(σ) = xi−1 + ∆xθxi−1,j−1 + σ(1 + θ
x
i,j−1 − θxi−1,j−1)∆x,
yS(σ) = yj−1 + ∆yθ
y
i−1,j−1 + σ(θ
y
i,j−1 − θyi−1,j−1)∆y, σ ∈ [0, 1].
(3.17)
Again we will consider σ∗ to be the intersecting parameter of the line x = x¯i with the
line defined by the parametrized equations (xS(σ), yS(σ)). Along the south edge γ
S we
have∫
γS
〈W x,W y〉 · ~nds =
 σ∗∫
0
+
1∫
σ∗
 [W y(xS(σ), yS(σ))x′S(σ)−W x(xS(σ), yS(σ)y′S(σ)]dσ.
(3.18)
As we did before we compute the first integral and ignore the second one since it leads
to higher order of the increments . The function W y(x, y) is given by
W y(x, y) =

pi,j−1(x)(y − y¯j) + 12∆y [(y − y¯j−1)2 − (∆y)2](pi,j(x)− pi,j−1(x)),
(x, y) ∈ Rdi+1,j,
pi−1,j−1(x)(y − y¯j) + 12∆y [(y − y¯j−1)2 − (∆y)2](pi−1,j(x)− pi−1,j−1(x)),
(x, y) ∈ Rdi,j.
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Using the trapezoidal rule, we get σ∗∫
0
+
1∫
σ∗
W y(xS(σ), yS(σ))x′S(σ)dσ ≈ 12x′S[σ∗(W y0 +W yσ∗) + (1− σ∗)(W y1 +W yσ∗ ]
=
1
2
x′S[σ
∗W y0 +W
y
σ∗ + (1− σ∗)W y1 ]
(3.19)
where
W y0 = pi−1,j−1(xS(0))(yS(0)− y¯j)
+
1
2
∆y[(yS(0)− y¯j−1)2 − (∆y)2][pi−1,j(xS(0))− pi−1,j−1(xS(0))],
W yσ∗ = pi,j−1(xS(σ
∗))(yS(σ∗)− y¯j)
+
1
2∆y
[(yS(σ
∗)− y¯j−1)2 − (∆y)2][pi,j(xS(σ∗))− pi,j−1(xS(σ∗))],
W y1 = pi,j−1(xS(1))(yS(1)− y¯j)
+
1
2
∆y[(yS(1)− y¯j−1)2 − (∆y)2][pi,j(xS(1))− pi,j−1(xS(1))].
To write the full expansion of the above integral, we need the following equalities which
are obtained from the parametrized equations (3.17)
xS(0)− x¯i−1 = (12 + θxi−1,j−1)∆x,
xS(0)− x¯i = (θxi−1,j−1 − 12)∆x,
xS(1)− x¯i = (θxi,j−1 + 12)∆x,
yS(0)− y¯j−1 = (12 + θyi−1,j−1)∆y,
yS(1)− y¯j−1 = (12 + θyi,j−1)∆y,
yS(0)− y¯j = (θyi−1,j−1 − 12)∆y,
yS(1)− y¯j = (θyi,j−1 − 12)∆y,
yS(σ
∗)− y¯j−1 = (12 + θyi−1,j−1)∆y + σ∗(θyi,j−1 − θyi−1,j−1)∆y
= (1
2
+ θyi,j−1)∆y + (1− σ∗)(θyi−1,j−1 − θyi,j−1)∆y,
yS(σ
∗)− y¯j = (θyi−1,j−1 − 12)∆y + σ∗(θyi,j−1 − θyi−1,j−1)∆y
= (θyi,j−1 − 12)∆y + (1− σ∗)(θyi−1,j−1 − θyi,j−1)∆y.
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Also, the following equalities are necessary for our computations
pi−1,j−1(xS(0)) = Ui−1,j−1 +
Ui,j−1 − Ui−1,j−1
∆x
(1
2
+ θxi−1,j−1)∆x
= (1
2
− θxi−1,j−1)Ui−1,j−1 + (12 + θxi−1,j−1)Ui,j−1,
pi−1,j(xS(0)) = (12 − θxi−1,j−1)Ui−1,j + (12 + θxi−1,j−1)Ui,j,
pi,j−1(xS(1)) = (12 − θxi,j−1)Ui,j−1 + (12 + θxi,j−1)Ui+1,j−1,
pi,j(xS(1)) = (
1
2
− θxi,j−1)Ui,j + (12 + θxi,j−1)Ui+1,j,
pi,j(xS(σ
∗)) = pi,j(x¯i) = pi−1,j(x¯i) = Ui,j
(1
2
+ θyi−1,j−1)
2 − 1 = (θyi−1,j−1 − 12)(32 + θyi−1,j−1).
By the above equalities, we get
W y0 = (θ
y
i−1,j−1 − 12)∆y
[
(1
2
− θxi−1,j−1)Ui−1,j−1 + (12 + θxi−1,j−1)Ui,j−1
]
+ 1
2
∆y(θyi−1,j−1 − 12)(32 + θyi−1,j−1)
[
(1
2
− θxi−1,j−1)Ui−1,j + (12 + θxi−1,j−1)Ui,j
− (1
2
− θxi−1,j−1)Ui−1,j−1 − (12 + θxi−1,j−1)Ui,j−1
]
= 1
2
∆y
{
− Ui−1,j−1
[
(1
2
− θxi−1,j−1)(θyi−1,j−1 − 12)2
]
− Ui,j−1
[
(1
2
+ θxi−1,j−1)(θ
y
i−1,j−1 − 12)2
]
+ Ui,j
[
(θyi−1,j−1 − 12)(32 + θyi−1,j−1)(12 + θxi−1,j−1)
]
+ Ui−1,j
[
(θyi−1,j−1 − 12)(32 + θyi−1,j−1)(12 − θxi−1,j−1)
]}
,
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W yσ∗ = ∆y
{[
[θyi−1,j−1 − 12 + σ∗(θyi,j−1 − θyi−1,j−1)
]
− 1
2
[
θyi−1,j−1 − 12 + σ∗(θyi,j−1 − θyi−1,j−1)
][
3
2
+ θyi−1,j−1 + σ
∗(θyi,j−1 − θyi−1,j−1)
]]
Ui,j−1
+ 1
2
[
[θyi−1,j−1 − 12 + σ∗(θyi,j−1 − θyi−1,j−1)][32 + θyi−1,j−1 + σ∗(θyi,j−1 − θyi−1,j−1)]
]
Ui,j
= 1
2
∆y
{
−
[
θyi−1,j−1 − 12 + σ∗(θyi,j−1 − θyi−1,j−1)
]2
Ui,j−1
+
[
[θyi−1,j−1 − 12 + σ∗(θyi,j−1 − θyi−1,j−1)][32 + θyi−1,j−1 + σ∗(θyi,j−1 − θyi−1,j−1)]
]
Ui,j
}
= 1
2
∆y
{
−
[
θyi,j−1 − 12 + (1− σ∗)(θyi−1,j−1 − θyi,j−1)
]2
Ui,j−1
+
[
[θyi,j−1 − 12 + (1− σ∗)(θyi−1,j−1 − θyi,j−1)][32 + θyi,j−1 + (1− σ∗)(θyi−1,j−1 − θyi,j−1)]
]
Ui,j
}
,
W y1 = (θ
y
i,j−1 − 12)∆y
[
(1
2
− θxi,j−1)Ui,j−1 + (12 + θxi,j−1)Ui+1,j−1
]
+ 1
2
∆y(θyi,j−1 − 12)(32 + θyi,j−1)
[
(1
2
− θxi,j−1)Ui,j + (12 + θxi,j−1)Ui+1,j
− (1
2
− θxi,j−1)Ui,j−1 − (12 + θxi,j−1)Ui+1,j−1
]
= 1
2
∆y
{
− Ui,j−1(12 − θxi,j−1)(θyi,j−1 − 12)2 − Ui+1,j−1(12 + θxi,j−1)(θyi,j−1 − 12)2
+ Ui,j(θ
y
i,j−1 − 12)(32 + θyi,j−1)(12 − θxi,j−1) + Ui+1,j(θyi,j−1 − 12)(32 + θyi,j−1)(12 + θxi,j−1)
}
.
By combining the last three equations and ignoring the higher order term (θyi,j−1 −
θyi−1,j−1)∆y, we obtain the integral along the south edge. Using the equality σ
∗x′S(σ) =
(1
2
− θxi−1,j−1)∆x and writing x′S(σ) as
x′S(σ) = (1− θxi−1,j−1 + θxi,j−1)∆x =
[
(
1
2
− θxi−1,j−1) + (
1
2
+ θxi,j−1)
]
∆x,
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we get σ∗∫
0
+
1∫
σ∗
W y(xS(σ), yS(σ))x′S(σ)dσ
≈ 1
2
∆x
{
(
1
2
− θxi−1,j−1)W y0 +
[
(
1
2
− θxi−1,j−1) + (
1
2
+ θxi,j−1)
]
W yσ∗ + (
1
2
+ θxi,j−1)W
y
1
}
≈ 1
4
∆x∆y
{
− Ui−1,j−1(12 − θxi−1,j−1)2(θyi−1,j−1 − 12)2
−Ui,j−1
[
(1
2
− θxi−1,j−1)(32 + θxi−1,j−1)(θyi−1,j−1 − 12)2 + (12 + θxi,j−1)(32 − θxi,j−1)(θyi,j−1 − 12)2
]
+Ui,j
[
(1
2
− θxi−1,j−1)(32 + θxi−1,j−1)(32 + θyi−1,j−1)(θyi−1,j−1 − 12)
+ (1
2
+ θxi,j−1)(
3
2
− θxi,j−1)(32 + θyi,j−1)(θyi,j−1 − 12)
]
+Ui−1,j
[
(1
2
− θxi−1,j−1)2(θyi−1,j−1 − 12)(32 + θyi−1,j−1)
]
−Ui+1,j−1
[
(1
2
+ θxi,j−1)
2(θyi,j−1 − 12)2
]
+ Ui+1,j
[
(1
2
+ θxi,j−1)
2(θyi,j−1 − 12)(32 + θyi,j−1)
]}
.
(3.20)
3.1.3 Aline integral along the west edge of R(tn)
We advance in our process and compute the line integral along the west edge. The
parametrized equations of the west edge γW are given by
xW (σ) = xi−1 + ∆xθxi−1,j−1 + σ(θ
x
i−1,j − θxi−1,j−1)∆x,
yW (σ) = yj−1 + ∆yθ
y
i−1,j−1 + σ(1 + θ
y
i−1,j − θyi−1,j−1)∆y, σ ∈ [0, 1].
Define σ∗ such that yW (σ∗) = y¯j. So, integrating along γW gives
∫
γW
〈W x,W y〉·~nds =
( σ∗∫
0
+
1∫
σ∗
)
[W x(xW (σ), yW (σ))y
′
W (σ)−W y(xW (σ), yW (σ))x′W (σ)]dσ.
(3.21)
Again, we ignore the second integral in the above equation. The function W x(x, y) is
given by
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W x(x, y) =

qi−1,j(y)(x− x¯i) + 12∆x [(x− x¯i−1)2 − (∆x)2](qi,j(y)− qi−1,j(y)),
(x, y) ∈ Rdi,j+1
qi−1,j−1(y)(x− x¯i) + 12∆x [(x− x¯i−1)2 − (∆x)2](qi,j−1(y)− qi−1,j−1(y)),
(x, y) ∈ Rdi,j
.
Using the trapezoidal rule, we obtain
( σ∗∫
0
+
1∫
σ∗
)
W x(xW (σ), yW (σ))y
′
W (σ)dσ ≈
1
2
y′W{σ∗W x0 + (1− σ∗)W x1 +W xσ∗}
(3.22)
where
W x0 = qi−1,j−1(yW (0))(xW (0)− x¯i)
+
1
2∆x
[
(xW (0)− x¯i−1)2 − (∆x)2
]
(qi,j−1(yW (0))− qi−1,j−1(yW (0))),
W xσ∗ = qi−1,j−1(yW (σ
∗))(xW (σ∗)− x¯i)
+
1
2∆x
[
(xW (σ
∗)− x¯i−1)2 − (∆x)2
]
(qi,j−1(yW (σ∗))− qi−1,j−1(yW (σ∗))),
W x1 = qi−1,j(yW (1))(xW (1)− x¯i)
+
1
2∆x
[
(xW (1)− x¯i−1)2 − (∆x)2
]
(qi,j(yW (1))− qi−1,j(yW (1))).
The following equalities are necessary to write the above integral
xW (0)− x¯i−1 = (12 + θxi−1,j−1)∆x,
xW (0)− x¯i = (θxi−1,j−1 − 12)∆x,
xW (σ
∗)− x¯i−1 = (12 + θxi−1,j−1)∆x+ σ∗(θxi−1,j − θxi−1,j−1)∆x,
= (1
2
+ θxi−1,j)∆x+ (1− σ∗)(θxi−1,j−1 − θxi−1,j)∆x
xW (σ
∗)− x¯i = (θxi−1,j−1 − 12)∆x+ σ∗(θxi−1,j − θxi−1,j−1)∆x
= (θxi−1,j − 12)∆x+ (1− σ∗)(θxi−1,j−1 − θxi−1,j)∆x
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xW (1)− x¯i−1 = (12 + θxi−1,j)∆x,
xW (1)− x¯i = (θxi−1,j − 12)∆x,
yW (0)− y¯j−1 = (12 + θyi−1,j−1)∆y,
yW (1)− y¯j = (12 + θyi−1,j)∆y,
yW (σ
∗)− y¯j−1 = (12 + θyi−1,j−1)∆y + σ∗(1 + θyi−1,j − θyi−1,j−1)∆y
yW (σ
∗)− y¯j = (θyi−1,j−1 − 12)∆y + σ∗(1 + θyi−1,j − θyi−1,j−1)∆y.
Also, the following equalities will be used in our computation
qi,j−1(yW (0)) = Ui,j−1 +
Ui,j − Ui,j−1
∆y
(yW (0)− y¯j−1)
= (1
2
− θyi−1,j−1)Ui,j−1 + (12 + θyi−1,j−1)Ui,j,
qi−1,j−1(yW (0)) = (12 − θyi−1,j−1)Ui−1,j−1 + (12 + θyi−1,j−1)Ui−1,j,
qi,j(yW (1)) = (
1
2
− θyi−1,j)Ui,j + (12 + θyi−1,j)Ui,j+1,
qi−1,j(yW (1)) = (12 − θyi−1,j)Ui−1,j + (12 + θyi−1,j)Ui−1,j+1,
qi−1,j(yW (σ∗)) = qi−1,j(y¯j) = qi−1,j−1(y¯j) = Ui−1,j
1
2∆x
[(xW (0)− x¯i−1)2 − (∆x)2] = 1
2
∆x(θxi−1,j−1 − 12)(θxi−1,j−1 + 32).
Then, using the above equalities we have
W x0 = ∆x
{
(θxi−1,j−1 − 12)
[
(1
2
− θyi−1,j−1)Ui−1,j−1 + (12 + θyi−1,j−1)Ui−1,j
]
+ 1
2
(θxi−1,j−1 − 12)(θxi−1,j−1 + 32)
[
(1
2
− θyi−1,j−1)Ui,j−1 + (12 + θyi−1,j−1)Ui,j
− (1
2
− θyi−1,j−1)Ui−1,j−1 − (12 + θyi−1,j−1)Ui−1,j
]}
= 1
2
∆x
{
− Ui−1,j−1
[
(θxi−1,j−1 − 12)2(12 − θyi−1,j−1)
]
− Ui−1,j
[
(θxi−1,j−1 − 12)2(12 + θyi−1,j−1)
]
+ Ui,j−1
[
(θxi−1,j−1 − 12)(θxi−1,j−1 + 32)(12 − θyi−1,j−1)
]
+ Ui,j
[
(θxi−1,j−1 − 12)(θxi−1,j−1 + 32)(12 + θyi−1,j−1)
]}
,
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W xσ∗ = ∆x
{
(θxi−1,j−1 − 12 + σ∗(θxi−1,j − θxi−1,j−1))Ui−1,j
+ 1
2
(θxi−1,j−1 − 12 + σ∗(θxi−1,j − θxi−1,j−1))(θxi−1,j−1 + 32 + σ∗(θxi−1,j − θxi−1,j−1))
[Ui,j − Ui−1,j]
}
= 1
2
∆x
{
− Ui−1,j
[
θxi−1,j−1 − 12 + σ∗(θxi−1,j − θxi−1,j−1)
]2
+ Ui,j
[
(θxi−1,j−1 − 12 + σ∗(θxi−1,j − θxi−1,j−1))(θxi−1,j−1 + 32 + σ∗(θxi−1,j − θxi−1,j−1))
]}
= 1
2
∆x
{
− Ui−1,j
[
θxi−1,j − 12 + (1− σ∗)(θxi−1,j−1 − θxi−1,j)
]2
+ Ui,j
[
(θxi−1,j − 12 + (1− σ∗)(θxi−1,j−1 − θxi−1,j))(θxi−1,j + 32 + (1− σ∗)(θxi−1,j−1 − θxi−1,j))
]}
,
and
W x1 = ∆x
{
(θxi−1,j − 12)
[
(1
2
− θyi−1,j)Ui−1,j + (12 + θyi−1,j)Ui−1,j+1
]
+ 1
2
(θxi−1,j − 12)(θxi−1,j + 32)
[
(1
2
− θyi−1,j)Ui,j + (12 + θyi−1,j)Ui,j+1
− (1
2
− θyi−1,j)Ui−1,j − (12 + θyi−1,j)Ui−1,j+1
]}
= 1
2
∆x
{
− Ui−1,j
[
(θxi−1,j − 12)2(12 − θyi−1,j)
]− Ui−1,j+1[(θxi−1,j − 12)2(12 + θyi−1,j)]
+ Ui,j
[
(θxi−1,j − 12)(θxi−1,j + 32)(12 − θyi−1,j)
]
+ Ui,j+1
[
(θxi−1,j − 12)(θxi−1,j + 32)(12 + θyi−1,j)
]}
.
From the equality yW (σ
∗) = y¯j we get that σ∗y′W = (
1
2
− θyi−1,j−1)∆y. By combining
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all of these equations, we obtain the west edge integral
( σ∗∫
0
+
1∫
σ∗
)
W x(xW (σ), yW (σ))y
′
W (σ)dσ
≈ 1
2
∆y
{
(
1
2
− θyi−1,j−1)W x0 + (
1
2
+ θyi−1,j)W
x
1 + [(
1
2
− θyi−1,j−1) + (
1
2
+ θyi−1,j)]W
x
σ∗
}
∼= 14∆x∆y
{
− Ui−1,j−1
[
(θxi−1,j−1 − 12)2(12 − θyi−1,j−1)2
]
−Ui−1,j
[
(θxi−1,j−1 − 12)2(12 − θyi−1,j−1)(32 + θyi−1,j−1) + (θxi−1,j − 12)2(12 + θyi−1,j)(32 − θyi−1,j)
]
+Ui,j−1
[
(θxi−1,j−1 − 12)(θxi−1,j−1 + 32)(12 − θyi−1,j−1)2
]
+Ui,j
[
(θxi−1,j−1 − 12)(θxi−1,j−1 + 32)(12 − θyi−1,j−1)(32 + θyi−1,j−1)
+ (θxi−1,j − 12)(θxi−1,j + 32)(12 + θyi−1,j)(32 − θyi−1,j)
]
−Ui−1,j+1
[
(θxi−1,j − 12)2(12 + θyi−1,j)2
]
+ Ui,j+1
[
(θxi−1,j − 12)(θxi−1,j + 32)(12 + θyi−1,j)2
]}
.
(3.23)
3.1.4 A line integral along the north edge of R(tn)
The last integral will be along the north edge γN whose parametrized equations are
given by
xN(σ) = xi−1 + ∆xθxi−1,j + σ(1 + θ
x
i,j − θxi−1,j)∆x,
yN(σ) = yj + ∆yθ
y
i−1,j + σ(θ
y
i,j − θyi−1,j)∆y, σ ∈ [0, 1].
Let σ∗ be the intersecting parameter such that xN(σ∗) = x¯i . So, integrating along γN
gives
∫
γN
〈W x,W y〉·~nds =
( σ∗∫
0
+
1∫
σ∗
)
[−W x(xN(σ), yN(σ))y′N(σ)+W y(xN(σ), yN(σ))x′N(σ)]dσ.
(3.24)
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We ignore the first integral. The function W y(x, y) is given by
W y(x, y) =

pi−1,j(x)(y − y¯j) + 12∆y (y − y¯j)2(pi−1,j+1(x)− pi−1,j(x)),
(x, y) ∈ Rdi,j+1
pi,j(x)(y − y¯j) + 12∆y (y − y¯j)2(pi,j+1(x)− pi,j(x)),
(x, y) ∈ Rdi+1,j+1
.
Applying the trapezoidal rule, we get
( σ∗∫
0
+
1∫
σ∗
)
W y(xN(σ), yN(σ))x
′
N(σ)dσ
∼= 1
2
x′N
{
σ∗W y0 + (1− σ∗)W y1 +W yσ∗
}
(3.25)
where
W y0 = pi−1,j(xN(0))(yN(0)− y¯j) +
1
2∆y
(yN(0)− y¯j)2(pi−1,j+1(xN(0))− pi−1,j(xN(0))),
W yσ∗ = pi−1,j(xN(σ
∗))(yN(σ∗)− y¯j) + 1
2∆y
(yN(σ
∗)− y¯j)2(pi−1,j+1(xN(σ∗))− pi−1,j(xN(σ∗))),
W y1 = pi,j(xN(1))(yN(1)− y¯j) +
1
2∆y
(yN(1)− y¯j)2(pi,j+1(xN(1))− pi,j(xN(1))).
The above equations involve the following equalities
xN(0)− x¯i−1 = (12 + θxi−1,j)∆x,
xN(0)− x¯i = (θxi−1,j − 12)∆x,
xN(1)− x¯i = (12 + θxi,j)∆x,
yN(0)− y¯j = (12 + θyi−1,j)∆y,
yN(σ
∗)− y¯j = (12 + θyi−1,j)∆y + σ∗(θyi,j − θyi−1,j)
= (1
2
+ θyi,j)∆y + (1− σ∗)(θyi−1,j − θyi,j),
yN(1)− y¯j = (12 + θyi,j)∆y
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pi−1,j+1(xN(0)) = (12 − θxi−1,j)Ui−1,j+1 + (12 + θxi−1,j)Ui,j+1,
pi−1,j(xN(0)) = (12 − θxi−1,j)Ui−1,j + (12 + θxi−1,j)Ui,j,
pi,j+1(xN(1)) = (
1
2
− θxi,j)Ui,j+1 + (12 + θxi,j)Ui+1,j+1,
pi,j(xN(1)) = (
1
2
− θxi,j)Ui,j + (12 + θxi,j)Ui+1,j.
By the above equalities we can write the following equations
W y0 = (
1
2
+ θyi−1,j)∆y
[
(1
2
− θxi−1,j)Ui−1,j + (12 + θxi−1,j)Ui,j
]
+ 1
2
∆y(1
2
+ θyi−1,j)
2
[
(1
2
− θxi−1,j)Ui−1,j+1 + (12 + θxi−1,j)Ui,j+1
− (1
2
− θxi−1,j)Ui−1,j − (12 + θxi−1,j)Ui,j
]
= 1
2
∆y
{
Ui−1,j
[
(1
2
− θxi−1,j)(12 + θyi−1,j)(32 − θyi−1,j)
]
+ Ui,j
[
(1
2
+ θxi−1,j)(
1
2
+ θyi−1,j)(
3
2
− θyi−1,j)
]
+ Ui−1,j+1
[
(1
2
− θxi−1,j)(12 + θyi−1,j)2
]
+ Ui,j+1
[
(1
2
+ θxi−1,j)(
1
2
+ θyi−1,j)
2
]}
,
W yσ∗ =
1
2
∆y
{[
(1
2
+ θyi−1,j + σ
∗(θyi,j − θyi−1,j))(32 − θyi−1,j + σ∗(θyi,j − θyi−1,j))
]
Ui,j
+ (1
2
+ θyi−1,j + σ
∗(θyi,j − θyi−1,j))2Ui,j+1
}
,
= 1
2
∆y
{[
(1
2
+ θyi,j + (1− σ∗)(θyi−1,j − θyi,j))(32 − θyi,j + (1− σ∗)(θyi−1,j − θyi,j))
]
Ui,j
+ (1
2
+ θyi,j + (1− σ∗)(θyi−1,j − θyi,j))2Ui,j+1
}
,
and
W y1 =
1
2
∆y
{
Ui,j
[
(1
2
− θxi,j)(12 + θyi,j)(32 − θyi,j)
]
+ Ui+1,j
[
(1
2
+ θxi,j)(
1
2
+ θyi,j)(
3
2
− θyi,j)
]
+ Ui,j+1
[
(1
2
− θxi,j)(12 + θyi,j)2
]
+ Ui+1,j+1
[
(1
2
+ θxi,j)(
1
2
+ θyi,j)
2
]}
.
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From the equality xN(σ
∗) = x¯i we get that σ∗x′N = (
1
2
− θxi−1,j)∆x. Hence, by combining
this with the above equations we get the integral along the north edge
( σ∗∫
0
+
1∫
σ∗
)
W y(xN(σ), yN(σ))x
′
N(σ)dσ
≈ 1
2
∆x
{
(1
2
− θxi−1,j)W y0 + (12 + θxi,j)W y1 +
[
(1
2
− θxi−1,j) + (12 + θxi,j)
]
W yσ∗
}
∼= 14∆x∆y
{
Ui−1,j
[
(1
2
− θxi−1,j)2(12 + θyi−1,j)(32 − θyi−1,j)
]
+Ui−1,j+1
[
(1
2
− θxi−1,j)2(12 + θyi−1,j)2
]
+Ui,j
[
(1
2
− θxi−1,j)(32 + θxi−1,j)(12 + θyi−1,j)(32 − θyi−1,j)
+ (1
2
+ θxi,j)(
3
2
− θxi,j)(12 + θyi,j)(32 − θyi,j)
]
+Ui,j+1
[
(1
2
− θxi−1,j)(32 + θxi−1,j)(12 + θyi−1,j)2 + (12 + θxi,j)(32 − θxi,j)(12 + θyi,j)2
]
+Ui+1,j
[
(1
2
+ θxi,j)
2(1
2
+ θyi,j)(
3
2
− θyi,j)
]
+ Ui+1,j+1
[
(1
2
+ θxi,j)
2(1
2
+ θyi,j)
2
]}
(3.26)
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Now we add the equations (3.16), (3.20), (3.23) and (3.26) to get∫∫
Ri,j(tn)
U(x, y, tn)dA ≈ 1
2
{∫
γE
W xy′dy +
∫
γN
W yx′dx−
∫
γW
W xy′dy −
∫
γS
W yx′dy
}
≈ 1
8
∆x∆y
{
2Ui−1,j+1
[
(1
2
− θxi−1,j)2(12 + θyi−1,j)2
]
+ 2Ui+1,j+1
[
(1
2
+ θxi,j)
2(1
2
+ θyi,j)
2
]
+2Ui,j+1
[
(1
2
− θxi−1,j)(32 + θxi−1,j)(12 + θyi−1,j)2 + (12 + θxi,j)(32 − θxi,j)(12 + θyi,j)2
]
+2Ui−1,j
[
(1
2
− θxi−1,j−1)2(32 + θyi−1,j−1)(12 − θyi−1,j−1) + (12 − θxi−1,j)2(32 − θyi−1,j)(12 + θyi−1,j)
]
+2Ui,j
[
(1
2
− θxi−1,j)(32 + θxi−1,j)(12 + θyi−1,j)(32 − θyi−1,j)
+ (1
2
+ θxi,j)(
3
2
− θxi,j)(12 + θyi,j)(32 − θyi,j)
+ (1
2
− θxi−1,j−1)(32 + θxi−1,j−1)(12 − θyi−1,j−1)(32 + θyi−1,j−1)
+ (1
2
+ θxi,j−1)(
3
2
− θxi,j−1)(12 − θyi,j−1)(32 + θyi,j−1)
]
+2Ui+1,j
[
(1
2
+ θxi,j−1)
2(1
2
+ θyi,j−1)(
3
2
− θyi,j−1) + (12 + θxi,j)2(12 + θyi,j)(32 − θyi,j)
]
+2Ui−1,j−1
[
(1
2
− θxi−1,j−1)2(12 − θyi−1,j−1)2
]
+ 2Ui+1,j−1
[
(1
2
+ θxi,j−1)
2(1
2
− θyi,j−1)2
]
+2Ui,j−1
[
(1
2
− θxi−1,j−1)(32 + θxi−1,j−1)(12 − θyi−1,j−1)2 + (12 + θxi,j−1)(32 − θxi,j−1)(12 − θyi,j−1)2
]
.
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With some algebraic manipulation, the above equation can be written as∫∫
Ri,j(tn)
U(x, y, tn)dA ≈ 1
2
{∫
γE
W xy′dy +
∫
γN
W yx′dx−
∫
γW
W xy′dy −
∫
γS
W yx′dy
}
≈ 1
8
∆x∆y
{
2Ui−1,j−1
[[
1
4
− θxi−1,j(1− θxi−1,j)
][
1
4
+ θyi−1,j(1 + θ
y
i−1,j)
]]
+2Ui+1,j+1
[[
1
4
+ θxi,j(1 + θ
x
i−1,j)
][
1
4
+ θyi,j(1 + θ
y
i,j)
]]
+2Ui,j+1
[[
6
4
− θxi−1,j(1 + θxi−1,j) + θxi,j(1− θxi,j)
][
1
4
+ θyi,j(1 + θ
y
i,j)
]]
+2Ui−1,j
[[
1
4
− θxi−1,j−1(1− θxi−1,j−1)
][
3
4
− θyi−1,j−1(1 + θyi−1,j−1)
]
+
[
1
4
− θxi−1,j(1− θxi−1,j)
][
3
4
+ θyi−1,j(1− θyi−1,j)
]]
+2Ui−1,j−1
[[
1
4
− θxi−1,j−1(1− θxi−1,j−1)
][
1
4
− θyi−1,j−1(1− θyi−1,j−1)
]]
+2Ui+1,j−1
[[
1
4
+ θxi,j−1(1 + θ
x
i,j−1)
][
1
4
− θyi,j−1(1− θyi,j−1)
]]
+2Ui,j−1
[[
3
4
− θxi−1,j−1(1− θxi−1,j−1)
][
1
4
− θyi−1,j−1(1− θyi−1,j−1)
]
+
[
3
4
+ θxi,j−1(1− θxi,j−1)
][
1
4
− θyi,j−1(1− θyi,j−1)
]]
+2Ui+1,j
[[
1
4
+ θxi,j−1(1 + θ
x
i,j−1)
][
3
4
+ θyi,j−1(1− θyi,j−1)
]
+
[
1
4
+ θxi,j(1 + θ
x
i,j)
][
3
4
+ θyi,j(1− θyi,j)
]]
+2Ui,j
[[
3
4
− θxi−1,j(1 + θxi−1,j)
][
3
4
+ θyi−1,j(1− θyi−1,j)
]
+
[
3
4
+ θxi,j(1− θxi,j)
][
3
4
+ θyi,j(1− θyi,j)
]
+
[
3
4
− θxi−1,j−1(1− θxi−1,j−1)
][
3
4
− θyi−1,j−1(1− θyi−1,j−1)
]
+
[
3
4
+ θxi,j−1(1− θxi,j−1)
][
3
4
− θyi,j−1(1 + θyi,j−1)
]]}
.
For convenience, we set
ai,j = Θ
x
i,j(1−Θxi,j), Ai,j = Θxi,j(1 + Θxi,j),
bi,j = Θ
y
i,j(1−Θyi,j), Bi,j = Θyi,j(1 + Θyi,j),
where Θx,ni,j ≈ θx,ni,j and Θy,ni,j ≈ θy,ni,j .
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So, the above equation can be written in a compact form as∫∫
Ri,j(tn)
U(x, y, tn)dA =
1
2
{∫
γE
W xy′dy +
∫
γN
W yx′dx−
∫
γW
W xy′dy −
∫
γS
W yx′dy
}
∼= 1
8
∆x∆y
{
1
8
Ui−1,j+1 +
6
8
Ui−1,j +
1
8
Ui−1,j−1 +
6
8
Ui,j−1 +
36
8
Ui,j +
6
8
Ui,j+1 +
1
8
Ui+1,j−1
+
6
8
Ui+1,j +
1
8
Ui+1,j+1
+
3
2
[
− (ai−1,j−1Ui−1,j + Ai−1,j−1Ui,j) + (ai,j−1Ui,j + Ai,j−1Ui+1,j)
]
+
3
2
[
− (ai−1,jUi−1,j + Ai−1,jUi,j) + (ai,jUi,j + Ai,jUi+1,j)
]
+
1
2
[
− (ai−1,j−1Ui−1,j−1 + Ai−1,j−1Ui,j−1) + (ai,j−1Ui,j−1 + Ai,j−1Ui+1,j−1)
]
+
1
2
[
− (ai−1,jUi−1,j+1 + Ai−1,jUi,j+1) + (ai,jUi,j+1 + Ai,jUi+1,j+1)
]
+
3
2
[
− (bi−1,j−1Ui,j−1 +Bi−1,j−1Ui,j) + (bi−1,jUi,j +Bi−1,jUi,j+1)
]
+
3
2
[
− (bi,j−1Ui,j−1 +Bi,j−1Ui,j) + (bi,jUi,j +Bi,jUi,j+1)
]
+
1
2
[
− (bi−1,j−1Ui−1,j−1 +Bi−1,j−1Ui−1,j) + (bi−1,jUi−1,j +Bi−1,jUi−1,j+1)
]
+
1
2
[
− (bi,j−1Ui+1,j−1 +Bi,j−1Ui+1,j) + (bi,jUi+1,j +Bi,jUi+1,j+1)
]
− 2
[
ai−1,jbi−1,jUi−1,j + ai−1,jBi−1,jUi−1,j+1 + Ai−1,jbi−1,jUi,j + Ai−1,jBi−1,jUi,j+1
]
+ 2
[
ai,jbi,jUi,j + ai,jBi,jUi,j+1 + Ai,jbi,jUi+1,j + Ai,jBi,jUi+1,j+1
]
− 2
[
ai,j−1bi,j−1Ui,j−1 + ai,j−1Bi,j−1Ui,j + Ai,j−1bi,j−1Ui+1,j−1 + Ai,j−1Bi,j−1Ui+1,j
]
+ 2
[
ai−1,jbi−1,j−1Ui−1,j−1 + ai−1,j−1Bi−1,j−1Ui−1,j + Ai−1,j−1bi−1,j−1Ui,j−1
+ Ai−1,j−1Bi−1,j−1Ui,j
]}
.
(3.27)
For the benefit of verifying the mass conservative property it is good to write the equation
(3.27) in a conservative form. To distinguish between the forward and backward values
60
we write the super-scripts n. Let
F x,ni,j = a
n
i,jU
n
i,j + A
n
i,jU
n
i+1,j, F
y,n
i,j = b
n
i,jU
n
i,j +B
n
i,jU
n
i,j+1,
F˜ x,ni,j = a
n
i,j−1U
n
i,j + A
n
i,j−1U
n
i+1,j, F˜
y,n
i,j = b
n
i−1,jU
n
i,j +B
n
i−1,jU
n
i,j+1
and
Hni,j = a
n
i,jb
n
i,jU
n
i,j + a
n
i,jB
n
i,jU
n
i,j+1 + A
n
i,jb
n
i,jU
n
i+1,j + A
n
i,jB
n
i,jU
n
i+1,j+1.
Now the equation (3.27) is written as∫∫
Ri,j(tn)
U(x, y, tn)
≈ 1
8
∆x∆y
{
1
8
Uni−1,j+1 +
6
8
Uni−1,j +
1
8
Uni−1,j−1 +
6
8
Uni,j−1 +
36
8
Uni,j +
6
8
Uni,j+1
+
1
8
Uni+1,j−1 +
6
8
Uni+1,j +
1
8
Uni+1,j+1 + 2(H
n
i,j −Hni,j−1 +Hni−1,j−1 −Hni−1,j)
+
1
2
(F x,ni,j−1 − F x,ni−1,j−1 + F˜ x,ni,j+1 − F˜ x,ni−1,j+1) +
3
2
(F x,ni,j − F x,ni−1,j + F˜ x,ni,j − F˜ x,ni−1,j)
+
1
2
(F y,ni−1,j − F y,ni−1,j−1 + F˜ y,ni+1,j − F˜ y,ni+1,j−1) +
3
2
(F y,ni,j − F y,ni,j−1 + F˜ y,ni,j − F˜ y,ni,j−1)
}
.
Remark 3.3: If xi,j(tn) = xi and yi,j(tn) = yj then θ
x
i,j = θ
y
i,j = 0 for all i and j.
Then we have∫∫
Ri,j
U(x, y, tn)
≈ 1
8
∆x∆y
{
1
8
Uni−1,j+1 +
6
8
Uni−1,j +
1
8
Uni−1,j−1 +
6
8
Uni,j−1 +
36
8
Uni,j +
6
8
Uni,j+1
+
1
8
Uni+1,j−1 +
6
8
Uni+1,j +
1
8
Uni+1,j+1,
which is a quadrature for the bilinear approximating functions.
3.1.5 Approximation of the diffusion term
To complete the scheme we must include the diffusion and source terms. The diffusion
term is treated in the same way discussed above. applying the trapezoidal rule and
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Divergence Theorem on the diffusion term gives∫∫∫
Qn+1i,j
∇ · (κ∇u)dV ≈ 1
2
∆t
(∫∫
Ri,j
∇ · (κ∇u)|tn+1dA+
∫∫
Ri,j(tn)
∇ · (κ∇u)|tndA
)
= 1
2
∆t
( ∫
∂Ri,j
(κ∇u)|tn+1 · ~n ds+
∫
∂Ri,j(tn)
(κ∇u)|tn · ~n ds
)
.
By the same argument we compute the line integral along the boundaries of the departure
cell ∂Ri,j(tn). Along the east edge γ
E we have
∫
γE
∇U |tn · ~n ds =
1∫
0
[
Ux(xE(σ), yE(σ))y
′
E(σ)− Uy(xE(σ), yE(σ))x′E(σ)]dσ.
As we did before we will ignore the second integral because of higher order of the in-
crements. Also, we let σ∗ be the intersection parameter of the parametrizing equations
and the line yE(σ
∗) = y¯j. We write U0x = U
0
x(xE(0), yE(0)) , U
1
x = U(xE(1), yE(1)),
Uσ
∗
x = Ux(xE(σ
∗), yE(σ∗)) and p′i,j(x) = p
′
i,j. The function Ux(x, y) is given by
Ux(x, y) =

p′i,j−1 +
y − y¯j−1
∆y
[p′i,j − p′i,j−1], (x, y) ∈ Rdi+1,j
p′i,j +
y − y¯j
∆y
[p′i,j+1 − p′i,j], (x, y) ∈ Rdi+1,j+1.
Applying the trapezoidal rule, we obtain
1∫
0
Uxy
′
E(σ)dσ =
1
2
y′E
{
σ∗U0x + (1− σ∗)U1x + Uσ
∗
x
}
,
where
U0x = (
1
2
− θyi,j−1)p′i,j−1 + (
1
2
+ θyi,j−1)p
′
i,j,
U1x = (
1
2
− θyi,j)p′i,j + (
1
2
+ θyi,j)p
′
i,j+1,
Uσ
∗
x = p
′
i,j(xE(σ
∗)).
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Hence ∫
γE
Uxy
′
E ds ≈ 12∆y
{
(1
2
− θyi,j−1)2p′i,j−1 + (12 − θyi,j−1)(32 + θyi,j−1)p′i,j
+ (1
2
+ θyi,j)(
3
2
− θyi,j)p′i,j + (12 + θyi,j)2p′i,j+1
}
≈ 1
2
∆y
∆x
{
Ui+1,j−1
[
(1
2
− θyi,j−1)2
]
− Ui,j−1
[
(1
2
− θyi,j−1)2
]
−Ui,j
[
(1
2
− θyi,j−1)(32 + θyi,j−1) + (12 + θyi,j)(32 − θyi,j)
]
+Ui+1,j
[
(1
2
− θyi,j−1)(32 + θyi,j−1) + (12 + θyi,j)(32 − θyi,j)
]
+Ui+1,j+1
[
(1
2
+ θyi,j)
2
]
− Ui,j+1
[
(1
2
+ θyi,j)
2
]}
.
(3.28)
Similarly, integrating along the west edge γW gives∫
γW
Uxy
′
W dσ ≈ 12∆y
{
(1
2
− θyi−1,j−1)2p′i−1,j−1 + (12 − θyi−1,j−1)(32 + θyi−1,j−1)p′i−1,j
+ (1
2
+ θyi−1,j)(
3
2
− θyi−1,j)p′i−1,j + (12 + θyi−1,j)2p′i−1,j+1
}
≈ 1
2
∆y
∆x
{
Ui,j−1
[
(1
2
− θyi−1,j−1)2
]
− Ui−1,j−1
[
(1
2
− θyi−1,j−1)2
]
+Ui,j
[
(1
2
− θyi−1,j−1)(32 + θyi−1,j−1) + (12 + θyi−1,j)(32 − θyi−1,j)
]
−Ui−1,j
[
(1
2
− θyi−1,j−1)(32 + θyi−1,j−1) + (12 + θyi−1,j)(32 − θyi−1,j)
]
+Ui,j+1
[
(1
2
+ θyi−1,j)
2
]
− Ui−1,j+1
[
(1
2
+ θyi−1,j)
2
]}
.
(3.29)
Integrating along the north edge γN leads to
∫
γN
∇U |tn · ~n ds =
1∫
0
[− Ux(xN(σ), yN(σ))y′N(σ) + Uy(xN(σ), yN(σ))x′(σ)]dσ.
By ignoring the first integral we have
1∫
0
Uyx
′
N dσ ≈ 12x′N
{
σ∗U0y + (1− σ∗)U1y + Uy(σ∗)
}
,
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where
Uy(x, y) =

q′i−1,j +
x− x¯j−1
∆x
[q′i,j − q′i−1,j], (x, y) ∈ Rd1,j+1
q′i,j +
q − q¯i
∆x
[q′i+1,j − q′i,j], (x, y) ∈ Rd2,j+1
So we have
U0y = (
1
2
− θxi−1,j)q′i−1,j + (12 + θxi−1,j)q′i,j,
U1y = (
1
2
− θxi,j)q′i,j + (12 + θxi,j)q′i+1,j,
Uy(σ
∗) = q′i,j.
Then, the integral is given by∫
γN
Uyx
′
N dσ ≈ 12∆x
{
(1
2
− θxi−1,j)2q′i−1,j + (12 − θxi−1,j)(32 + θxi−1,j)q′i,j
+ (1
2
+ θxi,j)(
3
2
− θxi,j)q′i,j + (12 + θxi,j)2q′i+1,j
}
≈ 1
2
∆x
∆y
{
Ui−1,j+1
[
(1
2
− θxi−1,j)2
]
− Ui−1,j
[
(1
2
− θxi−1,j)2
]
−Ui,j
[
(1
2
− θxi−1,j)(32 + θxi−1,j) + (12 + θxi,j)(32 − θxi,j)
]
+Ui,j+1
[
(1
2
− θxi−1,j)(32 + θxi−1,j) + (12 + θxi,j)(32 − θyi,j)
]
+Ui+1,j+1
[
(1
2
+ θxi,j)
2
]
− Ui+1,j
[
(1
2
+ θxi,j)
2
]}
.
(3.30)
The last integral will be along the south edge γS that is similar to the integral along
the north edge with the jth index shifted down one unit. Hence
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∫
γS
Uyx
′
S dσ ≈ 12∆x
{
(1
2
− θxi−1,j−1)2q′i−1,j−1 + (12 − θxi−1,j−1)(32 + θxi−1,j−1)q′i,j−1
+ (1
2
+ θxi,j−1)(
3
2
− θxi,j−1)q′i,j−1 + (12 + θxi,j−1)2q′i+1,j−1
}
≈ 1
2
∆x
∆y
{
Ui−1,j
[
(1
2
− θxi−1,j−1)2
]
− Ui−1,j−1
[
(1
2
− θxi−1,j−1)2
]
+Ui,j
[
(1
2
− θxi−1,j−1)(32 + θxi−1,j−1) + (12 + θxi,j−1)(32 − θxi,j−1)
]
−Ui,j−1
[
(1
2
− θxi−1,j−1)(32 + θxi−1,j−1) + (12 + θxi,j−1)(32 − θyi,j−1)
]
+Ui+1,j
[
(1
2
+ θxi,j−1)
2
]
− Ui+1,j−1
[
(1
2
+ θxi,j−1)
2
]}
.
(3.31)
By combining similar terms in (3.30) and (3.31) we can write(∫
γN
−
∫
γS
)
∇u · ~n ds
≈1
2
∆x
∆y
{
1
4
Ui−1,j+1 + 64Ui,j+1 +
1
4
Ui+1,j+1 − 24Ui−1,j
− 12
4
Ui,j − 24Ui+1,j + 14Ui−1,j−1 + 64Ui,j−1 + 14Ui+1,j−1
− (ai−1,jUi−1,j+1 + Ai−1,jUi,j+1) + (ai−1,jUi−1,j + Ai−1,jUi,j)
− (ai,jUi,j + Ai,jUi+1,j) + (ai,jUi,j+1 + Ai,jUi+1,j+1)
− (ai−1,j−1Ui−1,j−1 + Ai−1,j−1Ui,j−1) + (ai−1,j−1Ui−1,j + Ai−1,j−1Ui,j)
− (ai,j−1Ui,j + Ai,j−1Ui+1,j) + (ai,j−1Ui,j−1 + Ai,j−1Ui+1,j−1)
}
≈1
2
∆x
∆y
{
1
4
Ui−1,j+1 + 64Ui,j+1 +
1
4
Ui+1,j+1 − 24Ui−1,j
− 12
4
Ui,j − 24Ui+1,j + 14Ui−1,j−1 + 64Ui,j−1 + 14Ui+1,j−1
− F xi−1,j−1 + F xi−1,j − F xi,j + F xi,j−1 − F˜ xi,j + F˜ xi,j+1 − F˜ xi−1,j+1 + F˜ xi−1,j
}
.
(3.32)
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Similarly, we add (3.28) and (3.29) to get(∫
γE
−
∫
γW
)
∇u|tn · ~n ds ≈ 12
∆y
∆x
{
1
4
Ui−1,j+1 − 24Ui,j+1 + 14Ui+1,j+1 + 64Ui−1,j − 124 Ui,j
+ 6
4
Ui+1,j +
1
4
Ui−1,j−1 − 24Ui,j−1 + 14Ui+1,j−1
− (bi,j−1Ui+1,j−1 +Bi,j−1Ui+1,j) + (bi,j−1Ui,j−1 +Bi,j−1Ui,j)
− (bi,jUi,j +Bi,jUi,j+1) + (bi,jUi+1,j +Bi,jUi+1,j+1)
− (bi−1,j−1Ui−1,j−1 +Bi−1,j−1Ui−1,j) + (bi−1,j−1Ui,j−1 +Bi−1,j−1Ui,j)
− (bi−1,jUi,j +Bi−1,jUi,j+1) + (bi−1,jUi−1,j +Bi−1,jUi−1,j+1)
}
≈1
2
∆y
∆x
{
1
4
Ui−1,j+1 − 24Ui,j+1 + 14Ui+1,j+1 + 64Ui−1,j − 124 Ui,j
+ 6
4
Ui+1,j +
1
4
Ui−1,j−1 − 24Ui,j−1 + 14Ui+1,j−1
− F yi−1,j−1 + F yi,j−1 − F yi,j + F yi−1,j − F˜ yi+1,j−1 + F˜ yi,j−1 − F˜ yi,j + F˜ yi+1,j
}
.
(3.33)
The source term g(x, y, t, u, v) can be approximated in a standard way.
By setting δ2xU
n
i,j = U
n
i−1,j − 2Uni,j + Uni+1,j and δ2yUni,j = Uni,j−1 − 2Uni,j + Uni,j+1, the
scheme can be written as
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1
64
{
Un+1i−1,j+1 + 6U
n+1
i−1,j + U
n+1
i−1,j−1 + 6U
n+1
i,j−1 + 36U
n+1
i,j + 6U
n+1
i,j+1 + U
n+1
i+1,j+1
+ 6Un+1i+1,j + U
n+1
i+1,j−1
}
− κ
16
∆t
(∆x)2
{
δ2xU
n+1
i,j−1 + 6δ
2
xU
n+1
i,j + δ
2
xU
n+1
i,j+1
}
− κ
16
∆t
(∆y)2
{
δ2yU
n+1
i−1,j + 6δ
2
yU
n+1
i,j + δ
2
yU
n+1
i+1,j
}
= 1
64
{
Uni−1,j+1 + 6U
n
i−1,j + U
n
i−1,j−1 + 6U
n
i,j−1 + 36U
n
i,j + 6U
n
i,j+1 + U
n
i+1,j+1
+ 6Uni+1,j + U
n
i+1,j−1
}
+ 1
4
{
Hni,j −Hni,j−1 +Hni−1,j−1 −Hni−1,j
}
+ 1
16
{
(F x,ni,j−1 − F x,ni−1,j−1 + F˜ x,ni,j+1 − F˜ x,ni−1,j+1) + 3(F x,ni,j − F x,ni−1,j + F˜ x,ni,j − F˜ x,ni−1,j)
+ (F y,ni−1,j − F y,ni−1,j−1 + F˜ y,ni+1,j − F˜ y,ni+1,j−1) + 3(F y,ni,j − F y,ni,j−1 + F˜ y,ni,j − F˜ y,ni,j−1)
}
+ κ
4
∆t
(∆x)2
{
1
4
(δ2xU
n
i,j−1 + 6δ
2
xU
n
i,j + δ
2
xU
n
i,j+1)
− F y,ni−1,j−1 + F y,ni,j−1 − F y,ni,j + F y,ni−1,j − F˜ y,ni+1,j−1 + F˜ y,ni,j−1 − F˜ y,ni,j + F˜ y,ni+1,j
}
+ κ
4
∆t
(∆y)2
{
1
4
(δ2yU
n
i−1,j + 6δ
2
yU
n
i,j + δ
2
yU
n
i+1,j)
− F x,ni−1,j−1 + F x,ni−1,j − F x,ni,j + F x,ni,j−1 − F˜ x,ni,j + F˜ x,ni,j+1 − F˜ x,ni−1,j+1 + F˜ x,ni−1,j
}
+ ∆tGni,j,
(3.34)
where Gni,j = g(U
n
i,j, V
n
i,j, x¯i, y¯j, tn).
As we did in the one dimensional case, we are going to reverse the process and looking
for the characteristics in the forward time. Let (xi,j(tn+1), yi,j(tn+1) be the solution of
the characteristic equation
x
y

′
=
vx(x, y, t)
vy(x, y, t)
 ,
x
y
 (tn) =
xi
yj
 .
Let θx,n+1i,j and θ
y,n+1
i,j be the deviations of the solutions ,xi,j(tn+1) and yi,j(tn+1),of the
characteristic equation from the grid point xi and yj respectively in the forward time .
By the same argument made to solve the system (3.9), we obtain
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∆xθx,n+1i,j
∆yθy,n+1i,j
 ≈ 14∆t
[V˜ nx ]i,j + [V˜ n+1x ]i,j
[V˜ ny ]i,j + [V˜
n+1
y ]i,j
− 18(∆t)2[V˜ n+1xy ]i,j
[V˜ ny ]i,j + [V˜ n+1y ]i,j
[V˜ nx ]i,j + [V˜
n+1
x ]i,j
 . (3.35)
Let
F x,n+1i,j = a
n+1
i,j U
n+1
i,j + A
n+1
i,j U
n+1
i+1,j, F
y,n+1
i,j = b
n+1
i,j U
n+1
i,j +B
n+1
i,j U
n+1
i,j+1,
F˜ x,n+1i,j = a
n+1
i,j−1U
n+1
i,j + A
n+1
i,j−1U
n+1
i+1,j, F˜
y,n+1
i,j = b
n+1
i−1,jU
n+1
i,j +B
n+1
i−1,jU
n+1
i,j+1
and
Hn+1i,j = a
n+1
i,j b
n+1
i,j U
n+1
i,j + a
n+1
i,j B
n+1
i,j U
n+1
i,j+1 + A
n+1
i,j b
n+1
i,j U
n+1
i+1,j + A
n+1
i,j B
n+1
i,j U
n+1
i+1,j+1.
Then, the scheme in the forward time is given by
1
64
{
Un+1i−1,j+1 + 6U
n+1
i−1,j + U
n+1
i−1,j−1 + 6U
n+1
i,j−1 + 36U
n+1
i,j + 6U
n+1
i,j+1 + U
n+1
i+1,j+1
+ 6Un+1i+1,j + U
n+1
i+1,j−1
}
+ 1
4
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}
+ 1
16
{
3
(
F x,n+1i,j − F x,n+1i−1,j + F˜ x,n+1i,j − F˜ x,n+1i−1,j
)
+
(
F x,n+1i,j−1 − F x,n+1i−1,j−1 + F˜ x,n+1i,j+1 − F˜ x,n+1i−1,j+1
)
+ 3
(
F y,n+1i,j − F y,n+1i,j−1 + F˜ y,n+1i,j − F˜ y,n+1i,j−1
)
+
(
F y,n+1i−1,j − F y,n+1i−1,j−1 + F˜ y,n+1i+1,j − F˜ y,n+1i+1,j−1
)}
− κ
4
∆t
(∆x)2
{
1
4
(
δ2xU
n+1
i,j−1 + 6δ
2
xU
n+1
i,j + δ
2
xU
n+1
i,j+1
)
+ F y,n+1i,j−1 − F y,n+1i,j + F y,n+1i−1,j − F y,n+1i−1,j−1 + F˜ y,n+1i,j−1 − F˜ y,n+1i+1,j−1 + F˜ y,n+1i+1,j − F˜ y,n+1i,j
}
− κ
4
∆t
(∆y)2
{
1
4
(
δ2yU
n+1
i−1,j + 6δ
2
yU
n+1
i,j + δ
2
yU
n+1
i+1,j
)
+ F x,n+1i−1,j − F x,n+1i,j + F x,n+1i,j−1 − F x,n+1i−1,j−1 + F˜ x,n+1i−1,j − F˜ x,n+1i−1,j+1 + F˜ x,n+1i,j+1 − F˜ x,n+1i,j
}
= 1
64
{
Uni−1,j+1 + 6U
n
i−1,j + U
n
i−1,j−1 + 6U
n
i,j−1 + 36U
n
i,j + 6U
n
i,j+1 + U
n
i+1,j+1
+ 6Uni+1,j + U
n
i+1,j−1
}
+ κ
16
∆t
(∆x)2
{
δ2xU
n
i,j−1 + 6δ
2
xU
n
i,j + δ
2
xU
n
i,j+1
}
+ κ
16
∆t
(∆y)2
{
δ2yU
n
i−1,j + 6δ
2
yU
n
i,j + δ
2
yU
n
i+1,j
}
+ ∆tGn+1i,j .
(3.36)
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For algorithmic purpose we will set
Ini,j = U
n
i−1,j+1 + 6U
n
i−1,j + U
n
i−1,j−1 + 6U
n
i,j−1 + 36U
n
i,j + 6U
n
i,j+1 + U
n
i+1,j+1
+ 6Uni+1,j + U
n
i+1,j−1,
ωx,ni,j = F
x,n
i,j − F x,ni−1,j + F˜ x,ni,j − F˜ x,ni−1,j,
ω˜x,ni,j = F
x,n
i,j−1 − F x,ni−1,j−1 + F˜ x,ni,j+1 − F˜ x,ni−1,j+1,
ωy,ni,j = F
y,n
i,j − F y,ni,j−1 + F˜ y,ni,j − F˜ y,ni,j−1,
ω˜y,ni,j = F
y,n
i−1,j − F y,ni−1,j−1 + F˜ y,ni+1,j − F˜ y,ni+1,j−1,
∆xi,j{Un} =
∆t
(∆x)2
{
δ2xU
n
i,j−1 + 6δ
2
xU
n
i,j + δ
2
xU
n
i,j+1
}
,
∆yi,j{Un} =
∆t
(∆y)2
{
δ2yU
n
i−1,j + 6δ
2
yU
n
i,j + δ
2
yU
n
i+1,j
}
.
By taking the average of the two schemes (3.34)-(3.36) we get
1
64
In+1i,j +
1
32
{
3ωx,n+1i,j + ω˜
x,n+1
i,j + 3ω
y,n+1
i,j + ω˜
y,n+1
i,j
}− κ
16
∆xi,j{Un+1} − κ16∆yi,j{Un+1}
+ 1
8
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}
− κ
8
∆t
(∆y)2
{− ωx,n+1i,j + ω˜x,n+1i,j }
− κ
8
∆t
(∆x)2
{− ωy,n+1i,j + ω˜y,n+1i,j }
= 1
64
Ini,j +
1
32
{
3ωx,ni,j + ω˜
x,n
i,j + 3ω
y,n
i,j + ω˜
y,n
i,j
}
+ κ
16
∆xi,j{Un}+ κ16∆yi,j{Un}
+ 1
8
{
Hni,j −Hni−1,j +Hni,j−1 −Hni−1,j−1
}
+ κ
8
∆t
(∆y)2
{− ωx,ni,j + ω˜x,ni,j }
+ κ
8
∆t
(∆x)2
{− ωy,ni,j + ω˜y,ni,j }+ 12(∆tGni,j + ∆tGn+1i,j ).
(3.37)
3.1.6 Boundary cells
In the above derivation we assumed that Ri,j(tn) is an interior cell. For the boundary
cells we use different approximations of the solution u(x, y, t). Let’s assume that the
solution is approximated by piecewise linear functions in the boundary cells. We assume
that there are ghost points {x0, xM+1, y0, yM+1} outside the domain and set p0,j = U1,j,
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Figure 3.5 The boundary cells for i = 1, R1,j(tn) .
pM+1,j = UM,j , qi,0 = Ui,1 and qi,M+1 = Ui,M . Hence, we have
P1,j = U1,j +
y − y¯j
∆y
(U1,j+1 − U1,j),
PM,j = UM,j +
y − y¯j
∆y
(UM,j+1 − UM,j),
Qi,1 = Ui,1 +
x− x¯i
∆x
(Ui+1,1 − Ui,1)
Qi,M = Ui,M +
x− x¯i
∆x
(Ui+1,M − Ui,M).
Let’s consider the boundary cells on the west edge ΓW of the domain Ω (Figure 3.5).
There will be no change in calculating the integral along the east edge γE of the cells
R1,j(tn). For the south edge γ
S, the parametrized equations are given by
xS(σ) = σ(1 + θ
x
1,j−1)∆x
yS(σ) = yj−1 + θ
y
0,j−1∆y + σ(θ
y
1,j−1 − θy0,j−1)∆y, σ ∈ [0, 1]
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from which we have
σ∗x′ = x¯1 = 12∆x,
x′ − σ∗x′ = (1
2
+ θx1,j−1)∆x,
yS(0)− y¯j−1 = (12 + θy0,j−1)∆y,
yS(0)− y¯j = (θy0,j−1 − 12)∆y,
yS(1)− y¯j−1 = (12 + θy1,j−1)∆y,
yS(1)− y¯j = (θy1,j−1 − 12)∆y,
yS(σ
∗)− y¯j = (θy0,j−1 − 12)∆y + σ∗(θy1,j−1 − θy0,j−1)∆y
= (θy1,j−1 − 12)∆y + (1− σ∗)(θy0,j−1 − θy1,j−1)∆y.
Along the south edge we have
∫
γS
〈W x,W y〉 · ~nds = ( σ∗∫
0
+
1∫
σ∗
)[
W yx′S −W xy′S
]
dσ, (3.38)
where
W y(x, y) =

U1,j−1(y − y¯j) + 12∆y [(y − y¯j−1)2 − (∆y)2](U1,j − U1,j−1), (x, y) ∈ Rd1,j
p1,j−1(x)(y − y¯j) + 12∆y [(y − y¯j−1)2 − (∆y)2](p1,j(x)− p1,j−1(x)),
(x, y) ∈ Rd2,j
.
We will be ignoring the second integral. By the trapezoidal rule, the first integral can
be written as( σ∗∫
0
+
1∫
σ∗
)
W yx′Sdσ =
1
2
∆x
[
1
2
W y0 + (1 + θ
x
1,j−1)W
y
σ∗ + (
1
2
+ θx1,j−1)W
y
1
]
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where
W y0 =
1
2
∆y
{− U1,j−1[(θy0,j−1 − 12)2]+ U1,j[(32 + θy0,j−1)(θy0,j−1 − 12)]},
W yσ∗ = ∆y
{
U1,j−1
[
(θy0,j−1 − 12) + σ∗(θy1,j−1 − θy0,j−1)
][
1
2
(−θy0,j−1 + 12) + σ∗(θy1,j−1 − θy0,j−1)
]
+ U1,j
[
(θy0,j−1 − 12) + σ∗(θy1,j−1 − θy0,j−1)
][
1
2
(θy0,j−1 +
3
2
) + σ∗(θy1,j−1 − θy0,j−1)
]}
,
= ∆y
{
U1,j−1
[
(θy1,j−1 − 12) + (1− σ∗)(θy0,j−1 − θy1,j−1)
][
1
2
(−θy1,j−1 + 12) + (1− σ∗)(θy0,j−1 − θy1,j−1)
]
+ U1,j
[
(θy1,j−1 − 12) + (1− σ∗)(θy0,j−1 − θy1,j−1)
][
1
2
(θy1,j−1 +
3
2
) + (1− σ∗)(θy0,j−1 − θy1,j−1)
]}
,
W y1 = ∆y
{
p1,j−1(x)(θ
y
1,j−1 − 12) + 12(θy1,j−1 − 12)(θy1,j−1 + 32)
[
p1,j(x)− p1,j−1(x)
]}
= 1
2
∆y
{
U1,j−1
[− (1
2
− θx1,j−1)(θy1,j−1 − 12)2
]
+ U2,j−1
[− (1
2
+ θx1,j−1)(θ
y
1,j−1 − 12)2
]
+ U1,j
[
(1
2
− θx1,j−1)(θy1,j−1 − 12)(θy1,j−1 + 32)
]
+ U2,j
[
(1
2
+ θx1,j)(θ
y
1,j−1 − 12)(θy1,j−1 + 32)
]}
.
By combining the above equations we get (ignoring the higher order terms (θy1,j−1 −
θy0,j−1)∆y )∫
γS
W yx′Sdσ ≈
1
4
∆x∆y
{
−U1,j−1
[
(θy0,j−1 − 12)2 + (12 + θx1,j−1)(θy1,j−1 − 12)2(32 − θy1,j−1)
]
+U1,j
[
(3
2
+ θy0,j−1)(θ
y
0,j−1 − 12) + (12 + θx1,j−1)(32 − θx1,j−1)(θy1,j−1 − 12)(θy1,j−1 + 32)
]
−U2,j−1
[
(1
2
+ θx1,j−1)
2(θy1,j−1 − 12)2
]
+ U2,j
[
(1
2
+ θx1,j−1)
2(θy1,j−1 − 12)(θy1,j−1 + 32)
]}
.
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Similarly we get the integral along the north edge. So∫
γN
W yx′Ndσ ≈
1
4
∆x∆y
{
U1,j
[
(θy0,j +
1
2
)(3
2
− θy0,j) + (12 + θx1,j)(32 − θx1,j)(12 + θy1,j)(32 − θy1,j)
]
+U1,j+1
[
(θy0,j +
1
2
)2 + (1
2
+ θx1,j)(
3
2
− θx1,j)(12 + θy1,j)2
]
+U2,j
[
(1
2
+ θx1,j)
2(1
2
+ θy1,j)(
3
2
− θy1,j)
]
+ U2,j+1
[
(1
2
+ θx1,j)
2(1
2
+ θy1,j)
2
]}
.
Along the west edge γW of R1,j(tn), we consider the function
W x(x, y) =
 U1,j−1(x− x¯1) +
1
∆y
(y − y¯j−1)(x− x¯1)(U1,j − U1,j−1), (x, y) ∈ Rd1,j
U1,j(x− x¯1) + 1∆y (y − y¯j)(x− x¯1)(U1,j+1 − U1,j), (x, y) ∈ Rd1,j+1
.
Then the integral is approximated by
1∫
0
W xy′W ≈ −14∆x∆y
{
U1,j−1
[
(1
2
− θy0,j−1)2
]
+ U1,j+1
[
(1
2
+ θy0,j)
2
]
+ Ui,j
[
(1
2
− θy0,j−1)(32 + θy0,j−1) + (12 + θy0,j)(32 − θy0,j)
]}
.
We notice that the integrals computed above can be deduced from the general forms of
these integrals made on interior cells by applying the idea of the ghost points (i.e. by
applying the equality U0,j = U1,j). We will apply this idea for the remaining boundaries
of the domain Ω. Also, we should take care of the corners. For example we have
U1,1 = U0,1 = U1,0 = U0,0 on the lower left corner.
3.2 Mass preserving property
In this section we show that in absence of the source terms the scheme (3.37) is mass
preserving under the assumption that all values at the grid points are non-negative. It
is clear that the locally conservative form of the scheme leads to telescoping sums. Also,
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since the boundary conditions are homogeneous Neumann conditions we can apply the
idea of the ghost points. For example, when i = 1, we have U0,j = U1,j , 1 ≤ j ≤ M .
The same thing goes for the other boundaries of the domain Ω. Saying differently, if we
set δxU
n
i,j = U
n
i+1,j −Uni,j, and δyUni,j = Uni,j+1−Uni,j, 0 ≤ i, j ≤M , then δxUn0,j = δxUnM,j =
δyU
n
i,0 = δyU
n
i,M = 0.
Lemma 3.1: If {Un+1i,j } is the solution of the scheme (3.37), given the data {Uni,j}Mi,j=1,
then
M∑
i,j=1
Un+1i,j =
M∑
i,j=1
Uni,j. (3.39)
Remark 3.4: Since
∂v
∂n
= 0 on ∂Ω, then for i, j ∈ {0, 1, ...,M}, θx,n+10,j = θx,n+1M,j =
θy,n+1i,0 = θ
y,n+1
i,M = 0. Therefore, a
n+1
0,j = A
n+1
0,j = a
n+1
M,j = A
n+1
M,j = b
n+1
i,0 = B
n+1
i,0 = b
n+1
i,M =
Bn+1i,M = 0 and ,hence,
F x,n+10,j = F
x,n+1
M,j = F˜
x,n+1
0,j = F˜
x,n+1
M,j = F
y,n+1
i,0 = F
y,n+1
i,M = F˜
y,n+1
i,0 = F˜
y,n+1
i,M = 0.
Proof: In the following we will sum the left hand side of the scheme (3.37) whereas
the terms of the right hand side will be summed in the same way. The sum of the left
hand side is given by
M∑
i,j=1
[
1
64
In+1i,j +
1
32
{
3ωx,n+1i,j + ω˜
x,n+1
i,j + 3ω
y,n+1
i,j + ω˜
y,n+1
i,j
}− κ
16
∆xi,j{Un+1} − κ16∆yi,j{Un+1}
+ 1
8
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}− κ
8
∆t
(∆y)2
{− ωx,n+1i,j + ω˜x,n+1i,j }
− κ
8
∆t
(∆x)2
{− ωy,n+1i,j + ω˜y,n+1i,j }]
=
M∑
i,j=1
1
64
In+1i,j +
1
32
M∑
i,j=1
{
3ωx,n+1i,j + ω˜
x,n+1
i,j + 3ω
y,n+1
i,j + ω˜
y,n+1
i,j
}
− κ
16
M∑
i,j=1
(∆xi,j{Un+1}+ ∆yi,j{Un+1}) + 18
M∑
i,j=1
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}
− κ
8
∆t
(∆y)2
M∑
i,j=1
{− ωx,n+1i,j + ω˜x,n+1i,j }− κ8 ∆t(∆x)2 M∑
i,j=1
{− ωy,n+1i,j + ω˜y,n+1i,j }.
(3.40)
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We will sum the flux terms first and leave the mass terms to the end. Therefore, we have
M∑
i,j=1
ωx,n+1i,j =
M∑
i,j=1
(F x,n+1i,j − F x,n+1i−1,j + F˜ x,n+1i,j − F˜ x,n+1i−1,j ).
It is clear that the above sum is a telescoping sum. So, by summing over i first we get
M∑
i,j=1
ωx,n+1i,j =
M∑
j=1
(F x,n+1M,j − F x,n+10,j + F˜ x,n+1M,j − F˜ x,n+10,j ).
Since F x,n+1M,j = F
x,n+1
0,j = F˜
x,n+1
M,j = F˜
x,n+1
0,j = 0, then
M∑
i,j=1
ωx,n+1i,j = 0.
Similarly, we get that
M∑
i,j=1
ω˜x,n+1i,j =
M∑
i,j=1
(F x,n+1i,j−1 − F x,n+1i−1,j−1 + F˜ x,n+1i,j+1 − F˜ x,n+1i−1,j+1)
=
M∑
j=1
(F x,n+1M,j−1 − F x,n+10,j−1 + F˜ x,n+1M,j+1 − F˜ x,n+10,j+1 ) = 0.
The sum of the fluxes in the y-direction will be the same. Next we compute the sum of
the corner fluxes which is given by
1
8
M∑
i,j=1
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}
= 1
8
M∑
j=1
{
Hn+1M,j −Hn+10,j +Hn+1M,j−1 −Hn+10,j−1
}
.
By the same argument, we have Hn+1M,j = H
n+1
0,j = H
n+1
M,j−1 = H
n+1
0,j−1 = 0. So,
1
8
M∑
i,j=1
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}
= 0.
Therefore, we have
1
32
M∑
i,j=1
{
3ωx,n+1i,j + ω˜
x,n+1
i,j + 3ω
y,n+1
i,j + ω˜
y,n+1
i,j
}− κ
8
∆t
(∆y)2
M∑
i,j=1
{− ωx,n+1i,j + ω˜x,n+1i,j }
− κ
8
∆t
(∆x)2
M∑
i,j=1
{− ωy,n+1i,j + ω˜y,n+1i,j }+ 18 M∑
i,j=1
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
}
= 0.
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Hence, the right hand side of (3.40) will be given by
M∑
i,j=1
1
64
In+1i,j − κ16
M∑
i,j=1
(∆xi,j{Un+1}+ ∆yi,j{Un+1})
=
M∑
i,j=1
1
64
In+1i,j − κ16
M∑
i,j=1
(
∆t
(∆x)2
{
δ2xU
n+1
i,j−1 + 6δ
2
xU
n+1
i,j + δ
2
xU
n+1
i,j+1
}
+
∆t
(∆y)2
{
δ2yU
n+1
i−1,j + 6δ
2
yU
n+1
i,j + δ
2
yU
n+1
i+1,j
})
.
Computing the first sum in the above brackets gives
M∑
i,j=1
δ2xU
n+1
i,j−1 =
M∑
i,j=1
(Un+1i−1,j−1 − 2Un+1i,j−1 + Un+1i+1,j−1)
=
M∑
i,j=1
[
(Un+1i−1,j−1 − Un+1i,j−1) + (Un+1i+1,j−1 − Un+1i,j−1)
]
=
M∑
i,j=1
[
(Un+1i+1,j−1 − Un+1i,j−1)− (Un+1i,j−1 − Un+1i−1,j−1)
]
=
M∑
j=1
[
(Un+1M+1,j−1 − Un+1M,j−1)− (Un+11,j−1 − Un+10,j−1)
]
=
M∑
j=1
[
δxU
n+1
M,j−1 − δxUn+10,j−1
]
= 0.
Therefore, it is easy to see that
M∑
i,j=1
(
∆t
(∆x)2
{
δ2xU
n+1
i,j−1 + 6δ
2
xU
n+1
i,j + δ
2
xU
n+1
i,j+1
}
+
∆t
(∆y)2
{
δ2yU
n+1
i−1,j + 6δ
2
yU
n+1
i,j + δ
2
yU
n+1
i+1,j
})
= 0.
Hence, the remaining sum is
M∑
i,j=1
1
64
In+1i,j =
1
64
{ M∑
j=1
[ M∑
i=1
(
Un+1i−1,j−1 + 6U
n+1
i,j−1 + U
n+1
i+1,j−1
)]
+
M∑
j=1
[ M∑
i=1
(
6Un+1i−1,j + 36U
n+1
i,j + 6U
n+1
i+1,j
)]
+
M∑
i=1
[ M∑
i=1
(
Un+1i−1,j+1 + 6U
n
i,j+1 + U
n
i+1,j+1
)]}
.
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We will simplify the first sum in the above equation whereas the argument for the other
two sums will be the same. So we have
M∑
j=1
[ M∑
i=1
(
Un+1i−1,j−1 + 6U
n+1
i,j−1 + U
n+1
i+1,j−1
)]
=
M∑
j=1
[
Un+10,j−1 +
M−1∑
i=1
Un+1i,j−1 + 6
M∑
i=1
Un+1i,j−1 + U
n+1
M+1,j−1 +
M∑
i=2
Un+1i,j−1
]
=
M∑
j=1
[(
Un+1M+1,j−1 +
M−1∑
i=1
Un+1i,j−1
)
+ 6
M∑
i=1
Un+1i−1,j +
(
Un+10,j−1 +
M∑
i=2
Un+1i,j−1
)]
=
M∑
j=1
[(
Un+1M,j−1 +
M−1∑
i=1
Un+1i,j−1
)
+ 6
M∑
i=1
Un+1i−1,j +
(
Un+11,j−1 +
M∑
i=2
Un+1i,j−1
)]
=
M∑
j=1
[ M∑
i=1
Un+1i,j−1 + 6
M∑
i=1
Un+1i−1,j +
M∑
i=1
Un+1i,j−1
]
= 8
M∑
j=1
M∑
i=1
Un+1i,j−1.
Therefore, we get
M∑
i,j=1
1
64
In+1i,j =
1
64
[
8
M∑
j=1
M∑
i=1
Un+1i,j−1 + 48
M∑
j=1
M∑
i=1
Un+1i,j + 8
M∑
j=1
M∑
i=1
Un+1i,j+1
]
= 1
64
M∑
i=1
[
8
M∑
j=1
Un+1i,j−1 + 48
M∑
j=1
Un+1i,j + 8
M∑
j=1
Un+1i,j+1
]
=
M∑
i,j=1
Un+1i,j .
Hence, we conclude that
M∑
i,j=1
Un+1i,j =
M∑
i,j=1
Uni,j. 
3.3 Stability
In this section, the stability of the scheme (3.37) will be discussed. We will follow
the same argument made in Section 2.5. First, the stability of the unperturbed scheme
is discussed, then we move to show the stability of the perturbed scheme (3.37).
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3.3.1 Stability of the unperturbed scheme (∇v = 0)
The constant matrices of the scheme have a special form of construction known as
Kronecker product. Therefore, in the following we introduce this product and use some
of its properties.
Definition 3.1: If L is an m×n matrix and U is a p× q matrix, then the Kronecker
product L⊗ U is the mp× nq block matrix
L⊗ U =

l11U . . . l1nU
...
. . .
...
lm1U . . . lmnU
 .
Let
A =

1 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 1

, B =

7 1
1 6 1
. . . . . . . . .
1 6 1
1 7

(3.41)
be M ×M matrices. Assuming that ∆x = ∆y, the unperturbed scheme is written in the
matrix form as
[ 1
64
E +
1
16
rκ
(
Ax + Ay
)]
Un+1 =
[ 1
64
E − 1
16
rκ
(
Ax + Ay
)]
Un (3.42)
where
E = B⊗B =

7B B
B 6B B
. . . . . . . . .
B 6B B
B 7B

, Ax = B⊗A =

7A A
A 6A A
. . . . . . . . .
A 6A A
A 7A

,
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and
Ay = A⊗B =

−B B
B −2B B
. . . . . . . . .
B −2B B
B −B

are M2×M2 matrices. In order to find the eigenvalues of the above matrices and ,hence,
study the stability of the scheme we need the following theorems.
Theorem 3.1: Let U ∈ Rm×n, L ∈ Rp×q C ∈ Rn×s and D ∈ Rq×t. Then
(U ⊗ L)(C ⊗D) = UC ⊗ LD (∈ Rmp×st)
Proof: This is clear from the following calculation
(U ⊗ L)(C ⊗D) =

u11L . . . u1nL
...
. . .
...
um1L . . . umnL


c11D . . . c1sD
...
. . .
...
cn1D . . . cnsD

=

n∑
k=1
u1kck1LD . . .
n∑
k=1
u1kcksLD
...
. . .
...
n∑
k=1
umkck1LD . . .
n∑
k=1
umkcksLD

= UC ⊗ LD 
Theorem 3.2. Let U, L ∈ RM×M have eigenvalues λk, µl, for k, l ∈ {0, 1, ...,M − 1}
respectively. Then the M2 eigenvalues of U ⊗ L are given by
λ1µ1, ..., λ1µM , λ2µ1, ..., λ2µM , ..., λMµM .
Moreover, if Xk is a right eigenvector of U corresponding to λk and Yl is a right eigen-
vector of L corresponding to µl, then Xk ⊗ Yl ∈ RM2 is a right eigenvector of U ⊗ L
corresponding to λkµl.
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Proof: Let Xk be a right eigenvector of U corresponding to λk and Yl a right eigen-
vector of L corresponding to µl ,then
(U ⊗ L)(Xk ⊗ Yl) = UXk ⊗ LYl
= λkXk ⊗ µlYl = λkµl(Xk ⊗ Yl). 
Lemma 3.2: The scheme 3.42 is unconditionally stable (i.e. for any rκ).
Proof:
Recall that the matrices A and B defined in (3.41) (c.f. Appendix A) have the eigenvalues
λk = 2(1− cos(kpiM )),
µk = 6 + 2 cos(
kpi
M
),
respectively with associated eigenvectors
vk =
[
cos
( (j− 1
2
)kpi
M
)]
1≤j≤M , k = 0, 1, ...,M − 1.
Therefore, by Theorem 3.2 the eigenvalues of the matrices E,Ax and Ay are given by
µkµl =
[
6 + 2 cos(kpi
M
)
][
6 + 2 cos( lpi
M
)
]
,
µkλl = 2
[
6 + 2 cos(kpi
M
)
][
1− cos( lpi
M
)
]
,
λkµl = 2
[
1− cos(kpi
M
)
][
6 + 2 cos( lpi
M
)
]
,
respectively with associated eigenvectors vk ⊗ vl, k, l = 0, 1, ....M − 1. Hence, the eigen-
values of the matrix ( 1
64
E + 1
16
rκ(Ax + Ay)) are given by
1
64
µkµl +
1
16
rκ(µkλl + λkµl) =
1
64
[
36 + 12
[
cos(kpi
M
) + cos( lpi
M
)
]
+ 4 cos(kpi
M
) cos( lpi
M
)
]
+ 1
8
rκ
[
12− 4(cos(kpi
M
) + cos( lpi
M
) + cos(kpi
M
) cos( lpi
M
))
]
= 9
16
+ ( 3
16
− 1
2
rκ)[cos(
kpi
M
) + cos( lpi
M
)]
+ ( 1
16
− 1
2
rκ) cos(
kpi
M
) cos( lpi
M
) + 3
2
rκ, k, l = 0, 1, ...,M − 1.
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It is not hard to see that these eigenvalues satisfy the inequalities
1
64
µkµl+
1
16
rκ(µkλl+λkµl) ≥

9
16
+ 2( 3
16
− 1
2
rκ) + (
1
16
− 1
2
rκ) +
3
2
rκ, rκ >
3
8
9
16
− 2( 3
16
− 1
2
rκ) + (
1
16
− 1
2
rκ) +
3
2
rκ,
1
8
< rκ <
3
8
,
9
16
− 2( 3
16
− 1
2
rκ)− ( 116 − 12rκ) + 32rκ, rκ < 18
=

1, rκ >
3
8
1
4
+ 2rκ
1
8
< rκ <
3
8
1
8
+ 3rκ rκ <
1
8
i.e non of these eigenvalues equals zero. Hence the matrix ( 1
64
E + 1
16
rκ(Ax + Ay)) is
invertible and the solution Un+1 of the scheme (3.42) is well defined.
For convenience of notation we set
Q0 =
1
64
E +
1
16
rκ(Ax + Ay), Q1 =
1
64
E − 1
16
rκ(Ax + Ay).
Let Xkl = vk ⊗ vl be an eigenvector of Q0 and Q1 corresponding to the eigenvalues
[ 1
64
µkµl ∓ 116rκ(µkλl + λkµl)], then
Q−10 Q1X
kl =
1
64
µkµl − 116rκ(µkλl + λkµl)
1
64
µkµl +
1
16
rκ(µkλl + λkµl)
Xkl.
Therefore, the eigenvalues of the iteration matrix Q−10 Q1 are given by
1
64
µkµl − 116rκ(µkλl + λkµl)
1
64
µkµl +
1
16
rκ(µkλl + λkµl)
.
Since ∣∣∣∣ 164µkµl − 116rκ(µkλl + λkµl)1
64
µkµl +
1
16
rκ(µkλl + λkµl)
∣∣∣∣ ≤ 1,
for any rκ =
κ∆t
(∆x)2
then the scheme (3.42) is unconditionally stable. 
3.3.2 Stability of the perturbed scheme (∇v 6= 0)
Using the same notation defined above, the scheme (3.37) has the following matrix
form[
Q0 +
1
8
Hn+1 +
1
32
(zn+1x +zn+1y )−
1
8
rκ(D
n+1
x +D
n+1
y )
]
Un+1
=
[
Q1 +
1
8
Hn +
1
32
(znx +zny )−
1
8
rκ(D
n
x +D
n
y )
]
Un,
(3.43)
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where
Hn+1 =
[
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
]
, Hn =
[
Hni,j −Hni−1,j +Hni,j−1 −Hni−1,j−1
]
,
zn+1x =
[
3ωx,n+1i,j + ω˜
x,n+1
i,j
]
, znx =
[
3ωx,ni,j + ω˜
x,n
i,j
]
zn+1y =
[
3ωy,n+1i,j + ω˜
y,n+1
i,j
]
, znx =
[
3ωy,ni,j + ω˜
y,n
i,j
]
,
Dn+1x =
[− ωx,n+1i,j + ω˜x,n+1i,j ], Dnx = [− ωx,ni,j + ω˜x,ni,j ],
Dn+1y =
[− ωy,n+1i,j + ω˜y,n+1i,j ], Dny = [− ωy,ni,j + ω˜y,ni,j ],
are M2 ×M2 matrices.
Lemma 3.3: Assuming ∆x and ∆y are fixed, then the scheme 3.43 is conditionally
stable.
Proof:
Notice that the left hand matrix of the scheme (3.43) can be written as
Mn+1 = Q0
[
I +Q−10
[1
8
Hn+1 +
1
32
(zn+1x +zn+1y )−
1
8
rκ(D
n+1
x +D
n+1
y )
]]
.
We set
Qn+12 = Q
−1
0
[1
8
Hn+1 +
1
32
(zn+1x +zn+1y )−
1
8
rκ(D
n+1
x +D
n+1
y )
]
,
Qn2 = Q
−1
1
[1
8
Hn +
1
32
(znx +zny )−
1
8
rκ(D
n
x +D
n
y )
]
.
If ‖Qn+12 ‖ ≤ 1 as we show in the following, then the matrix (I +Qn+12 ) is invertible and
hence Mn+1 is invertible.
For clarity purpose we rewrite the following definition∆xΘx,n+1i,j
∆yΘy,n+1i,j
 = 14∆t
[V˜ nx ]i,j + [V˜ n+1x ]i,j
[V˜ ny ]i,j + [V˜
n+1
y ]i,j
− 18(∆t)2[V˜ n+1xy ]i,j
[V˜ ny ]i,j + [V˜ n+1y ]i,j
[V˜ nx ]i,j + [V˜
n+1
x ]i,j
 ,
where
[V˜ nx ]i,j =
1
∆x
[V ni+1,j − V ni,j + V ni+1,j+1 − V ni,j+1],
[V˜ ny ]i,j =
1
∆y
[V ni,j+1 − V ni,j + V ni+1,j+1 − V ni+1,j],
[V˜ nxy]i,j =
1
∆x∆y
[V ni+1,j+1 − V ni+1,j − V ni,j+1 + V ni,j].
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Assuming [V˜ nx ]i,j, [V˜
n
y ]i,j, and [V˜
n
xy]i,j are uniformly bounded and let α, β and γ be their
bounds respectively i.e
∣∣[V˜ nx ]i,j∣∣ ≤ α, ∣∣[V˜ ny ]i,j∣∣ ≤ β, ∣∣[V˜ nxy]i,j∣∣ ≤ γ,
then, for fixed ∆x and ∆y we obtain the estimates
∣∣Θx,n+1i,j ∣∣ ≤ 14 ∆t∆x
[∣∣[V˜ nx ]i,j∣∣+ ∣∣[V˜ n+1x ]i,j∣∣]+ 18 (∆t)2∆x ∣∣[V˜ n+1xy ]i,j∣∣
[∣∣[V˜ ny ]i,j∣∣+ ∣∣[V˜ n+1y ]i,j∣∣]
≤ 1
2
∆t
∆x
α +
1
4
(∆t)2
∆x
γβ
≤
[
1
2
1
∆x
α +
1
4
∆t
∆x
γβ
]
∆t
≤
[
1
2
1
∆x
α +
1
4
∆t0
∆x
γβ
]
∆t ≤ Kx∆t ≤ Kx∆t0
for some ∆t0 ≥ ∆t where
Kx =
[
1
2
1
∆x
α +
1
4
∆t0
∆x
γβ + β
]
.
Similarly, we get |Θy,n+1i,j | ≤ Ky∆t for all i, j where
Ky =
[
1
2
1
∆x
β +
1
4
∆t0
∆x
γα
]
.
Now we can use the above estimates to seek the norms of the left hand matrices of the
scheme (3.43). We assume that min{Kx, Ky}∆t0 ≤ 12 . Notice that |ai,j|+ |Ai,j| = 2|Θxi,j|
and |bi,j| + |Bi,j| = 2|Θyi,j|. Hence we obtain ( we omit the super scripts n + 1 of the
entries)
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‖Hn+1‖∞ ≤|ai,j||bi,j|+ |Ai−1,j||bi−1,j|+ |ai,j−1||Bi,j−1|+ |Ai−1,j−1||Bi−1,j−1|+ |ai−1,j||bi−1,j|
+ |ai−1,j−1||Bi−1,j−1|+ |Ai,j||bi,j|+ |Ai,j−1||Bi,j−1|+ |ai−1,j−1||bi−1,j−1|
+ |Ai,j−1||bi,j−1|+ |ai,j−1||bi,j−1|+ |Ai−1,j−1||bi−1,j−1|+ |ai−1,j||Bi−1,j|
+ |Ai,j||Bi,j|+ |ai,j||Bi,j|+ |Ai−1,j||Bi−1,j|
=
(|ai,j|+ |Ai,j|)(|bi,j|+ |Bi,j|)+ (|ai−1,j|+ |Ai−1,j|)(|bi−1,j|+ |Bi−1,j|)
+
(|ai,j−1|+ |Ai,j−1|)(|bi,j−1|+ |Bi,j−1|)
+
(|ai−1,j−1|+ |Ai−1,j−1|)(|bi−1,j−1|+ |Bi−1,j−1|)
= (2|Θxi,j|)(2|Θyi,j|) + (2|Θxi−1,j|)(2|Θyi−1,j|) + (2|Θxi,j−1|)(2|Θyi,j−1|)
+ (2|Θxi−1,j−1|)(2|Θyi−1,j−1|)
≤ 16KxKy(∆t)2
Also, the 1-norm ‖Hn+1‖1 is bounded above by
‖Hn+1‖1 ≤ 4
[|ai,j||bi,j|+ |ai,j−1||Bi,j−1|+ |Ai−1,j||bi−1,j|+ |Ai−1,j−1||Bi−1,j−1]
≤ 16(Kn+1x ∆t+ (Kn+1x ∆t)2)(Kn+1y ∆t+ (Kn+1y ∆t)2)
≤ 16Kx(1 +Kx∆t0)Ky(1 +Ky∆t0)∆t2.
For simplicity, we set
Γx(Kx) = Kx(1 +Kx∆t0) and Γy(Ky) = Ky(1 +Ky∆t0).
Therefore,
‖Hn+1‖2 ≤
√‖Hn+1‖1‖Hn+1‖∞ ≤ 16(∆t)2√KxKyΓx(Kx)Γy(Ky).
Next we estimate the norm of the matrix zn+1x . The upper bound of the sup-norm
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is given by
‖zn+1x ‖∞ ≤3
[
(|ai,j|+ |Ai,j|) + (|ai−1,j|+ |Ai−1,j|) + (|ai,j−1|+ |Ai,j−1|)
+ (|ai−1,j−1|+ |Ai−1,j−1|)
]
+ (|ai,j|+ |Ai,j|) + (|ai−1,j|+ |Ai−1,j|) + (|ai,j−1|+ |Ai,j−1|)
+ (|ai−1,j−1|+ |Ai−1,j−1|)
= 4
[
(|ai,j|+ |Ai,j|) + (|ai−1,j|+ |Ai−1,j|) + (|ai,j−1|+ |Ai,j−1|)
+ (|ai−1,j−1|+ |Ai−1,j−1|)
]
= 8
[|Θxi,j|+ |Θxi−1,j|+ |Θxi,j−1|+ |Θxi−1,j−1|]
≤ 32Kx∆t.
However, the 1-norm ‖zn+1x ‖1 is bounded above by
‖zn+1x ‖1 ≤ 8
[|ai,j|+ |ai,j−1|+ |Ai−1,j|+ |Ai−1,j−1|] ≤ 32(Kx∆t+ (Kx∆t)2).
Then
‖zn+1x ‖2 ≤ 32∆t
√
KxΓx(Kx).
The norm of Dn+1x will be given as follows
‖Dn+1x ‖∞ ≤2
[|ai,j|+ |Ai,j|+ |ai,j−1|+ |Ai,j−1|+ |ai−1,j|+ |Ai−1,j|+ |ai−1,j−1|+ |Ai−1,j−1|]
=4
[|Θxi,j|+ |Θxi,j−1|+ |Θxi−1,j|+ |Θxi−1,j−1|]
≤ 16Kx∆t
Similarly, we have
‖Dn+1x ‖1 ≤4
[|ai,j|+ |ai,j−1|+ |Ai−1,j|+ |Ai−1,j−1|] ≤ 16(Kx∆t+ (Kx∆t)2).
Therefore,
‖Dn+1x ‖2 ≤ 16∆t
√
KxΓx(Kx).
By the same argument, we get
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‖zn+1y ‖2 ≤ 32∆t
√
KyΓy(Ky),
‖Dn+1y ‖2 ≤ 16∆t
√
KyΓy(Ky).
It is clear that ‖Q−10 ‖2 = [min{1, 14 + 2rκ, 18 + 3rκ}]−1. To simplify the notation, we set
ϕx =
√
KxΓx(Kx),
ϕy =
√
KyΓy(Ky).
Combining all of the above, we get that
‖Qn+12 ‖2 ≤ ‖Q−10 ‖2
[
1
32
[‖zn+1x ‖2 + ‖zn+1y ‖2]+ 18‖Hn+1‖2 + 18rκ[‖Dn+1x ‖2 + ‖Dn+1y ‖2]
]
≤ ∆t(ϕx + ϕy) + 2(∆t)
2ϕxϕy + 2rκ∆t(ϕx + ϕy)
min{1, 1
4
+ 2rκ,
1
8
+ 3rκ}
≤ ∆t
[
ϕx + ϕy + 2∆t0ϕxϕy + 2rκ(ϕx + ϕy)
]
min{1, 1
4
+ 2rκ,
1
8
+ 3rκ} .
(3.44)
Bounding the right hand side of the above inequality by 1 gives that
∆t <
min{1, 1
4
+ 2rκ,
1
8
+ 3rκ}[
ϕx + ϕy + 2∆t0ϕxϕy + 2rκ(ϕx + ϕy)
] .
Under this restriction we get ‖Qn+12 ‖2 ≤ C˜∆t < 1 where
C˜ =
[
ϕx + ϕy + 2∆t0ϕxϕy + 2rκ(ϕx + ϕy)
]
min{1, 1
4
+ 2rκ,
1
8
+ 3rκ} .
Hence, the Neumann series
(I +Qn+12 )
−1 = I −Qn+12 + (−Qn+12 )2... =
∞∑
k=0
(−Qn+12 )k
is convergent. Therefore,
‖(I +Qn+12 )−1‖2 ≤
1
1− ‖Qn+12 ‖2
= 1 +
‖Qn+12 ‖2
1− ‖Qn+12 ‖2
≤ 1 + C˜∆t
1− C˜∆t0
= 1 + C1∆t
where C1 =
C˜
1−C˜∆t0 . By the same argument we get the estimate of the norm of Q
n
2 , i.e
‖Qn2‖2 ≤ C˜∆t.
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Notice that the iteration matrix of the scheme (3.43) is given by
Mn = (I +Qn+12 )
−1Q−10
[
Q1 +
1
8
Hn +
1
32
(znx +zny )−
1
8
rκ(D
n
x +D
n
y )
]
= (I +Qn+12 )
−1[Q−10 Q1 +Q
n
2 ].
So, we have
‖Mn‖2 ≤ ‖(I +Qn+12 )−1‖2
[‖Q−10 Q1‖2 + ‖Qn2‖2]
≤ (1 + C1∆t)(1 + C˜∆t) ≤ 1 + (C1 + C˜)∆t+ C1C˜2(∆t)2
≤ 1 + (C1 + C˜ + C1C˜∆t0)∆t = 1 + C2∆t
where C2 = C1 + C˜ + C1C˜2∆t0. Then, for T and N to be the final time and total time
steps ( i.e. ∆t = T
N
) respectively, we get by iteration
‖Un+1‖2 ≤ (1 + C2∆t)n‖U0‖2 ≤ (1 + C1 TN )N‖U0‖2 ≤ eC2T‖U0‖2.
Therefore, the scheme (3.43) is conditionally stable. 
3.4 Consistency
In this section we are going to discuss the consistency of the scheme. Let u(x, y, t) be
a smooth solution of (3.1) and let uni,j = u(x¯i, y¯j, tn) denotes its values at the space-time
nodal points (x¯i, y¯j, tn). The local truncation error τ
n+1
i,j is defined by
τn+1i,j =
1
∆t
{
1
64
[
In+1i,j − Ini,j
]− κ
16
[
∆xi,j{un+1}+ ∆yi,j{un+1}+ ∆xi,j{un}+ ∆yi,j{un}
]
1
32
[
3ωx,n+1i,j + ω˜
x,n+1
i,j + 3ω
y,n+1
i,j + ω˜
y,n+1
i,j − 3ωx,ni,j − ω˜x,ni,j − 3ωy,ni,j − ω˜y,ni,j
]
+ 1
8
[
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1 −Hni,j +Hni−1,j −Hni,j−1 +Hni−1,j−1
]
− κ
8
∆t
(∆y)2
[− ωx,n+1i,j + ω˜x,n+1i,j + ωx,ni,j − ω˜x,ni,j ]
− κ
8
∆t
(∆x)2
[− ωy,n+1i,j + ω˜y,n+1i,j + ωy,ni,j − ω˜y,ni,j ]}
(3.45)
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Lemma 3.4: The scheme 3.37 is of second order in both time and space.
Remark 3.5 All the functions and derivatives in the following expansions are eval-
uated at the point (x¯i, y¯j, tn).
Proof:
We are writing ∆t = νh and ∆x = ∆y = h. By expanding about the point (x¯i, y¯j, tn)
we get
Ini,j = (u
n
i−1,j+1 + 6u
n
i,j+1 + u
n
i−1,j+1) + 6(u
n
i−1,j + 6u
n
i,j + u
n
i−1,j)
+ (uni−1,j−1 + 6u
n
i,j−1 + u
n
i−1,j−1)
= 64un + 8h2(unxx + u
n
yy) +O(h
4).
(3.46)
Also we notice that In+1i,j = I
n
i,j + (νh)(I
n
i,j)t +
1
2
(νh)2(Ini,j)tt +
1
6
(νh)3(Ini,j)ttt +O((νh)
4).
Hence
1
64(νh)
(In+1i,j − Ini,j) = unt + 12(νh)untt + 18h2(unxxt + unyyt) + 16(νh)2unttt +O(h3) +O((νh)3).
(3.47)
Similarly, we have
1
16(νh)
(∆xi,j{un}+ ∆yi,j{un}) = 116h2
[
8h2(unxx + u
n
yy) + h
4
(
8
12
(unxxxx + u
n
yyyy) + 2u
n
xxyy
)
+O(h5)
]
,
(3.48)
and
1
16(νh)
(∆xi,j{un+1}+ ∆yi,j{un+1}) = 116h2
[
8h2(unxx + u
n
yy) + h
4
(
8
12
(unxxxx + u
n
yyyy) + 2u
n
xxyy
)
+ 8(νh)h2(unxx + u
n
yy) + 4h
2(νh)2(unxxtt + u
n
yytt)
+ 8
6
h2(νh)3(unxxttt + u
n
yyttt) +O(h
6)
]
.
(3.49)
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In the following we are writing the Taylor expansion of the flux terms. For convenience
we set
Cn1 = −ani−1,j + ani,j − Ani−1,j + Ani,j, C˜n1 = −ani−1,j−1 + ani,j−1 − Ani−1,j−1 + Ani,j−1,
Cn2 = a
n
i−1,j + A
n
i,j, C˜
n
2 = a
n
i−1,j−1 + A
n
i,j−1,
Cn3 = −ani−1,j + Ani,j, C˜n3 = −ani−1,j−1 + Ani,j−1.
Then
F x,ni,j − F x,ni−1,j = −ani−1,juni−1,j + (ani,j − Ani−1,j)uni,j + Ani,juni+1,j
= Cn1 u
n + Cn2 hu
n
x +
1
2
Cn3 h
2unxx +
1
6
Cn2 h
3uxxx +O(h
4).
(3.50)
In the next expansion we used the previous one considered as a function at the point
(x¯i, y¯j−1, tn) and then expand it about the point (x¯i, y¯j, tn).
F x,ni,j−1 − F x,ni−1,j−1 = −ani−1,j−1uni−1,j−1 + (ani,j−1 − Ani−1,j−1)uni,j−1 + Ani,j−1uni+1,j−1
= C˜n1 u
n + h[C˜n2 u
n
x − C˜n1 uny ] + 12h2[C˜n3 unxx − 2C˜n2 unxy + C˜n1 unyy]
+ 1
6
h3[C˜n2 u
n
xxx − 3C˜n3 unxxy + 3C˜n2 unxyy − C˜n1 unyyy] +O(h4).
(3.51)
Similarly, we get
F˜ x,ni,j − F˜ x,ni−1,j = −ani−1,j−1uni−1,j + (ani,j−1 − Ani−1,j−1)uni,j + Ani,j−1uni+1,j
= C˜n1 u
n + hC˜n2 u
n
x +
1
2
h2C˜n3 u
n
xx +
1
6
h3C˜n2 u
n
xxx +O(h
4),
(3.52)
and
F˜ x,ni,j+1 − F˜ x,ni−1,j+1 = −ani−1,juni−1,j+1 + (ani,j − Ani−1,j)uni,j+1 + Ani,juni+1,j+1
= Cn1 u
n + h(Cn2 u
n
x + C
n
1 u
n
y ) +
1
2
h2
[
Cn3 u
n
xx + 2C
n
2 u
n
xy
]
+ 1
6
h3
[
Cn2 u
n
xxx + 3C
n
3 u
n
xxy
]
+O(h4).
(3.53)
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At time tn+1 we have the following expansions
F x,n+1i,j − F x,n+1i−1,j = −an+1i−1,jun+1i−1,j + (an+1i,j − An+1i−1,j)un+1i,j + An+1i,j un+1i+1,j
= Cn+11 u
n + h
[
Cn+12 u
n
x + νC
n+1
1 u
n
t
]
+ 1
2
h2
[
Cn+13 u
n
xx + ν
2Cn+11 u
n
tt + 2νC
n+1
2 u
n
xt
]
+ 1
2
h3
[
1
3
Cn+12 u
n
xxx + νC
n+1
3 u
n
xxt + ν
2Cn+12 u
n
xtt +
1
3
ν3Cn+11 u
n
ttt
]
+O(h4),
(3.54)
F x,n+1i,j−1 − F x,n+1i−1,j−1 = −an+1i−1,j−1un+1i−1,j−1 + (an+1i,j−1 − An+1i−1,j−1)un+1i,j−1 + An+1i,j−1un+1i+1,j−1
= C˜n+11 u
n + h[C˜n+12 u
n
x − C˜n+11 (uny − νunt )]
+ h2
[
ν[C˜n+12 u
n
xt − C˜n+11 (unyt − 12νuntt)] + 12 [C˜n+13 unxx − 2C˜n+12 unxy + C˜n+11 unyy]
]
+ 1
2
h3
[
ν[C˜n+13 u
n
xxt − 2C˜n+12 unxyt + C˜n+11 unyyt] + ν2[C˜n+12 unxtt − C˜n+11 unytt]
+ 1
3
[C˜n+12 u
n
xxx − 3C˜n+13 unxxy + 3C˜n+12 unxyy − C˜n+11 uyyy + ν3C˜n+11 unttt]
]
+O(h4),
(3.55)
F˜ x,n+1i,j − F˜ x,n+1i−1,j = −an+1i−1,j−1un+1i−1,j + (an+1i,j−1 − An+1i−1,j−1)un+1i,j + An+1i,j−1un+1i+1,j
= C˜n+11 u
n + h
[
C˜n+12 u
n
x + νC˜
n+1
1 u
n
t
]
+ 1
2
h2
[
C˜n+13 u
n
xx + ν
2C˜n+11 u
n
tt + 2νC˜
n+1
2 u
n
xt
]
+ 1
2
h3
[
νC˜n+13 u
n
xxt + νC˜
n+1
2 u
n
xtt +
1
3
ν3C˜1u
n
ttt +
1
3
C˜n+12 u
n
xxx
]
+O(h4),
(3.56)
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and
F˜ x,n+1i,j+1 − F˜ x,n+1i−1,j+1 = −an+1i−1,jun+1i−1,j+1 + (an+1i,j − An+1i−1,j)un+1i,j+1 + An+1i,j un+1i+1,j+1
= Cn+11 u
n + h
[
Cn+12 u
n
x + νC
n+1
1 u
n
t
]
+ 1
2
h2
[
Cn+13 u
n
xx + 2C
n+1
2 u
n
xy + νC
n+1
1 u
n
tt + 2νC
n+1
2 u
n
xt
]
+ 1
2
h3
[
ν(Cn+13 u
n
xxt + 2C
n+1
2 u
n
xyt) + ν
2Cn+12 u
n
xtt +
1
3
ν3C1u
n
ttt
+ 1
3
(Cn+12 u
n
xxx + 3C
n+1
2 u
n
xyy + 3C
n+1
2 u
n
yyy)
]
+O(h4).
(3.57)
Then, the addition of (3.50) and (3.52) gives
ωx,ni,j = F
x,n
i,j − F x,ni−1,j + F˜ x,ni,j − F˜ x,ni−1,j = (Cn1 + C˜n1 )un + h(Cn2 + C˜n2 )unx
+ 1
2
h2(Cn3 + C˜
n
3 )u
n
xx +
1
6
h3(Cn2 + C˜
n
2 )u
n
xxx +O(h
4).
(3.58)
Similarly, adding (3.51) and (3.53) leads to
ω˜x,ni,j = F
x,n
i,j−1 − F x,ni−1,j−1 + F˜ x,ni,j+1 − F˜ x,ni−1,j+1
= (Cn1 + C˜
n
1 )u
n + h
[
(Cn2 + C˜
n
2 )u
n
x + (C
n
1 − C˜n1 )uny
]
+ 1
2
h2
[
(Cn3 + C˜
n
3 )u
n
xx + 2(C
n
2 − C˜n2 )unxy + C˜n1 unyy
]
+ 1
6
h3
[
(Cn2 + C˜
n
2 )u
n
xxx + 3(C
n
3 − C˜n3 )unxxy + 3C˜n2 unxyy − C˜n1 unyyy
]
+ (h4).
(3.59)
From the equations (3.58) and (3.59) we get
3ωx,ni,j + ω˜
x,n
i,j = 4(C
n
1 + C˜
n
1 )u
n + h
[
4(Cn2 + C˜
n
2 )u
n
x + (C
n
1 − C˜n1 )uny
]
+ 1
2
h2
[
4(Cn3 + C˜
n
3 )u
n
xx + 2(C
n
2 − C˜n2 )unxy + C˜n1 unyy
]
+ 1
6
h3
[
4(Cn2 + C˜
n
2 )u
n
xxx + 3(C
n
3 − C˜n3 )unxxy + 3C˜n2 unxyy − C˜n1 unyyy
]
+O(h4).
(3.60)
Similarly, we have
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3ωx,n+1i,j + ω˜
x,n+1
i,j
= 4(Cn+11 + C˜
n+1
1 )u
n
+h
[
4(Cn+12 + C˜
n+1
2 )u
n
x + (C
n+1
1 − C˜n+11 )uny + 4ν(Cn+11 + C˜n+11 )unt
]
+h2
[
ν
[
4(Cn+12 + C˜
n+1
2 )u
n
xt + 3(C
n+1
1 − C˜n+11 )unyt
]
+ 1
2
[
4(Cn+13 + C˜
n+1
3 )u
n
xx + 2(C
n+1
2 − C˜n+12 )unxy + C˜n+11 unyy
+ 4ν2(Cn+11 + C˜
n+1
1 )u
n
tt
]]
+1
2
h3
[
ν
[
4(Cn+13 + C˜
n+1
3 )u
n
xxt + 2(C
n+1
2 − C˜n+12 )unxyt + C˜n+11 unyyt
]
+ ν2
[
4(Cn+12 + C˜
n+1
2 )u
n
xtt + 3(C
n+1
1 − C˜n+11 )unytt
]
+ 4
3
ν3(Cn+11 + C˜
n+1
1 )u
n
ttt
+ 1
3
[
4(Cn+12 + C˜
n+1
2 )u
n
xxx + 3(C
n+1
3 − C˜n+13 )unxxy + 3C˜n+12 unxyy − C˜n+11 unyyy
]]
+O(h4).
(3.61)
Since the coefficients in the above equations involve Θx,ni,j and Θ
y,n
i,j we are writing the
expansions of these terms. For clarity purpose, we repeat the definition of Θx,ni,j and Θ
y,n
i,j
here. Θx,ni,j and Θ
y,n
i,j were defined in (3.11) by
Θx,ni,j = −14
ν
h
{
[v˜x]
n
i,j + [v˜x]
n+1
i,j
}
+ 1
8
ν2
h
[v˜xy]
n
i,j
{
[v˜y]
n
i,j + [v˜y]
n+1
i,j
}
,
Θy,ni,j = −14
ν
h
{
[v˜y]
n
i,j + [v˜y]
n+1
i,j
}
+ 1
8
ν2
h
[v˜xy]
n
i,j
{
[v˜x]
n
i,j + [v˜x]
n+1
i,j
}
.
where
[v˜x]
n
i,j = v
n
i+1,j − vni,j + vni+1,j+1 − vni,j+1, [v˜y]ni,j = vni,j+1 − vni,j + vni+1,j+1 − vni+1,j,
and
[v˜xy]
n
i,j = v
n
i+1,j+1 − vni+1,j + vni,j − vni,j+1.
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Define vni,j = v(x¯i, y¯j, tn), then
vni+1,j − vni,j =
p∑
m=1
(∂mx v)
n
i,j
m!
hm +O(hp+1),
where (∂mx v)
n
i,j =
∂mv
∂xm
(x¯i, y¯j, tn), and
vni,j − vni−1,j = −(vni−1,j − vni,j) =
p∑
m=1
(−1)m+1
m!
(∂mx v)
n
i,jh
m +O(hp+1).
Hence
p∑
m=1
(i0)
m+1
m!
(∂mx v)
n
i,jh
m +O(hp+1) =
 v
n
i+1,j − vni,j, i0 = 1
vni,j − vni−1,j, i0 = −1
.
By setting
Eni,j(i0, j0) =
p∑
m=1
[m−1∑
k=0
jk0
k!
(i0)
m−k+1
(m− k)! (∂
k
y∂
m−k
x v)i,j
]
hm +O(hp+1), i0 = −1, 1, j0 = −1, 0, 1
we have
Eni,j(i0, 0) =
 v
n
i+1,j − vni,j, i0 = 1
vni,j − vni−1,j, i0 = −1
.
We set [v˜nx ]i,j(i0, j0) = E
n
i,j(i0, 0) + E
n
i,j(i0, j0). By setting
εni,j(i0, j0) = E
n
i,j(i0, 0) + E
n
i,j(i0, j0),
we can write the expansion at time tn+1 as
[v˜x]
n+1
i,j (i0, j0) = ε
n+1
i,j (i0, j0) =
p∑
m=1
(i0)
m+1
m!
{m−1∑
l=0
(i0)
l
(
m
l
)
νl
[
2
(
∂lt∂
m−l
x v
)n
i,j
+
m−k−l∑
k=1
(i0)
k(j0)
k
(
m− l
k
)(
∂lt∂
k
y∂
m−k−l
x v
)n
i,j
]}
hm +O(hp+1).
The mix derivatives are given by
[v˜xy]
n
i,j(i0, j0) =
p∑
m=2
1
m!
[m−1∑
k=1
(i0)
m−k+1(j0)k+1
(
m
k
)
(∂ky∂
m−k
x v)
n
i,j
]
hm +O(hp+1),
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and
[v˜xy]
n+1
i,j (i0, j0)
=
p∑
m=2
1
m!
{m−1∑
l=0
(i0)
l
(
m
l
)
νl
[m−k−l∑
k=1
(i0)
m−k+1(j0)k+1
(
m− l
k
)
(∂lt∂
k
y∂
m−k−l
x v)
n
i,j
]}
hm
+O(hp+1)
Using the above expansions we get
[v˜x]
n
i,j(i0, j0) + [v˜x]
n+1
i,j (i0, j0)
= 4hvnx + 2h
2(i0v
n
xx + j0v
n
xy + νv
n
tx)
+ 1
6
h3(4vnxxx + 6i0j0v
n
xxy + 6v
n
xyy + 6i0νv
n
txx + 6j0νv
n
txy + 6ν
2vnttx)
+ 1
24
h4(i04v
n
xxxx + 8j0v
n
xxxy + 8i0v
n
xxyy + 8j0v
n
xyyy + 8νv
n
txxx + 12i0j0νv
n
txxy
+ 12νvntxyy + 12i0ν
2vnttxx + 12i0ν
2vnttxy + 8ν
3vntttx) +O(h
5),
and
[v˜y]
n
i,j(i0, j0) + [v˜y]
n+1
i,j (i0, j0)
= 4hvny + 2h
2(i0v
n
yy + j0v
n
xy + νv
n
ty)
+ 1
6
h3(4vnyyy + 6i0j0v
n
xxy + 6v
n
xyy + 6i0νv
n
tyy + 6j0νv
n
txy + 6ν
2vntty)
+ 1
24
h4(i04v
n
yyyy + 8j0v
n
xxxy + 8i0v
n
xxyy + 8j0v
n
xyyy + 8νv
n
tyyy + 12i0j0νv
n
txyy
+ 12νvntxxy + 12i0ν
2vnttyy + 12i0ν
2vnttxy + 8ν
3vnttty) +O(h
5).
Also, we have
[v˜xy]
n
i,j(i0, j0) = h
2vnxy +
1
6
h3(3i0v
n
xxy + 3j0v
n
xyy) +O(h
4),
[v˜xy]
n+1
i,j (i0, j0) = h
2vnxy +
1
6
h3(3i0v
n
xxy + 3j0v
n
xyy + 6νv
n
txy) +O(h
4).
Hence the expansions of Θx,ni,j are given as follows
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Θx,ni,j = −14
ν
h
{
[v˜x]
n
i,j(1, 1) + [v˜x]
n+1
i,j (1, 1)
}
+ 1
8
ν2
h
[v˜xy]
n
i,j(1, 1)
{
[v˜y]
n
i,j(1, 1) + [v˜y]
n+1
i,j (1, 1)
}
Θx,ni−1,j = −14
ν
h
{
[v˜x]
n
i,j(−1, 1) + [v˜x]n+1i,j (−1, 1)
}
+ 1
8
ν2
h
[v˜xy]
n
i,j(−1, 1)
{
[v˜y]
n
i,j(−1, 1) + [v˜y]n+1i,j (−1, 1)
}
,
Θx,ni,j−1 = −14
ν
h
{
[v˜x]
n
i,j(1,−1) + [v˜x]n+1i,j (1,−1)
}
+ 1
8
ν2
h
[v˜xy]
n
i,j(1,−1)
{
[v˜y]
n
i,j(1,−1) + [v˜y]n+1i,j (1,−1)
}
,
Θx,ni−1,j−1 = −14
ν
h
{
[v˜x]
n
i,j(−1,−1) + [v˜x]n+1i,j (−1,−1)
}
+ 1
8
ν2
h
[v˜xy]
n
i,j(−1,−1)
{
[v˜y]
n
i,j(−1,−1) + [v˜y]n+1i,j (−1,−1)
}
.
Analogously, we can write the expansions of Θyi,j’s.
We now expand the constants in terms of the nodal values of v(x, y, tn). So, we have
Cn1 = 2(Θ
x,n
i,j −Θx,ni−1,j) = −2νhvnxx − νh2
[
vnxxy + νv
n
txx
]
− h3[1
6
νvnxxx +
1
3
νvnxxyy +
1
2
ν2vntxxy +
1
2
ν3vnttxy +
1
2
ν2vnttxx − ν2vnxyvnxx − ν2vnxvnxxy
]
+O(h4),
C˜n1 = 2(Θ
x,n
i,j−1 −Θx,ni−1,j−1) = −2νhvnxx − νh2
[− vnxxy + νvntxx]
− h3[1
6
νvnxxx +
1
3
νvnxxyy − 12ν2vntxxy + 12ν3vnttxy + 12ν2vnttxx − ν2vnxyvnxx − ν2vnxvnxxy
]
+O(h4),
Cn2 = (Θ
x,n
i,j + Θ
x,n
i−1,j) + (Θ
x,n
i,j )
2 − (Θx,ni−1,j)2 = −2νvnx + νh
[− vnxy − νvntx − 2vnxvnxx]
− h2[1
3
νvnxxx +
1
2
νvnxyy +
1
2
ν2vntxy +
1
2
ν3vntty − ν2vnxvnxy − ν2vnx(vnxxy + vntxx)
− ν2vnxx(vnxy + νvntx)
]
+O(h3),
C˜n2 = (Θ
x,n
i,j−1 + Θ
x,n
i−1,j−1) + (Θ
x,n
i,j−1)
2 − (Θx,ni−1,j−1)2 = −2νvnx + νh
[
vnxy − νvntx + 2vnxvnxx
]
− h2[1
3
νvnxxx +
1
2
νvnxyy − 12ν2vntxy + 12ν3vntty − ν2vnxvnxy − ν2vnx(−vnxxy + vntxx)
− ν2vnxx(−vnxy + νvntx)
]
+O(h3),
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Cn3 = 2(νv
n
x)
2 + h
[
νvnxx + ν
2vnx(v
n
xy + νv
n
tx)
]
+O(h2),
C˜n3 = 2(νv
n
x)
2 + h
[
νvnxx + ν
2vnx(−vnxy + νvntx)
]
+O(h2).
By subtracting (3.60) from (3.61) we get
3ωx,n+1i,j + ω˜
x,n+1
i,j − 3ωx,ni,j − ω˜x,ni,j = 4(Cn+11 + C˜n+11 − Cn1 − C˜n1 )un
+ h
[
4(Cn+12 + C˜
n+1
2 − Cn2 − C˜n2 )unx + (Cn+11 − C˜n+11 − Cn1 + C˜n1 )uny
]
+ 4νh(Cn+11 + C˜
n+1
1 )u
n
t + νh
2
[
4(Cn+12 + C˜
n+1
2 )uxt + 3(C
n+1
1 − C˜n+11 )unyt
]
+ 1
2
h2
[
4(Cn+13 + C˜
n+1
3 − Cn3 − C˜n3 )unxx + 2(Cn+12 − C˜n+12 − Cn2 + C˜n2 )unxy + (C˜n+11 − C˜n1 )unyy
]
+ 1
2
νh3
[
4(Cn+13 + C˜
n+1
3 )u
n
xxt + 2(C
n+1
2 − C˜n+12 )unxyt + C˜n+11 unyyt
]
+ 2(νh)2(Cn+11 + C˜
n+1
1 )u
n
tt +
1
2
ν2h3
[
4(Cn+12 + C˜
n+1
2 )u
n
xtt + 3(C
n+1
1 − C˜n+11 )unytt
]
+ 1
6
h3
[
4(Cn+12 + C˜
n+1
2 − Cn2 − C˜n2 )unxxx + 3(Cn+13 − C˜n+13 − Cn3 + C˜n3 )unxxy
+ 3(C˜n+12 − C˜n2 )unxyy − (C˜n+11 + C˜n1 )unyyy
]
+ 4
6
(νh)3(Cn+11 + C˜
n+1
1 )u
n
ttt +O(h
4).
(3.62)
The expansion of the first brackets in the above equation is given by
4(Cn+11 + C˜
n+1
1 − Cn1 − C˜n1 )un
= 4
[
8νhvnxx + 4ν
2h2vntxx + h
3(2
3
νvnxxx +
4
3
νvnxxyy + 2ν
3vnttxy + 2ν
2vnttxx) +O(h
4)]un
Similarly, we expand the second brackets in (3.62) to get
h
[
4(Cn+12 + C˜
n+1
2 − Cn2 − C˜n2 )unx + (Cn+11 − C˜n+11 − Cn1 + C˜n1 )uny
]
= h
[
4[8νvnx + 4ν
2hvntx + h
2(4
3
νvnxxx + 2νv
n
xyy + 2ν
3vntty)]u
n
x + [4νh
2vnxxy + 2ν
2h3vntxxy]u
n
y
]
+O(h4),
96
Next we expand the third brackets that gives
4νh(Cn+11 + C˜
n+1
1 )u
n
t = 4νh(4νhv
n
xx + 2νh
2vntxx)u
n
t +O(h
4)
= 16(νh)2unt v
n
xx + 8ν
2h3unt v
n
txx +O(h
4).
The expansion of the fourth brackets in (3.62) leads to
νh2
[
4(C˜n+12 + C
n+1
2 )u
n
xt + 3(C
n+1
1 − C˜n+11 )unyt
]
= νh2
[
4(4νvnx + 2ν
2hvntx +O(h
2))untx + 3(2νh
2vnxxy +O(h
3))unty
]
= 16ν2h2untxv
n
x + 8ν
3h3untxv
n
tx +O(h
4).
It is easy to see that the remaining terms in (3.62) are higher order terms. The combi-
nation of these equations gives
1
32νh
{
3ωx,n+1i,j + ω˜
x,n+1
i,j − 3ωx,ni,j − ω˜x,ni,j
}
= unvnxx + u
n
xv
n
x +
1
2
νh(unvntxx + u
n
xv
n
tx + u
n
t v
n
xx + u
n
txv
n
x)
+ h2
[
un(2
3
vnxxx +
4
3
vnxxyy + 2νv
n
ttxx) + u
n
x(
4
3
vnxxx + 2v
n
xyy + 2ν
2vntty) + 4u
n
yv
n
xxy + 8νu
n
t v
n
txx
+ 8ν2untxv
n
tx
]
+O(h3).
(3.63)
The fluxes in the y-direction are expanded in the same way which gives
1
32νh
{
3ωy,n+1i,j + ω˜
y,n+1
i,j − 3ωy,ni,j − ω˜y,ni,j
}
= unvnyy + u
n
yv
n
y +
1
2
νh(unvntyy + u
n
yv
n
ty + u
n
t v
n
yy + u
n
tyv
n
y )
+ h2
[
un(2
3
vnyyy +
4
3
vnxxyy + 2νv
n
ttyy) + u
n
y (
4
3
vnyyy + 2v
n
xxy + 2ν
2vnttx) + 4u
n
xv
n
xyy + 8νu
n
t v
n
tyy
+ 8ν2untyv
n
ty
]
+O(h3)
(3.64)
Now we compute the expansion of the fluxes from the diffusion term. These expan-
sions are given by
−ωx,ni,j + ω˜x,ni,j = h(Cn1 − C˜n1 )uny + 12h2
[
2(Cn2 − C˜n2 )unxy + C˜n1 unyy
]
+O(h3), (3.65)
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and
−ωx,n+1i,j + ω˜x,n+1i,j
= h(Cn+11 − C˜n+11 )uny + 12h2
[
2ν(Cn+11 − C˜n+11 )unyt + 2(Cn+12 − C˜n+12 )unxy + C˜n+11 unyy
]
+O(h3).
(3.66)
Subtracting (3.65) from (3.66) to get
κ
8h2
[
− ωx,n+1i,j + ω˜x,n+1i,j + ωx,ni,j − ω˜x,ni,j
]
= 1
8h2
{
h(Cn+11 − C˜n+11 + Cn1 − C˜n1 )uny
+1
2
h2
[
2ν(Cn+11 − C˜n+11 + Cn1 − C˜n1 )unyt + 2(Cn+12 − C˜n+12 + Cn2 − C˜n2 )unxy + (Cn+11 + Cn1 )unyy
]
+O(h3)
}
(3.67)
The expansion of the first term in the above equation gives
h[Cn+11 − C˜n+11 + Cn1 − C˜n1 ]uny = O(h5).
It is easy to see that the remaining terms in (3.67) are higher order terms. Hence
κ
8h2
[
− ωx,n+1i,j + ω˜x,n+1i,j + ωx,ni,j − ω˜x,ni,j
]
= O(h3). (3.68)
Analogously, we have
κ
8h2
[
− ωy,n+1i,j + ω˜y,n+1i,j + ωy,ni,j − ω˜y,ni,j
]
= O(h3). (3.69)
The last expansion will be for the corner fluxes.
Set Dni,j = a
n
i,jb
n
i,j + a
n
i,jB
n
i,j + A
n
i,jb
n
i,j + A
n
i,jB
n
i,j. Since a
n
i,j + A
n
i,j = 2Θ
x,n
i,j and
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bni,j +B
n
i,j = 2Θ
y,n
i,j , then we can write the sum of the corner fluxes as
Hni,j −Hni−1,j +Hni,j−1 −Hni−1,j−1
= (Dni,j −Dni−1,j +Dni,j−1 −Dni−1,j−1)un
+ 2h
[
(Ani,jΘ
y,n
i,j − ani−1,jΘy,ni−1,j + Ani,j−1Θy,ni,j−1 − ani−1,j−1Θy,ni−1,j−1)unx
+ (Bni,jΘ
x,n
i,j − bni,j−1Θx,ni,j−1 +Bni−1,jΘx,ni−1,j − bni−1,j−1Θx,ni−1,j−1)uny
]
+O(h2).
(3.70)
Similarly, we have
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1
= (Dn+1i,j −Dn+1i−1,j +Dn+1i,j−1 −Dn+1i−1,j−1)un
+ 2h
[
1
2
ν(Dn+1i,j −Dn+1i−1,j +Dn+1i,j−1 −Dn+1i−1,j−1)unt
+ (An+1i,j Θ
y,n+1
i,j − an+1i−1,jΘy,n+1i−1,j + An+1i,j−1Θy,n+1i,j−1 − an+1i−1,j−1Θy,n+1i−1,j−1)unx
+ (Bn+1i,j Θ
x,n+1
i,j − bn+1i,j−1Θx,n+1i,j−1 +Bn+1i−1,jΘx,n+1i−1,j − bn+1i−1,j−1Θx,n+1i−1,j−1)uny
]
+O(h2).
(3.71)
The subtraction of the first terms on the right in (3.71)-(3.70) is[
(Dn+1i,j −Dni,j)− (Dn+1i−1,j −Dni−1,j) + (Dn+1i,j−1 −Dni,j−1)− (Dn+1i−1,j−1 −Dni−1,j−1)
]
un
(3.72)
The coefficient can be simplified as
Dn+1i,j −Dni,j = an+1i,j (bn+1i,j +Bn+1i,j )− ani,j(bni,j +Bni,j) + An+1i,j (bn+1i,j +Bn+1i,j )− Ani,j(bni,j +Bni,j)
= 2
[
an+1i,j Θ
y,n+1
i,j − ani,jΘy,ni,j + An+1i,j Θy,n+1i,j − Ani,jΘy,ni,j
]
= 2
[
(an+1i,j + A
n+1
i,j )Θ
y,n+1
i,j − (ani,j + Ani,j)Θy,ni,j
]
= 4
[
Θx,n+1i,j Θ
y,n+1
i,j −Θx,ni,j Θy,ni,j
]
.
99
The product of Θx,ni,j and Θ
y,n
i,j can be written as
Θx,ni,j Θ
y,n
i,j =
1
16
ν2
h2
([v˜x]
n
i,j + [v˜x]
n+1
i,j )([v˜y]
n
i,j + [v˜y]
n+1
i,j )
− 1
32
ν3
h2
[v˜xy]
n
i,j
[
([v˜x]
n
i,j + [v˜x]
n+1
i,j )
2 + ([v˜y]
n
i,j + [v˜y]
n+1
i,j )
2
]
+ 1
64
ν4
h2
([v˜xy]
n
i,j)
2([v˜x]
n
i,j + [v˜x]
n+1
i,j )([v˜y]
n
i,j + [v˜y]
n+1
i,j ).
Therefore, we get
Θx,n+1i,j Θ
y,n+1
i,j −Θx,ni,j Θy,ni,j
= 1
32
ν3
h2
([v˜xy]
n+1
i,j + [v˜xy]
n
i,j)
[
([v˜x]
n+1
i,j + [v˜x]
n
i,j)
2 + ([v˜y]
n+1
i,j + [v˜y]
n+1
i,j )
2
]
+ 1
64
ν4
h2
[
([v˜xy]
n+1
i,j )
2 − ([v˜xy]ni,j)2
][(
[v˜x]
n+1
i,j + [v˜x]
n
i,j
)(
[v˜y]
n+1
i,j + [v˜y]
n+1
i,j
)]
= 1
32
ν3
h2
[[
2h2vnxy + h
3(vnxxy + v
n
xyy + νv
n
txy)
][
16h2(vnx + v
n
y ) +O(h
3)
]]
+ 1
64
ν4
h2
[
(2νh5vnxy)
[
16h2vnxv
n
y +O(h
3)
]]
= ν2h2vnxy(v
n
x + v
n
y ) +
1
2
ν3h3(vnxxy + v
n
xyy + νv
n
txy) +O(h
4).
Similarly we obtain the other product terms. Therefore we have[
(Dn+1i,j −Dni,j)− (Dn+1i−1,j −Dni−1,j) + (Dn+1i,j−1 −Dni,j−1)− (Dn+1i−1,j−1 −Dni−1,j−1)
]
u
= 8ν3h3unvnxxy(v
n
x + v
n
y ) +O(h
4).
The subtraction of the second terms on the right in (3.71)-(3.70) is given by
2h
{
1
2
ν(Dn+1i,j −Dn+1i−1,j +Dn+1i,j−1 −Dn+1i−1,j−1)unt
+
[
(An+1i,j Θ
y,n+1
i,j − Ani,jΘy,ni,j )− (an+1i−1,jΘy,n+1i−1,j − ani−1,jΘy,ni−1,j)
+ (An+1i,j−1Θ
y,n
i,j−1 − Ani,j−1Θy,ni,j−1)− (an+1i−1,j−1Θy,n+1i−1,j−1 − ani−1,j−1Θy,ni−1,j−1)
]
unx
+
[
(Bn+1i,j Θ
x,n+1
i,j −Bni,jΘx,ni,j )− (bn+1i−1,jΘx,n+1i−1,j − bni−1,jΘx,ni−1,j)
+ (Bn+1i,j−1Θ
x,n
i,j−1 −Bni,j−1Θx,ni,j−1)− (bn+1i−1,j−1Θx,n+1i−1,j−1 − bni−1,j−1Θx,ni−1,j−1)
]
uny
}
.
(3.73)
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From the previous argument, we see that
1
2
ν(Dn+1i,j −Dn+1i−1,j +Dn+1i,j−1 −Dn+1i−1,j−1)unt = O(h3).
For the coefficient of ux, we will seek for the order of the first brackets and the remaining
terms are treated in the same way. By ignoring the higher order terms we get
An+1i,j Θ
y,n+1
i,j − Ani,jΘy,ni,j = (An+1i,j − Ani,j)Θy,n+1i,j + Ani,j(Θy,n+1i,j −Θy,ni,j )
≈ (Θx,n+1i,j −Θx,ni,j )Θy,n+1i,j + Θx,ni,j (Θy,n+1i,j −Θy,ni,j )
≈ 1
16
ν3
h2
[
[v˜xy]
n+1
i,j
(
[v˜x]
n
i,j + [v˜x]
n+1
i,j
)2
+ [v˜xy]
n
i,j
(
[v˜y]
n
i,j + [v˜y]
n+1
i,j
)2]
+ 1
32
ν3
h2
(
[v˜xy]
n+1
i,j − [v˜xy]ni,j
)[(
[v˜y]
n+1
i,j + [v˜y]
n
i,j
)2 − ([v˜x]ni,j + [v˜x]n+1i,j )2]
+ 1
64
ν4
h2
(
[v˜xy]
n+1
i,j + [v˜xy]
n
i,j
)(
[v˜xy]
n+1
i,j − [v˜xy]ni,j
)(
[v˜x]
n+1
i,j + [v˜x]
n
i,j
)(
[v˜y]
n+1
i,j + [v˜y]
n
i,j
)
= ν2h2
(
(vnx)
2 + (vny )
2
)
+O(h3).
Similarly we get from the coefficient of uny
Bn+1i,j Θ
x,n+1
i,j −Bni,jΘx,ni,j = ν2h2
(
(vnx)
2 + (vny )
2
)
+O(h3).
Combining all of these results, we see that
2h
{
1
2
ν(Dn+1i,j −Dn+1i−1,j +Dn+1i,j−1 −Dn+1i−1,j−1)unt
+
[
(An+1i,j Θ
y,n+1
i,j − Ani,jΘy,ni,j )− (an+1i−1,jΘy,n+1i−1,j − ani−1,jΘy,ni−1,j)
+ (An+1i,j−1Θ
y,n
i,j−1 − Ani,j−1Θy,ni,j−1)− (an+1i−1,j−1Θy,n+1i−1,j−1 − ani−1,j−1Θy,ni−1,j−1)
]
unx
+
[
(Bn+1i,j Θ
x,n+1
i,j −Bni,jΘx,ni,j )− (bn+1i−1,jΘx,n+1i−1,j − bni−1,jΘx,ni−1,j)
+ (Bn+1i,j−1Θ
x,n
i,j−1 −Bni,j−1Θx,ni,j−1)− (bn+1i−1,j−1Θx,n+1i−1,j−1 − bni−1,j−1Θx,ni−1,j−1)
]
uny
}
= O(h4).
Similarly, the other terms in the difference between (3.70) and (3.71) are higher order
terms. Hence
1
8(νh)
{
Hn+1i,j −Hn+1i−1,j +Hn+1i,j−1 −Hn+1i−1,j−1 −Hni,j +Hni−1,j −Hni,j−1 +Hni−1,j−1
}
= 8ν2h2unvnxxy(v
n
x + v
n
y ) +O(h
3).
(3.74)
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Now we combine these results to write the truncation error. The sum of (3.48) and
(3.49) leads to
κ
16(νh)
[
∆xi,j{un+1}+ ∆yi,j{un+1}+ ∆xi,j{un}+ ∆yi,j{un}
]
= (unxx + u
n
yy) +
1
2
(νh)(unxxt + u
n
yyt) +
1
4
(νh)2(unxxtt + u
n
yytt)
+ h2
(
1
12
(unxxxx + u
n
yyyy) +
1
4
unxxyy
)
+O(h3).
(3.75)
By subtracting (3.75) from (3.47) we get
1
64(νh)
[
In+1i,j − Ini,j
]− κ
16(νh)
[
∆xi,j{un+1}+ ∆yi,j{un+1}+ ∆xi,j{un}+ ∆yi,j{un}
]
= unt − κ(unxx + unyy) + 12(νh) ∂∂t
[
unt − κ(unxx + unyy)
]
+ h2
[
1
8
(unxxt + u
n
yyt)− 112κ(unxxxx + unyyyy)− 14κunxxyy + ν2(16unttt − 14κ(unxxtt + unyytt))
]
+O(h3).
(3.76)
From the combination of the equations (3.63), (3.64), (3.68), (3.69), (3.74) and (3.76)
we get
τn+1i,j =
[
unt − κ(unxx + unyy) + un(vnxx + vnyy) + unxvnx + unyvny
]
+ 1
2
νh ∂
∂t
[
unt − κ(unxx + unyy) + un(vnxx + vnyy) + unxvnx + unyvny
]
+ h2
[
un(2
3
vnxxx +
4
3
vnxxyy + 2νv
n
ttxx +
2
3
vnyyy +
4
3
vnxxyy + 2νv
n
ttyy)
+ unx(
4
3
vnxxx + 2v
n
xyy + 2ν
2vntty) + u
n
y (
4
3
vnyyy + 2v
n
xxy + 2ν
2vnttx) + 4u
n
xv
n
xyy + 8νu
n
t v
n
tyy
+ 8ν2untyv
n
ty + 4u
n
yv
n
xxy + 8νu
n
t v
n
txx + 8ν
2untxv
n
tx + 8ν
2unvnxxy(v
n
x + v
n
y ) +
1
8
(unxxt + u
n
yyt)
− 1
12
κ(unxxxx + u
n
yyyy)− 14κunxxyy + ν2(16unttt − 14κ(unxxtt + unyytt))
]
+O(h3).
(3.77)
Since the first two brackets are zero being the left hand side of the differential equation,
the scheme (3.37) is of second order. 
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3.5 Comparing the unperturbed scheme with Crank-Nicolson
method
This section is devoted to compare the unperturbed scheme (3.42) (when ∇v = 0)
with the Crank-Nicolson method. It is well known that the Crank-Nicolson method is
second order. Also, it is not hard to see that the unperturbed scheme is second order too
(c.f. (3.76)). Both of the methods are implicit and unconditionally stable. To compare
the accuracy, we will apply the two schemes on the heat equation
ut = κ∇u+ g(x, y, t)
∂u
∂n
= 0, u(x, y, 0) = 1,
where the source term g(x, y, t) is chosen so that the equation has the exact solution
u(x, y, t) = e2t cos(3xpi) cos(2ypi).
The local error term of the unperturbed scheme in absence of the source term is given
by
τn+1i,j =
1
8
(unxxt + u
n
yyt)− 112κ(unxxxx + unyyyy)− 14κunxxyy + ν2(16unttt − 14κ(unxxtt + unyytt)),
where the derivatives are evaluated at the point (x¯i, y¯j, tn) and the increments are ∆x =
∆y = h and ∆t = νh . However, the C-N method has the local error term
τ˜n+1i,j = −κ
[
1
12
(unxxxx + u
n
yyyy) +
1
4
ν2(unxxtt + u
n
yytt)
]
It is clear that the local error term τn+1i,j can be written as
τn+1i,j = τ˜
n+1
i,j +
1
8
(unxxt + u
n
yyt)− 14κunxxyy + ν2 16unttt.
Tables (3.1) and (3.2) show that the C-N method is slightly more accurate than the
unperturbed scheme. The induced linear systems in both methods were solved using
conjugate gradient method and the errors UEk were computed at time t = 1 using the
Frobenius norm.
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Table 3.1 Rates of Convergence Using Unperturbed Scheme
k N M UEk UEk/UEk+1
1 50 20 8.87e-02 0.00e+00
2 100 40 2.13e-02 4.17e+00
3 200 80 5.26e-03 4.04e+00
Table 3.2 Rates of Convergence Using C-N Method
k N M UEk UEk/UEk+1
1 50 20 5.91e-02 0.00e+00
2 100 40 1.42e-02 4.16e+00
3 200 80 3.52e-03 4.04e+00
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CHAPTER 4. NUMERICAL EXPERIMENTS
In this chapter, numerical experiments are given to confirm the facts shown ana-
lytically in the previous chapters. All the numerical experiments concerning the 1D
chemotaxis system are given first. The 2D system experiments will be given in the
second section.
4.1 Numerical experiments for the 1D chemotaxis system
4.1.1 Positivity preserving property
To confirm the positivity preserving property of the scheme (2.20), we applied the
method on the equation
ut + (vxu)x = 0.6uxx,
ux(0, t) = ux(1, t) = 0
with a function v(x, t) known in advance. We choose different cases so that we can cover
many situations. In the sense of chemotaxis, the population density u(x, t) is expected
to leave the low concentration area toward the area where there is a high concentration
of chemotactant v(x, t). We used this fact in our experiments. In these experiments, the
total time steps (N = 40000), space steps (M =40) and final time (T = 100) were used.
Case 1: Mass moving away from the centre
Let v(x, t) be given by
v(x, t) = 2(−1 + t
t+1
+ cos( 2t
t+1
x(x− 1)pi)).
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It is clear that v(x, t) satisfies the conditions: vx(0, t) = vx(1, t) = v(x, 0) = 0. Also, it
converges to the steady state
v(x) = 2 cos(2x(x− 1)pi).
In this case, the concentration of the chemotactant moves toward the boundaries of
the domain and as a consequence the population density is moving away from the centre.
Figure 4.1 and 4.2, in which we used initial condition u(x, 0) = 1, show this phenomenon.
Figure 4.1 Response of the cell density, u(x, t), to the chemoattractant.
Figure 4.2 Final time T = 100 and initial condition u(x, 0) = 1.
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Case 2: Mass moving to the right edge
Let v(x, t) be given by
v(x, t) =
 0 x ≤ 0.52t
t+1
cos(2x(x− 1)pi).
Figure 4.3 Right edge concentration: final time T = 100 and initial condition
u(x, 0) = 1.
The required conditions, vx(0, t) = vx(1, t) = v(x, 0) = 0, are satisfied by this func-
tion. Obviously, this function converges to
v(x) =
 0 x ≤ 0.52 cos(2x(x− 1)pi).
In this case we let the chemical substance move to the right edge of the domain. It
follows that the population u(x, t) is moving to the right edge (Figure 4.3). In Figure
4.3, the initial condition u(x, 0) = 1 was used.
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Case 3: Dead spot, v(x, t) = 0 for some range 0 < x1 ≤ x ≤ x2 < 1
v(x, t) =

1.5t
t+1
cos( xpi
0.6
) x ≤ 0.3
0 0.3 ≤ x ≤ 0.7
1.5t
t+1
cos( (x−1)pi
0.6
)
Figure 4.4 Dead spot: final time T = 100 and initial condition u(x, 0) = 1.
An interesting situation is that when there is a dead spot v(x, t) = 0 for some range
0 < x1 ≤ x ≤ x2 < 1. This is the case we have now. Experimenting with this case is
given in Figure 4.4 with initial condition u(x, 0) = 1.
Case 4 : Clustering in the middle of the domain
The last case in our experiment is when the chemical substances are clustering in the
middle of the domain. Due to instability in this case with N = 40000 for v(x, t) given
by
108
v(x, t) =

0 x ≤ 0.3
1.5t
t+1
(1− cos ( (x−0.3)(x−0.7)pi
(0.4)2
)
) 0.3 ≤ x ≤ 0.7
0 x ≥ 0.7
we shrink the time steps by choosing N = 70000. Figure 4.5 shows that the mass is
moving toward the centre making a pile.
Conclusion: It is clear that non of these results gave negative values even with small
initial conditions. Therefore, the scheme (2.20) might be positivity preserving.
Figure 4.5 Centre clustering: final time T = 100 and initial condition u(x, 0) = 0.1.
4.1.2 Studying the stability numerically
It was shown in Section 2.6 that the scheme (2.20) with fixed ∆x is conditionally
stable and the stability depends on the interaction between two parameters (i.e rκ and
θni ). In order to confirm this situation, we tested the scheme with different values of
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rκ =
κ∆t
(∆x)2
. The scheme was applied on the equation
ut + (uvx)x = κuxx
ux(0, t) = ux(1, t) = 0, x ∈ (0, 1), t ≥ 0
with v(x, t) = t(1 + cos(3pix)) and initial condition u(x, 0) = 1. The parameter θni is
given by
θni =
x(tn)− xi
∆x
= − 1
∆x
tn+1∫
tn
vx(x, s)ds ≈ − ∆t
2∆x
[vx(x, tn) + vx(x, tn+1)]
where vx = −3pit sin(3pix). Hence, we have that
|θni | ≤
3pi
2∆x
[tn+1 + tn]∆t =
3pi∆t
2∆x
(2n+ 1)(∆t)2 ≤ 3pi
2∆x
(2N − 1)(∆t)2
<
3pi
2∆x
(2N)(∆t)2 =
3piT
∆x
∆t
where T and N are the final time and total time steps respectively (∆t = T
N
). To satisfy
the condition |θni | ≤ 12 we let ∆t ≤ ∆x6piT .
In our experiment we used T = 1 and M = 40. Hence, we need ∆t ≤ 1.3263e − 03
i.e. N ≥ 754 to ensure that the condition |θni | ≤ 12 is satisfied for all n and all i. It
was shown that for rκ ≥ 14 no restriction is needed for θni and the scheme is stable. We
can see this in Figure 4.6 where rκ = 0.249 (here we used κ = 0.1178). However, the
scheme is supposed to have instability when rκ <
1
4
if we keep |θni | ≤ 12 . It was shown
that to have stability in this case we let |θni | ∈ (0, α) where α ≤
1
2
+2rκ
2
≤ 1
2
. With the
condition |θni | ≤ 12 , the first instability appears when rκ = 0.16 (here we used κ = 0.0754)
Figure 4.7. With this value of rκ, we should have |θni | ∈ (0, 0.41) which indicates that
N ≥ 920 should be used. However, the numerical results show some negative values
when N < 950 so we need to use N ≥ 950. We are keeping rκ = 0.16 fixed by choosing
κ = 0.095 and N = 950. Figure 4.8 shows that the instability in the previous graph was
removed completely. Therefore the stability was recovered by using smaller time steps
i.e smaller bound for |θni |.
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Figure 4.6 N = 754,M = 40, rκ = 0.249. Figure 4.7 N = 754,M = 40, rκ = 0.16.
4.1.3 A numerical experiment for convergence of the 1D scheme
This part is devoted to confirm the order of the accuracy of the scheme (2.20). We
consider the system
ut + (uvx)x = κuxx + g(x, t), 0 < x < 1, t > 0 (4.1)
vt = σvxx − λv + f(x, t), 0 < x < 1, t > 0 (4.2)
u(x, 0) = 1, v(x, 0) = 0 in Ω (4.3)
∂u
∂n
=
∂v
∂n
= 0 on ∂Ω. (4.4)
The constants used in the simulation were κ = 1, σ = 1, and λ = 5. The source terms
are
f(x) = 20 + 20 cos(6pix),
g(x, t) = ev(wvt − (vxwx + 5w) + 5 + 2 cos(4pix))
where
w = w(x, t) = 1 + 2
5+16pi2
(1− e−(5+16pi2)t) cos(4pix).
and v = v(x, t) is the exact solution of the second equation (4.2) given by
v(x, t) = 4(1− e−5t) + 20
5 + 36pi2
(1− e(−5+36pi2)t) cos(6pix).
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Figure 4.8 N = 950,M = 40, rκ = 0.16.
Equation (4.1) has exact solution u(x, t) = evw.
Table 4.1 shows the rate of convergence which is second order as we proved ana-
lytically. The parameters which are used in the table are defined as follows. The first
column k represent the doubling of the time and space partitioning while the second and
third columns (N and M) represent the time and space subdivisions respectively. The
errors in the chemoattractant concentration ,v(x, t) and the cell density,u(x, t), are given
by the parameters V Ek and UEk respectively. The errors were computed in the final
time T = 1 using the sup-norm || · ||∞. Finally, the convergence rates are given by the
parameters V Ek/V Ek+1 and UEk/UEk+1. Figures 4.9 and 4.10 show the response of the
cell density u(x, t) to the chemoattractant v(x, t).
Table 4.1 Rates of Convergence for 1D Chemotaxis System
k N M V Ek V Ek/V Ek+1 UEk UE/UEk+1
1 100 20 4.21e-03 0.00e+00 2.30e-01 0.00e+00
2 200 40 1.03e-03 4.10e+00 5.97e-02 3.86e+00
3 400 80 2.55e-04 4.02e+00 1.51e-02 3.95e+00
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Figure 4.9 1D Chemoattractant v(x, t)
4.2 Numerical experiments for the 2D chemotaxis system
4.2.1 Positivity preserving property
The scheme (3.37) being so complicated makes it challenging to prove the positivity
preserving property. Therefore, we study this property numerically. The method will be
applied on the equation
ut +∇(u∇v) = ∇ · (κ∇u), (x, y) ∈ Ω = (0, 1)× (0, 1), t ≥ 0
∂u
∂n
= 0, (x, y) ∈ ∂Ω
with a function v(x, y, t) known in advance. It was shown that when rκ is large enough
then the method is stable. Therefore, we will be testing the method with κ = 0.5 so that
we don’t need to worry about any restrictions on |θx,ni,j | and |θy,ni,j |. In the following first
three cases we used M = 20, N = 7500 and final time T = 30. With these values, it is
guaranteed that the conditions |θx,ni,j | ≤ 12 and |θy,ni,j | ≤ 12 are satisfied.
Case 1: Mass moving away from the centre
Let
v(x, y, t) =
2t
t+ 1
cos(2x(x− 1)pi) cos(2y(y − 1)pi).
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Figure 4.10 1D Cell density u(x, t)
In this case we let the chemical substance move to the corners of the domain and, hence,
the cell density u(x, y, t) will be leaving the centre (Figure 4.11 and 4.12). In Figure
4.12, κ = 0.2 was used.
Figure 4.11 Final time T = 30, initial condition u(x, y, 0) = 0.1, rκ = 0.8
Case 2: Mass moving to one half of the domain
In this case we will test the method when the chemoattractant, v(x, y, t), is concentrated
114
Figure 4.12 Final time T = 30, initial condition u(x, y, 0) = 0.1, rκ = 0.32
in one half of the domain. Let
v(x, y, t) =
 0 x ≤ 0.52t
t+1
cos(2x(x− 1)pi) cos(2y(y − 1)pi), elsewhere,
then the mass is moving to the half of the domain as a response to the chemical sub-
stances. Figure 4.13 shows the sectional view of this response.
Figure 4.13 Final time T = 30, initial condition u(x, y, 0) = 0.1, rκ = 0.8
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Case 3: Mass moving to one corner
Let
v(x, y, t) =
 0 x ≤ 0.5, y ≤ 0.52t
t+1
cos(2x(x− 1)pi) cos(2y(y − 1)pi), elsewhere.
This function describes the case when the chemical substances move toward one corner
of the domain. The result of this case is shown by Figure 4.14.
Figure 4.14 Final time T = 30, initial condition u(x, y, 0) = 0.1, rκ = 0.8
Case 4: Mass clustering at the centre
The last case in our experiment will be when the mass is clustering in the middle of
the domain. Let v(x, y, t) be given by
v(x, y, t) =

0 x, y ≤ 0.3,
t
t+1
(1− cos(2pi (x−0.3)(x−0.7)
0.42
))(1− cos(2pi (y−0.3)(y−0.7)
0.42
)), 0.3 ≤ x, y ≤ 0.7,
0 x, y ≥ 0.7
In this case, we are keeping M = 20 and T = 30 but letting N = 30000 so that the
conditions |θx,ni,j | ≤ 0.5 and |θy,ni,j | ≤ 0.5 are satisfied for all i, j and all n. Figure 4.15
shows that the mass is moving toward the centre and making a pile.
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Figure 4.15 Final time T = 30, initial condition u(x, y, 0) = 0.1, rκ = 0.2
Conclusion: Since none of these results gave negative values, we can say that the
scheme (3.37) might be positivity preserving.
4.2.2 Studying the stability numerically
We devote this section to study the stability of the scheme (3.37) numerically. It was
shown in Section 3.3 that the scheme is conditionally stable. We confirm this fact by
applying the scheme on the equation
ut +∇ · (u∇v) = ∇ · (κ∇u), (x, y) ∈ Ω, t > 0
∂u
∂n
= 0, (x, y) ∈ ∂Ω
u(x, y, 0) = 1
where v(x, y, t) is given by
v(x, y, t) = 2t(1 + cos(3xpi) cos(3ypi)).
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Figure 4.16 Final time T = 1, N = 754 and rκ = 0.2122
It is clear that this function satisfies the conditions v(x, y, 0) = 0 and
∂v
∂n
= 0 on ∂Ω.
The parameters θx,ni,j and θ
y,n
i,j can be found by solving the following differential equationsx
y

′
=
vx(x(t), y(t), t)
vy(x(t), y(t), t)
 ,
x
y
 (tn+1) =
xi
yj
 .
Hence, we have θx,ni,j
θy,ni,j
 ≈
 ∆t2∆x [vx(x, y, tn) + vx(x, y, tn+1)]
∆t
2∆y
[vy(x, y, tn) + vy(x, y, tn+1)]
 ,
and similarly θx,n+1i,j
θy,n+1i,j
 ≈ −
 ∆t2∆x [vx(x, y, tn) + vx(x, y, tn+1)]
∆t
2∆y
[vy(x, y, tn) + vy(x, y, tn+1)]
 .
where
vx(x, y, t) = −6pit sin(3pix) cos(3piy), vy(x, y, t) = −6pit cos(3pix) sin(3piy).
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Therefore, we get that
|θx,n+1i,j | ≤
3pi∆t
∆x
(tn+1 + tn) =
3pi
∆x
(2n+ 1)(∆t)2
<
3pi
∆x
(2N − 1)(∆t)2,
where N is the total time steps ∆t = T
N
. Similarly, we have
|θy,n+1i,j | <
3pi
∆y
(2N − 1)(∆t)2.
Notice that 3pi
∆x
(2N − 1)(∆t)2 < 3pi
∆x
(2N)(∆t)2 = 6piT
∆x
∆t. So to satisfy the conditions
|θx,n+1i,j | ≤ 12 and |θy,n+1i,j | ≤ 12 we let ∆t ≤ ∆x12piT . In our experiment, we choose M = 20
and T = 1. Thus we need ∆t ≤ 0.001326 (i,e N = 754).
Figure 4.17 Final time T = 1, N = 800 and rκ = 0.12
Our numerical results show that the scheme under the conditions |θx,ni,j | ≤ 12 and
|θx,ni,j | ≤ 12 is stable when rκ ≥ 0.21 (Figure 4.16 in which we used κ = 0.4).Under the
assumption that the scheme is positivity preserving, we consider any negative value shown
in the results is a sign of non-stability. The first negative values appear when rκ = 0.2
(here κ = 0.377). In order to remove these negative values we shrink ∆t. Thus, we use
N = 800 and let rκ = 0.2 by choosing κ = 0.4. Hence we have |θx,ni,j |, |θy,ni,j | ∈ (0, 0.471).
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Figure 4.17 shows instability in the method when rκ = 0.12 (κ = 0.244) and N = 800
were used. To recover the stability we let N = 1350 while keeping rκ = 0.12 by choosing
κ = 0.40586 (Figure 4.18). In this case we have |θx,ni,j |, |θy,ni,j | ∈ (0, 0.279).
Figure 4.18 Final time T = 1, N = 1350 and rκ = 0.12
4.2.3 A Numerical experiment for convergence of the 2D scheme
As a simple illustration of the scheme (3.37) we consider the system
ut +∇ · (u∇v) = ∇ · (κ∇u) + g(u, v, x, y, t), (4.5)
vt = ∇ · (σ∇v)− λv + f(u, v, x, y, t) (x, y) ∈ Ω, t > 0 (4.6)
∂u
∂n
=
∂v
∂n
= 0, (x, y) ∈ ∂Ω, t > 0, (4.7)
u(x, y, 0) = 1, v(x, y, 0) = 0 (4.8)
where Ω = (0, 1)×(0, 1) is a rectangle in the plane. The constants used in the simulation
are κ = 5, σ = 0.1 and λ = 5. The source terms are given by
f(x, y) = 20 + 10 cos(3pix) cos(2piy),
g(x, y, t) = exp(v)(vt + (1− κ)((vx)2 + (vy)2 + vxx + vyy)),
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where v = v(x, y, t) is the exact solution of (4.6) given by
v(x, y, t) =
20
λ
(1− exp(−λt)) + 10
13σpi2 + λ
(1− exp(−(13σpi2 + λ)t)) cos(3pix) cos(2piy).
The exact solution of (4.5) is given by u(x, y, t) = ev. In this experiment we used the
alternating direction implicit method (ADI) to find the approximate solution of v(x, y, t).
The method is given by
(
1− rκ,x
2
δ2x
)
v
n+ 1
2
j,k =
(
1 +
rκ,y
2
δ2x
)
vnj,k +
∆t
2
F nj,k(
1− rκ,y
2
δ2y
)
vn+1j,k =
(
1 +
rκ,x
2
δ2x
)
v
n+ 1
2
j,k +
∆t
2
F n+1j,k ,
where F = F (x, y, v, t) = −λv + f(u, v, x, y, t).
Table 4.2 shows second order accuracy as it was proved analytically. The parame-
ters which are used in the table are defined as follows. The first column k represent
the doubling of the time and space partitioning whereas the second and third columns
(N and M) represent the time and space subdivisions respectively. The errors in the
chemoattractant concentration ,v(x, y, t) and the cell density,u(x, y, t), are given by the
parameters V Ek and UEk respectively and their relative errors are given by V Rel and
URel. The errors were computed in the final time T = 1 using the Frobenius norm
|| · ||frob. Finally, the convergence rates are given by the parameters V Ek/V Ek+1 and
UEk/UEk+1. Figures 4.19 and 4.20 show response of the cell density u(x, y, t) to the
chemoattractant v(x, y, t). It is clear from the graphs that the cells move toward the
high concentration areas.
Table 4.2 Rates of Convergence for 2D Chemotaxis System
k N M V Ek V Ek/V Ek+1 V Rel UEk UE/UEk+1 URel
1 50 10 1.26e-02 0.00e+00 3.16e-04 2.46e+00 0.00e+00 4.23e-03
2 100 20 3.11e-03 4.05e+00 3.90e-05 5.64e-01 4.36e+00 4.90e-04
3 200 40 7.75e-04 4.01e+00 4.86e-06 1.38e-01 4.08e+00 6.01e-05
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Figure 4.19 2D Chemoattractant
Figure 4.20 2D Cell density
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CHAPTER 5. SUMMARY AND DISCUSSION
In this thesis we succeeded in deriving second order finite volume schemes. The order
of the accuracy was proved analytically in both cases (i.e 1D and 2D). Attaching to
this analysis, numerical experiments were given to support the results. It was shown
that the method is mass conservative. However, more work is needed to prove that
the method preserves the non-negative property. We have not been able to prove this
property and it is not clear whether is satisfied by the method or not. Therefore, some
numerical experiments, with v(x, y, t) known in advance, were made to test the scheme.
The numerical results never gave any negative values which indicate that the method
might satisfy the property.
One drawback of the method is that it is very complicated which makes it hard to
implement and harder to analyse. Also the coefficients in the method were changing with
time. This problem in the method raised some difficulties in proving the stability and
hence very restrictive conditions were induced. As a consequence of this restriction on
the stability, a desirable feature, which is using large time steps, of numerical methods
was not possible to be used. Numerical tests were given in the context of studying the
stability of the methods.
In the discussion of consistency of the 2D scheme, it was shown that the diffusion
flux terms are higher order terms. Therefore, these terms might be removed from the
scheme without affecting the accuracy. This helps in reducing the scheme and simplifies
things.
Because of the convective flux terms, the linear systems obtained from the methods
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in both cases are non-symmetric. The matrix in the 1D case is tridiagonal whereas it
is block tridiagonal matrix in the 2D case. In both cases, the matrices are not fixed
constants where they are needed to be updated for each time step. This affects the
efficiency of the schemes since more computation effort should be made in each time
step. Since the systems are sparse, some ideas of sparse matrices (e.g. sparse storage)
may be applied. Even though we used a fixed time step in our work, it is possible to
use different time steps depending on where and when the restrictions of the method are
satisfied ( i.e. |θx,ni,j | ≤ 0.5 and |θy,ni,j | ≤ 0.5).
Future work: It is straight forward to extended the method to three space dimen-
sions but the scheme will become more complicated. This is might be done in the future.
One thing that can be done to improve the method is the use of the idea of alternating
direction method. Since the 1D scheme method is second order, it might be possible
to apply the method on the two dimensional case by alternating the 1D scheme. First
apply the method in the x-direction and then in the y-direction.
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APPENDIX A. EIGENVALUES OF TRIDIAGONAL
MATRICES
In this appendix we are going to calculate the eigenvalues of the matrices A and B
given in Section 2.5. We will find the eigenvalues and eigenvectors of the matrix B. The
eigenvalues of A can be found in the same way. Recall that the matrix B is given by
B =

7 1
1 6 1
. . . . . . . . .
1 6 1
1 7

M×M
.
We solve the eigenvalue problem
B1v = λv,
where λ ∈ R and v = [v1, ..., vM ]T 6= 0. From the eigenvalue problem we obtain the
following difference equation
vj−1 + 6vj + vj+1 = λvj j = 1, ...,M
v0 = v1, vM = vM+1
which is equivalent to
vj−1 + (6− λ)vj + vj+1 = 0 j = 1, ...,M
v0 = v1, vM = vM+1
(A.1)
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The solution of such equation can be written in terms of the roots of the characteristic
polynomial, which in our case is given by
P (r) = r2 + (6− λ)r + 1.
Let r1 and r2 be the roots of P (r), then the solution of (A.1) is given as
vj = C1r
j
1 + C2r
j
2, j = 0, 1, ...,M + 1.
By the boundary condition v0 = v1, we have
C1 + C2 = C1r1 + C2r2 ⇒ C1(1− r1) + C2(1− r2) = 0.
Since v 6= 0, then at least one of the constants C1 and C2 is not zero.The possible cases
are
i) C1 = 0 which leads to r2 = 1
ii) C2 = 0 that gives r1 = 1,
iii) neither of the constants C1 and C2 is zero. In this case, there are two possibilities:
r1 = r2 = 1 or neither of the roots is 1. If non of them is 1, then we have
C2 = −C1 1− r1
1− r2
which gives
vj = C1
(
rj1 −
1− r1
1− r2 r
j
2
)
.
Furthermore we have vM = vM+1 which leads to
C1
(
rM1 −
1− r1
1− r2 r
M
2
)
= C1
(
rM+11 −
1− r1
1− r2 r
M+1
2
)
⇒
C1(1− r1)(rM1 − rM2 ) = 0⇒ (
r1
r2
)M = 1.
From the identity
r1r2 =
(
(6− λ) +√(6− λ)2 − 4
2
)(
(6− λ)−√(6− λ)2 − 4
2
)
=
(6− λ)2 − (6− λ)2 + 4
4
= 1,
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we get that (r1
r2
)M
= (r21)
M = 1.
Since the roots of a quadratic polynomial are in general complex, the above equation
can be written in the form
r21 = e
2pii(
k
M
), k = 1, ...,M − 1.
It is easy to see that the possible roots are
r1,k = e
pii(
k
M
),
r2,k = e
−pii( k
M
), k = 1, ...,M − 1.
For every k = 1, ...,M − 1 there is an eigenvalue λk given by the equation
λk − 6 = r1,k + r2,k = epii(
k
M
) + e−pii(
k
M
) = 2 cos(pi( k
M
)).
If r1 = r2 = 1 then λ− 6 = 2 ⇒ λ = 8 which can be obtained form the above equation
by letting k = 0. Therefore, the eigenvalues of the matrix B are given by
λk = 6 + 2 cos(pi(
k
M
)), k = 0, 1, ...,M − 1.
The associated eigenvectors vk,j ( k = 1, ...,M − 1) are given by
vk,j = C1
(
rj1,k − (
1− r1,k
1− r2,k )r
j
2,k
)
= C1
(
rj1,k − (
1− r1,k
r1,k − 1)r1,kr
j
2,k
)
= C1(r
j
i,k + r
j−1
2,k )
= C1
(
ei(
jkpi
M
) + e−i(
(j−1)kpi
M
)
)
= C1
[(
cos( jkpi
M
) + cos
(
(j−1)kpi
M
))
+ i
(
sin
(
jkpi
M
)− sin( (j−1)kpi
M
))]
= 2C1
[
cos
(
(j− 1
2
)kpi
M
)
cos
(
1
2
kpi
M
)
+ i cos
(
(j− 1
2
)kpi
M
)
sin
( 1
2
kpi
M
)]
= 2C1 cos
(
(j − 1
2
)kpi
M
)[
cos
(
1
2
kpi
M
)
+ i sin
(
1
2
kpi
M
)]
.
By choosing 2C1 =
[
cos(
1
2
kpi
M
) + i sin(
1
2
kpi
M
)
]−1
we get vk,j = cos
(
(j− 1
2
)kpi
M
)
. When k = 0,
then v0,j = 1 for all j.
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APPENDIX B. MATLAB CODES
The following MATLAB programs are used to generate the data needed to do the
numerical experiments given in Chapter 4. The main code in 1d system is Chemotax1d.m.
This code and its related source functions testFfcn.m and testGfcn.m were written by
Smiley. The main code in 2D case is Chemotax2d.m and the source functions are given in
the codes test2DFfn.m and test2DGfn.m The code ExactV.m returns the exact solution
v(x, y, t).
Chemotax1d
% Script File : Order 2 1d Model System Convergence
% The model system parameters
xi = 1;
kappa = 5;
sigma = 1;
lambda = 5;
% Parameters determining the source terms and known solutions
% of a test model system
f0 = 20; fn = 20; nn = 6;
h0 = 5; hm = 2; mm = 4; gamma4w = 5;
parm4f = [f0,fn,nn];
parm4v = [f0,fn,nn,lambda,sigma];
parm4w = [h0,hm,mm,gamma4w,kappa];
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% set final time and print table heading
t_final = 1.0; % pre-chosen final time
disp(’ ’)
disp(’ A Table Verifying Rates of Convergence ’)
disp(’ ’)
disp(’ k N M VE_k VE_k/VE_(k+1) UE_k UE_k/UE_(k+1)’)
disp(’-------------------------------------------------------------’)
M = 20; % M = number of subdivisions in space
N = 50; % N = number of time steps
nUerror = 0; % n*Error = new error, set to 0 for looping
nVerror = 0;
for k = 1:3
oUerror = nUerror; % new error becomes old error
oVerror = nVerror; % new error becomes old error
M = 2*M; dx = 1/M; % set new M and new N
N = 2*N; dt = t_final/N;
x = linspace(0,1,M+1); % set space grid
xbar = 0.5*(x(2:M+1) + x(1:M));
rk = kappa*dt/(dx*dx); % u diffusion
rs = sigma*dt/(dx*dx); % v diffusion
rt = dt/(dx*dx); % theta multiplier
% factor matrix for V system
Lv = zeros(1,M); % lower sub-diagonal
Dv = zeros(1,M); % diagonal
Uv = zeros(1,M); % upper sub-diagonal
a = -rs/2; % a(i) = a, all i
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b = 1 + rs + 0.5*lambda*dt; % b(i) = b, 1 < i < M
c = -rs/2; % c(i) = c, all i
% LU factorization
Dv(1) = 1 + 0.5*rs + 0.5*lambda*dt;
Uv(1) = c;
for i = 2:(M-1)
Lv(i) = a/Dv(i-1);
Dv(i) = b - Lv(i)*c;
Uv(i) = c;
end
Lv(M) = a/Dv(M-1);
Dv(M) = (1 + 0.5*rs + 0.5*lambda*dt) - Lv(M)*c;
% factor matrix for U system
Lu = zeros(1,M); % lower sub-diagonal
Du = zeros(1,M); % diagonal
Uu = zeros(1,M); % upper sub-diagonal
a = (1/8) - rk/2; % a(i) = a, all i
b = (6/8) + rk; % b(i) = b, 1 < i < M
c = (1/8) - rk/2; % c(i) = c, all i
% LU factorization
Du(1) = (7/8) + 0.5*rk;
Uu(1) = c;
for i = 2:(M-1)
Lu(i) = a/Du(i-1);
Du(i) = b - Lu(i)*c;
Uu(i) = c;
end
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Lu(M) = a/Du(M-1);
Du(M) = ((7/8) + 0.5*rk) - Lu(M)*c;
% Declare characteristic method variables
theta = zeros(1,M-1);
Amin = zeros(1,M-1);
Amax = zeros(1,M-1);
Flx = zeros(1,M-1);
% variables used in solving Lw = b, Uz = w so LUz = b
w = zeros(1,M);
z = zeros(1,M);
% variables used in setting up the explicit terms in the scheme
rhs = zeros(1,M); % right hand side made up from
del = zeros(1,M-1); % differences of v,u
diff = zeros(1,M); % diffusion terms
oterms = zeros(1,M); % other terms
% variables used in setting up the system matrix
A = zeros(1,M);
B = zeros(1,M);
C = zeros(1,M);
% The initialization
t = 0;
u = ones(1,M); % u = u(x,t_{n+1})
u0 = ones(1,M); % u0 = u(x,t_n)
v = zeros(1,M); % v = v(x,t_{n+1})
v0 = zeros(1,M); % v0 = v(x,t_n)
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%------------ Simulation loops ------------------------
for j = 1:N
t0 = t; % variables at t = t_{n+1}
v0 = v; % become variable at t = t_n
u0 = u;
t = t0 + dt;
% first solve for v^{n+1}
del = v0(2:M) - v0(1:M-1);
diff(1) = rs*del(1);
diff(2:M-1) = rs*(del(2:M-1) - del(1:M-2));
diff(M) = -rs*del(M-1);
oterms = testFfcn(xbar,t0,parm4f) + testFfcn(xbar,t,parm4f);
oterms = dt*(oterms - lambda*v0);
rhs = v0 + 0.5*(diff + oterms);
w(1) = rhs(1); % solve Lw = rhs
for i = 2:M
w(i) = rhs(i) - Lv(i)*w(i-1);
end
z(M) = w(M)/ Dv(M); % solve Uz = w
for i = M-1:-1:1
z(i) = (w(i) - Uv(i)*z(i+1))/Dv(i);
end
v = z; % now v = v^{n+1}
% now solve for u^{n+1}
theta = -0.5*rt*xi*((v(2:M)-v(1:M-1)) + (v0(2:M)-v0(1:M-1)));
Amin = theta.*(1 - theta);
Amax = theta.*(1 + theta);
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Flx = 0.5*(Amin.*u0(1:M-1) + Amax.*u0(2:M));
A(2:M) = (1/8) - 0.5*rk + 0.25*Amax(1:M-1);
B(1) = (7/8) + 0.5*rk - 0.25*Amax(1);
B(2:M-1) = (6/8) + rk + 0.25*(Amin(1:M-2) - Amax(2:M-1));
B(M) = (7/8) + 0.5*rk + 0.25*Amin(M-1);
C(1:M-1) = (1/8) - (0.5*rk + 0.25*Amin(1:M-1));
% LU factorization
Du(1) = B(1);
for i = 2:M
Lu(i) = A(i)/Du(i-1);
Du(i) = B(i) - Lu(i)*C(i-1);
end
Uu = C;
del = u0(2:M) - u0(1:M-1);
diff(1) = rk*del(1);
diff(2:M-1) = rk*(del(2:M-1) - del(1:M-2));
diff(M) = -rk*del(M-1);
oterms = dt*(testGfcn(xbar,t0,parm4v,parm4w) ...
+ testGfcn(xbar,t,parm4v,parm4w));
rhs(1) = 0.125*(7*u0(1) + u0(2));
rhs(1) = rhs(1) + 0.5*(Flx(1) + diff(1) + oterms(1));
rhs(2:M-1) = 0.125*(u0(1:M-2) + 6*u0(2:M-1) + u0(3:M));
rhs(2:M-1) = rhs(2:M-1) + 0.5*(Flx(2:M-1) - Flx(1:M-2));
rhs(2:M-1) = rhs(2:M-1) + 0.5*(diff(2:M-1) + oterms(2:M-1));
rhs(M) = 0.125*(u0(M-1) + 7*u0(M));
rhs(M) = rhs(M) + 0.5*(diff(M) + oterms(M) - Flx(M-1));
w(1) = rhs(1); % solve Lw = rhs
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for i = 2:M
w(i) = rhs(i) - Lu(i)*w(i-1);
end
z(M) = w(M)/ Du(M); % solve Uz = w
for i = M-1:-1:1
z(i) = (w(i) - Uu(i)*z(i+1))/Du(i);
end
u = z; % now u = u^{n+1}
end
exactv = testVsoln(xbar,t,parm4v);
exactu = testUsoln(xbar,t,parm4v,parm4w);
nVerror = max(abs(v - exactv));
nUerror = max(abs(u - exactu));
disp(sprintf(’ %1d %5d %4d %4.2e %4.2e %4.2e %4.2e ’...
,k,N,M,nVerror,oVerror/nVerror,nUerror,oUerror/nUerror))
end
exactv = testVsoln(xbar,t,parm4v);
plot(xbar,v,’r’,xbar,exactv,’k-.’)
exactu = testUsoln(xbar,t,parm4v,parm4w);
figure
plot(xbar,u,’b’)
% plot(xbar,exactu,’g-.’)
pause(1)
testFfcn
% This function defines the source term f(x,t) in the
% model system equation for v(x,t) with known solutions
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function f = testFfcn(xbar,t,parm4F)
f0 = parm4F(1); fn = parm4F(2); n = parm4F(3);
f = f0 + fn*cos(n*pi*xbar);
testGfcn
% This function defines the source term g(x,t) in the
% model system equation for u(x,t) with known solutions
function g = testGfcn(xbar,t,parm4V,parm4W)
f0 = parm4V(1); fn = parm4V(2); n = parm4V(3);
lambda = parm4V(4); sigma = parm4V(5);
a0 = lambda;
an = lambda + sigma*n*n*pi*pi;
v = (f0/a0)*(1 - exp(-a0*t));
v = v + (fn/an)*(1 - exp(-an*t))*cos(n*pi*xbar);
h0 = parm4W(1); hm = parm4W(2); m = parm4W(3);
gamma = parm4W(4); kappa = parm4W(5);
b0 = gamma;
bm = gamma + kappa*m*m*pi*pi;
w = (h0/b0) + (1 - (h0/b0))*exp(-b0*t);
w = w + (hm/bm)*(1 - exp(-bm*t))*cos(m*pi*xbar);
h = h0 + hm*cos(m*pi*xbar);
vt = f0*exp(-a0*t) + fn*exp(-an*t)*cos(n*pi*xbar);
vx = -n*pi*(fn/an)*(1 - exp(-an*t))*sin(n*pi*xbar);
wx = -m*pi*(hm/bm)*(1 - exp(-bm*t))*sin(m*pi*xbar);
g = exp(v/kappa).*( w.*(vt/kappa) + h - (vx.*wx + gamma*w));
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(Chemotax2d)
% This script solves 2D chemotaxis system
% first solves the equation
% v_t = sigma*laplace v -lambda*V + f(x,y,t) using ADI method
% where f(x,y,t) is given in the function test2DFfcn
% second solves the equation
% u_t + div(u*div(v)) = kappa*laplace u + G(x,y,t)
% the outputs: A Table showing the rate of convergence , graphs of the
% exact and approximate solutions
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The model system parameters
sigma = 0.1;
lambda = 5;
kappa = 5;
% Parameters determining the source terms and known solutions
% of a test model system
nn = 3; mm = 2; a1 = 2;
f0 = 20; fn = 10;
parm4f = [lambda, sigma,nn, mm,f0, fn];
parm4v = parm4f;
t_final = 1.0; % pre-chosen final time
disp(’ ’)
disp(’ A Table showing the rate of convergence ’)
disp(’ ’)
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disp(’ k N M VE_{k} V_rate UE_{k} U_rate’)
disp(’--------------------------------------------------------’)
M = 5; % M = number of subdivisions in space
N = 25; % N = number of time steps
v_err(1)= 0 ;
U_error(1) = 0;
for k =1:3
M =2*M ; N = 2*N;
dx = 1/M; dy = 1/M;
dt = 1/N;
x = linspace(0,1,M+1); % set space grid
y = linspace(0,1,M+1);
xbar = 0.5*(x(2:M+1) + x(1:M));
ybar = 0.5*(y(2:M+1) + y(1:M));
dx2 = dx*dx; dy2 = dy*dy;
mx = 0.5/dx;
my = 0.5/dy;
% the constant multilpiers
rsx = sigma*dt/(dx2);
rsy = sigma*dt/(dy2);
rkx = kappa*dt/dx2;
rky = kappa*dt/dy2;
R = 0.125;
S = 1/32;
V_old = zeros(M+2,M+2); %v(t_n)
V_new = zeros(M+2,M+2); % v(t_n+1)
U_old = ones(M+2,M+2); % u(t_n)
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U_new = zeros(M+2,M+2); % u(t_n+1)
Mass = zeros(M*M,M*M); % the mass matrix
XDiff = zeros(M*M,M*M); % the diffusion matrix in x direction
YDiff = zeros(M*M,M*M); % the diffusion matrix in y direction
RHS = zeros(M,M); % the right hand side matrix
Theta = zeros(M+1,M+1); % the Theta’s matrix
% multiplier at time t_n
Amin_old = zeros(M+1,M+1);
Amax_old= zeros(M+1,M+1);
Bmin_old = zeros(M+1,M+1);
Bmax_old = zeros(M+1,M+1);
% multiplier atr time t_n+1
Amin_new = zeros(M+1,M+1);
Amax_new= zeros(M+1,M+1);
Bmin_new = zeros(M+1,M+1);
Bmax_new = zeros(M+1,M+1);
globalflux = zeros(M*M,M*M); % global matrix for the flux
A_flux = zeros(M,M); % diagonal block matrix
B_flux = zeros(M,M); % upper sub-diagonal block matrix
C_flux = zeros(M,M); % lower sub-diagonal block matrix
A_global = zeros(M*M,M*M); % global matrix of the system
X_diffflux = zeros(M*M,M*M); % flux diffusion matrix in x direction
Y_diffflux = zeros(M*M,M*M); % flux diffusion matrix in y direction
Rb = zeros(M*M,1); % right hand side long vector
% factor matrix for V system
Lv = zeros(1,M); % lower sub-diagonal
Dv = zeros(1,M); % diagonal
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Uv = zeros(1,M); % upper sub-diagonal
ax = -rsx/2; % a(i) = a, all i , rsx = rsy
bx = 1 + rsx ; % b(i) = b, 1 < i < M
cx = -rsx/2; % c(i) = c, all i
% LU factorization at time t_n
Dv(1) = 1 + 0.5*rsx ;
Uv(1) = cx;
for i = 2:(M-1)
Lv(i) = ax/Dv(i-1);
Dv(i) = bx - Lv(i)*cx;
Uv(i) = cx;
end
Lv(M) = ax/Dv(M-1);
Dv(M) = (1 + 0.5*rsx ) - Lv(M)*cx;
ay = -rsy/2;
by = 1 + rsy + 0.5*lambda*dt;
cy = -rsy/2;
% LU factorization at time t_n+1
Lvt_n1 = zeros(1,M); % lower sub-diagonal
Dvt_n1 = zeros(1,M); % diagonal
Uvt_n1 = zeros(1,M); % upper sub-diagonal
Dvt_n1(1) = 1 + 0.5*rsy + 0.5*lambda*dt;
Uvt_n1(1) = cy;
for i = 2:(M-1)
Lvt_n1(i) = ay/Dvt_n1(i-1);
Dvt_n1(i) = by - Lvt_n1(i)*cy;
Uvt_n1(i) = cy;
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end
Lvt_n1(M) = ay/Dvt_n1(M-1);
Dvt_n1(M) = (1 + 0.5*rsy + 0.5*lambda*dt) - Lvt_n1(M)*cy;
% variables used in solving Lw = b, Uz = w so LUz = b
w = zeros(1,M);
z = zeros(1,M);
% variables used in setting up the explicit terms in the scheme
Xrhs = zeros(M,1); % right hand side made up for x-direction
Yrhs = zeros(M,1); % right hand side made up for y-direction
% The initialization
t = 0;
v = zeros(M,M); % v = v(x,y,t_{n+1})
v0 = zeros(M,M); % v = v(x,y,t_{n})
v1 = zeros(M,M); % this is to be used in solving the y diretion
% ---------------------- constructing the constant matrices ---------
b = zeros(1,M);
bx = zeros(1,M);
a = ones(1,M-1);
b(2:M-1) = 6*ones(1,M-2);
b(1) = 7; b(M) = 7;
bx(2:M-1) = -2*ones(1,M-2);
bx( 1) = -1 ; bx(M) = -1;
% block matrix for the mass matrix
AMass = diag(b) + diag(a,1) + diag(a,-1);
% block matrix for the X diffusion matrix
X_block = diag(bx) + diag(a,1) + diag(a,-1);
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% boundary blocks
Mass(1:M,1:M) = 7*AMass;
Mass(1:M, M+1:2*M) = AMass;
Mass((M-1)*M+1:M*M,(M-2)*M+1:(M-1)*M)= AMass;
Mass((M-1)*M+1:M*M,(M-1)*M+1:M*M)= 7*AMass;
XDiff(1:M,1:M) = 7*X_block;
XDiff(1:M, M+1:2*M) = X_block;
XDiff((M-1)*M+1:M*M,(M-2)*M+1:(M-1)*M)= X_block;
XDiff((M-1)*M+1:M*M,(M-1)*M+1:M*M)= 7*X_block;
YDiff(1:M,1:M) = -AMass;
YDiff(1:M, M+1:2*M) = AMass;
YDiff((M-1)*M+1:M*M,(M-2)*M+1:(M-1)*M)= AMass;
YDiff((M-1)*M+1:M*M,(M-1)*M+1:M*M)= -AMass;
for ii = 2:M-1
% diagonal blocks
Mass((ii-1)*M+1:ii*M,(ii-1)*M+1:ii*M) = 6*AMass;
% off diagonal blocks
Mass((ii-1)*M+1:ii*M,(ii-1)*M+1+M:ii*M+M) = AMass;
Mass((ii-1)*M+1:ii*M,(ii-1)*M+1-M:ii*M-M) = AMass;
% diagonal blocks
XDiff((ii-1)*M+1:ii*M,(ii-1)*M+1:ii*M) = 6*X_block;
% off diagonal blocks
XDiff((ii-1)*M+1:ii*M,(ii-1)*M+1+M:ii*M+M) = X_block;
XDiff((ii-1)*M+1:ii*M,(ii-1)*M+1-M:ii*M-M) = X_block;
% diagonal blocks
YDiff((ii-1)*M+1:ii*M,(ii-1)*M+1:ii*M) = -2*AMass;
% off diagonal blocks
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YDiff((ii-1)*M+1:ii*M,(ii-1)*M+1+M:ii*M+M) = AMass;
YDiff((ii-1)*M+1:ii*M,(ii-1)*M+1-M:ii*M-M) = AMass;
end
% -----------Simulation loops ------------------------------
for kk = 1:N
t1 = t + dt;
% ---------------- solve for v(:,j)^{n+1}----------------------------
% -------------------- solving in the x direction -------------------
for j = 1:M % fix j to solve v in the x direction
% computing the right hand side
for i = 1:M
if (j== 1)
Yrhs(i) = (1-0.5*rsy)*v0(i,1) + 0.5*rsy *v0(i,2)+ ...
0.5*dt*(-lambda*v0(i,1)+ test2DFfcn(xbar(i),ybar(1),t,parm4f)) ;
elseif (j < M)
Yrhs(i) = 0.5*rsy*v0(i,j-1)+(1-rsy)*v0(i,j) + 0.5*rsy *v0(i,j+1)+ ...
0.5*dt*(-lambda*v0(i,j)+ test2DFfcn(xbar(i),ybar(j),t,parm4f)) ;
else
Yrhs(i) = (1-0.5*rsy)*v0(i,M) + 0.5*rsy *v0(i,M-1)+ ...
0.5*dt*(-lambda*v0(i,M)+ test2DFfcn(xbar(i),ybar(M),t,parm4f)) ;
end
end
w(1) = Yrhs(1); % solve Lw = rhs
for ii = 2:M
w(ii) = Yrhs(ii) - Lv(ii)*w(ii-1);
end
z(M) = w(M)/ Dv(M); % solve Uz = w
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for ii = M-1:-1:1
z(ii) = (w(ii) - Uv(ii)*z(ii+1))/Dv(ii);
end
for s = 1:M
v(s,j) = z(s);
end % now v(:,j) = v(:,j)^{n+0.5}
end
v1 = v;
% --------------------- solving in the y direction --------------------
for i = 1: M % fix i to solve in the y direction
for j = 1:M
if (i == 1)
Xrhs(j) = (1-0.5*rsx)*v1(1,j) + 0.5*rsx *v1(2,j)+ ...
0.5*dt*(test2DFfcn(xbar(1),ybar(j),t1,parm4f)) ;
elseif ( i < M)
Xrhs(j) = 0.5*rsx*v1(i-1,j)+(1-rsx)*v1(i,j) + 0.5*rsx *v1(i+1,j)+ ...
0.5*dt*(test2DFfcn(xbar(i),ybar(j),t1,parm4f)) ;
else
Xrhs(j) = 0.5*rsx *v1(M-1,j)+(1-0.5*rsx)*v1(M,j) + ...
0.5*dt*(test2DFfcn(xbar(M),ybar(j),t1,parm4f)) ;
end
end
w(1) = Xrhs(1); % solve Lw = rhs
for ii = 2:M
w(ii) = Xrhs(ii) - Lvt_n1(ii)*w(ii-1);
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end
z(M) = w(M)/ Dvt_n1(M); % solve Uz = w
for jj = M-1:-1:1
z(jj) = (w(jj) - Uvt_n1(jj)*z(jj+1))/Dvt_n1(jj);
end
for s = 1:M
v(i,s) = z(s); % now v(:,j) = v(:,j)^{n+1}
end
end
% -------------------- solving for U(t_n+1) ------------------------
V_old(2:M+1,2:M+1) = v0; % the values at t_n
V_new(2:M+1,2:M+1) = v; % the values at t_n+1
v0 = v; % updating the values at t_n
% inserting ghost points
for j = 1:M+2
V_old(1,j) = V_old(2,j); % x-direction
V_old(M+2,j) = V_old(M+1,j);
V_new (1,j) = V_new(2,j);
V_new(M+2,j) = V_new(M+1,j);
U_old(1,j) = U_old(2,j); % x-direction
U_old(M+2,j) = U_old(M+1,j);
U_new (1,j) = U_new(2,j);
U_new(M+2,j) = U_new(M+1,j);
end
for j = 1:M+2
V_old(j,1) = V_old(j,2); % y-direction
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V_old(j,M+2) = V_old(j,M+1);
V_new(j,1) = V_new(j,2);
V_new(j,M+2) = V_new(j,M+1);
U_old(j,1) = U_old(j,2); % y-direction
U_old(j,M+2) = U_old(j,M+1);
U_new(j,1) = U_new(j,2);
U_new(j,M+2) = U_new(j,M+1);
end
%--------------------------- Computing Theta’s --------------------------
for i = 1:M+1
for j = 1:M+1
Alpha1_old = V_old(i+1,j)- V_old(i,j);
Alpha2_old = V_old(i+1,j+1)- V_old(i,j+1) ;
Beta1_old = V_old(i,j+1)- V_old(i,j);
Beta2_old = V_old(i+1,j+1)- V_old(i+1,j);
% the derivative V_x(t_n)
Vx_old = mx*(Alpha1_old + Alpha2_old);
% the derivative V_y(t_n)
Vy_old = my*(Beta1_old + Beta2_old);
% the mix derivative V_xy(t_n)
Vxy_old = (Beta2_old - Beta1_old)/(dx*dy);
Alpha1_new = V_new(i+1,j)- V_new(i,j);
Alpha2_new = V_new(i+1,j+1)- V_new(i,j+1);
Beta1_new = V_new(i,j+1)- V_new(i,j);
Beta2_new = V_new(i+1,j+1)- V_new(i+1,j);
% the derivative V_x(t_n+1)
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Vx_new = mx*(Alpha1_new + Alpha2_new);
% the derivative V_y(t_n+1)
Vy_new = my*(Beta1_new + Beta2_new);
% the mix derivative V_xy(t_n+1)
Vxy_new = (Beta2_new - Beta1_new)/(dx*dy);
% Theta_x at time t_n
Theta(i,j) = (-0.5*dt*(Vx_old + Vx_new)
+0.25*dt^2*Vxy_old*(Vy_old + Vy_new))/dx;
Amin_old(i,j) = Theta(i,j)*(1-Theta(i,j));
Amax_old(i,j) = Theta(i,j)*(1+Theta(i,j));
% Theta_y at time t_n
Theta(i,j) = (-0.5*dt*(Vy_old + Vy_new)
+0.25*dt^2*Vxy_old*(Vx_old + Vx_new))/dy;
Bmin_old(i,j) = Theta(i,j)*(1-Theta(i,j));
Bmax_old(i,j) = Theta(i,j)*(1+Theta(i,j));
% Theta_x at time t_n+1
Theta(i,j) = (0.5*dt*(Vx_old + Vx_new)
+ 0.25*dt^2*Vxy_new*(Vy_old + Vy_new))/dx;
Amin_new(i,j) = Theta(i,j)*(1-Theta(i,j));
Amax_new(i,j) = Theta(i,j)*(1+Theta(i,j));
% Theta_y at time t_n+1
Theta(i,j) = (0.5*dt*(Vy_old + Vy_new)
+0.25*dt^2*Vxy_new*(Vx_old + Vx_new))/dy;
Bmin_new(i,j) = Theta(i,j)*(1-Theta(i,j));
Bmax_new(i,j) = Theta(i,j)*(1+Theta(i,j));
end
end
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%------------------------ computing the right hand side ------------
for i = 1: M
for j = 1:M
% constant term from the Mass matrix
I_mass = 1/64 *(U_old(i,j+2)+ 6*U_old(i,j+1)+U_old(i,j)
+ 6*U_old(i+1,j)+ 36*U_old(i+1,j+1)+6*U_old(i+1,j+2)
+U_old(i+2,j)+6*U_old(i+2,j+1)+U_old(i+2,j+2));
% constant term from the diffusion matrix x-direction
Ix_diff = kappa*dt/(16*dx2)*( U_old(i,j+2)+ 6*U_old(i,j+1)
+U_old(i,j)-2*U_old(i+1,j)-12*U_old(i+1,j+1)
-2*U_old(i+1,j+2)+U_old(i+2,j)+6*U_old(i+2,j+1)
+U_old(i+2,j+2));
% constant term from the diffusion matrix y-direction
Iy_diff = kappa*dt/(16*dy2)*(U_old(i,j+2)-2*U_old(i,j+1)+U_old(i,j)
+ 6*U_old(i+1,j)-12*U_old(i+1,j+1)+6*U_old(i+1,j+2)
+ U_old(i+2,j)-2*U_old(i+2,j+1)+U_old(i+2,j+2));
RHS(i,j) = I_mass + Ix_diff + Iy_diff ;
% adding the fluxes
% adding U(i,j) = U(i+1,j+1) ( after shifting the indices)
RHS(i,j) = RHS(i,j) + (R*(Amin_old(i+1,j+1)*Bmin_old(i+1,j+1)
- Amin_old(i+1,j)*Bmax_old(i+1,j)+ Amax_old(i,j)*Bmax_old(i,j)
- Amax_old(i,j+1)*Bmin_old(i,j+1))+ S*(3*(Amin_old(i+1,j+1)
+ Amin_old(i+1,j)- Amax_old(i,j+1)- Amax_old(i,j)
+ Bmin_old(i+1,j+1)+ Bmin_old(i,j+1)- Bmax_old(i+1,j)
- Bmax_old(i,j))))*U_old(i+1,j+1);
RHS(i,j) = RHS(i,j) + (- R*Amin_old(i,j+1)*Bmax_old(i,j+1)
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+ S*(-Amin_old(i,j+1)+ Bmax_old(i,j+1)))*U_old(i,j+2);
RHS(i,j) = RHS(i,j) + (R*(- Amin_old(i,j+1)*Bmin_old(i,j+1)
+ Amin_old(i,j)*Bmax_old(i,j)) + S*(3*(-Amin_old(i,j+1)
- Amin_old(i,j))+ Bmin_old(i,j+1)
- Bmax_old(i,j)))*U_old(i,j+1);
RHS(i,j) = RHS(i,j) + (R*Amin_old(i,j)*Bmin_old(i,j)- S*(Amin_old(i,j)
+ Bmin_old(i,j)))*U_old(i,j);
RHS(i,j) = RHS(i,j) + (R*(-Amin_old(i+1,j)*Bmin_old(i+1,j)
+ Amax_old(i,j)*Bmin_old(i,j))+ S*(Amin_old(i+1,j)
- Amax_old(i,j) - 3*(Bmin_old(i+1,j)
+ Bmin_old(i,j))))*U_old(i+1,j);
RHS(i,j) = RHS(i,j)+ (R*(Amin_old(i+1,j+1)*Bmax_old(i+1,j+1)
- Amax_old(i,j+1)*Bmax_old(i,j+1))+ S*(Amin_old(i+1,j+1)
- Amax_old(i,j+1)+ 3*(Bmax_old(i+1,j+1)
+ Bmax_old(i,j+1))))*U_old(i+1,j+2);
RHS(i,j) = RHS(i,j) + (R*Amax_old(i+1,j+1)*Bmax_old(i+1,j+1)
+ S*(Amax_old(i+1,j+1)+ Bmax_old(i+1,j+1)))*U_old(i+2,j+2);
RHS(i,j) = RHS(i,j) + (R*(Amax_old(i+1,j+1)*Bmin_old(i+1,j+1)
- Amax_old(i+1,j)*Bmax_old(i+1,j))+ S*(3*(Amax_old(i+1,j+1)
+ Amax_old(i+1,j)) + Bmin_old(i+1,j+1)
- Bmax_old(i+1,j)))*U_old(i+2,j+1);
RHS(i,j) = RHS(i,j) + (- R*Amax_old(i+1,j)*Bmin_old(i+1,j)
+ S*(Amax_old(i+1,j)- Bmin_old(i+1,j)))*U_old(i+2,j);
% adding fluxes from the diffusion term
% the x-direction
RHS(i,j) = RHS(i,j) + R*rky*( -Amin_old(i+1,j+1)- Amin_old(i+1,j)
+ Amax_old(i,j+1)+ Amax_old(i,j))*U_old(i+1,j+1);
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RHS(i,j) = RHS(i,j) + R*rky*((-Amax_old(i+1,j+1)
- Amax_old(i+1,j))*U_old(i+2,j+1)+ (Amin_old(i,j+1)
+ Amin_old(i,j))*U_old(i,j+1) - Amin_old(i,j)*U_old(i,j));
RHS(i,j) = RHS(i,j)+ R*rky*((Amin_old(i+1,j)
- Amax_old(i,j))*U_old(i+1,j)
+ Amax_old(i+1,j)*U_old(i+2,j)+ (Amin_old(i+1,j+1)
- Amax_old(i,j+1))*U_old(i+1,j+2)
- Amin_old(i,j+1)*U_old(i,j+2)
+ Amax_old(i+1,j+1)*U_old(i+2,j+2));
% ydirection
RHS(i,j) = RHS(i,j) + R*rkx*(- Bmin_old(i+1,j+1)- Bmin_old(i,j+1)
+ Bmax_old(i+1,j)+ Bmax_old(i,j))*U_old(i+1,j+1);
RHS(i,j) = RHS(i,j) + R*rkx*((-Bmax_old(i+1,j+1)
- Bmax_old(i,j+1))*U_old(i+1,j+2)+ (Bmin_old(i+1,j)
+ Bmin_old(i,j))*U_old(i+1,j)- Bmin_old(i,j)*U_old(i,j));
RHS(i,j) = RHS(i,j) + R*rkx*((Bmin_old(i,j+1)
- Bmax_old(i,j))*U_old(i,j+1)
+ Bmax_old(i,j+1)*U_old(i,j+2)+(Bmin_old(i+1,j+1)
- Bmax_old(i+1,j))*U_old(i+2,j+1)- Bmin_old(i+1,j)*U_old(i+2,j)
+ Bmax_old(i+1,j+1)*U_old(i+2,j+2));
% adding the source term
RHS(i,j) = RHS(i,j) + 0.5*dt*(test2DGfn(xbar(i),ybar(j),t1,parm4v,kappa)
+test2DGfn(xbar(i),ybar(j),t,parm4v,kappa));
end
end
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%-------------- constructing the global matrix of the flux ---------------
% the indices i and j are shifted one unit due the ghost points i.e. i =
% i+1, j = j+1.
% the corner points when j = 1 and i = 1 or i = M
A_flux(1,1) = R*(Amin_new(2,2)*Bmin_new(2,2))...
+ S*(3*(Amin_new(2,2) +Bmin_new(2,2))
+ 4*(Amin_new(2,1)+Bmin_new(1,2)));
A_flux(1,2) = R*Amax_new(2,2)*Bmin_new(2,2)
+ S*(3*Amax_new(2,2)+ 4 *Amax_new(2,1)+ Bmin_new(2,2));
A_flux(M,M-1)= -R*Amin_new(M,2)*Bmin_new(M,2) + S*(-3*Amin_new(M,2)
- 4*Amin_new(M,1) + Bmin_new(M,2));
A_flux(M,M) = R*(-Amax_new(M,2)*Bmin_new(M,2))+ S*(4*(- Amax_new(M,1)
+Bmin_new(M+1,2))+3*(-Amax_new(M,2)+Bmin_new(M,2)));
B_flux(1,1) = R*Amin_new(2,2)*Bmax_new(2,2)+ S*(Amin_new(2,2)
+ 3*Bmax_new(2,2) + 4*Bmax_new(1,2));
B_flux(1,2) = R*Amax_new(2,2)*Bmax_new(2,2) + S*(Amax_new(2,2)
+ Bmax_new(2,2));
B_flux(M,M-1) = -R*Amin_new(M,2)*Bmax_new(M,2)
+ S*(-Amin_new(M,2)+ Bmax_new(M,2));
B_flux(M,M) = -R* Amax_new(M,2)*Bmax_new(M,2)
+ S*(-Amax_new(M,2)+ 4*Bmax_new(M+1,2)+3*Bmax_new(M,2));
% interior points for j = 1 ( 1< i < M)
for i = 2:M-1
A_flux(i,i) = R*(Amin_new(i+1,2)*Bmin_new(i+1,2)
- Amax_new(i,2)*Bmin_new(i,2))
+ S*(4*(Amin_new(i+1,1)- Amax_new(i,1))+3*(Amin_new(i+1,2)
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- Amax_new(i,2)+ Bmin_new(i+1,2) + Bmin_new(i,2)));
A_flux(i,i-1) = -R*Amin_new(i,2)*Bmin_new(i,2)+ S*(-3*Amin_new(i,2)
-4*Amin_new(i,1) + Bmin_new(i,2));
A_flux(i,i+1) = R*Amax_new(i+1,2)*Bmin_new(i+1,2) + S*(3*Amax_new(i+1,2)
+ 4*Amax_new(i+1,1) + Bmin_new(i+1,2));
B_flux(i,i) = R*(Amin_new(i+1,2)*Bmax_new(i+1,2)
- Amax_new(i,2)*Bmax_new(i,2))+ S*(Amin_new(i+1,2)
- Amax_new(i,2) + 3*(Bmax_new(i+1,2)+ Bmax_new(i,2)));
B_flux(i,i-1) = -R*Amin_new(i,2)*Bmax_new(i,2)+ S*(-Amin_new(i,2)
+ Bmax_new(i,2));
B_flux(i,i+1) = R*Amax_new(i+1,2)*Bmax_new(i+1,2) + S*(Amax_new(i+1,2)
+ Bmax_new(i+1,2));
end
globalflux(1:M,1:M) = A_flux;
globalflux(1:M,M+1:2*M) = B_flux;
% constructing the interior blocks. We fix the column and construct the
% matrix. So for every column j we have different matrix.
for j = 2:M-1
% constructing the diagonal blocks
% these entries are for i = 1
A_flux(1,1) = R*(Amin_new(2,j+1)*Bmin_new(2,j+1)
-Amin_new(2,j)*Bmax_new(2,j))+S*(3*(Amin_new(2,j+1)
+ Amin_new(2,j)- Bmax_new(2,j)+ Bmin_new(2,j+1))
+ 4*(Bmin_new(1,j+1)- Bmax_new(1,j)));
A_flux(1,2) = R*(Amax_new(2,j+1)*Bmin_new(2,j+1)
- Amax_new(2,j)*Bmax_new(2,j))+ S*(3*(Amax_new(2,j+1)
+ Amax_new(2,j))+ Bmin_new(2,j+1)- Bmax_new(2,j));
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% the off diagonal blocks
% upper diagonal blocks
B_flux(1,1) = R*(Amin_new(2,j+1)*Bmax_new(2,j+1))
+ S*(Amin_new(2,j+1)+3*Bmax_new(2,j+1)
+ 4*Bmax_new(1,j+1));
B_flux(1,2) = R*Amax_new(2,j+1)*Bmax_new(2,j+1)
+ S*(Amax_new(2,j+1) + Bmax_new(2,j+1));
% lower diagonal blocks
C_flux(1,1) = - R*Amin_new(2,j)*Bmin_new(2,j) + S*(Amin_new(2,j)
- 3*Bmin_new(2,j) - 4*Bmin_new(1,j));
C_flux(1,2) = - R*Amax_new(2,j)*Bmin_new(2,j) + S*(Amax_new(2,j)
- Bmin_new(2,j));
for i = 2:M-1 % interior points 1< j < M ; 1< i < M
A_flux(i,i-1) = R*(-Amin_new(i,j+1)*Bmin_new(i,j+1)
+ Amin_new(i,j)*Bmax_new(i,j))+ S*(3*(-Amin_new(i,j+1)
- Amin_new(i,j))+ Bmin_new(i,j+1)- Bmax_new(i,j));
A_flux(i,i) = R*(Amin_new(i+1,j+1)*Bmin_new(i+1,j+1)
- Amin_new(i+1,j)*Bmax_new(i+1,j)
+ Amax_new(i,j)*Bmax_new(i,j)
- Amax_new(i,j+1)*Bmin_new(i,j+1))+ S*(3*(Amin_new(i+1,j+1)
+ Amin_new(i+1,j)- Amax_new(i,j+1)- Amax_new(i,j)
+ Bmin_new(i+1,j+1)+ Bmin_new(i,j+1)- Bmax_new(i+1,j)
- Bmax_new(i,j)));
A_flux(i,i+1) = R*(Amax_new(i+1,j+1)*Bmin_new(i+1,j+1)
- Amax_new(i+1,j)*Bmax_new(i+1,j))
+ S*(3*(Amax_new(i+1,j+1)+ Amax_new(i+1,j))
+ Bmin_new(i+1,j+1)- Bmax_new(i+1,j));
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B_flux(i,i-1) = - R*Amin_new(i,j+1)*Bmax_new(i,j+1)
+ S*(-Amin_new(i,j+1) + Bmax_new(i,j+1));
B_flux(i,i) = R*(Amin_new(i+1,j+1)*Bmax_new(i+1,j+1)
- Amax_new(i,j+1)*Bmax_new(i,j+1))
+ S*(Amin_new(i+1,j+1)- Amax_new(i,j+1)
+ 3*(Bmax_new(i+1,j+1)+ Bmax_new(i,j+1)));
B_flux(i,i+1) = R*Amax_new(i+1,j+1)*Bmax_new(i+1,j+1)
+ S*(Amax_new(i+1,j+1)+ Bmax_new(i+1,j+1));
C_flux(i,i-1) = R*Amin_new(i,j)*Bmin_new(i,j) - S*( Amin_new(i,j)
+ Bmin_new(i,j));
C_flux(i,i) = R*(-Amin_new(i+1,j)*Bmin_new(i+1,j)
+ Amax_new(i,j)*Bmin_new(i,j))
+ S*(Amin_new(i+1,j)- Amax_new(i,j)- 3*(Bmin_new(i+1,j)
+ Bmin_new(i,j)));
C_flux(i,i+1)= - R*Amax_new(i+1,j)*Bmin_new(i+1,j) + S*(Amax_new(i+1,j)
- Bmin_new(i+1,j));
end
% the entries for i = M
A_flux(M,M-1) = R*(-Amin_new(M,j+1)*Bmin_new(M,j+1)
+ Amin_new(M,j)*Bmax_new(M,j))
+ S*(-3*(Amin_new(M,j+1)+ Amin_new(M,j))+ Bmin_new(M,j+1)
- Bmax_new(M,j));
A_flux(M,M) = R*( Amax_new(M,j)*Bmax_new(M,j)
- Amax_new(M,j+1)*Bmin_new(M,j+1))
+ S*(3*(- Amax_new(M,j+1)- Amax_new(M,j)+ Bmin_new(M+1,j+1)
+ Bmin_new(M,j+1)- Bmax_new(M+1,j)- Bmax_new(M,j))
+ Bmin_new(M+1,j+1)- Bmax_new(M+1,j));
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B_flux(M,M-1) = - R*Amin_new(M,j+1)*Bmax_new(M,j+1)
+ S*(-Amin_new(M,j+1) + Bmax_new(M,j+1));
B_flux(M,M) = R*(- Amax_new(M,j+1)*Bmax_new(M,j+1))
+ S*(- Amax_new(M,j+1)
+ Bmax_new(M+1,j+1)+ 3*(Bmax_new(M+1,j+1)
+ Bmax_new(M,j+1)));
C_flux(M,M-1) = R*Amin_new(M,j)*Bmin_new(M,j) - S*(Amin_new(M,j)
+ Bmin_new(M,j));
C_flux(M,M) = R*( Amax_new(M,j)*Bmin_new(M,j))
+ S*(- Amax_new(M,j) - Bmin_new(M+1,j) -3*(Bmin_new(M+1,j)
+ Bmin_new(M,j)));
% storing in the global matrix
globalflux((j-1)*M+1:j*M,(j-1)*M+1:j*M) = A_flux;
globalflux((j-1)*M+1:j*M,(j-1)*M+1+M:j*M+M) = B_flux;
globalflux((j-1)*M+1:j*M,(j-1)*M+1-M:j*M-M) = C_flux;
end
% the last column j = M
% for i = 1
C_flux(1,1) = - R*Amin_new(2,M)*Bmin_new(2,M)+ S*(Amin_new(2,M)
- 3*Bmin_new(2,M)-4*Bmin_new(1,M));
C_flux(1,2) = - R*Amax_new(2,M)*Bmin_new(2,M)+ S*(Amax_new(2,M)
- Bmin_new(2,M));
A_flux(1,1)= R*( - Amin_new(2,M)*Bmax_new(2,M))
+ S*(3*(Amin_new(2,M)- Bmax_new(2,M)) + 4*(Amin_new(2,M+1)
- Bmax_new(1,M)));
A_flux(1,2) = R*( - Amax_new(2,M)*Bmax_new(2,M))
+ S*(3*Amax_new(2,M)+ 4*Amax_new(2,M+1)- Bmax_new(2,M));
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% interior points for j = M , 1 < i < M
for i = 2: M-1
A_flux(i,i-1) = R*( Amin_new(i,M)*Bmax_new(i,M))
+ S*(-4*Amin_new(i,M+1) - 3*Amin_new(i,M)- Bmax_new(i,M));
A_flux(i,i) = R*(- Amin_new(i+1,M)*Bmax_new(i+1,M)
+ Amax_new(i,M)*Bmax_new(i,M))+S*(3*(Amin_new(i+1,M+1)
+ Amin_new(i+1,M) - Amax_new(i,M+1) - Amax_new(i,M)
- Bmax_new(i+1,M)- Bmax_new(i,M) )+ Amin_new(i+1,M+1)
- Amax_new(i,M+1));
A_flux(i,i+1) = R*(- Amax_new(i+1,M)*Bmax_new(i+1,M))
+ S*(4*Amax_new(i+1,M+1)+ 3*Amax_new(i+1,M)
- Bmax_new(i+1,M));
C_flux(i,i-1) = R*Amin_new(i,M)*Bmin_new(i,M)- S*(Amin_new(i,M)
+ Bmin_new(i,M));
C_flux(i,i) = R*(-Amin_new(i+1,M)*Bmin_new(i+1,M)
+ Amax_new(i,M)*Bmin_new(i,M))
+ S*(Amin_new(i+1,M)- Amax_new(i,M) - 3*(Bmin_new(i+1,M)
+ Bmin_new(i,M)));
C_flux(i,i+1) = -R*Amax_new(i+1,M)*Bmin_new(i+1,M) + S*(Amax_new(i+1,M)
- Bmin_new(i+1,M));
end
% for i = M
A_flux(M,M-1) = R*(+ Amin_new(M,M)*Bmax_new(M,M))...
+ S*(-3*Amin_new(M,M)- 4*Amin_new(M,M+1)- Bmax_new(M,M));
A_flux(M,M) = R*( Amax_new(M,M)*Bmax_new(M,M)) + S*(3*(- Amax_new(M,M+1)
- Amax_new(M,M)- Bmax_new(M+1,M)- Bmax_new(M,M))
- Bmax_new(M+1,M)- Amax_new(M,M+1));
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C_flux(M,M-1) = R*Amin_new(M,M)*Bmin_new(M,M) - S*(Amin_new(M,M)
+ Bmin_new(M,M));
C_flux(M,M) = R*( Amax_new(M,M)*Bmin_new(M,M) )+ S*( - Amax_new(M,M)
- Bmin_new(M+1,M)- 3*(Bmin_new(M+1,M)+ Bmin_new(M,M)));
% storing the last two blocks for j = M
globalflux((M-1)*M+1:M*M,(M-1)*M+1:M*M) = A_flux;
globalflux((M-1)*M+1:M*M,(M-1)*M+1-M:M*M-M) = C_flux;
%-- Constructing the flux matrices from the diffusion term x-direction--
% for j = 1
A_flux(1,1) = - Amin_new(2,2) ; % i = 1
A_flux(1,2) = - Amax_new(2,2);
B_flux(1,1) = Amin_new(2,2);
B_flux(1,2) = Amax_new(2,2);
for i = 2:M-1
A_flux(i,i-1) = Amin_new(i,2);
A_flux(i,i) = - Amin_new(i+1,2) + Amax_new(i,2);
A_flux(i,i+1) = - Amax_new(i+1,2);
B_flux(i,i-1) = - Amin_new(i,2);
B_flux(i,i) = Amin_new(i+1,2)- Amax_new(i,2);
B_flux(i,i+1) = Amax_new(i+1,2);
end
A_flux(M,M-1) = Amin_new(M,2); % i = M
A_flux(M,M) = Amax_new(M,2);
B_flux(M,M-1) = - Amin_new(M,2);
B_flux(M,M) = - Amax_new(M,2);
% store the first two blocks
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X_diffflux(1:M,1:M) = A_flux;
X_diffflux(1:M,M+1:2*M) = B_flux;
for j = 2:M-1
% the first entries when i = 1, 1< j < M
A_flux(1,1) = - Amin_new(2,j+1)- Amin_new(2,j);
A_flux(1,2) = - Amax_new(2,j+1) - Amax_new(2,j);
B_flux(1,1) = Amin_new(2,j+1); % upper diagonal block
B_flux(1,2) = Amax_new(2,j+1);
C_flux(1,1) = Amin_new(2,j); % lower diagonal block
C_flux(1,2) = Amax_new(2,j);
for i = 2:M-1
A_flux(i,i-1)= Amin_new(i,j+1)+ Amin_new(i,j);
A_flux(i,i) = - Amin_new(i+1,j+1)- Amin_new(i+1,j)+ Amax_new(i,j+1)
+ Amax_new(i,j);
A_flux(i,i+1) = - Amax_new(i+1,j+1) - Amax_new(i+1,j);
B_flux(i,i-1) = - Amin_new(i,j+1);
B_flux(i,i) = Amin_new(i+1,j+1) - Amax_new(i,j+1);
B_flux(i,i+1) = Amax_new(i+1,j+1);
C_flux(i,i-1) = - Amin_new(i,j) ;
C_flux(i,i) = Amin_new(i+1,j) - Amax_new(i,j);
C_flux(i,i+1) = Amax_new(i+1,j);
end
% i = M and 1< j <M
A_flux(M,M-1) = Amin_new(M,j+1) + Amin_new(M,j);
A_flux (M,M) = Amax_new(M,j+1)+ Amax_new(M,j);
B_flux(M,M-1) = - Amin_new(M,j+1);
B_flux(M,M) = - Amax_new(M,j+1);
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C_flux(M,M-1) = - Amin_new(M,j);
C_flux(M,M) = - Amax_new(M,j);
% storing the internal blocks
X_diffflux((j-1)*M+1:j*M,(j-1)*M+1:j*M) = A_flux;
X_diffflux((j-1)*M+1:j*M,(j-1)*M+1+M:j*M+M) = B_flux;
X_diffflux((j-1)*M+1:j*M,(j-1)*M+1-M:j*M-M) = C_flux;
end
% the last column : j = M
A_flux(1,1) = - Amin_new(2,M) ; % i = 1
A_flux(1,2) = - Amax_new(2,M);
C_flux(1,1) = Amin_new(2,M);
C_flux(1,2) = Amax_new(2,M);
for i = 2:M-1
A_flux(i,i-1) = Amin_new(i,M);
A_flux(i,i) = - Amin_new(i+1,M)+ Amax_new(i,M);
A_flux(i,i+1) = - Amax_new(i+1,M);
C_flux(i,i-1) = - Amin_new(i,M);
C_flux(i,i) = Amin_new(i+1,M)- Amax_new(i,M);
C_flux(i,i+1) = Amax_new(i+1,M);
end
A_flux(M,M-1) = Amin_new(M,M); % i = M
A_flux(M,M) = Amax_new(M,M);
C_flux(M,M-1) = - Amin_new(M,M);
C_flux(M,M) = - Amax_new(M,M);
X_diffflux((M-1)*M +1: M*M, (M-1)*M+1:M*M) = A_flux;
X_diffflux((M-1)*M +1: M*M, (M-1)*M+1-M:M*M-M) = C_flux;
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%-------- constructing the diffusion flux matrix y direction -------------
% the first column j = 1
A_flux(1,1) = - Bmin_new(2,2); % i = 1
A_flux(1,2) = Bmin_new(2,2);
B_flux(1,1) = - Bmax_new(2,2);
B_flux(1,2) = Bmax_new(2,2);
for i = 2:M-1
A_flux(i,i-1) = Bmin_new(i,2);
A_flux(i,i) = -Bmin_new(i+1,2) - Bmin_new(i,2);
A_flux(i,i+1) = Bmin_new(i+1,2);
B_flux(i,i-1) = Bmax_new(i,2);
B_flux(i,i) = - Bmax_new(i+1,2) - Bmax_new(i,2);
B_flux(i,i+1) = Bmax_new(i+1,2);
end
A_flux(M,M-1) = Bmin_new(M,2); % i = M
A_flux(M,M) = - A_flux(M,M-1);
B_flux(M,M-1) = Bmax_new(M,2);
B_flux(M,M) = - Bmax_new(M,2);
% storing the blocks
Y_diffflux(1:M,1:M) = A_flux;
Y_diffflux(1:M,M+1:2*M) = B_flux;
% internal blocks 1 < j< M
for j = 2:M-1
A_flux(1,1) = - Bmin_new(2,j+1)+ Bmax_new(2,j); % i = 1
A_flux(1,2) = Bmin_new(2,j+1) - Bmax_new(2,j);
B_flux(1,1) = - Bmax_new(2,j+1);
B_flux(1,2) = Bmax_new(2,j+1);
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C_flux(1,1) = Bmin_new(2,j);
C_flux(1,2) = - Bmin_new(2,j);
for i = 2:M-1
A_flux(i,i-1) = Bmin_new(i,j+1)- Bmax_new(i,j);
A_flux(i,i) = - Bmin_new(i+1,j+1)- Bmin_new(i,j+1)
+ Bmax_new(i+1,j)+ Bmax_new(i,j);
A_flux(i,i+1) = Bmin_new(i+1,j+1)- Bmax_new(i+1,j);
B_flux(i,i-1) = Bmax_new(i,j+1);
B_flux(i,i) = - Bmax_new(i+1,j+1)- Bmax_new(i,j+1);
B_flux(i,i+1) = Bmax_new(i+1,j+1);
C_flux(i,i-1) = - Bmin_new(i,j);
C_flux(i,i) = Bmin_new(i+1,j) + Bmin_new(i,j);
C_flux(i,i+1) = - Bmin_new(i+1,j);
end
A_flux(M,M-1) = Bmin_new(M,j+1) - Bmax_new(M,j); % i = M
A_flux(M,M) = - Bmin_new(M,j+1)+ Bmax_new(M,j);
B_flux(M,M-1) = Bmax_new(M,j+1);
B_flux(M,M) = - Bmax_new(M,j+1);
C_flux(M,M-1) = - Bmin_new(M,j);
C_flux(M,M) = Bmin_new(M,j);
% storing the blocks in the global matrix
Y_diffflux((j-1)*M+1:j*M,(j-1)*M+1:j*M) = A_flux;
Y_diffflux((j-1)*M+1:j*M,(j-1)*M+1+M:j*M+M)= B_flux;
Y_diffflux((j-1)*M+1:j*M,(j-1)*M+1-M:j*M-M)= C_flux;
end
% the last column j = M ( the last two blocks )
A_flux(1,1) = Bmax_new(2,M); % i = 1
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A_flux(1,2) = - Bmax_new(2,M) ;
C_flux(1,1) = Bmin_new(2,M);
C_flux(1,2) = - Bmin_new(2,M);
for i = 2:M-1
A_flux(i,i-1) = - Bmax_new(i,M);
A_flux(i,i) = + Bmax_new(i+1,M) + Bmax_new(i,M);
A_flux(i,i+1) = - Bmax_new(i+1,M);
C_flux(i,i-1) = - Bmin_new(i,M);
C_flux(i,i) = Bmin_new(i+1,M) + Bmin_new(i,M);
C_flux(i,i+1) = - Bmin_new(i+1,M);
end
A_flux(M,M-1) = - Bmax_new(M,M); % i = M
A_flux(M,M) = Bmax_new(M,M);
C_flux(M,M-1) = - Bmin_new(M,M);
C_flux(M,M) = Bmin_new(M,M);
% storing the blocks
Y_diffflux((M-1)*M+1:M*M,(M-1)*M+1:M*M)= A_flux;
Y_diffflux((M-1)*M+1:M*M,(M-2)*M+1:(M-1)*M)= C_flux;
% The global matrix of the system
A_global = 1/64*Mass + globalflux - 0.5*R * (rkx*XDiff + rky* YDiff)...
-R *(rkx*Y_diffflux + rky*X_diffflux);
% convert the right hand side to long vector
for L = 1:M
Rb(1+(L-1)*M:L*M) = RHS(:,L);
end
A_global = sparse ( A_global); % store sparse matrix
% solving the system
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Usol_1 = A_global\Rb;
Usol = zeros(M,M);
% Usol = (vec2mat(Usol_1,M))’; % convert vector to matrix
for L = 1:M
Usol(:,L) = Usol_1(1+ (L-1)*M: L*M);
end
% U_new = U_old;
U_old(2:M+1,2:M+1) = Usol;
t = t1;
end
v_exact = ExactV(parm4v,xbar,ybar,t,M); % exact solution of v
U_exact = exp(v_exact); % exact solution of U
v_err(k+1) = norm(abs(v - v_exact),’fro’)/M; % error
V_rate = v_err(k)/v_err(k+1); % rate of convergence
U_error(k+1) = norm(abs(U_exact - Usol),’fro’)/M;
U_rate = U_error(k)/U_error(k+1);
disp(sprintf(’ %1d %5d %4d %4.2e %5.2e %5.2e %5.2e’,k,N,M,v_err(k+1),
V_rate,U_error(k+1), U_rate))
end
figure
mesh(xbar,ybar,v_exact)
xlabel(’x-axis’); ylabel(’y-axis’)
title(’exact solution of V’)
figure
mesh(xbar,ybar,v);% zlim([0,2.1])
xlabel(’x-axis’); ylabel(’y-axis’)
title(’approximate solution of V’)
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figure
mesh(xbar, ybar,U_exact)
xlabel(’x-axis’) ; ylabel(’y-axis’)
title ( ’ Exact soluion for U’)
figure
mesh(xbar, ybar, Usol)
xlabel(’x-axis’); ylabel(’y-axix’)
title(’ approximate solution of U ’)
(test2DFfcn)
% This function defines the source term f(x,y,t) in the
% model system equation for v(x,y,t) with known solutions
function f = test2DFfcn(x,y,t,parm4F)
lambda = parm4F(1); sigma = parm4F(2); n = parm4F(3); m = parm4F(4);
f0 = parm4F(5); fn = parm4F(6);
f = f0 + fn*cos(n*pi*x)*cos(m*pi*y);
(test2DGfn)
% This function returns the source term g(x,y,t,u,v) in the u equation
function G = test2DGfn(x,y,t,parm4V,kappa)
lambda = parm4V(1); sigma = parm4V(2); n = parm4V(3); m = parm4V(4);
f0 = parm4V(5) ; fn = parm4V(6);
a0 = lambda;
an= sigma*(n*n + m*m)*pi*pi+lambda;
v = (f0/a0)*(1 - exp(-a0*t));
v = v + (fn/an)*(1 - exp(-an*t))*cos(n*pi*x)*cos(m*pi*y);
v_t = f0*exp(-lambda*t)+ fn*exp(-an*t)*cos(n*pi*x)*cos(m*pi*y);
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v_x = -fn/an * (n*pi)* (1-exp(-an*t))*sin(n*pi*x)*cos(m*pi*y);
v_xx = -fn/an * (n*pi)^2 *(1-exp(-an*t))*cos(n*pi*x)*cos(m*pi*y);
v_y = -fn/an * (m*pi) *(1-exp(-an*t))*cos(n*pi*x)*sin(m*pi*y);
v_yy = -fn/an * (m*pi)^2 *(1-exp(-an*t))*cos(n*pi*x)*cos(m*pi*y);
G = exp(v)*(v_t + (1-kappa)*(v_x^2 + v_y^2 + v_xx + v_yy));
(ExactV)
% This function returns the exact solution of v
function [V] = ExactV(parm4V,x,y,t,M)
lambda = parm4V(1); sigma = parm4V(2); n = parm4V(3); m = parm4V(4);
f0 = parm4V(5); fn = parm4V(6);
a0 = lambda;
an= sigma*(n*n + m*m)*pi*pi+lambda;
v1 = (f0/a0)*(1 - exp(-a0*t));
V = zeros(M,M);
% Exact solution
for i =1:M
for j =1:M
V(i,j) = v1 + (fn/an)*(1 - exp(-an*t))*cos(n*pi*x(i))*cos(m*pi*y(j));
end
end
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