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1. INTRODUCTION 
Of basic importance in the theory of a dynamical system on a Banach space 
93 is the concept of a limit set w(y) of an orbit y through a point CJI in 37’. One 
can be assured that w(y) is nonempty and invariant if y belongs to a compact 
subset of ~8’. In applications it is much easier to show that an orbit belongs 
to a bounded set than it is to show it belongs to a compact set. However, 
if the dynamical system arises from an ordinary differential equation and g 
is therefore finite dimensional, the local compactness of B insures that a 
bounded orbit belongs to a compact set of 9. If the dynamical system arises 
from a functional differential equation of retarded type, then &Y is infinite 
dimensional and not locally compact. However, for a certain class of such 
equations, it is easily shown that bounded orbits do belong to compact 
subsets. The basic reason for this nice property in retarded functional dif- 
ferential equations is that the trajectory becomes “smoother” with the evolu- 
tion of the system. . 
If the dynamical system arises from a system of functional differential 
equations of neutral type or from hyperbolic partial differential equations, 
then trajectories do not in general become smoother as time evolves. The 
basic space 93 in such situations is usually a Sobolev space and the well- 
known Sobolev imbedding theorems imply in general the existence of a 
Banach space V such that the unit ball in ~8 belongs to a compact set in $9. 
Therefore, any bounded orbit of the dynamical system on 93 would have a 
nonempty limit set in 2?. The limit set in %? should then enjoy an invariance 
property. 
-- 
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It is the purpose of this paper to exploit these remarks in some detail. 
The basic ideas were announced in [l], but certain aspects of that paper are 
unsatisfactory for the applications. In Section 2 of this paper we discuss the 
different types of topologies that may be introduced on the state space for 
differential equations (ordinary, functional and partial) in order to obtain 
dynamical systems. Section 3 is devoted to a discussion of limit sets and stabil- 
ity to be applied to the limit dynamical systems introduced in Section 4. 
In Section 5 the theory is applied to specific dynamical systems and Section 6 
is devoted to a discussion of the relationship of limit dynamical systems to 
the extended system introduced in [l]. 
The author wishes to acknowledge the assistance of E. F. Infante in the 
preparation of Section 4 and Example 5.3. 
2. EXAMPLES OF DYNAMICAL SYSTEMS 
Let Rn denote an n-dimensional vector space with norm 1 * /, R+ denote 
the interval [0, co) and if d is a Banach space let I] v ]I& be the norm of an 
element v in &. 
DEFINITION 1. A dynamical system on a Banach space ?G? is a function 
u : R+ x g -+ @ such that u is continuous, 
for all t, 7 3 0 and CJJ in LG?. An orbit (positive orbit) y+ = y+(v) through v 
in &@ is defined to be y+(v) = Uta,, u(t, y). It is sometimes convenient to have 
the concept of a dynamical system on a subset S of a Banach space 9? and this 
will signify a function u : R+ x S---f S which satisfies the properties listed 
above. 
This definition coincides with the term generalized dynamical system 
used by Zubov [2]. Zubov introduced the adjective “generalized” to distin- 
guish between his definition and that of a dynamical system defined on 
(- co, co) x g rather than R+ x 99. One could also discuss dynamical 
systems on metric spaces but except for one example this will not be needed 
here. 
Let us give some examples of dynamical systems. 
EXAMPLE 1. ORDINARY DIFFERENTIAL EQUATIONS. Suppose f : Rn -+ Rn 
is continuous and for any 5 in Rn the solution u(t, [) ~(0, 5) = 4, of the 
equation 
t =f(x) (1) 
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exists for all t 2 0, is unique and depends continuously upon t, 6. Uniqueness 
of the solution implies u(t + 7, t) = u(t, U(T, 6)) for all t, 7 >, 0. Therefore, 
2c is a dynamical system on Rn. 
EXAMPLE 2. FUNCTIONAL DIFFERENTIAL EQUATIONS WITH FINITE 
RETARDATION. Let C = C([- Y, 01, R”), r 3 0, be the space of continuous 
functions mapping [ - r, 0] into Rn with the topology of uniform convergence. 
For any continuous function x defined on [- Y, A), A > 0, and any t in 
[0, A), let xt in C be defined by ~~(0) = x(t + e), - Y < 6 < 0. Suppose 
f : C--f Rn is continuous and maps bounded sets into bounded sets. A func- 
tion x = x(p)) defined and continuous on [- r, A), A > 0, is said to be a 
solution of the functional differential equation 
w = f (4 (2) 
with initial value y at 0 if x,, = v and x(p)) (t) satisfies (2) for t in [0, A). For 
any v in C, assume that a solution x(v) exists on [- Y, CO), is unique and 
x(v) (t:) is jointly continuous in t, v. With u(t, 9’) = xt(v) one easily sees that u 
is a dynamical system on C. Local existence, uniqueness and continuous 
dependence is easily proved if f is assumed to be continuous and locally 
lipschitzian. 
If ye- = Utao x,(p) is a bounded orbit of (2), then y+ belongs to a compact 
subset of C. In fact, if there is a constant M such that ]I x,(p)) IIc < M, 
t 3 0, then there is constant N such that ] k(t) 1 =]f(xJ ] < N for all 
t 3 0. This clearly shows that y+ belongs to a compact subset of C. 
EXAMPLE 3. FUNCTIONAL DIFFERENTIAL EQUATIONS WITH INFINITE 
RETARDATIONS. Consider the complete locally convex linear topological 
space .M consisting of all bounded continuous functions mapping (- 00, 0] 
into Rn with the topology of uniform convergence on compact subsets of 
(- co:, 01. Define the metric p in J&! by 
m, = min(2-N, 
N=O 
A set U in d is bounded if there exists an M such that SU~~~(-~,~I ] v(0) I < M 
for all 91 in U. Suppose f : Jk’ -+ Rn is continuous and maps bounded sets into 
bounded sets and let xt , t in [0, A), be defined by +(e) = x(t + 0), 8 in 
(- co, 01, for any function x defined on [- 00, A), A > 0. For any v in &, 
suppose that the solution x(q) of (2) exists on (- CO, co), is unique and 
.x.(p)) (t) is jointly continuous in t, p. The function u(t, v) = xi(p)) is thus a 
dynamical system on A. Using the triangularization procedure together 
with arguments similar to those in Example 2 (see [3]), one shows that any 
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bounded orbit of (2) in .& belongs to a compact subset of &‘. Local existence 
and uniqueness theorems may be found in [4]. 
A specification of a different metric space of functions on (- CO, 0] leads 
to a different class of functional differential equations. A very interesting 
class has been discussed by Coleman and Mizel [5]. A special case of their 
results concerns the Banach space V of functions mapping (- CO, 0] into 
R” with 
K(B) > 0, Jsm K(B) d0 < co, a%(B)/& > 0. Supposef : V + Rn is continuous, 
takes bounded sets into bounded sets and for any v in V the solution x(p) 
of (2) exists on (- 00, co), is unique and x(p)) (t) is jointly continuous in t, v. 
Then 4~ ‘P) = 4~)) is a dynamical system on V and Coleman and Mizel [5] 
show that any bounded orbit of (2) in V belongs to a compact subset of V. 
The above norm of Coleman and Mizel is quite natural for the problem 
they were discussing, but, in other applications, such a norm is unsatisfactory 
since the right-hand sides of even simple differential difference equations 
will not be continuous in this norm. It is therefore necessary to discuss a 
more general class of Banach spaces and the associated functional differential 
equations. For some problems it is essential to have the property that every 
bounded orbit belongs to a compact subset. We now specify a class of Banach 
spaces with this property. 
Let a==((- co, 01, Rn) be a Banach space of functions mapping 
(- co, 0] into R” with norm j/ * j/a . For any cp in S? and any /3 in [0, co), let 
q9 be the restriction of v to the interval (- co, -/I]. This is a function 
mapping (- co, - 81 into Rn. D enote the space of such functions by 93@ 
and for any 77 in .%?a, define 
The space ga is then a Banach space with norm I] . IIS@ .
If x is any function defined on (- CO, A), A > 0, then for each t in [0, A) 
define the function xt by the relation xt(0) = x(t + e), - 00 < B < 0. 
Let 9, = S((- co, A), Rn), A > 0, be the class of functions taking 
(- co, A) into Rn such that each x in FA is a continuous function on [0, A) 
and x,, belongs to S?. We make the following hypotheses concerning the 
space 37. 
(h,) If x is in 9a , then xt is in &S9 for all t in [0, to) and xt is a continuous 
function of t. 
(ha) All bounded continuous functions mapping (- co, 0] into Rn are 
in &?. 
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(hs) There is a y 3 0 such that if {vk} is any uniformly bounded 
sequence in a converging pointwise to q~ on (-co, 01, then q~ is in 9,, and 
11 Fky - db,, -+Oask-+co. 
(h4) There are continuous, nondecreasing, nonnegative functions 
w, 4% y 3 0, W) = c(0) = 0, and a constant K > 0 such that for any 
9, in 93, 
for any fi > 0. 
(hJ If p > 0, v E 93, and $9 E 9a is defined by 90(e) = &3 + e), then 
II ffB IhI -+Oas/3-+ 00. 
Some Banach spaces g that will satisfy the above properties are those 
consisting of all functions mapping (-co, 0] into R” which are continuous 
on [-U, 01, a > 0 and 
where p 2 0 is integrable on (-co, 01, dp(B)/de > 0. For a = 0, these are 
Hilbert spaces. If this norm is applied to continuous functions defined on 
[- r, 0] and a = r, p = 0, then this is C([- Y, 01, Rn). 
LEMMA 1. For any 6 3 0 and any v in 8, there is a continuous function 
44 9)) 40, 0) = 0 such that for any x in Pm with x0 = ‘p and I x(s) 1 < 8, 
s > 0 and any t in [0, co), 
II xt Ila G 4 d- 
PROOF. Hypotheses (h,) and (ha) imply that xt E L%? and 
Since lim,,, I] $9 119, = 0, we obtain the lemma. 
Suppose f : a -+ R” is continuous and maps bounded sets into bounded 
sets. These hypotheses are sufficient to guarantee Ia local existence and 
continuation theorem for solutions of (2). For each 9 in ~3, assume that a 
solution x(v) of (2) exists for t > 0, is unique and x(v) (t) is jointly continuous 
in t, y. Then u(t, v) = xt(p)) is a dynamical system on 3. 
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LEMMA 2. Suppose g is the space satisfring (hJ-(h5) and (2) de$nes a 
dynamical system on 39. Then every orbit of 3? generated by a solution x of (2) 
with x(t) bounded on [0, co) is relatively compact in g. 
PROOF. Suppose x = x(p)) is a solution of (2) with x(t) bounded on 
[0, co). Lemma 1 implies x corresponds to a bounded orbit in g. Since f 
maps bounded sets into bounded sets, it follows that there is a constant N 
such that / R(p) (t) / < N, t > 0. Compactness in 93 is equivalent to sequen- 
tial compactness. Take any sequence {xt,} and the continuity of xt in t 
guaranteed by (hi) implies that we may as well assume that t, + cc as k - co 
monotonically. For any 01 in [0, co) choose K(cx) so that t,(,) - a > 0. Then 
the sequence {xt,} is such that xi,(e) = x(t, + e), 13 in [- 01,0] is continuous 
and bounded together with its first derivative for all K 3 K(a). Therefore, 
this sequence of functions is uniformly bounded and equicontinuous on 
[- 01,0] and one can choose a subsequence which converges uniformly on 
[- 01,0]. Choosing a = 1,2 ,... and using the familiar triangularization 
procedure, one can get a convergent subsequence that will be uniformly 
convergent on all compact subsets of (- co, 0] to a function 4. The limit 
function # is continuous and bounded and by (ha) belongs to 39. 
It remains to show that I/ xtlc - # II9 -tOask+ CD. LetGteEgbedefined 
by &(0) = v(O), ---co < B < -t,, = x(t, + 0), -t, < B < 0, qtk be 
defined as in (h5) and xtk(6’) = 1, --co < 0 < -tk , = 0 for -t < 8 < 0. 
For the y given in (hs), hypothesis (h4) and t, 3 y, we have 
II xtk: - * II9 = II 32.tk + @“” - q)(O) Xtk - * jig 
G II 3i.& - # 119 + II F4” - F(O) Xt” II&, 
Since ~(t, + 0) -+ 4(e) uniformly on compact sets and hypotheses (ha) 
and (hs) are satisfied, 11 xt, - 4 )I -+ 0 as k -+ co. This proves the lemma. 
EXAMPLE 4. FUNCTIONAL DIFFERENTIAL EQUATIONS OF NEUTRAL TYPE. 
Consider the special equation 
t(t) = Bcqt - r) + f (A$, t >o, (3) 
where Y > 0 is a constant and B is a constant n x n matrix. 
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Equation (3) is a special case of a system considered by Driver [6] in which 
the initial value v was assumed to belong to the class AC of absolutely 
continuous functions with 11 q 11 defined by 
II v ILK = I do> I + j” I g;v> I fit?. --T 
Iffis lipschitz continuous in v and if 9) belongs to AC, then Driver has shown 
that a solution x(p) of (3) with initial value p at zero exists over some t-interval 
and the function u(t, 9’) = xt(v) is continuous in t, 9 over its domain of 
definition. Therefore, if solutions are assumed to exist for all t 3 0, then 
u(t, v) defines a dynamical system on AC. 
If Eq. (3) is considered in its integrated form; namely, 
.x(t) = x(0) - Bp;(- Y) + Bx(t - 4 + j:f(4 4 t 2 0, 
,w = T(t), t in [- Y, 01, (4) 
then the equation can be considered as a dynamical system on another space. 
In fact, Hale and Meyer [7] have shown that if f is continuous and locally 
lipschitzian on C, then a solution x(p)) of (4) with initial value p in C at t = 0 
exists over some t-interval and u(t, 9’) = xt(p) is jointly continuous in t, y 
on its domain of definition. Therefore, if solutions are assumed to exist for all 
t 3 0, then u(t, p’) defines a dynamical system on C. 
Equations (3) and (4) have the undesirable property that the solution 
x(v) (t), t > 0, is in general no “smoother” than the initial value v. Therefore, 
one cannot expect a bounded orbit necessarily to possess a limit set. In 
retarded functional differential equations, this smoothing property was 
precisely what made a bounded orbit have a limit set. Is it possible in some 
way to obtain a reasonable theory of dynamical systems which will enable 
one to conclude more about a bounded orbit of (3) or (4) than just the fact 
that it is bounded ? One possible approach is to try to prove that (4) is also a 
dynamical system on a space 28’ which has the property that it can be imbedded 
in C (or AC) and such that the unit ball in 22 embedded in C (or AC) is 
relatively compact. Any bounded orbit in B will then necessarily have a 
limit set in C (or AC) and one should be able to use this fact to great advan- 
tage. This is the basic idea used so often in the modern theory of partial 
differential equations. 
Let %s[ - Y, 0] designate the square integrable functions on [ - Y, 01. We 
now show that (3) and thus (4) is a dynamical system on the Sobolev space 
W,l consisting of all functions on [- Y, 0] which together with their general- 
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ized first derivatives are in L,[- Y, 01. A norm which is equivalent to the 
usual one on this space is 
II F II+ := i do) 12 + j” I gb(4 12 do. --7 
Each element of IV,l is continuous and the unit ball in W,l belongs to a 
compact subset of C. 
A function x = x(p)) defined on an interval [- Y, A], A > 0, is said to be a 
generalized solution of (3) for an initial function y in W,l if x(t) = y(t), 
- Y < t < 0, and 
jo’ C(t) [x(t) - Bx(t - r) - j;f(q) ds] dt = 0 (5) 
for all continuously differentiable functions u which have compact support in 
LO, Al. 
Suppose f : C -+ C is continuous and locally lipschitzian. Since v in W,l 
implies v in C we know from [7] that there is an A > 0 which we suppose 
< Y such that a solution x(v) of (4) exists on [- r, A], is unique and 
u(t, y) = x~(v) as a function in C is continuous in t, v for t in [0, T] and v 
in some open set in Wzl, ~(0, p) = q, u(t + T, cp) = u(t, ~(7, p))). We wish 
to show that u(t, v) actually belongs to W,l and considered as an element of 
this space W,l is continuous in t, q.~ Since x = x(v) satisfies (4) it obviously 
satisfies (5). Since A < I, it follows that 
0 = so” zi(t) [r(t) - By(t - Y) - jif (xJ ds] dt 
= j” W x(t) dt + j” 4) [&(t - 4 +f (41 dt 
0 0 
and thus x(t) has a generalized first derivative on [0, A] given by 
2(t) = B+(t - r> + f (Xt), O<t<A. (6) 
For - Y < t < 0, we also know that x(t) has a generalized derivative given 
by +(t). The function B+(t - r) + f (xt) is obviously square integrable and 
thus 2(t) is square integrable. This proves that u(t, p’) = LQ(~) belongs to 
W,l for 0 < t < A. 
It remains only to show that the function k”(q) (t + f3) = du(t, v) (B)/dB, 
- r < 0 < 0, as an element ofL,[- I, 0] is continuous in t, v. From (6), we 
have 
qv) (t + 0) - *(+I (t + 0) = q+(t + 8 - r) - $(t + 0 - f-j] 
+ f c%&P>) - f (%+sW t+eao 
qv) (t + 0) - w) (t + 0) = +(t + 0) - $(t + 01, t+wo, 
- 9-<e<o. (7) 
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Sincef is locally lipschitzian, there is a constant L such that 
I fb4d) - fc4~)) I G L I %b) - 44 Ic P 
0 < t <z A and thus relation (7) obviously implies there is a constant K such 
that 
In [7], it has been shown there is an Ll > 0 such that 
II G4 - 44 IIC G L, II v - * IIC ,
0 $ t < T, and, therefore, 3it(v)) is a continuous function of IJI uniformly with 
respect to t in [0, A]. To show the continuity with respect to t observe that it 
is sufficient to show this for t = 0 since u(t + T, v) = u(t, ~(7, q)) and u(t, q) 
is continuous in v. Let x(t + f?) = c?(t + 0) - 3i(e), - Y < B < 0. From (6), 
w> = %(t - 9 - @(-- 41 +f(v), t a 0, 
.qt + e) = +(t + e) - +(e), t+e<o, --r$e<o. 
It is clear that I] ti llL, approaches zero as t -+ 0 and this proves continuity 
with respect to t. Since the continuity in v is uniform with respect to t, it 
follows that &(P)) is jointly continuous in t, ‘p and, thus, u(t, 9)) is jointly 
continuous in t, f+ 
The above remarks show that u(t, v) is a dynamical system on Wsr if we 
assume global existence of the solutions. 
One can obviously generalize this example to the system 
R(t) = i Bgqt - Tkl +.lw 
k=l 
where 0 < Tk < r. 
EXAMPLE 5. QUASILINEAR HYPERBOLIC EQUATIONS. Consider the equation 
Ott - %!a =f(w, wt , %), 
w(O,4 = cp(4, %(O, 4 = VW, O<X<l, 
w(t, 0) = 0, w,(t, 1) = 0, t 20, (8) 
where f(wr , ws , wJ is an analytic function of wr , w2 , wa in the whole space. 
Let Wsk be the space of functions mapping [0, l] into R which have general- 
ized derivatives of order < k in L,[O, 11. If v is in Wzk, the norm ]I y I]e is 
defined by 
II v II> = J; E9J + w>” + *** + (dk’>21 k 
where v(i) is the jth derivative of v. 
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For any 9) in W,lC and any I/ in Wi-l, k > 1, it follows from the work of 
Sobolev [8] that (8) has a unique generalized solution v(t, x, ~,4) existing on 
an interval 0 < t < 17 and the pair [v(t, ., y, $), ut(, *, v, +)] belongs to 
Wzk x Wk-l and is a continuous function of t, v, 4. Therefore, if we assume 
that solutions exist for all t 3 0, then the function 
44 @) = [v(t, ., @)1 744 ., @‘)I, @ = (% $4, 
is a dynamical system on the Banach space 9P = W,li + Wl-l for any k 3 1. 
The famous Sobolev embedding theorem [13] asserts that the unit ball 
in Wgk belongs to a compact subset of W,e for k > 8. Therefore, any orbit 
y+(Q) of (8) which is bounded when considered as a subset of 5?k will belong 
to a compact subset of gl if k > 4 and, therefore, it is meaningful to speak 
of the limit of this orbit in at. 
3. LIMIT SETS, LYAPUNOV FUNCTIONS AND STABILITY 
DEFINITION 2. Let u be a dynamical system on g. For any v in 9?, the 
w-limit set w(q) of the orbit through v is the set of # in 9J such that there is a 
nondecreasing sequence (tn}, t, > 0, t, + co as n + co such that 
I] u(tn , p’) - I/ ]ld -+ 0 as n -+ co. This definition is equivalent to 
DEFINITION 3. Let u be a dynamical system on 9. A set M in g is an 
invariant set of the dynamical system if for each v in M there is a function 
U(t, v) defined and in M for t in (- CO, CO) such that U(0, y) = y and for 
any 0 in (- co, co), 
for all t in RR+. 
It should be noted that sets are invariant according to the above definition 
relative to the interval (- co, co) and not relative to [0, co). We now prove 
the simple but very basic 
LEMMA 3. Let u be a dynamical system on 28 and suppose the orbit y+(p)) 
through ‘p belongs to a compact subset of Sf. Then the w-limit set w(p)) of y+(p)) 
is a nonempty, compact, connected invariant set. 
PROOF. Since r+(v) belongs to a compact subset of 9, it is clear that 
w(p)) is nonempty and compact since it belongs to a compact subset and is 
closed, Suppose 1,4 is in g and the nondecreasing, unbounded, nonnegative 
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sequence (tn> satisfies ]I u(& , y) - 4 ]I-+ 0 as n -+ 00 (the subscript on the 
norm is dropped in this proof). For a given T in [0, CO), there is an n,,(7) such 
that tn -- 7 > 0 for n > no(~) and it is therefore meaningful to consider the 
sequence u,(t, v) = u(t + t, , q), n >, n,,(7), t in [- 7, T]. By hypothesis, 
there is an M such that I] u(t, VP> I(< M for all t in Rf. Therefore, the sequence 
u,(t, cp), n >, n,,(T), t in [- T, T], is uniformly bounded. Since 
s(t + s, v> dsf u(s, u&t, d) and ribI is assumed to belong to a compact set, 
it follows that for any l > 0, there is a 6 > 0 such that 
for 0 < s < 6, n > no(T), t in [- 7, T]; that is, the sequence u,(t, q) is equi- 
continuous. Since this sequence by hypothesis belongs to a compact subset 
of ~3, the Ascoli-Arzela theorem implies the existence of a subsequence which 
we again label as tlb such that it converges uniformly on [- T, T]; that is, 
there exists a function U(t, (CI), - T < t < 7, continuous in t and such that 
lim n+a, II %(4 d - w 9) II = 0 uniformly on [- T, T]. Obviously, 
U(0, #) = #. Letting now T = 1,2 ,... successively and using the familiar 
triangularization procedure, we determine a subsequence which is again 
labeled by tn and a function U(t, tfr) defined and continuous on - co < t < co 
such that limn+m (( tc,(t, q) - U(t, 4) I( = 0 uniformly on compact subsets 
of (- co, co). It is clear that U(t, 16) is in w(p)). 
Let o be an arbitrary real number in (- CO, co). For this u and any t 2 0, 
we have 
II up, U(u, #)) - U(t + u, $1 II < II @, qu, Yw - 44 GJ, TJ)) II 
Since the right-hand side of this expression approaches zero as n--f co, 
it follows that u(t, U(u, #)) = U(t + u, I/) or ~(9) is invariant. It is clear that 
W(F) is connected. The fact that dist(u(t, cp), w(q)) --+ 0 as t -+ CO is obvious 
and the lemma is proved. 
If u is a dynamical system on 9? and V is a continuous scalar function 
defined on 9, define the function ~((cP) = va(p) by 
Following LaSalle [lo], we say a function V : 99 -+ R is a Lyupuzov function 
on a set G in 93 if V is continuous on G, the closure of G, and p(v) < 0 for v 
in G. Let 5’ be the set defined by 
S = {‘p in G : V(v) = 0} 
and let M be the largest invariant set in S of the dynamical system. 
409/26/1-4 
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THEOREM 1. Suppose u is a dynamical system on 23’. If V is a Lyapunov 
function on G and an orbit y+(q~) belongs to G and is in a compact set of .%Y, 
then u(t,v)+M as t--too. 
In the applications of Theorem 1, one can be assured an orbit y+(y) remains 
in G if p belongs to G provided that the conditions of the theorem are satisfied 
for G a component of the set U, = (p in 9 : V(p)) < p}. 
THEOREM 2. Suppose u is a dynamical system on 9?. Let u(t, 0) = 0 for all 
t (i.e., C+I = 0 is an equilibrium point) and suppose zero belongs to the closure of 
some open set U and N is an open neighborhood of zero. Assume that 
(i) V is a Lyapunov function on G = N CT U, 
(ii) M CI G is either the empty set or xero, 
(iii) V(p)) < 7 on G when p # 0, 
(iv) V(0) = 7 and V(y) = 7 when y is in that part of the boundary of G 
in N. 
If N,, is a bounded neighborhood of zero properly contained in N, then CJI f 0 
in G n No implies either there exists a T > 0 such that U(T, 9’) belongs to the 
boundary of N, or u(t, p) remains in G n N,, but does not belong to a compact 
set of G n No . 
The proofs of Theorems 1 and 2 are not given since they are essentially 
the same as the ones in [lo] for ordinary differential equations. 
4. LIMIT DYNAMICAL SYSTEMS 
In the previous section, we stated a result for determining the limiting 
behavior of an orbit of a dynamical system provided the orbit remains in a 
compact subset of the space. The problem remaining is to give a procedure 
for determining when such a situation prevails. In Section 2, we have given 
illustrations of dynamical systems (Examples 1-3) such that any bounded 
orbit necessarily belongs to a compact subset of the space. It is in general 
much easier to show that an orbit is bounded. In fact, this is usually the 
immediate consequence of the existence of a Lyapunov function. In examples 
4 and 5 of Section 2, there is no inherent smoothing effect in the dynamical 
system and thus bounded orbits may not lie in compact sets. On the other 
hand, the equations in examples 4 and 5 define dynamical system on different 
Banach spaces 69, V such that, when a is considered as imbedded in g, 
the unit ball in g belongs to a compact subset of 69. Therefore, in all of the 
examples it is possible to assert that a bounded orbit does have a nonempty 
limit set if the convergence is interpreted in the appropriate space. These 
ideas will now be formalized and exploited in more detail. 
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Let 28 and V be Banach spaces. If there is a continuous linear injection 
i : a + V we shall say &7 C V. If A? C %Z, there is thus a constant K > 0 such 
that II 4~) 11~ d K II 9 III f or all y in a. When it is clear from the context 
we shall think of &? as contained in V, consider q~ in V as well as in g and 
therefore omit the connotation i(v). 
DEFINITION 4. Suppose &? C % and u is a dynamical system on 99 and $F?. 
Let G?!* C %? be the set consisting of the union of a and any v in V for which 
there is a $ in a such that q belongs to w&J), the w-limit set in % of the orbit 
y+(4) in %; that is, 
Then u : R+ x zZY* -+ g* is a dynamical system and we refer to this dyna- 
mical system as the limit dynamical system of 2 in %. 
Roughly speaking, the limit dynamical system of .@ in VZ is an extension 
of the dynamical system on g to a larger set ?8* in V where a* is obtained 
by taking orbits in 9, considering them as embedded in V and adding their 
limit points in %. The limit sets of a dynamical system divide the space into 
equivalence classes in which two points belong to the same class if their limit 
sets have common points. By taking the limit of an orbit even in a larger 
space, one can still obtain these equivalence classes. 
If @ is a Hilbert space, then the Banach-Saks theorem [9] implies that 
a* = g. In spite of this fact, there is an advantage to looking at the dynam- 
ical system u in the above manner. 
LEMMA 4. Suppose 99 C % and u is a dynamical system on 9 and ‘27. If y in 
2? is such that y+(p) belongs to a bounded set of 9 and a compact set of %?, then 
the w-limit set w(q) of the orbit through q~ is a nonempty, compact, connected set 
in P, an invariant set of the limit dynamical system and dist%(u(t, v), w(v)) -+ 0 
as t-• co. 
This lemma does not require proof since, using Definition 4, it is a restate- 
ment of Lemma 3 with W replaced by B*. 
The following result is very useful for the applications. 
THEOREM 3. Suppose B C %, u is a dynamical system on 9Y and V and 
each bounded orbit of 9 belongs to a compact set of 92. Also suppose the function 
V, is a Lyapwwv function on Ga = {p’ in 99 : Vg(p)) < q}, V, is a Lyapunov 
function on GI = (9’ in V : V&v) < T}, G, C GYP , 
R = (9’ in & : k&) = 0} 
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and N is the largest invariant set in R of the limit dynamical system. If Gg is 
bounded and q~ is in GB , then u(t, 9)) + N in %? as t + co. 
PROOF. Since V, is a Lyapunov function on Ga it follows that u(t, 9) 
remains in Gg for all t > 0. The hypotheses imply that it belongs to a 
compact set of GV . Theorem 1 completes the proof. 
At first glance, the hypotheses in Theorem 3 may look artificial but in 
some respects are very natural. In fact, to show that a differential equation 
defines a dynamical system, one often proceeds as follows. From the general 
theory, one obtains local (in t) existence, uniqueness and continuous depend- 
ence on the initial data. To obtain global existence, one constructs a Lyapunov 
function and invokes the continuation theorem to obtain a dynamical system 
of a subset of the space. Therefore, the Lyapunov functions have been 
constructed in the process of showing the existence of a dynamical system. 
5. EXAMPLES 
5.1 A FUNCTIONAL DIFFERENTIAL EQUATION WITH INFINITE LAG. In this 
section, we consider an equation which generalizes in some respects an 
equation considered by Levin and Nohel [I I] for a finite lag. Suppose 
a : R+ + R is a continuous function with 6, ii continuous and 
4) > 0, ci(t) < 0, ii(t) 3 0, t>O 
t21i(t) + 0 as t-e Co. 
s 
m 
t2d(t) dt < co. (9) 
For any integrable function K(0) > 0, - co < 19 < 0, Jfm K < co, h(0) 3 0, 
let 23 be the Banach space consisting of all functions p : (- co, 0] + R” for 
which 
II v II2 = I 43 I + j” 44 I de) I de -m 
is finite. Suppose g : Rn -+ Rn is a continuously differentiable function such 
that 
G(x) = (g(s) ds + CO as IX[-+CO. w-4 
For any v in b for which it is meaningful, consider the function 
f(p) = - j:, a(- e)d#W de (11) 
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and the functional differential equation 
k(t) =f(xt) = - 1” a(t - u)&(u)) du. 
--m (12) 
The domain off in general is not the whole space b but the hypotheses on a 
certainly imply that all bounded functions ‘p belong to the domain off. If 
g(x) = x and k(B) > a(- 0), then the domain off is 8. 
Let &, be the subset of b consisting of all functions in 23 such that 
sup0 1 ~(0) 1 < b. One can show that the basic local existence, uniqueness 
and continuous dependence theorem for (12) holds in !Z$, . More specifically 
there is an A = A(b) > 0 and an Y = r(b) 3 6 such that the function xt(v) 
defined by the solution of (12) through v in !I$, belongs to 23r for t in [O, A] 
and is continuous in t, v. Furthermore, if x is a solution of (12), then a few 
simple calculations show that 
2(t) + a(O)g(x(t)) = j”” ii(- 6’) (/;g(x(t + u)) du) d6’. (13) 
--m 
LEMMA 5. Suppose g(x) has a finite number of zeros. Then every solution 
of (12) with rp in ‘23, approaches a zero of g; that is, an equilibrium point of (12). 
PROOF. For any b and any qz~ in 231,, let V(y) be defined by 
The hypothesis (9) on a implies V is defined on !& and is continuous. A few 
simple calculations yield v(y) along the solutions of (12) as 
r(q) = - 4 I” ii( - 0) [lo g(q(s)) ds]’ df3 < 0 (15) 
--m e 
and this implies V(x,(y)) < V(y), t 2 0. In particular, there is a constant 
1M = M(b) such that for any in !&, 1 x(y) (t) 1 < M, t > 0, q~ in 2$, . Since 
93 satisfies (hr)-(h5) of E xample 3 of Section 2, Lemma 2 implies the orbit is 
relatively compact. One can now apply Theorem 1 directly to this system 
taking the two Banach spaces in that theorem to be the same, namely the 
closure of the subset in our Banach space 23 consisting of all orbits of (12) 
which have initial value in !& for a given b. This theorem implies from (15) 
and (13) that the w-limit set of any solution of (12) with 9) in 8, exists and is 
the union of orbits of 
ji + 4o)g(Y) = 0 (16) 
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which satisfy 
s 
0 
/(YP + 4) de = 07 -- co < t < co, if ii(s) > 0. (17) 
Since u(t) > 0, d(t) < 0, t > 0, there is an s, in (0, CO) such that ii > 0. 
Also, continuity of ii implies there is an E > 0 such that ii(s) > 0 for s in 
[so - E, so + ~1. Since (17) must be satisfied, this implies the w-limit set of 
any solution of (12) with g, in !& must be generated by a solution of (16) 
satisfyingj(t) = j(t - s), - co < t < 00, s in [so - E, so + E]. This implies 
j = constant. But th is clearly implies g(y) = 0. Therefore, the lemma is 
proved. 
5.2 A STABILITY THEOREM FOR NEUTRAL EQUATIONS. Consider the 
equation 
ff(t) = 5 hcqt - 7k) -tf(xt), f(O) = 0, (18) 
k=l 
where 0 < 7r < 7s < *-* < 7N < Y are rational and f is continuous and 
locally lipschitzian on C. We will need to consider the equation 
det [I - F B~~-Q] = o 
k=l 
THEOREM 4. If a : R + R, b : R -+ R, c : Rn --+ R are positive definite 
scalar functions and there is a scalar function V : W,l --+ R such that 
41 P Ilw;) G V(P)) G 411 v lb;) (20) 
and ~zadd G - 4AW fm all v in U,, = {p’ : V(q) < v}, then the solution 
x = 0 of (18) is stable. If, in addition, no root of equation (19) has modulus 
equal to one, then every solution x of (18) with initial value p in U,, 
and ess sup 1 C+(O) / bounded satis-es 
PROOF. If 9) is in U,, , rtrs) < 0 implies V(x,(p)) < V(p)) < 7 for all 
t 2 0 and (20) implies /I xt(v) /lw; < &(V(v)), t 3 0. Therefore, the solu- 
tion x = 0 of (18) is stable. If no root of Eq. (19) has modulus equal to one, 
there is an essentially bounded solution w* on [- I, co) of the equation 
w(t) = 2 BkW(t - Tk) + &> (21) 
k-1 
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if g(t) is bounded on [0, co) and the initial function # for w is essentially 
bounded. Furthermore, any other solution approaches w* exponentially 
as t -+ 00 or becomes exponentially unbounded as t + co. In addition, 
ess sup,2 t I 44 I 40 as t + 03 if g(t) -+O as t -+ 00. 
Let X(F) be a solution of (18) with initial value v in U,, and ess sup 1 +(0) 1 
bounded. Then the first part of the theorem implies f(x,(y)) and 
$-,.&2(v) ds are bounded on [0, a). Since j;“(y) (t) must correspond to a 
solution w of (21) for g(t) =f(zct(y)), it follows that 3i(v) (t) is essentially 
bounded if 3)(e) is essentially bounded. 
Since p(p) < - c(l ~(0) 1) < 0 and V(x,(v)) is bounded below, 
V(X~(~‘,) -+ a constant as t -+ co and, thus, sr c(x(p)) (t)) dt exists. Suppose 
x(p)) (t) does not approach zero in C as t --+ CO and let p # 0 be any n-vector 
such that there is a sequence tn + co as n + co with x(p)) (t,J -+ p as n -+ 00. 
Such a. p exists since 1 x(p)) (t) 1 is b ounded for t 3 - r. There is an E > 0 
such that c(y) > 6 for y in S,(p) = {y : 1 y -pi < c}. If x(v)(t) remains in 
S,(p) for all t >, t, > 0, then jr c(x(~) (t)) dt = + 00 which is a contradic- 
tion. The other possibility is that X(T) (t) leaves S,(p) an infinite number of 
times. Since 1 3i(y) (t) / is essentially bounded, each time x(v) (t) returns to N, 
it must remain a positive time 7. Again, this implies jr c(x(cp) (t)) dt = co 
and a contradiction. Therefore /I x,(p)) II--+ 0 as t + cc and, consequently; 
f(x,(v)) + 0 as t -+ co. From the previous remarks, one finally obtains 
ess SUP,> t I *(VI (4 I - 0 as t -+ 00 to complete the proof of the theorem. 
As a particular application, consider the equation 
2(t) + ax(t) + b*(t - Y) = 0, (24 
where a > 0, b2 < 1. The condition b2 < 1 implies the hypothesis of the 
theorem on the corresponding equation (19) is satisfied. If 
V(P)> = v2(0) + ; 1” +“(e) de 
--T 
then ?/1/2(~) can be used as a norm in W,l and 
V(v) = - q2(0) - y,,- Y) < - apyo). 
The conditions of the theorem are satisfied and one can thus assert that any 
solution x(v) of (22) with ess sup0 1 e(0) I bounded satisfies 
s!P I X(V) (t) I + ess;up 1 ti(p)) (t) 1 + 0 as t-CD. 
Theorem 4 above does not use the concept of limit dynamical system 
although imbedding in another space is used in the proof. One could easily 
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state a result based upon Theorem 3 if we had proved in Section 2 that the 
neutral equation (18) defines a dynamical system on Wzz for f(y) smooth 
enough. Rather than dwell on this point at length, we only look at Eq. (22) 
again letting B = Wz2, V = Wzl, V,(y) be the function used before and 
V, = V,(v) + V,(e). One easily sees that 
and, thus, the conditions of Theorem 3 are satisfied for any 7. Consequently 
any solution of (22) with initial value in Wgz is bounded in Wzz and approaches 
zero in W,l as t + co. 
5.3 A SPECIAL HYPERBOLIC PARTIAL DIFFERENTIAL EQUATION. Consider 
the equation 
u - Utt + E(l - u”) Ut , 22 E>O 
u(0, t) = u(l, t) = 0 
4% 0) = qJ(x), f&G 0) = 444, q(O) = y(l) = 0. (23) 
The state variables for this equation are (~(0, t), ~~(0, t)) with 
~(0, t) = ~(1, t) = 0. Consider the space % of all functions (v, #), 
p(O) = ~(1) = 0, I/(O) = z/(l) = 0, v E Wzl, 4 ELM. The II . [IV is given by 
II (y, #> llva = Ji (vr2 + v2 + $“> dx. Since & ~~~ dx b v2 if@) = ~(1) = 0 
it follows that an equivalent norm can be defined from the function 
The function Vr(u, ut) along the solutions of the equation is simply the energy 
of the free system (c = 0). A few computations gives 
s 
1 
&(u, UJ = - 2E Ut2(1 - u”) dx 
0 
Ij;(y, I)) = - 2~ j: #“( 1 - v2) dx. 
If u2 < 1, then rr(u, ut) < 0 which implies Vr(u, ut) is bounded. If 
Vr(v, #) < 1 then ri(u, ut) < 0 implies V1(u, ut) < 1 - 6, 6 > 0, for all 
t and & pz2 dx > v”(x), 0 < x < 1 implies u2(*, t) < 1 .- 6 for all t. There- 
fore, if we assume the initial values satisfy V1(v, #) < 1, then the solution 
of (23) always stays in this set and v1 < 0. This gives us a dynamical system 
on this set and the solution (0,O) is stable relative to the norm in $9. One 
certainly suspects that these observations imply that solutions should also 
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approach zero as t -+ co. On the other hand, it is not obvious just from the 
fact that the energy is bounded. 
We proceed now to show more; namely, we construct a dynamical system 
on a smaller space %Y and apply the preceding theory. Consider the space a 
of functions v, # with ~(0) = ~(1) = 0, v E Wz2, $ E W,l . Then 
A equivalent norm is given by the function 
V, is somewhat like another energy function for the free linear equation 
(e = 0). Some more computations show that 
s 1 V2(u, ut) = - 2E o (d2 (1 - u2> dx 
r2,<% $1 = - 2~ j’ #a”(1 - v”) dx. 
0 
Combining the above results, we obtain 
v(v, t4 = - 2~ j1 (9," + 3L2) (1 - v2) dx. 
0 
If u2 < 1, then ‘cz(u, ut) < 0 and V(u, UJ is bounded. If initial values satisfy 
V(q, #) < 1, then V(U, UJ < 1 - 6, S > 0, for all t and the solution u of (24) 
satisfies u2(x, t) < 1 - 6 for all t. We therefore have a dynamical system on 
a n ((cP, 44 : VV, 9) < 11. Also, V(q, 4) < 1 implies Vi(y, #) < 1. We 
can now apply the above theory since the natural mapping which imbeds G9 
into %’ is a compact map. Therefore, every bounded orbit in 99 is in a compact 
set in %. The conditions of Theorem 3 are satisfied. The set R is given by 
The largest invariant set N in R of the limit dynamical system certainly 
belongs to the set of generalized solutions of the equation which are defined 
on (- co, co) and belong to V n (9’ : V(q, $) < l} n R. This implies the 
generalized solution must have ut = 0. The limit solution must therefore 
be independent of x and a generalized solution of the wave equation. By 
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using the definition of a generalized solution, the fact that ut zz 0, u, and ut 
are in L2, an integration by parts yields szs: uw, dx dt = 0 for all v of 
compact support. Therefore II, = 0 and u(t, 0) = u(t, 1) = 0 implies u = 0. 
Consequently, M = (0,O) an d we have that every solution in a approaches 
0 in V; that is, u, , u,ut+Oas t-+co. 
6. EXTENDED DYNAMICAL SYSTEMS 
The purpose of this section is to point out the relationship between the 
concept of limit dynamical system introduced in Section 3 and the concept 
of extended dynamical system discussed by Hale and Infante in [ 11. Through- 
out this section, it will be assumed 9 and V are Banach spaces and J% C %?. 
DEFINITION 5. Let u be a dynamical system on 27. Let af be the set of v 
in V which are in the closure of g in Q? by bounded sequences such that to 
every q in @T there is associated a function u*(t, 9’) in %7 for t in Rf with the 
property that II 4, A - u*(t, 9’) IQ -+ 0 as n + co uniformly on compact 
subsets of Rf for every bounded sequence {F~} in 29 with I] pn - 9) 11% + 0 
as n -+ co. We refer to the function u* : R+ x BF +@ as the extension 
of the dynamical system u to 22’: or simply as the extended dynamical system. 
If the extended dynamical system exists, then it is an extension of u in the 
usual sense; that is, u*(t, y) = u(t, v) if v is in 9. Also, it is easy to prove that 
u*(O, v), u*(t + 7, v) = u*(t, u*(T, v)), t, T > 0 and u*(t, 9’) is continuous 
in t. It is not known whether u*(t, p’) is continuous in v and, therefore, it is 
not known whether u* is a dynamical system on 99*. 
If u is a dynamical system on g and V, then the extended dynamical system 
u* exists and u* = u. Suppose a* is defined in Definition 4 relative to the 
limit dynamical system and v in 9?* is such that y belongs to wy(#), the 
w-limit set of the orbit y+(#) in V. If r+(P) is bounded in 99, then v clearly 
belongs to a?. Therefore, if the limit dynamical system had been defined 
relative to the w-limit sets of orbits which are bounded in 9, then a* is a 
subset of P. Even with this definition a* could be a proper subset of a$. 
The question of the existence of an extension of a dynamical system seems 
to be rather difficult. The answer to the following question is not even 
known: Is there a dynamical system u on 9 which has an extension to a; 
and yet is not a dynamical system on g: ? 
The above concept of extension of a dynamical system was introduced by 
Hale and Infante [l] but the definition of dynamical system in [l] is stronger 
than the one used here. More precisely, a dynamical system on 93 in [l] 
is a function u : R+ x 9 + JZ’ with the properties listed in Definition 5 and 
in addition u(t, p’) is uniformly continuous in t, v for t, v in bounded sets. If 
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u(t, 9)) is linear in q~, then this last hypothesis implies that zc(t, -) is a uniformly 
continuous semigroup of transformations. Therefore, a classical result in [12] 
implies that the infinitesimal generator of this semigroup must be a bounded 
linear operator. This is much too restrictive for the applications of the theory 
and the above definition seems to be a more appropriate concept of extension. 
The author is indebted to V. Mizel for pointing out this shortcoming of 
the definition in [l]. 
The results in [l] easily carry over to the situation discussed here if one 
always adds the hypothesis that u is a dynamical system on LG? and SF?. The 
uniformity condition mentioned above seems to be necessary if one does not 
make this latter assumption. 
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