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Abstract—Dual-function radar-communications (DFRC) sys-
tems implement radar and communication functionalities on
a single platform. Jointly designing these subsystems can lead
to substantial gains in performance as well as size, cost, and
power consumption. In this paper, we propose a DFRC system,
which utilizes generalized spatial modulation (GSM) to realize
coexisting radar and communications waveforms. Our proposed
GSM-based scheme, referred to as spatial modulation based
communication-radar (SpaCoR) system, allocates antenna ele-
ments among the subsystems based on the transmitted message,
thus achieving increased communication rates by embedding
additional data bits in the antenna selection. We formulate the
resulting signal models, and present a dedicated radar processing
scheme. To evaluate the radar performance, we characterize the
statistical properties of the transmit beam pattern. Then, we
present a hardware prototype of the proposed DFRC system,
demonstrating the feasibility of the scheme. Our results show
that the proposed GSM system achieves improved communication
performance compared to techniques utilizing fixed allocations
operating at the same data rate. For the radar subsystem, our
experiments show that the spatial agility induced by the GSM
transmission improves the angular resolution and reduces the
sidelobe level in the transmit beam pattern compared to using
fixed antenna allocations.
I. INTRODUCTION
A wide variety of systems, ranging from autonomous
vehicles to military applications, implement both radar and
communications. Traditionally, these two functionalities are
designed independently, using separate subsystems. An al-
ternative strategy, which is the focus of growing research
attention, is to jointly design them as a dual function radar-
communications (DFRC) system [2]–[6]. Such joint designs
improve performance by facilitating coexistence [3], as well
as contribute to reducing the number of antennas [4], system
size, weight, and power consumption [7].
A common approach for realizing DFRC systems utilizes a
single dual-function waveform, which is commonly based on
traditional communications signaling, or on an optimized joint
waveform [8]–[10]. The application of orthogonal frequency
division multiplexing (OFDM) communication signaling for
probing was studied in [8], while employing spread spec-
trum waveforms for DFRC systems was considered in [11].
Parts of this work were presented in the 2018 IEEE International Conference
on Acoustics, Speech, and Signal Processing (ICASSP) as the paper [1].
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The usage of such signals, which were originally designed
for communications, as dual function waveforms, inherently
results in some performance degradation [12]. For instance,
using OFDM signaling leads to waveforms with high peak-to-
average-power ratio, which induces distortion in the presence
of practical power amplifiers, and limits the radar detec-
tion capability in short ranges [13]. Multiple-input multiple-
output (MIMO) radar, which transmits multiple waveforms
simultaneously, facilitates designing optimized dual-function
waveforms [9], [10]. These optimized waveforms balance the
tradeoff between communication and radar performance in
light of the constraints imposed by both systems. However,
such joint optimizations require prior knowledge of the com-
munication channel and the radar targets, which is likely to be
difficult to acquire in dynamic setups, and typically involves
solving a computationally complex optimization problem.
When radar is the primary user, a promising DFRC method
is to embed the message into the radar waveform via index
modulation (IM) [14]. In MIMO radar, IM can be realized by
conveying the information in the radar sidelobes [15], using
frequency hopping waveforms [16], and in the permutation
of orthogonal waveforms among the elements [17]. Recently,
the work [18] proposed the IM-based multi-carrier agile joint
radar communication (MAJoRCom) system, which embeds the
communication message into the transmission parameters of
frequency and spatially agile radar waveforms. While these
techniques induce minimal effect on radar performance, they
typically result in low data rates compared to using dedicated
communication signals.
DFRC strategies utilizing a single waveform inherently
induce performance loss on either its radar functionality, as
in OFDM waveform based methods, or lead to a low commu-
nication rate, which is the case with the radar waveform based
MAJoRCom. An alternative DFRC strategy is to utilize inde-
pendent radar and communication waveforms, allowing each
functionality to utilize its suitable signaling method. When
using individual waveforms, one should facilitate coexistence
by controlling their level of mutual interference. This can be
achieved by using fixed non-overlapping bands and antennas
[4], as well as by efficiently allocating bandwidth resources
between the subsystems [19]. In MIMO radar, coexistence
can be achieved by beamforming each signal in the proper
direction [20], [21] as well as by using spectrally and spatially
orthogonal waveforms [10]. The resulting tradeoff between
radar and communication of this strategy stems from their
mutual interference as well as the resource sharing between
the subsystems, in terms of spectrum, power, and antennas.
In this work we propose a spatial modulation based
communication-radar (SpaCoR) system, which implements a
mixture of individual radar and communications waveforms
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with IM via generalized spatial modulation (GSM) [22],
[23]. GSM combines IM, in which data is conveyed in
the transmission parameters, with dedicated communications
signaling. As such, the proposed approach exhibits only a
minor degradation in radar performance due to the presence
of data transmission, as common in IM based DFRC systems
[2], while supporting the increased data rates with individual
waveforms. We demonstrate the feasibility of SpaCoR by pre-
senting a hardware prototype which implements this scheme.
In particular, we consider a system in which radar and com-
munications use different fixed bands, thus complying with
existing standardization. To avoid the hardware complications
associated with transmitting multiband signals, we restrict
each antenna element to transmit only a single waveform,
either radar or communications. To maximize the performance
under these restrictions, the proposed method allocates the
antenna array elements between the radar and communications
subsystems, which operate at different bands thus avoiding
mutual interference. The allocation is based on the transmitted
message using GSM, thus embedding some of the data bits
in the antenna selection, inducing spatial agility [24]. As the
communications subsystem is based on conventional GSM,
for which the performance was theoretically characterized in
[25], we analyze only the radar performance of SpaCoR.
In particular, we prove that its agile profile mitigates the
degradation in radar beam pattern due to using a subset of
the antenna array, which in turn improves its accuracy over
approaches with a fixed antenna allocation.
We implement SpaCoR in a specifically designed hardware
prototype utilizing a two-dimensional antenna with 16 ele-
ments, demonstrating the practical feasibility of the proposed
DFRC system. Our prototype allows to evaluate SpaCoR using
actual passband waveforms with over-the-air signaling. In our
experimental study, we compare SpaCoR to DFRC schemes
using individual subsystems with fixed antenna allocation. Our
results show that the communications subsystem of SpaCoR
achieves improved bit error rate (BER) performance compared
to the fixed allocation system when using the same data rate.
For the radar subsystem, our experiments show that spatial
agility of SpaCoR leads to improved angular resolution.
The rest of the paper is organized as follows: Section II
presents the system model, detailing the communications and
radar subsystems. Section III analyzes the radar transmit beam
pattern. The high level design of the DFRC system prototype
is described in Section IV, and the implementation of each
of its components is detailed in Section V. We evaluate the
performance of the proposed system in a set of experiments in
Section VI. Finally, Section VII provides concluding remarks.
The following notations are used throughout the paper:
Boldface lowercase and uppercase letters denote vectors and
matrices, respectively. We denote the transpose, complex con-
jugate, Hermitian transpose and integer floor operation as
(·)T, (·)∗, (·)H and b·c, respectively. The complex normal
distribution with mean µ and variance σ2 is expressed as
CN (µ, σ2), while E {·} and V {·} are the expected value
and variance of a random argument, respectively. The sets of
complex and natural numbers are C and N, respectively.
Fig. 1. An autonomous vehicle with radar and communications functionalities.
II. SPACOR SYSTEM MODEL
Here, we detail the proposed SpaCoR system. To that aim,
we first discuss the main guidelines and model constraints
under which the system is designed in Subsection II-A. Then,
in Subsection II-B we present the overall DFRC method,
and elaborate on the individual communications and radar
subsystems in Subsections II-C-II-D, respectively.
A. System Design Guidelines and Constraints
We consider a system equipped with a phased array antenna
implementing active radar sensing while communicating with
a remote receiver. An illustration of such a system in the
context of vehicular applications is given in Fig. 1. In the
DFRC system, radar is the primary user and communications
is the secondary user. We consider a pulse radar, in which the
transmission and reception are carried out in a time-division
duplex manner. The communication signal is transmitted dur-
ing radar transmission. Only the communications receiver is
required to have channel state information (CSI), while the
DFRC system can be ignorant of the channel realization.
We require the radar and communication functionalities to
operate on the same antenna array without mutual interfer-
ence. An intuitive approach to implement such orthogonality
is by time sharing. However, for many applications, radar
needs to work continuously in time, rendering time sharing
irrelevant. An alternative approach is to boost spatial orthog-
onality by beamforming, as in, e.g., [20], [21]. However,
these approaches typically require fully configurable MIMO
arrays as well as knowledge of the communication channel.
Consequently, we set the subsystems to use non-overlapping
frequency bands, allowing these functionalities to work simul-
taneously in an orthogonal fashion while complying with con-
ventional communication standards and spectral allocations.
Finally, in order to maintain high power efficiency, we
avoid the transmission of multiband signals. Consequently,
each antenna element can only be utilized for either radar or
communications signalling at a given pulse repetition interval
(PRI). By doing so, each element transmits narrowband sig-
nals, avoiding the envelop fluctuations and reduction in power
efficiency associated with multiband signaling [24].
To summarize, our system is designed to comply with the
following guidelines and constraints:
• Radar is based on pulse probing.
• The same array element cannot be simultaneously used
for both radar and communications transmission.
• Both functionalities transmit at the same time, and the
returning radar echoes are captured in the complete array.
• The waveforms are orthogonal in spectrum.
• The communications subsystem operates without CSI.
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An intuitive design approach in light of the above con-
straints is to divide the antenna array into two fixed sub-arrays,
each assigned to a different subsystem, resulting in separate
systems. Nonetheless, we next show that performance gains in
both radar and communications can be achieved using a joint
design, which guarantees a low complexity structure, while
complying with the aforementioned constraints.
B. SpaCoR System
To formulate the proposed DFRC method, we first elaborate
on the drawbacks of using fixed allocation, after which we
discuss how these drawbacks are tackled in our joint design.
We focus on systems equipped with a uniform linear array
(ULA) consisting of M antenna elements with inter-element
spacing d. The antenna array is a one-dimensional element-
level digital array, where the transmit waveforms are generated
digitally for each element, facilitating beamforming in digital
baseband. While here we focus on one-dimensional arrays for
ease of presentation, our prototype detailed in Section IV uses
a two-dimensional antenna surface.
As mentioned in the previous subsection, an intuitive ap-
proach is to divide the antenna elements between radar and
communications in a fixed manner such that the antenna
allocation pattern is static during each radar pulse duration.
One simple fixed allocation scheme is obtained by dividing
the antenna array into two sub-ULAs, referred to henceforth
as Fix1 and illustrated in Fig. 2(a). Another fixed allocation
approach randomly divides the antenna array into two sub-
arrays while allowing the allocation pattern to change between
different radar pulses. This technique is referred to as Fix2,
and is illustrated in Fig. 2(b). In these fixed antenna allocation
methods, during each pulse transmission, K symbols are trans-
mitted from the antenna elements assigned to communications.
In the example in Fig. 2, two antenna elements are allocated
for communication in a static manner during each radar pulse,
and each element transmits K = 3 symbols during one radar
pulse, while the remaining two elements are allocated to radar.
These fixed allocation techniques affect the performance of
both radar and communications. Compared with traditional
phased array radar utilizing all the elements for radar trans-
mission, using a fixed sub-array yields a wider mainlobe
or higher sidelobes in the transmit beam pattern, which are
shown in Section III. For the communications subsystem, fixed
allocation does not exploit the fact that the system is equipped
with a larger number of elements than what is actually utilized,
and the data rate can be increased by exploiting the spatial
diversity.
To exploit the full antenna array for both radar and com-
munications, we propose a DFRC scheme which randomly
allocates the antenna elements between radar and communi-
cations. During transmission, the antenna allocation is changed
between different symbol slots. Inspired by GSM communi-
cations [22], [23], the selection of the specific antennas is
determined by some of the bits intended for transmission.
SpaCoR overcomes both the radar and communications
drawbacks of using fixed allocation schemes: For the radar
subsystem, each element is effectively used for probing with
high probability over a large number of time slots, which
results in a transmit beam pattern approximating the beam
pattern of the full antenna array. In fact, as we show in our
analysis in Section III, the resulting expected beam pattern
approaches that achieved when using the full array for radar.
For the communication functionality, additional bits are con-
veyed in the selection of the antennas. These additional bits
increase the data rate, or alternatively, allow the usage of
sparser constellations in the dedicated waveform compared
to fixed allocation with the same data rate. An illustration
of the resulting waveform is depicted in Fig. 2(c). In this
example, two antennas are allocated for communication at
every time instance. The information bits are conveyed by
the combination of the communications antennas and via the
signals transmitted from them, as detailed in the sequel.
C. Communications Subsystem
The proposed communications subsystem, which utilizes
dedicated waveforms while allowing extra information bits to
be conveyed in the selection of transmit antennas, implements
GSM signaling [22], [23]. Therefore, to formulate the com-
munications subsystem, we start with a brief review of GSM,
after which we discuss how the received symbols are decoded.
1) Generalized Spatial Modulation: GSM, originally pro-
posed in [22], combines spatial IM with multi-antenna trans-
mission, aiming at increasing the data rate when using a subset
of the antenna array elements. As such, GSM refers to a family
of IM-based methods. Our proposed DFRC system specifically
builds upon the GSM scheme of [23], as detailed next.
The information bits conveyed in each GSM symbol are
divided into spatial selection bits and constellation bits. The
spatial selection bits determine the indices of the transmit
antennas. By letting M cT < M be the number of antennas
used for communications transmission, it holds that there are(
M
McT
)
different possible antenna combinations. As a result,
blog2
(
M
McT
)c bits can be conveyed through the antenna selec-
tion in each GSM symbol. The selected antennas are used to
transmit the symbols embedding the constellation bits. While,
in general, GSM can be combined with any form of signaling
[23], we focus on phase shift keying to maintain constant
modulus waveforms. When a constellation J of cardinality
|J | = J is utilized, R = M cT log2 J + blog2
(
M
McT
)c uncoded
bits are conveyed in each GSM symbol. Compared with fixed
antenna allocation approaches with the same constellation or-
der, GSM enables blog2
(
M
McT
)c additional bits to be embedded
in each symbol. The transmission does not require knowledge
of the underlying communication channel. When such CSI is
available, it can be exploited by, e.g., spatial precoding [26].
An example of GSM transmission is shown in Fig. 3.
In this example, the antenna array has M = 4 elements.
A single antenna is used for each symbol, i.e., M cT = 1
and blog2
(
4
1
)c = 2 bits are embedded in the combination
of transmit antennas. A binary phase shift keying (BPSK)
modulation is utilized, thus J = {±1}, J = 2, and a total of
R = 3 bits are conveyed in each symbol. In the example in
Fig. 3, the message 101 is divided into spatial selection bits
10 and constellation bit 1. According to the element mapping
rule, antenna A2 transmits the BPSK symbol +1.
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Fig. 2. Illustration of the fixed antenna allocation schemes and SpaCoR. The chirplet waveform represents radar transmission while±1 denotes a communication
symbol. (a) Fix1: The antenna array is divided into two sub-ULAs, and the allocation pattern remains static. (b) Fix2: The allocation pattern changes randomly
between different radar pulses. (c) SpaCoR : Here, the allocation varies between symbol time slots.
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Fig. 3. GSM transmission illustration.
In GSM signalling, only a subset of the antenna array
is used, and the transmit elements change between different
symbols. Hence, the remaining elements can be assigned to
radar transmission, leading to the proposed GSM-based DFRC
system, which complies with the constraints discussed in
Subsection II-A. As each radar pulse consists of K symbol
slots, a total of K ·R bits are conveyed in each PRI.
2) Communications Receiver Operation: To formulate how
the transmitted signal is decoded by the receiver, we first
model the channel output. In the following we consider a
MIMO receiver with M cR antennas, and assume that, unlike
the DFRC transmitter, it has full CSI.
Since radar and communications use distinct bands, no
cross interference exists. Consequently, by letting x ∈ X ⊂
(J ∪ {0})M denote the channel input at the communication
frequency range, it holds that x is sparse with support size M cT ,
i.e., X is the set of M cT sparse vectors in (J ∪{0})M . There-
fore, assuming a linear memoryless channel H ∈ CMcR×M
whose output is corrupted by an additive noise vector w(c) ∈
CMcR , the channel output representing a single GSM symbol
observed by the receiver, denoted as y(c) ∈ CMcR , is given
by y(c) = Hx + w(c). Since the receiver has full CSI, i.e.,
knowledge of the matrix H and the distribution of w(c), it can
decode with minimal probability of error using the maximum
a-posteriori probability rule. Assuming that the data bits are
equiprobable, this symbol detection rule is given by
xˆ = arg max
x∈X
p
(
y(c)|x,H
)
. (1)
For example, when the noise obeys a white Gaussian distri-
bution, (1) specializes to the minimum distance detector.
Given the detected xˆ, the spatial selection bits can then
be recovered from the support of xˆ, while the constellation
bits are demodulated from its non-zero entries. Recovering
xˆ via (1) generally involves searching over the set X whose
cardinality is R. When R is large, symbol detection can be
facilitated using reduced complexity GSM decoding methods,
see e.g., [23], allowing SpaCoR to be utilized with controllable
decoding complexity at the receiver side. In our experimental
study detailed in Section VI we consider scenarios in which
R is relatively small, and thus carry out symbol detection by
directly computing (1).
D. Radar Subsystem
To formulate the radar subsystem, in the following we first
model its transmitted and received signal, after which we
introduce an algorithm for radar detection.
SpaCoR uses a phased array radar, which enables to steer
the radar beam at the direction of interest. Such beam steering
is achieved by using a single waveform, denoted by s(t), while
assigning a different weight per each element designed to steer
the beam in a desired direction θT . The transmit power is de-
noted as Pt := 1TPRI
∫ TPRI
0
|s (t)|2 dt, where TPRI is the pulse
repetition interval. For a ULA with M elements, the weight
function of the mth element is am (θT ) = e−j
2pimd sin θT
λ ,
where λ is the wavelength, and the corresponding waveform
is sm (t) = s (t) am (θT ). For a narrowband waveform, the
signal received in the far field at angle θ and range ξ is
expressed as [27, Ch. 8.2]
y
(r)
θ (t) = s
(
t− ξ
c
)M−1∑
m=0
am (θT ) a
∗
m (θ) , (2)
where a∗m (θ) is the steering weight between the mth element
and the far field target at angle θ, and c is the speed of light.
Unlike traditional phased array radar, which utilizes the
complete antenna array, SpaCoR assigns only a subset of the
antenna elements for radar signalling at each time instance,
and the antenna allocation pattern dynamically changes be-
tween different communication symbols. In particular, letting
Tc be the duration of a communication symbol, each radar
pulse consists of K consecutive communication symbols, i.e.,
the pulse width is Tr = KTc. At each time slot, MrT =
M−M cT antenna elements are assigned for radar transmission.
Thus, by letting mk,0 < mk,1 < · · · < mk,MrT−1 be random
variables representing the element indices assigned to radar at
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the kth time slot, the received signal, which for conventional
phased array is given by (2), is expressed as
y
(r)
θ (t)=s
(
t− ξ
c
)K−1∑
k=0
g
(
t−kTc− ξc
Tc
)
ρ˜T (k, θ) , (3)
where g (t) is a rectangular window of unity support, and
ρ˜T (k, θ) :=
∑MrT−1
l=0 amk,l (θT ) ·a∗mk,l (θ) is the transmit gain
at the kth time slot. Denote ϑ := 2pid sin θλ and ϑT :=
2pid sin θT
λ
as the spatial frequencies at the direction of radar target and
the direction of the transmit beam, respectively. The transmit
beam pattern ρ˜T (k, θ) can be rewritten as
ρ˜T (k, ϑ) =
MrT−1∑
l=0
ejmk,l(ϑ−ϑT ). (4)
The time delay experienced by the echoes reflected from the
radar target until reaching the mth receive antenna element is
ξ
c − mϑ2pi . After frequency down conversion by mixing with the
local carrier, the echo received in the mth antenna element
can be expressed as
y(r)m (t)=αy
(r)
θ
(
t− ξ
c
+
mϑ
2pi
)
e−j2pifct+w(r)m (t) , (5)
where α is the reflective factor of the target, w(r)m (t) is the
noise at the mth antenna receiver, modeled as a white Gaussian
process. Let h (t) be the baseband radar waveform and fc
denote the carrier frequency, i.e., s (t) = h(t)ej2pifct. With
the narrowband assumption, i.e., Mdc  1Br , where Br is the
bandwidth of the radar waveform, one can use the approxima-
tion y(r)θ
(
t− ξc+mϑ2pi
)
≈ y(r)θ
(
t− ξc
)
ejmϑ. Substituting (3) into
(5), and defining the round trip delay τ := 2ξ/c, it follows
that
y(r)m (t) = αhm(t, τ, ϑ) + w
(r)
m (t) , (6)
where
hm (t, τ, ϑ) := e
−j2pifcτ+jmϑ
×
K−1∑
k=0
ρ˜T (k, ϑ) g
(
t− kTc − τ
Tc
)
h (t− τ) . (7)
The radar ehco is received at the idle time of the pulse,
the duration of which is Trec := TPRI − Tr. The received
signal is uniformly sampled with Nyquist rate Fs, i.e., Fs ≥
Br. While it is possible to sample below the Nyquist rate by
using generalized sampling methods as was done in [28], [29],
we leave the study of SpaCoR with sub-Nyquist sampling for
future work. The number of sample points in each PRI is
Nrec = bTrecTs c, and the sample time instances are t = nTs,
where n ∈ {0, 1, · · · , Nrec − 1}. By defining hm [n, τ, ϑ] :=
hm (nTs, τ, ϑ), and w
(r)
m [n] := w
(r)
m (nTs), the sampled signal
vector (6) is given by
y(r)m [n] := αhm [n, τ, ϑ] + n
(r)
m [n] . (8)
The discrete-time model in (8) can be extended to a scenario
with multiple targets. Let L be the number of targets, and
denote the reflective factor, the spatial frequency, and the delay
of the lth target by αl, ϑl, and τl, respectively. The reflected
echoes from multiple targets are expressed as
y(r)m [n] =
L−1∑
l=0
αlhm [n, τl, ϑl] + w
(r)
m [n] . (9)
In radar detection, the task is to recover the target parameters
{τl, ϑl, αl}L−1l=0 from the received signal in (9).
1) Radar Detection: The SpaCoR radar receiver estimates
the parameters {τl, ϑl, αl}L−1l=0 using sparse recovery methods.
To formulate the radar detection scheme, we consider the
case in which the target delay τ satisfies τ ∈ [τmin, τmax),
where τmin and τmax are a-priori known minimal and maximal
delays, respectively. To recover the parameters of the targets,
we divide the range of target delay into a grid of P uniformly-
spaced points with an interval δτ ≤ 1Br , where Br is
the bandwidth of the radar waveform. Similarly, the spatial
frequency range ϑ ∈ [−pi, pi) is divided into Q equally-
spaced points with an interval δϑ ≤ 2piM . The grid sets of
the discretized delay and spatial frequency are denoted as
D := {τp = τmin + pP (τmax − τmin) |p = 0, 1, · · · , P − 1},
and Θ :=
{
ϑq = −pi + 2pi qQ |q = 0, 1, · · · , Q− 1
}
, respec-
tively. Assuming that the targets are located on the discretized
grids, the echoes in (9) can be written as
y(r) = Ab+w(r), (10)
where y(r) ∈ CNrecM is the received sample vector whose
entries are
[
y(r)
]
mNrec+n
:= y
(r)
m [n]; A is the observation
matrix, the entries of which are given by
[A]mNrec+n,pQ+q := hm [n, τ
p, ϑq] , (11)
and b ∈ CPQ is a vector with L nonzero entries encapsulating
the parameters of the targets. The (pQ+ q)th entry of b equals
αl if τp = τl and ϑp = ϑl, while the other entries equal
0. Here, we assume b is sparse, i.e., L  PQ. The vector
w(r) is a zero mean white Gaussian noise vector, obtained by[
w(r)
]
mNrec+n
:= w
(r)
m [n], with variance σ2r .
Due to the sparsity of b, it can be recovered by solving
min
b
‖b‖0, subject to ‖y(r) −Ab‖2 ≤ , (12)
where  is related to the noise level. The optimization problem
(12) can be solved by compressed sensing (CS) algorithms,
such as greedy approaches, l1 norm optimization, and other
sparse recovery schemes, as detailed in [30], [31].
III. RADAR PERFORMANCE ANALYSIS
In this section we analyze the radar performance of SpaCoR.
We focus our analysis on the two-dimensional delay-direction
transmit beam pattern, defined as the correlation between the
echoes from the steered beam direction and the echoes from
the target direction. This measure can be used to characterize
the radar resolution and the mutual interference between multi-
ple targets [32]. As the spatial allocation pattern of the transmit
array in SpaCoR is determined by the transmitted message, the
transmit beam pattern of its radar subsystem varies between
different communication symbols, thus we compute it by
taking the correlation over all symbols transmitted within a
single pulse. In particular, we first characterize the delay-
direction transmit beam pattern which arises from the received
signal model. Then, we study it statistical properties and
compare them to those achieved when using the complete
antenna array, as well as with fixed antenna allocation.
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A. Transmit Beam Pattern
In the following we characterize the transmit beam pattern
of the radar subsystem. Without loss of generality, we express
the transmit beam pattern by focusing on the echo captured in
a single receive antenna, and particularly on that of index m =
0. To properly define the transmit beam pattern, we assume
that a target with unit reflective factor is located at (τ, ϑ). The
noiseless echo at received antenna m = 0, i.e., when the noise
term in (5) is nullified, is given by y(r)0 [n, τ, ϑ] := h0 [n, τ, ϑ].
Similarly, the echo of the reference target, which is with unit
reflective and located in (τ˜, ϑT ) is given by y
(r)
0 [n, τ˜, ϑT ].
The transmit delay-direction beam pattern is defined as the
correlation of y(r)0 [n, τ, ϑ] and y
(r)
0 [n, τ˜, ϑT ], i.e., χT (τ, ϑ) :=∑Nrec−1
n=0 h0 [n, τ, ϑ]h
∗
0 [n, τ˜, ϑT ]. By substituting (7) into the
definition of χT (τ, ϑ), we obtain
χT (τ, ϑ) = e
−j2pifc(τ−τ˜)
Nrec−1∑
n=0
K−1∑
k=0
ρ˜T (k, ϑ)
× g
(
nTs−kTc−τ
Tc
)
h [n, τ ]h∗ [n, τ˜ ] . (13)
The summation over n = 0, . . . Nrec−1 in (13) represents the
averaging of the correlation over the entire radar pulse.
As the phase term e−j2pifc(τ−τ˜) in (13) disappears by
taking the absolute value, it does not affect the magnitude
of the transmit beam pattern. Hence, the term e−j2pifc(τ−τ˜) is
omitted in the sequel, and (13) is rewritten as
χT (τd, fθ) =
Nrec−1∑
n=0
K−1∑
k=0
ρT (k, fθ) g
(
nTs−kTc−τd − τ˜
Tc
)
× h [n, τd + τ˜ ]h∗ [n, τ˜ ] , (14)
where τd := τ − τ˜ is the delay difference, fθ := ϑ − ϑT
is the difference in the spatial frequency, and ρT (k, fθ) :=
ρ˜T (k, ϑ). Since the antenna indices {mk,l}, which are encap-
sulated in ρ˜T (·, ·) by (4), are random, it holds that χT (τd, fθ)
in (14) is random. In the following, we analyze the beam
pattern of SpaCoR compared to using the complete array for
radar signaling, as well as to using fixed subsets.
B. Comparison of Different Antenna Allocation Schemes
We begin with the transmit beam pattern achieved when
utilizing the full antenna array for radar transmission, used as
a basis for comparison. Then, the beam patterns of SpaCoR
as well as fixed antenna allocation methods are evaluated.
We henceforth focus on radar signalling with chirp wave-
forms. Here, the baseband radar waveform h (t) is
h (t) = g
(
t
Tr
)
exp
{
jµpi
(
t− Tr
2
)2}
, (15)
where µ is referred to as the frequency modulation rate. The
bandwidth of the chirp is defined as Br := µTr.
1) Full Antenna Array: When the full antenna array is used,
the transmit beam pattern can be obtained as a special case
of (14) by setting M (r)T = M . Hence, the antenna indices
are deterministic and are given by mk,l = l for each k =
0, 1, · · · ,K − 1. The resulting transmit delay-direction beam
pattern is a deterministic quantity.
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Fig. 4. Normalized transmit beam patterns of the analyzed schemes. In this
illustration, the parameter are set following Table. I.
The full array transmit beam pattern, obtained by substitut-
ing (15) and M (r)T = M into (14), is [33, Ch. 3A]∣∣χFullT (τd, fθ)∣∣ = Nr |sinc (Brτd)| · ∣∣∣∣ sin (Mfθ/2)sin (fθ/2)
∣∣∣∣ , (16)
where Nr := bTr/Tsc. The normalized transmit beam pattern
for the full antenna array is depicted in Fig. 4(a). In this
beam pattern, the peak located in τd = 0 and fθ = 0 is
denoted as the mainlobe and the other peaks are denoted
as the sidelobes. The width of the mainlobe determines the
resolution of the radar system, while the sidelobes influence
the interference induced by clutters in the environment and the
coupling between nearby targets.
2) SpaCoR: In SpaCoR , for a given time slot k, different
indices of the radar transmitting antennas {mk,l} are selected.
As the switching of transmit antennas is determined by the
random communication data stream, the transmit beam pattern
is a random quantity. The usage of stochastic beam patterns
due to random array configuration is an established concept in
the radar literature, see, e.g., [34]. In particular, the following
analysis extends the study of delay-direction beam patterns due
to the randomized switch antenna array with a single active
element, investigated in [32], to multiple active elements.
We analyze the statistical moments of the beam pattern,
which provide means for evaluating the resolution and the
sidelobe level of SpaCoR. In particular, we show that the
expected beam pattern of SpaCoR, which is approached by
the averaged beam pattern over a large number of pulses, is
identical to that of the full antenna array up to a constant
factor. This holds due to the following theorem:
Theorem 1. The absolute value of the expected transmit
delay-direction beam pattern (14) of SpaCoR is∣∣E {χGSMT (τd, fθ)}∣∣
=
MrT
M
∣∣∣∣∣
Nrec−1∑
n=0
h[n, τd + τ˜ ]h
∗ [n, τ˜ ]
∣∣∣∣∣·
∣∣∣∣ sin(Mfθ/2)sin(fθ/2)
∣∣∣∣ . (17)
Proof: The proof is given in Appendix A.
6
The expectation in (17) is carried out with respect to the
random antenna indices {mk,l}. These indices are determined
by the communicated bits, which are assumed to be i.i.d.. It
follows from the law of large number that as the number of
pulses grows, the average transmit beam pattern approaches
its expected value with probability one [35, Ch. 8.4]. Conse-
quently, in the large number of pulses horizon, the magnitude
of the average transmit beam pattern coincides with (17).
Theorem 1 is formulated for arbitrary waveforms h(t). For
chirp signals, it is specialized in the following corollary:
Corollary 1. The absolute value of the expected transmit beam
pattern (14) for SpaCoR with chirp waveform is∣∣E{χGSMT (τd, fθ)}∣∣=MrTNrM |sinc(Brτd)|·
∣∣∣∣sin (Mfθ/2)sin (fθ/2)
∣∣∣∣ . (18)
Proof: The corollary is obtained by substituting (15) into
the expected transmit beam pattern in (17).
Corollary 1 implies that SpaCoR , which utilizes the antenna
array for both radar signalling and communication transmis-
sion without using multiband signals, has the same expected
beam pattern as in (16) (up to a constant factor), i.e., the same
as when using the complete array only for radar. This implies
that, e.g., when averaged over a large number of pulses,
SpaCoR achieves the same ratio of the sidelobe level to the
mainlobe as that of using the complete array for radar.
For a single radar pulse with a finite number of symbols,
the difference between the (random) instantaneous transmit
beam pattern and its expected value is dictated by its variance
[35, Ch. 5]. Consequently, larger variance induces increased
fluctuations in the transmit beam patterns compared to its
expected value (18). The variance of the transmit beam pattern
with chirp waveforms is stated in the following proposition:
Proposition 1. The variance of the normalized transmit delay-
direction beam pattern (14) with chirp waveform (15) is
V {χGSMT (τd, fθ) /E {χGSMT (0, 0)}} = γGSM (τd)
×
[
(MrT−M)
MrTM
2 (M − 1)·
∣∣∣∣ sin (Mfθ/2)sin (fθ/2)
∣∣∣∣2+ (M−MrT )MrT (M − 1)
]
,
where
γGSM(τd) :=
sinc2 (Brτd/K)
K
=
sinc2(µTcτd)
K
. (19)
Proof: The proof is given in Appendix B.
From Proposition 1 it follows that the variance decreases
when K increases. A small variance leads to an improved
beam pattern, as it is less likely to deviate from its desired
mean value when the variance of the beam pattern decreases.
The similarity between the beam patterns of SpaCoR and
that of using the full array is demonstrated in Fig. 4. In
particular, Fig. 4(b) is a realization of the average beam pattern
in a single pulse of SpaCoR with K = 12 symbols and
M
(r)
T = 2 antennas assigned for radar, while Fig. 4(a) is
the corresponding beam pattern when using all the M = 4
elements for radar. Comparing Fig. 4(a) and Fig. 4(b) shows
the similarity of the beam pattern of SpaCoR, in terms of
mainlobe width and sidelobe levels, to that achieved when
using the full antenna array for radar.
3) Fix1 Scheme: In this scheme, the full antenna array
is divided into two sub-ULAs, one for radar and one for
communication, in a fixed manner. The indices of the transmit
elements are mk,l = l for each k, as when using the full array
for radar signalling. However, here only a subset of the array
is used for radar, i.e., M (r)T < M . The resulting deterministic
transmit beam pattern is stated in the following proposition:
Proposition 2. The transmit beam pattern of Fix1 with chirp
waveforms is given by∣∣χFix1T (τd, fθ)∣∣=MrTNrM |sinc (Brτd)|·
∣∣∣∣ sin (MrT fθ/2)sin (fθ/2)
∣∣∣∣ . (20)
Proof: The proposition is obtained by substituting the
transmit antenna indices mk,l = l and (15) into (14).
As MrT < M , the mainlobe in (20) is wider then that of
(16). The normalized transmit beam pattern of Fix1 is depicted
in Fig. 4(c), which is computed using the same settings as in
Figs. 4(a)-4(b), where it is indeed observed that its mainlobe
is wider than that of the full antenna array.
4) Fix2 Scheme: An alternative allocation approach is to
randomly divide the antenna array into two sub-arrays: One
for radar and the other for communications. In this method,
the indices of the transmit elements are randomized and
remain unchanged during the whole radar pulse duration,
i.e., {mk,l} is the same set of random variables for each
k = 0, 1, . . . ,K − 1. A realization of the normalized transmit
beam pattern for Fix2 is depicted in Fig. 4(d). When we only
consider the radar subsystem, this approach can be regarded
as a specific case of SpaCoR by setting K = 1, and the
expected value and variance of the transmit delay-direction
beam pattern are obtained by substituting K = 1 into (17)
and (19), respectively. As the parameter K does not affect the
expectation of the transmit beam pattern (18), it holds that the
expected transmit delay-direction beam pattern of Fix2 is the
same as that of SpaCoR. However Fix2 has a higher sidelobe
level compared with SpaCoR, which can be evaluated through
its variance, as stated in the following corollary:
Corollary 2. The variance of the normalized transmit delay-
direction beam pattern is written as
V {χFix2T (τd, fθ) /E {χFix2T (0, 0)}} = γFix2 (τd)
×
[
(MrT−M)
MrTM
2(M−1) ·
∣∣∣∣ sin (Mfθ/2)sin (fθ/2)
∣∣∣∣2+ (M−MrT)MrT (M−1)
]
, (21)
where
γFix2 (τd) := sinc
2 (Brτd) . (22)
Proof: Setting K = 1 in Proposition 1 proves (21).
Comparing (19) with (22), we find that for a given pulse
width Tr, the maximal variance of the transmit beam pattern
for Fix2, i.e., (22) for τd = 0, is K times that of SpaCoR. This
demonstrates that the dynamic changing of antenna elements,
whose purpose in SpaCoR is to increase the communications
rate, allowing to convey more GSM symbols in each radar
pulse, also improves the radar angular resolution and decreases
the sidelobe levels. The performance advantages of SpaCoR
over the fixed antenna allocation approaches are numerically
observed in Section VI.
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(a) Experimental setup flow diagram
(b) DFRC prototype
Fig. 5. The high level structure and components of the DFRC prototype.
IV. HARDWARE PROTOTYPE HIGH LEVEL DESIGN
To demonstrate the feasibility of the proposed DFRC sys-
tem, we implemented SpaCoR using a dedicated hardware
prototype. This prototype, used here to experiment SpaCoR,
can realize a multitude of DFRC systems, as it allows baseband
waveform generation, over-the-air signaling, frequency band
waveform transmission, radar echo generation, radar echo
reception, and communication signal reception. In this section,
we describe the high level design of the prototype, detailing the
structure of each component in Section V. The overall system
structure is described in Subsection IV-A, and in Subsection
IV-B, we introduce how to choose the system parameters.
Finally, in Subsection IV-C we present how the joint radar
and communications (JRC) waveforms transmitted by each
antenna element are generated in the prototype.
A. Overall System Architecture
The overall structure of the prototype and the high level in-
formation flow of the experimental setup are depicted in Fig. 5.
Our setup consists of 1) a PC server, which provides graphical
user interface (GUI) for setting the DFRC parameters, gener-
ates the waveforms, and processes the received signals; 2)
a two-dimensional digital antenna array with 16 elements,
which enables to independently control each element. In our
experiment, the array is divided into 8 transmit elements and
8 receive elements; 3) a pair of field-programmable gate array
(FPGA) boards interfacing the DFRC transmitted and received
signals, respectively, between the PC and the antenna; and 4)
a radar echo generator (REG) which receives the transmitted
waveform and generates the reflected echoes.
Through the GUI, the parameters of the radar and com-
munication subsystems, as well as those of the experimental
setup, are configured. Once the paramerers are set and an
experiment is launched, the JRC waveform is generated by
the PC application. Then, the JRC waveform is transferred
to the DFRC transmit FPGA in which it is converted into
analog, up-converted to passband, and forwarded to the DFRC
antenna array for transmission. The transmitted waveform is
received by the REG, which in response transmits echoes
simulating the presence of radar targets, as well as by a
receive antenna, which is connected to the receive FPGA. The
received radar echoes at the DFRC antenna and the received
communications signal are down-converted, digitized and then
sent to the PC server. The digitized signals are processed by
the PC application, which in turn recovers the radar targets
and the communication messages.
B. System Parameterization
In order to guarantee the performances of both radar and
communications systems, several criteria should be considered
when designing the system parameters. The design of radar
waveform parameters, including PRI, radar bandwidth, pulse
width, etc., have been well studied and can be found in [27],
[36]. Here, we discuss how to choose the parameters unique
to the proposed DFRC system, i.e., MrT , M
c
T and K.
1) Number of Elements Allocated for Radar: For the radar
subsystem, which is considered to be the primary function-
ality, the maximal detection range is related to the antenna
transmit gain, which approximately equals (MrT )
2
Pt. Hence,
the minimum number of antenna elements should satisfy the
requirement of radar detection range and can be determined
according to the radar equation [27, Ch. 2]. Once MrT is
determined, the value of M cT is obtained as M
c
T = M −MrT .
2) Number of Chips Divided: Based on the radar perfor-
mance analysis presented in Section III, the variance of the
transmit beam pattern decreases with the increase of K. This
indicates that larger values of K are preferable. Furthermore,
for the radar subsystem, the chirp is divided into K short chips.
The bandwidth with a rectangular window function of duration
Tr/K = Tc is 1/Tc, which is the bandwidth of the communi-
cations signal. If 1/Tc is larger than Br/K, the bandwidth of a
short chirp chip will be expanded in frequency spectrum. Thus,
we require Br/K > 1/Tc = K/Tr, i.e, K2 < BrTr. Finally,
the communication channel is assumed to be flat, requiring
the bandwidth of the communications signal to be smaller
than the coherence bandwidth, i.e., 1/Tc < Bc, where Bc
is the coherence bandwidth of the communication channel. To
summarize, in light of the aforementioned considerations, the
value of K should be set to K < min
{√
BrTr, TrBc
}
.
C. Generation of the JRC Waveform
As detailed in Section II, our system implements radar and
communications by allocating different antenna elements to
each functionality in a randomized fashion. Unlike traditional
GSM communications in which the active antenna are changed
using switching [37], our prototype embeds the randomized
allocation pattern into a dedicated JRC waveform. Here, we
describe how these joint waveforms are generated.
A block diagram of the JRC waveform generator is depicted
in Fig. 6(a): The inputs of the generator are the communication
data block and the steered direction of the radar beam. The out-
put of the waveform generator is the JRC waveform for each
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Fig. 6. Waveform generator block diagram (left) and antenna array (right).
antenna element. The JRC waveform transmitted determines
the allocation pattern of the antenna array. The generation
process consists of the following steps:
1) Communication symbol generator: the conversion of the
data block into GSM symbols consists of two modules:
• Serial-to-parallel (S/P) module, where the data block is
divided into multiple GSM blocks. Each GSM block
consists of two sets of bits: spatial selection bits, used
for determining the antenna allocation, and constella-
tion bits, conveyed in the communication symbol.
• GSM mapping module, which maps each GSM block
into its corresponding constellation symbol and an-
tenna allocation pattern.
2) Radar waveform generator: the beam direction is con-
verted into a radar waveform via the following modules:
• Beamforming weight generation, which assigns the
weights to direct towards the steered direction.
• Radar waveform generation, which weights the initial
radar waveform to obtain the desired beampattern.
3) Radar and communications waveform combiner: the JRC
waveform is generated by combining the radar waveform
and communication symbol blocks. In this combiner, the
communication chips are inserted into the radar waveform
based on the antenna allocation bits. An example for such
a combined waveform is depicted in Fig. 2(c).
As illustrated in Fig. 2(c), the JRC waveform is divided
into multiple time slots, where the length of each slot is
dictated by the communication symbol duration. In each time
slot, the allocation of the array element is determined by
the content of its waveform. This joint waveform generation
process facilitates the application of SpaCoR without utilizing
complex high speed switching devices.
V. PROTOTYPE REALIZATION
In the previous section, we introduced the design philosophy
of the DFRC prototype, which divides the implementation
of our scheme between software and dedicated hardware
components. The prototype is depicted in Fig. 5(b): It consists
of a PC server, a DFRC Tx board, a DFRC Rx board, a REG,
and a two dimensional antenna array with 16 elements. The
GUI and data processor are implemented in software on the
PC server. In this section we present the structure of each
component in our DFRC prototype, detailing the hardware and
software modules in Subsections V-A-V-B, respectively.
A. Hardware Components
1) Antenna Array: A two dimensional antenna array with
16 elements is used in our prototype, depicted in Fig. 6(b).
The antenna works with carrier frequency 5.1 GHz and has a
(a) (b)
Fig. 7. FPGA board, DAC card Radio frequency card of the transmitter.
(a) (b)
Fig. 8. FPGA board, ADC cards and radio frequency card of the receiver.
80 MHz bandwidth. In particular, we use the frequency band
of 5.06 − 5.11 GHz for radar, while the band 5.11 − 5.14
GHz is assigned to communication. The antenna consists
of 16 elements, where 8 are utilized for transmission and
8 for receive. The selection of which elements are used is
determined by a set of 16 switches. The antenna switching
is controlled by a micro-controller with an internal memory
which is controlled by the PC application via serial interface.
2) DFRC Tx Board: The input of the transmitter is a
set of 8 digital JRC waveforms generated by the PC server,
each intended for a different element. In the transmitter, the
digital JRC waveform is converted into analog, up-converted
to passband, and amplified. The resulting analog waveform is
forwarded to the transimit antenna using 8 cables.
This process is implemented using three components: An
FPGA board, a digital-to-analog convertor (DAC) card, and
an up-conversion card. These components are depicted in
Fig. 7. High speed data transmission interface is realized on
the FPGA, which transfers the digital waveform data from
the portable server to the DAC board. Each of the 8 digital
signals is converted to analog using a 4DSP FMC216 DAC
card. The FMC216 provides sixteen 16-bit DAC at 312.5Msps
(interpolated to 2.5Gsps) based on TI DAC39J84 chip. In the
up-conversion card, the analog waveform is up-converted using
a local oscillator and amplified by a passband filter. After
digital to analog conversion and up conversion, 8 waveforms
are forwarded to the antenna array to be transmitted.
3) DFRC Rx Board: The receiver board allows the received
radar echoes to be processed in software. Broadly speaking,
it converts the passband analog echoes and received wave-
forms to baseband digital streams, forwarded to the server.
The receiver board consists of a VC707 FPGA board, two
FMC168 analog-to-digital convertors (ADCs) cards, and a
radio frequency down-convertor board, as depicted in Fig. 8.
Each received passband signal is first down converted to
baseband by the radio frequency card. This process consists
of amplifying the passband waveform, followed by being
mixed with a local oscillator, and applying a baseband filter,
resulting in a baseband signal, which is in turn amplified by a
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Fig. 9. Schematic illustration of REG operation.
baseband amplifier. The amplified analog baseband waveform
is converted to digital by the FMC168 card. The FMC168
is a digitizer featuring 8 ADC channels based on the TI
ADS42LB69 dual channel 16-bit 250Msps A/D. The board
is equipped with two ADC cards, where one is connected
to the receive elements of the DFRC antenna and the other
is connected to the communications receiver antenna. The
high speed data transmission interface is implemented on the
FPGA, transferring the signals to the PC server, where they
are processed via the detection strategy detailed in Section II.
4) REG: In order to simulate echoes generated by moving
radar targets in an over-the-air setup, we use a REG. The REG
consists of a Rhode & Schwarz FSW signal and spectrum
analyzer, which captures the received waveform, and a Rhode
& Schwarz SWM200A vector signal generator, which adds
the delays and Doppler shifts to the observed waveform and
transmits it over-the-air. The signal and spectrum analyzer and
the vector signal generator are connected to a dedicated receive
and transmit antenna element, respectively. An illustration of
the REG components and their operation is depicted in Fig. 9.
The REG operation is triggered when it receives a transmitted
radar pulse. This procedure allows us to experiment our
prototype with over-the-air signaling with controllable targets.
Up to 6 targets can be generated by the REG, whose range
and Doppler can be configured to up to 10 kM and 190
kHz, respectively. The parameters of the targets are configured
directly by the PC application by LAN interface.
5) Data Processor: The data processor is a 64-bit laptop
with 4 CPU cores and a 16GB RAM. A Matlab application
operating on the data processor carries out the following tasks:
• Generation of the JRC waveform in digital, and forward-
ing them to the DFRC Tx board for transmission.
• Processing the received radar echoes, implementing the
scheme detailed in Subsection II-D.
• Detection of the transmitted data symbol based on the
received communications signal.
For experimental purposes, the application also provides the
ability to embed a pre-defined target scheme into the received
radar waveforms, allowing to evaluate the performance of the
system with various configurable target profiles.
The processing flow and the configuration of the setup
parameters are controllable using a dedicated GUI, as detailed
in the following subsection.
TABLE I
EXPERIMENT SETTINGS.
Parameter Value Parameter Value
M 4 Tc 2.5 µs
MrT 2 Tr 30 µs
B. GUI: Configuration, Control and Display
A GUI is utilized to configure the prototype parameters,
control the experiment process, and display the results. A
screenshot of the GUI is shown in Fig. 10.
1) Parameter configuration: In order to simulate the DFRC
system using the hardware prototype, one must first select
the system configuration. The configurable properties of the
system include radar parameters, communication parameters,
and DFRC platform parameters. For the radar subsystem,
the GUI allows to set the signal-to-noise ratio (SNR) of
the radar echoes, i.e., the amount of noise added to the
received waveforms in software, as well as the selection of
the simulated target scenario mode. For the communications
subsystem, one can specify the constellation order and the
number of GSM symbols used. For the platform parameters,
the GUI allows configuring the number of elements used in the
antenna array, i.e., M , as well as how many antenna elements
are assigned for radar or communications, i.e., MrT and M
c
T .
2) Controller: Once the parameters are configured, an
experiment can be launched. The GUI allows the user to
launch an experiment in two stages, by first initializing the
hardware components to use the specified parameters, after
which the transmission and reception can begin. Once the
experiment is on-going, its results are updated in real-time, and
is carried out until either all waveforms have been transmitted,
or, alternatively, it is terminated by the user.
3) Displayer: The experiment results are visually presented
by the GUI using three figures which are updated in real-time,
as well as an additional static figure displaying the locations of
the simulated targets. For the evaluation of radar performance,
the GUI compares SpaCoR with Fix1 by dedicating a figure
to each scheme. These figures can compare either the beam
pattern, or the target recovery resolution. For communication
evaluation, the BER curves of both methods are compared
when transmitting at the same bit rate, i.e., the same number
of bits per time slot.
VI. NUMERICAL EVALUATIONS
In this section we evaluate SpaCoR and compare it to
DFRC methods with fixed antenna allocation in hardware
experiments and simulations. The numerical evaluation of
the radar and communications subsystems are detailed in
Subsections VI-A-VI-B, respectively. In particular, the radar
performance in detecting multiple targets detailed here is based
on the hardware prototype, while the remaining evaluations are
carried out in simulations. Table I lists some of the parameters
used in our prototype-aided experiments. While the prototype
allows using 8 antennas, in our experiments we use M = 4
elements.
A. Radar Subsystem Evaluation
The analysis in Section III indicates that SpaCoR outper-
forms fixed antenna allocation schemes in several aspects:
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Fig. 10. Graphical User Interface of the prototype
It has finer angular resolution compared with Fix1 and has
lower sidelobes compared with Fix2. In the following we
demonstrate that these theoretical conclusions are also evident
in our experiments, We first compare the angular resolution
of SpaCoR to Fix1 by comparing their ability to recover the
locations of multiple adjacent targets. Then, the angle of a
radar target is estimated in the presence of interference caused
by clutters, allowing us to evaluate the sidelobe levels of the
different DFRC methods.
In the sequel, the bandwidth of radar waveform is set to
Br = 50 MHz. The locations of radar targets are recovered
by using orthogonal matching pursuit (OMP) [30] to solve
(12). The delay interval and the spatial frequency interval are
set to δτ = 15Br and δϑ =
2pi
5M , respectively.
1) Radar Angular Resolution: The angular resolution de-
termines the smallest angular distance required to distinguish
two adjacent targets located in the same range cell. It is
computed as half the width of the first two null points around
the mainlobe of the beam pattern in the angular dimension.
From the analysis in Subsection III-B, the angular resolution of
SpaCoR is 2piM , which equals the angular resolution when using
the full ULA with M transmit antennas solely for radar. The
resolution of Fix1 is 2piMrT , which is larger than that of SpaCoR.
To demonstrate that this advantage of SpaCoR over Fix1 is
translated to improved target recover, we consider a scenario
with two targets located in the same range cell but with
different angular directions, where the reflective parameters
{αl} are all set to one, and the radar SNR, defined as
SNR(r) :=
(MrT )
2Pt
σ2r
, is set to 0 dB. The direction of transmit
beam is set to θT = 0. Specifically, in the considered scenario
the angular difference between the two adjacent targets is
larger than the angular resolution of SpaCoR while smaller
than the angular resolution of Fix1.
The recovery results of SpaCoR and Fix1 are shown in
Fig.11(a)-11(b), respectively, along with the true locations of
the targets. From the recovery results, we observe that SpaCoR
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Fig. 11. Recovery results for two adjacent targets.
is capable of accurately recovering the target locations, while
Fix1 fails to do so. This is because that SpaCoR has improved
resolution than that of Fix1. The recovery results of a more
complex scenario with six targets are depicted in Fig. 12,
which further demonstrates the improved ability of SpaCoR
in identifying multiple adjacent targets.
2) Sidelobe Level: Radar target detection performance is
degraded in the presence of clutters, where the magnitude
of this degradation is related to the sidelobe level of the
transmit beam pattern. A higher sidelobe level radiates more
energy in the direction of the clutters, resulting in increased
interference which in turn degrades detection performance. In
Section III, we analyzed the sidelobe levels of SpaCoR and
the fixed allocation schemes through the variance of transmit
beam pattern. In this simulation, we demonstrate that the
reduced sidelobe levels of SpaCoR translate into improved
target detection accuracy. To that aim, we consider a scenario
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Fig. 12. Recovery results for six targets.
in which one radar target is located in the mainlobe of the
radar transmit beam pattern, and evaluate radar performance
in the presence of clutter. Two clutters are randomly generated
outside the mainlobe of the transmit beam pattern in the
same range cell with the radar target. The amplitudes of the
clutter reflective factors are randomized following a Rayleigh
distribution as in [38, Ch. 2.2].
Here, we use hit rate as the performance criterion. A hit is
defined if the angle parameter of the target is successfully
recovered. The hit rates of angle estimates are calculated
over 4000 Monte Carlo trials versus the signal-to-clutter ratio
(SCR), defined as the ratio between the square of target
reflective factor and the square of the expected clutter reflective
factor. The results are depicted in Fig. 13, where the hit rate
curves of the full antenna array, SpaCoR, Fix1 and Fix2 are
shown. Observing these hit rate curves, we find that the hit
rate of SpaCoR approaches that of using the full array, and
outperforms the fixed allocation methods, while Fix1 achieves
the lowest hit rate for all considered SCR values. These results
are in line with the theory analysis detailed in Section III: Due
to the shrinkage of antenna aperture, the mainlobe of Fix1 is
wider than the mainlobes of SpaCoR and Fix2. Hence, the
interference introduced by the clutters are strongest, which
notably degrades the radar performance. SpaCoR outperforms
Fix2 as the variance of transmit beam pattern for SpaCoR is
lower than that of Fix2, and thus its sidelobe levels are lower
and it is less sensitive to interference caused by clutters.
B. Communications Subsystem Evaluation
The communications subsystem of SpaCoR is based on
GSM signaling. For comparison, the DFRC systems with
fixed antenna allocation do not encode bits in the selection
of the antennas, and thus convey their information only via
conventional spatial multiplexing MIMO (SMX). To compare
the communication capabilities of the considered methods, we
compare their uncoded BER performance, To that aim, a total
of 105 JRC waveforms are transmitted and decoded by the
receiver, To guarantee fair comparison, we set the data rates
of the considered methods to be identical. This is achieved
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Fig. 13. Hit Rate of angle estimate in different antenna allocation schemes.
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Fig. 14. BER comparisons of GSM and SMX.
by using constellations of different orders. In particular, we
compare GSM-QPSK, which conveys two spatial bit in the
selection of the two antennas from an array of M = 4
elements, and four constellation bits, in the form of two QPSK
symbols, per GSM symbol, with SMX-8PSK. Similarly, we
compare the BER achieved when using GSM-8PSK to that of
SMX-16PSK, both of which transmit 8 bits in each time slot.
The BER curves of the GSM-based SpaCoR compared to
DFRC systems with fixed antenna allocation utilizing SMX
for communications are depicted in Fig. 14. We observe in
Fig. 14 that for the same data rates, GSM achieves improved
BER performance compared to SMX, and that its BER curve
decreases faster than SMX with SNR. This gain follows from
the fact that GSM utilizes less dense constellations compared
to SMX, as it conveys additional bits in the selection of the
antenna indices. Nonetheless, this performance gain comes
at the cost of increased decoding complexity at the receiver,
which is a common challenge associated with IM schemes.
The communication performance gains of GSM, observed
in our evaluation of its uncoded BER performance, are also
evident when evaluating its mutual information (MI) between
the transmitted signal and the channel output, which represents
its achievable rate. To demonstrate this gain, we numerically
compare the MI of GSM with that of SMX in Fig. 15. Our
evaluation of the MI values are based on the derivation of
the MI of GSM given in [25]. Observing Fig. 15, we note
that, as expected, the MI does not exceed the number of bits
encapsulated in each symbol. Consequently, the maximal MI
of GSM-QPSK and SMX-8PSK equal to 6 bits per symbol,
while the maximal MI of GSM-8PSK and SMX-16PSK equals
8 bits per symbol. However, these data rates can only be
achieved reliably at high SNR values. In lower SNRs, GSM
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Fig. 15. Mutual information comparisons of GSM and SMX.
achieves improved MI over SMX, indicating that it is capable
of reliably conveying larger volumes of data. These results,
combined with the radar performance evaluated in Subsection
VI-A, demonstrate that the usage of GSM in DFRC systems
contributes to both radar, in its introduction of radar agility
which contributes to the angular resolution, as well as the
communications subsystem, allowing it to achieve improved
performance in terms of both BER as well as achievable rate.
VII. CONCLUSIONS
In this paper, we proposed SpaCoR, which is a DFRC
system based on GSM. SpaCoR conveys additional bits by the
combinations of transmit antenna elements, and the antenna
allocation patterns change between symbols in a random
fashion introducing spatial agility. The signal models and
processing algorithms were presented. In order to evaluate
the radar performance, we characterized the transmit beam
pattern and analyzed its stochastic performance, showing that
the beam pattern of the proposed system approaches that of
using the full antenna array solely for radar. To demonstrate
the feasibility of the approach, we built a dedicated hardware
prototype realizing this DFRC system using over-the-air sig-
naling. Hardware experiments and simulations demonstrated
the gains of the proposed method over DFRC systems using
fixed antenna allocations in terms of both radar resolution and
sidelobe level, as well as communication BER and achievable
rate. Our results and the presented hardware prototype narrow
the gap between the theoretical concepts of IM-based DFRC
systems and their implementation in practice.
APPENDIX
A. Proof of Theorem 1
For a given time slot k, the indices of the radar transmit-
ting antennas, denoted by MGSMk , are randomized from the
radar antenna combination set. The random vector MGSMk
thus obeys a discrete uniform distribution over this set, i.e.,
Pr
(
MGSMk
)
= 1/Pc, where Pc :=
(
M
MrT
)
is the total number
of possible antenna index combinations. The expected transmit
delay-direction beam pattern can be calculated as follows:
E{χGSMT (τd, fθ)} = Nrec−1∑
n=0
K−1∑
k=0
E{ρT (k, fθ)}
× g
(
nTs−kTc− τd − τ˜
Tc
)
h[n, τd + τ˜ ]h
∗ [n, τ˜ ] . (A.1)
The expected value of the transmit gain in (A.1) is
E {ρT (k, fθ)} = E

MrT−1∑
l=0
ejmk,lfθ

(a)
=
1
Pc
Pc−1∑
i=0
MrT−1∑
l=0
ejm
(i)
l fθ
(b)
=
1
Pc
·Pc ·M
r
T
M
M−1∑
m=0
ejmfθ
= e−j
fθ
2 · M
r
T
M
· sin (Mfθ/2)
sin (fθ/2)
, (A.2)
where (a) follows since MGSMk is uniformly distributed, and
(b) holds as there are Pc ·MrT items in the summation, where
each index in {0, 1, . . . ,M − 1} occurs PcMrT /M times. As
E {ρT (k, fθ)} does not depend on the index k, we substitute
E {ρT (k, fθ)} by E {ρT (·, fθ)}, and (A.1) is rewritten as
E{χGSMT (τd, fθ)} = E{ρT (·, fθ)}
×
Nrec−1∑
n=0
K−1∑
k=0
g
(
nTs−kTc− τd − τ˜
Tc
)
h[n, τd + τ˜ ]h
∗ [n, τ˜ ]
= E {ρT (·, fθ)} ·
Nrec−1∑
n=0
h[n, τd + τ˜ ]h
∗ [n, τ˜ ] , (A.3)
which follows from
∑K−1
k=0 g
(
nTs−kTc−τd−τ˜
Tc
)
=
g
(
nTs−τd−τ˜
Tr
)
, and since h (t) is a pulse with width Tr,
g
(
nTs−τd−τ˜
Tr
)
h [n, τd + τ˜ ] = h [n, τd + τ˜ ]. Substituting (A.2)
into (A.3) and taking its absolute values proves (17).
B. Proof of Proposition 1
The variance of the transmit beam pattern is
V = E
{∣∣χGSMT (τd, fθ)∣∣2}−∣∣E {χGSMT (τd, fθ)}∣∣2 . (B.1)
The second term in (B.1) is given in (17). By defining
η (k, τd)=
Nrec−1∑
n=0
g
(
nTs−kTc−τd − τ˜
Tc
)
h [n, τd+τ˜ ]h
∗ [n, τ˜ ] ,
it can be shown that E
{∣∣χGSMT (τd, fθ)∣∣2} equals
E{∑K−1k=0 ∑K−1k′=0 [η(k, τd)ρT (k, fθ)η∗(k′, τd)ρ∗T (k′, fθ)]},
and can thus be written as
E
{∣∣χGSMT (τd, fθ)∣∣2} = K−1∑
k=0
|η (k, τd)|2 E
{
|ρT (k, fθ)|2
}
+
K−1∑
k=0
∑
k′ 6=k
η (k, τd) η
∗(k′, τd)E{ρT (k, fθ)ρ∗T (k′, fθ)} . (B.2)
To compute (B.2), we note that by (4) and the fact that MGSMk
obeys a uniform distribution, it holds that
E
{
|ρT (k, fθ)|2
}
=
1
Pc
Pc−1∑
i=0
MrT−1∑
l=0
MrT−1∑
l′=0
e
j
(
m
(i)
l −m
(i)
l′
)
fθ
(a)
=
1
Pc
PcMrT (MrT−1)M (M − 1)
∣∣∣∣∣
M−1∑
m=0
ejmfθ
∣∣∣∣∣
2
+
PcM
r
T (M−MrT )
M − 1

=
MrT (M
r
T−1)
M(M−1)
∣∣∣∣ sin (Mfθ/2)sin (fθ/2)
∣∣∣∣2 + MrT (M−MrT )M−1 , (B.3)
13
where (a) holds as the summation can be decomposed into
constant terms, which add up to PcM
r
T (M−MrT )
M−1 , and to the
term
∣∣∣∑M−1m=0 ejmfθ ∣∣∣2, which repeats PcMrT (MrT−1)M(M−1) times. Ad-
ditionally, for k 6= k′ the random variables ρT (k, fθ) and
ρ∗T (k
′, fθ) are independent, and thus
E {ρT (k, fθ) ρ∗T (k′, fθ)}=
(
MrT
M
)2∣∣∣∣ sin (Mfθ/2)sin (fθ/2)
∣∣∣∣2 . (B.4)
Furthermore, it holds that
∑K−1
k=0
∑
k′6=k η
(
k, τd
)
η∗
(
k′, τd
)
=∣∣∑Nrec−1
n=0 h [n, τd + τ˜ ]h
∗ [n, τ˜ ]
∣∣2−∑K−1k=0 |η (k, τd)|2. Substi-
tuting this as well into (B.1), we obtain
V {χGSMT (τd, fθ)} = K∑
k=1
|η (k, τd)|2×{
MrT (M
r
T−M)
M2 (M − 1)
∣∣∣∣ sin (Mfθ/2)sin (fθ/2)
∣∣∣∣2+MrT (M−MrT )M − 1
}
. (B.5)
When we specialize in (15) for chirp waveforms, it holds that∑K−1
k=0 |η (k, τd)|2 ≈ N
2
r
K sinc
2
(
Brτd
K
)
. Utilizing this together
with (18) proves (19).
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