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1. INTRODUCTION 
This paper discusses the local asymptotic behavior of solutions of certain 
systems of ordinary differential equations containing a parameter. Let x 
be a complex variable, F a small complex parameter, y an n-dimensional 
vector. Then the systems of differential equations to be studied are a subclass 
of systems of the form 
(1.1) 
where A(x, l ) is an 1z by-n matrix function holomorphic in both variables in 
the domain defined by 
W. , co ,o,) = lb, ~1 I I x I d x0 , 0 < I 6 I d co , I arg E I < eo>, (1.2) 
X 0 7 co Y B. being positive constants. At E = 0, A(x, l ) is not required to be 
holomorphic, but is assumed to have an asymptotic expansion 
45 l ) - i 444 ET, E + 0, (l-3) 
r=o 
valid uniformly in I x I < x0 , I arg E I < co . Under present conditions, the 
A,(x) are necessarily holomorphic in j x / < x0 . (See e.g., Wasow [4], Sec- 
tion 9). 
Only systems whose lead matrices A,(x) satisfy the following assumptions 
will be studied. 
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ASSUMPTION I. A,(x) can be holomorphically diagonalized, i.e., there exists 
a matrix T(x) holomorphic in 1 x i 6 x,, , together with its inverse, such that 
T-l(x) A,(x) T(x) is a diagonal matrix. 
ASSUMPTION II. If h,(x),..., hk(x) are distinct eigenvalues of A,(x) then 
hi(x) = x”&(x) for all i = I,..., k, where p is a positive integer, x,(x) are holo- 
morphic in / x / < x0 , and all x,(O) are distinct. 
If Assumption I is satisfied, the transformation y = T(x) y* will take (1.1) 
into an equation of the same type whose lead matrix is diagonal. Thus, from 
now on it will be assumed that the lead matrix A,(x) is diagonal. Systems 
whose lead matrix is diagonal can be fittingly called “almost diagonal systems,” 
because the coefficient matrix of such systems is the sum of a diagonal matrix 
and a perturbation term which is small when E is small. 
By a theorem of Sibuya [3], the local asymptotic analysis of (1. I), as E + 0, 
can be reduced to the study of special cases in which the lead matrix of 
A(x, l ) satisfies the hypothesis that A,(O) is nilpotent and in Jordan canonical 
form. Since it is assumed that A,(x) is diagonal, only the cases in which 
A,(O) = 0 (1.5) 
need be studied. Condition (1.5) means that all eigenvalues of A,(x) coalesce 
at x = 0, thus making x = 0 a turning point for the asymptotic study of (I. l), 
according to common terminology. As Wasow had stated in [5], the problem 
of this paper appears in a very natural context when the differential equation 
(1.1) is self-adjoint, i.e., when AT(x, l ) = - A(x, E) for real x and E, or, in 
other words, when A(x, 6) is anti-hermitian. In fact by virtue of a theorem 
of Rellich [2], th e ea 1 d matrix A,(x) of a self-adjoint problem can always be 
taken to be in diagonal form. 
Away from the turning point, classical theory applies yielding asymptotic 
expansion for solutions of the differential equation, but the asymptotic series 
so obtained is no longer valid at the turning point. To remedy this, one can 
perform a “stretching” transformation of the form x = tp (p is some power 
of 6) on the independent variable in such a way that the new equation becomes 
regular with respect to the new parameter TV. Series expansions in powers of /L 
can then be obtained for solutions of the stretched equation. Such expansions 
are valid in a bounded disc in the t-plane. In terms of the x variable, the 
region of validity shrinks to a point as E -+ 0. If one can show that the regions 
of validity for the two types of expansions described above overlap, then one 
can “match” the two expansions at the common region where both expansions 
are valid. Such technique is usually referred to as the method of “stretching” 
and “matching.” 
The problem of “matching” two expansions in general is a complicated 
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problem. In this paper it is shown that one can construct special series expan- 
sions for solutions that are untformly valid at and away from the turning point, 
thus eliminating the problem of “matching. ” The main result is contained 
in the following theorem. 
THEOREM. If assumptions Z and II are satisfied then corresponding to any 
givensector Iargx--]</$0<~<~/2(p+l),Eq.(l.l)hasafunda- 
mental matrix of the form 
Y(x, l 1 = % 4 exp [+Qw] , Q(x) = /,” A,(t) dt, 
where Y(x, 6) has an asymptotic expansion of the form 
qx, E) - f Y&Y, c) 8’(9+1), E -+ 0, 
7=0 
(1.6) 
unaformly valid in 
= {(x, c) I I x I < xl I arg x - 01 I < B, 0 < I E I < 9 , I arg E I < 4>. 
x1 , e1 , e1 are constants satisfying 
0 -=c Xl < x0 9 0 < El d ql , 0 < 0, < e, . 
To be more precise, while each term in the expansion (1.6) is of the order 
Y,(x, c) E”(p+l) = O([y(e)]‘), 
the remainder after m + 1 terms is of the order 
qx, c) - 5 Y7(x, c) E"(p+l) = O([y(e)]m+l). 
T=O 
The order relations above are valid uniformly in D&x1 , c1 , 0,) as E -+ 0, and 
Y(E) is a function defined by 
Thus if p > 1, then (1.6) has the same asymptotic character as a power series 
in &(~fl), while if p = 1, the asymptotic character is only slightly weaker. The 
terms Y,(x, 6) in (1.6) can be calculated successively by quadratures. 
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2. PROOF OF THE THEOREM 
Let h,(x) a** &(x) be distinct eigenvalues of the lead matrix A,,(x), with 
multiplicities n, ,..., fzk respectively (n = n, + *** + n,). Since A,(x) is 
assumed to be diagonal, we can write A,(x) (rearrange the eigenvalues if 
necessary) as direct sum of diagonal submatrices in the form 
where Ini denotes the ni x ni identity matrix. From now on it will be assumed 
that every n x n matrix is partioned in the same way as the matrix A,(x) 
in (2.1). Aj” will denote the submatrix in the (i,j) entry of the partitioned 
matrix A. 
Equation (1.1) can be written in the form 
(2.2) 
In view of Lemma 2.1 below, the block diagonal entries of B(x, l ) can be 
assumed to be identically zero. 
LEMMA 2.1. There exists a function P(x, e) holomorphic in D(x, , E,, , 8,) 
such that 
(i) P(x, c) is block diagonal with P(0, E) = I and admits an asymptotic 
expansion CFzO P,( x l T as E -+ 0 uniformly valid in D(x, , q, , 8,). ) 
(ii) The transformation y = P(x, e) x takes (2.2) into 
(2.3) 
where C(x, l ) is holomorphic in D(x, , q, , Q, has an asymptotic expansion 
CFzO C,.(x) l T, as E + 0, valid un.@mly in 0(x0 , e0 , e,), and its block diagonal 
entries are identically zero. 
PROOF. Let P(x, C) be a block diagonal matrix, then P(x, l ) and A,(x) 
commute. In order that the transformation y = P(x, C) z takes (2.2) into (2.3), 
P(x, l ) must satisfy 
E $ = (A,(x) + &(x, l )) P - P(A,(x) + EC(X, l )), i.e., 
$ = qx, E) P - PC(x, e). (2.4) 
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Let P = diag(Pll, Pz2,.,. Pkk), then for C(x, l ) to have zero block diagonal, 
Pii must satisfy 
&Xi 
- z fp(x, c) pii. 
dx (2.5) 
Equation (2.5) is a regular problem with respect to E. Thus one can immediate- 
ly assert the existence of a solution satisfying the initial condition that 
Pii(O, c) = Ini . 
Returning to Eq. (2.2) h w ere the matrix Bx(, e) is assumed to have zero 
block diagonal, let P(x, E) be a matrix such that y = P(x, c) u transforms (2.2) 
into 
du 
E TX = A,(x) 24. (2.7) 
Since A,(x) is diagonal, (2.7) h as a fundamental matrix given by 
It remains to find the matrix P(x, e) which is the main concern for the rest of 
the paper. Now P(x, 6) satisfies the equation 
E $ = [A,(x) P - m,(x)] + &3(x, c) P. (2.9) 
A stretching transformation on the independent variable of the form x = tp, 
p = ,l/(a+l) (p is the order of zero of A,(x) at x = 0, see Assumption II) will 
change Eq. (2.9) into an equation which is regular with respect to the new 
parameter p. The resulting equation is 
$ = t”&(x) s+ - Pa,(x)] + pB(x, p*+l) P, (2.10) 
where d,,(x) = x+&,(x) = x,(x) In, @ *a- @x,(x) In, . The reason why x 
still remains in (2.10) and not be replaced by tp will be apparent later. A 
formal series solution of the form C,“=. Y,(t) p7 can easily be shown to be 
asymptotic to an actual solution in some bounded disc 1 t / < t,,; however, 
in terms of the x variable, this becomes 1 x ) < t, 1 p 1 which shrinks to a 
point as p --f 0. Thus, one has to look for some other form of series solution 
which is aysmptotic in the disc 1 x 1 < x0, i.e., in the expanding disc 
1 t 1 < x0 1 p 1-l as p + 0. 
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Consider the sequence of functions Y,. = Yr(t, p) defined by the following 
recurrence differential equations. 
dl’ 
-2 = P[do(x) Y, - Y&,(x)] 
dt 
dY 
---L = P[F,(x) Y, - Y&(x)] + 
dt 
c &(4 ys 3 r > 0. (2.11) 
bJ+l)a+8=r-l 
The B,(X) are the expansion coefficients in the asymptotic expansion of 
B(x, E), i.e., 
B(x, E) w f B,(x) er = f B,(x) p”p+“. 
r=o 7=0 
(2.12) 
It is straight forward to verify that x:,“=. Y,(t, CL) pr is a formal solution of 
(2.10). The recurrance differential equations (2.11) are obtained by inserting 
a formal series C,“. Yrpr in place of Y and the series (2.12) in Eq. (2.10) 
and equating coefficients of like powers of p, treating x as another variable 
and not as tp. The reason in doing so is that the terms A,(x), B,(x) are holo- 
morphic functions in x in 1 x ] < x0 and thus bounded in ] x 1 < x0 , i.e., 
in the expanding disc / t / < x0 j p I-l, so that there is hope that the functions 
Yr(t, p) which are solutions of (2.11) will grow as slowly as possible in 
1 t I < x0 / ,LL 1-l when p is small. If the growth of the functions Y+.(t, p) is 
sufficiently slow there is a chance that the formal series solution CF=o Y+r 
will have asymptotic character in a more general sense (see, e.g., ErdClyi [l] 
for a general definition of asymptic series). Thus the growth of the functions 
Yr(t, CL) will have to be studied carefully. 
Equation (2.11) can be solved successively by the following integrals as 
can be easily verified. 
yv(t, p)= - jrctj eG(t,u)--G(T*u) 1 B,(.$) Ys(7, p) eG(T*u)-G(t*u) dT, 
~p+lb+B=r-l 
r > 0, (2.12) 
where 5 = T~.L, G(r, p) = Ji r’/Io(rp) dT. l’(t) denotes a set of n2 paths 
beginning at t, one for each matrix element. These paths will be determined 
later. For if j, let the functions gij(t, p) be defined by 
&dh P) = j: +‘(h‘) - %(v)) dT 
= a&“+l&j(x), (2.13) 
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where aij = (x,(O) - &.(O))/(p + l), which by Assumption II are nonzero, 
and&.(x) are functions holomorphic in j x ] < x,, , with&.(O) = 1. For i = j, 
let gdi(t, p) be identically equal to zero. Then the (i, j) submatrix of Y,.(t, p) 
is given by 
Here a single path rii(t) is used for the whole (i, j) submatrix. For i = j, 
the exponent in the integrand of (2.14) is zero, in this case the path rii(t) 
will simply be chosen to be the straight line segment from t to the origin. 
For i # j, one would like to choose path yij(t) along which 
is negative. This cannot be achieved unless t is restricted to some suitable 
domain. (Usually known as admissible domain.) 
To determine the admissible domain, one notes that gii(t, cl) behaves like 
uijtP+l for t large (see(2.13)), thus a careful study of the functions Re uijtP+l 
will be helpful. Essentially, the problem is to find a region S in the T-plane 
(7 is the variable of integration in (2.14)) such that for every t E S, there is a 
path from a fixed point in S to t along which Re(a&‘+l) is strictly increasing. 
To simplify discussion, let u = ~*+r where u varies over a (p + I)-sheeted 
Riemann surface as 7 varies over the T-plane. For any sector in the -r-plane 
given by 1 arg T - 01 1 < /3, 0 < ,5 < [r/2@ + l)], its image in the a-plane 
is the sector ( arg a - (p + 1) OL ] < (p + 1) B, whose central angle is less 
than 7. Thus given any OL, p{O < /I < [n/2@ + l)]}, let y be a number so 
that the open half-plane 1 arg a - y 1 < (r/2) contains the sector 
Iargo-(p+l)aI <(P+l)P, 
and that the two binding rays of the half-plane do not lie in any directions 
along which Re aiju = 0, i # j. (Note: For each air., on each sheet of the 
(p + 1)-sheeted R’ iemann surface, there are two directions along which 
Re uiiu = 0.) Next, pick 6 > 0 sufficiently small so that the sector 
1 arg u - y 1 Q (7r/2) - 6 still contains the sector 
I arg Q - (P + 1) 0~ I < (P + 1) 8, 
while the two closed sectors 
r--4<argu<,+ 
2 (es) 
contain no direction along which Re uiju = 0, i f j (see figure). 
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argc=y 
FIG. 1 
Let T be the triangular region in the a-plane whose vertices are the origin 
and the points q , ~7~ , where 
I 01 I = I u2 I = to = f$ > 
arg q = Y + (; - 8) , arg u2 = y - - - 8 . ( 1 ; 
Z. is a constant betweenoand x0 to be determined later. Lets be any point in T, 
then by construction, for all i, j, i +j, Re aiju changes monotonically as 7 
moves from u1 to u, along a path consisting of the two directed line segments 
-- 
UlS, su2 . Whether Re uiju increases or decreases along the path depends 
on aij only. Thus, one can always find a directed straight line segment 
mij (uij is either u1 or u2) along which Re uiju is strictly increasing. Let S be 
the anticedent of T in the T-plane. We remark for later reference that S 
contains the bounded sector 
Sar,&) = (7 I I arg 7 - 01 I < B, I * I < h>, (2.15) 
where t,=wt,=qji~~, x~=w~?~, w = (sin 8)l/(p+l). Now, for every 
t E S, let rij(t) be the antecedent of the straight line segment suij (s = tp’l) 
then Re a&‘+1 is strictly increasing along rij(t). The following calculation 
will show that for t E S, Regij(T, CL) is also strictly increasing along rij(t) 
if d, is taken to be sufficiently small. 
First of all, 
g&9 P> - aijT p+1 = aiiT”+y&j(~) - 1) = CzijTPf~O(~), 
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here 5 = 7~. Therefore, for 1 f 1 < x0 , 
where c is a constant independent of p and 7. Now the path yij(t) can be 
parametrized by the real variable p in the following way, 
,, = Tp+l, .$ = p+1 u = s + pb, 
(2.16) 
Thus, along yij(t), gij(r, p) - aijTp+l is a function of p and 
Therefore, if CC,, is chosen sufficiently small, Regii(T, CL) will still be strictly 
increasing along yii(t) for t E S, 0 < p < pLo = $~+l. 
The following lemmas will be helpful in Finding the growth of the functions 
Y:j(t, p) in (2.14). 
LEMMA 2.2. For t E S, and 0 < p < CL,, = #P+~, the following inequalities 
hold. 
(a) 11 I T l--p7c(T) I dr ( < cl / log t, 16(p) 
(b) j,,,,,, I e%(t.'kj(r.“) I ) dT 1 < c2 1 t l-@(t), 
11 
Here 
and k(t) = 1: 
i+ j. 
if t >K 
;f I I t <K, 
where K is some Jixed positive constant. cl , c2 are constants independent of t 
and p, and to = &,/I ,u / . 
PROOF. Proof of (a) is straightforward and will be omitted. Proof of(b) will 
be divided into two parts as follows: 
(i) I t / < K. Using the change of variable and the parametrization of 
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rii(t) described by (2.16), one observes that along rij(t), Regij(T, CL) is a 
strictly increasing function 8((p) of p. Thus there exists a positive constant w 
such that 
fl(P> b w > 0, for 0 < p < / Uii - S j . 
By the mean value theorem, Q) = e(O) + P(b) p, 0 < ,? < p. Therefore 
l(O) - t(p) = - e’@) p < - cop. 
Thus, 
Re(g& CL) - g&, 14) = @> - QP) < - WP. 
From this, one gets 
s le Vii(t) q,(t.&LJ&.d , , dT / _ * ; l j’“iS ed(oM) / T l-Pdp 
.*+,:I- j P me-WDdp=E,jti-“, (2.17) 
0 
where es is a constant independent of t and CL. 
(ii) 1 t 1 < K. Let i be the point where the path yij(t) meets the circle 
17 1 = K. The integral in (b) is then split into two parts as follows. 
(,kd---Bij(T.“) I , dT , . 
Now 
1 ~‘A-+“(~.‘) 1 < 1 
while by part (i), the integral 
for all 
I 
‘,(f.,‘)4~,b.U) / I dT , 
Y&) 
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is bounded. Therefore I1 is bounded and I, is bounded by the length of that 
part of the path yij(t) from t and i, which can easily be seen to be bounded. 
This completes the proof of the lemma. 
DEFINITIONS. 
t E S, 0 < 1 p 1 < p. = clg’(‘+‘), I arg p 1 < A-- 
P+l 
(2.18) 
(2.19) 
LEMMA 2.3. Let F(t, CL), N(t, p) be matrix functions holomorphic for 
(t, TV) E A(S, p. , 0,). Let L be the integral operator dejned by 
LF(t, p) = _ IT(t) ,G(~,u)-G~)F(~, r) eGlr.u)-G(t.u) d7, 
where I’(t) are the paths yij(t) described previously, and G(t, I*) is the diagonal 
matrix J: +A,(,) dr. Furthermore, let N(t, u) be uniformly bounded in 
A(S, ~~ , 0,) and that the block diagonal entries of N(t, PI) are identically zero. 
If F(t, r) satisfies the inequality 
/IF”+, p) II < bf: (2.20) 
uniformly for (t, t.~) EA(& uo, O,), where i/ II is some suitable matrix norm, r 
a positive integer, and b is a positive constant independent of t and TV, then 
LN(t, p) F(t, p) satisjes the inequality 
II WV, p)F(t, 141’~ II < cbf %I > (2.21) 
uniform&for (t, I”) E 4% p. , e,), w h ere c is a constant independent of t and p. 
PROOF. Since N(t, p) h as zero block diagonal and is bounded, the matrix 
N(t, p) F(t, CL) satisfies the following inequalities. 
I/ [N(t, p) F(t, P)]“i 11 < eb I log to /*(p)(r-1)‘2 ] t I+(t), 
I/ [N(t, p) F(t, p)]ij 11 < tb 1 log to 18(p)r’2, 
where P is a constant independent of t and p. Using Lemma 2.2, one gets 
1, [LN(t, ,u) F(t, u)lii 11 < k,b 1 log to I*(p)(T+1)‘2 = &bf:;.:, , 
I, [LN(t, P) F(t, ,u)lii ]I Q &$ 1 log to j6(9)T’2 I t ]--9k(t) = a&f ;;I . 
This completes the proof of the lemma. 
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LEMMA 2.4. For every nonnegative integer r, the set of recurrence dijhmnta’al 
equations (2.11) have particular solution Yr(t, CL) satisfying the following growth 
conditions. 
I/ wt, P) II < CTf :, (2.22) 
uniformly for (t, p) E A(S, po, 0,). c, are constants independent oft and CL. 
PROOF. Set Y,,(t, CL) = I, then clearly (2.22) is satisfied for r = 0. Now 
assume that (2.22) is true, for r < 4 where & is a positive integer. Since 
Yl(t, p) is given by 
Yd4 CL) =L ( c 
(~+lkc+B=t-1 
and since B,(x) are uniformly bounded in d(S, CL,,  e,,), and have zero block 
diagonal entries, application of Lemma 2.3 yields 
Thus, by induction, the proof of Lemma 2.4 is completed. 
Lemma 2.4 states that the series CT& Yr(t, p) pLr has asymptotic character 
for (t, P) E 4% p. ,eo) as I-L + 0, because the succeeding terms of the series 
are multiplied by a factor of order of magnitude p for p > 0 and (log ~)l/~ p 
for p = 1, each time when r is increased by one. 
The next step is to show that equation (2.10) has a solution p(t, p) which 
admits the asymptotic series Cpzo Y,(t, p) pLT as its asymptotic expansion 
in the region d(S, po, 0,). To be more precise, for every positive integer m, 
the following inequality holds uniformly for P(t, p) in d(S, p. , 0,) 
where bm+l are constants. The existence of an holomorphic function having 
CFCo Yr(t, cl) pT as its asymptotic expansion is guaranteed by the extension of 
so called Brel-Ritt theorem stated below. 
LEMMA 2.5. Let Cp=o yr(t, II) pr be a formal series having asymptotic 
character described by 
I Y& PEL) I G Gfr (2.23) 
uniformly in A(S, po, e,), where c, are constants independent of t and p and 
fr = f7(t, p) are either the functions I log to 16(p)r/2 or the functions 
I 1% to I s(v,)(r-l)/z I t I-PkW 
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with t,, = $,/I p 1 . There exists a function p)(t, p) holomorphic in A(S, pO , 0,) 
and admits the formal series CT=,, yT(t, CL) pr as its asymptotic expansion, i.e., 
for every positive integer m, 
1 v(t, P) - foY& P> tLr / d b,+,f,+, I P Im+l 
uniformly in A(S, p,, , i$,), where b,+l are constants. 
PROOF. The proof is rather similar to that of Borel-Ritt theorem, thus 
only a sketch of the proof will be given here. (For a proof of Borel-Ritt 
theorem, see, e.g., Wasow [4]). Let d, be a sequence of positive constants 
defined by 
0 
i- 
if YT(4 CL) = 0 
d,= 1 
CT 
otherwise, 
where c, are the constants in (2.23). Consider the functions 
ol&) = 1 - exp( - d,/$) where /3(0 < /3 < 1) is chosen sufficiently small 
so that Re(dJ@) is negative for 1 arg ,u I < f?,,/(p + 1). Then using the fact 
that ( 1 - e-” 1 < ) x 1 for Re x < 0, one obtains 
I 44 I = 1 1 - exp (- -$) / < 4 I P I-8, 
for I arg TV ] < 8,/(p + 1). Therefore 
uniformly in A(S, p a , s , w 0 ) h ere it is assumed that p,, < 1 and 7 is zero for 
p > 1, while 7 is an arbitrarily small positive number if p = 1. Thus in 
A(S, pO, 0,) the series x”= 7 r (Y,.(P) y7(t, p) p’ is dominated uniformly by 
XL I P Pn) I P Ir8 which converges for I p / < p0 < 1, and so 
C,“,, c+.(p) y?(t, CL) I*” represents a function p)(t, CL) holomorphic in A(S, pLo , 0,). 
Because the convergent factors a,(p) which were used to modify the formal 
series to a convergent series tend to 1 sufficiently fast, it is easy to see that 
cp(t, p) has the formal series C,“=s yT(t, CL) ,A* as its asymptotic expansion. 
By Lemma 2.5, one can find a matrix function Q(t, p) holomorphic in 
A(& p0 , 0,) having C,“=s Yr(t, p) pLr as its asymptotic expansion. To be more 
precise, there exists a function l&t, p) holomorphic in A(S, p0 , 0,) such that 
for every positive integer m, 
w9 El) = 5 Y7(t, PI Pr + GrL+,tt, IL), 
T=O 
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where /i E:i+,(t, I*) // < e,+,f~+, I p lrn+l uniformly in d(S, FL@, 0,). e,,,+r 
are constants andfz,, are defined in (2.19). 
Now even though CTzO Y,(t, p) pr is a formal series solution of 
di! 
- = P[$(x) f - 
dt ~&,I + PfqX, P1) 77, 
(2.24) 
Q(t, CL) is not necessarily a solution of (2.24). Let P = I’ + Q(t, p), then V 
satisfies the equation 
dV -= 
dt P[&) v - V&x,] + pB(x, p+y + H(t, p), 
(2.25) 
where 
d-W, CL) fm P) = t”[~o(4 fw, CL) - Q(t, P) %<4 + Pm P+l) Q(t, p) - -&- * 
(2.26) 
It remains to prove that (2.25) has a solution V(t, /J) which is asymptotic to 
zero. Equation (2.25) can easily be converted into the following integral 
equation, 
V(t, p) = Pwt, tLp+7 m 4) + WV P), (2.27) 
where the integral operator L is as defined in Lemma 2.3 and D(t, p) is 
given by 
D(t, p) = Lfqt, II). (2.28) 
First of all D(t, p) can be shown to be asymptotic to zero, that is: 
LEMMA 2.6. For every positive integer m, 
uniformly valid in A(S, pO , O,), where d,,, is a constant. 
PROOF. Let m be given, then Q(t, p) can be written as 
qt, p) = Yqt, CL) + en+1(4 #4 
where 
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uniformly in d(S, ps , 0,). From the definition of H(t, p) (2.26), H(t, p) can be 
written as a sum of two terms, 
fqt, CL) = fw I”) + 4k CL), 
where 
H,(t, p) = PIAo(x) P - k4,(x)] + /LB? - g , 
and 
Now B(x, pP+l) can be written as 
B(x, $‘+l) = c 44 lJp+lJu + %(x7 P), 
(P+l)a<m-l 
where II I?,&, p) Ij < r, I p Im+r uniformly in I x I d x0, 0 < I p / < p. , 
I arg P I < ~o/(P + 1). mrm is a constant, and I&(x, p) has zero block diagonals. 
Using the fact that Y is the truncated series solution of (2.24) and after 
some straightforward calculations, one obtains, 
H,(t, /.L) = 1 B,(x) YBp(P+l)a+B+l  R&c, p) 5 Y&+l, 
(a,,@) B=O 
where the first summation ranges over the set 
(p + 1) 01 < m - 1, O<B<m, (p+I)a+p>m. 
Since B,(x) and I&(x, p) h ave zero block diagonals, and that 
II Yf(4 CL) II < %f&I , 
by Lemma 2.3, one has 
uniformly in d(S, p. ,0,), where h,, is a constant. On the other hand, 
LH,(t, p) = L [tp{A,(r) Em+, - Em+lA,,(x)} - dEm+$” ‘) 1 
+ CLLW, F+‘) Em+&> 41. (2.29) 
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The second term on the right-hand side of (2.29), by Lemma 2.3, satisfies 
uniformly in d(S, pO , 0,) where &+r , t?m+2 are constants. The (i, z) sub- 
matrix of the first term on the right-hand side of (2.29) is simply given by 
uniformly in d(S, p. , 0,). While for i # j, the (i, j) submatrix of the second 
term is 
es&d s I y,,(t) t”(Xi(E) - &(c$) e-g~i(7+;+l(t, ,L) - e-gij(7su) d-Ci+,h PL) dT 11 1 d7 
= _ es*jhk?jj(r,LL) ij Gn+dT, CL) Iv&) * 
Now 
, eSijhd--8ij(r.u) I < 1 for t E ?%(t> 
and 
uniformly in d(S, p. , 0,). Thus 
uniformly in d(S, p. , O,), where ha, is a constant. This completes the proof 
of the lemma. 
Now the integral equation (2.27) will be solved by method of successive 
approximation. Let VT(t) CL) be a sequence of matrix functions defined by 
V,,(t, P) = 0, Vr(t, p) = +qt, pPfl) vr-l(t, CL) + qt, PPfl). (2.30) 
TURNING POINT PROGRAMS 525 
Then, 
V 7+1 - vr = cLwvr - VT-1) 
= /L’(LB)’ D. 
By the previous lemma, D(t, II) satisfies 
II W~7 CL) I! G 4n+1ftli+1 I P r+l 
uniformly in d(S, p,, , 8,). B(x, pP+l) is uniformly bounded in d(S, I*,, ,0,,) 
and has zero block diagonal. Therefore, Y applications of Lemma 2.3 yield 
II K-W Dli’ II < (4 &+,f:+,+, I CL Im+‘, 
where c is the constant introduced in Lemma 2.3. Remembering the defini- 
tions off F (see (2.19)), one has 
II VT,, - v, 11 < d,+1(c 1 p / / log t, 1sfp)‘a)r (1 p I / log t, j8(p)‘2)mf1. 
Since t, = 5+,// TV I , one can pick ~~(0 < p1 < p,,) sufficiently small so that 
for 0 < I TV 1 < cc1 . Thus, by a familiar argument, the sequence of functions 
V,.(t, CL) converge uniformly to a function V(t, CL) which is a solution of the 
integral equation (2.27). Furthermore, for every positive integer m, 
II w CL) II = j/ $yo (VT.+1 - V,) 11 < (1 - V))’ d,+r( I /A I I log &I 16(P)‘2)m+’ 
uniformly in d(S, pL1 , 8,). N ow as mentioned before, the region S in the 
t-plane contains the bounded sector described by (2.15). Thus in terms of the 
(x, l ) space, the region d(S, p1 ,0,) contains the region described by 
1 
arg x - - 
P-t1 
arg E - 01 < /3, Ix/ <XI 
I arg E I G 4 , O<lrl &+LEl. (2.31) 
Now given any /3’{0 < ,Y < [n-/2(p + l)]}, one can always find a 
,8{0 < j3 < [n/2@ + I)]} and a sufficiently small &(O < 8, < 0,) so that the 
region 
R.&I 2 4 > 4 
= i(x, 4 I I arg x - a I < 8’, I x I < x1 , I arg E I < 4 , I E I < 91 
is a subset of the region described by (2.31). This completes the proof of the 
main theorem. 
4=‘9/24/3-5 
526 LEE 
REFERENCES 
1. A. ERDBLYI. “Asymptotic Expansions.” Dover, New York, 1956. 
2. F. RELLICH. Stiirungstheorie der Spektralzerlegung I. Mitleilung, M&h. Ann. 113 
(1936), 600-619. 
3. Y. SIBYUA. Sur reduction analytique d’un syst&me d’equations differentielles 
ordinaires lineaires contenant un parametre. /. Fuc. Sci. Univ. Tokyo, I. 7 (1958), 
525-540. 
4. W. WASOW. “Asymptotic Expansion for Ordinary Differential Equations.” Wiley, 
New York 1965. 
5. W. Wasow. On turning point problems for systems with almost diagonal coefficient 
matrix. Funkcialuj Ekvacioj 8 (1966). 143-171. 
