The Bergman projection P o for a bounded domain in C Λ , along with the associated Bergman kernel function, has proved fundamental for the theory of boundary behavior of holomoφhic mappings: see [3, 6] and their references. In this paper we study the analogous projection P s from a Sobolev space W s onto its holomorphic subspace, and the corresponding reproducing kernel function K s (w 9 z), in the case of Reinhardt (multi-circular) domains. (See §1 for definitions.) In §2 we compute explicit formulas for this new kernel function in the ball. A notable feature is the appearance of a logarithmic term, even in the simplest case: THEOREM 2.1. For the unit ball in C 2 K λ (w 9 z) = π~2 [(l -(w, z) Γ + (w, z)' 1 log(l -(w, z))' 1 ]
where (w 9 z) = ΣWjIj is the usual hermitian scalar product. For comparison we recall that the usual Bergman kernel for the unit ball in C n is
The "main term" of the kernel K s (w, z) turns out to be (n-2s)\π~n{\ -(w,z>Γ~1 +2ί iίls^n;
when 2s > n + 1 the leading term involves log(l -(w, z)). Theorem 2.3 contains the details.
S. R. Bell and the author showed [5] that the Bergman projection P o for a smooth bounded complete Reinhardt domain Ω C C n is bounded on C°°(Ω); in other words for each t > 0 there is N = N(t) > 0 such that P o 273 is bounded from W ί+N into W t (see also [2] ). Using a different method we now show that N may be taken equal to 0 if Ω is additionally a domain of holomorphy; moreover the projection P s admits the same property. THEOREM We give two proofs of this theorem. In §3 we obtain the result as a corollary of J. J. Kohn's theory of the 3-Neumann problem with weights. The second proof, presented in §4, is elementary in spirit (but valid only for the convex case). In §5 we discuss a key ingredient of the second method, an integral inequality for convex domains pointing in the opposite direction to the Cauchy-Schwarz inequality; it has some intrinsic interest.
A second lemma of independent interest, which holds for any smooth bounded domain, says roughly that we can integrate by parts with no boundary term if the integrand has a holomorphic factor. 
(It suffices iff, h E W\Ώ).)
Section 6 contains the proof, based on a remark of J. J. Kohn.
I thank my thesis advisor Norberto Kerzman, who suggested study of the K s kernel. The computations of §2 for the ball and the holomorphic integration by parts lemma are based on a part of my thesis, as is the discussion of interpolation spaces; the remainder of §3 and § §4 and 5 are new.
1. Preliminaries. Let Ω C C" be a bounded domain. By the general theory of reproducing kernels [1, 8] it follows that there is a kernel function K s (w, z) with the following properties:
(1) for z fixed, Hence the sum in (4) converges absolutely and uniformly on compact subsets of Ω X Ω.
The kernel K s has also been mentioned by S. R. Bell [4] .
A complete Reinhardt (or multi-circular) domain is one which, whenever it contains a point (z,,...,z π ), also contains all points (λjZj,... ,λ π z π ) with |λ y |< l,y -1,.. >,n. In such a domain the monomials z a form an orthogonal system in both H° and H\ as follows by nΛolά integration in polar coordinates; they also form a complete system since every holomoφhic function in a complete Reinhardt domain has a power series expansion valid throughout the domain. By property (4) A bounded domain Ω C C n is called smooth if there is a C 00 defining function p: C π -» R such that Ω = {z: ρ(z) < 0}, the boundary bΩ = {z: p(z) = 0}, and the gradient of p does not vanish on bΩ. It is a straightforward induction, using the one-dimensional formula
The
Since the H s norm is the sum of the W° norms of the derivatives, it follows that, with m = min(λ;, 5),
It is legitimate to extend the final summation all the way from 1 to s because the supplementary terms (if any) are all zero. Thus where p s is a monic polynomial of degree 2s.
The series (2.1) now takes the form 
where we take the principal branch of the natural logarithm and define x~λ log(l -x)~x at x = 0 to be equal to its limit 1.
For the proof we sum the series (2.3) with
which is the desired result. For n > 2 the series has the following integral representation. 
The exchange of summation and integration is justified because
where a = n/2 -]j(n 2 ~ 4)/4 > 0. In general the series (2.3) does not admit a simple closed form representation, but the main term is not hard to determine. THEOREM 2.3 . The reproducing kernel K s (w, z) for the unit ball B n is represented by the following asymptotic series:
The symbol ~ means that if the series is terminated with the rath power then the difference between the right-hand and left-hand sides is an analytic function of the single variable (w, z) which is bounded in (I (w, z) \< 1} together with all derivatives through order ra.
REMARK. The asymptotic expansion of C. Fefferman [12] for the usual Bergman kernel on a strongly pseudoconvex domain contains a logarithmic term in general, but this term vanishes for the ball. Theorem 2.3 shows, in particular, that for large enough s the K s kernel inevitably contains a logarithmic term.
To prove the theorem we have to determine the behavior of (2.3). The result follows immediately from an elementary
r(k) where q and r are monk polynomials of degrees a and b, respectively, with r(k) φ 0 for k > i. Then S(x)
represents an analytic function in the unit disk with the following property:
Once again -means that if the series is stopped with the rath power then the remainder represents an analytic function on \\x\< 1} bounded together with all derivatives through order ra.
Proof. If b ^ a + 2 then the series for S(x) is uniformly majorized by the convergent series Σl/k 2 . Hence all derivatives of S of order b -a -2 or less are bounded analytic functions in the unit disk.
For
the second part follows by induction.
the first part follows by induction and by the second part.
The projection P s in Reinhardt domains.
It is well known that on smooth bounded strongly pseudoconvex domains the Bergman projection preserves each Sobolev space W\ r > 0. The same is true more generally for those smooth bounded weakly pseudoconvex domains which admit sub-elliptic estimates for the 3-Neumann problem. Reinhardt domains, on the other hand, can have complex varieties in the boundary, which means that sub-elliptic estimates cannot hold in general. Nonetheless we get optimal regularity estimates for P o and also for P s . Proof. The proof is based on the regularity estimates of J. J. Kohn [14] for the 3-Neumann problem with weights on a smooth bounded (weakly) pseudoconvex domain. (However, we give another proof in the next section.) It is a consequence of Kohn's work that given an integer r > 0 there exists T > 0 such that for all t > T the orthogonal projection P 0 (o from the weighted space W° (Ώ,Qxp(-t\z\ 2 ) dm(z)) = W^ onto the subspace of holomorphic functions is bounded from W r (Ω, dm) to // r (Ω, dm). Here dm is Lebesgue measure and an index in parentheses refers to an object relative to the weighted norm.
When Ω is a complete Reinhardt domain the usual Bergman projection P o and the weighted projection P 0 (0 are related in a particularly simple way. The weight function exp(-ί \z\ 2 ) has multi-circular symmetry, so the monomials z a are orthogonal with respect to the weight as well as in the usual norms. Accordingly i> 0 «>/(w) = (κP(w, z) where the constants are independent of /. This proves that the Bergman projection P o is bounded from W r to H r for each integer r > 0. To extend this result to non-integral r we have first of all to define Sobolev spaces of non-integral order. This is done by interpolation. We digress briefly to remind the reader of a simple method [16] for defining intermediate Hubert spaces. We need only a special case of an elaborate theory; for a discussion of the general case see e.g. [7] . In the case at hand X and Y are Sobolev spaces of different orders, so the inclusion / is compact (by the Rellich lemma). Then //*: Y -» Y is a positive compact self-adjoint operator and we may take Λ = (ιϊ*)~1 /2 . In when s 9 r, and θr + (1 -0)j are integers, 0 :< r :< s, 0 < 0 < 1, in the sense that the two spaces have the same elements and equivalent norms. When θr + (1 -θ)s is not an integer the preceding equation defines the space on the right-hand side. The following natural observation does not seem to have been made before. THEOREM What we needed in the proof of Theorem 3.2 was the boundedness from W r to H r for all r of some projection -it could be the Bergman projection, a weighted projection, or even one of the Sobolev space projections.
Proof of Theorem 3.1 concluded. We showed statement (a) for integral r\ the case of real r follows by interpolation. It remains to prove statement (b)fors> 1.
Since the monomials z a are a complete orthogonal set in H r for every r >: 0 equation (3.1) implies the estimate (3.2) ||z«|ί ||zi!~" < C(r, t, 0)IMk+<i-*)r for 0 < θ < 1, where the constant C(r, t, θ) is independent of a. (An inequality in the other direction holds as well, but we do not need it.) Consider the operator U s given by
U s h(w) = (κ s {w,z)h{z)dm
where h is a holomorphic function. (This operator has also been considered by Steve Bell [4] for every / > 0.
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To prove (b) we apply the holomorphic integration by parts lemma to write for any /E C°°(Ω) = Σ = 1 USoL'τr-fiw). so by interpolation we obtain the result for all t > 5. This completes the proof of Theorem 3.1.
4.
Regularity of the projection: a second proof. In this section we give another proof of Theorem 3.1, in the special case of a convex Reinhardt domain, which avoids the theory of the θ-equation. The tools we use are comparatively unsophisticated, consisting primarily in some inequalities for integrals which ought to be better known.
There are several reasons for presenting this alternative proof. First, it is more aesthetically satisfying to extract a kernel with a nut-cracker than with a sledgehammer. Second, the techniques have independent interest. Third, David Catlin has shown [10], at least for smooth bounded pseudoconvex domains in C 2 , that regularity estimates in Sobolev norms for the Bergman projection are completely equivalent to such estimates for the Neumann operator; therefore we have an elementary proof of regularity of the 3-Neumann problem in the very special case of smooth bounded convex Reinhardt domains in C 2 .
The precise statement we are going to prove, which is weaker than Theorem 3.1, is the following. The key to the proof is the following lemma, which does not involve the smoothness hypothesis. It is essential not only that M β be bounded, but also that it preserve holomorphic functions. for all γ and all holomorphic polynomials A, where C is independent of γ, h, and/.
To Theorem 3.1(b) made no use of 9 methods beyond these facts, we may as well deduce Theorem 4.1(b) from the same proof. It is possible instead to prove Theorem 4.1(b) by the same method used to prove Theorem 4.1 (a), introducing an operator M βs analogous to M β .
Moment inequalities in convex domains.
This section is independent of the previous ones and involves only real analysis. It is devoted to the proof of the following theorem, central to the proof of Lemma 4.2. 
The constant on the right-hand side of (5.1) is not the best possible, but it is an easy one to write. In the application the precise value of the constant is irrelevant, but it is important that it depends only on the difference | a -b |.
Our approach to estimating the integrals involved in (5.1) is first to study integrals over (n -l)-dimensional slices. Fixing an arbitrary 
for all λ E (0,1).
Proof. We follow exactly the scheme of the proof of the BrunnMinkowski theorem in [11, page 97] . By a standard approximation argument we can reduce to the case in which each of Y o and Y, admits a decomposition into a finite number of closed parallelepipeds with faces parallel to the coordinate hyperplanes, the interiors of the parallelepipeds being mutually disjoint.
Suppose The induction hypothesis applies to each of the pairs Γ,, Δ, and Γ 2 , Δ 2 .
Observing that λT x + (1 -λ)Δ x and λΓ 2 + (1 -λ)Δ 2 are disjoint, we find 7(λ7 0 + (1 -λ)Y ι ) > 7(λΓ, + (1 -λjΔ,) + 7(λΓ 2 + (1 -λ)Δ 2 ) = 7(r o ) λ 7(7 1 ) 1 " λ .
This completes the induction and proves the lemma.
