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Abstract
Let X1,X2, . . . be i.i.d. random variables with distribution µ and with mean zero, whenever the
mean exists. Set Sn =X1 + · · · +Xn. In recent years precise asymptotics as ε ↓ 0 have been proved
for sums like
∑∞
n=1 n−1P {|Sn|  εn1/p}, assuming that µ belongs to the (normal) domain of at-
traction of a stable law. Our main results generalize these results to distributions µ belonging to the
(normal) domain of semistable attraction of a semistable law. Furthermore, a limiting case new even
in the stable situation is presented.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper X,X1,X2, . . . is a sequence of i.i.d. random variables, µ is the
distribution of X, and Sn =X1 + · · · +Xn. We assume that E(X)= 0 whenever the mean
exists. A result of Katz [11] and Baum and Katz [1] implies that for any ε > 0,
∞∑
n=1
1
n
P
{|Sn| εn1/p}<∞ (1.1)
if and only if E|X|p <∞. For p = 1 this is the famous theorem of Spitzer [18]. We refer
to [6,12,17] for the history of this result and related assertions.
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the rate, that is finding the appropriate normalization in terms of a function in ε that yields
a nontrivial limit.
The case of finite variance for a similar series related to our problem was considered
by Heyde [10], strengthening and sharpening the so-called Hsu–Robbins–Erdo˝s theorem
and later Chen [2] considered some asymptotic results for the generalization of the Hsu–
Robbins–Erdo˝s theorem of Katz [11]. In [6,17] the condition of finite variance is dropped,
but it is assumed that X belongs to the (normal) domain of attraction of a stable law with
index 1 < α  2. Namely it is shown that if 1 p < α  2, then
lim
ε↓0
1
− logε
∞∑
n=1
1
n
P
{|Sn| εn1/p}= αp
α − p . (1.2)
Later, this result was shown to be true in the case 0 <p < α < 1 by Gut and Steinebach [8].
The purpose of this paper is to prove (1.2) for a larger class of distributions; distributions
belonging to the domain of semistable attraction of a semistable law, which include stable
laws and their domain of attraction. Moreover the “limiting case” p = α for 0 < α < 2 is
considered, which is new even for the smaller class of stable laws and their normal domain
of attraction.
We say that µ (or X) belongs to the domain of semistable attraction of a nondegenerate
semistable distribution ν (or Y ) with index 0 < α  2, if there exists an increasing sequence
(kn) of natural numbers tending to infinity with kn+1/kn → c 1 and real numbers an > 0
such that for some real numbers sn we have
anSkn − sn ⇒ Y as n→∞, (1.3)
where Y has distribution ν. Here ⇒ denotes convergence in distribution. We write X ∈
DOSA(Y, c) in this case. If, for some c > 1, we have kn = [cn] ([x] denotes the integer part
of x), and an = c−n/α in (1.3), we say that X belongs to the normal domain of semistable
attraction of Y . We write X ∈ DONSA(Y, c,α) in this case. Note that by Theorem 8.2.7
of [13] we can choose, without loss of generality, that sn = 0 whenever α = 1. In the case
α = 1 we assume additionally that X and Y are symmetric, so we have sn = 0 in this case
too. Furthermore the case α = 2 corresponds to a normal and hence stable law, which was
considered previously. See [6,7,17]. Obviously, every stable law is also semistable as well
as the domain of stable attraction and the domain of semistable attraction of a stable law
coincide. See Remark 7.5.14 of [13]. We therefore can and hence will assume without loss
of generality that c > 1 throughout this paper.
This paper is organized as follows. In Section 2 we present our main results. Section 3
is devoted to some preliminary results on domains of semistable attraction of semistable
laws and sharp tail bounds for semistable laws, necessary for the proofs of our main re-
sults. The proofs of our main theorems are carried out in Sections 4 and 5, respectively.
They are carried through by modifying and extending the proofs in [17] and [6]. Since our
assumptions are weaker then those in [17] and [6] some estimates are more technical. It
is worth pointing out, that the step showing that the approximation error vanishes asymp-
totically can be considerably simplified, even in the case of domains of attraction of stable
laws considered in [17] and [6]. In fact, we use a large deviation principle for sums of
heavy tailed random variables, see [9] or Theorem 9.1.3 of [13], instead of a version of the
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probabilities (see, e.g., [17, Lemma 1] or [6, Lemma 2.1]).
2. Results
In this section the main results of this paper are presented. The first result is a generaliza-
tion of known results, as indicated below, to domains of semistable attraction of semistable
laws. Moreover, we present a limiting case for normal domains of semistable attraction,
which is new even for normal attraction to stable laws.
The following result generalizes Theorem 1 in [17], Theorem 2 in [6] and Theorem 2.1
in [8] for the stable case to the semistable case.
Theorem 2.1. Assume that X ∈ DOSA(Y, c), where Y is semistable with index α. If 0 <
p < α < 2 then
lim
ε↓0
1
− logε
∞∑
n=1
1
n
P
{|Sn| εn1/p}= αp
α − p . (2.1)
In the limiting case p = α of Theorem 2.1 we obtain a different form of our result.
It is presented in the next theorem. We have to make the stronger assumption of normal
semistable attraction, or normal attraction to a stable law. It is new even in the latter case.
Theorem 2.2. Assume that X ∈ DONSA(Y, c,α) for some 0 < α < 2. Then
lim
ε↓0
1
− logε
∞∑
n=2
1
n logn
P
{|Sn| ε(n logn)1/α}= α. (2.2)
The convergence of the series in (2.2) in the case considered in Theorem 2.2 is shown
in Lemma 5.1 below. One might speculate that Theorem 2.2 could also hold in the more
general case of semistable attraction to a semistable law. The following example shows
that this is not the case.
Example 2.3. For 0 < α < 2 let h(x) = (x logx)1/α and let h−1 denote its inverse. Then
h−1 is regularly varying (at infinity) of index α. Choose X symmetric with P {|X|  x}
= Cx−α log(h−1(x)) for x  x0, some x0 > 0 and a suitable constant C > 0. Since
P {|X| x} is regularly varying with index −α, it follows from Theorem 8.2.17 of [13]
that X belongs to the domain of attraction of some α-stable law. In fact, if we let an = h(n),
then using the slow variation of log(h−1(x)) we get for any s > 0 that
nP
{∣∣a−1n X∣∣ s}= Cs−α 1logn log
(
h−1(san)
)→ Cs−α as n→∞.
In view of Theorem 8.1.17 of [13] this implies that a−1n Sn ⇒ Y as n→∞ for some sym-
metric α-stable Y . Hence P {|Sn| ε(n logn)1/α} does not tend to zero and so the series
in (2.2) does not even converge.
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In this section we provide some preliminary results, essential for the proofs of our main
theorems. Some of them may be of independent interest.
In the following we assume that X ∈ DOSA(Y, c) for some fixed c > 1, where Y has
distribution ν which is semistable with index 0 < α < 2. Then, keeping in mind the re-
duction laid out in the introduction after (1.3), there exists an increasing sequence (kn) of
natural numbers tending to infinity with kn+1/kn → c and a sequence (an) of positive reals
such that
anSkn ⇒ Y as n→∞. (3.1)
Moreover the infinitely divisible distribution ν is strictly semistable, that is
νc = (c1/αν), (3.2)
where νc is the c-fold convolution power of ν and (aν)(A)= ν(a−1A) for a > 0 and Borel
sets A, denotes the image measure. See Theorem 7.4.3 of [13]. Note that if ν is α-stable,
then (3.2) holds for any c > 0.
Even though the normalized random walk (Sn)n by (3.1) converges only along the sub-
sequence (kn) it is possible to construct a norming sequence (bn) such that (b−1n Sn) is
stochastically compact, i.e., weakly relatively compact with nondegenerate limits. This
construction is laid out in [15] (see also Chapter 8.3.1 of [13]) in the more general case
of operator norming on finite dimensional vector spaces. We include a short description of
this construction in our present case for sake of completeness.
Let (kn) and (an) be as in (3.1) and set k0 = 1. For any integer n 1 write n= λnkpn ,
where pn is a nonnegative integer such that kpn  n < kpn+1. Since kn+1/kn → c it follows
that (λn) is relatively compact with limit points in [1, c]. Define b−1n = λ−1/αn apn . It follows
from Theorem 2.7 of [15] (see also Corollary 4.2.15 of [13]) that (bn) is regularly varying
with index 1/α, that is b[λn]b−1n → λ1/α as n→∞, for any λ > 0. It then follows easily by
considering subsequences for which λn → λ ∈ [1, c] that (b−1n Sn) is stochastically compact
with limit distributions of the form (λ−1/ανλ).
For 1 λ c and x  0 let
ψλ(x)= (λ−1/ανλ)
{
y: |y| x}. (3.3)
Since the limit law ν in (3.1) under our assumptions is strictly semistable, i.e., satis-
fies (3.2), it follows that
ψλ·c(x)=ψλ(x)
for all λ ∈ [1, c] and x  0.
For easier reference in the proofs of our main results we now collect some auxiliary
estimates on the distribution of X. They are well known for random variables attracted to
a stable law.
Lemma 3.1. Let X ∈ DOSA(Y, c) for some c > 1 where Y is semistable with index 0 <
α < 2.
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x > 0.
(b) For 0 <p < α we have E|X|p <∞.
Proof. The assertions follow from Theorems 6.3.4 and 8.2.5 of [13]. ✷
The following result, which is essential for our approach, is an easy consequence of
Theorem 8.3.20 in [13]. See also [4, Theorem 2] for a different approach using the so-
called probabilistic method.
Lemma 3.2. Under the assumptions laid out at the beginning of this section, we have
sup
x0
∣∣P{∣∣b−1n Sn∣∣ x}−ψλn(x)∣∣→ 0 as n→∞. (3.4)
Proof. Since for every λ ∈ [1, c] the distribution νλ is itself semistable, i.e., (νλ)c =
(c1/ανλ), it follows from Theorem 7.1.15 of [13] that νλ has a Lebesgue density, so ψλ
is continuous in x  0. Moreover it is nonincreasing. Hence, if sn → s ∈ [1, c] we have
ψsn(x)→ ψs(x) as n→∞, uniformly in x  0. Since (λn) is relatively compact, every
subsequence (n′) contains a further subsequence (n′′) such that λn → λ ∈ [1, c] along (n′′).
Moreover, by continuity, (3.1) implies b−1n Sn = λ−1/αn apnSλnapn ⇒ λ−1/ανλ along (n′′)
and hence by continuity and monotonicity we have
P
{∣∣b−1n Sn∣∣ x}→ψλ(x) along (n′′)
uniformly in x  0. Hence, along (n′′) we have∣∣P{∣∣b−1n Sn∣∣ x}−ψλn(x)∣∣

∣∣P{∣∣b−1n Sn∣∣ x} −ψλ(x)∣∣+ ∣∣ψλn(x)−ψλ(x)∣∣→ 0
uniformly in x  0. Since every subsequence (n′) contains another subsequence (n′′) with
this property, (3.4) follows. ✷
Remark 3.3. In the case of normal semistable attraction, i.e., an = c−n/α and kn = [cn]
in (1.3), we have bn = n1/α as in the case of normal attraction to an nλ-stable law.
Recall the definition of the function ψλ from above. For x  0 we define
φu(x)= sup
1λc
ψλ(x), φl(x)= inf
1λc
ψλ(x). (3.5)
Lemma 3.4. The functions φu and φl are nonincreasing and continuous at zero. Moreover,
there exists a constant K > 0 such that for any x > 0,
φl(x) φu(x)Kx−α. (3.6)
Proof. Since for any λ ∈ [1, c] the function ψλ is nonincreasing, the same is true for φu
and φl . Since λ → (λ−1/ανλ) is weakly continuous and (λ−1/ανλ) has a Lebesgue density,
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[1, c] such that φu(x)= ψλ(x)(x). Now let xn → 0. Then there exist λn ∈ [1, c] such that
φu(xn)=ψλn(xn). For every subsequence (n′) there exists a further subsequence (n′′) such
that λn → λ ∈ [1, c] along (n′′). Write∣∣φu(xn)− 1∣∣ ∣∣ψλn(xn)−ψλ(xn)∣∣+ ∣∣ψλ(xn)− 1∣∣.
Now, since ψλ is continuous, |ψλ(xn)− 1| → 0 as n→∞. Moreover, since λ−1/αn νλn ⇒
λ−1/ανλ along (n′′), we have as noted in the proof of Lemma 3.2 that ψλn(x)→ ψλ(x)
along (n′′) uniformly in x  0 which proves the continuity of φu at zero. The proof for φl
is similar.
It remains to show the bound for φu in (3.6). For λ ∈ [1, c] we have
ψλ(x)= νλ
{
y: |y| λ1/αx} νλ{y: |y| x}
and hence
φu(x) sup
1λc
νλ
{
y: |y| x}= φ˜u(x).
It remains to bound φ˜u from above. We first show that there exists a constant K > 0 and a
natural number n0 such that
cnφ˜u(c
n/α)K for all n n0. (3.7)
Assume the contrary. Then there exists a sequence nk →∞ such that cnk φ˜u(cnk/α) > k for
all k  1. By definition of φ˜u, there exist λk ∈ [1, c] such that
cnkνλk
{
y: |y| cnk/α}→∞ as k→∞. (3.8)
On the other hand, there exists a subsequence (k′) such that λk → λ ∈ [1, c] along
(k′). By continuity we have, using (3.2), that c−nk/ανλkcnk ⇒ νλ along (k′). Note that
the Lévy measure of νλ is λ · ϕ, where ϕ is the Lévy measure of ν. Hence, by stan-
dard convergence criteria for triangular arrays, see, e.g., Theorem 3.2.2 of [13], we have
cnk · (c−nk/ανλk )→ λ · ϕ along (k′), and then by Portmantau theorem, see, e.g., Propo-
sition 1.2.19 of [13], lim sup(k′) cnk (c−nk/ανλk ){y: |y| 1} λϕ{y: |y| 1}<∞. Since
cnk (c−nk/ανλk ){y: |y| x} = cnkνλk {y: |y| cnk/α} this contradicts (3.8) so (3.7) holds
true.
Now, given x  1 write x = r(x)cn(x)/α, where 1 r(x) < c1/α and n(x) is a nonneg-
ative integer. Then c−n(x)  cx−α. Moreover, since n(x)→∞ as x →∞, there exists
x0  1 such that n(x) n0 for all x  x0. Then for all x  x0 from (3.7) we get
φu(x) φ˜u(x)= φ˜u
(
r(x)cn(x)/α
)
 φ˜u(cn(x)/α)Kc−n(x) K ′x−α,
which proves (3.6) and concludes the proof. ✷
Remark 3.5. Since every semistable law belongs to its own normal domain of attraction it
is also possible to obtain the result of Lemma 3.4 from Theorem 3 of [14].
We also need sharp tail-bounds for X belonging to the normal domain of semistable
attraction. Based on the so-called probabilistic approach the following result follows from
Corollary 3 in [14]. We include a different proof here for sake of completeness.
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P {|X| x}. Then there exists a constant K > 0 such that
V0(x)Kx−α for all x > 0. (3.9)
Proof. Let µ be the distribution of X. Since (1.3) holds with kn = [cn] and an = c−n/α , it
follows from standard convergence criteria for triangular arrays, see, e.g., Theorem 3.2.2
of [13], that cn · (c−n/αµ)→ ϕ, where ϕ denotes the Lévy measure of ν. Hence, by Port-
mantau theorem, see, e.g., Proposition 1.2.19 of [13], we have
lim sup
n
cn(c−n/αµ)
{
x: |x| 1} ϕ{|x| 1}=K <∞
and therefore
cnV0(c
n/α)K for all n 1. (3.10)
Now, given any x  1, choose an integer n(x)  0 such that cn(x)/α  x < c(n(x)+1)/α.
Then, by (3.10) we obtain
V0(x) V0(cn(x)/α)Kc−n(x) K ′x−α,
which proves (3.9) and concludes the proof. ✷
The following formula for Stieltjes integrals will be used in the proof of out main re-
sults. Let P :R+→R be a piecewise continuous function, g :R+→R a strictly decreasing
C1-function, h :R+ → R a strictly increasing C1-function and φ :R+ → R a nonincreas-
ing function (not necessarily continuous). Then for any 0 < a < b we have
b∫
a
P (x) dx
[
g(x)φ
(
h(x)
)]=
h(b)∫
h(a)
P
(
h−1(x)
)
g
(
h−1(x)
)
dφ(x)
+
b∫
a
P (x)φ
(
h(x)
)
g′(x) dx, (3.11)
where dx means integration with respect to x . It is easy to see that (3.11) holds, by consid-
ering Riemann–Stieltjes sums.
4. Proof of Theorem 2.1
In this section we assume that X ∈ DOSA(Y, c), where Y is semistable with index
0 < α < 2. Keep in mind the reduction to sn = 0 in (1.3), that is (3.1) holds. Moreover,
recall the notation laid out in Section 3. Since the norming sequence (bn) constructed in
Section 3 is regularly varying with index 1/α, it follows from Property 1.5.1 in [16] that
for any δ > 0 there exist constants C1,C2 > 0 such that
C1n
−1/α−δ  b−1n  C2n−1/α+δ for all n 1. (4.1)
Note that the series in (2.1) converges in view of results in [11] and [1] together with
Lemma 3.1(b).
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lim
ε↓0
1
− logε
∞∑
n=1
1
n
ψλn
(
εn1/p
bn
)
= αp
α − p . (4.2)
Proof. Using (4.1) together with (3.5) and the monotonicity of ψλ we get
φl(C2εn
1/p−1/α+δ)ψλn
(
εn1/p
bn
)
 φu(C1εn1/p−1/α−δ)
for all n 1. We will now show that
lim
ε↓0
1
− logε
∞∑
n=1
1
n
φl(εn
1/p−1/α+δ)= αp
α − p+ αδp (4.3)
and
lim
ε↓0
1
− logε
∞∑
n=1
1
n
φu(εn
1/p−1/α−δ)= αp
α − p− αδp . (4.4)
Since δ > 0 is arbitrary and logx is slowly varying at zero, (4.3) and (4.4) together
imply (4.2). Since by Lemma 3.4 the functions φl and φu have the same properties the
proofs of (4.3) and (4.4) are almost identical. We will only show (4.4) in detail.
Let P1(x)= [x] − x + 1/2. Using the Euler–MacLaurin summation formula (see, e.g.,
[3, p. 124]), we obtain
∞∑
n=1
1
n
φu(εn
1/p−1/α−δ)=
∞∫
1
1
x
φu(εx
1/p−1/α−δ) dx + 1
2
φu(ε)
−
∞∫
1
P1(x) dx
[
1
x
φu(εx
1/p−1/α−δ)
]
. (4.5)
As change of variable y = εx1/p−1/α−δ yields
∞∫
1
1
x
φu(εx
1/p−1/α−δ) dx = αp
α − p− αδp
∞∫
ε
1
y
φu(y) dy
and since by Lemma 3.4 the function φu is continuous at zero with φu(0)= 1 it follows
that
lim
ε↓0
1
− logε
∞∫
1
1
x
φu(εx
1/p−1/α−δ) dx = αp
α − p− αδp . (4.6)
Let J (ε) denote the second integral on the right-hand side of (4.5). We now show that for
some constant C > 0 we have∣∣J (ε)∣∣ C for any ε > 0. (4.7)
Then (4.6) together with (4.7) and (4.5) implies (4.4).
H.-P. Scheffler / J. Math. Anal. Appl. 288 (2003) 285–298 293Set ρ = (α − p − αδp)/(αp) and let g(x)= 1/x and h(x)= εxρ . Then, by (3.11) we
get
J (ε)= ε1/ρ
∞∫
ε
P1(ε
−1/ρx1/ρ)x−1/ρ d(−φu)(x)+
∞∫
1
P1(x)φu(εx
ρ)
1
x2
dx
= J1(ε)+ J2(ε).
Since |P1(x)| 1/2 we get |J2(ε)| 1/2. Moreover, since −φu is nondecreasing we get
using integration by parts
∣∣J1(ε)∣∣ 12ε1/ρ
∞∫
ε
x−1/ρ d(−φu)(x)
= 1
2
ε1/ρ
[
ε−1/ρφu(ε)−
∞∫
ε
1
ρ
x−1/ρ−1φu(x) dx
]
 1,
so (4.7) follows and the proof is complete. ✷
In the following let b(ε)= ε−βp/(β−p) for some p < β < α.
Lemma 4.2.
lim
ε↓0
1
− logε
∑
nb(ε)
1
n
∣∣∣∣P{|Sn| εn1/p}−ψλn
(
εn1/p
bn
)∣∣∣∣= 0. (4.8)
Proof. Let ∆n = supx0 |P {|b−1n Sn|  x} − ψλn(x)| and note that, by Lemma 3.2,
∆n → 0 as n→∞. Hence
lim
m→∞
1
logm
m∑
n=1
∆n
n
= 0. (4.9)
Writing
1
− logε
∑
nb(ε)
1
n
∣∣∣∣P{|Sn| εn1/p}−ψλn
(
εn1/p
bn
)∣∣∣∣ logb(ε)− logε 1logb(ε)
b(ε)∑
n=1
∆n
n
,
we see that (4.8) follows from (4.9). ✷
Lemma 4.3.
lim
ε↓0
1
− logε
∑
n>b(ε)
1
n
ψλn
(
εn1/p
bn
)
= 0. (4.10)
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all λ ∈ [1, c]. Hence, using (4.1), for any δ > 0 and some constant C > 0 we have
ψλn
(
εn1/p
bn
)
 Cε−αn1−α/p+αδ
for all n  1. Let ρ = p(α − β) − αβpδ and note that ρ > 0 if δ > 0 is chosen small
enough. Then
∑
n>b(ε)
1
n
ψλn
(
εn1/p
bn
)
 Cε−α
∑
n>b(ε)
n−α/p+αδ  Cε−αb(ε)−α/p+αδ+1
= Cερ/(β−p).
Since ρ > 0 it follows that (4.10) holds and the proof is complete. ✷
Lemma 4.4.
lim
ε↓0
1
− logε
∑
n>b(ε)
1
n
P
{|Sn| εn1/p}= 0. (4.11)
Proof. Using [9] or Theorem 9.1.3 of [13] together with Lemma 3.1(a), for any δ > 0 there
exists a constant K > 0 such that
P
{|Sn| εn1/p}KnP{|X| εn1/p}Kε−α+δn1−α/p+δ/p
for all n 1. Let 0< δ < α − β . Then we get∑
n>b(ε)
1
n
P
{|Sn| εn1/p}Kε−α+δ ∑
n>b(ε)
n−α/p+δ/p  ε−α+δb(ε)−α/p+δ/p+1
=Kεp(α−β−δ)/(β−p).
Since α − β − δ > 0 the assertion follows and the proof is complete. ✷
Theorem 2.1 now follows from Lemmas 4.1–4.4 using the triangle inequality.
5. Proof of Theorem 2.2
In this section we assume that X ∈ DONSA(Y, c,α) for some 0 < α < 2 and c > 1.
Keep in mind the reduction to sn = 0 in (1.3) indicated in the introduction, so (3.1) holds
with kn = [cn] and an = c−n/α . Moreover, recall the notation laid out in Section 3 and keep
in mind that by Remark 3.3 we now have bn = n1/α .
Lemma 5.1. For any ε > 0 the series in (2.2) converges.
Proof. It follows from [9] or Theorem 9.1.3 of [13] that for some constant C > 0 we have
P
{|Sn| ε(n logn)1/α} CnP{|X| ε(n logn)1/α}Kε−α(logn)−1,
using Lemma 3.6. This implies the convergence of the series in (2.2). ✷
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lim
ε↓0
1
− logε
∞∑
n=2
1
n logn
ψλn
(
ε(logn)1/α
)= α. (5.1)
Proof. As in the proof of Lemma 4.1 we have in view of (3.5) that
φl(x)ψλn(x) φu(x)
for any x  0. We now show that
lim
ε↓0
1
− logε
∞∑
n=2
1
n logn
φ
(
ε(logn)1/α
)= α (5.2)
holds for φ = φl and φ = φu. Note that by Lemma 3.4 we have in either case that φ(0)= 1,
φ is continuous at zero and nonincreasing, 0 φ(x) 1 and φ(x)Kx−α for any x > 0.
Let P1(x) = [x] − x + 1/2. In view of the Euler–MacLaurin summation formula we
have
∞∑
n=2
1
n logn
φ
(
ε(logn)1/α
)=
∞∫
2
1
x logx
φ
(
ε(logx)1/α
)
dx + 1
4 log 2
φ
(
ε(log 2)1/α
)
−
∞∫
2
P1(x) dx
[
1
x logx
φ
(
ε(logx)1/α
)]
. (5.3)
By a change of variable y = ε(logx)1/α we have
∞∫
2
1
x logx
φ
(
ε(logx)1/α
)
dx = α
∞∫
ε(log2)1/α
1
y
φ(y) dy.
Since φ is continuous at zero with φ(0) = 1 it follows using the slow variation of the
function logx that
lim
ε↓0
1
− logε
∞∫
2
1
x logx
φ
(
ε(logx)1/α
)
dx = α. (5.4)
Let J (ε) denote the second integral on the right-hand side of (5.3). We now show that for
some constant C > 0 we have∣∣J (ε)∣∣ C for any ε > 0, (5.5)
which together with (5.4) implies (5.2).
Now let g(x)= 1/(x logx) and h(x)= ε(logx)1/α . Then an application of (3.11) yields
J (ε)=
∞∫
1/α
P1
(
exp(ε−αxα)
)
exp(−ε−αxα)εαx−α d(−φ)(x)ε(log2)
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∞∫
2
P1(x)φ
(
ε(logx)1/α
) logx + 1
x2(logx)2
dx
= J1(ε)+ J2(ε).
Since |P1(x)|  1/2 we get |J2(ε)|  1/(4 log 2). Moreover, since −φ is nondecreasing,
we get using integration by parts
∣∣J1(ε)∣∣ 12
∞∫
ε(log2)1/α
εαx−α exp(−ε−αxα) d(−φ)(x)
= 1
2
εα
[
1
2 log2
ε−αφ
(
ε(log 2)1/α
)
−
∞∫
ε(log2)1/α
φ(x)
(−x−α exp(−ε−αxα))′ dx
]
 1
4 log 2
+ J3(ε).
Now
∣∣J3(ε)∣∣ 12εα
∞∫
ε(log2)1/α
(−x−α exp(−ε−αxα))′ dx = 1
4 log 2
,
so |J (ε)| C <∞, proving (5.5). This concludes the proof. ✷
In the following, for M,ε > 0 let bM(ε)= exp(M/εα).
Lemma 5.3. For any fixed M > 0 we have
lim
ε↓0
1
− logε
bM(ε)∑
n=2
1
n logn
∣∣P{|Sn| ε(n logn)1/α}−ψλn(ε(logn)1/α)∣∣= 0. (5.6)
Proof. Since (log logx)′ = 1/(x logx) we have 1/(log logm)∑mn=2 1/(n logn) → 1 as
m→∞. Let
∆n = sup
x0
∣∣P{|n−1/αSn| x}−ψλn(x)∣∣,
which, in view of Lemma 3.4 fulfills ∆n → 0 as n→∞. Hence
1
log logm
m∑
n=2
∆n
n logn
→ 0 as m→∞. (5.7)
Note that log logbM(ε)/(− logε)→ α as ε ↓ 0. Then, using (5.7) we obtain
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− logε
bM(ε)∑
n=2
1
n logn
∣∣P{|Sn| ε(n logn)1/α}−ψλn(ε(logn)1/α)∣∣
= 1− logε
bM(ε)∑
n=2
1
n logn
∣∣P{|n−1/αSn| ε(logn)1/α}−ψλn(ε(logn)1/α)∣∣
 log logbM(ε)− logε
1
log logbM(ε)
bM(ε)∑
n=2
∆n
n logn
→ 0
as ε→ 0, which concludes the proof. ✷
Lemma 5.4. Uniformly in 0 < ε  1/e we have
lim
M→∞
1
− logε
∑
n>bM(ε)
1
n logn
ψλn
(
ε(logn)1/α
)= 0.
Proof. Note that for 0 < ε  1/e we have 1/(− logε)  1. Moreover, by (3.5) and (3.6)
we have ψλn(ε(logn)1/α)Kε−α(logn)−1 and hence for some constant K > 0,
1
− logε
∑
n>bM(ε)
1
n logn
ψλn
(
ε(logn)1/α
)
Kε−α
∑
n>bM(ε)
1
n(logn)2
K ε
−α
logbM(ε)
= K
M
→ 0
as M →∞, independent of 0< ε  1/e. ✷
Lemma 5.5. Uniformly in 0 < ε  1/e we have
lim
M→∞
1
− logε
∑
n>bM(ε)
1
n logn
P
{|Sn| ε(n logn)1/α}= 0.
Proof. In view of Theorem 9.1.3 of [13] and Lemma 3.6 we have
P
{|Sn| ε(n logn)1/α}KnP{|X| ε(n logn)1/α}Kε−α 1logn
and the rest of the proof is as the proof of Lemma 5.4. ✷
Proof of Theorem 2.2. For 0 < ε  e−1 write
1
− logε
∞∑
n=2
1
n logn
P
{|Sn| ε(n logn)1/α}
= 1− logε
∞∑ 1
n logn
ψλn
(
ε(logn)1/α
)
n=2
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bM(ε)∑
n=2
1
n logn
(
P
{|Sn| ε(n logn)1/α}−ψλn(ε(logn)1/α))
+ 1− logε
∑
n>bM(ε)
1
n logn
P
{|Sn| ε(n logn)1/α}
+ 1− logε
∑
n>bM(ε)
1
n logn
ψλn
(
ε(logn)1/α
)
.
Now, using Lemmas 5.4 and 5.5 choose a large M > 0 and use Lemma 5.3 to show that
the last three sums in the equation above are arbitrary small. Finally use Lemma 5.2 to
conclude the proof of Theorem 2.2. ✷
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