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LARGE SOLUTIONS FOR YAMABE AND SIMILAR PROBLEMS
ON DOMAINS IN RIEMANNIAN MANIFOLDS
MARTIN DINDOSˇ
Abstract. We present a unified approach to study large positive solutions
(i.e., u(x) → ∞ as x → ∂Ω) of the equation ∆u + hu − kψ(u) = −f in an
arbitrary domain Ω. We assume ψ(u) is convex and grows sufficiently fast
as u → ∞. Equations of this type arise in geometry (Yamabe problem, two
dimensional curvature equation), probability (superdiffusion). We prove that
both existence and uniqueness are local properties of points of the boundary
∂Ω, i.e., they depend only on properties of Ω in arbitrary small neighborhood
of each boundary point. We also find several new necessary and sufficient
conditions for existence and uniqueness of large solutions including an existence
theorem on domains with fractal boundaries.
1. Introduction
In this paper we study positive solutions of the problem
∆u+ hu− kψ(u) = −f in Ω,
u(x)→∞ as δ(x) = dist(x, ∂Ω)→ 0(1)
on domains Ω with nonempty (possibly) arbitrary boundary in a compact Riemann-
ian manifolds M without boundary of dimension n = dim M ≥ 2. Here ∆ is the
Laplace-Beltrami operator given by the Riemannian metric onM . We assume that
the metric tensor gij on M is at least of class C2(M), hence M has well defined
scalar curvature of class C(M). The function ψ in (1.1) is assumed to be well de-
fined on all nonnegative numbers, vanishing at zero, increasing, convex and growing
sufficiently fast as u→∞. The precise conditions will be given later. The functions
h, k, f are assumed to be sufficiently smooth, and k, f ≥ 0 with k bounded away
from zero near the boundary ∂Ω.
It turns out that the equation (1) for various functions ψ plays important role
in geometry, probability, etc. Two classical examples arising in geometry are the
Yamabe equation and two dimensional curvature equation mentioned below. One
motivation we had writing this paper was to show that these problems with seem-
ingly very different functions ψ can be given very similar treatment.
The equation (1) with ψ(u) = u(n+2)/(n−2) arises in the problem of conformal
change of metric in dimensions 3 and more and is known as the Yamabe problem.
Let g, g′ be two conformally related Riemannian metric. The conformal relationship
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will be written as g′ = u4/(n−2)g. Denote by R′, R their scalar curvature functions.
These are related by the equation
(2) ∆u− n− 2
4(n− 1)Ru+
n− 2
4(n− 1)R
′u(n+2)/(n−2) = 0.
Here ∆ is the Laplace-Beltrami operator in the metric g. The first two terms on the
right hand side of (2) are known as “conformal Laplacian” and the corresponding
operator will be denoted by L. Clearly the equation (2) is a special case of (1),
provided R′ ≤ 0 and R′ < 0 near the boundary ∂Ω. In this light the equation (2)
with boundary data as in (1) can be seen as a problem of finding complete metric g′
in Ω with given nonnegative scalar curvature R′ such that g′ is conformally related
to the background metric g in M . The most typical example we want to consider
is when R′ is constant and negative. The meaning of the words complete metric is
that all geodesics of g′ in Ω never intersect the boundary ∂Ω of Ω, i.e., (Ω, g′) is
geodesically complete. This problem has been considered in many papers both on
compact and noncompact manifolds, in particular in [2], [3], [4], [28], [46], [33], [34]
[26], most recently in [24], [25] and also elsewhere. The problem for R′ ≥ 0 which is
of different nature and not considered here is addressed in [23], [6], [45], [46], [27],
[30], [31], [29], [13] and elsewhere.
If the same problem is considered in two dimensions, a different equation arise.
In this case we look for g′ = e2ug where u solves
(3) ∆u+K ′e2u = K.
Here K is curvature in the original metric and K ′ in the mew metric. This prob-
lem for K ′ = −1 was extensively considered in [32]. Solutions of (3) give rise to
classification of Riemannian surfaces, see Corollary 9.3 which is a nice application
of the theory we develop in this paper.
The equation with various powers ψ(u) = uα also arises in probability (α = 2 -
Brownian snakes, 1 < α ≤ 2 - superdiffusion) see e.g [11], [12], [19].
We consider the equation (1) on a domain Ω in a Riemannian manifold M . The
main result of this article is that both questions - the existence of a large positive
solution and its uniqueness are local properties. That is they depends solely on the
properties of ∂Ω near a point x ∈ ∂Ω. We develop concepts of ψ-regularity and
ψ-uniqueness of a boundary point x ∈ ∂Ω (see definitions in section 2). What these
notions mean is that a boundary point x ∈ ∂Ω has a neighborhood U such that the
problem ∆u − cψ(u) = 0 in Ω ∩ U has a large solution for some c > 0 (or unique
large solution for ψ-uniqueness for some c > 0). More will be discussed when these
notions are properly introduced. To put our results into context the question of
existence of large solutions for function ψ(u) = uq for 1 < q <∞ has been settled
in the works [24], [25] where it has been shown that the solvability is equivalent to
certain Wiener-type condition at every boundary point y ∈ ∂Ω. Hence at least in
this special case, the solvability is indeed a local property. From this perspective
it is not surprising that the existence (as well as uniqueness) of large solutions is a
local property for more general functions.
We present our main results in section 3 after all notions are defined. There are
two subsections, the first one on the existence with main results Theorems 3.1 and
3.2 which imply that the equation (1) is solvable if and only if the every point of
the boundary of Ω is ψ-regular.
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The second subsection on (non)uniqueness first presents two examples of non-
uniqueness (Examples 3.1 and 3.2) on very general (fractal) domains. The con-
struction is given in detail in section 7 and is a generalization of known examples in
smooth setting. The common feature of these examples is that the solutions u(x)
grow to infinity slowly as x→ ∂Ω. In particular, the new metric which would arise
in the Yamabe problem or in the two dimensional problem is not complete. If we
require that u grows sufficiently fast (we say u has maximal rate of blow-up) then
such solution (if exists) is unique (Proposition 3.4). This type of behavior has been
already noted in some cases in the works of Delanoe¨, Finn, McOwen and Tang.
The general results on uniqueness (Theorem 3.6 and Theorem 3.7) state that
again uniqueness is a local property, i.e., the solution of the equation (1) is unique
if and only if all its points are ψ-unique. We also present several new necessary
and sufficient conditions for uniqueness of the large solution in (Theorem 3.8 and
Proposition 9.9). These generalize the uniqueness condition from [39] and [42].
We conjecture that they can be further improved (see the conjecture just above
Proposition 9.9).
We devote the last section to examples of how this theory can be applied to
concrete examples functions ψ. Most results of this section are not new, the point
we want to make is to show how they all fit nicely into the same framework. We
show that in many cases existence and uniqueness do not depend on the metric
tensor g on M , i.e., if we know the answer in Rn we have it on any manifold M
(e.g. Corollaries 9.2 and Proposition 9.4). These results nicely complement the
recent progress in the special case of ψ(u) = uα in Ω ⊂ Rn where we now know
the necessary and sufficient conditions for existence of a large solution in terms of
Wiener-type capacity. Labutin’s result states that the large solution exists if every
point has a “local complement” that is the set U ∩ (Rn \Ω) for all neighborhoods U
of x of sufficiently large capacity. What “capacity” means depends on α > 1. The
uniqueness in not considered in his work. Our approach follows a different path,
we treat much broader range of problems with less case-specific results.
Section 4, although auxiliary contains important results about large solutions
such as comparison principle, existence of barriers and Harnack inequality.
2. Definitions
2.1. Preliminary definitions. As mentioned in the introduction we consider pos-
itive solutions of the equation
(4) ∆u+ hu− kψ(u) = −f in Ω.
Definition 2.1. A positive solution of the equation (4) which satisfies
(5) u(x)→∞ as δ(x) = dist(x, ∂Ω)→ 0
is called a large solution.
Definition 2.2. We say that the function ψ satisfies the standard assumptions if
ψ : [0,∞)→ [0,∞),
ψ is continuous, increasing on [0,∞),
ψ(0) = 0 ψ is strictly convex, i.e.,(6)
ψ(tx+ (1− t)y) < tψ(x) + (1− t)ψ(y) for all 0 ≤ x < y and 0 < t < 1,
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and for some a > 0
(7)
∫ ∞
a
(∫ s
0
ψ(u)du
)−1/2
ds <∞.
Condition (7) is a classical condition introduced by Keller and Osserman [21],
[44]. We note that (6) implies that ψ(u) ≤ ku for some k > 0 and u ∈ [0, ε), hence,
the integral (7) converges to ∞ as a → 0+. It is also worth pointing out that the
condition (6) says something about the differentiability of ψ. Since ψ is convex we
know that ψ′ exists almost everywhere. It also follows that ψ(u)/u is a monotone
increasing function, hence it has a one-sided limit at zero, so the right-derivative
ψ′(0) is well defined and finite.
In several cases we shall in place of (7) assume slightly stronger condition (8).
Functions ψ for which (8) hold will give rise to solutions that satisfy the well-know
Harnack inequality (see below), hence we name this condition appropriately.
Definition 2.3. If in addition to condition (6) and there exists θ > 1 such that
(8) lim inf
u→∞
ψ(θu)
θψ(u)
> 1
we say that ψ satisfies the Harnack assumptions.
If is easy to see that (8) implies that ψ(u) ≥ cu1+ε, where ε = ln y/ ln θ > 0
and y is any number between 1 and lim infu→∞ ψ(θu)/(θψ(u)). Clearly such ψ
satisfies (7). To see that these conditions are not equivalent, consider ψ equal to
u ln4(1 + u) for large u. We see that ψ satisfies (7) but not (8), so (8) is a slightly
stronger condition. All ψ we will consider in examples do satisfy (8).
The condition (usually easy to verify)
(9) lim inf
u→∞
uψ′(u)
ψ(u)
> 1
is even stronger, as it implies that (8) holds for all θ > 1, hence ψ satisfies the
strong Harnack assumptions.
Definition 2.4. Let Ω be a domain in M . We say that two positive functions u1,
u2 defined on Ω are comparable if
(10) 0 < inf
x∈Ω
u1(x)
u2(x)
≤ sup
x∈Ω
u1(x)
u2(x)
<∞.
We write u1 ≈ u2. If in addition u1, u2 are large solution of the equation (4) we
say that u1, u2 are comparable large solutions.
Definition 2.5. Let Ω be a domain in M and let ϕ(x) = ψ(x)/x. We say that a
large solution u of the equation (4) is complete if
(11) ϕ(u(x)) ≥ 1
δ2(x)f(δ(x))
,
for some nondecreasing function f : R+ → R+ such that
(12)
∫ ε
0
dt
tf(t)
=∞, for some ε > 0.
We say that a complete large solution u of the equation (4) blows-up at the
maximal rate if the function f in (11) can be taken to be positive and constant.
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Remark 2.1. The reason we call such solution complete is that (if it exists) the
metric it defines gives rise to a complete metric for the Yamabe equation (2). Of
course, this definition is much more general, but fits nicely into the whole picture.
2.2. Regular boundary points and regular domains. We recall the classical
notions of regular, L-regular boundary point and the concept of a barrier. These
notions were first introduced for Laplacian in Rn but generalize to second order
elliptic operators on manifolds, c.f. [20] and [48]. Let Ω be an arbitrary domain
Ω ⊂M with nonempty boundary. Then the Dirichlet problem
(13) Lu = (∆− V )u = 0, u∣∣
∂Ω
= g ∈ C(∂Ω) in some sense,
has always a solution (the Poisson integral) u = PI(g), where PI:C(∂Ω)→ L∞(Ω).
Here V ∈ Ln/2+ε(Ω) for some ε > 0 and V ≥ 0. If V ∈ Cε(Ω) then u ∈ C2loc(Ω).
Definition 2.6. A point x ∈ ∂Ω is called L-regular if for all g ∈ C(∂Ω) the limit
limy→x u(y) exists and is equal to g(x). If all points of ∂Ω are L-regular then we say
that the domain Ω is L-regular. Obviously in such case we have: PI:C(∂Ω)→ C(Ω).
We say a point x ∈ ∂Ω is regular if it is L-regular for L = ∆.
All L-regular points can be characterized in terms of local barriers.
Theorem 2.7. The point x ∈ ∂Ω is L-regular if and only if there exists a neighbor-
hood U of x and a C2 function w defined on U ∩Ω, such that Lw = (∆−V )w ≤ 0,
w(y) → 0 as y → x and for any neighborhood U ′ of x there is δ > 0 such that
w(y) > δ for all y ∈ (U ∩ Ω) \ U ′.
Corollary 2.8. If x is a regular point, then x is L-regular for all L = ∆ − V ,
V ≥ 0.
We now want to generalize the notions of L-regular points and domain for our
purposes. In our case these notions will depend on the given function ψ, hence we
will talk about ψ-regularity.
Definition 2.9. Suppose that function ψ satisfies the Harnack assumptions. Let
Ω ⊂ M be a domain with nonempty boundary. We say the domain Ω is ψ-regular
if there exists at least one c > 0 such that the equation
∆u− cψ(u) = 0
has a large solution in Ω.
We say that a point x ∈ ∂Ω is ψ-regular if there exists a neighborhood U of x
such that U ∩ Ω is ψ-regular.
If ψ satisfies only the standard assumptions we say that the domain Ω is ψ-
regular if the equation ∆u− cψ(u) = 0 has a large solution in Ω for all c > 0. The
notion of ψ-regular point remains unchanged.
In parallel to classical theory we also introduce ψ-barriers:
Definition 2.10. Let Ω be a domain in M . Assume that the function ψ satisfies
the standard assumptions. Let U be a neighborhood of a point x ∈ ∂Ω. We say that
a positive function w defined in U ∩Ω is a local ψ-barrier at x if w is a subsolution
of the equation ∆u−ψ(u) = 0, i.e, ∆w−ψ(w) ≥ 0 in the sense of distributions on
U ∩ Ω and
(14) lim
y→xw(y) =∞.
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2.3. ψ-uniqueness. For the classical problem Lu = 0 in Ω, u
∣∣
∂Ω
= g ∈ C(∂Ω)
there is no issue with uniqueness, as the maximum principle applies. There are
however several examples of non-uniqueness of large solutions for equation (4) some
of which can be found in this paper. For this reason we will consider the uniqueness
issue in detail here and in parallel with the previous subsection will introduce a new
notion of ψ-uniqueness. Here we will assume the stronger Harnack assumptions on
the function (8). This will allows to consider nonconstant k in the equation (1), if
however k is constant the standard assumptions would suffice.
Definition 2.11. Let the function ψ satisfies the Harnack assumptions. Let Ω ⊂M
be a ψ-regular domain with nonempty boundary.
We say that a point x ∈ ∂Ω is ψ-unique if there exists neighborhood U of x such
that U ∩ Ω is ψ-regular and one of the following holds:
(a) For all c > 0 any two large solutions u1, u2 of the equation ∆u− cψ(u) = 0
in U ∩ Ω satisfy:
(15) lim sup
y→x
u1(y)
u2(y)
= 1.
(b) For some θ > 1 lim supu→∞
ψ(θu)
ψ(u) < ∞ and (8) holds for a sequence of
θn with limit 1. Also for some c > 0, the maximal large solution uc the
equation ∆u− cψ(u) = 0 in U ∩Ω is complete and any other large solution
u of the same equation in U ∩ Ω satisfies
(16) lim sup
y→x
uc(y)
u(y)
<∞.
Definition 2.12. Let the function ψ satisfies the Harnack assumptions. We say
the domain Ω is ψ-unique if for some c > 0 the equation ∆u − cψ(u) = 0 has a
unique large solution in Ω.
3. Main results
3.1. Existence.
Theorem 3.1. Let Ω ⊂M be an arbitrary domain with nonempty boundary. Sup-
pose that ψ satisfies the standard assumptions. Then the domain Ω is ψ-regular if
and only if every point x ∈ ∂Ω is ψ-regular.
Theorem 3.2. Let Ω ⊂M be an arbitrary domain with nonempty boundary. Sup-
pose that ψ satisfies the standard assumptions and c > 0 is a real number.
(a) Let Ω be a ψ-regular domain. Then, given any h, k, f ∈ L∞(Ω) such that f ≥ 0,
k ≥ c > 0 there exists a large nonnegative solution Umax of the equation
(17) ∆u+ hu− kψ(u) = −f in Ω,
with the property that any other nonnegative solution u of the equation (17) in Ω
satisfies u ≤ Umax.
Conversely, if ψ satisfies the Harnack assumptions and the equation (17) has at
least one large solution for some h, k, f ∈ L∞(Ω) such that f ≥ 0, k ≥ c > 0, then
the domain Ω is ψ-regular.
(b) If all boundary points of Ω are regular, then there also exists a minimal large
solution Umin of the equation (17), i.e., if u is any other large solution of the
equation (17), then u ≥ Umin.
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As we will see in Examples 3.1 and 3.2 the concept of minimal large nonnegative
solution does not make sense on on more general domains, i.e., domains that are
not regular, since on such domains it is possible to construct a decreasing sequence
of large solutions with limit zero. If k is continuous at ∂Ω , then we have uniqueness
in (b) that is Umin = Umax, hence there is only one large solution. We think that
this is true even for discontinuous k ∈ L∞, but we do not have the proof.
Conjecture: If all boundary points of Ω are regular and k ∈ L∞(Ω), k ≥ c > 0
then Umin = Umax so uniqueness holds and the domain Ω is ψ-unique.
Theorem 3.3. Let Ω be a domain in M . Assume that the function ψ satisfies
the Harnack assumptions. Then Ω is ψ-regular domain if and only if every point
x ∈ ∂Ω has a local ψ-barrier at x.
If ψ only satisfies the standard assumptions then Ω is ψ-regular domain if and
only if every point x ∈ ∂Ω has a local (cψ)-barrier at x for every c > 0.
All regular points have a local local (cψ)-barrier at x for every c > 0.
3.2. (Non)uniqueness.
Example 3.1. Let Ω ⊂M be a domain in M such that Γ =M \Ω can be written
as Γ =
⋃
Γi (i ∈ I, I can be uncountable) where each Γi satisfies
(18) Hn−2(Γ ∩B(x, r))) ≤ crn−2,
for all x ∈ Γ and 0 < r < diam(M) and some c independent of x and r. Here
Hn−2 denotes the (n− 2)-dimensional Hausdorff measure on M . Assume also that
for each x ∈ ∂Ω there is i ∈ I such that lim supr→0+ r2−nHn−2(Γi ∩ B(x, r)) > 0.
If
(19) lim sup
x→∞
ψ(x)
exp(kx)
= 0, for some k > 0,
then Ω is a ψ-regular domain. In particular, if dim M = 2 then any domain for ψ
satisfying (19) is ψ-regular.
Example 3.2. Let Ω ⊂M be a domain in M such that Γ =M \Ω is Ahlfors-David
regular, i.e., for some c1, c2 > 0 and d < n− 2 we have that
(20) c1rd ≤ Hd(Γ ∩B(x, r)) ≤ c2rd, for all x ∈ Γ and 0 < r < 1.
Then Ω is a uα-regular domain for all 1 < α < (n − d)/(n − d − 2). The large
solution is not unique on Ω. (This claim also follows from [24] or [42], but we also
get nonuniqueness.)
In particular, if α < n/(n − 2) then any domain with nonempty boundary is
uα-regular.
If C ⊂ [0, 1] is the Cantor set (constructed by removing middle third of each
interval at every step) then (20) holds for d = ln 2/ ln 3 = 0.630 . . . . Let e1 be
a unit vector in Rn. It follows that B(0, 2) \ Ce1 is uα-regular for all α < (n −
ln 2/ ln 3)/(n− ln 2/ ln 3− 2) and n ≥ 3. The solution is not unique.
The important point of previous examples is that the constructed solutions in
section 7 go to infinity quite slowly. We do have the following uniqueness in the
class of comparable solutions by an argument essentially identical to [42].
Theorem 3.4. (Uniqueness of comparable solutions) Suppose that function ψ sat-
isfies the standard assumptions. Let Ω ⊂M be a ψ-regular domain with nonempty
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boundary and u a large solution of the equation ∆u− ψ(u) = 0 in Ω. Assume that
there exists K > 0 such that if v is another large solution of the same equation
comparable to u then
(21) K−1 ≤ inf
x∈Ω
u(x)
v(x)
≤ sup
x∈Ω
u(x)
v(x)
≤ K.
Then u = v.
Even better statement is true if the large solutions are complete:
Theorem 3.5. (Uniqueness of comparable complete solutions) Suppose that func-
tion ψ satisfies the Harnack assumptions (8) for a sequence of θn with limit 1.
Let Ω ⊂ M be a ψ-regular domain with nonempty boundary. Let u, v be two large
comparable complete solutions of the equation ∆u− ψ(u) = 0 in Ω. Then u = v.
Theorem 3.6. Suppose that function ψ satisfies the Harnack assumptions. Then
the domain Ω is ψ-unique if and only if all its boundary points are ψ-unique.
Theorem 3.7. Let ψ be a function that satisfies the Harnack assumptions. Let
Ω ⊂ M be a ψ-regular domain with nonempty boundary. Assume that h, k, f ∈
L∞(Ω) be such that f ≥ 0, k ≥ c0 for some c0 > 0. In addition, let us assume that
k is a continuous function at every boundary point ∂Ω. If all boundary points of Ω
are ψ-unique, then equation
(22) ∆u+ hu− kψ(u) = −f, in Ω
has a unique large solution.
Conversely, if for some f, h, k ∈ L∞(Ω), f ≥ 0, k continuous at ∂Ω, k ≥ c0 > 0
the equation
(23) ∆u+ hu− ckψ(u) = −f, in Ω
has a unique large solution for some c > 0 then the domain Ω is ψ-unique.
Now we state one sufficient condition for ψ-uniqueness. This condition works
only on special class of manifolds with rich set of local isometries, i.e., manifolds
that look locally as Tn, Sn or Hn. This does not represent any restriction in
two dimensions as any compact Riemannian manifold M can be equipped with
conformally equivalent metric of constant curvature 1, 0 or −1, so M is either S2,
T2 or locally H2. The following proposition is an improvement of uniqueness result
from [39] which was formulated in Rn and it required that Rn \ Ω has nonempty
interior near every point x ∈ ∂Ω.
Theorem 3.8. Let ψ satisfies the standard assumptions and let Ω ⊂ M be a ψ-
regular domain. Let x ∈ ∂Ω be such that there exists a neighborhood U of x with
the following property. For every connected component W of U ∩ Ω there exists a
continuous family of isometries Φt : U → Φt(U) ⊂M , t ∈ [0, ε) such that
(a) Φ0 is the identity on U ,
(b) Φt(W ) ⊂ Ω for t > 0.
Then the point x is ψ-unique. If all points of Ω have this property, then Ω is
ψ-unique.
Corollary 3.9. Let Γ = Tn\Ω can is locally a a graph of n−1-dimensional surface.
Then if Ω is ψ-regular it is also ψ-unique.
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A similar observation has been made in [42] (c.f. Theorem 0.3 there).
Proof of the Corollary: For any x ∈ Γ we identify some neighborhood U of x with
a neighborhood V of 0 in TxTn via the exponential map (this is a local isometry
on Tn). Then there is a unit vector v ∈ TxTn and a function ϕ : W = V ∩ {w ∈
TxTn;w⊥v} → R such that ϕ(0) = 0 and Γ ∩ U = {x+ w + vϕ(w);w ∈W}.
Indeed, if this holds then Γ∩U has two connected components - one “above” and
one “below” the graph. Then Φt(y) = y + tv for t > 0 is the family of isometries
for the component “above” the graph and Φt(y) = y − tv for t > 0 is the family of
isometries for the component “below” the graph. Finally, we note that with bit of
an effort it is also possible to handle surfaces with corners, more can be found in
Proposition 9.9.
4. Preliminaries: The comparison lemma, barriers and the Harnack
inequality
The results in this section are mostly generalizations of known results from the
case ψ(u) = uα to a general ψ. For briefness we will omit certain details and
concentrate on the differences. We start with crucial comparison result.
4.1. The comparison lemma.
Lemma 4.1. Let Ω ⊂M be a connected subdomain of M with nonempty boundary.
Let h, k ∈ Ln/2+ε(Ω), for some ε > 0, k ≥ 0, and k > 0 on a set of positive measure
in Ω, f ∈ L2−1,loc(Ω), f ≥ 0 and ψ satisfies (6). Let u1 ∈ L21,loc(Ω) ∩ C(Ω) be a
weak positive supersolution and and u2 ∈ L21,loc(Ω) ∩ C(Ω) be a weak nonnegative
subsolution of (4), i.e.,∫
Ω
(∇u1∇w − hu1w + kψ(u1)w) dVol ≥
∫
Ω
fw dVol,(24) ∫
Ω
(∇u2∇w − hu2w + kψ(u2)w) dVol ≤
∫
Ω
fw dVol,(25)
for all w ∈ L21(Ω), w ≥ 0, supp w ⊂⊂ Ω.
Under these assumptions, if
(26) lim sup
δ(x)→0
(u2 − u1)(x) ≤ 0, (with δ(x) = dist(x, ∂Ω)),
then u1 ≥ u2 in Ω. If in addition there is a point x ∈ Ω such that u1(x) > u2(x)
and u1, u2 ∈ C2loc(Ω) then u1 > u2 in Ω.
Proof. We modify argument contained in [5] and also in [39]. Let ε1 > ε2 > 0 and
denote wi = (ui + εi)−1((u2 + ε2)2 − (u1 + ε1)2)+ for i = 1, 2. Here (.)+ denotes
the nonnegative part of the function inside parentheses. Clearly, wi ∈ L21,loc(Ω),
wi ≥ 0 and wi has compact support in Ω due to (26). By (24) with w = w1 and
w = w2 after subtraction we get
−
∫
Ω
(∇u2∇w2 −∇u1∇w1) dVol−
∫
Ω
f(w1 − w2) dVol
≥
∫
Ω
k(x)(ψ(u2)w2 − ψ(u1)w1) dVol +
∫
Ω
h(x)(u1w1 − u2w2) dVol.(27)
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Let Ω+(ε1, ε2) = {x ∈ Ω;u2(x) + ε2 > u1(x) + ε1} and note that all integrands
in (27) vanish outside this set. Clearly w1 > w2 in Ω+(ε1, ε2). The first integral on
left hand side of (27) is equal to
(28) −
∫
Ω+(ε1,ε2)
[∣∣∣∣∇u2 − u2 + ε2u1 + ε1∇u1
∣∣∣∣2 + ∣∣∣∣∇u1 − u1 + ε1u2 + ε2∇u2
∣∣∣∣2
]
dVol.
From this we conclude that the left hand side is not positive. Looking at the
right hand side if we let ε1 → 0 we conclude that its limit is
(29)
∫
Ω+(0,0)
k(x)
(
ψ(u2)
u2
− ψ(u1)
u1
)
(u22 − u21) dVol.
Clearly, as u2 > u1 on Ω+(0, 0) by (6) we see that
(
ψ(u2)
u2
− ψ(u1)u1
)
(u22 − u21) > 0
on Ω+(0, 0). It follows that the measure of the set {x ∈ Ω+(0, 0); k(x) > 0} is zero,
otherwise the integral (29) is positive which contradicts the fact that the right hand
side of (27) is not positive. From this we see that Ω \ Ω+(0, 0) 6= ∅.
Pushing the matter further we see that the limit ε1 → 0 of (28) must be zero.
As each set Ω+(ε1, ε2) is compactly contained in Ω, the continuity of u1, u2, the
fact that u1 > 0 in Ω and u2 > u1 in Ω+(ε1, ε2) implies that both u1/u2 and u2/u1
are bounded away from infinity on each Ω+(ε1, ε2).
By fixing K = Ω+(ε1, ε2) we notice that Ω+(ε1, ε2) ⊂ Ω+(ε′1, ε′2) if 0 < ε′1 < ε1
and some 0 < ε′2 < ε2. Hence for such epsilons
0 ≤
∫
K
[∣∣∣∣∇u2 − u2 + ε′2u1 + ε′1∇u1
∣∣∣∣2 + ∣∣∣∣∇u1 − u1 + ε′1u2 + ε′2∇u2
∣∣∣∣2
]
dVol
≤
∫
Ω+(ε′1,ε
′
2)
[∣∣∣∣∇u2 − u2 + ε′2u1 + ε′1∇u1
∣∣∣∣2 + ∣∣∣∣∇u1 − u1 + ε′1u2 + ε′2∇u2
∣∣∣∣2
]
dVol.(30)
Finally, since the last integral in (30) goes to zero as ε′1 → 0 it follows that the
middle term of (30) must also go to zero which means that on K
(31) ∇u2 = u2
u1
∇u1, and ∇u1 = u1
u2
∇u1
As K was any domain Ω+(ε1, ε2), it follows that (31) holds on Ω+(0, 0).
By writing u2 = u2u1u1 and differentiating (31) gives us ∇
(
u2
u1
)
u1 = ∇u2 −
u2
u1
∇u1 = 0, hence u2/u1 is constant on each connected component of Ω+(0, 0).
From this we conclude that Ω+(0, 0) is empty, as otherwise u1/u2 = 1 at ∂Ω+(0, 0).
However, this implies u2/u1 = 1 inside Ω+(0, 0) which contradicts the fact that
u2 > u1 on the whole Ω+(0, 0). Thus Ω+(0, 0) is empty and u1 ≥ u2 everywhere.
In the case u1, u2 ∈ C2loc(Ω) and for some x ∈ Ω u1(x) > u2(x) then u1 > u2 in
Ω follows from the strong (Zarremba) maximum principle.
Remark 4.1. In Lemma 4.1 the condition k(x) > 0 on a set of positive measure
is necessary. Indeed if k ≡ 0 on Ω then the equation (4) becomes linear. The first
Dirichlet eigenfunction of the Laplace-Beltrami operator is positive inside Ω and
provides a counterexample to the claim of the lemma.
Lemma 4.1 implies the existence of bounded solutions to the equation (4) on
very general domains. We present these in the following section.
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4.2. Barriers. In this subsection we develop certain absolute estimates on solu-
tions of the equation (4). The main goal is to show that there exists a function
B : Ω → R+ such that all finite nonnegative solutions of (4) are bounded from
above by B, provided ψ satisfies certain growth assumptions. We first consider
balls in Rn.
Lemma 4.2. Let R > 0 and let ψ satisfy the standard assumptions (6) and (7).
Then there exists a solution u(x) = ϕ(|x|) in B(0, R) = {x; |x| < R} ⊂ Rn such
that
(32) ∆u− ψ(u) = 0 in B(0, R), u(x)→∞ as x→ ∂B(0, R).
Moreover, u(0) satisfies
(33)
g(R) ≤ u(0) ≤ g(R/√n), where g(t) = sup
a>0
{∫∞
a
(∫ s
a
ψ(u)du
)−1/2
ds ≥ t
}
.
Note that the strict convexity of ψ implies that the function g defined by (33) is
well defined on (0,∞), g is decreasing and g(0+) =∞, g(∞) = 0.
Proof. Writing (32) in polar coordinates it suffices to find a C2 function ϕ of one
variable such that
(34) ϕ′′(r) + n−1r ϕ
′(r)− ψ(ϕ(x)) = 0, ϕ′(0) = 0, ϕ(r)→∞ as r → R.
Following Keller [21] and Osserman [44] we rewrite (34) in the form ddr
(
rn−1 ddrϕ
)
=
rn−1ψ(ϕ). We integrate once, using ϕ′(0) = 0. This yields
(35) 0 ≤ ϕ′(s) ≤ s1−nψ(ϕ(s))
∫ s
0
rn−1dr =
s
n
ψ(ϕ(s)).
Using this estimate we get 1nψ(ϕ(r)) ≤ ϕ′′(r) ≤ ψ(ϕ(r)), which multiplying by ϕ′
and integration gives us
(36) (ϕ′(r))2 = C(r)
∫ ϕ(r)
ϕ(0)
ψ(s)ds, for some 2n ≤ C(r) ≤ 2.
Finally, taking the reciprocal of (36) and integrating we get
(37) r = C(r)
∫ ϕ(r)
ϕ(0)
(∫ s
ϕ(0)
ψ(t)dt
)−1/2
ds, for some 1 ≤ C(r) ≤ √n.
It follows from (7) that for any R > 0 there exists ϕ0 = ϕ0(R) > 0 for which the
solution ϕ with initial condition ϕ(0) = ϕ0 blows up at R, i.e., ϕ(R−) =∞.
Indeed, the equation (34) with boundary conditions ϕ′(0) = 0, ϕ(R) = m has
unique solution for any m > 0. Denote such solution by ϕm. By letting m→∞ we
obtain a function ϕ = limm→∞ ϕm. We claim that ϕ is also a solution to (34) and
ϕ′(0) = 0, ϕ(R−) =∞. Clearly, ϕm is nondecreasing sequence of functions and ϕm
satisfies (37) for r = R. Hence, by (7) it follows that ϕm(0) has a finite upper bound,
otherwise the right hand side of (37) would converge to zero as m → ∞ which is
not possible. It follows that ϕ(0) <∞, hence by the well posedness of the equation
(34) we conclude that |ϕm(r) − ϕ(r)| ≤ C(r)|ϕm(0) − ϕ(0)| for all 0 ≤ r < R. It
follows that ϕ is well defined on [0, R) and ϕ(R−) = limm→∞ ϕm(R) =∞. We also
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have an estimate on the value of ϕ(0) = ϕ0. Indeed, using (37) for ϕ and r = R we
obtain
(38)
R√
n
≤
∫ ∞
ϕ0
(∫ s
ϕ0
ψ(t)dt
)−1/2
ds ≤ R.
It follows that u(0) = ϕ0 ∈ [g(R), g( R√n )] where g is defined by (33).
Remark 4.2. In some interesting cases the function g defined is tractable. In
particular, if ψ(u) = uα for some α > 1, then g(t) ≈ t2/(1−α). Hence we get that
(39) u(0) ≈ R2/(1−α).
This a priori bound is due to Aviles, Keller, Osserman and Ve´ron.
Next, we consider similar barrier estimates on geodesic balls around points on
compact manifold M .
Lemma 4.3. Assume ψ satisfies the standard assumptions. There exists R0 > 0
such that for all 0 < R ≤ R0 and all points z ∈M the equation
(40) ∆u− ψ(u) = 0 in B(z,R),
has a supersolution u such that u(x)→∞ as dist(x, ∂B(z,R))→∞. Here B(z,R)
is a geodesic ball or radius R, i.e., B(z,R) = {y ∈ M ; dist(x, y) < R}, where the
distance function is the geodesic distance given by the metric tensor g on M .
Moreover, u(z) satisfies
(41) Cg(R/
√
2) ≤ u(z) ≤ Cg(R/
√
2n),
where g is the function given by (33).
Proof. Pick R0 > 0 sufficiently small such that for every z ∈ M the geodesic
ball B(z,R) for R ≤ R0 can be equipped with local geodesic coordinates centered
at z. In such coordinates the metric tensor simplifies and has form gij(z) = δij
and ∇gij(z) = 0. Also, if gij is the inverse matrix to gij then gij(z) = δij and
∇gij(z) = 0. Let g = det(gij).
In any local coordinates using the summation convention we have
(42) ∆u = g−1/2∂j(gjkg1/2∂ku).
Let ∆0u be the operator given by (42) for gij = δij . It follows that for u : U → R
(43) |(∆−∆0)u| ≤ ‖gij − δij‖L∞(U)|∇2u|+ ‖gij − δij‖Lip(U)|∇u|.
Hence for any ε > 0 there is R0 > 0 such that in U = B(z,R), where 0 < R ≤ R0
we have
(44) |(∆−∆0)u| ≤ ε(|∇2u|+ |∇u|).
This is a crucial estimate that allows us to take the v = ϕ(|x|) to be the solution
from Lemma 4.2 for the ball B(0, R) ⊂ Rn to the equation
(45) ∆v − 12ψ(v) = 0 in B(0, R), v(x)→∞ as x→ ∂B(0, R).
Then u(x) = v(Ψ(x)) (Ψ is the chart map) is a well defined function in B(z,R) ⊂M
and clearly u(x)→∞ as dist(x, ∂B(z,R))→ 0. We claim that u is a supersolution
to the equation (40), provided R0 > 0 is small. Indeed, u solves the PDE ∆0u −
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2ψ(u) = 0 in B(z,R) ⊂ M . Moreover, the bounds from previous lemma such as
(35) imply that |∇u| ≤ C(R0)ψ(u) and |∇2u| ≤ C(R0)ψ(u). It follows that
(46) |(∆0 −∆)u| ≤ 2εC(R0)ψ(u) in B(z,R).
If we pick R0 > 0 sufficiently small, it follows that the right hand side of (46) can
be bounded by 12ψ(u). Thus,
(47) ∆u− ψ(u) = (∆0u− 12ψ(u)) +
[
(∆−∆0)u− 12ψ(u)
] ≤ 0.
Hence u is the supersolution to (40). The estimates for u(z) follows from (33).
Corollary 4.4. Let Ω ⊂ M be a domain with nonempty boundary. Let h, k, f
be L∞(Ω) functions such that f ≥ 0 and k ≥ c for some c > 0. In addition,
let ψ be a function satisfying (6) and (7). Then there exists continuous function
B : Ω→ (0,∞) called barrier such that any nonnegative solution u to the PDE
(48) ∆u+ hu− kψ(u) = f in Ω, u ∈ Cloc(Ω),
is bounded by B, i.e.,
(49) 0 ≤ u(x) ≤ B(x).
Moreover, the barrier function B can be taken in the form B(x) = ϕ(δ(x)), for
δ(x) = dist(x, ∂Ω) and some continuous nonincreasing function ϕ : (0,∞)→ (0,∞)
such that ϕ(0+) =∞. Hence
(50) 0 ≤ u(x) ≤ ϕ(δ(x)).
Proof. Find m > 0 such that ψ(m) ≥ 2c (‖f‖L∞(Ω) + ‖h‖L∞(Ω)m). Next, find
R0 > 0 as in Lemma 4.3 such that for all 0 < R ≤ R0 and z ∈ M there exists
a supersolution U to the equation (40) satisfying (41) and U(x) → ∞ as δ(x) →
∂B(z,R). By possibly making R0 smaller, if necessary, we can arrange that any
such U also satisfies U ≥ m thanks to (41). First, we define the barrier B on the
set {x ∈ Ω; δ(x) ≤ R0} by
(51) B(x) = g
(
δ(x)
√
c
4n
)
,
where g is given by (33). Indeed, let x ∈ Ω such that δ(x) ≤ R0. Let UR be the
supersolution from Lemma 4.3 for the equation ∆u − c2ψ(u) = 0 in B(x,R). If
follows from (41) that
(52) m ≤ UR(x) ≤ g
(
R
√
c
4n
)
.
We compare u and UR in the ball B(x,R) using Lemma 4.1. Clearly u is a bounded
nonnegative solution of (48) in B(x,R) and UR a supersolution of the same equation
in B(x,R) since
∆UR + hUR − kψ(UR) + f
= (∆UR − c2ψ(UR)) + (f + hUR − c2ψ(UR)) + (cψ(UR)− k(UR))
≤ 0 + 0 + 0 = 0.(53)
Also, since (UR − u)(x) → ∞ as x → ∂B(x,R) it follows that all assumptions
of Lemma 4.1 are satisfied and u ≤ UR is B(x,R). Hence by (52) we see that
u(x) ≤ g (R√ c4n) for all R < δ(x). Taking the limit R → δ(x)− we get that
u(x) ≤ B(x) for B(x) given by (51).
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For all x ∈ Ω such that dist(x, ∂Ω) > R0 we take B(x) = g
(
R0
√
c
4n
)
. Clearly,
such B can be written is the form ϕ(δ(x)), as R0/δ(x) ≤ 1.
Now, if we use Lemma 4.1 on the domain Ω′ = {x ∈ Ω, δ(x) > R0} we see that
on the boundary ∂Ω′ we have 0 ≤ u(x) ≤ m, m ≤ B(x) and u is a subsolution and
B a supersolution in Ω′. It follows that u ≤ B in Ω′. This concludes the proof of
our corollary.
Remark 4.3. As a bonus we actually obtain in the special case ψ(u) = uα a
well known explicit formula for B. Remark 4.2 gives us that there exists C =
C(M,k, h, f) > 0 such that for any domain Ω we can take B to be equal to
(54) B(x) =
C
δ(x)2/(α−1)
for all x ∈ Ω.
4.3. Harnack inequality and other elliptic estimates for solutions. In this
subsection we prove certain general estimates that our solutions satisfy. These
estimates will be useful for the question of uniqueness we deal with in the following
section. We note that most results we present here are based on the work for
ψ(u) = uα in [18]. Our results are a minor modification of their argument for more
general ψ.
Lemma 4.5. (Harnack inequality) Let Ω ⊂ M be an arbitrary domain. Assume
that ψ satisfies the Harnack assumptions. Let u be a positive solution of ∆u−ψ(u) =
0 in Ω. Then there exists a constant C0 independent of u and x ∈ Ω such that
(55) sup
y∈B(x,δ/8)
u(y) ≤ C0 inf
y∈B(x,δ/8)
u(y),
where δ = dist(x, ∂Ω) > 0 and B(x, r) denotes an open ball of radius r around x.
Proof. To simplify notation, let ϕ(x) = ψ(x)/x. Write our equation as (∆ −
V (x))u = 0, where V (x) = ϕ(u(x)) = ψ(u(x))/u(x). The the Harnack principle for
the linear equation implies that
(56) sup
y∈B(x,δ/8)
u(y) ≤ C inf
y∈B(x,δ/8)
u(y),
where C > 0 depends on n, the ellipticity modulus of ∆ and νδ where
(57) ν2 = sup
y∈B(x,δ/2)
V (y).
We claim that νδ ≤ K for some K independent of u and x. Having that it
follows that C in (56) can be taken independent of νδ, hence (55) follows.
To estimate (57) we first develop estimates on the barrier function (51), provided
ψ(u) satisfies (8). Recall the definition of the function g in (33). Since ψ is convex
we get that∫ s
a
ψ(u)du =
1
2
∫ s
a
(ψ(u) + ψ(s+ a− u))du ≥
∫ s
a
ψ((s+ a)/2)du(58)
= (s− a)ψ((s+ a)/2) = 12 (s2 − a2)ϕ((s+ a)/2).
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Hence∫ ∞
a
(∫ s
a
ψ(u)du
)−1/2
ds ≤
√
2
∫ ∞
a
ds
(s2 − a2)1/2ϕ((s+ a)/2)1/2
≤
√
2
∞∑
n=0
∫ aβn+1
aβn
ds
(s2 − a2)1/2ϕ((s+ a)/2)1/2(59)
Here we choose β such that (1+ β)/2 = θ. We further estimate (59) as follows. As
ϕ is increasing 1/ϕ((a + s)/2) on the interval [aβn, aβn+1] can be estimated from
above by 1/ϕ(a(1 + βn)/2). Notice, that θn = ((1 + β)/2)n ≤ (1 + βn)/2, hence
1/ϕ(a(1 + βn)/2) ≤ 1/ϕ(aθn). Furthermore, by (8) it follows that for sufficiently
large a there is 0 < τ < 1 such that 1/ϕ(aθn) ≤ τn/ϕ(a). We put all of this into
(59), evaluate the integral for n = 0 separately (we get it is integrable) and for the
rest since (s2 − a2)1/2 ≈ s as s >> a we replace this term by s. This yields
(60)
∫ ∞
a
(∫ s
a
ψ(u)du
)−1/2
ds ≤ C
ϕ(a)1/2
∞∑
n=0
τn/2 lnβ =
C
ϕ(a)1/2
.
The last estimate follows from the fact that the series is summable. It follows from
the definition of the function g that g(C/ϕ(a)1/2) ≤ a for sufficiently large a or
equivalently g(x) ≤ ϕ−o(C2/x2) for sufficiently small x. Here ϕ−o denotes the
inverse function of ϕ (to distinguish it from ϕ−1 = 1/ϕ).
Combining (57), (49) and (51) we get that
(61) ν2δ2 ≤ ϕ(g(c0δ))δ2 ≤ ϕ
(
ϕ−o
(
C2
c0δ2
))
δ2 =
C2
c20
,
i.e., νδ in bounded uniformly from above. From this our claim follows.
Corollary 4.6. Let ψ be as in the lemma above and ϕ(x) = ψ(x)/x. It follows
that the barrier function in Corollary 4.4 can be taken of the form
(62) 0 ≤ u(x) ≤ ϕ−o(Kδ−2)
for some K > 0 small. Notice that in the case ψ(u) = uα this again yields (54).
However, (62) is not always optimal, e.g., when ψ(u) = eu − 1 which is another
important case. In this case the definition of g yields the estimate 0 ≤ u(x) ≤
ψ−o(Kδ−2) which is better as ϕ << ψ for u→∞.
The Harnack inequality is the crucial step in proving weighted global estimates
for the solution. As the details are done in [18] we just state the results. As before
let δ(x) = dist(x, ∂Ω). By ‖u‖2,α,Ω we denote the following weighted norm:
‖u‖2,α,Ω = sup
x∈Ω
|u(x)|+ sup
x∈Ω
δ(x)|∇u(x)|+ sup
x∈Ω
δ(x)2|∇2u(x)|(63)
+ sup
x,y∈Ω
min{δ(x), δ(y)}2+α |∇
2u(x)−∇2u(y)|
dist(x, y)α
.
Theorem 4.7. Assume that ψ satisfies the Harnack assumptions. Then there
exists C > 0 and α > 0 such that any positive solution u of ∆u − ψ(u) = 0 in Ω
satisfies
‖u‖2,α,Ω ≤ C‖u‖L∞(Ω),(64)
δ(x)|∇u(x)|+ δ2(x)|∇2u(x)| ≤ Cu(x), for all x ∈ Ω.
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Having (64) we now consider the following situation. Let u be a solution of
the equation ∆u − ψ(u) = 0 in Ω. Given δ > 0 let x be a point in Ω such that
δ(x) = dist(x, ∂Ω) = 2δ and let B = B(x, δ) be a geodesic ball of radius δ around
x. It follows that any point of B has distance at least δ to the boundary ∂Ω.
Given any R > 1 it is obvious that Ru is a supersolution of the equation ∆u−
ψ(u) = 0 in Ω and therefore in B as well. We ask the following question. It is
possible to find “better” supersolution in B? That is could we find a radial function
Θ = Θ(r) such that Θu is a supersolution in B, and Θ(r) < R on [0, δ), Θ(δ) = R?
The following lemma gives us the answer. This lemma represent a crucial step in
the proof in uniqueness of large solutions with sufficiently fast blow-up.
Lemma 4.8. Assume that ψ satisfies (6) and (8) for some θ > 1. Let u be a large
solution of the equation ∆u − ψ(u) = 0 in a domain Ω. Then there exists δ0 > 0
and C > 0 such for all x ∈ Ω with δ(x) = 2δ < 2δ0 and R > θ we have that Θu is
a supersolution of the equation ∆u− ψ(u) = 0 in B = B(x, δ). Here, Θ is a radial
function in B, i.e., Θ(z) = Θ(dist(z, x)), and
(65) Θ(r) = R− C( inf
z∈B
ϕ(u(z)))(δ2 − r2), for 0 ≤ r ≤ δ,
provided Θ(0) ≥ θ and ϕ(x) = ψ(x)/x. If this does not happen we take
(66) Θ(r) = R− R− θ
δ2
(δ2 − r2), for 0 ≤ r ≤ δ.
Proof. Computing ∆(Θu) for a radial function Θ we see that
(67) ∆(Θu) = Θ∆u+ u∆Θ+B(∇u,∇Θ),
where B is a bilinear function in ∇u and ∇Θ. Hence, by (64) there is a constant
K > 0 such that
(68) |B(∇u(x),∇Θ(r))| ≤ KΘ′(r)u(x)
δ(x)
,
as Θ′(r) ≥ 0. The constant K is independent of x. Having (65) and (66) we see
that Θ(r) ≥ θ. By (8) we have that for large u: ϕ(θ0u)/ϕ(u) ≥ c > 1 for any
θ0 ≥ θ. This is equivalent to θ0ψ(u) ≤ 1cψ(θ0u). From this
(69) ∆(Θu) = Θψ(u) + u∆Θ+B(∇u,∇Θ) ≤ 1cψ(Θu) + u∆Θ+B(∇u,∇Θ).
Hence
(70) ∆(Θu)− ψ(Θu) ≤ −(1− 1c )ψ(Θu) + u∆Θ+B(∇u,∇Θ).
It follows that if we find Θ such that
(71) u∆Θ+B(∇u,∇Θ) ≤ (1− 1c )ψ(u),
then since ψ(u) ≤ ψ(Θu) it follows that the righthand side of (70) is less than 0, so
Θu is a supersolution. Next, instead of solving (71) we look for Θ such that
(72) u∆0Θ+B(∇u,∇Θ) ≤ 12 (1− 1c )u (infx∈B ϕ(u(x))) ,
where ∆0 is a flat Laplacian in geodesic local coordinates centered at x. Since (44)
holds, if δ0 > 0 is chosen sufficiently small, we get that (71) follows from (72).
Writing ∆0 in polar coordinates we get
(73) Θ′′(r) + n−1r Θ
′(t) + 1uB(∇u,∇Θ) ≤ 12 (1− 1c ) (infx∈B ϕ(u(x))) .
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Finally we note that the term 1uB(∇u,∇Θ) by (68) can be dominated by Kr Θ′(t),
since 1δ(x) ≤ 1r . Hence (73) will be satisfied if Θ solves
(74) Θ′′(r) + K+n−1r Θ
′(t) = 12 (1− 1c ) (infx∈B ϕ(u(x))) .
It is a simple exercise that the function Θ given by (65) for some C > 0 depending
only on K, c and n solves this equation. We get (66) if Θ(0) given by (65) is less
than θ (if we allow this, (69) no longer holds), so we make this modification.
5. Existence and Uniqueness for continuous Dirichlet data
In this section we establish the existence an uniqueness of large solutions in
domains with relatively nice boundary. In section 2 we defined a regular point
x ∈ ∂Ω. In such point the Poisson integral for the Laplace’s equation in Ω with
C(∂Ω) data gives a continuous function at x. We will consider for now domains Ω
with all boundary points regular. The following theorem (c.f. [48]) gives sufficient
(but not necessary) condition for a point to be regular.
Theorem 5.1. The point x ∈ ∂Ω is regular if there exists neighborhood U of x and
smooth coordinates on U in which there exists a cone C with vertex x such that
U ∩ C \ {x} ⊂M \ Ω.
In particular, all boundary points of a Lipschitz domain are regular.
Now we tackle the equation (4). We first settle the question of the existence and
uniqueness of a solution to the Dirichlet problem with continuous boundary data
under additional assumption h ≥ 0. In this case we want to consider all solutions,
not only the positive one. To accommodate this extension we have to extend the
domain of ψ onto whole R.
Theorem 5.2. Let Ω ⊂ M be a domain with nonempty boundary such that all
boundary points are regular. Assume also that h, k ≥ 0, h, k ∈ Ln/2+ε(Ω) for some
ε > 0, and ψ : R → R satisfies (6) for both ψ1(x) = ψ(x)
∣∣
[0,∞) and ψ2(x) =
−ψ(−x)∣∣
[0,∞). Moreover, assume that
(75) inf
x>0
ψ1(x)
x
= inf
x>0
ψ2(x)
x
.
Then for any g ∈ C(∂Ω) and a distribution f = ∆F for some F ∈ C(Ω) the
Dirichlet problem
(76) ∆u− hu− kψ(u) = f in Ω, u ∈ C(Ω), u∣∣
∂Ω
= g
has a unique solution. There exists C > 0 such all solutions to (76) satisfy the
estimate
(77) ‖u‖C(Ω) ≤ C(‖F‖C(Ω) + ‖g‖C(∂Ω)).
If in addition f ≤ 0 and g ≥ 0 the solution u is nonnegative.
Proof. Consider the linear problem
(78) (∆− V )u = f in Ω, u ∈ C(Ω), u∣∣
∂Ω
= g,
for arbitrary V ∈ Ln/2+ε(Ω), V ≥ 0. We want to establish the existence of a
solution for this problem. Clearly, if f = 0 there is nothing to prove, since (78) is
just the same equation as (13) and hence Theorem 2.7 and Corollary 2.8 apply.
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If f 6= 0, let F˜ be a continuous extension of F on wholeM and let f˜ = ∆f˜ . Since
we can always arrange that V > 0 on a set of positive measure on each connected
component of M \ Ω it follows (c.f. [35]-[38], [7]-[9]) that L = ∆ − V is invertible
on M . Consider
(79) w = (∆− V )−1f˜ = (∆− V )−1∆F˜ = F˜ + (∆− V )−1(V F˜ ).
As (V F˜ ) ∈ Ln/2+ε(M), the mapping properties of (∆ − V )−1 implies that (∆ −
V )−1(V F˜ ) ∈ Cα(Ω) for some α > 0. It follows that w ∈ C(M). Hence u = v + w
is a solution to (78), provided v solves
(80) (∆− V )v = 0 in Ω, v ∈ C(Ω), v∣∣
∂Ω
= g − w∣∣
∂Ω
.
This establishes the existence. For uniqueness see e.g. [8]. Moreover, there exists
C > 0 independent of V such that the solution u to (78) satisfies the estimate
(81) ‖u‖C(Ω) ≤ C(‖F‖C(Ω) + ‖g‖C(∂Ω)).
The proof of (81) can be split into two cases. The first case is when f = 0 and
g 6= 0, and the estimate follows directly from the maximum principle, as |u(x)| ≤
supy∈∂Ω |u(y)|. The second case g = 0 and f 6= 0 follows from and intriguing
lemma established in [10] (c.f. Lemma 2.7). Even though this lemma is formulated
for Lipschitz domains, it follows from the proof that the L∞ version works on any
domain. Moreover, the computation there gives there precise value of C, namely
C = 2. Combining these two cases we have that (81) holds, in fact the stronger
estimate
(82) ‖u‖C(Ω) ≤ 2‖F‖C(Ω) + ‖g‖C(∂Ω)
is also true.
Equipped with this estimate we take on (76). The properties of function ψ
implies that a new function defined by Ψ(u) = ψ(u)/u if u 6= 0 and Ψ(0) =
infu6=0 ψ(u)/u = limu→0 ψ(u)/u is nonnegative on R and continuous.
We fix, f and g as in the statement of our theorem and consider the number
M = 2‖F‖C(Ω) + ‖g‖C(∂Ω). Then let Tu = v be a map T : C(Ω) → C(Ω) defined
by the PDE
(83) (∆− (h+ kΨ(u))) v = f in Ω, v ∈ C(Ω), v∣∣
∂Ω
= g.
Let V (x) = h(x) + k(x)Ψ(u(x)). It follows that V ≥ 0 and V ∈ Ln/2+ε(Ω), since
h, k ∈ Ln/2+ε(Ω) and Ψ(u) ∈ L∞(Ω) for u ∈ C(Ω). Hence V is as in (78) so the
solution v to (83) exists and satisfies the estimate (82), i.e., ‖v‖C(Ω) ≤ M for all
u ∈ C(Ω). Hence T maps the ball
(84) BM = {u ∈ C(Ω); ‖u‖C(Ω) ≤M}
into itself. We prove that T is continuous and compact, hence by Schauder fix point
theorem T has a fixed point. Clearly, the fixed point of T solves (76).
Let us first deal with the issue of continuity of T . Let un be a sequence from
BM converging to some u ∈ BM in the C(Ω) norm. Since Φ is continuous on
R it is uniformly continuous on the interval [−M,M ]. It follows that Φ(un) →
Φ(u) in C(Ω) as all |un(x)| ≤ M for all x ∈ Ω. It follows that Vn(x) = h(x) +
k(x)Ψ(un(x))→ V (x) = h(x)+ k(x)Ψ(u(x)) in Ln/2+ε(Ω) for some ε > 0. Now by
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looking at the difference wn = v− vn where vn = T (un) and v = T (u), we see that
wn is a solution to the PDE
(85) (∆− V )wn = fn = (V − Vn)un, wn ∈ C(Ω), wn
∣∣
∂Ω
= 0.
It follows that ‖fn‖Ln/2+ε(Ω) ≤ ‖V − Vn‖Ln/2+ε(Ω)‖un‖C(Ω) → 0 as n→∞. The in
the light of the estimate (82) and the fact that for each fn there is Fn such that
∆Fn = fn with ‖Fn‖C(Ω) ≤ C‖fn‖Ln/2+ε(Ω) we see that
(86) ‖wn‖C(Ω) ≤ C‖fn‖Ln/2+ε(Ω) → 0, as n→∞.
This proves continuity. Now we show compactness. Take an arbitrary sequence
(un)n∈N of points from BM . Each vn = T (un) is also in BN , hence the Ln/2+ε(Ω)
norm of fn = (h + kΦ(un))vn can be bounded by a constant independent of n. It
follows that vn solves the PDE
(87) ∆vn = fn, vn ∈ C(Ω), vn
∣∣
∂Ω
= g.
We claim that this implies that (vn)n∈N has a convergent subsequence in C(Ω).
Indeed, consider the extension of fn onto M by putting f˜n = fn on Ω and f˜n = 0
on M \ Ω. The Laplace-Beltrami operator ∆ is not invertible on functions on M ,
since all constants are annihilated by ∆, but the operator ∆ − V for V = 0 in Ω,
V = 1 on the set M \Ω is. Moreover, the mapping properties of this operator (c.f.
[35]) implies that w˜n = (∆− V )−1f˜n ∈ Cα(M) for some α > 0 and ‖w˜n‖Cα(M) ≤
C‖f˜n‖Ln/2+ε(Ω) ≤ C. Let wn = w˜n
∣∣
Ω
. Clearly, ∆wn = fn in Ω. Now as the
Ho¨lder space Cα(Ω) is compact in C(Ω), it follows that there is a subsequence
of wn convergent in C(Ω). Slightly abusing the notation, we will refer to this
subsequence as (wn)n∈N. Denote the limit of wn in C(Ω) by w0. Finally, let Vn for
n = 0, 1, 2, 3, . . . be the solution of the PDE
(88) ∆Vn = 0, Vn ∈ C(Ω), Vn
∣∣
∂Ω
= g − wn
∣∣
∂Ω
.
We see that vn = Vn+wn and since g−wn
∣∣
∂Ω
→ g−w0
∣∣
∂Ω
in C(∂Ω) the estimate
(82) implies that Vn → V0 in C(Ω). Putting things together this implies that
vn → v0 in C(Ω), hence the map T is compact. This finishes the proof of existence
of a solution to (76).
The uniqueness is trivial. Assume there are two solutions u1 and u2 in C(Ω).
Then their difference w = u1 − u2 solves the PDE
(89) (∆− V12)w = 0, w ∈ C(Ω), w
∣∣
∂Ω
= 0,
where
(90)
V12(x) = h(x) + k(x)
(
ψ(u1(x))− ψ(u2(x))
u1(x)− u2(x)
)
for x such that u1(x) 6= u2(x).
We take V12(x) = h(x) if u1(x) = u2(x). Clearly V12 ≥ 0 as ψ is an increasing
function. Also since u1, u2 ∈ [−M,M ] for some M large enough the quotient
ψ(u1(x))− ψ(u2(x))
u1(x)− u2(x) ≤ max{ψ(M + 1)− ψ(M), ψ(M)− ψ(M − 1)}.
It follows that V12 ∈ Ln/2+ε(Ω). Thus, one more time using the estimate (82) the
equation (89) implies that w ≡ 0. From this uniqueness follows.
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Finally, the last claim that u ≥ 0 when f ≤ 0 and g ≥ 0 is an easy consequence
of the maximum principle.
Next we deal with the general case. As we can see, our claim in this case is
weaker than in the most favorable case contained in Theorem 5.2. We also consider
only the nonnegative solutions.
Theorem 5.3. Let Ω ⊂ M be a domain with nonempty boundary such that all
boundary points are regular. Assume also that k ≥ 0, h, k ∈ Ln/2+ε(Ω) for some
ε > 0, and ψ satisfies (6). Let f = ∆F for some F ∈ C(Ω) and f ≤ 0 in the sense
of distributions. Assume that the equation
(91) ∆u− hu− kψ(u) = f in Ω, u ∈ C(Ω),
has at least one positive supersolution u in C(Ω), i.e., ∆u−hu− kψ(u) ≤ f in the
sense of distributions.
Then for any g ∈ C(∂Ω), g ≥ 0 there exists at least one nonnegative solution u
of the equation (91) satisfying u
∣∣
∂Ω
= g.
In addition, if k > 0 in Ω, f ∈ L2−1,loc(Ω), and either f or g does not vanish,
then the solution is also unique. The uniqueness also follows if k > 0 on a set
of positive measure, k, h, f ∈ Cαloc(Ω) for some α > 0 and either f or g does not
vanish.
Proof. Let us denote the positive supersolution of the equation (91) by Umax. With-
out loss of generality we can assume that at the boundary ∂Ω we have Umax
∣∣
∂Ω
≥ g.
Indeed, if this does not hold, then since infx∈∂Ω Umax(x) > 0 and g ∈ C(∂Ω) there
exists integer n such that nUmax ≥ g. Moreover, nUmax is also a supersolution of
the equation (91). Indeed,
0 ≥ n(∆Umax − hUmax − kψ(Umax)− f)
= ∆(nUmax)− h(nUmax)− k(nψ(Umax))− f − (n− 1)f
≥ ∆(nUmax)− h(nUmax)− kψ(nUmax)− f(92)
in the sense of distributions. Here we used convexity of ψ which implies ψ(nu) ≥
nψ(u) for all u ≥ 0 and the fact that f ≤ 0.
Having this, we look for the solution to the equation (91) satisfying the Dirichlet
boundary data g on ∂Ω in the closed convex set
(93) K = {u ∈ C(Ω); 0 ≤ u ≤ Umax}.
Let h1 = max{h, 0} be the positive and h2 = max{−h, 0} be the negative part
of the function h. Let us extend the function ψ onto the whole R by putting
ψ(x) = −ψ(−x) for x < 0. Then Theorem 5.2 implies that the map T1 : K → C(Ω)
defined by v = T1(u), where v is a solution to the PDE
(94) ∆v − h1v − kψ(v) = f − h2u in Ω, v ∈ C(Ω), v
∣∣
∂Ω
= g,
is well defined. Finally, take
(95) T : K → K, where T (u) = max{0,min{Umax, T1(u)}}.
We claim that the map T is also continuous and compact. It suffices to prove
that the map T1 is continuous and compact. Let us first deal with the continuity.
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Take u1, u2 ∈ K and let vi = T1(ui), i = 1, 2. Consider w = u1 − u2. Then w is a
solution to the linear PDE
(96) (∆− V )w = −h2(u1 − u2) in Ω, w ∈ C(Ω), w
∣∣
∂Ω
= 0,
where
(97)
V (x) = h1(x) + k(x)
(
ψ(v1(x))− ψ(v2(x))
v1(x)− v2(x)
)
for all x such that v1(x) 6= v2(x).
We take V (x) = h1(x) for v1(x) = v2(x). As before for the function V12 if follows
that V ≥ 0 and V ∈ Ln/2+ε(Ω). Hence, by the estimate (82), the equation (96)
gives us for w:
(98) ‖w‖C(Ω) ≤ C‖h2(u1 − u2)‖Ln/2+ε(Ω) ≤ C‖h‖Ln/2+ε(Ω)‖u1 − u2‖C(Ω).
From this continuity follows. The proof of compactness of T1 is very similar to the
proof we gave for T in the previous theorem. Therefore we just sketch important
details. Let (un)n∈N be a sequence from K and vn = T1(un). It follows from the
equation (94) that all vn are uniformly bounded in the C(Ω) norm (by (82)). Hence
(99) ∆vn = fn = f + h1vn − h2un + kψ(vn) in Ω, vn ∈ C(Ω), vn
∣∣
∂Ω
= g.
It follows that the norm of fn can be bounded independent of n. From this the
compactness follows as the proof copies the argument give below (87).
Hence T1 and therefore T are continuous and compact. It follows that the map
T has a fixed point as the set K is closed and convex. Let u ∈ K be such fixed
point and let w = T1(u). We want to show that u = w, hence u is a fixed point of
T1, i.e., a solution to (91) such that u
∣∣
∂Ω
= g. We leave details to the reader, the
main point of the proof uses the fact that 0 ≤ u ≤ Umax and 0 is a subsolution and
Umax a supersolution.
The uniqueness follows from Lemma 4.1 under the additional assumptions on
f and k. Let k > 0 in Ω. Then, if u1, u2 are two solutions to our problem, the
interior regularity results implies that u1, u2 ∈ L21,loc(Ω). Hence u1, u2 satisfies all
assumptions of Lemma 4.1 as well as (24). Let Ω0 = {x ∈ Ω;u1(x) > u2(x)}. Then
if we apply Lemma 4.1 in domain Ω0, we have that u1
∣∣
∂Ω0
= u2
∣∣
∂Ω0
and u1 is a
subsolution and u2 is a supersolution. Hence u1 ≤ u2 in Ω0 from which follows that
Ω0 = ∅. Therefore u1 ≤ u2 in Ω. If we switch u1 and u2 we get u2 ≤ u1, hence
u1 = u2.
If instead we assume k > 0 on a set of positive measure and f, g, h ∈ Cαloc(Ω)
for some α > 0, then interior regularity of the PDE implies that u1, u2 ∈ C2(Ω).
We claim that unless f , g are vanishing then u1, u2 > 0 in Ω and hence uniqueness
follows as above. This is clear, as in such case u ≡ 0 is a subsolution but not a
solution, hence by the second part of Lemma 4.1 we have that u1, u2 > 0 in Ω.
Remark 5.1. If both f and g vanish, it is not difficult to construct an example of
nonuniqueness.
Remark 5.2. Let ψ(u)/u→∞ as u→∞. Then the previous theorem implies the
existence of a solution for arbitrary g ∈ C(∂Ω), g ≥ 0, provided h, k, f ∈ L∞(Ω)
and k ≥ c > 0. Indeed, find M > 0 large enough such that 0 ≤ g ≤ M and
cψ(M) ≥ |h|M + |f |. Then Umax = M is the desired supersolution, hence the
existence and uniqueness follows.
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Finally, we can establish the existence of large solutions for regular boundaries.
Theorem 5.4. Let Ω ⊂ M be a domain with nonempty boundary such that all
boundary points are regular. Suppose that ψ satisfies the standard assumptions.
Then given any h, k, f ∈ L∞(Ω) such that f ≥ 0, k ≥ c > 0 there exists large
nonnegative solution of the equation
(100) ∆u+ hu− kψ(u) = −f, in Ω.
Moreover, if h, k, f ∈ Cαloc(Ω) the solution u does not vanish.
If in addition, k is continuous, then the large solution is also unique.
Proof. By Theorem 5.3 there exists unique solution un to the equation (4) such
that un ∈ C(Ω) and un
∣∣
∂Ω
= n. Lemma 4.1 implies that u1 ≤ u2 ≤ u3 ≤ . . . . On
the other hand Corollary 4.4 implies that un ≤ B, hence for every x ∈ Ω the limit
limn→∞ un(x) exists and is finite. Denote this limit by u(x). It follows that the
sequence (un)n∈N converges locally uniformly and u ∈ Cloc(Ω) solves (4). Finally,
the continuity of un in Ω and the boundary condition of un implies that given any
N > 0 there exists δ > 0 such that for all x ∈ Ω, δ(x) = dist(x, ∂Ω) < δ we have
u(x) > N . Hence u is the desired large solution.
If f, g, h are more regular, Lemma 4.1 implies that un > 0, hence u > 0 in Ω.
Now we do the uniqueness. Find a sequence of slightly smaller regular domains
Ωε ⊂⊂ Ω that approximate Ω from inside and go to Ω as ε→ 0. One can just take
Ωε = {x ∈ ∂Ω; dist(x, ∂Ω) > ε}. Then we consider the equation (4) on domain Ωε
with boundary data uεn
∣∣
∂Ω
= n. Now, at any point y ∈ Ω, supn |uεn(y)−un(y)| → 0
as ε→ 0. Two ingredients go into this estimate. The first one is that k varies small
near the boundary, the second one is that boundaries Ωε and Ω are uniform is the
sense that whatever estimate we can get for Ω will also hold on Ωε with slightly
larger constant. Now, let v be any large solution in Ω. Then at any y ∈ ∂Ω for
fixed ε and large n we have by comparison lemma
un(y) ≤ v(y) ≤ uεn(y).
Hence taking the limit in ε yields that both left and righthand side converge to
same function-the large solution we found above. It follows that v must be equal
to this large solution.
6. Localization Principle (Existence)
Let us recall that u is called a large solution provided it satisfies (5). In this
section we present proofs of main results listed in section 3 on existence. In partic-
ular, we establish that the existence of large solution is a local property, that is the
question whether a large solution exists for any domain Ω ⊂M can be reduced to
the same question for U ∩Ω. Here U is a neighborhood of a point x ∈ ∂Ω. This is
analogous to results for the linear operator ∆− V with continuous boundary data
and is crucial in proving Theorem 2.7. We start by proving Theorem 3.1.
Proof of Theorem 3.1. One implication is clear, if Ω is ψ-regular, so is any its bound-
ary point. We only have to deal with one issue, namely, that in the Definition 2.9
if ψ satisfies the Harnack assumptions, then the existence of a large solution for
the equation ∆u− cψ(u) = 0 for one c > 0 implies the existence for all c > 0. For
simplicity, let us assume that we have a large solution for ∆u−ψ(u) = 0 in Ω. We
want to look at ∆v − cψ(v) = 0. In c < 1 we are done as in such case u is going to
be a subsolution for ∆v−cψ(v) = 0. In such case consider Θ1 ⊂ Θ2 ⊂ Θ3 ⊂ . . . , an
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increasing sequence of domains with smooth boundary such that Θn ⊂ Θn+1 ⊂ Ω
and
⋃
n∈NΘn = Ω. Theorem 5.4 gives us that for each n there is a large nonnega-
tive solution vn of ∆v − cψ(v) = 0 in Θn. We note that it is possible that Θn are
multiply connected domains, in such case Theorem 5.4 applies to each connected
component of Θn separately. The comparison lemma implies that (vn)n∈N is mono-
tone decreasing and vn ≥ u. It follows that v = limn→∞ vn is well defined on Ω
and v ≥ u solves our equation. It also follows that v must be a large solution.
If c > 1 we need to use a different subsolution in the construction above. Consider
u/θ instead, where θ > 1 is as in (8). It follows that for some q > 1 and any u > 0:
ψ(u) ≥ qθψ(u/θ). Hence
0 = ∆(u/θ)− ψ(u)/θ ≤ ∆(u/θ)− qψ(u/θ).
Hence u/θ is a subsolution of ∆u− cψ(u) = 0 for all c ≤ q. By a similar argument,
u/θn is a subsolution for ∆u− cψ(u) = 0 for all c ≤ qn. The rest goes as above.
The converse follows from the following lemma.
Lemma 6.1. Let x be a ψ-regular point of the domain Ω. Then there exists a
neighborhood U of x such that for any c > 0 the equation ∆u − cψ(u) = 0 has a
positive solution in Ω ∩ U with the following property:
(a) u(x)→∞ locally uniformly as x→ Γ1 = ∂Ω ∩ U .
(b) u is continuous in Ω ∪ Γ2 and u = 0 on Γ2 = Ω ∩ ∂U .
Assume for a second the lemma holds. Pick any c > 0. Consider again the
equation ∆u−cψ(u) = 0 in Ω. We want to construct a large solution in Ω. Consider
the same sequence Θn ⊂ Θn+1 ⊂ Ω and
⋃
n∈NΘn = Ω of smooth subdomains as
above. Theorem 5.4 gives us again that for each n there is a large nonnegative
solution un of ∆un − cψ(un) = 0 in Θn. As before, by the comparison theorem,
u1 ≥ u2 ≥ u3 ≥ . . . , hence the limit u = limn→∞ un exists and solves our equation
in Ω. It remains to prove that u is a large solution. Every point of ∂Ω is ψ-regular
hence (by the Lemma) every point has a neighborhood U such that in U∩Ω (a) and
(b) holds. As ∂Ω is compact we can find a finite number of open sets U1, U2, . . . , Um
covering ∂Ω such that vi, i = 1, 2, . . . ,m is a solution satisfying (a) and (b) in Ω∩Ui.
Using the comparison lemma in Ω ∩ Ui we see that un ≥ vi for all n and i. Hence
by taking the limit we see that u ≥ vi in Ω∩Ui. As sets Ui cover the boundary we
have by (a) that u(x)→∞ as x→ ∂Ω, so u is a large solution.
The lemma above as well as the Theorem 3.2 part (a) will be proven if we
establish the following Proposition.
Proposition 6.2. Let Ω ⊂ M be an arbitrary domain with nonempty boundary.
Suppose that ψ satisfies the Harnack assumptions and c > 0 is given. Then the
following statements are equivalent:
(i) Domain Ω is ψ-regular.
(ii) For every h, k, f ∈ L∞(Ω) such that f ≥ 0, k ≥ c > 0 there exists large
nonnegative solution of the equation (4) in Ω.
(iii) Let h, k, f ∈ L∞(Ω) be given, such that f ≥ 0, k ≥ c > 0. There exists
δ > 0 such that for every x ∈ ∂Ω and a neighborhood U ⊂ B(x, δ) with C1
boundary the equation (4) has a large nonnegative solution in Ω ∩ U .
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(iv) Let h, k, f ∈ L∞(Ω) be same as in (ii). There exists δ > 0 such that for
every x ∈ ∂Ω and a neighborhood U ⊂ B(x, δ) with C1 boundary we can
find a nonnegative solution u of (4) in Ω ∩ U satisfying:
(a) u(x)→∞ locally uniformly as x→ Γ1 = ∂Ω ∩ U .
(b) u is continuous in Ω ∪ Γ2 and u = 0 on Γ2 = Ω ∩ ∂U .
If ψ only satisfies the standard assumptions we have (i)=⇒(ii)=⇒(iii)=⇒(iv).
Proof. (i)=⇒(ii). Let c = 2 supΩ k and b = sup{−h(x)t − 12cψ(t); t > 0, x ∈ Ω}.
Then every positive solution of (4) satisfies
(101) ∆u− cψ(u) ≤ b.
Take Umax to be a large solution of ∆Umax−2cψ(Umax) = 0 in Ω. ConsiderM(δ) =
inf{Umax(x);x ∈ Ω and δ(x) < δ}. Then, since Umax is the large solution there
exists δ > 0 such that M = M(δ) satisfies cψ(M) ≥ b. Then in a neighborhood
U = {x ∈M ; dist(x, ∂Ω) < δ} we have
(102) ∆Umax − cψ(Umax) ≥ b in Ω ∩ U.
Let Θ1 ⊂ Θ2 ⊂ Θ3 ⊂ . . . by an increasing sequence of domains with smooth
boundary such that Θn ⊂ Θn+1 ⊂ Ω and
⋃
n∈NΘn = Ω. Theorem 5.4 gives us
that for each n there is a large nonnegative solution un of (4) in Θn. Again, the
comparison lemma implies that (un)n∈N is monotone decreasing. It follows that
u = limn→∞ un is well defined on Ω and u solves (4). It remains to show that u is
a large solution. Consider any smooth open set V ⊂ U containing a point x ∈ ∂Ω.
Let v be a large solution of ∆v − cψ(v) = 0 in V . Consider un + v in Θn ∩ V . It
follows from (101) and (102) that
∆(un + v)− cψ(un + v) ≤ ∆un − cψ(un) + ∆v − cψ(v) ≤ ∆Umax − cψ(Umax),
hence by the comparison lemma if un + v ≥ Umax on ∂(Θn ∩ V ), then the same
holds inside. However on ∂(Θn ∩ V ) un + v is infinite and Umax is finite, so the
inequality holds.
Limiting un+v ≥ Umax we get u+v ≥ Umax in Ω∩V or u ≥ Umax−v. However,
as v is finite near x, we get that for all points on ∂Ω near x, u goes to infinity when
approaching boundary. As this is true near any boundary point u must be a large
solution of (4).
(ii)=⇒(iii). Let U be any set with C1 boundary containing a point from ∂Ω. Denote
by Umax the large solution of the equation (4) in Ω from (ii). Denote by v the large
solution of the same equation in U (Theorem 5.4). Consider the sets with smooth
boundary Θ1 ⊂ Θ2 ⊂ Θ3 ⊂ . . . now exhausting Ω ∩ U . As before we denote by un
the solution of the equation (4) in Θn. Let u = limn→∞ un. By same argument as
given above u is well defined in Ω∩U and solves the equation. It remain to establish
that u is a large solution. This has two parts. On Θn we use comparison of un with
Umax. As Θn ⊂⊂ Ω and both solve the same equation we see that un ≥ Umax as
this holds on ∂Θ. From this un ≥ Umax on Ω ∩ U . Same argument as given above
is also true when Umax is replace by v. Hence u ≥ max{Umax, v} and so u(x)→∞
as x→ ∂(Ω ∩ U).
(iii)=⇒(iv). Notice that the claim does not say what happens on ∂U ∩ ∂Ω. Take
x and U as in (iii). Let Θ1 ⊂ Θ2 ⊂ Θ3 ⊂ . . . be an increasing sequence of domains
with C1 boundary such that
⋃
n∈NΘn = Ω ∩ U . This time we require
(103) Ω \Kn ⊂ Θn, where Kn = {x ∈M ; dist(x,Γ1) < 1/n}.
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Let Γ1,n = ∂Θn ∩Kn, Γ2,n = ∂Θn ∩ (M \Kn). It follows that Γ2,n ⊂ Γ2,n+1 ⊂ Γ2.
In addition, matters can be arranged such that all Γ1,n are disjoint.
For every n, we consider a sequence of continuous functions (ϕn,k)k∈N on ∂Θn.
We require
ϕn,k = k on Γ1,n ϕn,k = 0 on {x ∈ Γ2,n; dist(x,Γ1,n) > 1/n},
0 ≤ ϕn,k ≤ k on ∂Θn(104)
ϕn,k ≤ ϕn,k+1 on ∂Θn, ϕn,k ≥ ϕn+1,k on Γ2,n.
Theorem 5.3 implies that for each n and k there is nonnegative and continuous
solution un,k of (4) on Θn equal to ϕn,k at the boundary. As in the proof of
Theorem 5.4 it follows that un = limk→∞ un,k is a well defined, since (un,k)k∈N
is a monotone increasing and bounded sequence (by the barrier B for domain Ω).
It follows that un ∈ Cloc(Θn) solves (4) in Θn. Also un → ∞ as x → Γ1,n.
It requires a bit more sophisticated argument to show that un is continuous on
Γ′2,n = {x ∈ Γ2,n; dist(x,Γ1,n) > 1/n} and u
∣∣
Γ′2,n
= 0. This requires improving the
barrier function B such that it is vanishing on Γ′2,n. This can be arranged by taking
B′ to be nonnegative solution to (4) on a smaller domain Θ′n ⊂ Θn. Here we take
Θ′n such that it’s boundary is C
1, and ∂Θ′n = Γ
′
2,n∪Xn where Xn ⊂⊂ Θn. We also
require B′
∣∣
Xn
= B
∣∣
Xn
and B′
∣∣
Γ′2,n\{x∈M ;dist(x,Xn)<ε}
= 0 for any ε > 0. On the
rest of the boundary we prescribe the boundary data such that the overall function
is continuous. Theorem 5.3 implies existence of such B′ and the comparison lemma
gives un,k ≤ B′ in Θ′n as un,k ≤ B′ on ∂Θ′n. From this we get continuity of un on
Γ′2,n \ {x ∈ M ; dist(x,Xn) < ε}. As ε > 0 can be taken arbitrary small the claim
holds on the whole Γ′2,n.
Next, we take the limit n → ∞. As un,k ≥ un+1,k the sequence (un)n∈N is
monotone decreasing. Consequently, u = limn→∞ un is well defined in U ∩Ω and u
solves (4) there. Given the fact that un is continuous and vanishes on Γ′2,n we see
that u is continuous and vanishes on
⋃
n∈N Γ
′
2,n = Γ2. This gives us (b).
What happens on Γ1? Let V be the large solution of (4) in U and W be the
large solution of the same equation in Ω∩U (which exists thanks to our assumption
that (ii) holds). It follows that un + V is a supersolution of our equation in Θn
that blows up on the whole ∂Θn, hence un+V ≥W . From this u+V ≥W . As V
stays bounded on the set {x ∈ Γ1; dist(x, ∂U) > ε} for any ε > 0 we conclude that
u ≥W − V →∞ uniformly on such set. This implies (a).
(iv)=⇒(i). Now we assume stronger condition on ψ (Harnack). This allows us
to deduce that Ω is a ψ-regular domain if the equation ∆u − c2ψ(u) = 0 has a
large solution in Ω ∩ Ux, for all x ∈ ∂Ω and some neighborhood Ux of x. Consider
δ > 0 as in (iv). Pick x ∈ ∂Ω and take U = B(x, δ) and find the solution u in
Ω∩U satisfying (a) and (b) and solving (4) for the given functions f , g, h. From (a)
follows that there is 0 < δ′ < δ such that in B(x, δ′)∩Ω u is very large and therefore
c
2ψ(u) ≥ |hu|+ |f |. It follows that in B(x, δ′) ∩Ω u satisfies ∆u− c2ψ(u) ≥ 0, or u
is a subsolution of the equation ∆v − c2ψ(v) = 0.
The rest is standard. We exhaust set B(x, δ′) ∩ Ω by an increasing sequence of
smooth domains Θ1 ⊂ Θ2 ⊂ Θ3 ⊂ . . . and on each we find a large solution un of the
equation ∆v − c2ψ(v) = 0. It follows that un ≥ u and un ≥ w on Θn. Here w is a
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large solution in B(x, δ′). Limiting n→∞ we get that U = limn→∞ ≥ max{u,w},
hence U solves ∆u− c2ψ(u) = 0 in B(x, δ′) ∩ Ω and U is a large solution.
Proof of the rest of Theorem 3.2. We first address the issue of the largest maximal
solution of the equation (4). Let u be any nonnegative solution of the equation
(4). Consider as before an increasing sequence of domains with smooth boundary
Θ1 ⊂ Θ2 ⊂ · · · ⊂ Ω whose union is Ω. We also require Θn ⊂ Θn+1. Then on
each Θn we find unique large nonnegative solutions un of the equation (4) in Θn.
As before, the Lemma 4.1 gives us that un ≥ un+1 and un ≥ u as both un+1 and
u are bounded on Θn and un blows up at the boundary of Θn. It follows that
Umax = limn→∞ un is well defined and solves (4) in Ω. Also Umax ≥ u. As u is
arbitrary, Umax must be a large solution, since Ω has at least one large solution.
Regarding the Umin, we claim that the solution we constructed in the proof of
Theorem 5.4 is minimal. Indeed, if un is the sequence of function on Ω such that
un
∣∣
∂Ω
= n, then un ≤ u for any large solution u on Ω. Hence Umin = limn→∞ un ≤
u.
Now we make connection between ψ-regularity and the concept of local barriers
which are defined in Theorem 2.7.
Proof of Theorem 3.3. The implication =⇒ is trivial, since if x is ψ-regular then
assuming U has “nice” boundary Ω ∩ U is ψ-regular and hence the large solution
of ∆u− ψ(u) = 0 in U ∩ Ω is a ψ-barrier at x.
Conversely, we first make the standard construction by finding a sequence of
smooth domains exhausting Ω by a sequence of smooth domains on which we can
find a large solutions (un) of ∆u − ψ(u) = 0. Let w be a ψ-barrier at x. Without
loss of generality (by making U smaller in necessary) we can assume that U has
C1 boundary and w ∈ L∞loc(∂U ∩Ω). Let v be a large solution of same equation on
U . It follows from comparison lemma that un is a decreasing sequence of functions
and therefore u = limn→∞ un exists and solves our equation. Also by comparison
lemma w ≤ un+ v, as w is a subsolution, un+ v a supersolution and the inequality
holds at the boundary. Limiting yields w ≤ u+ v from which u(y)→∞ at y → x
since v is bounded near x. This coupled with the fact that ∂Ω is a compact set
implies that u(y)→∞ uniformly as y → ∂Ω, so Ω is a ψ-regular domain.
7. Large solutions and nonuniqueness on large class of fractal
domains
In this section we present a method to construct large solutions for broad class
of domains Ω and functions ψ. The method is a generalization of construction from
[45], [6], [14] and [16]. These papers established that on domains M \ Γ where Γ is
a smooth submanifold of dimension d ≤ n− 2 there are examples of nonuniqueness
of large solutions.
One important aspect of this generalization is that it applies to domains with
fractal boundaries and shows nonuniqueness for such domains.
Lemma 7.1. Let Γ ⊂ M be a closed set of Hausdorff dimension d ≤ n − 2 such
that Hd(Γ) > 0 and
(105) Hd(Γ ∩B(x, r))) ≤ crd,
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for all x ∈ Γ and 0 < r < diam(M) and some c independent of x and r. Here Hd
denotes the d-dimensional Hausdorff measure on M .
Then there exists a positive function u on M \ Γ solving (∆− 1)u = 0 in M \ Γ
and u satisfies limy→x u(y) = ∞ for all x ∈ Γ such that lim supr→0+ r−dHd(Γ ∩
B(x, r)) > 0.
Moreover, the exists c > 0 such that for all x ∈M \ Γ with dist(x,Γ) ≤ 1/2:
(106) u(x) ≤
{ −c ln dist(x,Γ), if d = n− 2,
c(dist(x,Γ))−(n−2−d), if d < n− 2.
Proof. The mapping properties of the operator (1−∆)−1 has been studied exten-
sively in [35]-[38] and also in [9]. In particular, this operator is invertible under
very mild assumptions on the metric tensor on M and the fundamental solution
E(x, y), i.e., a function solving (1−∆x)E(x, y) = δy(x) in M has the form
(107) E(x, y) =
{ −c2 ln(dist(x, y)) + less singular term, if n = 2,
cn(dist(x,Γ))−(n−2) + less singular term, if n > 2,
near the diagonal x = y for some positive cn > 0. In particular, E(x, y) ∈ L∞loc(M×
M \ {(x, y);x = y}). Also, E(x, y) > 0 as 1−∆ is a positive operator. Consider:
(108) u(x) =
∫
Γ
E(x, y) dHd(y), for x ∈M \ Γ.
Since Γ is closed, if x ∈ M \ Γ it follows that dist(x,Γ) > 0. Hence for such x,
(108) is well defined as we integrate a bounded function over a set of finite and
positive d-dimensional Hausdorff measure. We want to see that (106) holds. If
n = 2, i.e., d = 0 there is nothing to prove. If all other cases, consider x ∈ M \ Γ
such that 0 < δ(x) = dist(x,Γ) < 1/2. As (107) holds, the asymptotic of u near Γ
is determined only by the leading order term of E(x, y). Let y ∈ Γ be a point such
that dist(x, y) = δ(x). Consider a sequence of balls
(109) B0 = ∅, Bk = B(y, 2kδ(x)), k = 1, 2, . . . .
It follows that if z ∈ Γ ∩ (Bk \ Bk−1), then 2k−1δ(x) ≤ dist(x, z) ≤ 2k+1δ(x).
Hence
(110)∫
Γ∩(Bk\Bk−1)
E(x, y) dHd(y) ≤ C δ(x)
d2(k+1)d
δ(x)n−22(n−2)(k−1)
= Cδ−(n−2−d)2k(d−(n−2)).
Here we use (105) to estimate Hd(Γ ∩ (Bk \Bk−1)) from above by c2δ(x)d2(k+1)d.
If d < (n−2) then if we sum the righthand side over k ∈ N we get a finite number,
as the series is summable. From this (106) follows. On the other hand if d = n− 2
we have to be more careful and sum only over k such that 2kδ(x) ≤ 1. Clearly,
the contribution of points z ∈ Γ to the integral (108) for which dist(x, z) > 1/2 is
estimable by a constant independent of x. Hence,
(111) u(x) ≤ C +
[− log2 δ(x)]∑
k=1
∫
Γ∩(Bk\Bk−1)
E(x, y) dHd(y) ≤ −C ln δ(x).
This proves (106). It remain to prove the last part of our statement, that u blows
up at points x ∈ Γ where lim supr→0+ r−dHd(Γ∩B(x, r)) > 0. Let y ∈M \Γ such
that dist(x, y) < r. Then by (108) u(y) ≥ rn−2Hp(Γ ∩ B(x, r)) ≥ rn−2−d → ∞ if
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d < n − 2 and r → ∞. If d = n − 2 the proof requires a bit more effort, but still
comes through.
Corollary 7.2. Let Γ ⊂M be a d-dimensional closed set such it can be written as
Γ =
⋃∞
k=1 Γk where on Γk we have
(112) Hd(Γk ∩B(x, r))) ≤ c(k)rd, for all x ∈ Γk and r > 0.
Assume also for each x ∈ Γ there is a k such that lim supr→0+ r−dHd(Γk∩B(x, r)) >
0. Then there is a large solution u of the equation (∆− 1)u = 0 in M \Γ satisfying
(106).
Proof. Let Σk = Γk. Then Σk satisfies all assumptions of Lemma 7.1. Let uk be
the function constructed in the lemma, it follows that uk satisfies (106) for some
c = c(k) > 0. Take u =
∑∞
k=1 uk/(2
kc(k)). It follows that u also satisfies (106) for
c = 1. If x ∈ Γ then u blows up at x as our assumption implies that u ≥ uk/(2kc(k))
for all k and uk blows up at x for at least one k.
The following lemma is a simple corollary of the definition of the Hausdorff
measure Hd.
Lemma 7.3. Let Γ ⊂ M be arbitrary set such that Hd(Γ) < ∞. Then there is
C > 0 such that
(113) Hn({x ∈M ; dist(x,Γ) < r}) ≤ Crn−d, for all 0 < r < 1.
Theorem 7.4. Let Ω ⊂ M be a domain in M such that Γ = M \ Ω satisfies all
assumptions of Corollary 7.2. Let u be the function from Corollary 7.2 defined on
Ω. Assume that the function ψ satisfies (6) and (7).
(a) If there exists ε > 0 such that
(114) lim
r→0+
sup
x∈M
∫
B(x,r)
E(x, y) [ψ(εu(y)) + ψ′(εu(y))] dVol(y) = 0,
then Ω is ψ-regular domain. Here E(x, y) is defined in (107). Moreover, there are
infinitely many large positive solutions of the equation (∆− 1)v−ψ(v) = 0 in Ω of
the form v = cu+ wc for 0 < c < ε and wc ∈ C(M).
(b) If there exists ε > 0 and r > 0 such that:
(115) lim
x∈Ω, x→Γ
1
u(x)
∫
{y∈Ω;δ(y)<r}
E(x, y) [ψ(εu(y)) + ψ′(εu(y))] dVol(y) = 0,
then Ω is ψ-regular domain. Moreover, there exists infinitely many large positive
solutions of the equation (∆ − 1)v − ψ(v) = 0 in Ω of the form v = (c + wc)u for
0 < c < ε and some wc ∈ C(M) such that wc
∣∣
Γ
= 0.
Remark 7.1. The important aspect of this theorem is the nonuniqueness, that is
we construct whole family of solutions for the parameter c ∈ (0, ε).
Proof. Let us assume (a). Pick 0 < c < ε. Consider x ∈ Γ. Then for any bounded
w we see that 0 < cu+ w ≤ εu for y close to x as u(y)→∞ for y → x. If follows
that (5.19) holds for εu replaced by cu+ w.
For δ > 0 consider S = {w ∈ C(B(x, δ));w ≤ 0} and a map T : S → S defined
as follows:
(116) Tw(z) = −
∫
B(x,δ)
E(z, y)ψ(cu(y) + w(y)) dVol(y), for z ∈ B(x, δ).
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Wee see that (114) guarantee that Tw is a bounded function. It is also negative as
ψ(cu + w) ≥ 0 and E(x, y) ≥ 0. Tw is continuous as for any z, z′ ∈ B(x, δ) close
to each other we can make E(z′, y) − E(z, y) small everywhere except at points y
close to z or z′. At those points we use (114) for small r. Let ‖w‖L∞ ≤ 1. Again by
(114) we see that ‖Tw‖L∞ ≤ 1, provided δ > 0 is chosen sufficiently small. Hence
T maps the set C = S ∩ {w; ‖w‖L∞ ≤ 1} into itself. Next we want to show T has
a fixed point. We show that T is contractive. We use the fact that
|ψ(cu+ w1)− ψ(cu+ w2)| ≤
∫ 1
0
ψ′(cu+ tw1 + (1− t)w2)|w1 − w2|
≤ ψ′(εu)|w1 − w2|.(117)
Hence |Tw1(z)− Tw2(z)| ≤ 1/2‖w1 − w2‖, provided δ > 0 is sufficiently small, i.e.
the integral in (114) is less than 1/2. So T has a fixed point Tw = w. Applying
∆−1 to (116) we get that (∆−1)w = ∆(cu+w) = ψ(cu+w). So we have a family
of solutions cu + w > 0 on B(x, δ). Now we refer to Lemma 8.2 which shows that
there is u0 - a solution of (∆ − 1)u0 − ψ(u0) = 0 vanishing on ∂B(x, δ) ∩ Ω such
that u0 ≤ cu+ w ≤ u0 + U0 in B(x, δ) ∩ Ω where U0 is a large solution in B(x, δ).
We can extend u0 continuously to whole Ω by putting u0 = 0 outside B(x, δ). This
makes u0 a subsolution of our equation in Ω. Now, as we can do the same for
all other points of x ∈ Γ and Γ is a compact set we eventually get subsolutions
u0, u1, u2, . . . , uk such that for every x ∈ Γ there is i ∈ {0, 1, 2, . . . , k} such that
ui = cu + wi near x. Finally consider V = max{u0, u1, . . . , uk}. Then V is also a
subsolution and V = cu+ w for some bounded positive w near Γ. Hence the set
U = {v : Ω→ R; v is a subsolution of (∆− 1)u− ψ(u) = 0
and u ≤ ui + Ui for i = 0, 1, . . . , k}(118)
is nonempty as V ∈ U . Finally take U(x) = supv∈Uv(x). By standard argument, U
is a solution of the equation and V ≤ U ≤ ui+Ui on B(x, δ)∩Ω. Hence U = cu+w
near Γ for some bounded and positive w. So U is a large solution in Ω.
We can repeat whole process for the equation (∆−1)u−cψ(u) = 0 for any c > 0.
So (∆ − 1)u − cψ(u) = 0 has a large solution for any c > 0, i.e., Ω is ψ-regular
domain. This concludes our proof of case (a).
If (b) holds we consider instead the operator
(119) Tw(x) =
−1
u(z)
∫
{y∈Ω;δ(y)<r}
E(x, y)ψ((c+ w(y))u(y)) dVol(y),
defined on {y ∈ Ω; δ(y) < r}∩Ω. Assume ‖w‖L∞ ≤ ε−c > 0, i.e., again (c+w)u ≤
εu, so we can use (115). It follows, that limx→Γ Tw(x) = 0, so Tw
∣∣
Γ
= 0. If
necessary, making r > 0 smaller give us that ‖Tw‖L∞ ≤ ε−c and ‖Tw1−Tw2‖L∞ ≤
1/2. So T is contractive and has a fixed point. The rest goes as in the case (a).
Proof of claim in Example 3.1. It suffices to apply part (a) of Theorem 7.4 to Γi.
This gives us a solution ui inM \Γi which can serve as a subsolution for the largest
solution Umax in Ω (see Theorem 3.2) i.e., Umax ≥ ui. Since for every x ∈ Γ there
is i such that ui(y)→∞ as y → x, we get that Umax(y)→∞ as y → Γ, i.e., Umax
is a large solution on Γ.
Assume therefore that Γ satisfies (105) and let u be as in Lemma 7.1. We want
to establish (114). We note that E(x, y) ∈ Ln/(n−2)−ε(M) in variable y uniformly
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in x for any ε > 0. Using this and Ho¨lder inequality we get that (114) certainly
holds if
(120)
∫
Ω
[ψ(εu(y)) + ψ′(εu(y))]β dVol(y) <∞,
for some β > n/2. Consider first the case when ψ(x), ψ′(x) ≤ Cekx for x > 0. By
(106) it suffices to show that
(121)
∫
Ω
1
dist(x,Γ)βkε
dVol(y) <∞.
We pick ε such that βkε = 1. It follows from Lemma 7.3 that∫
dist(x,Γ)<1
dist(x,Γ)−1 dVol(y)
=
∞∑
i=0
∫
2−i−1<dist(x,Γ)≤2−i
dist(x,Γ)−1 dVol(y) ≤
∞∑
i=0
1
22i
2i+1 <∞.(122)
Hence Ω is ψ-regular domain, provided ψ′(x) ≤ Cekx. Even if this is not true,
let ψ1(x) = C(ekx − 1). Then ψ ≤ ψ1 for C and k sufficiently large. Domain
Ω is ψ1-regular and the large solution of ∆u − cψ1(u) = 0 in Ω is a subsolution
of ∆u − cψ(u) = 0 in Ω. This implies that every boundary point has a local
(cψ)-barrier, so Ω is ψ-regular.
Proof of the claim in Example 3.2. Assume that Γ satisfies (20). Then the following
lemma holds.
Lemma 7.5. There exists C = C(c1, c2) > 0 such that for all 0 < r ≤ s < 1 and
x ∈ Γ:
(123) Hn({x ∈M ; dist(x,Γs) < r}) ≤ Crn−dsd, where Γs = Γ ∩B(x, s).
The proof of the lemma is quite technical and is not related to the main purpose
of this article, so we only sketch the most important points. The idea is that
Hd(Γs) ≈ sd. Using Lemma 7.3 it follows that (123) holds for small r > 0. On
the other hand, the Lemma is trivially true for r ≈ s. The idea of the proof which
allows us to show it for all r is to cover the set Γs by balls or radius r. Now we
increase the radius of all ball to kr, k = 2, 3, . . . . These kr balls cover Γs and they
have quite large overlap. The lover bound c1rd in (123) let us estimate how fewer
balls we need to have Γs covered (we need only about 1/kd of the original number
of balls). From this the estimate follows.
Now we continue in the proof of the example. Let u be as in Lemma 7.1.
Having also the lower bound on the measure we get that u is comparable to
dist(.,Γ)−(n−d−2). It follows that (115) certainly holds if
(124)
∫
Ω
d(x, y)2−n
dist(y,Γ)α(n−d−2)
dVol(y) = o(dist(x,Γ)−(n−d−2)), as x→ Γ.
Fix x ∈ Ω close to Γ and let δ = dist(x,Γ) > 0. The function we integrate has
two singularities, one in near x the other one near Γ. Therefore we introduce a
bit complicated division of Ω. Let B0 = {y ∈ Ω; dist(y,Γ) < δ/2}, B1 = Ω \ B0.
Clearly,
∫
B1
d(x, y)2−ndist(y,Γ)−α(n−d−2) dVol(y) ≤ Cδ2−α(n−d−2). Let z ∈ Γ be a
point such that δ = dist(x, z). Write B0 as
⋃∞
k=1 Ck where Ck = {x ∈ Ω; δ/2k+1 ≤
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dist(x,Γ) < δ/2k}. Finally, let D0 = ∅, Di = {y ∈ Ω; dist(z, y) < 2iδ}, i = 1, 2, . . .
and Ei = Di \ Di−1. If y ∈ Ei ∩ Ck then dist(y,Γ) ≈ δ/2k and dist(x, y) ≈ 2iδ.
Also by (123)
(125) Vol(Ei ∩ Ck) = Hn(Ei ∩ Ck) ≤ C2iδd(δ/2k)n−d = Cδn2id−k(n−d).
It follows that ∫
Ei∩Ck
d(x, y)2−n
dist(y,Γ)α(n−d−2)
dVol(y)
≤ C(2iδ)2−n(2k/δ)α(n−d−2)δn2id−k(n−d)(126)
≤ Cδ2−α(n−d−2)2i(d−n+2)+α(n−d−2)−n+d).
As d−n+2 < 0 and α(n−d−2)−n+d < 0 we can sum over i and k and get that (124)
is less than Cδ2−α(n−d−2) = o(δ−(n−d−2)) because 2−α(n− d− 2) > −(n− d− 2).
This concludes the proof.
8. Localization Principle (Uniqueness)
In this section we will prove theorems from section 3 concerning uniqueness. As
with the existence, we see that the uniqueness is also a local property of points
of ∂Ω. This completes the picture and reduces both questions of existence and
uniqueness of large solutions on a domain Ω to study of the local properties of its
boundary.
Proof of Theorem 3.4. We borrow the main idea from [42] but modify it. Let us
assume that u and v be two comparable large solutions of the equation ∆u−ψ(u) =
0 in Ω. If u = v there is nothing to prove, so let us assume that u 6= v. If follows
that max{u, v} is a subsolution, u+v a supersolution of the equation ∆u−ψ(u) = 0
in Ω. Hence, as before there is a solution w of the equation ∆u − ψ(u) = 0 such
that
max{u, v} ≤ w ≤ u+ v.
Crucially, u ≤ w and v ≤ w everywhere in Ω. If we prove that u = w then we are
done as same argument would also give us that v = w, and hence u = w = v.
Notice also, that u and w are also comparable. Let K be number for which
(21) holds. Then any other large solution u′ of the equation ∆u − ψ(u) = 0 in Ω
comparable to u (hence w) will satisfy
w ≤ K2u′ in Ω.
If K = 1 we are done, so let us assume that K > 1.
We claim that the function v1 = u− 12K2 (w−u) is a supersolution of our equation
that is greater than (K2 + 1)u/2K2. Indeed,
∆v1 − ψ(v1) = ∆v1 − 2K
2 + 1
2K2
2K2
2K2 + 1
ψ
(
2K2 + 1
2K2
u− 1
2K2
w
)
≤ ∆v1 − 2K
2 + 1
2K2
[
ψ(u)− 1
2K2 + 1
ψ(w)
]
(127)
=
2K2 + 1
2K2
(∆u− ψ(u))− 1
2K2
(∆w − ψ(w)) = 0.
On the other hand for any θ ∈ (0, 1) we have that v2 = θu is a large subsolution
of our equation in Ω. For any θ < (K2 + 1)/2K2 we may conclude that v2 ≤ v1
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near ∂Ω. Hence by comparison principle v1 ≤ v2 everywhere in Ω. It follows that
there is a large solution u1 of the equation ∆u− ψ(u) = 0 such that v1 ≤ u1 ≤ u2
in Ω. We also have that
u1 ≤ v1 = u− 12K2 (w − u) in Ω.
Hence
w − u1 ≥
(
1 +
1
2K2
)
(w − u).
We now repeat the whole construction with u1 in place of u and obtain a large
solution u2 of our equation in Ω such that
w − u2 ≥
(
1 +
1
2K2
)
(w − u1).
Inductively we can define a decreasing sequence of large solutions u, u1, u2, u3, . . .
that all are comparable to w and we will have
w − un ≥
(
1 +
1
2K2
)n
(w − u).
However, this is clearly impossible ifK > 1 as that would imply that w(x)−un(x)→
∞ for all x ∈ Ω where u(x) < w(x). From this it follows that K = 1 hence u = w.
Proof of Theorem 3.5. Pick θ > 1 for which (8) holds. It clearly suffices to show
that at any point x ∈ Ω: u(x)/v(x) ≤ θ for two complete comparable large solutions
u and v, since that gives that u(x)/v(x) ≤ 1 as the set of θ for which (8) holds has
1 as its limit point. From this by symmetry u = v in Ω. Moreover, it suffices to
reduce our attention to points x close to the boundary of Ω where Lemma 4.8 can
be applied.
Since u and v are comparable u/v ≤ Rmax < ∞. If Rmax ≤ θ we are done.
Otherwise let us define a functions g and R as follows.
g(r) = inf{ϕ(v(x));x ∈ Ω and δ(x) ≤ r},(128)
R(r) = sup
{
u(x)
v(x)
;x ∈ Ω and δ(x) ≥ r
}
.
Function g is nonincreasing and g(r) ≥ 1/(r2f(r)). Similarly, R is nonincreasing
(comparison lemma) at points where R > 1. For a point x ∈ Ω, let δ = δ(x)/2 be
as in Lemma 4.8. If B = B(x, δ) then
(129) inf
z∈B
ϕ(u(x)) ≥ g(3δ) ≥ 1
9δ2f(3δ)
,
since all points in B have distance at most 3δ from the boundary. With R = R(δ)
used in Lemma 4.8 we have that Θv is a supersolution in B and Θv
∣∣
∂B
≥ u∣∣
∂B
as
on ∂B: u(x)/v(x) ≤ R(δ) (no point of B is closer than δ from the boundary). Thus
by the comparison lemma u ≤ Θv in B. In particular, at x u(x)/v(x) ≤ Θ(0). If
Θ(0) ≤ θ we are done and there is nothing else to prove. Otherwise,
(130)
u(x)
v(x)
≤ R(δ)− C
(
inf
z∈ B
ϕ(u(x))
)
δ2 ≤ R(δ)− C
9f(3δ)
,
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where C > 0 is the same constant as in (65). As x is an arbitrary point of distance
2δ from the boundary, taking the supremum over all such points gives us
(131) R(2δ) ≤ R(δ)− C
(
inf
z∈ B
ϕ(u(x))
)
δ2 ≤ R(δ)− C0
f(3δ)
,
for a new constant C0 > 0. Here we use the fact that the supremum over such
points equals to R(2δ), as R is a nonincreasing function.
The inequality (131) can be iterated, as many times as we want, provided the
righthand side of it is bigger that θ. We just replace δ by δ/2, etc. This yields
(132) R(2δ) ≤ R(2δ/2n)−
n∑
k=1
C0
f(6δ/2k)
, for n = 1, 2, . . . .
If the sum in (132) diverges as n → ∞ then for some finite n the righthand side
must be less than θ, as R(2δ/2n)→ Rmax <∞. From this the claim u(x)/v(x) ≤ θ
follows. The sum is indeed divergent as it is comparable with
∫ ε
0
dt/(tf(t)).
Remark 8.1. It follows from the previous proof that the argument work even if
the solutions u and v are not comparable as long as the sum in (132) grows faster
to infinity than R(2δ/2n) as n → ∞. In reality, this brings only very minor im-
provement, as it allows the ratio u(x)/v(x) grow at the rate of at most C| ln δ(x)|
for δ(x)→ 0 or worse (double logarithm). For this reason we do not formulate this
observation in a theorem.
Corollary 8.1. Let the function ψ satisfy the standard assumptions. If a solution
u of the equation ∆u−ψ(u) = 0 in Ω blows-up at the maximal rate (Definition 2.5)
then u is the maximal solution Umax defined in Theorem 3.2.
We start with a technical lemma, introducing once again solutions as in (iv) of
Proposition 6.2, i.e., solutions that blow up on part of the boundary and vanish on
the other part.
Lemma 8.2. Let Ω be a ψ-regular domain. Consider a neighborhood U of x ∈ ∂Ω
with C1 boundary. Then for any solution u of the equation ∆u−ψ(u) = 0 in U ∩Ω
such that u(y) → ∞ locally uniformly as y → ∂Ω ∩ U there exists a nonnegative
solution u0 of ∆u− ψ(u) = 0 in U ∩ Ω such that:
(a) u0(y)→∞ as y → Γ1 = ∂Ω ∩ U .
(b) u0 is continuous in Ω ∪ Γ2 and u0 = 0 on Γ2 = Ω ∩ ∂U .
Moreover, u0 < u < u0 + vmax, where vmax is the large solution of ∆u− ψ(u) = 0
in U .
Proof of Lemma 8.2. This proof requires slightly more refined argument than the
construction given in Proposition 6.2. Let V1 ⊂⊂ V2 ⊂⊂ · · · ⊂⊂ U be an increasing
sequence of C1 domain whose union is U . Let us denote by vn the large solution
of our equation on Vn. Notice that vmax = limn→∞ vn. For each n ∈ N let Γ1n =
∂Vn ∩ {y ∈ Ω; dist(y, ∂Ω) > 1/n} and Γ2n = ∂Vn \ {y ∈ Ω; dist(y, ∂Ω) ≥ 1/n}. Both
sets are open and also disjoint. It follows (by refining argument of Theorem 5.3)
that given any two bounded and continuous functions g1 on Γ1n and g2 on Γ
2
n we
can find solution of ∆u−ψ(u) = 0 on Vn which is continuous on Vn ∪ Γ1n ∪ Γ2n and
attains boundary values given by g1, g2, respectively. We Vn zero on the remaining
portion of the boundary. This might cause discontinuities at the ends.
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Let u be any solution in U ∩ Ω satisfying the assumption. Let g1 = u
∣∣
Γ1n
and
g2 = 0 on Γ2n. It follows that g1 is bounded and continuous, hence there is a
solution v˜n in Vn such that v˜n
∣∣
Γ1n
= u
∣∣
Γ1n
and v˜n
∣∣
Γ2n
= 0. By the comparison lemma
it follows that v˜n ≤ u in Vn∩Ω. Hence wn = u− v˜n is a nonnegative subsolution of
our equation in Vn ∩Ω such that wn vanishes on Γ1n and blows up as it approaches
∂Ω ∩ Vn. Let U0 be the solution constructed in Lemma 6.1 for U ∩ Ω. It follows
from the construction that wn ≤ U0. It also follows that wn belongs to the set
Sn = {f : Vn ∩ Ω→ R+; f is a subsolution of ∆u− ψ(u) = 0(133)
in Vn ∩ Ω such that f ≤ min{u, U0}}.
Let un(y) = supf∈Sn f(y). Standard elliptic arguments imply that un is well defined
as Sn is nonempty and it solves our equation in Vn ∩ Ω. Also since Sn+1
∣∣
Vn
⊂ Sn,
the sequence un decreases monotonely. Let u0 = limn→∞ un. It follows that u0
is also well defined and is a solution of the equation in U ∩ Ω. The definition
also implies that u0 ≤ un ≤ min{u,U0}, hence u0(y) → 0 locally uniformly as
y → Γ2 and u0 ≤ u. On the other hand, un ≥ wn = u − v˜n. Taking the limit
yields u0 ≥ u − vmax which implies the desired inequality follows, as well as that
u0(y) → ∞ locally uniformly as y → Γ1. The claim that these inequalities are in
fact strict is a consequence of the strong maximum principle.
Proof Theorem 3.6. It suffices to prove the only if part. We first assume part (a)
of the Definition 2.11 holds. We consider only the case c = 1 as the rest is similar.
Let u1, u2 be any two large solutions in Ω. Pick a point x ∈ ∂Ω and denote by
Vx the neighborhood from Definition 2.11 such that (15) holds. By Ux we denote
a neighborhood of x with C1 boundary such that Ux ⊂ Vx. If Ω ⊂ Vx it follows
immediately that (136) holds and we skip all what follows. Otherwise, consider u1,
u2 restricted to Ux. By the previous lemma there are u10 and u
2
0 defined on Ux ∩Ω
satisfying (a), (b) such that u10 ≤ u1 ≤ u10 + vmax, u20 ≤ u2 ≤ u20 + vmax, where
vmax is the largest solution on Ux. It follows that
(134) lim
y→z
u1(y)
u10(y)
= lim
y→z
u2(y)
u20(y)
= 1, for all z ∈ ∂Ω ∩ Ux.
Extend now both u10 and u
2
0 onto Vx ∩ Ω by putting u10 = u20 = 0 outside Ux. It
follows that this extension defines subsolutions on Vx∩Ω. On the other hand, if u is
any large solution on Vx, then u1+u and u2+u are large supersolutions on Vx∩Ω.
Thus for any ε > 0 small, (1−ε)u10+εu ≤ u1+u, (1−ε)u20+εu ≤ u2+u on Vk ∩Ω
and (1− ε)u10+ εu, (1− ε)u20+ εu are large positive subsolutions, u1+u, u2+u are
large positive supersolutions. By standard argument it follows that there are large
solutions v1, v2 on Vx ∩ Ω such that (1− ε)ui0 + εu ≤ vi ≤ ui + u for i = 1, 2. The
assumption that the point ux is ψ-unique on Vx implies that lim
y→x
v1(y)
v2(y)
= 1. From
this it follows that
(135) 1− ε ≤ lim inf
y→x
u1(y)
u2(y)
≤ lim sup
y→x
u1(y)
u2(y)
≤ 1
1− ε .
As the ε can be taken arbitrary small, we get that
(136) lim
y→x
u1(y)
u2(y)
= 1.
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Now as x was an arbitrary point at the boundary and ∂Ω is a compact set, it
follows that u1(y)/u2(y)→ 1 uniformly as y → ∂Ω. Consequently, for every ε > 0
there exists a neighborhood Ωδ = {x ∈ Ω; dist(x, ∂Ω) < δ} of the boundary where
u1 ≤ (1 + ε)u2. Hence, by the comparison lemma we get u1 ≤ (1 + ε)u2 in Ω \ Ωδ
as this inequality holds on the boundary of this domain. So, u1 ≤ (1 + ε)u2 in Ω,
i.e., u1 ≤ u2. By symmetry, u2 ≤ u1 and the uniqueness follows.
If part (b) of the Definition 2.11 holds and small modification of the proof is
required. By following the proof given above we obtain only that lim sup
y→∂Ω
uc(y)
u2(y)
<
∞. Hence two large solutions uc and u2 are comparable. This together with
condition lim supu→∞
ψ(θu)
ψ(u) <∞ implies that u2 is also complete. So, uc = u2.
The following proposition shows that the neighborhood U in the Definition 2.11
can be taken “nice” (i.e. with C1 boundary) and arbitrary small.
Proposition 8.3. Suppose that function ψ satisfies the Harnack assumptions. Let
the domain Ω be ψ-unique. Then for any x ∈ ∂Ω and any open neighborhood U of
x with C1 boundary (15) holds for any large solutions u1, u2 in U ∩ Ω.
Proof. Clearly U c =M \ U has has C1 boundary. Thus there exists large solution
u3 of ∆u − cψ(u) = 0 on U c ∩ Ω. By Lemma 8.2 we can find solutions u10, u20 in
U ∩Ω and u30 in U c ∩Ω satisfying (a), (b) such that ui0 ≤ ui ≤ ui0 +wi, i = 1, 2, 3.
Here w1 = w2 is a largest solution on U and w3 on U c.
Finally, consider vi, i = 1, 2 defined on the whole Ω by vi = ui0 on U ∩ Ω and
vi = u30 on U
c ∩ Ω, i = 1, 2. Clearly, vi are continuous functions on Ω, locally
Lipschitz and solve ∆u− cψ(u) = 0 everywhere except on ∂U ∩ Ω. What happens
locally at such point? Recall the definition of the subsolution in (24). Let V be a
small neighborhood of x ∈ ∂U ∩ Ω. Then (24) simplifies to
(137)
∫
V
(∇vi∇w + cψ(vi)w) dVol ≤ 0 for any w ≥ 0.
All in (137) is well defined as ∇vi is Lipschitz on V and moreover V can be split
to two parts V1 = V ∩ U and V2 = V ∩ U c. Integrating by parts we get∫
V
(∇vi∇w + cψ(vi)w) dVol =
∫
V1
(−∆ui0 + cψ(ui0))w dVol +(138) ∫
V2
(−∆u30 + cψ(u30))w dVol +
∫
∂U∩V
(∂u
i
0
∂ν − ∂u
3
0
∂ν )wdS =∫
∂U∩V
(∂u
i
0
∂ν − ∂u
3
0
∂ν )wdS.
Here ν is the normal to ∂U ∩V pointing into V2. As both ui0 and u30 are positive
outside ∂U ∩ V and zero there we conclude that ∂ui0∂ν ≤ 0 and ∂u
3
0
∂ν ≥ 0, i.e. vi is
a subsolution. Using partition of unity it follows that vi is a subsolution on the
whole Ω. Finally, for any ε > 0 let Wε be a domain in M with C1 boundary such
that {y ∈ M ; dist(y, ∂Ω ∩ ∂U) ≤ ε/2} ⊂ M \Wε ⊂ {y ∈ M ; dist(y, ∂Ω ∩ ∂U) ≤ ε}
and let wε be a large solution on Wε. For i = 1, 2 consider
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Siε = {f :Wε ∩ Ω→ R+; f is a subsolution of ∆u− ψ(u) = 0(139)
in Wε ∩ Ω such that f ≤ ui + wε
on U ∩Wε; f ≤ u3 + wε on U c ∩Wε}.
The sets Siε are nonempty as max{vi, wε} is a subsolution in Si. It follows that
U iε(y) = supf∈Siε f(y) for y ∈ Wε ∩ Ω is well defined and (by standard argument)
solves our equation. Clearly as U iε ≥ vi and U iε ≥ wε hence U iε → ∞ uniformly
on ∂(Ω ∩ Wε), i.e. U iε is a large solution on Wε ∩ Ω. Finally, sets Wε can be
chosen such that if 0 < ε1 < ε2 then Wε2 ⊂ Wε1 leading to Siε1
∣∣
Wε2
⊂ Siε2 , i.e,
U iε1 ≤ U iε2 . Hence, limiting in ε→ 0+ we get solutions U i on the whole Ω such that
ui0 = v
i
∣∣
U∩Ω ≤ U i ≤ ui+w ≤ ui0+2wi on Ω∩U and u30 = vi
∣∣
Uc∩Ω ≤ U i ≤ u3+w ≤
u30 + 2w
3 on U c ∩ Ω for i = 1, 2. Here w = limε→0+ wε, and w ≤ wi, i = 1, 2, 3
as U,U c ⊂ ⋃Wε. These estimates show that U i, i = 1, 2 are large solutions on Ω.
Since Ω is ψ-unique it follows that U1 = U2. Hence on U ∩ Ω we have that
(140)
u1(y)
u2(y)
≤ (u
1
0 + 2w
1)(y)
u20(y)
≤ (U
1 + 2w1)(y)
(U2 − 2w2)(y) → 1
uniformly for y converging to any compact subset of ∂Ω∩U as U1 = U2 →∞ and
w1 = w2 stays bounded. Switching roles of u1 and u2 yields similar estimate for
u2/u1. From this (15) follows.
Proof of Theorem 3.7. The existence of a large solution of (22) follows from previous
results. Let u by any such solution. Since u(x) → ∞ as x → ∂Ω, and also
ψ(u)/u→∞ it follows that for any ε > 0, u satisfies
(141) k(x)(1− ε)ψ(u(x)) ≤ ∆u(x) ≤ k(x)(1 + ε)ψ(u(x))
on an open set Ωδ = {x ∈ Ω; dist(x, ∂Ω) < δ} for some δ = δ(ε) > 0. The continuity
of k at the boundary of ∂Ω implies that there is δ′ > 0 such that the following holds
for any ε > 0:
(142) ∀x ∈ Ω, y ∈ ∂Ω such that dist(x, y) < δ′ =⇒ |k(x)− k(y)| < ε.
It follows that (by possibly making δ > 0 smaller) we have
(143) k(y)(1− ε)ψ(u(x)) ≤ ∆u(x) ≤ k(y)(1 + ε)ψ(u(x))
for all x ∈ Ωδ and y ∈ ∂Ω such that dist(x, y) < δ. Hence by Theorem 3.6 and
Proposition 8.3 every boundary point y ∈ ∂Ω has a neighborhood Uy ⊂ {x ∈
M ; dist(x, y) < δ} with C1 boundary such that (15) holds for any large solutions
of ∆u− ψ(u) = 0 in Uy ∩ Ω. Let uy be the largest solution of the equation
(144) ∆uy − k(y)ψ(uy) = 0 in Uy ∩ Ω.
We would like to know how this solution compares with large solutions of equations
∆u − k(y)(1 − ε)ψ(u) = 0 and ∆u − k(y)(1 + ε)ψ(u) = 0 in Uy ∩ Ω. For any
c ∈ (0,∞) let uc be the largest solution of the equation
(145) ∆uc − ck(y)ψ(uc) = 0 in Uy ∩ Ω.
We have that uy = u1. If c > 1 then u1 is a supersolution of (145) and hence
uc ≤ u1. Similarly for c < 1 we get u1 ≤ uc. Consider now any θ for which (8)
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holds. Recall that θ > 1. It follows from (7.11) that there exist c0 > 1 and M > 0
such that ψ(θu) ≥ c0θψ(u). Hence
(146) 0 = ∆(θu1)− θψ(u1) ≥ ∆(θu1)− 1c0ψ(θu1) ≥ ∆(θu1)− cψ(θu1)
as long as c > 1c0 and u
1 ≥M everywhere. The second can be arranged easily, just
take δ > 0 in the definition of Ωδ sufficiently small. Having that we get that θu1 is
a supersolution and u1 ≤ uc ≤ θu1 for any c ∈ [ 1c0 , 1]. Same argument also yields
1
θu
1 ≤ uc ≤ u1 for c ∈ [1, c0]. Hence for all c ∈ [ 1c0 , c0] we have
(147)
1
θ
≤ lim inf
x→y
uc(x)
u1(x)
≤ lim sup
x→y
uc(x)
u1(x)
≤ θ.
Recall that θ > 1 can be chosen arbitrary close to 1. Next, θ gives us c0 and M .
We pick ε > 0 such that 1− ε, 1 + ε ∈ [ 1c0 , c0] and δ > 0 such that (143) holds and
also uy = u1 is larger than θM . This gives us that (147) holds for c = 1 − ε and
c = 1 + ε.
We return to (143). We see that u is a subsolution of the equation (145) for
c = 1− ε. Therefore its restriction to Uy ∩ Ω belongs to the set
(148)
S = {f : Ω→ R+; f is a subsolution of ∆u− (1− ε)k(y)ψ(u) = 0 in Uy ∩ Ω}
As before w(x) = supf∈S f(x) defined on Uy ∩ Ω is a solution of ∆u − (1 −
ε)k(y)ψ(u) = 0 in Uy ∩ Ω. As u1−ε is the largest solution it follows that u ≤
w ≤ u1−ε. A similar consideration for u1+ε implies u1+ε − v ≤ u where v is the
large solution of our equation for c = 1+ ε on Uy. Combining these two facts with
(147) finally yields
(149)
1
θ
≤ lim inf
x→y
u(x)
uy(x)
≤ lim sup
x→y
u(x)
uy(x)
≤ θ.
Recall that u was arbitrary large solution of (22) on Ω. Assume that there are
two such large solutions, say u1 and u2. (149) is a local statement that holds on
Ω ∩ Uy for both u1 and u2. However, as the boundary ∂Ω is compact and (149)
holds for every boundary point, we get that the ratio u1(x)/u2(x) as x → ∂Ω can
be estimated uniformly and
(150)
1
θ2
≤ lim inf
x→∂Ω
u1(x)
u2(x)
≤ lim sup
x→∂Ω
u1(x)
u2(x)
≤ θ2.
Finally, as θ > 1 can be chosen arbitrary close to 1 we have that
(151) lim
x→∂Ω
u1(x)
u2(x)
= 1 uniformly.
Proof of Theorem 3.8. Pick V ⊂⊂ U to be an open C1 neighborhood of x. Consider
two large solutions u1, u2 of ∆u − ψ(u) = 0 in Ω. Let W be one open connected
component of U ∩ Ω and Φt the corresponding isometries. Let v be the largest
solution on V . It follows that for t > 0 small Φt(V ) ⊂ U . Hence Φt(u1) solves
∆u − ψ(u) = 0 in Φt(V ∩W ) ⊂⊂ U ∩ Ω and Φt(u1) + v is a large supersolution
in V ∩ Φt(V ∩W ). The other function u2 is bounded on this set, hence by the
comparison lemma u2 ≤ Φt(u1)+ v. Letting t→ 0+ give us u2 ≤ u1+ v in V ∩W .
As this holds on each component of U ∩ Ω we get that u2 ≤ u1 + v in U ∩ Ω.
Switching roles of u1 and u2 we obtain other inequality, hence u1−v ≤ u2 ≤ u1+v.
38 MARTIN DINDOSˇ
From this u1(y)/u2(y) → 1 as y → ∂Ω ∩ B(x, δ) for some small δ > 0, so x is
ψ-unique.
9. Applications to specific cases of ψ-regular and ψ-unique domains
Up to this point we considered general theory of existence and uniqueness of large
solutions on domains Ω. We developed concepts of ψ-regularity and ψ-uniqueness.
In this section we want to present how the developed theory can be used in specific
cases that are interesting for some reasons. The presented results are not necessary
new, the point is to show how they nicely fit into our unified framework.
Our first observation is that in many situations we only need to consider the flat
case, i.e., Rn.
Proposition 9.1. Let Ω ⊂M be an arbitrary domain. Assume that ψ satisfies (6)
and (8) for some θ > 1. Let g, g′ be two C2 Riemannian metric tensors on M such
that ‖g−g′‖Lip(M) < ε and let u be a large solution of the equation ∆gu−ψ(u) = 0
in Ω. Assume that one of the following holds:
(a) u has maximal rate of blow-up.
(b) u satisfies |∇2u| ≈ ψ(u) and |∇u| ≤ Cψ(u).
(c) u satisfies |∇u| ≤ Cψ(u) and g∣∣
∂Ω
= g′
∣∣
∂Ω
.
(d) g
∣∣
∂Ω
= g′
∣∣
∂Ω
and ∇g∣∣
∂Ω
= ∇g′∣∣
∂Ω
.
Then if ε > 0 is sufficiently small the equation ∆g′v−ψ(v) = 0 in Ω has a large
solution comparable to u, i.e., u ≈ v.
Proof. Given two metric tensors g and g′, their action on a function u can be
bounded by
|(∆g −∆g′)u| ≤ C‖g − g′‖L∞(Ω)|∇2u|+ C‖g − g′‖Lip(Ω)|∇u|(152)
≤ Cε(|∇2u|+ |∇u|),
as follows from (43). The discussion we had in (145)-(147) implies that for any
c ∈ R+ the equation ∆gu − cψ(u) = 0 has a solution uc comparable to u. Similar
statement is true for the equation ∆g′v−cψ(v) = 0 whose solution vc is comparable
to v = v1. Of course, we first have to establish that v exists.
We will show that u is a subsolution of the equation ∆g′v − cψ(v) = 0 for some
c < 1 small and that u is a supersolution of the same equation for c > 1 big. This is
enough to see that the equation ∆g′v− cψ(v) = 0 has large solutions vc in Ω for all
c and they are comparable to u. Indeed, it is enough to show this for v = v1. But
since u is a subsolution of ∆g′v − cψ(v) = 0 for some c < 1 it follows that u/θ for
θ >> 1 is a subsolution of ∆g′v − ψ(v) = 0. Similarly, since u is a supersolution of
the equation ∆g′v− cψ(v) = 0 for some c > 1 then θu for θ >> 1 is a supersolution
of the equation ∆g′v − ψ(v) = 0. From this u/θ ≤ v1 ≤ uθ and the claim follows.
Assume first that (a) holds. Then ϕ(u) ≈ δ−2, hence ψ(u) ≈ u/δ2. Hence by
(64) |∇2u| ≤ Cu/δ2 ≈ ψ(u). On the other hand C|∇2u| ≥ |∆gu| = ψ(u) from
which |∇2u| ≈ ψ(u). We also get the estimate |∇u| ≤ Cδψ(u). Hence (b) holds.
Having (b) and (152) implies that
(153) |(∆g −∆g′)u| ≤ Cεψ(u).
From this we immediately get that
(154)
(1−Cε)ψ(u) ≤ ∆g′u−|(∆g−∆g′)u| ≤ ∆g′u ≤ ∆g′u+|(∆g−∆g′)u| ≤ (1+Cε)ψ(u).
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Hence if Cε < 1 the claim follows.
If (c) holds we in addition obtain that |(g − g′)(x)| ≤ εδ(x). A variant of (64)
(∇u satisfies a similar equation as u itself) implies that δ|∇2u| ≤ C|∇u| which
together with the above estimate yields
(155) |(∆g −∆g′)u| ≤ Cεδ(δ−1)|∇u|+ Cε|∇u| ≤ Cεψ(u).
From this we again get (154).
Finally, if (d) holds, Let us also assume that ‖g − g′‖C2(M) < ε. Then |(g −
g′)(x)| ≤ εδ2(x) and |∇(g − g′)(x)| ≤ εδ(x). Using this and (64) in (152) yields
(156) |(∆g −∆g′)u| ≤ Cεδ2(δ−2u)u+ Cεδ(δ−1u) ≤ Cεu ≤ Cεψ(u).
Again (154) follows. Now we can remove the assumption of “smallness” of the C2
norm of the difference g − g′ by using the fact that any two metric that satisfy
(d) can be connected by a continuous curve γ : [0, 1] → G, where G is a space of
C2 metrics satisfying (d), γ(0) = g and γ(1) = g′. Our result implies that every
t ∈ [0, 1] has a neighborhood U in which if ut′ for t′ ∈ U is a large solution of the
equation ∆g(t′)u− ψ(u) = 0, then for any t′′ ∈ U the equation ∆g(t′′)u− ψ(u) = 0
has a large solution ut′′ comparable to ut′ . As [0, 1] is a compact set it follows that
this property holds for U = [0, 1], in particular for the endpoint metrics g and g′.
Corollary 9.2. Let ψ be a function satisfying the Harnack assumptions. Assume
also that all domains Ω with nonempty boundary are ψ-regular for a C2 metric
tensor g on M .
Then all domains Ω with nonempty boundary are ψ-regular in any C2 metric
tensor on M .
In addition, if there exists a Riemannian manifold N with C2 metric tensor and
a point p such that ∆u − ψ(u) = 0 has two large solutions u1, u2 on the domain
N \ {p} which are not comparable near 0, then all domains Ω ⊂ M such that
M \ Ω contains an isolated point are not ψ-unique. This holds for any compact
Riemannian manifold M without boundary and any C2 metric tensor on M .
Example 9.1. Let ψ(u) = uα and α < n/(n − 2), where n = dim M . Then any
domain Ω on a C2 Riemannian manifold M is uα-regular and has a unique solution
with maximal rate of blow-up. If M \ Ω contains an isolated point then Ω is not
uα-unique.
Proof. The first part of the claim that Ω is uα-regular has already been established
in Example 3.2. We give another proof which also shows that there is a solution
with maximal rate of blow-up.
Indeed, the function u(x) = C|x|β for C > 0 solving Cα−1 = β(β + n − 2) and
β = −2/(α−1) is a uα-barrier (Definition 2.10) for domain Rn\{0}. By translation,
similar barrier exists for any point x ∈ Rn.
Consider now Ω = M \ {x} for some x ∈ Ω. Picking local geodesic coordinates
centered at x we get a metric tensor g′ij satisfying (d) of Proposition 9.1 for gij = δij
in a small neighborhood U of x. Hence by Proposition 9.1 since u is a uα-barrier
on Rn for 0 there exists a local uα-barrier v for x on M .
As x was an arbitrary point, it follows from the Theorem 3.3 that any domain
Ω ⊂ M with nonempty boundary is uα-regular. Uniqueness of the solution with
maximal rate of blow-up has been established in Theorem 3.4. If Ω has an isolated
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point then as in Example 3.2 we can construct near this point a whole family of
large solutions so Ω is not ψ-unique.
9.1. Two dimensional uniformization theorem. We reprove a classical result
on uniformization of Riemannian surfaces. We would like to refer the reader much
more detailed treatment in [32], where more general cases are treated.
Corollary 9.3. (Uniformization theorem for domains on a compact manifold M).
Let M be a two dimensional compact connected Riemannian manifold without
boundary with C2 metric tensor g and let Ω be a domain on M . If the Euler
characteristic of χ(M) is less or equal to zero and M \Ω contains at least one point
or if χ(M) = 2 and M \ Ω contains at least three points then Ω can be equipped
with a complete metric tensor (called Poincare´ metric) conformal to g of constant
Gauss curvature −1. The metric tensor is also unique.
Proof. Notice first, that the equation
(157) ∆u− e2u = 0
has a explicit large positive solution in B(0, 1) \ {0} (Poicare´ metric in punctured
disk), given by
(158) e2u(r) =
(
r log
1
r
)−2
, for r = |x|.
In general, given g on M we consider new metric tensor g′ on to be given by
g′ = e2ug, where u is a large solution of the equation
(159) ∆u− e2u = K(x).
Here K is the Gauss curvature function for the original metric tensor g, i.e., K ∈
L∞(Ω). A simple computation shows that if u solves this equation, then g′ has
Gauss curvature −1.
The equation is not exactly what we have studied so far, as u is allowed to be
negative and also e2u does not satisfy all necessary assumptions. We deal with the
matter now.
Assume first that M \Ω is a set of positive measure. The it is possible to extend
K defined on Ω onto whole M such that K ∈ L∞(M) and ∫
M
(K + 1) dVol = 0.
Hence there exist u0 defined on M solving ∆u0 = K + 1. As u0 is determined up
to a constant we may assume that u0 ≤ 0. Writing u = u0 + v we see that v solves
(160) ∆v − e2u0(e2v − 1) = e2u0 − 1 ≤ 0
This equation has required form as ψ(v) = e2v−1 satisfies all necessary assumptions,
k(x) = e2u0 is positive, continuous and bounded and f = e2u0−1 < 0. Hence (159)
has a positive large solution v in Ω. Next we claim that u = u0 + v gives rise
to a complete metric on Ω. Indeed by Proposition 9.1 part (d) we can compare
the solution of ∆w − cψ(w) = 0 (c large) at a point x ∈ ∂Ω with the solution of
(157) which yields by (158) that exp(2w(y)) ≥ (r log 1r )−2 where r = dist(y, x).
Comparing v and w gives us that v ≥ w − C for some large C > 0, hence
(161) e2u(y) ≥ (min
M
e2u0)e2v(y) ≥ Ke2w(y) ≥ K
(
r log
1
r
)−2
, for r = dist(x, y).
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This is sufficient to show that the new metric g′ = e2ug is complete as
((
r log 1r
)−2)2
is not integrable on the interval [0, ε].
It remain to deal with the case M \Ω has measure zero. Let χ(M) be the Euler
characteristic ofM . If χ(M) < 0 then by Gauss-Bonnet formula we can find c0 ∈ R
such that
∫
M
(K + e2c0) dVol = 0 We then proceed as above by finding u0 ≤ c0
such that ∆u0 = K + e2c0 . Then v = u− u0 solves equation similar to (160) with
nonpositive righthand side and or argument goes through.
If χ(M) = 2, then M is conformally equivalent to the Riemann sphere. Indeed,
as noted in [32] given a distribution δ′ of order 1 at p ∈ M such that 〈1, δ′〉 = 0
(a derivative of delta function) we can solve ∆u = δ′. This can be done on any
compact connected M , but in this case M \ {p} is simply connected. Hence u is
a real part of a meromorphic function f on M with one simple pole (at p). Then
f defines a holomorphic map f : M → Cˆ, where Cˆ is the Riemann sphere. We
see that f has degree one, and it follows that f is a holomorphic diffeomorphism.
Now, Cˆ \ {∞} is holomorphically equivalent to C. By removing two additional
points (recall that we assume that M \ Ω has at least three points) we get that
M \ {p1, p2, p3} is holomorphically equivalent to C \ {q1, q2}. However, by Lemma
4.3 of [32] such region has Poincare´ metric. Hence so doesM \{p1, p2, p3}. Let v be
the function that give rises to the Poincare´ metric on M \{p1, p2, p3} via g′ = e2vg.
We use v as a subsolution. Indeed, let Ω1 ⊂⊂ Ω2 ⊂⊂ · · · ⊂⊂ Ω be a increasing
sequence of domains approximating Ω. As M \ Ωn has positive measure it follows
from the argument above that (159) has a large solution un on Ωn. By comparison
lemma that can be established for this equation it follows that u1 ≥ u2 ≥ . . . and
un ≥ v. From this follows that u = limn→∞ un is well defined on Ω and solves (159)
there. Also as u ≥ v we get that no geodesic γ : I → Ω in the metric g′ = e2ug can
exit Ω at the points p1, p2, p3, since v is a complete metric on M \ {p1, p2, p3}. As
these three distinct points can be chosen arbitrary from the set M \ Ω, it follows
that no geodesic γ : I → Ω can exit Ω, i.e., g′ is complete.
If χ(M) = 0 then M is conformal to a flat torus - it this case we can solve
the equation ∆u = K on M giving us a new metric e2ug which is flat. Hence we
may assume that M = C/Λ and C is a covering space of M . We work for now in
the covering space. Here can view M as a parallelogram P ⊂ C whose sides are
identified in the standard way and 0 is its interior point. As C \ P has positive
measure, what we have established above and also part (iii) of Theorem 6.2 implies
that we can find a solution v˜ of (159) with K = 0 in P \ {0} which blows us at 0
and vanishes on ∂P. It follows that v˜ attains its minimum at the boundary of P,
hence ∂v˜∂ν (y) ≤ 0 for all y ∈ ∂P. Here ν is the outer normal to P at the point y. It
follows that if we push down v˜ back to M we get v on M \ {p} a large subsolution
of (159) with K = 0. Again by repeating the construction we gave above, i.e., we
approximate Ω by a sequence of increasing domains Ωn we obtain a nonincreasing
sequence of solutions un for which v serves as subsolution if p ∈ M \ Ω. Hence
u = limn→∞ un is well defined, solves our equation and gives rise to a complete
metric.
As far as the uniqueness goes we refer to the discussion in [32].
9.2. Maximal rate of blow-up for ψ(u) = uα. We present several sufficient and
necessary conditions that guarantee the existence of a solution of the equation (162)
with maximal rate of blow-up (163). These conditions more general than present in
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current literature and in particular generalize conditions in [14] and [15]. We note
at this place that the paper [24] does not deal with the issue of the rate of blow-up
of the maximal solution.
Proposition 9.4. Let M be a compact Riemannian manifolds with C2 metric
tensor g and let be Ω ⊂M be a domain with nonempty boundary. Consider ψ(u) =
uα for some α > 1. Let h˜, k, f ∈ L∞(Ω), f ≥ 0 and k ≥ c > 0. Then the equation
(162) ∆gu+ h˜u− kuα = −f in Ω,
has at most one large positive solution u with maximal rate of blow-up, i.e., a
solution that satisfies
(163) lim inf
δ(x)→0+
δ(x)2/(α−1)u(x) > 0.
Such solution exists if and only every boundary point x ∈ ∂Ω has a open neigh-
borhood U and C2 metric tensor h in U that is conformal to g at x, such that the
equation ∆hv − vα = 0 has a positive solution in U ∩ Ω satisfying
(164) lim inf
y→x δh(y)
2/(α−1)v(y) > 0.
Proof. In (164) we wrote δh to emphasize that we consider there the distance
function generated by the metric h. However, as both g and h are C2 metric
tensors near x, the distance function they generate are equivalent near x, hence
δg ≈ δh and we can drop the subscript. The key here is Proposition 9.1. It is
enough to show that the equation ∆gu− uα = 0 has a large solution with maximal
rate of blow-up. If this is true, then same is true for the equation ∆gu − cuα = 0
for any c > 0, i.e., Ω is a uα-regular domain. Hence (162) has the largest solution
(call it Umax) for which a solution of ∆gu − cuα = 0 serves as a subsolution for
large c > 0 near ∂Ω.
From this we obtain that Umax also has a maximal rate of blow-up. Uniqueness
follows from Proposition 3.4 whose proof goes without change even for more general
equation (162) (notice we do not need continuity of k at the boundary ∂Ω).
Assume therefore that u is the largest solution of the equation ∆gu− ψ(u) = 0
in Ω and assume that (163) does not hold, i.e., there exists a point x ∈ ∂Ω such
that
(165) lim inf
y→x δ(y)
2/(α−1)u(y) = 0.
As before, consider a local geodesic coordinates defined for a small ball U centered at
x, in this coordinates the metric tensor g takes form gij(x) = δij(x) and ∇gij(x) =
0. Consider now the metric tensor h for which we have (164) for the equation
∆hv− vα = 0 at x. We can express h is the same local coordinates as g giving us a
tensor hij = kδij . Consider first the case k = 1. Then ‖g − h‖L∞(U) ≤ Cdiam(U),
i.e., this quantity can be made arbitrary small by taking U small. On the other
hand ‖∇(g − h)‖L∞(U) ≤ C, i.e., g and h are not necessary close in the Lipschitz
norm. Looking back at the proof of Proposition 9.1 we realize that we do not need
this as, since (a) holds for v then |∇v| ≤ Cδψ(v). Hence if diam(U) < ε this after
being plug-in to (152) yields (153) for g and h. This enough to see that v is a
subsolution of the equation ∆gu− cuα = 0 in U ∩ Ω for small c > 0. Having this,
the equation must have at least one solution w bigger that v, i.e., with maximal
rate of blow-up. Scaling properties of our equation then implies that w/θ for some
θ > 1 large solves ∆gu−uα = 0 in U ∩Ω. LetW be the largest solution of the same
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equation in U . Then 12 (w/θ+W ) is a large subsolution of the equation ∆gu−uα = 0
in U ∩Ω. Hence 12 (w/θ+W ) ≤ u+W , as u+W is large supersolution of the same
equation. It follows that
(166) lim inf
y→x δ(y)
2/(α−1)u(y) ≥ 12θ lim infy→x δ(y)2/(α−1)w(y) > 0,
which contradicts (165). From this our claim follows. If k 6= 1 all we wrote above is
true for metric tensor h′ij = hij/k. This is enough, as any solution of ∆hu−uα = 0
is a solution of ∆h′u − cuα = 0 for some c = c(k) > 0, i.e., all what holds for h
holds for h′ as well.
Definition 9.5. Let Γ be a set in Rn and let p ∈ Γ. For given ε > 0 let Sε∗pΓ be
the set
(167) Sε∗pΓ =
{
ω ∈ Sn−1; p+ tω ∈ Γ for all t ∈ [0, ε)} .
Definition 9.6. Assume that α > 1 and ε > 0. Let Σ ⊂ M be a nonempty set
inside a compact, connected, boundaryless Riemannian manifold M of dimension
n ≥ 2 with C2 metric tensor g. Let k = 0, 1, . . . , n − 2 be the smallest number for
which α < (n − k)/(n − k − 2). We say that the set Σ is (α, ε)-regular if either
k = 0 or the following holds:
There exists a dense set Σ′ in Σ such that every point p ∈ Σ′ has a C2 diffeomor-
phism φ : U = B(p, ε) → V from a geodesic ball B(p, ε) to a neighborhood V of 0
in Rn such that
(a) φ(p) = 0.
(b) |∇φ| ≤ 1/ε, |∇φ−1| ≤ 1/ε.
(c) gij(p) = φ∗(δij(0)) (Here φ∗ denoted the pull-back of the flat metric on Rn).
(d) The set Sε
2
0∗(φ(V ∩ Γ)) has (α, ε)-admissible subset on Sn−1.
Remark 9.1. The fact that φ needs to be C2 is artificial leftover of our assumption
that the metric tensor onM is C2. In fact the definition above requires only uniform
control of the Lip norm of φ and φ−1, i.e., φ needs to be bilipschitz. There is no
control required on the norm of ∇2φ. It is possible (with few complications) to
develop whole theory on the existence and uniqueness for Lipschitz metric tensor,
in that case this definition can be stated without assuming φ is C2.
Proposition 9.7. Let M be a compact Riemannian manifolds with C2 metric
tensor g and let be Ω ⊂ M be a domain with nonempty boundary. Let α > 1.
Finally, let h, k, f ∈ L∞(Ω), f ≥ 0 and k ≥ c > 0. If the set M \ Ω is (α, ε)-
admissible for some ε > 0 then the equation
(168) ∆gu+ hu− kuα = −f in Ω,
exactly one large positive solution u with maximal rate of blow-up. There exists
c(ε) > 0 such that
(169) u(x)δ(x)2/(α−1) ≥ c(ε) for all x ∈ Ω.
Proof. Let Γ = M \ Ω and assume that Γ is (α, ε)-admissible. It suffices to show
that the largest solution Umax of the equation ∆u − uα = 0 satisfies (169). We
proceed by an induction in k. The case k = 0 has been dealt with in Example 8.1.
It also follows that in this case the constant c(ε) > 0 does not depend on ε > 0,
but only on the manifold M and its metric.
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Assume therefore that we already have our theorem for k − 1. Consider any
point p from the dense subset of Γ for which (a)-(d) of Definition 9.6 holds. Hence
there is a set ∅ 6= Σ ⊂ Sε20∗(ϕ(V ∩ Γ)) which (α, ε)-admissible on Sn−1, i.e., by the
inductive assumption we know that there exists a function ω on Sn−1 \ Σ solving
(170) ∆Sn−1ω − 2α−1 (n− 2− 2α−1 )ω − ωα = 0,
and ω(x)distSn−1(x,Σ)2/(α−1) ≥ c0(ε) > 0 for all x ∈ Sn−1 \Σ. It follows (via polar
coordinates) that v(x) = v(rω) = r−2/(α−1)ω is a large solution of ∆v − vα = 0 in
the cone C = {x = rω ∈ Rn; r ≥ 0 and ω ∈ Sn−1 \Σ}. Here the background metric
is flat Rn. Also v(x)distRn(x, ∂C)2/(α−1) ≥ c1(ε) > 0 for all x ∈ V ∩ C.
Let us pull-back the metric tensor from V to U and denote it by h. Consider
V ′ = B(p, δ) for 0 < δ ≤ ε which will be specified later. The assumptions on
h imply that ‖g − h‖L∞(V ′) ≤ δε and ‖∇h‖L∞(V ′) ≤ 1ε . This, as follows from
Proposition 9.4, suffices for applying part (a) of Proposition 9.1, provided δ > 0
is chosen sufficiently small. As the proof shows the choice of δ > 0 depends on
ε, metric tensor g and the constant c1(ε) > 0. (We need c1(ε) for the estimate
v/δ2 ≤ cα−11 vα.) So, δ = δ(ε) > 0.
Hence part (a) of Proposition 9.1 applies implying that w = φ−1(v) is a solution
of the equation ∆hw − wα = 0 and a subsolution of ∆gu− 12uα = 0. Also,
(171) w(x)distg(x, φ−1(∂C))2/(α−1) ≥ c2(ε) > 0 for all x ∈ U \ φ−1(C) ⊂ Ω.
Using scaling the equation has, a multiple of w sayW is a subsolution of ∆gu−uα =
0 and W satisfies (171) with different constant c3(ε) > 0. We use W to compare
it with Umax. For every point x ∈ M we denote by ux the large solution of the
equation ∆gu − uα = 0 in geodesic ball B(x, δ). As metric tensor g is uniformly
elliptic and C2 on M we conclude that there is a constant K = K(δ, g) > 0 such
that ux ≤ K on B(x, δ/2).
Hence, as W is a subsolution of our equation in B(p, δ) ∩ Ω and Umax + up is a
large supersolution of the same equation in B(p, δ)∩Ω we see that W ≤ Umax+up
on B(p, δ)∩Ω. From this Umax ≥W−K on B(p, δ/2)∩Ω. AsW satisfies (171) with
constant c3(ε) > 0 we finally conclude that for some 0 < δ0 = δ0(c3(ε),K(ε)) ≤ δ/2
and all x ∈ B(p, δ0) ∩ Ω
Umax(x)dist(x, p)2/(α−1) ≥ w(x)distg(x, φ−1(∂C))2/(α−1) −Kdist(x, p)2/(α−1)
≥ c3(ε)/2 > 0.(172)
Recall that this holds for dense set of p ∈ Γ. This is enough to see that
(173) Umax(x)δ2/(α−1)(x) ≥ c3(ε)/2 > 0, for all x ∈ Ω with δ(x) < δ0(ε).
Finally by Harnack inequality (Lemma 4.5) there exists a C = C(δ0,M) > 0 such
that for all x with δ(x) ≥ δ0:
(174) Umax(x) ≥ C(δ′)Umax(y), for some y such that dist(x, y) = δ0.
Putting (172) and (174) together yields that there exists c > 0 depending only on
ε > 0, manifold M and metric tensor g such that
(175) Umax(x)δ2/(α−1)(x) ≥ c > 0, for all x ∈ Ω.
This finishes our proof, as the uniqueness was established before.
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Corollary 9.8. Let M be a compact Riemannian manifolds with C2 metric tensor
g and let Γ be a smooth submanifold (with or without boundary) of dimension d.
Then the equation (168) has a large positive solution u in Ω =M \Γ with maximal
rate of blow-up, provided α < (n− d)/(n− d− 2).
The Corollary is a classical result which follows immediately from our Proposi-
tion 9.7.
9.3. Uniqueness for ψ(u) = uα. We dedicate our last proposition to uα-uniqueness.
The following result is somewhat unsatisfactory as it leaves open a small gap be-
tween examples we have for nonuniqueness (essentially d = dim [(M \ Ω) ∩B(x, r)] ≤
n− 2 for one point x ∈ ∂Ω and some r > 0) and uniqueness d ≥ n− 1. Moreover,
this lemma need some (very likely unnecessary) smoothness assumptions on the
n − 1 dimensional surface (there are no such assumption in Proposition 3.8 which
on the other hand work only for special manifolds M). In fact we conjecture:
Conjecture. If at every point x ∈ Γ there exists d > n− 2 such that
(176) lim inf
r→0+
r−dHd(Γ ∩B(x, r)) > 0,
then Ω =M \ Γ is uα-unique.
Proposition 9.9. Assume that α > 1 and ε > 0. Let M be a compact Riemannian
manifolds with C2 metric tensor g and let be Ω ⊂ M be a domain with nonempty
boundary. Denote by Σ =M \Ω. Let Σ be such that every point p ∈ Σ has a bilip-
schitz bijection φ : U = B(p, ε)→ V from a geodesic ball B(p, ε) to a neighborhood
V of 0 in Rn such that
(a) φ(p) = 0.
(b) |∇φ| ≤ 1/ε, |∇φ−1| ≤ 1/ε.
(c) gij(p) = φ∗(δij(0)) (Here φ∗ denoted the pull-back of the flat metric on Rn).
(d) The set Sε
2
0∗(φ(V ∩ Γ)) contains the set
(177) Sq,v = {x = (x1, x2, . . . , xn) ∈ Sn−1; dist(x, q) < ε and x⊥v}
for some q ∈ Sn−1 and v a unit vector such that v⊥q. (Sq,v is a intersection of
n− 1 dimensional hyperplane in Rn with a spherical cap on Sn−1.)
Then Ω is uα-unique domain. Moreover, large solution of the equation (168) has
maximal rate of blow-up.
Remark 9.2. Proposition 9.9 translated into normal language means that Γ con-
tains near each of its points sufficiently large piece of (n− 1) dimensional Lipschitz
surface with corners of aperture bounded from below. Proposition 9.9 can also be
formulated locally, i.e., if a point x ∈ ∂Ω has a neighborhood U in which U ∩ Ω
satisfies assumptions of Proposition 9.9, then x is ψ-unique.
Proof. As Σ satisfies assumptions of Proposition 9.7 (note the Remark 9.1, although
in this simpler case a rigorous argument that φ suffices to be bilipschitz can be made
without too much trouble) there is a unique large solution with maximal rate of
blow-up. Let us denote by Umax such solution. We want to show it is the only
solution. For p ∈ ∂Ω consider the set
(178) Tp = φ−1(Tp) ⊂ Γ, where Tp = {(r, ω) ∈ V ; 0 < r < ε2 and ω ∈ Sq,v}.
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Notice that p ∈ Tp \ Tp. If y ∈ Tp there are two possibilities. Either y is an interior
point of Γ and in such case all is fine. Or y ∈ ∂Ω and in that case we claim that
any large solution u is Ω has maximal blow up at y. Indeed, in this case Tp splits
Ω into two parts on a neighborhood of y, since Tp is a hypersurface. Hence for any
point z ∈ Ω on one side of this hypersurface we can compare a large solution u
on the same side as z with large solutions with maximal blow-up outside cones of
uniform aperture nearly touching Tp from the other side. Without going into too
much details this gives u(z)dist(z, Tp)2/(α−1) ≥ c0 > 0 near y with c0 not depending
on y.
We move back to point p. For t ∈ [0, δ) consider
(179) T tp = φ−1(Tp + tq).
We wee that T 0p = Tp and T tp ⊂ Tp for t > 0. So p belongs to M \ T tp . We find a
large solution wt with maximal rate of blow-up on the domainM \T tp and compare
it with u - any large solution on Ω. Only “bad” points where anything can go wrong
are points y such that y ∈ ∂Ω∩∂(M \T tp ). However at such point we know we have
c1 ≥ wt(z)dist(z, T tp )2/(α−1) ≥ c2 by Proposition 9.7 for some c1, c2 > 0 depending
only on ε > 0. This gives that near point y: u(z) ≥ c0/c1wt(z). We can assume
that c0/c1 < 1. At all other points y ∈ ∂Ω we have that u(y) is infinite but wt(y) is
finite. If follows that u
∣∣
∂Ω
≥ c0/c1wt
∣∣
∂Ω
. Hence by comparison lemma u ≥ c0/c1wt
everywhere. Finally, letting t→ 0+ implies that u ≥ c0/c1w0. As w0 has maximal
rate of blow up at p we get that u(z)dist(z, p)2/(α−1) ≥ c3 > 0 for a constant c3
independent of particular point p. This looks like (172) and indeed implies that u
has maximal rate of blow-up. As there is only one solution with maximal rate of
blow-up we get that u = Umax. So uniqueness follows.
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