r Coordination of neuronal activity between left and right sides of the mammalian spinal cord is provided by several sets of commissural interneurons (CINs) whose axons cross the midline. Genetically identified inhibitory V0 D and excitatory V0 V CINs and ipsilaterally projecting excitatory V2a interneurons were shown to secure left-right alternation at different locomotor speeds.
Introduction
The basic pattern of neural activity controlling locomotion in mammals is generated by neural circuits within the spinal cord (Grillner, 1981 (Grillner, , 2006 Kiehn, 2006 Kiehn, , 2011 . These circuits define all aspects of locomotor activity, including rhythm generation, intralimb flexor-extensor alternation, and left-right limb coordination. Left-right coordination is controlled by commissural interneurons (CINs) whose axons cross the midline of the spinal cord. Electrophysiological experiments in the rodent spinal cord have revealed monosynaptic excitatory and disynaptic inhibitory pathways to contralateral neurons mediated by inhibitory and excitatory CINs (Kjärulff & Kiehn, 1997; Butt & Kiehn, 2003; Quinlan & Kiehn, 2007) . Recent experiments have demonstrated that these pathways involve genetically identified inhibitory (V0 D ) and excitatory (V0 V ) subtypes of V0 CINs (Lanuza et al. 2004; Talpalar et al. 2013) . Ablation of both subtypes leads to left-right synchronized, hopping-like activity at all locomotor frequencies. Selective ablation of the inhibitory V0 D CINs disturbs left-right alternation at low frequencies, yet maintains alternation at high frequencies (Talpalar et al. 2013) . In contrast, ablation of the excitatory V0 V CINs maintains alternation at low frequencies and switches to synchronized activity at high frequencies. In addition, a subset of ipsilaterally projecting excitatory V2a neurons is critically involved in left-right alternation at high locomotor speeds (Crone et al. 2008 (Crone et al. , 2009 Zhong et al. 2011) . A subset of V2a neurons directly projects to V0 V CINs (Crone et al. 2008) , and their selective ablation mimics the V0 V ablation (Crone et al. 2009 ). In addition, there are functionally excitatory CIN pathways that support left-right synchronization when the inhibitory CIN pathways are suppressed; at present, the probable components of these pathways are the excitatory V3 CINs (Zhang et al. 2008) . However, the exact organization of the spinal circuits and commissural pathways that provides speed-dependent control of left-right alternation remains unknown.
In this study, we constructed two computational models of spinal neuronal circuits. The models described interacting neuron populations with each neuron modelled in the Hodgkin-Huxley style. Each model contained left and right rhythm generators consisting of flexor and extensor centres (excitatory neuron populations with intrinsic rhythmogenic properties) inhibiting each other via inhibitory interneuron populations. The left and right centres interacted bilaterally via parallel commissural pathways involving populations of V0 D , V0 V , V2a and V3 neurons. Rhythm generation in the network was based on persistent sodium current and was primarily defined by endogenous rhythmic activity in the flexor centres (Zhong et al. 2012) . The oscillation frequency was controlled by the average level of neuronal excitation defined by leakage reversal potentials that were changed to imitate frequency control in the spinal cord by changing neuroactive drug concentrations. The organization of commissural pathways mediated by V0 D , V2a-V0 V and V3 neurons allowed the models to reproduce the experimental data showing the differential frequency-dependent involvement of these neurons in left-right coordination of spinal activity (Crone et al. 2009; Talpalar et al. 2013) .
Our study provides mechanistic understanding of how the dynamic interactions of parallel CIN pathways coordinate left-right activity during locomotion, and how selective activation/inhibition of these pathways may provide speed-dependent control of locomotor gait.
Methods

Model structure
The models of the spinal circuits described in this paper represent bilaterally symmetric networks of interacting neural populations ( Fig. 1A and B) . Each model contains left and right rhythm generating (RG) networks. Each RG network consists of two RG neural populations representing flexor and extensor centres, respectively. The flexor (RG-F) and extensor (RG-E) centres on each side reciprocally inhibit each other via inhibitory populations. The left-right interactions between the RG networks are mediated by several populations of CINs, representing the genetically identified V0 (V0 D and V0 V subtypes) and V3 CINs, and involve the ipsilaterally projecting populations of excitatory (V2a) and inhibitory (Ini) interneurons. The detailed description of model structures is provided in the Results section.
Single neuron models
All neurons are simulated in the Hodgkin-Huxley style as single compartment models. The membrane potential, V, in neurons of the left and right RG-E and RG-F populations is described by the following differential equation
where C is the membrane capacitance and t is time.
In all other populations, the neuronal membrane potential is described as follows:
The ionic currents in eqns (1) and (2) are described as follows:
I Na =ḡ Na × m 3 Na × h Na × (V − E Na ); I NaP =ḡ NaP × m NaP × h NaP × (V − E Na );
where I Na is the fast sodium current with maximal conductanceḡ Na ; I NaP is the persistent (slowly inactivating) sodium current with maximal conductancē g NaP (present only in RG neurons); I K is the delayedrectifier potassium current with maximal conductanceḡ K ; and I L is the leakage current with constant conductance g L ; E Na , E K and E L are the reversal potentials for sodium, potassium and leakage currents, respectively; variables m and h with indexes indicating ionic currents are the activation and inactivation variables of the corresponding ionic channels. The values of maximal conductances for ionic currents and initial average values for the leakage reversal potential in each neuron type are specified in Table 1 .
Activation m and inactivation h of voltage-dependent ionic channels (e.g. Na + , NaP and K + ) in eqn (3) are described by the following differential equations:
where m Ýi (V) and h Ýi (V) define the voltage-dependent steady-state activation and inactivation of the channel i, respectively, and τ mi (V) and τ hi (V) define the corresponding time constants. Activation of the sodium channels is considered to be instantaneous (t mNa = t mNaP = 0). The expressions for channel kinetics are given in Table 2 . Although there are limited descriptions of the electrical properties and firing characteristics for the selected neuron types (e.g. V3, see Zhang et al. 2008; Borowska et al. 2013 , and V2a, see Dougherty & Kiehn, 2010; Zhong et al. 2010) , these data are incomplete and do not include experimentally measured parameters for ionic channel kinetics, which would be necessary for the realistic, data-based modelling of each neuron type. In addition, none of these studies described the changes in neuronal properties as a function of neuroactive drug concentrations, which would be important here. Therefore, our neuron models have been constructed using generic neuron descriptions in the Hodgkin-Huxley style. Moreover, because our network models are based not on interactions between single neurons, but on interactions between neuron populations with neuronal parameters randomly distributed within each population (see below), the intrinsic membrane properties of individual neurons (except for the parameters of I NaP kinetics in the RG neurons) play a minor role in the activity of neural populations activity and overall functioning of the models.
The synaptic excitatory (I SynE with conductance g SynE and reversal potential E SynE ) and inhibitory (I SynI with conductance g SynI and reversal potential E SynI ) currents are described as follows:
where g SynE and g SynI are equal to zero at rest and are activated by the excitatory or inhibitory inputs, respectively:
where S{x} = x, if x ࣙ 0, and 0 if x < 0. Each spike arriving to neuron i in a target population from neuron j in a source population at time t kj increases the excitatory synaptic conductance byḡ E × w ji if the synaptic weight w ji > 0, or increases the inhibitory synaptic conductance by −ḡ E × w ji if the synaptic weight w ji < 0.ḡ E andḡ I define an increase in the excitatory or inhibitory synaptic conductance, respectively, produced by one arriving spike at |w ji | = 1. τ SynE and τ SynI are the decay time constants for g SynE and g SynI , respectively. The following general neuronal parameters were assigned: C = 1 μF cm −2 ; E Na = 55 mV; E K = −80 mV; E SynE = −10 mV; E SynI = −70 mV;ḡ E =ḡ I = 0.05 mS cm -2 ; τ SynE = τ SynI = 5 ms.
Neuron populations
Each RG population (representing RG-F or RG-E centres) contains 200 neurons. All other populations, including CINs, V2a, and inhibitory populations, consist of 50 neurons each. The number of neurons in J Physiol 593.11 The values ofḡ Na ,ḡ K and g L conductances (10, 5 and 0.1 mS cm -2 , respectively) represented these values for our generic neuron model and were used for all inhibitory interneurons and V0 CINs. An increased value ofḡ Na (25 mS cm -2 ) and reduced value forḡ K (2 mS cm -2 ) were assigned in all RG neurons to accommodate additional incorporation ofḡ NaP to provide a necessary bursting regime. An increased value ofḡ Na (40 mS cm -2 ) and g L (0.7-0.8 mS cm -2 ) were assigned for V2a and V3 neurons to provide their recruitment and a stronger (then in V0 neurons) dependence of their activity on neuronal excitability (Ē L ) increased with increasing α imitating an increasing drug concentration.
Table 2. Steady-state activation and inactivation variables and time constants for voltage-dependent ionic channels
Ionic channels
the populations was selected to provide a reasonable compromise between the reproducibility of simulation results (despite randomized neuronal characteristics) and simulation time. The greater number of neurons in the RG populations (200) was selected because of the low probability of interconnections within these populations (P = 0.1, see below and in Table 3 ).
Random synaptic connections between the neurons of interacting populations are calculated before each simulation based on an assigned probability of connection, P, so that, if a population A is assigned to receive an excitatory (or inhibitory) input from a population B, then each neuron in population A receives the corresponding synaptic input from each neuron in population B with the probability P{A, B}. If P{A, B}<1, a random number generator is used to define the existence of each synaptic connection; otherwise (if P{A, B} = 1) each neuron in population A receives synaptic input from each neuron of population B. Values of synaptic weights (w ji ) are also set using a random number generator based on the average values of these weightsw and the variances, which are defined as 5% ofw for excitatory connections and 10% ofw for inhibitory connections. The average weights and probabilities of connections are specified in Table 3 .
Heterogeneity of neurons within each population is provided by random distributions of the leakage reversal potentials E LiO (see mean values ± SD for each i-th population in Table 1 ) and initial conditions for the values of membrane potential and channel kinetics variables. The initial values of E LiO and all initial conditions are assigned 
c-, contralateral population; CIN, commissural interneuron; E, extensor; F, flexor; i-, ipsilateral population; l-, left; r-, right; RG, rhythm generator. * The shape of population bursts in RG populations was dependent on the probability of excitatory interconnections within these populations. The probability P = 0.1 was found experimentally to provide (qualitatively) the most realistic shape of RG-F population bursts. It is interesting that this probability corresponds to the estimated probability of mutual connections between Shox2 interneurons (Dougherty & Kiehn, unpublished observation) considered candidates for the RG interneurons .
before simulations from the defined average values and variances using a random number generator, and a settling period of 10-200 s is allowed in each simulation before data collection.
Simulations of changes in the locomotor frequency by neuroactive drugs
To simulate changes in frequency of rhythmic oscillations, which in the isolated rodent spinal cords were obtained by changing the concentrations of neuroactive drugs such as N-methyl-D-aspartate (NMDA; Talpalar & Kiehn, 2010) , we introduced a parameter α, that defined a NMDA-evoked increase in the basal level of excitability (membrane depolarization) in all neurons of population i:Ē
whereĒ LiO is the average basal value of the neuronal leakage reversal potential in this population at α = 0. By introducing this parameter we did not intend to simulate the exact mechanisms of NMDA actions on individual spinal neurons, which are currently unknown. Instead, this parameter was used to simulate the general effects of NMDA in the isolated spinal cord preparations, i.e. an increase in both neuronal activity and locomotor frequency (Talpalar & Kiehn, 2010) .
To represent and analyse the results of changes in α, we used two methods. In the first method, time series of key model characteristics (e.g. the values of integrated population activity) are computed continuously during slow ramp increases of α (with a rate selected depending on the oscillation frequency). In the second method, α is changed by fixed steps, and simulations are run at each fixed value of α. In each simulation, the first 10-20 transitional cycles are omitted to allow stabilization of model variables, and the values of key model characteristics are averaged for 10-20 consecutive cycles. The computed characteristics include the oscillation frequency, amplitudes of integrated population activity and phase difference of flexor-extensor, left flexor-right flexor and left extensor-right extensor oscillations (defined by the integrated activity of the corresponding RG centres). The timing of onsets and offsets of flexor and extensor bursts is determined at a threshold level equal to 25% of the average maximal burst value. The time interval between two consecutive flexor burst onsets is defined as the locomotor cycle period. In each cycle, the time between the onsets of the flexor and following extensor burst is defined as the flexor phase, and the time between the onset of the extensor and the next flexor burst is defined J Physiol 593.11 as the extensor phase. The average frequency is calculated as the inverse of the average cycle period. The calculated phase differences are normalized to the cycle period with the scale of [0, 1]. Phase differences are averaged for 10-20 consecutive cycles and estimated by circular statistics ( Kjäerulff & Kiehn, 1996; Berens, 2009; Talpalar & Kiehn, 2010) . Mean phase differences in the range of 0.25-0.75 are considered as indications of alternating activity, while phase differences outside this range indicate synchronization. The calculated characteristics are plotted versus the parameter α, characterizing the average neuronal excitation, or versus the average frequency of oscillations.
Simulation tools
All simulations were performed using the custom neural simulation package NSM 4.0 developed at Drexel University by S. N. Markin, I. A. Rybak and N. A. Shevtsova. This simulation package was previously used for the development of several spinal cord models (Rybak et al. 2006a (Rybak et al. ,b, 2013 (Rybak et al. , 2014 McCrea & Rybak, 2007 , 2008 Zhong et al. 2012; Brocard et al. 2013; Jasinski et al. 2013 ). Differential equations were solved using the exponential Euler integration method with a step size of 0.1 ms.
Experimental data
The experimental data included for comparison with our modelling results were obtained in the previous studies by Talpalar et al. (2013) and Crone et al. (2009) , with addition of some complementary data not previously published. All experiments were approved by the local ethical committees and performed in accordance with European or American guidelines for the care and use of laboratory animals. Briefly, experiments were performed in the isolated spinal cords of wild-type (control) and transgenic mice with ablated V0, V0 D or V0 V neurons (the detailed description of the transgenic lines of mice used can be found in Talpalar et al. 2013) or ablated V2a neurons (Crone et al. 2009 ). Mice aged embryonic day 18.5 (with genetically deleted V0 D neurons) or newborn mice aged 1-2 days (for all other studies) were used. The isolated spinal cords were perfused with normal Ringer's solution (see Talpalar & Kiehn, 2010; Zhong et al. 2011; Talpalar et al. 2013 ). Locomotor-like activity was induced by the application of exogenous mixtures of serotonin (5-hydroxytryptamine) and NMDA. The locomotor frequency was controlled by changing the concentration of NMDA (Talpalar & Kiehn, 2010; Zhong et al. 2011; Talpalar et al. 2013) . All recordings were performed at room temperature (20-24°C). Locomotor activity was recorded with suction electrodes attached to the L2 and L5 lumbar roots on both sides of the cord. The raw activity was band-pass filtered at 100 Hz-1 kHz. Data points for analysing cycle periods and phases were taken after the locomotor activity had stabilized 10-15 min after the initial burst of activity. All details of recordings and data processing can be found in Talpalar et al. (2013) .
Results
Modelling of rhythm-generating flexor and extensor centres
The RG core in the spinal locomotor networks is thought to be composed of ipsilaterally projecting excitatory neurons (Grillner, 2006; Kiehn, 2006 Kiehn, , 2011 Hägglund et al. 2013) . In rodents, some classes of these neurons have been identified by expression of certain molecular markers ). It appears that the RG populations are spatially distributed along several spinal segments on each side of the cord (Kiehn & Kjäerulff, 1998) and are able, under certain conditions, to independently generate a flexor-related or extensor-related rhythmic bursting (Hägglund et al. 2013) . In our models (see Fig. 1A and B), these RG populations are represented by the left (l-) and right (r-) RG-F and RG-E centres. Further increase ofĒ L leads to a transition to tonic activity. C and D, burst frequency of population activity (C) and burst amplitude (D) as a function ofĒ L . E and F, frequency (E) and amplitude (F) of locomotor activity recorded in vitro from the flexor ventral root as a function of NMDA (red cycles) or D-glutamate (black squares). The amplitude was normalized with respect to the maximal amplitude). Graphs display means ± SD (n = 20 each). Data from Talpalar & Kiehn (2010, fig. 2C,D) . G, changes ofĒ L for flexor (Ē LF , red line) and extensor (Ē LE , blue line) rhythm-generating centres during increasing neuronal excitation (α) across areas for silence (white), bursting (blue) and tonic (yellow) population activity.
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Each such population (centre) consists of 200 neurons modelled in the Hodgkin-Huxley style. Following our previous models (Rybak et al. 2006a (Rybak et al. ,b, 2013 (Rybak et al. , 2014 McCrea & Rybak, 2007 , 2008 Brocard et al. 2013; Jasinski et al. 2013 ) the intrinsic rhythmic bursting properties in these populations are based on a persistent (slowly inactivating) sodium current, I NaP incorporated in each neuron and on mutual excitatory synaptic interactions within each population. The probability of connections between neurons within each population was set to 10%. Figure 2A -D illustrates the results of modelling the behaviour of a single, isolated RG centre during a slow ramp increase of neuronal excitation, defined by the average neuronal leakage reversal potentialĒ L changing from -70 to -58 mV. At low values ofĒ L the population was silent ( Fig. 2A and B Model 2 depolarized ( Fig. 2A and B, see also the blue area in Fig. 2G ). With a further increase ofĒ L , the burst frequency monotonically increased (Fig. 2B and C) . In contrast, the burst amplitude initially went up (Fig. 2B and D) , because of the increasing synchronization of bursts generated by individual neurons ( Fig. 2A ). Then, with further increasing neuronal depolarization, the amplitude progressively decreased ( Fig. 2B and D) due to I NaP inactivation in each neuron leading to a reduction of spike frequency in neuronal bursts (Butera et al. 1999; Rybak et al. 2004) . Finally, for the larger (most depolarized) values ofĒ L , bursting switched into sustained or tonic activity ( Fig. 2A and B, see also the yellow area in Fig. 2G ). The simulated effects of the increase of neuronal excitation on the population burst frequency and amplitude ( Fig. 2C and D) were qualitatively similar to the reported effects of increased concentration of neuroactive drugs, such as NMDA, on the frequency and amplitude of locomotor oscillations in the isolated cord (Talpalar & Kiehn, 2010) .
In these experiments, the bursting frequency recorded from the flexor ventral root (L2) increased with increased drug concentration, while the amplitude initially increased and then decreased (Fig. 2E and F) . This correspondence between experimental and modelling data provided an additional validation for using the changes in neuronal excitation as a tool to reliably mimic changes in frequency corresponding to different speeds of locomotion. In addition, because these changes in burst amplitude and frequency in the model were defined by the I NaP kinetics (see Butera et al. 1999; Rybak et al. 2003 Rybak et al. , 2004 , this correspondence may also support the suggestion that locomotor-like bursting in the isolated spinal cord involves I NaP -dependent mechanisms.
As shown in Fig. 2A and B, a population of neurons with I NaP -dependent bursting properties and mutually excitatory synaptic interconnections can be silent, generate intrinsic bursting or exhibit sustained (tonic) activity, which depends on external excitatory drive to the population and/or on an average level of neuronal excitation (see Butera et al. 1999; Smith et al. 2000; Rybak et al. 2003 Rybak et al. , 2004 Rybak et al. , 2014 Jasinski et al. 2013) . In our models, the RG population was used for simulation of both flexor and extensor centres. Therefore, under certain conditions, e.g. at a particular range of neuronal excitation, each RG-F and RG-E centre can generate rhythmic bursting. However, we assumed that, under the considered experimental conditions, only flexor centres operate in a bursting mode, whereas the extensor centres, if isolated, operate in the mode of tonic activity (Zhong et al. 2012) . In our models this occurred if the neurons of the RG-E centres were initially more excited (yellow area in Fig. 2G ) than neurons of the RG-F centres (blue area in Fig. 2G ). To provide alternating flexor-extensor activity on each side, the RG-F and RG-E centres were connected reciprocally via inhibitory populations (Inrg-E and Inrg-F, respectively, see Fig. 1A and B) . Therefore, the RG-E centres also exhibited rhythmic bursting, but this bursting resulted from the rhythmic inhibition by the corresponding ipsilateral flexor centres. Such asymmetric operation of RG-F and RG-E centres allowed the model to reproduce the specific patterns of motor activity in the spinal cord observed during spontaneous, non-resetting burst deletions, showing that missing flexor bursts were always accompanied by sustained ipsilateral extensor activity, whereas missing extensor bursts occurred without an effect on flexor bursting (Zhong et al. 2012) . 
Layout of left-right coordinating circuits
Computational models of the spinal circuits described in this study have been developed with a primary goal to reproduce and interpret the results of the recent experimental studies of left-right coordination of rhythmic activity in the rodent spinal cord and its dependence on locomotor speed. Therefore, in addition to the neuronal circuits mediating reciprocal inhibition between the RG-F and RG-E centres on each side, our models included left-right coordinating circuits. The basis of the proposed connectivity came from electrophysiological experiments in rodents that showed the presence of dual inhibitory CIN pathways to contralateral motoneurons, involving both inhibitory CINs acting monosynaptically and excitatory CINs acting through local inhibitory neurons (Kjärulff & Kiehn, 1997; Butt & Kiehn, 2003; Quinlan & Kiehn, 2007) , as well as excitatory CIN pathways to these motoneurons (Kjärulff & Kiehn, 1997; Quinlan & Kiehn, 2007) . The role of genetically identified V0 CINs in left-right coordination was recently revealed using selective ablation of these neurons or their inhibitory, V0 D , or excitatory, V0 V , subtypes and investigating the speed-dependent contribution of each subtype to left-right alternation (Talpalar et al. 2013) . Also, the excitatory V3 neurons were suggested to participate in left-right synchronization (Zhang et al. 2008; Rabe et al. 2009; Borowska et al. 2013) . In addition, a subset of excitatory ipsilaterally projecting V2a interneurons was shown to maintain left-right alternation at high locomotor frequencies and some of these neurons were found to project to V0 V neurons (Crone et al. 2008 (Crone et al. , 2009 Zhong et al. 2011) . Two slightly distinct models have been considered in our study, Model 1 and Model 2 (see Fig. 1A and B). Each model contains left and right RGs consisting of RG-F and RG-E centres reciprocally inhibiting each other via inhibitory neural populations, Inrg-E and Inrg-F, respectively. In both models, the inhibitory l-CINi-F and r-CINi-F populations, simulating the V0 D CINs, mediate mutual inhibition between left and right flexor centres. The excitatory l-CINe-F and r-CINe-F populations, simulating the excitatory V3 CINs, mediate mutual excitation between these centres ( Fig. 1A and  B) . In addition, both models have CIN pathways that include the ipsilaterally projecting excitatory populations (l-Ine-F and r-Ine-F in Model 1, and l-Ine-E and r-Ine-E in Model 2), simulating the V2a neurons that project to the corresponding excitatory populations, simulating the V0 V CINs (l-CINe1-F and r-CINe1-F, respectively, in Model 1, and l-CINe-E and r-CINe-E, respectively, in Model 2) ( Fig. 1A and B) .
The only difference between the models is in the organization of the V2a-V0 V pathways. In Model 1, the left and right V2a populations (l-Ine-F and r-Ine-F) receive excitatory inputs from the ipsilateral flexor centres (l-RG-F and r-RG-F), and the corresponding V0 V populations (l-CINe1-F and r-CINe1-F) project to the contralateral populations of inhibitory interneurons (r-Ini-F and l-Ini-F) that inhibit the contralateral flexor centres (see Fig. 1A ). In Model 2, the left and right V2a populations (l-Ine-E and r-Ine-E) receive excitatory inputs from the ipsilateral extensor centres (l-RG-E and r-RG-E), and the corresponding V0 V populations (l-CINe-E and r-CINe-E) directly project to and excite the contralateral flexor centres (see Fig. 1B ). Our goal was to investigate each of the two suggested V2a-V0 V pathways separately. However, we do not exclude the possibility that both pathways are present in the real spinal cord network, which would result in a simple merging of both models into a single united model.
V2a neurons and their recruitment with increasing neuronal excitation
In both our models, V2a neurons play a specific role in coordinating left-right activity through their direct activation of V0 V CINs. This suggested connection was based on experimental findings that a subset of V2a neurons project to Evx1-expressing V0 V CINs (Crone et al. 2008) and that these neurons are necessary for left-right alternation at high speeds of locomotion (Crone et al. 2009 ). In addition, a subset of V2a neurons is recruited and increases firing activity with increased locomotor frequency (Zhong et al. 2011, see Fig. 3A) . The recruitment and increase in firing activity in some V2a neurons with increased locomotor frequency were reproduced in our models when the neuronal excitation α was progressively increased (Fig. 3B and C) an increase in NMDA concentration. In Model 1, there are two V2a populations (l-Ine-F and r-Ine-F) that receive inputs from the left and right flexor centres, respectively (see Fig. 1A ). The integrated activity of one of these populations and the corresponding raster plot are shown in two top traces in Fig. 3B . The integrated activity of the ipsilateral flexor centre is shown at the bottom. Changes in the membrane potentials of three V2a neurons (n1, n2 and n3) with different initial levels of excitation selected from this population are shown in the middle. The V2a neurons are sequentially recruited to participate in the population activity despite a reduction of the amplitude of the activity in the corresponding flexor centre. This strong dependence of neuronal activity and recruitment of V2a neurons on α in the model was provided by a high value of leakage conductance (g L ) in these neurons, relative to other interneurons and V0 CINs (except for the V3 neurons, see Table 1 ).
Model 2 also has two V2a populations (l-Ine-E and r-Ine-E), but in contrast to Model 1, they receive inputs from the extensor centres (Fig. 1B) . The behaviour of one of these populations and three selected neurons are shown in Fig. 3C . Similar to Model 1, the individual V2a neurons in Model 2 are sequentially recruited to participate in the V2a population activity, which dramatically increases with an increase in excitation and bursting frequency.
Performances of the intact models
To evaluate the performance of the two models at different locomotor frequencies, and the speed-dependent contribution of different CIN pathways and neuron types to maintenance of left-right coordination, we simulated the effects of increasing NMDA concentration on the frequency of locomotor oscillations in the isolated spinal cord (Talpalar & Kiehn, 2010) . This was done by progressive or stepwise changes of the parameter α that characterized an increase of average neuronal excitation in all populations of the model (see Methods).
The results of simulations using Model 1 and Model 2 are shown in Fig. 4A and B, respectively. For each model, the integrated activity of all four RG centres (l-RG-E, l-RG-F, r-RG-F and r-RG-E) and all left CIN populations panel, the right CIN populations behaved similarly to the left ones and are not shown. In both models, increasing neuronal excitation resulted in acceleration of rhythmic bursting and reduction of the amplitudes of activity of RG centres with maintenance of left-right and flexor-extensor alternation throughout the whole range of α values. The simulations in Fig. 4 demonstrate the behaviour of Models 1 and 2 in response to a slow ramp increase of α. However, it is difficult to estimate which rate of α increase is 'slow enough' to avoid transient effects in a numerical solution of the system of multiple non-linear differential equations representing our models. To confirm the accuracy of our conclusions using slow ramp increases in α, we also ran sequential simulations with stepwise changes of α, allowing the system to stabilize at each step before computing values of key variables (see Methods). Figure 5 shows the results of such simulations for both models when α was changed with a step of 0.01. The results of these simulations are qualitatively similar to those obtained with a slow ramp increase. There is a monotonic increase in the frequency with an increase of α (Fig. 5A ). The amplitude of activity of the RG-F centres in both models (Fig. 5B, red lines) initially goes up and then decreases, resembling the amplitude changes in the isolated population (Fig. 2D ) as well as in experimental recordings from the flexor (L2) ventral root (Fig. 2F) . In contrast, the amplitude of activity of the RG-E centres (blue lines) monotonically decreases during an increase of α (Fig. 5B) .
Analysis of activity of the three CIN populations shows different changes in the amplitude of their activity with an increase of α. These changes finally define the changes in the relative contribution of each population to left-right coordination at different levels of neuronal excitation. With an increase of α, the amplitude of activity of each CIN population in both models is affected by the two processes opposing each other. On the one hand, the increase of intrinsic neuronal excitation per se should increase the amplitude of CIN output activity. On the other hand, the reduction of the amplitudes of activity of RG centres providing synaptic inputs to these populations should decrease the amplitude of their output activity.
In the inhibitory V0 D CIN populations ( Fig. 4A and  B) , the synaptic process dominates, due to the relatively low leakage conductance in these neurons (see Table 1 ) defining the low sensitivity of their membrane potentials to changes in α (imitating drug concentration). Therefore, the amplitude of their activity reduces similarly to that of the ipsilateral RG-F centres that provide direct synaptic inputs to these populations ( Fig. 4A and B and Fig. 5C , purple lines). Consequently, V0 D populations strongly contribute to left-right alternation at low levels of excitation in the network when RG-F output is maximal, whereas at high levels of excitation their role is significantly reduced as RG-F amplitude decreases.
In the excitatory V3 CIN populations (CINe-F in both models), the two opposing processes partly compensate each other, as these neurons have leakage conductance larger than V0 neurons (see Table 1 ), and hence the amplitude of their activity (after an initial increase) remains relatively constant and does not depend much on α and oscillation frequency (Fig. 4A and B and Fig. 5C , green lines). 
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The amplitudes of activity of the excitatory V0 V populations (CINe1-F in Model 1 and CINe-E in Model 2) are zero at small values of α and monotonically increase with α, despite the reduction of the amplitudes of activity in the corresponding RG centres (Fig. 4A and B and Fig. 5C, brown lines) . This increase in V0 V activity is due to neuron recruitment and strong increase in activity in the V2a populations (Fig. 3) mediating the RG inputs to V0 V CINs (Fig. 1A and B) . Therefore, in both models, the excitatory V0 V CINs contribute more strongly to left-right alternation at higher levels of α. In Model 1, this contribution occurs because V0 V CINs inhibit the contralateral flexor centres via inhibitory interneurons (Fig. 1A) . In Model 2, this contribution is because the V0 V CINs mediate excitation from each extensor centre to the contralateral flexor centre (Fig. 1B) . Hence, in our two models, both V2a and V0 V populations are critically involved in providing left-right alternation at high levels of excitation and high oscillation frequencies.
In both intact models, left-right alternation is maintained at all levels of excitation ( Fig. 4A and B) , because the synchronizing action of V3 CINs is overcome by alternating actions of V0 D CINs at lower levels of excitation and V0 V CINs at higher levels of excitation (Fig. 5C ).
Modelling the results of genetic ablations of V0, V0 D , V0 V /V2a and V3 neurons
Our simulations show that left-right alternating activity under normal conditions can be secured by a balance in interactions between the three CIN pathways. The premises in the model are that these CIN pathways are mediated by genetically identified classes of neurons.
(bottom) as a function of oscillation frequency. Each black square (n = 50) represents a separate simulation. In each simulation, α was randomly chosen from a range of α (α ∈[0, 0.12] for Model 1 and α ∈[0, 0.1] for Model 2) and model parameters and initial conditions were randomly redistributed. C, experimental results from wild-type mice from studies by Talpalar et al. (2013) presented in the same style (previously unpublished data). The left column shows two examples of raw recordings (black) from four lumbar ventral roots (flexor rL2 and lL2, and extensor rL5 and lL5) superimposed with the rectified and integrated (yellow) traces, that exhibit oscillations at two (one low and one high) locomotor frequencies. The right column shows flexor-extensor (top), lL2-rL2 flexor (middle) and lL5-rL5 extensor (bottom) phase differences for each preparation/episode (black squares) plotted against locomotor frequency. Error bars show angular dispersion. The vertical dashed lines separate the lower, medium and higher frequencies. Note that in both intact models (A and B) and in experimental studies on wild-type mice (C), the black squares representing left-right flexor and left-right extensor phase differences are concentrated around 0.5 indicating left-right alternating activity over the whole range of frequencies. In this and following figures, the blue bars highlight left-right alternating activity. -E, extensor; -F, flexor; l, left; r, right; RG, rhythm generator.
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Therefore, we were particularly interested in simulating the effects of experimental ablation of specific V0 CINs (Talpalar et al. 2013) , or V2a neurons (Crone et al. 2008 (Crone et al. , 2009 . Figure 6 shows how our models change after removal of all V0 CIN populations (6A), or only the V0 V or V2a populations (6B) from either model, or after removal of only the V0 D populations from Model 1 (6C) or from Model 2 (6D). 
IL2 -rL2
Frequency ( Fig. 10 . A, simulation results from our models after removal of both V0 populations. B, experimental data collected from mutant mice with genetically ablated V0 neurons. Reproduced from Talpalar et al. (2013, fig. 2c,d ). In both our simulations (A and B) and in experimental studies (C), the black squares representing left-right flexor and left-right extensor phase differences are concentrated around 0 and 1 indicating left-right synchronized activity throughout the whole range of frequencies. In this and following figures, the pink bars highlight left-right synchronized activity. CIN, commissural interneuron; E, extensor; F, flexor; l, left; r, right; RG, rhythm generator. Figure 7 shows traces of integrated activity of all RG centres and (left) CIN populations remaining after ablation when neuronal excitation (α) was slowly increased. Figure 8 demonstrates how steady-state values of main control variables in all ablation cases depend on the parameter α being changed stepwise with a step of 0.01. The changes of average frequency and amplitudes of activity of all RG centres and remaining CIN populations with stepwise increases in α were similar to those in the intact models (compare Fig. 8A-C with Fig. 5A-C) .
If only V2a-V0 V -mediated (Fig. 6B) or only V0 D -mediated ( Fig. 6C and D) pathways are selectively deleted, the model behaviour depends on the interplay between the V3-mediated left-right synchronization and the remaining V0 populations that support left-right alternation. Figure 7B and the second column in Fig. 8 show that when either the V0 V or the V2a populations are deleted from either model (Fig. 6B) , the left and right RG-F centres, as well as the left and right RG-E centres, exhibit alternating activity at lower values of α and synchronous activity at higher values of α. The amplitude of activity of the remaining inhibitory V0 D CIN populations (l-CINi-F and r-CINi-F) decreases with increasing α. In contrast, the amplitude of the excitatory V3 CIN populations (l-CINe-F and r-CINe-F), after an initial increase, remains relatively constant (see Fig. 7B and Fig. 8C, second column) . As a result, at some value of excitation (at α 0.05 in our simulation), the activity of the V3 populations becomes stronger than the activity of the V0 D populations, leading to the cross-cord synchronization of activity of the left and right flexor and of the left and right RG-E centres. Figure 7C and D, demonstrates the results of our simulations using Model 1 (Fig. 6C ) and Model 2 (Fig. 6D) , respectively, after removal of the V0 D populations. In both models, left and right homonymous RG centres exhibit synchronous activity at lower values of α and switch to alternating activity at higher values of α. The amplitude of activity of the V0 V CIN populations in either model increases with increasing α (Fig. 7C and D and the third and fourth columns in Fig. 8C ) because of the dramatic increase of the activity of V2a populations exciting these V0 V CIN populations (see Fig. 3 ). At the same time, the amplitude of the V3 CIN populations (l-CINe-F and r-CINe-F) remains relatively constant (Fig. 7C and D and Fig. 8C , third and fourth columns). Eventually, the amplitude of activity of the V0 V CIN populations promoting alternation becomes stronger than the amplitude of V3 CIN populations promoting synchronization (Fig. 8C, third and fourth columns) . Therefore, in both our models, removal of V0 D CIN populations leads to left-right synchronization of neuronal activity at lower levels of neuronal excitation and left-right alternation at higher levels of excitation.
We have also simulated the removal of the V3 CIN populations, to study their possible effects on intact network performance in both our models. However, because excitatory, synchronizing interactions between left and right RG-F centres mediated by V3 CINS are always overcome by the V0 D -mediated (at lower values of α) and V0 V -mediated (at higher levels of α) pathways supporting left-right alternation (see Fig. 5C ), the removal of V3 CINs in both our models did not disturb this alternation at any level of α. The only observed effect in both models was a slight decrease of frequency, reaching a 15% reduction at the maximal value of α.
Frequency-dependent asymmetry of flexor-extensor phase durations
One important goal of our study was to understand how the spinal locomotor network operation, including coordination of left-right activity, varies with locomotor frequency. In the modelling studies described above, we focused primarily on model performance during changes in neuronal excitation imitating the effects of increasing concentrations of neuroactive drugs, but did not consider the possible effects of changes in the oscillation frequency/locomotor speed. To investigate frequency-dependent changes in model performance, we needed to consider explicitly how different aspects of network operation depend on locomotor frequency. As basic locomotor parameters, we looked at changes in the durations of flexor and extensor phases resulting from changes in the locomotor frequency. The dependence of flexor (red) and extensor (blue) phase durations on the locomotor frequency in Models 1 and Model 2 are shown in Fig. 9A and B, respectively. Each plot was built using series of simulations in which we varied the neuron excitation parameter α and calculated average values of flexor and extensor phase durations and locomotor frequency. In both models, at higher frequencies (above 0.5 Hz), the locomotor pattern was symmetric, with approximately equal flexor and extensor phase durations. However, as the frequency was reduced below 0.5 Hz, the difference between the durations of extensor and flexor phases monotonically increased ( Fig. 9A and B) . This occurred because the decrease of frequency was accompanied by a progressive increase of the duration of the extensor phase at a relatively fixed duration of the flexor bursts driving the rhythm. These simulated frequency-dependent changes in the duration of flexor and extensor phases fit well to the frequency-dependent changes in the duration of extensor bursts relative to flexor bursts observed in vitro (Fig. 9C ).
Model validation: frequency-dependent effects of selective deletions of V0 commissural interneurons or their V0 V and V0 D subtypes
To investigate the frequency-dependent role of different V0 CIN subtypes in left-right coordination and to validate our models, we needed to represent the results of our simulations in a form that could explicitly relate the left-right phase relationships to changes in locomotor J Physiol 593.11 frequency after selective removal of all V0 CINs and each of their subtypes. The results of these simulations, together with the corresponding experimental data from the Talpalar et al. (2013) study, are shown in Figs 10-13. The left column in each panel shows examples of the population activity of four RG centres from our simulations or the recordings from the left and right L2 and L5 ventral roots during fictive locomotion in the isolated spinal cord for two (low and high) locomotor frequencies. The right columns in each panel show phase differences between flexor and extensor activity (LF and LE or flexor-extensor), left flexor and right flexor (LF and RF or lL2 and rL2) and left extensor and right extensor (LE and RE or lL5 and rL5) vs. average locomotor frequency. The experimental results reproduced in Figs 10-13 were described in detail in Talpalar et al. (2013) . The vertical dashed lines in these plots separate areas for conditionally defined low, medium and high frequencies.
In both Model 1 (Fig. 10A ) and Model 2 ( Fig. 10B ) with all neuron populations intact, the phase differences between the activity of left and right RG-F centres and left and right RG-E centres concentrated around 0.5 throughout the range of locomotor frequencies. This was fully consistent with experimental data from wild-type mice (Fig. 10C) . Both the isolated spinal cords from wild-type mice and our two intact models exhibited left-right alternation at any locomotor frequency.
Removal of all V0 CIN populations in our models (Fig. 11A ) changed the phase differences between left and right flexor and left and right RG-E centres to concentrate around 0 and 1, indicating left-right synchronization of activity throughout the range of locomotor frequencies. This simulation result is consistent with experimental data obtained from mice with genetic ablation of all V0 interneurons ( Fig. 11B ; Talpalar et al. 2013) , confirming that removal of all V0 CINs leads to left-right synchronization at any locomotor frequency.
Following selective removal of the V0 V or V2a populations from any of our models (Fig. 12A) , the phase differences between left and right flexor and left and right RG-E centres concentrated around 0.5 at low frequencies (<0.2 Hz) and around 0 and 1 at high locomotor frequencies (>0.45-0.5 Hz). At intermediate frequencies (between 0.2 and 0.45-0.5 Hz), these phase differences were almost evenly distributed between 0 and 1. These simulations are consistent with the experimental data of Talpalar et al. (2013) (Fig. 12B ) obtained after genetic ablation of V0 V neurons, and of Crone et al. (2009) after selective ablation of V2a interneurons (data not shown). Hence in both our simulations and experimental studies, selective removal of V0 V CINs or V2a interneurons did not affect left-right alternation at low locomotor frequencies, caused distributed phase relationships at medium frequencies and switched to left-right synchronization at high locomotor frequencies.
Following selective removal of V0 D CINs in either Model 1 (Fig. 13A) or Model 2 (Fig. 13B ), phase differences between left and right RG-F and left and right RG-E centres concentrated around 0 and 1 at low frequencies (<0.25-0.3 Hz), indicating left-right synchronization, and around 0.5 at high locomotor frequencies (>0.45-0.5 Hz), indicating left-right alternation. At intermediate frequencies (between 0.25-0.3 and 0.45-0.5 Hz) these differences were almost evenly distributed between 0 and 1. The corresponding experimental studies using mutants with selectively ablated V0 D neurons (Fig. 13C) were performed on spinal cords from embryos (Talpalar et al. 2013) , as these mutants die at birth from impaired breathing. These preparations could not generate organized locomotor output at low frequencies (<0.2 Hz, see Fig. 13C ). However, V0 D ablated mice exhibited left-right alternating flexor activity at high locomotor frequencies (ࣙ0.5 Hz) and uncertain phase relationships at medium frequencies, similar to that seen in our models. Extensor activity in this mutant mouse was more variable, primarily showing left-right synchrony at middle frequencies and poorly organized activity at high frequencies.
Bistability in model behaviour at medium locomotor frequencies
In both experimental data and our simulations after selective elimination of either V0 V (Fig. 12 ) or V0 D (Fig. 13) populations, the left-right phase relationships at medium frequencies (0.2-0.5 Hz) became uncertain and ranged from pure alternation to pure synchronization in different simulations and in different experimental preparations. Moreover, spinal cord preparations from mouse mutants lacking V0 V (Fig. 14A ) or V0 D (Fig. 14B ) neurons while generating locomotor activities at these frequencies exhibited spontaneous switching between left-right alternation and synchronization. These observations suggest the presence of bistability in the activity regimes in these mutants at medium frequencies. To investigate the nature of such bistability in our models, we performed additional simulations with V0 V -deleted (Fig. 14C) or V0 D -deleted (Model 1: Fig. 14D ; Model 2: Fig. 14E ) populations. The parameter α was changed with a step of 0.05. For each value of α, two simulations were performed that differed by the initial conditions for the slow I NaP inactivation variable (h, see neuron model description in Methods) in the neurons of all RG centres, so that the initial phase differences between left and right homonymous RG centres were either close to 0.5 (initial alternating activity) or to zero (initial synchronous activity). In each simulation, a settling period was provided to allow the system to complete its transition from the initial to a stable regime. The stable regimes for simulations with initial conditions corresponding to left-right alternation are shown in Fig. 14C -E by black squares, and stable regimes for simulations with initial conditions corresponding to left-right synchronization are shown by red squares. When these symbols overlapped there was only one stable regime (alternation or synchronization), and when they diverged in two branches there was a coexistence of both stable regimes, i.e. bistability. Figure 14C -E shows that for lower 
Frequency ( In the areas characterized by bistability, a small disturbance or noise could result in spontaneous switching of system behaviour from one steady-state regime to the other. Simulations with such spontaneous switching are shown at the bottom of C-E in Fig. 14 and indicated by magenta arrows. In these simulations, 10% noise was added to the leakage reversal potential in all neuron populations. As a result, spontaneous transitions between synchronization and alternation appeared. Notable in both the experimental (Fig. 14A and B) and modelling ( Fig. 14C and D) cases, spontaneous switching occurred at intermediate frequencies (0.38-0.45 Hz), i.e. within the range of frequencies exhibiting uncertain phase relationships (see Fig. 12A and B and Fig. 13A-C) . These findings suggest that the locomotor output after selectively ablating V0 V or V0 D neurons at these intermediate locomotor frequencies is characterized by bistability and can spontaneously switch left-right coordination between alternation and synchrony.
Discussion
Organization and operation of rhythm generating circuits
Our models include left and right rhythm generators consisting of RG-F and RG-E centres interacting bilaterally via several CIN pathways. These centres represent the excitatory RG core in the vertebrate spinal cord (Grillner, 2006; Kiehn, 2011; Dougherty et al. 2013) . The rhythm-generating properties of RG populations are based on the persistent sodium current, I NaP , incorporated in each neuron and mutual excitation within these populations. The possible involvement of I NaP in spinal
The results of modelling (A, Model 1; B, Model 2) and experimental (C) studies are presented in the same style as in Fig. 10 . A and B, simulation results from Model 1 and Model 2, respectively, after selective removal of V0 D populations. C, experimental data collected from mutant mouse embryos with genetically ablated V0 D neurons. Reproduced from Talpalar et al. (2013, fig. 3d ,e). In our simulations at low frequencies (<0.2 Hz), the black squares representing left-right flexor and left-right extensor phase differences are concentrated around 0 and 1 (A and B) indicating left-right synchronized pattern. At high locomotor frequencies (>0.5 Hz), left-right flexor phase differences in both simulations and experimental studies are concentrated around 0.5 indicating left-right alternation. At intermediate frequencies (between 0.2 and 0.5 Hz) the flexor-extensor phase differences are evenly distributed between 0 and 1, making left-right phase relationships uncertain. CIN, commissural interneuron; E, extensor; F, flexor; l, left; r, right; RG, rhythm generator. J Physiol 593.11 oscillations was suggested in previous models (Rybak et al. 2006a,b; McCrea & Rybak, 2007; Zhong et al. 2012; Rybak et al. 2014) and gained indirect support from experimental studies (Tazerart et al. 2007 (Tazerart et al. , 2008 Zhong et al. 2007; Ziskind-Conhaim et al. 2008; Brocard et al. 2010 Brocard et al. , 2013 .
The I NaP -dependent bursting in RG neurons allowed our models to reproduce several essential features of the in vitro fictive locomotion, including a monotonic increase of burst frequency and an initial increase followed by progressive decrease of burst amplitude with increasing neuronal excitation (Talpalar & Kiehn, 2010 ). Thus we predict that these or similar I NaP -dependent mechanisms operate in RG spinal neurons, such as the recently discovered Shox2 neurons . The presence and role of I NaP in these neurons can be experimentally tested using patch clamp recordings during pharmacological blockade of different ionic currents, including I NaP .
The rhythm in our models is generated by the left and right RG-F centres operating in an intrinsic bursting regime. The idea of asymmetric, flexor-dominated rhythm generation was initially suggested by Pearson and Duysens (Pearson & Duysens, 1976; Duysens, 1977; Duysens et al. 2013) . The extensor centres in our models can also generate intrinsic bursting under certain conditions, e.g. when their neurons receive less excitation. Hence, our models do not contradict experimental data that locomotor-like activity can be induced independently in flexor and extensor networks (Hägglund et al. 2013) . However, we suggest that, at least under the experimental conditions in which neuroactive drugs are used to induce locomotor-like activity in the isolated spinal cord, the extensor-related neurons do not operate in a bursting regime and exhibit rhythmic activity due to inhibition from the corresponding flexor-related RG neurons.
This suggestion led to the asymmetric frequency-dependent changes in the duration of flexor and extensor phases in our models shown in Fig. 9A and B, which fit well to the frequency-dependent changes in the duration of extensor bursts relative to flexor bursts observed in vitro (Fig. 9C ) and in vivo (Halbertsma, 1983; Frigon & Gossard, 2009; Frigon et al. 2013) , hence providing an implicit validation of our models.
Previous experimental studies (Zhong et al. 2012) showed that deletions of flexor bursts were accompanied by a sustained ipsilateral extensor activity whereas the deletions of extensor bursts could occur without disturbance of ipsilateral flexor rhythmic activity. This prediction can be further tested experimentally by analysis of spontaneous deletions of bursting activity in ipsilateral flexor (L2) and extensor (L5) ventral roots, and in the activity of flexor-and extensor-related Shox2 neurons, considered candidates for the RG CPG neurons .
The other prediction from our models is that the flexor burst duration should be relatively constant, less variable and less dependent on the neuroactive drug concentration and locomotor cycle period than the extensor duration (Fig. 9) ; the duration and variability of extensor activity should dramatically increase when fictive locomotion is slowed by lowering the drug concentrations.
Left-right coordination of locomotor-like oscillations in the isolated spinal cord
Physiological experiments in mammals have indicated that left-right coordination in the spinal cord is provided by parallel commissural excitatory and inhibitory pathways (Kjärulff & Kiehn, 1997; Bannatyne et al. 2003 , Butt & Kiehn, 2003 Quinlan & Kiehn, 2007; Jankowska et al. 2008; Restrepo et al. 2009; Kiehn, 2011) . Our intention was to simulate and explain the consequences of selective removal of V0 D , V0 V or V2a neurons observed experimentally in mutants with selectively ablation of these neuron types (Crone et al. 2008 (Crone et al. , 2009 Talpalar et al. 2013) .
The role of V0 CINs in left-right alternation of spinal cord activity was initially studied using mutant mice with the Dbx1 transcription factor knocked out (Lanuza et al. 2004) . Deletion of Dbx1 in these experiments led to respecification of the V0 population and its transdifferentiation into other neuron types, such as V1 (V0 D ) and dI6 (V0 V ) (Pierani et al. 2001; Lanuza et al. 2004 ). This V0 transdifferentiation caused complex effects on left-right alternation, including spontaneous drift between left-right alternation and synchronization (Lanuza et al. 2004) . Such Dbx1 knock-out dependent respecification of the V0 population would be difficult to model due to its complexity and a lack of detailed understanding of the transdifferentiation mechanism.
In contrast to the Lanuza et al. (2004) study, Talpalar et al. (2013) used spinal cords of mutants with genetically ablated all V0 neurons or their particular subtypes (V0 D or V0 V ). As a consequence, the corresponding populations were completely removed from the locomotor spinal networks. Our objective was to directly simulate the Talpalar et al. (2013) experiments and find plausible mechanistic explanation for their results. To explicitly simulate the effects of genetic ablation of these populations, we simply removed the corresponding populations from the models. Our modelling study confirmed the general concept that left-right coordination depends on a balance between neural pathways mediated by different CIN classes. We were able to closely reproduce the speed-dependent changes in left-right coordination after genetic elimination of all V0 CINs, or their V0 V or V0 D subclasses (Talpalar et al. 2013) , or the V2a neurons (Crone et al. 2009 ).
Removal of the excitatory V3 CIN populations from our models did not disturb left-right alternation at any level of neuronal excitability, because the excitatory, synchronizing interactions between left and right RG-F centres mediated by V3 CINs were overcome by the V0 D -mediated (at lower values of α) and V0 V -mediated (at higher levels of α) pathways supporting left-right alternation (see Fig. 5C ). The maintenance of left-right alternation after V3 removal was consistent with experimental data of Zhang et al. (2008) , who studied the effects of blocking V3-mediated neurotransmission. However, our simulations could not reproduce the complex, destabilizing effects of the V3 blockade on locomotor rhythm and pattern described by Zhang et al. (2008) . These effects are poorly understood and may arise from the neuronal heterogeneity of physiological properties of the V3 neurons, as well as the existence of ipsilateral projections from some V3 neurons (Zhang et al. 2008; Borowska et al. 2013 ), which we did not consider in our models.
In the in vitro experiments, changes in locomotor frequency were obtained by changing the concentration of locomotion-inducing drugs, such as NMDA (Crone et al. 2009; Talpalar & Kiehn, 2010; Zhong et al. 2011; al. 2013) . Increasing drug concentrations produced an increase in the locomotor frequency, which was accompanied by a decrease in the amplitude of locomotor output (Talpalar & Kiehn, 2010) . Similarly, in our models, a progressive increase of neuronal excitation (imitating the drug effect) led to an increase in the oscillation frequency and a decrease in the amplitude of RG centre activity that provided synaptic inputs to the CINs and V2a neurons. Under these conditions, the activity of V0 D , V0 V and V3 CIN populations was dependent on the interplay between increasing neuronal excitation, decreasing synaptic inputs and increasing activity of the V2a neurons mediating excitation to the V0 V populations. This interplay defined a speed-dependent balance between V0 D , V0 V and V3 pathways and frequency-dependent contributions of each pathway to left-right coordination.
Our simulations support the earlier suggestion that left-right alternation is provided by dual commissural pathways involving the inhibitory V0 D and excitatory V0 V CINs (Talpalar et al. 2013) ; the contribution to left-right alternation of the V0 D pathway is dominant at low frequencies and reduces as locomotor frequency increases, whereas the contribution of the V2a-V0 V pathway is weak at low frequencies but increases as frequency increases. Our models predict that these important features are based on the following: (a) relatively weak dependence of excitation of the V0 CINs on neuroactive drug concentration, which leads to a net reduction of V0 D activity due to the reduction of amplitude of RG activity when the drug concentration and frequency increase; (b) strong dependence of V2a neuron activity and recruitment on the neuroactive drug concentration (Crone et al. 2009; Zhong et al. 2011) ; these neurons mediate input to V0 V CINs, hence providing a net increase of their activity with frequency. These predictions can be experimentally tested by further investigating the sensitivity of V0 D , V0 V and V2a neuronal characteristics to changes in the neuroactive drug concentrations.
The two models described in this study show very similar behaviour. In both models, the V0 D populations receive input from the RG-F centre and inhibit the contralateral RG-F centre. Based on this, our models predict that V0 D CINs should exhibit flexor-related rhythmic activity, which can be tested in future experiments. The two models differ by the organization of V2a-V0 V pathways and the phase of activity of these neurons. Specifically, the V2a-V0 V neurons may either (a) operate between left and right flexor centres via inhibitory interneurons as predicted by Model 1, or (b) mediate connections from each extensor centre to the contralateral flexor centre as predicted by Model 2, or (c) include both these pathways. The choice between these models can be made in the future based on recordings from V0 V neurons, and will depend on whether their activity is mostly in phase with the flexors (confirming Model 1), or with extensors (confirming Model 2), or both types are present (confirming option c). It is certainly possible that the two V2a-V0 V pathways are both present in the spinal network, because V2a neurons with both flexor-and extensor-related rhythmic activity have been previously described (Zhong et al. 2010; .
Interestingly, the left-right phase relationships in knockout mice lacking V0 V or V0 D CINs become variable at intermediate frequencies (Talpalar et al. 2013; Figs 12B and 13C) leading to spontaneous switching between left-right synchronized and alternating bursts. A clear prediction from our models is that at these frequencies the spinal network operates in a bistable mode allowing coexistence of alternating and synchronizing regimes (see Fig. 14C-E) . Similar bistable behaviour was seen in the mutants during walking in vivo (Crone et al. 2009; Talpalar et al. 2013) .
Possible control of locomotor gait via activation or suppression of particular commissural interneuron pathways
The premise for our modelling attempts has been to reproduce and suggest explanations for the in vitro locomotor experiments with ubiquitous activation of all neurons, including CINs. However, intact animals have additional neural circuits allowing them to select appropriate left-right coordination and gait depending on the locomotor task and behavioural conditions. Such a selection can be easily mimicked in the model by providing additional selective excitation or inhibition of the V0 D-, V0 V -or V3-mediated pathways, imitating the descending or afferent control signals. The functional role of such microcircuits may be the selection of and switching between alternating and synchronous gaits as necessary during locomotion.
Conclusion
Our modelling study synthesizes a large body of experimental data and proposes connectivity schemes for the spinal circuit organization that provides left-right motor coordination at different speeds of locomotion. The models propose a series of predictions that provide the basis for further studies of the organization and operation of the mammalian spinal locomotor network.
