Abstract. We propose a new weighted weak formulation for the Fokker-Planck equation of the finitely extensible nonlinear elastic dumbbell model and prove its well-posedness in weighted Sobolev spaces. We also propose simple and efficient semi-implicit time-discretization schemes which are unconditionally stable, i.e., the step size of time marching does not depend on the number of the bases used in configurational space. We then restrict ourselves to the two-dimensional case and construct two Fourier-Jacobi spectral-Galerkin algorithms which enjoy the following properties: (i) they are unconditionally stable, spectrally accurate, and of optimal computational complexity; (ii) they conserve the volume and provide accurate approximation to higher-order moments of the distribution function; and (iii) they can be easily extended to coupled nonhomogeneous systems. Numerical results are presented to show how to choose a proper weight to get the best numerical results of the distribution function and the polymer stress. 1. Introduction. The finitely extensible nonlinear elastic (FENE) dumbbell model (cf., for instance, [30, 11, 29] and the references therein) is a well-known coarsegrained model for dilute polymer solutions in which every polymer molecule is modeled by a dumbbell.
1. Introduction. The finitely extensible nonlinear elastic (FENE) dumbbell model (cf., for instance, [30, 11, 29] and the references therein) is a well-known coarsegrained model for dilute polymer solutions in which every polymer molecule is modeled by a dumbbell.
Let r 1 and r 2 be the position of the two beads of a dumbbell; then the center of the molecule is x = (r 1 +r 2 )/2, and the direction vector of the molecule is q = r 2 −r 1 . In kinetic theory, a configurational distribution function (CDF) f (t, x, q) is used to describe the probability density of finding a molecule at position x and at time t with orientational director q. Then, the whole polymer solutions in the background of macroscopic flow field can be described by a macroscopic-mesoscopic coupled system which consists of the Navier-Stokes equations (1.2) and the Fokker-Planck equation
In the above, K = (∇ x u) t and τ p is a polymer stress given by Kramers' expression (1.4)
where Ω is the configurational space of q and U is the FENE spring potential
The system includes four nondimensional constants, b, De (Deborah number), Re (Reynolds number), and ε, which are given by 2η .
Here q 0 is the maximum length of dumbbell, k B is the Boltzmann constant, ϑ is the temperature, H is the FENE spring constant, ζ is the friction factor of the polymer molecules, t 0 is the characteristic time of the background flow, l 0 is the characteristic length of the background flow, ρ is the fluid density, η is the fluid viscosity, n 0 is the number density of polymer molecules, and v 0 = l 0 /t 0 is the characteristic velocity of the background flow.
As a first step toward developing an efficient numerical method for the above coupled system, we shall restrict our attention in this paper to the homogeneous system, i.e., the system in which the CDF f (t, x, q) does not depend on x. More precisely, we consider the following Fokker-Planck equation:
where d = 2 or 3 and B 1 (0) is a ball centered at the origin with radius 1. Once we have an efficient solver for the homogeneous Fokker-Planck system (1.7), the coupled Navier-Stokes-Fokker-Planck system (1.1)-(1.5) can be solved by combining a Navier-Stokes solver and the Fokker-Planck solver. (The convection term in (1.3) can be handled with a classical finite difference scheme or a spectral element method; cf., for instance, [3, 6] ). Since the spatial variable x does not appear in (1.7), we eliminate the subindex q from the differential operators. While for given K and U (1.7) is linear, the unbounded FENE potential term ∇ · (f ∇U ) introduces difficulties in both mathematical analysis and numerical approximation. Recently, there have been many mathematical and numerical studies of the homogeneous system (1.7); see, for instance, [20, 7, 8, 19, 29, 15, 14] and the references therein. In particular, some delicate numerical algorithms based on spectral methods were developed recently for the Fokker-Planck equation of the FENE model in [20, 7, 15, 14, 6] . In fact, the use of spectral methods for the FENE model started as soon as the FENE model was constructed by Warner [30] . Later, Fan [10] improved Warner's method and used the results of the Fokker-Planck equation to verify the approximation of the FENE-P model. Our work is inspired by the recent work of Knezevic and Süli [15, 14] and aimed at developing optimal spectral algorithms with minimal assumptions on the initial condition. More precisely, our approach will be based on a new weighted weak formulation which allows initial conditions in a much larger functional space, and we construct unconditionally stable semi-implicit schemes in time and spectral-Galerkin algorithms in space with optimal computational complexity while properly handing the pole conditions and unbounded drift.
The main goals of this paper are twofold: (i) introduce a new weighted weak formulation and establish its well-posedness for b > 2; and (ii) propose simple stable semi-implicit time-discretization schemes and construct two fast Fourier-Jacobi spectral-Galerkin algorithms in the two-dimensional case. The weighted weak formulation proposed here leads to well-posedness in suitable weighted functional spaces and allows us to construct simple and efficient numerical algorithms. The weight in the weak formulation goes directly into the weight of Jacobi polynomials in the numerical implementation and thus leads to linear systems with optimal banded matrices. We hope that this weak formulation and the corresponding estimates we establish here for the homogeneous system will be useful to derive new results for the Navier-StokesFokker-Planck equations where the parameter b is of great interest; see, for example, [19, 17, 21, 31, 4, 5] .
The rest of the paper is organized as follows. In the next section, we introduce the weighted formulation and prove its well-posedness. In section 3, we consider simple semi-implicit time discretization schemes and discuss their stability. Then, we construct two Fourier-Jacobi-Galerkin algorithms with optimal computational complexity in section 4. We present in section 5 illustrative numerical results to show correctness and effectiveness of our numerical algorithms. We make some concluding remarks in the last section, followed by appendixes containing some tedious calculations on the system matrices of the Jacobi-Galerkin algorithms.
A new weak formulation and its well-posedness. We denote
, and M s (q) = 1 − |q| 2 s . When W equals zero, (1.7) has a stable equilibrium solution which is the minimizer of the dimensionless free energy (see [30] )
and takes the form
where z is a normalization constant. On the other hand, when D = 0, the system has a stable steady state solution (see [12, 2] )
We shall now derive a suitable weak formulation for (1.7). Taking the inner product of (1.7) with a test function g ∈ C ∞ 0 (Ω), using (1.5) and integration by parts, we find that the following equation holds:
Introducing the change of variable
Now let us introduce some functional spaces which will be used in what follows: 
(2.12)
Based on (2.5), the corresponding weak formulation for the CDF f is
The main result in this section is the following. Theorem 2.1. 
A straightforward consequence of the above theorem is the following corollary. Corollary 2.1. 
The results of Theorem 2.1 and Corollary 2.1 are consistent with the results in [19, 13] . In [15] , the case s = b/2 was considered. In this particular case, the weak formulation in [15] is equivalent to (2.13).
We only need to prove Theorem 2.1. To this end, we need to establish some basic estimates and lemmas.
Basic estimates. We define two bilinear forms in
Then, we can rewrite (2.12) as
We start by establishing the continuity and coercivity of the two bilinear forms A and B.
Lemma 2.1. Next, we observe that
it is easy to verify that for γ > γ(s), we have
Therefore, we derive from the above that for γ > γ(s),
which we rewrite as, for γ > γ(s),
Hence, for γ > γ(s), and β a = min De λ(γ) , we have Then, by using inequality (2.25), we get
Therefore, we have
where
Next, we use a standard Galerkin approximation procedure (see, e.g., [9] ). Since
which is also a set of orthogonal bases in both X s and L 2 (Ω; M s ). The Galerkin approximation of (2.12) is as follows:
where h m is a shorthand notation of ∂hm ∂t . And 
where X s is the dual space of X s (Ω).
Proof. Next, we take g = h m (t, ·) in (2.28) to obtain
Thanks to the property (2.21), we get
Applying Gronwall's inequality, we find
Now integrating (2.31) from 0 to T , and using the inequality above, we obtain
We then drive from the above and (2.32) that
This completes the proof. We shall need the following lemma, which is a particular case of a general theorem of interpolation by Lions and Magenes [18] (see also [28] and [9] ). Lemma 2.3.
The mapping t → h 2 s is absolutely continuous with
d dt h 2 s = 2 (h (t, ·), h(t, ·)) s for a.e. 0 t T .
Proof of Theorem 2.1.
With the above lemmas, the proof of Theorem 2.1 can be carried out following a standard procedure for parabolic equations as described in, e.g., [9] . For the reader's convenience, we sketch the main steps below.
The uniqueness is a direct consequence of Lemma 2.1, so we only need to prove the existence.
Step 1. According to the energy estimate (2.30), the sequence
Step 2. Fix an integer N and choose a function
where {b k (t)} N k=1 are (arbitrarily) given smooth functions. Then in (2.28), we let m N and integrate with respect to t
We then derive from Lemma 2.
Step 3. In order to prove h(0, q) = h 0 (q), we first note from (2.35) that
As g(0, q) is arbitrary, comparing (2.37) and (2.38), we conclude that h(0, q) = h 0 (q).
3. Semidiscretization schemes in time and their stability. We construct in this section efficient semidiscretization schemes in time and discuss their stability. It is clear that in order to have good stability, the terms in the bilinear form A[·, ·] should be treated implicitly. On the other hand, we observe from the proof of wellposedness in the last section that the term ∇ · (K · qh) is not dissipative so it does not help on the stability to treat it implicitly. In fact, the proof of well-posedness in the last section suggests that it can be treated explicitly without affecting the stability. Such a semi-implicit treatment not only allows us to prove unconditional stability but also enables us to construct simple and fast spectral algorithms in the next section.
A first-order semi-implicit scheme.
We start with a first-order semiimplicit scheme for (2.12).
Given
, and γ min be as defined in (2.26) . Then, for Δt > 0 when s = b/2, and for 0 < Δt < 1/γ min when 1 < s < b/2, the
for s = b/2 with any Δt and
De λ(
Proof. We rewrite (3.1) as
It is obvious that the problem (3.4) admits a unique solution for any Δt > 0 when s = b/2. We now consider 1 < s < b/2. It is easy to verify that | h n , g | ≤ C g Xs . On the other hand, we derive from the estimates (2.18) and (2.20) that
Thanks to the generalized Lax-Milgram theorem, the problem (3.4) admits a unique solution when Δt < 1/γ min . Next, we prove the estimate when s = b/2.
Taking g = h n+1 in (3.1) and using the identity
Then, by using the Cauchy-Schwarz inequality on the term on the right-hand side, we find
which we can rewrite with c 0 = De |K|
Then, summing up the above relation for n = 0, 1, . . . , m, we get
By applying a discrete Gronwall lemma, we deduce that
Now we consider the case 1 < s < b/2.
Taking g = h n+1 in (3.1) and using the identity (3.5), we get
Then, by using the Cauchy-Schwarz inequality on the right-hand side, we find
Thanks to the property (2.25), we have
Combining the above two relations, we find
which we can rewrite as
Assuming Δt < 1/6γ, and dividing by (1−2γΔt) on both sides of the above inequality, we obtain
Then, summing up the above for n = 0, 1, . . . , m, and denoting c 1 = 3c 0 /2 + 3γ, we get
By applying a discrete Gronwall lemma, we can deduce that
This completes the proof. We note that in the case of s = b/2, Knezevic and Süli [14] considered a similar semi-implicit scheme and proved a similar stability result.
3.2.
The stability of a second-order Crank-Nicolson scheme. Following a similar principle, we can easily construct second-order semi-implicit schemes which are unconditionally stable. We consider, as an example, the following Crank-Nicolson leapfrog scheme.
Note that the above scheme needs two initial conditions h 0 and h 1 at t = 0 and t = Δt, respectively. Given h 0 , we can compute h 1 from the first-order scheme (3.1) without degrading the overall second-order accuracy. in (3.6), we get
Using the Cauchy-Schwarz inequality, we find
For the FENE potential term, we derive from the inequality (2.25) that
Combining the three estimates above, we get
Assuming 6γΔt < 1, we have 
Fast spectral algorithms in two dimensions.
In the two-dimensional case, q = (
, and
Since the domain is a disk, it is convenient to use polar coordinates. Let q 1 = r cos θ, q 2 = r cos θ, h(t, q 1 , q 2 ) = h(t, r cos θ, r sin θ). The weak formulation (2.12) is converted to the following.
Due to the polar coordinate transform, the solution of (4.1) usually satisfies more pole conditions than what is minimally required in X s (Σ). More precisely, we can consider the following conditions at the pole: (iv) h is C ∞ (in the original variable q) at the origin. Since the variable change f = hM s does not affect the regularities at the pole, the above pole conditions for h also apply to the CDF f . We note that only condition (ii) is essential with respect to the weak formulation (cf. [25] ). It is relatively easy to construct efficient spectral schemes if we impose only the essential pole condition. However, one may get a more accurate solution if more pole conditions are imposed. Below, we propose two spectral algorithms imposing two sets of pole conditions, respectively: (a) conditions (i), (ii), and (iii); and (b) conditions (i), (ii), (iii), and (iv). The algorithm using pole condition set (a) is described in section 4.1, and the algorithm using pole condition set (b) is described in section 4.2.
Before discretizing (4.1) in space, we apply another mapping,
which converts the interval [0, 1] of r to [−1, 1] of p. The mapping has been used in the past [20, 7] . This mapping enjoys two main advantages: (i) the Gauss quadrature points are much less scattered around the pole and (ii) the polynomial degree in the weight function is reduced by half. With this mapping and setting ψ(t, p, θ) = h(t, r, θ), (4.1) becomes
A fast Jacobi-Galerkin method with C
1 regularity (in q) at the pole. Now we are ready to discretize (4.3) in space. It is easy to see that a suitable set of basis functions for the θ direction is the set of real Fourier series. Taking into account pole condition (i), we should expand the solution of (4.3) in the θ direction as
Obviously, pole condition (i) is automatically satisfied. Pole condition (ii), which is the essential condition, leads to ∂ψ/∂θ| p=−1 = 0, i.e., On the other hand, it is not as obvious to determine what should be used as basis functions in the r direction. Due to the weight function (
s in the weak formulation, a usual Chebyshev-or Legendre-Galerkin method (cf. [23, 24] ) would lead to system (mass and stiffness) matrices with bandwidth which grows as s increases. Therefore, it is better to build the weight function into the weight of basis functions so that the bandwidth of system matrices does not increase as s increases. Taking into account the change of variables and the orthogonality relation of the Jacobi polynomials (cf. Appendixes A.1 and A.2), we are led to choose
is the ith degree Jacobi polynomial with index (s − 2, 0) (cf. [27] and Appendix A.1).
Denote by P N all the polynomials of degree less than or equal to N ,
Then, the first Jacobi-Galerkin method (JG1), applied to the first-order semi-implicit discretization in time (3.1), is as follows. Find ψ
, we get a sequence of one-dimensional linear equations.
For each μ = 0, 1 and l = μ, . . . , M,
with the usual notation for repeating indexes, and for each k, l, and (4.10)
Thanks to (4.6), we only need to evaluate the matrices in (4.10) for k, l = 0, 1 since (4.10) are all sparse with the number of nonzero diagonals equal to 9, 7, 7, 7, and 9, respectively (see the proof in Appendix A.2), thanks to the orthogonality of the Jacobi polynomials. Meanwhile, U, V are tridiagonal matrices.
We now comment briefly on the computational cost for solving all the linear systems in (4.8) . The storage for all the matrices is about 20N M . The computational cost for evaluating RHS is about 90M N , and the cost for solving all these linear systems with nine nonzero diagonals is about 18M N . So the total storage requirement is about 20N M , and the total computational cost at each time step is about 108M N . Thus, this algorithm has optimal computational complexity. It is obvious that this Fourier-Jacobi method applied to the second-order time discretization (cf. (3.6) ) has the same computational complexity.
Note that the algorithm proposed in [15, 3] involves an LU decomposition for dense matrices, so the computational cost is O(8M 3 N 3 ) for initial setup and then O(4M 3 N 2 ) for every time step. The algorithm proposed in [20] has a slightly better computational complexity: O(8M 3 N 3 ) for initial setup and O(4M 2 N 2 ) for every time step. Hence, our algorithms are much faster than existing algorithms for moderate and large M, N . We emphasize that the key reasons for the efficiency of our algorithms are (i) we use semi-implicit schemes which treat the flow-transport term explicitly, an approach that allows us to reduce the two-dimensional problem to a sequence of onedimensional problems; and (ii) we construct basis functions using Jacobi polynomials with proper index which minimize the bandwidth of the system matrices.
∞ regularity (in q) at the pole. Let us first derive the conditions for the C ∞ regularity at the pole. Consider the Fourier expansion (4.4) and the mapping (4.2),
Then, for h to be C ∞ at the origin, we need (cf. [22] )
which is equivalent to
By the mapping (4.2), the condition (4.12) becomes
Therefore, the proper functional space for a ν,k (p) is
and a proper approximation space forX k is
the second Jacobi-Galerkin method (JGinf) (with a first-order semi-implicit discretization in time; cf. (3.1)) is as follows. Find ψ 
in (4.16), we obtain a sequence of one-dimensional linear systems similar to (4.8) for the first Jacobi-Galerkin method. For each μ = 0, 1 and l = μ, . . . , M, . In order to minimize the bandwidth of these matrices, we choose the basis functions to be
Here the matrices
k are all sparse with only seven nonzero diagonals. Therefore, these linear systems can be solved by a computational cost similar to (in fact slightly less than) that of the first JacobiGalerkin method.
Note that the approximation property of this Jacobi-Galerkin method with C ∞ regularity is mathematically equivalent to the linear moments closure model proposed in Du, Liu, and Yu [8] with ψ eq = (1 − |q| 2 ) b/2 . Actually, each term in an nth-order moment can be expressed as
When n is odd, the moment equals to zero because f (q) = f (−q); when n is even, one can verify that r n cos n1 θ sin n2 θ = (
n/2 . However, taking moments as degrees of freedom is not a good choice for a big n due to bad conditioning.
Numerical results.
In this section, we present some numerical results using the proposed algorithms and investigate how the solution error depends on the value of s.
In order to verify the accuracy of the algorithms, we take the function given in (2.3) as the initial condition and choose a symmetric K so that the exact solution at steady state is given by (2.2). The spectral coefficients for initial value of h are computed by the Gauss-Jacobi quadrature. We recall that the computed solution ψ NM is an approximation to the solution ψ of (4.3). The approximation f NM for the CDF f is then given by
where (p, θ) are related to q through the polar transform and (4.2).
To measure the convergence rate, we define
In Tables 5.1 Table 5 . dimensional setting, could become significant in solving the coupled six-dimensional Navier-Stokes-Fokker-Planck equations. The JG1 method does have one advantage: it has a well-defined interpolation based on Fourier-Jacobi quadrature points, while such an interpolation operator is not available for the JGinf method.
To figure out which value of s provides the best result, we carried out many In all three cases, we let γ = 0, β = 0, α = 1, and Δt = 0.05 and the JGinf method is used.
Case 3 is reported in Table 1 of [6] . We used the JGinf scheme with different values of M , N , and s as used in [6] . We observe from Table 5 .3 that our result is essentially identical to [6] and the numerical error for the polymer stress τ xx is almost independent of the choice of s.
In Table 5 .4. We can clearly see that the polymer stress error is much smaller than the solution error. This is because the polymer stress depends only on the first few Jacobi-Fourier bases. For the smaller De number case, larger value of s give better solution result. For the larger De number case, the best choice of s is not b/2. Some integer that is close to 28 will be the optimal choice of s. The error of the stress doesn't depend on s in Case Based on those observations, we conclude that the best value of s should be the one that minimizes the projection error of projecting the interested solutions into the Galerkin approximation space. Opposite to the observation of [6] , the stability doesn't play a role in the choice of the optimal value of s. 6. Concluding remarks. We conducted in this paper a mathematical and numerical analysis of the Fokker-Planck equation for FENE dumbbell model.
We introduced a new weighted weak formulation and proved its well-posedness in weighted Sobolev spaces. In particular, the new weighted formulation is valid for 1 < s ≤ b/2. We also constructed simple, easy-to-implement semi-implicit timediscretization schemes which treat the flow interaction term explicitly. These semiimplicit schemes allow us to reduce the two-dimensonal problem into a sequence of one-dimensional problems. We then constructed two fast Fourier-Jacobi spectralGalerkin algorithms by using real Fourier series and special Jacobi polynomials as bases.
The advantages of our weighted formulation and spectral-Galerkin algorithms include the following: (i) it allows initial conditions in a much larger function space; (ii) depending on the nondimensional parameters, one can choose a special value of s (rather than s = b/2 and s = 2) to give a better numerical result; and (iii) our spectral-Galerkin algorithms give spectral accuracy with linear computational cost. Thus, the algorithms presented in this paper provide a solid first step toward our ultimate goal of directly solving the coupled five-and six-dimensional Navier-StokesFokker-Planck equations.
In a forthcoming paper [26] , we plan to develop fast spectral algorithms for the three-dimensional case and carry out a rigorous error analysis for the fully discretized schemes in both two and three dimensions.
s dp. -by using the properties 1, 2, 3, and 4, we find • For matrix Q: by using properties 1 and 2, we have • For matrix R: by using properties 1, 2, and 4, we find -R 0,j 0,i = ( . We star with the case k = l. For k = l = 0, the matrices are exactly the same as in JG1. The cases k = l ≥ 1 are given below.
• • For matrix P , 
