This study tests for the presence of periodically, partially collapsing speculative bubbles in the sector indices of the S&P 500 using a regime-switching approach. We also employ an augmented model that includes trading volume as a technical indicator to improve the ability of the model to time bubble collapses and to better capture the temporal variations in returns. We find that well over half of the S&P 500 index by market capitalization and seven of its ten sector component indices exhibited at least some bubble-like behavior over our sample period. Thus the speculative bubble that grew in the 1990s and subsequently collapsed was surprisingly pervasive in the US equity market and it affected numerous sectors including financials and general industrials, rather than being confined to information technology, telecommunications and the media. In addition, we develop a joint model for cross-sectional contagion of bubbles across the sectors and we examine whether there is evidence for bubble spillovers.
1

Introduction
Equity markets have historically enjoyed periods of spectacular growth in prices followed by rapid reversals. Such phenomenal price movements have motivated the development of asset-pricing models that try to explain the evolution of prices as well as to produce profitable forecasts for investment decisions.
Nevertheless, many of these models often fail to predict the movement of prices in financial markets accurately, especially in times of high volatility in asset returns. This failure is sometimes attributed to an inability of these models to capture 'fundamental values' accurately. Other researchers claim that, in certain periods, fundamental values seem to be irrelevant in the pricing of financial assets. The behavior of stock market prices prior to the 1929 and 1987 stock market crashes are the most frequently cited examples of such periods of fundamental value irrelevance (see for example White (1990) , Rappoport and White (1994) , Shiller (2000) ). The evolution of stock market prices in these two periods has inspired the search for other factors, beyond fundamentals, that might affect market prices and thus cause their 'apparent' deviations from fundamental values. One possible explanation for these deviations is the presence of speculative bubbles.
Following Shiller's (1981) seminal paper, several indirect and direct methodologies have been developed to test for the presence of bubbles in equity, currency and commodities markets and in monetary data. Indirect tests are based on the identification of bubbles through an examination of the distributional properties of actual prices (or returns) and fundamental values (see for example Shiller (1981) , LeRoy and Porter (1981) , Blanchard and Watson (1982) ), through tests for cointegrating relationships between actual prices and fundamental values (see Meese (1986) , Campbell and Shiller (1987) , Diba and Grossman (1988a) , Hall et al. (1999) ), 1 or through an examination of the specifications of the present value relationship and the actual relationship between prices and dividends (see Meese (1986) , West (1987) , Dezhbakhsh and DemirgucKunt (1990) ).
Since indirect tests are usually a joint test of bubble absence and of the validity of the present value model (see Kleidon (1986a,b) , West (1988) ), they are usually argued to provide only 'hints' of bubble presence and not proof. Direct tests by contrast examine the presence of specific forms of speculative bubbles by identifying the presence of bubble-like behavior in financial and macroeconomic data. Direct tests have focused on the presence of deterministic bubbles (Flood and Garber (1980) , Salge (1997) ), fads (Summers (1986) , Cutler et al. (1991) ) and on the presence of periodically collapsing speculative bubbles (McQueen 2 and Thorley (1994 ), van Norden (1996 , van Norden and Schaller (1999) , Bohl (2000) , Sornette and Johansen (1997) ).
In an important paper, van Norden and Schaller (1999) 2 (hereafter vNS) propose a switching regime speculative behavior model that tests for the presence of periodically partially collapsing speculative bubbles. vNS construct a switching model of returns with a state independent probability of switching regimes. Although direct tests find mixed evidence of speculative bubbles, all of these tests, with the exception of Sornette and Johansen (1997) , assume that bubble crashes are exogenous events. However, it is usually thought that bubble collapses are a result of a change in investors' beliefs concerning the future of the bubble. Brooks and Katsaris (2005b) augment the model of vNS for testing for the presence of periodically partially collapsing speculative bubbles by including observed abnormal volume as a predictor of the time of the crash. They argue that abnormal volume is a predictor and a classifier of returns because it can provide information to investors about the belief of the market in the future of the bubble. Since all investors have access to information about past trading volume, upon the observation of increased volume in the market, they perceive that other investors are liquidating the bubbly asset and thus, they may rush to liquidate their holdings. This will cause a bubble collapse. Collapses, in this case, are caused endogenously since more investor selling leads to an increased supply of the asset.
A possible explanation for the initial drop followed by the significant increase in equity prices during the last 25 years of the twentieth century is offered by Zeira (1999) . In his study, Zeira presents a model of stock market booms and crashes caused by the uncertainty investors face about fundamental values. In effect, market booms are caused by informational overshooting when new technologies are implemented in the production process and the limit of such technologies is unknown. Once the limit of this 'new' technology is reached, market participants realize that no further growth is possible and thus cause market prices to crash. This model can be transformed to explain market booms and crashes using the arrival of new investors to the market ('greater fools') or the liberalization of monetary policy by central banks. Zeira claims that this model is capable of partly explaining the booms and crashes of 1929, 1987 and the boom of the Information Technology Era, but for his model to be able to explain historical 'bubble-like' episodes would require that the arrival and 'death' of new technologies is synchronized and that investors are myopic and do not adapt their expectations to information about the limits of the technology, revealed before the limit is reached.
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The variation in the prices of S&P 500 stocks during the 1990s is particularly difficult to explain. One possible approach is presented by Greenwood and Jovanovic (1999) and Hobijn and Jovanovic (2000) . In their studies, they present a model of technological change that can replicate booms and crashes observed in financial data and can explain stock market valuations during the last 25 years. The main suggestion of the model is that new technologies destroy old, incumbent firms 4 once the success of the new technology is made known to the market. Since new technologies are rarely formed by listed companies, and because listed companies usually resist their implementation, stock market valuations are depressed once new technologies are invented. This is because once small innovative firms are listed on the market, investors shift their attention to such companies and neglect 'old' technology firms that have lower growth potential.
However, this transition is smooth through time and thus stock market valuations may appear to be undervalued for prolonged periods. Hobijn and Jovanovic (2000) present empirical evidence that supports their theory and state that the low market valuations in the 1970s were a result of the anticipation of the information technology era, and that during this period, 'old' technology firms were rationally being sold by investors. This was because a large claim to future dividends was not listed in the stock market yet, since most innovation was performed by small private firms. Furthermore, their model suggests that the extraordinary growth of stock market valuations in the 1990s is the result of the long awaited productivity gains from the implementation of IT in the production process and the subsequent 'third industrial revolution'. However, the Hobijn and Jovanovic model does not provide any explanation for the 1987 stock market crash. As a final possibility, they consider whether the evolution of stock prices could be explained by the presence of a speculative bubble, " In this paper, we will examine the evolution of the S&P 500 and its constituent sectors during the period January 1973 -June 2004 6 in more detail in order to see whether the periodically collapsing speculative 3 A model of technological growth that leads to booms and crashes, that allows for investor learning through the reduction of uncertainty about the limits of new technologies as these technologies become older, is presented in Jovanovic and Rob (1990) . However, as uncertainty decreases in this model, so does the size of the 'bad' surprise in investor expectations.
4 Hobijn and Jovanovic (2000) claim that the prices of firms in IT-intensive sectors should be better explained by the model and thus sectors with the highest IT investment after 1973 should experience the largest drops in value and then the largest increases. These sectors are Finance, Insurance and Real Estate, and the service sector in general.
5 Hobijn and Jovanovic (2000) p. 29. 6 We were only able to obtain sector data after January 1973 and thus we will restrict our analysis to this period. In addition, the definition of the GICS sectors changed substantially during our sample period and since the time elapsed 4 bubble models can explain the apparent bubble deviations of actual prices from fundamental values.
Furthermore, in order to examine whether all sectors within the S&P 500 displayed bubble behavior during this period, we will estimate a speculative behavior model using sector data in an effort to see which sectors are responsible for the bubble like behavior of the aggregate S&P 500. If we find that only the IT sector, or the high growth sectors in general, contain a speculative bubble, then this could imply that bubbles are a statistical artefact caused by the use of dividend-based fundamentals.
7 If, however, we find that other sectors that could be valued more accurately using dividends also contain bubble deviations, this could be evidence that bubbles are endemic rather than being caused by the presence of bubbles in one or two fashionable sectors. To our knowledge, we are the first to test whether sector market prices contain bubbles and to see whether bubble-like behavior is present throughout the entire S&P 500 Composite Index. In addition, we develop a joint model for cross-sectional contagion of bubbles across sectors and we examine whether there is evidence for bubble spillovers.
The rest of this paper is organized as follows: Section 2 describes the methodology used to construct the ten sector indices and provides descriptive statistics. Section 3 presents the bubble models that we employ, while Section 4 discusses the empirical results. Section 5 presents the multivariate bubble model and Section 6 provides some concluding remarks.
Definitions and Discussion of the S&P 500 and GICS sectors
This paper employs data on the 10 S&P 500 Global Industry Classification Standard (GICS) sector indices.
The GICS is an industry classification system created by Standard & Poor's in collaboration with Morgan Stanley Capital International that is used to classify firms into 10 sectors, 23 industry groups, 59 industries and 122 sub-industries according to their principal business activity. The sectors we examine are: Cyclical Services, Financials, Basic Industries, General Industrials, Cyclical Consumer Goods, IT, Non-Cyclical Consumer Goods, Non-cyclical Services, Resources, and Utilities. The indices that correspond to these sectors are calculated using the same principles as the S&P 500 Composite Index. The appropriate series are then transformed into real series using the monthly CPI, and the implied cash dividends are obtained from the dividend yield, using the methodology described in Brooks and Katsaris (2005a) . We obtain all our data from Datastream.
following the modification is insufficient for us to estimate the models, we are forced to restrict the sample period to end in 2004. 7 The Information Technology sector is the only sector in which more than 50% of its member firms do not pay dividends. Note, however, that this percentage has decreased dramatically since the 1990s and that for all other sectors the percentage of dividend payers remains higher than 50%. But in order for the results of our analysis to be directly comparable across sectors, we still construct dividend-based fundamentals for this one as well.
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We now examine the evolution of sector prices and implied dividends across time. As examples, in Figures 1 to 3 we present the monthly real GICS sector indices and the monthly real dividend yields for the Information Technology (IT), General Industrials and Resources sectors respectively. From Figure 1 , we note that the IT Sector had only grown by around 40% until January 1996, yielding most of its extraordinary growth of 650% to the peak in the following five years of the sample before the equally spectacular collapse in value from April 2000. By contrast, the S&P 500 Composite Index (not shown) had grown by just over 200% in the same period. Furthermore, from the graphs we can see that the dividend yields decreased to all time lows in 2000 before recovering only slightly by 2004. Interestingly, the General Industrials sector (Figure 2) shows a remarkably similar pattern to the IT sector, although the price growth of the former is somewhat less spectacular than the latter. Thus many "old economy" sectors also appeared to show bubble-like growth in the 1990s. The only sector that does not exhibit such behavior in the slightest is Resources (Figure 3 ). In that case, the run up in prices is far less pronounced and there appeared to have been no substantial fall in valuations by the end of the sample period.
Other periods of very low dividend yields (1929, 1973, and 1987) have been followed by significant corrections in S&P 500 market values, and this fact can also be observed for the individual sectors. The
General Industrials index has a very similar evolution to the S&P 500 Composite, although it grows at a higher average rate, and the implied bubble deviations (see below) have a similar evolutionary pattern to the S&P 500 Composite. Note that this sector has a stable participation in the S&P 500 over the last 25 years that ranges between 10 and 15%. When, however, we examine the Information Technology sector, we find that until 1995, this sector had a fairly constant participation in the S&P 500, and the implied bubble deviations were fairly average in size. Nevertheless, after 1993 there is a persistent and increasing positive bubble deviation that reaches 90% before it begins to deflate, causing the IT index to lose around two thirds of its value.
As stated above, some critics may argue that the comparison of prices and dividends is not an effective measure of the relative performance for all sectors, especially for high technology sectors. For this reason, we also examine the evolution of prices relative to earnings-price ratios. 8 We find again that the earningsprice ratio is low prior to several corrections in prices, whereas it is quite high before significant market advances. Overall, in the last 10 years of our sample, the earnings-price ratios are quite low for most sectors and especially low for IT. Note that traditionally, high P/E ratios denote a market expectation of high future earnings growth. Therefore, we should expect that the E/P ratio for the high growth sectors in our sample should be lower than the E/P ratios of the Utilities and Materials sectors. However, several researchers and market practitioners argue that the evolution of prices in the 1990s resulted in unrealistically low E/P ratios 6 (high P/E ratios) in both technology and traditional sectors. For example, several dot.com companies had P/E ratios larger than 1000 at the peak of the internet 'bubble'.
Overall, from the graphs, we note that the GICS sector indices display behavior that could be considered consistent with the existence of speculative bubbles. That is, an apparent under-valuation relative to dividends in the 1970s, an increasing over-valuation up until 1987, and an ever increasing overvaluation after that. However, some sector indices display significantly more variation around dividends than others.
In the next sections, we will construct and describe the statistical properties of these bubble deviations and then test whether the evolution of market values of the 10 sectors is consistent with the presence of speculative bubbles.
Models for Periodically Partially Collapsing Speculative Bubbles in Asset Prices
Under the assumptions of rational expectations, risk-neutrality, constant discount rates and market equilibrium, the no arbitrage condition must hold and thus the price of a stock must be given by the present value of its future cash flows:
In equation (1) i is the constant expected real rate of return in equilibrium that is equal to the discount rate.
9 Equation (1) shows that the actual price of a stock must be equal to the present value of the expected future price at which the security will be sold plus the expected dividend the investor will receive at time t+1.
If we allow for multi-period horizons, then equation (1) can be updated with the expectation of the price at t+1 and substituted into the original equation. Substituting recursively for all future prices in an infinite planning horizon and using the property of rational expectations that
will yield the fundamental value of a stock,
If we allow the actual market price of the stock to deviate from its fundamental value, the actual stock-price can be described by the relationship: 9 Fama and French state that the expected or required return of an asset is the discount rate that relates a present value with its future cash flows (Fama and French (1988) Blanchard (1979) , and Blanchard and Watson (1982) formulate a speculative bubble model in which the bubble component continues to grow with explosive expectations in the next time period with probability q, or crashes to zero with probability 1-q. If the bubble collapses, the actual price will be equal to the asset's fundamental value. In their model, the explosive behavior of bubble returns compensates the investor for the increased risk of a bubble crash as the bubble grows in size. However, according to this specification, if the bubble term in period t+1 crashes to zero then it cannot regenerate since the expected bubble is equal to zero. This implies that there can be only one observed bubble in any financial time series (Diba and Grossman (1988a) ). Furthermore, the model requires the assumption that the bubble crashes immediately to its collapsing state value. These are restrictive assumptions, since it is plausible that there could be several bubble episodes in a financial time series or that a bubble could slowly deflate for several time periods. In 1929 and 1987, the market peaked in late August and crashed in October whereas the strong correction in the Tokyo Stock Exchange took several months after January 1990. Moreover, the explosive nature of bubbles leads Diba and Grossman (1988b) to conclude that under rational expectations, negative bubbles cannot exist since investors cannot rationally expect the value of a stock to become negative in finite time.
This arises since if a negative rational speculative bubble exists, the bubble will grow geometrically causing the stock price to decrease without bound and become negative in finite time.
In order to lift the requirement for these unrealistic restrictions, van Norden and Shaller (hereafter vNS, 1993 ) formulate a periodically partially collapsing, positive and negative speculative bubble model that has a time varying probability of collapse. Brooks and Katsaris (2005b) propose an extension of their model to incorporate a measure of abnormal volume in the equations for returns in the surviving regime and in the probability of bubble collapse. Their model may be expressed as:
is the probability of the bubble continuing to exist that is a function of the relative absolute size of the bubble and the measure of abnormal volume where
, and x t V is a measure of unusual volume in period t. Following vNS, in equation (4) the expected size of the bubble is a function of the probability of a crash, the size of the bubble at period t and the function
, which is the relative size of the bubble in the collapsing state. The probability of the bubble continuing to exist is a negative function of the absolute (since we allow negative bubbles to exist) size of the bubble, and the measure of abnormal volume. From (4) we can derive the gross returns on the stock when a bubble is present under the assumption that dividends follow a geometric random walk with a constant drift.
10 Under this assumption, we can show that the expected next period gross returns are given by:
where r t+1 denotes the gross return of period t+1 conditioning the state at time t+1 being the surviving (S) or collapsing (C) state and on all other information at time t, V q,  is the sensitivity of the probability of survival to the measure of abnormal volume, M is the gross fundamental return on the security and  is the standard normal cumulative density function. Note that the measure of abnormal volume affects the expected returns on the asset only indirectly through the probability of the process being in state S or C in period t+1. Abnormal volume is thus suggested to signal an increase in the size of the tail of the distribution of expected returns that would signify a collapse of the bubble. We follow vNS and select a probit model for the probability of survival (
) since it satisfies the conditions set above and it ensures that probability estimates are bounded between zero and one. Furthermore, it should be noted that equations (5) through (7) satisfy the no-arbitrage condition since the ex ante expected gross return on the bubbly asset is equal to the expected gross return on the bubble-free asset (M) and therefore it is rational for a risk-neutral investor to hold the bubbly asset. The realized return if the bubble survives is greater than the required gross return (M), whereas if the bubble collapses it yields negative actual returns (positive in the case of a negative bubble).
Equations (5)- (7) are non-linear and so for estimation they are linearized by taking the first order Taylor series approximation around an arbitrary B 0 and x V 0 to arrive at a linear switching regression model:
10 This is a common assumption in the literature; see for example Fama and French (1988) , Kleidon (1986a) 
 is the unexpected gross return in the surviving regime and
 is the unexpected gross return in the collapsing regime.
Equation (8) states that the returns in the surviving regime are a function of the relative size of the bubble and of the measure of abnormal volume. In effect, equation (8) implies that as the bubble grows, investors demand higher returns in order to compensate them for the probability of a bubble collapse and since abnormal volume signals a possible change in the long run trend in equity prices, investors want to be compensated for this risk as well. The above linear switching regression model has a single stateindependent probability of switching regimes
that is a function of the relative size of the bubble and of the measure of abnormal volume. We estimate the augmented model under the assumption of disturbance normality using maximum likelihood.
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From the first order Taylor series expansion, we can derive certain conditions that must hold if the periodically collapsing speculative bubble model has explanatory power for stock market returns. If the above model can explain the variation in future returns, then this would be evidence in favor of the presence of periodically collapsing speculative bubbles in the data. These restrictions are:
Restriction (a) implies that the mean return across the two regimes is different, so that there exist two distinct regimes, although we cannot say anything about the relative size of these coefficients. Restriction (b) implies that the expected return should be negative if the collapsing regime is observed. This means that the bubble must be smaller in the following period if the bubble collapses. Note that the opposite holds for negative bubbles: the larger the negative bubble, the more positive the returns in the collapsing regime.
Restriction (c) ensures that the bubble yields higher (lower) returns if a positive (negative) bubble is observed in the surviving regime than in the collapsing regime. Restriction (d) must hold since the probability of the bubble continuing to exist is expected to decrease as the size of the bubble increases.
11 Full details of the estimation procedure are presented in Brooks and Katsaris (2005a) .
Restrictions (a) to (d) are equivalent to the restrictions derived by vNS. The additional restriction (e) must hold so that abnormally high volume signals an imminent collapse of the bubble. Finally, restriction (f) states that the coefficient on the abnormal volume measure in the state equation must be greater than zero since, as volume increases, investors perceive an increase in market risk.
We examine the power of the model to capture bubble effects in the returns of the S&P 500 and its sectors by testing the model against three simpler specifications that capture stylized features of stock market returns. These models are nested within the speculative bubble model. Firstly, we examine whether the effects captured by the switching model can be explained by a more parsimonious model of changing volatility. In order to test this alternative, we follow vNS and jointly impose the following restrictions:
Restriction (11.1) implies that the mean return across the two regimes is the same and restriction (11.2) states the bubble deviation has no explanatory power for next period returns or for the probability of switching regimes. The later point suggests that there is a constant probability of switching between a high variance and low variance regime as this is stated in restriction (11.3).
In order to separate restrictions (11.1) and (11.2), we examine whether returns can be characterized by a simple mixture of normal distributions model, which only allows mean returns and variances to differ across the two regimes. This mixture of normal distributions model implies the following restrictions:
Another possible alternative is that of mean reversion in prices (fads) as described by Cutler et al. (1991) . Under the fads model, returns are linearly predictable although mean returns do not differ across regimes.
Furthermore, the deviation of actual prices from the fundamentals has no predictive ability for the probability of switching regimes. The returns in the two regimes are characterized by different variances of residuals but are the same linear functions of bubble deviations. The fads model is thus:
In the above equations,
with probability 1-q t . (2000)).
Measures of Fundamental Values
Nevertheless, Damodaran (2000) and Hand and Landsman (1999) vNS (1999) show that if the discount rate is constant, then stock market prices follow the period-by-period arbitrage condition given by equation (1). Assuming that dividends follow a geometric random walk, i.e.
that log dividends follow a random walk with a drift, it can be shown that the fundamental price of a stock will be equal to a multiple of current dividends: . We use the sample mean of the price-dividend ratio to approximate  . In this setting, the relative bubble size is given by: 
Empirical Evidence
In this Section we will present the results of the models presented above for the S&P 500 Composite and the 10 GICS sector indices. The models we estimate are the original van Norden and Schaller model, and 12 the augmented model that contains volume as a predictor and classifier of returns.
13 In order to test for the no-bubble hypothesis, we perform likelihood ratio tests for the implied model restrictions on the coefficient estimates, and in order to ensure that we are not misinterpreting stylized facts about stock market returns such as volatility regimes, mixtures of normals and mean reversion as evidence in favor of bubbles, we use likelihood ratio tests in order to statistically verify that we are capturing more of the variability of returns than these simpler alternatives.
In Table 1 From the results, we can see that for the S&P 500 as a whole, the null hypothesis of no-bubbles can be rejected since most of the speculative behavior models' restrictions are satisfied by the data (i.e. their respective nulls are rejected in favor of bubble behavior). Specifically, the bubble deviation is significant in predicting the levels and the generating state of returns (since  S,B and  q,B are both statistically significant respectively), and as the bubble grows, the returns in the surviving regime become increasingly higher (when a positive bubble is present) whereas the returns in the collapsing regime are a negative function of the bubble size (since  C,B is negative). As the bubble grows, the probability of being in the surviving explosive regime (S) decreases and the expected return in the collapsing state becomes even smaller (when a positive bubble is present). Furthermore, the model identifies two distinct regimes of stock market returns:
one in which small positive returns with small variance ( S ) are observed and one in which returns are large and negative and have large variance ( C ). The coefficient estimates appear to be consistent with the periodically collapsing speculative bubbles model, and it appears that the augmented model can capture an additional proportion of the variability of returns when we compare it to the three stylized alternatives of volatility regimes, fads and mixture of normals (although the latter test statistic is not quite statistically significant). Overall, there is a very small probability of being in the collapsing regime ( q,0 ) when the bubble size is zero and volume is normal. Nevertheless, as the bubble increases, this probability increases dramatically. From the above, we can conclude that the divergence of the S&P 500 from the dividend multiple fundamental values can be considered the result of speculative behavior. Therefore, the Hobijn and 13 In the interests of brevity, only the results from the augmented model are presented.
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Jovanovic (2000) assertion that a bubble would not be able to explain the evolution of the S&P 500 in the last 25 years is not supported.
Turning our attention to the sector indices, overall, the results are indicative of the presence of bubbles in several of the sectors, namely Financials, General Industrials, Information Technology and Non-Cyclical
Services. There is also some evidence in favor of periodic, partially collapsing speculative bubbles in the Cyclical Services, Basic Industries and Utilities sectors. This leaves only three sectors for which there is virtually no evidence for bubble-like behavior. Let us now consider these results in greater detail.
When we examine the Financials index, the collapsing explosive regime has a significantly lower average probability of occurring. Nevertheless, as the bubble grows, the probability of observing the collapsing regime increases dramatically since, if the measure of abnormal volume and the spread of actual returns are equal to zero, when the bubble size is equal to 50%, the probability of observing the collapsing regime is close to 50%. More importantly, all the coefficients have the right signs and are significantly different from zero, and the LR test results imply that the augmented model captures additional information contained in the index returns, so that the volatility regimes, mixture of normals and fads specifications are all rejected.
Considering now the Resources index, a sector that is commonly considered to contain a bubble in the early
1980s, the bubble deviations in the surviving state equation are statistically insignificant and not all of the theoretical restrictions are satisfied by the data, although all of the coefficient signs and magnitudes are correct. From the estimates of the model, we calculate that the probability of the next period returns being generated by the collapsing state in January 1982 was over 50%, a value much higher than it had taken previously during our sample period. The index lost 13% in February 1982, which provides anecdotal evidence that the speculative behavior model could potentially be used to predict the level and the generating state of returns.
The same conclusions can be drawn if we examine the General Industrials and the Non-Cyclical Services sectors, since the information criteria indicate that the augmented speculative behavior model can better capture the variability of returns than alternative specifications. Furthermore, the coefficients in the state and classifying equations are significantly different from zero and have the correct sign, and the LR tests again reject the more parsimonious alternatives (in the latter case).
Let us now examine the Information Technology sector. As noted earlier, this index experiences the largest increase over the sample period and contains the largest bubble deviation. All of the speculative behavior model coefficients have the correct sign and are statistically significant. Note that when the bubble deviation and the measure of abnormal volume are equal to zero, the probability of observing the collapsing regime is small although larger than for any other sector. But the responsiveness of the probability of being 14 in the collapsing regime to a growth in the size of the bubble is relatively modest. So it would take a bubble size in excess of 50% for the probability of the bubble surviving to fall below 50%. This result can be attributed to the fact that the estimated bubble deviation was extremely large in the 1990s but continued to grow even larger before eventually bursting.
Turning now to the Resources and the Utilities sectors, we find that, contrary to common opinion that the Resources index contained a bubble in the early 1980s, this index is better explained by a simple volatility regimes model. However, we note that the speculative models' coefficients are mostly still significant, and all have the expected signs. Similarly, when we examine the Utilities sector results, we find that the mixture of normals or fads models are able to capture the characteristics of returns better than any of the more complex specifications. This result is perhaps expected since this sector contains "old economy" stocks and the actual index varies around its fundamental values, so that the bubble deviations do not expand or collapse abruptly and thus there is only limited evidence for bubble-like behavior. If we now turn our attention to the 1990s, several sectors -namely the Cyclical Services, Non-Cyclical Services, Resources, General Industrials, Cyclical Consumer Goods, Non-Cyclical Consumer Goods and Information Technology indices -were overvalued by at least 30% in January 1996. These sectors represented more than 60% of the S&P 500 Composite index, which was overvalued in the same period by almost 40%. More importantly, we note that in January 2000, the estimated bubble deviation of the Composite index was 60%. One point worth noting is that after March 2000, when the bubble deviations in the aforementioned sectors began to deflate, sectors that were overvalued by less than 40% relative to the dividend multiple fundamental values in January 2000 (namely the Utilities, Financials and Basic Industries indices) experienced a relatively significant increase in their bubble deviations until the end of our sample period. These sectors accounted for around a quarter of the total capitalization of the Composite index in January 2000, and by January 2001 their share had grown to over 30%. This could be taken as evidence that once investors realized that the bubble deviation was bursting, they shifted funds to relatively "safe" sectors with a smaller risk of observing a bubble collapse.
Bubble Spillovers between Sectors
Even a casual examination of Figures 1 to 3 We now proceed to build an empirical model that can allow for spillovers in both the levels of returns in the sectors and in the generating equations. While there is potentially a large number of ways that this could be achieved, we focus on a natural extension of the models that were described in Section 3. We also rule out contemporaneous spillovers between sectors, allowing only for lagged effects. Not only is this in the spirit of reduced form VAR modeling, but more importantly, it ensures that the equations do not suffer from under-identification. We let the returns in the surviving regime (equation (8)) depend on the lagged size of the bubble in all sectors (not just the lagged bubble size in that sector as was the case above) and on the lagged abnormal volume in all sectors; likewise, the return in the collapsing regime also depends on the one period lagged value of the size of the bubble in all sectors. The probability of being in the surviving regime will also be dependent upon the bubble sizes and volumes in all sectors:
where all notation is as above and the additional j subscript denotes each individual sector. The likelihood function used to estimate such a model will still have the same "shape" as for the analysis of each separate sector, but it will now be extended in the same spirit as the return equations: 
The approach defined by equations (8)- (10) and (16) must be estimated ten times -one for each sector.
For each of these ten models, the dependent variable would be different but the independent variables would be exactly the same. This model is likely to be tricky to estimate given that it contains a total of 55 parameters. There are a number of ways we could simplify it, and some obvious possibilities are:
1. Remove abnormal volume from the surviving regime equation (8) (and thus also in equation (16)).
Remove abnormal volume from the state-determining equation (10).
Remove volume from both (8) and (10).
4. Make the model dependent on the bubble in the sector under consideration and in the market as a whole rather than all the other sectors. Equations (8) to (10) would thus become
where the additional subscript I denotes the stock index for the whole market.
In order to avoid the inclusion of an excessive number of tables, we only report the results for the model corresponding to restriction 4 and the unrestricted case in Tables 2 and 3 respectively. It is clear from Table   2 that both the levels equations and the probabilities of bubble collapse in a number of individual sectors respond to the size of the bubble in the market as a whole as well as that in their own sector, and most of the additional parameters are statistically significant for the Cyclical Services, Information Technology, NonCyclical Services, Resources and Utilities sectors. For example, in the case of the resources sector, the return in the surviving regime is a positive and significant function ( S,B,I ) of the market-wide bubble deviation, while for the return in the collapsing regime ( C,B,I ), it is negative as expected, albeit not significantly so. The probability of being in the surviving regime is, as expected, a negative and highly significant function of the size of the market bubble. The second panel of Table 2 reports the likelihood ratio test statistics for restrictions of the model to several simpler alternatives as discussed above. In addition, the final row tests the null hypothesis that the lagged market-wide bubble size and volume terms are not statistically significant. The latter restriction is clearly rejected for nine of the ten sectors, indicating that not only sector-specific changes in the size of the bubble and of abnormal volume but also market-wide influences are important determinants of subsequent bubble behavior at the sector level.
In order to determine more specifically whether the bubble-like behavior in the sectors and the market as a whole emanate from a small number of specific industries, Table 3 reports the analysis for the unrestricted model where the next period returns are a function of the current size of the bubble and of abnormal volume not only in that sector but also in all of the other sectors. The table is organized so that each column represents estimation for the next period returns to the sector given by the column header, with the blocks of rows representing the lagged variables. Thus the parameter estimates corresponding to the own lags are on the leading diagonal. Table 3 shows that the expected returns in the surviving and collapsing regimes and the probability of the bubble surviving respond to a much greater extent to the lagged bubble sizes and lagged volumes in some sectors than others. Notably, Cyclical Services, Financials, Basic Industries and General Industries seem to be highly responsive while Non-Cyclical Consumer Goods and Utilities appear to be relatively isolated.
Perhaps more importantly, in terms of the statistical significance of the parameter estimates, it appears that the bubbles in the Basic Industries, Cyclical Consumer Goods, Information Technology and Resources sectors are particularly contagious from the perspective that the bubbles in these sectors influence the levels and probability of collapse of a considerable number of other sectors. For example, the size of the bubble in the IT sector affects either the size of the return in the surviving or collapsing regime or the probability of the bubble surviving for the Cyclical Services, Financials, Basic Industries, General Industrials, Cyclical Consumer Goods, Non-Cyclical Services and Resources sectors. On the other hand, bubbles specific to the Utilities and Non-Cyclical Services sectors, for instance, have very limited spillovers to other industries.
Although the very large number of parameters involved in this model makes interpretation a difficult task, the most salient feature is that bubble transmission at the sector level is multi-directional and did not originate purely from Information Technology and related industries.
The final panel of Table 3 shows likelihood ratio tests of restrictions of the general model that incorporates lagged influences from all other sectors to five simpler alternatives. The last two of these restrictions are to the augmented model with no spillovers and to the augmented model with market-wide bubble size and volume terms respectively. The results show that the model with spillovers is preferred to the univariate augmented model for all ten sectors, although it is preferred to the much more parsimonious model with market-wide terms for only four of them at the 5% significance level (Basic Industries, Cyclical Consumer Goods, Financials and Resources).
Conclusions
In this paper, we examined the presence of periodically collapsing speculative bubbles in the S&P 500 and its constituent sectors. Market practitioners and academic researchers have suggested that the Information Technology and Resources sectors were significantly affected by speculative bubbles in the last 25 years, but by implication, that other sectors remained bubble-free. To our knowledge, we are the first directly to test for the presence of bubbles in specific stock market sectors, and we believe that our findings shed light on the behavior of these sector indices.
We employ data for the 10 GICS sectors for the period January 1973 -June 2004. These indices represent the ten major economic sectors of the member firms (Cyclical Services, Financials, Basic Industries, General Industrials, Cyclical Consumer Goods, IT, Non-Cyclical Consumer Goods, Non-cyclical Services, Resources, and Utilities). Using a fundamental measure based on dividend-multiples, we estimate two speculative behavior models: a model by van Norden and Schaller (1997) , and an augmented model proposed by Brooks and Katsaris (2005b) . Furthermore, we estimate five alternative models that capture stylized facts about securities returns and that are nested within the speculative behavior models. This is done in order to test whether the speculative behavior models capture any additional information about the variation of returns.
From the results, we can conclude that the augmented speculative behavior model has superior explanatory power to all of the alternative models for 4 out of 10 sectors. Thus, for the sample examined, the S&P 500
Composite and these 4 sectors appear to contain a bubble. The bubbly sectors are Financials, Information Technology, General Industrials and Non-Cyclical Services. There is also some evidence of bubble-like behavior in 3 other sectors. In most cases, we found that the size of the bubble deviation and the measure of abnormal volume are significant predictors of returns. Although the relationships between the probabilities of being in a particular regime and the size of the bubble, the measure of abnormal volume and the spread of actual returns vary considerably across sectors, for all sectors, the probability of observing the collapsing regime is positively related to the absolute bubble size and the measure of abnormal volume. We find that the probability of the bubble continuing to exist decreases dramatically for large bubble sizes and abnormal volume realizations. Even though the augmented model yields a large and persistent probability of the collapsing regime for five years of the sample without a crash actually occurring, in 2000 the IT index lost 50% of its value, and by August 2002, the IT index was down 80% from its all time high. Note that the estimated bubble deviation when the IT index peaked in March 2000 was 91%. This could be evidence that investors have now driven prices in this index back towards its dividend-based fundamentals.
We show that a mixture of normals and a fads model better explain the Resources and the Utilities indices respectively than a speculative bubble model. Although some practitioners claim that a bubble was formed in the early 1980s in the global basic materials sector, we find no evidence that the perceived bubble deviations displayed periodically collapsing speculative bubble behavior during our sample period since the size of the bubble is unable significantly to predict the level or the generating state of returns.
One particularly interesting observation is that towards the end of our sample after the IT bubble had begun to deflate, there is an increase in the deviations of actual prices from fundamental values in the four sectors with the lowest bubble deviations in March 2000. These sectors were Non-Cyclical Consumer Goods, Financials, Resources and Utilities. This could be taken as evidence that investors shifted their capital to sectors with a smaller probability of a bubble collapse, since very few investors would completely liquidate their holdings in the S&P 500. This could also be thought of as suggesting that market participants were aware that some sectors had a smaller bubble deviation than others, and were thus less at risk from the bubble bursting in 2000 and 2001.
We additionally propose and implement an approach that can allow for contagion in bubbles between one sector and another. Since such models are highly parameter-intensive, we demonstrate several ways in which they can be simplified. The results show that bubble-transmission over our sample period arose from several sectors including Cyclical Consumer Goods and Basic Industries and not just from IT as popular opinion might suggest.
To summarize, our central conclusion is that bubble-like behavior is not confined to a small segment of the stock market, but appears to be present in more than 70% of it. A key implication of this result is that if market participants believe dividend-based fundamental measures not to be appropriate for valuing the technology stocks, they are equally inappropriate for companies in other, more conventional, sectors and for the market as a whole.
This research suggests several potentially useful lines of further research enquiry. First, it ought to be worthwhile to consider further refinements to the bubble spillovers model so that it might be parameterized more parsimoniously. For example, an approach based on principal components could be used to reduce the dimensionality of the system. Second, from an asset allocation perspective, it would be of interest to 20 determine whether approaches based on estimating separate bubble models for each sector could be used to time the market. A trading rule so-formed would buy into sectors where a bubble was in the early stages of growing and would switch into less bubbly sectors when the probability of bubble collapse became unacceptably high. Brunnermeier and Nagel (2004) suggest that hedge funds were implicitly able to do this in the context of the recent rise and fall of the technology sector. 
with variable definitions given in the text. The second and third panels present likelihood ratio statistics which test restrictions that should hold for the bubble model to be a useful predictor and classifier of returns and to a set of simpler models respectively. *, ** and *** denote rejection of the null at the 90%, 95% and 99% confidence levels. 
with variable definitions given in the text. The second panel presents the likelihood ratio statistics for tests of restrictions to a set of simpler models. *, ** and *** denote rejection of the null at the 90%, 95% and 99% confidence levels. given in the text. The second panel presents the likelihood ratio statistics for tests of restrictions to a set of simpler models. *, ** and *** denote rejection of the null at the 90%, 95% and 99% confidence levels.
