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Abstract
In this paper we present a mathematical model and a numerical workflow for the simula-
tion of a thermal single-phase flow with reactive transport in porous media, in the presence
of fractures. The latter are thin regions which might behave as high or low permeability
channels depending on their physical parameters, and are thus of paramount importance in
underground flow problems. Chemical reactions may alter the local properties of the porous
media as well as the fracture walls, changing the flow path and possibly occluding some
portions of the fractures or zones in the porous media. To solve numerically the coupled
problem we propose a temporal splitting scheme so that the equations describing each phys-
ical process are solved sequentially. Numerical tests shows the accuracy of the proposed
model and the ability to capture complex phenomena, where one or multiple fractures are
present.
1 Introduction
The presence of fractures has an impact on subsurface flows at all scales: flow tends to focus
along highly permeable fractures, which can create shortcuts in the domain, or, in the case of
cemented or low permeable fractures, they might create barriers in the domain. In the context of
reactive transport fractures can be responsible for fast transport of fluid with different chemical
composition with respect to the surrounding matrix: this occurs for instance in geothermal reser-
voirs where water with different salinity, solutes and temperature is injected in the subsurface.
These differences in composition and temperature can trigger transformations such as mineral
precipitation, dissolution or replacement, with an impact on porosity and fracture aperture. The
effective exploitation of the geothermal system can be jeopardized by such phenomena.
Because of their thickness or aperture, fractures are usually represented as lower dimensional
objects and new equations along with interface conditions with the surrounding porous media
are derived. This procedure is usually referred to as model reduction and the resulting model
is named mixed-dimensional or hybrid-dimensional problem. Seminal works dealing with single-
phase flow are for example [6, 5, 27, 7, 52]. During the years new models have been developed
based on this idea, in particular for multi-phase flow [39, 4], transport [61, 21], and faults flow
[62, 28, 35]. The geometrical complexity of the fracture networks requires to handle in an
accurate way also the intersection between them, indeed the intersection may have different
physical parameters than the incident fractures. In this case new models have been derived
where the intersections is part of the problem, see for example [32, 18, 60]. In the special case of
high speed circulation of the liquid in the fractures, the Darcy model may be not appropriate.
Thus several authors proposed a new model based on Forchheimer or even more advanced flow
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model. Refer to [34, 53, 54, 50, 3]. Finally, we refer to [16] for a more detailed review on different
strategies to handle the complex problem of fractured porous medium.
The numerical solution of these problems is challenging due to several aspects, in fact the
fracture networks may pose severe constraints in the grid generation resulting in poor quality and
too many elements. Since this work is more focused on the modelling side, we refer to the main
works that dealt with different classes of numerical schemes: classical mixed finite elements [52],
hybrid high-order [20], discontinuous Galerkin [8], mimetic finite differences [9], extended finite
elements [32, 41, 60, 31], virtual element method [36, 37], and references therein. Important
benchmark studies to validate the effectiveness of the numerical schemes are [23, 30, 38, 15].
Finally, a unified approach for numerical frameworks to solve such problems is presented in [55].
The aim of our work is to propose a model to account explicitly for the presence of fractures
and their impact on the flow, temperature, transport and reactions. The equations describing
flow and transport are thus a coupled system of mixed-dimensional PDEs which will be approx-
imated by means of lowest order mixed finite elements or mixed virtual elements, depending
on the geometrical complexity of the computational grid. We will consider a simple model for
mineral precipitation and dissolution following the model presented, among others, in [2]. To
avoid the occurrence of negative concentrations and oscillations when the amount of precipitate
approaches zero we adopt an event detection/location strategy to detect the discontinuity in the
ODE describing the reaction part, which is, for this reason, split from advection and diffusion
by means of a first-order operator splitting. Several numerical examples will show the validity
of our approach for increasing level of geometrical difficulty of the fracture network.
The paper is organized as follow. In Section 2 we introduce the mathematical model to
describe fluid flow, heat transport, and solute transport with chemical reactions in porous media.
The latter are particularized in Section 3. The mixed-dimensional problem to describe the
physical processes in the fractures is discussed in Section 4. Section 5 presents the discretization
considered to approximate the models, in particular a splitting scheme is detailed that allows for
a sequential resolution of each physical process involved in the simulation. In Section 6 we run
different examples to show the validity and accuracy of the proposed approach. Finally, Section
7 is devoted to the conclusions.
2 Model in the porous media
In this section we describe the mathematical model for our problem. The physical processes
are described separately but coupled together by suitable constitutive relations. We first focus
on the model in the porous matrix, leaving for a subsequent section the introduction of the
reduced model to include the fracture effects. First, we introduce the Darcy flow in Subsection
2.1 followed by the heat equation in Subsection 2.2. The models for the solute and precipitate
are presented in Subsection 2.3, and the section concludes with the constitutive relations in
Subsection 2.4.
The porous media occupies the domain Ω ⊂ Rn, with n = 2 or 3, with Lipschitz continuous
external boundary ∂Ω. The latter has been divided into two disjoint, possibly empty, subsets
∂eΩ and ∂nΩ, such that ∂Ω = ∂eΩ ∪ ∂nΩ and ˚∂eΩ ∩ ˚∂uΩ = ∅. For simplicity we assume that
∂nΩ 6= ∅. The outward unit normal of ∂Ω is indicated as n∂Ω, see Figure 1. Finally, the final
time is indicated as T > 0.
It is important to note that, since the flow equation is the main driving force of the process,
the boundary conditions of the other problems are conforming with the ones imposed on the flow
problem.
In the subsequent parts we will explicitly indicate the units of measure of each variable and
2
Ω∂nΩ
∂nΩ
∂eΩ ∂eΩ
n∂Ω
Figure 1: Example of porous media with some nomenclature considered.
coefficient. We will make use of the notation 1[m3φ] to be the unit cubic meter of pore space,
defined as m3φ=φm
3 with φ the porosity.
General references for the following models are, for example, [10, 11, 46, 56].
2.1 Darcy flow model
We consider a Darcy model to describe the flow of the water in the underground. We are
interested in the evolution of the Darcy velocity q in [m s−1] and pressure p in [Pa] described by
the system
µq + k(φ)∇p = 0
∂tφ+∇ · q + f = 0
in Ω× (0, T ). (1a)
The scalar source or sink term is denoted by f in [s−1]. To keep the model simpler, we assume
that the water viscosity µ in [Pa s] can be considered constant. The permeability k in [m2] is a
symmetric, isotropic and positive definite tensor which depends on the porosity φ in [m3φ m
−3]
which in turn, as we will see in a subsequent model in Subsection 2.4, depends on the precipitate
concentration. Thus also the porosity is a variable of the previous system. We assume that
φ ∈ [0, 1].
Boundary conditions are coupled to (1a) to close the system. In particular, we have
tr q · n∂Ω = q∂Ω on ∂eΩ
tr p = p∂Ω on ∂nΩ
, (1b)
where tr denotes an abstract trace operator, p∂Ω in [Pa] and q∂Ω in [m s
−1] are the pressure and
normal flux given data. System (1) forms the Darcy flow problem.
2.2 Heat model
The heat equation models thermal conduction (Fourier’s law) and convection of heat in the
porous media. A complete model should consider two sets of equations: one for the rock matrix
and one for the water, coupled with a suitable transfer function. However we assume local
thermal equilibrium, meaning that the rock matrix and water are in thermal equilibrium so we
can use only one common set of primary variables to describe the process. The temperature field
is indicated as θ in [K] and its evolution is described by
τ − ρwcwqθ + λ(φ)∇θ = 0
∂t[c(φ)θ] +∇ · τ + j = 0
in Ω× (0, T ), (2a)
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where τ in [J m−2 s−1] is the total heat flux, c in [J m−3 K−1] is the effective thermal capacity
which is defined as the porosity weighted average between the water cw and solid cs specific
thermal capacity, both in [J kg−1 K−1]. We have thus the expression of c given by
c(φ) = φρwcw + (1− φ)ρscs. (2b)
ρw and ρs are the densities, both in [kg m
−3], of the water and solid phase respectively. Finally,
λ is the effective thermal conductivity measured in [W m−1 K−1]. For simplicity, we assume that
the densities and the specific thermal capacities are given and constant. Following [22], being
the porous media saturated with water, we model the effective thermal conductivity as
λ(φ) = λφwλ
1−φ
s , (2c)
where λs and λs are water and solid thermal conductivity, both in [W m
−1 K−1], and for simplicity
assumed to be constant. Finally, j in [J m−3 s−1] models a source or sink of heat in the system.
In addition to system (2a), we consider suitable boundary and initial conditions,
tr τ · n∂Ω = τ∂Ω on ∂nΩ× (0, T )
tr θ = θ∂Ω on ∂eΩ× (0, T )
θ(t = 0) = θ0 in Ω× {0}
, (2d)
where τ∂Ω in [J m
−2 s−1] and θ∂Ω in [K] are suitable boundary data for the heat flux and tem-
perature, respectively. Finally, θ0 in [K] is the initial condition for the temperature. System (2)
forms the heat problem.
2.3 Solute and precipitate model
We consider the passive scalar model to describe the evolution of the solute u in [mol m−3φ ] in
the porous medium. Note that solute concentration is expressed in terms of moles per unit pore
volume, so we should have u ≥ 0. The system is written as
χ− qu+ φd∇u = 0
∂t(φu) +∇ · χ+ φrw(u,w; θ) = 0
in Ω× (0, T ), (3a)
with χ in [mol m−2 s−1] the total flux given by a combination of the advective field and Fick’s
law. The symmetric, isotropic and positive definite tensor d in [m2 s−1] represents the molecular
diffusivity of u in the water and rw in [mol m
−3
φ s
−1] is a reaction term which involves also the
precipitate w, as well as the temperature θ and will be detailed later on.
To model the concentration of the precipitate w ≥ 0, expressed in [mol m−3φ ], we consider the
following ordinary differential equation which models its evolution in time
∂t(φw)− φrw(u,w; θ) = 0 in Ω× (0, T ). (3b)
The actual expression of rw depends on several aspects, see Section 3 for a more detailed discus-
sion.
Boundary and initial conditions are supplied to equations (3a) and (3b) as
trχ · n∂Ω = χ∂Ω on ∂eΩ× (0, T )
tru = u∂Ω on ∂nΩ× (0, T )
u(t = 0) = u0 in Ω× {0}
w(t = 0) = w0 in Ω× {0}
, (3c)
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Figure 2: Graphical representation that shows the two solutes (blue and red dots) reacting and
forming the precipitate (violet) around the grains.
where the values of χ∂Ω in [mol m
−2 s−1] and u∂Ω in [mol m−3φ ] are the normal component of total
flux and solute data imposed at the boundary ∂Ω. Finally, u0 in [mol m
−3
φ ] and w0 in [mol m
−3
φ ]
specify the initial conditions for both the solute and precipitate. System (3) forms the solute
and precipitate problem.
2.4 Permeability and porosity model
We consider a Kozeny-type relationship [10] to link the permeability with the porosity, namely
k(φ) = k0
φ2
φ20
(4)
where k0 in [m
2] and φ0 in [m
3
φ m
−3] are the given reference permeability and porosity, respec-
tively. Other and more general relationships between k and φ are possible. Finally, the model
that links the porosity φ to the precipitate w is given by the following ODE,
∂tφ+ ηΩφ∂tw = 0 in Ω× (0, T )
φ(t = 0) = φ0 in Ω× {0}
, (5)
where ηΩ in [m
3
φ mol
−1] is a proportionality parameter associated with molar volume of the
mineral, see [63], that determines the rate of deposition of the solute around the grains as shown
in Figure 2.
2.5 Complete model
The model to describe flow, heat conduction and convection, precipitation and dissolution of the
chemical species as well as permeability and porosity alteration is given by the system of equations
(1), (2), (3), (4) and (5). The system is fully coupled, non-linear and possibly non-smooth due
to the discontinuous reaction rate.
2.6 Non-dimensional equations
We now derive the non-dimensional version of the solute equation to identify some non-dimensional
numbers that could characterize the solution behaviour. Let us define some reference quantities:
L for length, Q for velocity, φΩ,0 for porosity, ue for molar concentration. Let us denote with ·′
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nondimensional quantities, so that x′ = x/L, t′ = tU/L, so that ∂t = ∂t′U/L and ∂x = ∂x′1/L.
In primary form, the solute equation (3a) can be rewritten as
∂t′(u
′φ) +∇′ · (u′q′)− D
LQ
∇′ · (φ∇′u′) = −φL
Q
λr′w.
The above equation simplifies if we consider constant porosity, φ = φ0.
∂t′u
′ +
1
φ0
∇′ · (u′q′)− D
LQ
∇′ · (∇′u′) = −Lλ
Q
r′w.
Note that we can define a “Reynolds number” as Re = LQφ0/D and a Damko¨hler number
Da = Lλφ0/Q. A large Da corresponds to fast reactions with respect to advection, while a small
Da corresponds to fast advection with respect to reaction speed.
3 Chemical model
Our idealized model for chemistry considers two reactions: precipitation and dissolution, which
can be written as
αU + β+V →W + β−V (6)
W + β−V → αU + β+V (7)
where U and V are two solutes (ions) that can precipitate to form a solid (salt) W , and α and β±
are integer stoichiometric coefficients. According to the mass action law [45], the precipitation
rate depends on the rate λ+, which is the reaction constant for (6), and on the concentrations of
the two ions raised to the power indicated by the stoichiometric coefficients α and β+, conversely,
the rate of dissolution depends only on the reactant v if β− is greater than zero. The latter
being the reaction constant for (7). In our model, these two coefficients might depend on the
temperature θ of the system λ± = λ±(θ). The net rate of precipitation is thus a function of u
and v, and it is given by
rw(u, v; θ) = λ
+(θ)uαvβ
+ − λ−(θ)vβ−
where u, v are the molar concentrations in [mol m−3] of U and V , respectively. If we consider
this simplified set of reactions
αU + βV →W
W → αU + βV
the net precipitation rate becomes rw(u, v; θ) = λ
+(θ)uαvβ − λ−(θ), i.e. we have a dissolution
rate λ− that is independent from u and v since it is established in literature that the activity of
a pure crystalline solid is a constant [51]. At equilibrium the net rate of precipitation is zero,
yielding
λ+(θ)uαe v
β
e = λ
−(θ),
where ue and ve are the molar concentrations of u and v at equilibrium, respectively. The net
precipitation rate can be rewritten as
rw(u, v; θ) = λ
−(θ)
(
uαvβ
uαe v
β
e
− 1
)
.
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Figure 3: Example of fractured porous media with some nomenclature considered.
We further assume that there is electrical equilibrium in the system, i.e. the number of cations
equals the number of anions, u = v and we can consider only one of the two variables to describe
the reaction rate. For example, in the special case of α = β = 1 the reaction becomes U+V ↔W
and the reaction rate can be written as
rw(u; θ) = λ
−(θ)
[(
u
ue
)2
− 1
]
.
In our work we consider problems with a reaction rate is given by a function r which depends
on one of the two solute
rw(u; θ) = λ
−(θ)[r(u)− 1].
Finally, note that the rate of dissolution does not depend on the concentration of the solid salt
W , in other words it does not vanish when w = 0. This condition must be enforced in the model,
so that dissolution stops only when w ≤ 0 and the net precipitation rate is negative, i.e. when
the precipitate is no longer present but the solute concentration is such that we should have
dissolution. This can be summarized in the following more general expression
rw(u,w; θ) = λ
−(θ) {max[r(u)− 1, 0] +H(w) min[r(u)− 1, 0]} , (8)
where H is the Heaviside function. The latter expression of rw is the one used in this work.
4 Model in the fracture
We here introduce a mixed-dimensional model to approximate the problem described in the
previous sections in the presence of fractures. We start with the simplified assumption of a
single fracture γ cutting the domain as shown in Figure 3. The case of multiple intersecting
fractures will be described later. Since a fracture is an equi-dimensional region, i.e. 2D or 3D
region with a small thickness, we adopt the model reduction strategy to reduce the geometrical
complexity and we approximate it as a one co-dimensional object. The fracture aperture γ
in [m] will become a model parameter and not a geometrical constraint, which, in our case, is
even more beneficial since it might change during the simulation. For more references on this
approach see [52, 53, 33, 48, 62, 54, 59, 41, 23, 60, 37, 55, 61, 20, 3, 16, 42] to name a few.
We assume that the fracture is open without any presence of infilling porous material, getting
unitary porosity in the fracture itself. So we get that m3φ= m
3 in the fracture, i.e. the pore volume
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and total volume are equivalent. Now the role played by φ in the surrounding porous medium is
given by the aperture γ .
The fracture γ is a non self-intersecting piece-wise C2 curve (if n = 2) or surface (if n = 3).
We indicate with ∂γ the boundary of γ, which can be divided into three disjoint, possible empty,
parts: ∂eγ, ∂nγ, and ∂iγ. The latter is the part of ∂γ internal to the porous media. We clearly
have ∂γ = ∂eγ∪∂nγ∪∂iγ and also that ∂˚∗γ∩ ˚∂∗′γ = ∅ for any combination of non-equal elements
in ∗, ∗′ ∈ {e, n, i}. We can define an outward unit normal to ∂γ, which is tangent to γ itself and
orthogonal to ∂γ named n∂γ .
At the interface with the surrounding medium, the fracture has two different sides γ+ and
γ− with associated normal vectors n+ and n−. We assign a unique normal nγ to the fracture
which is associated with both fracture sides (i.e., nγ = nγ,+ on γ+ and nγ = −nγ,− on γ−). See
Figure 3 as an example.
4.1 Reduced variables
Variables and data associated with the fracture will be denoted with a subscript γ, while we use
a subscript Ω to indicate variables and data in the surrounding porous media. We introduce
the fracture vector variables which come from the integration over each normal section of the
fracture of the corresponding equi-dimensional variables, for x ∈ γ the curvilinear abscissa, as
qγ(x) :=
∫
γ(x)
T (x)q(x, s)ds τγ(x) :=
∫
γ(x)
T (x)τ (x, s)ds χγ(x) :=
∫
γ(x)
T (x)χ(x, s)ds,
with T := I −N and N := nγ ⊗nγ the tangential and normal projection matrices, respectively.
The unit of measure of the previous variables are: qγ in [m
2 s−1], τγ in [J m−1 s−1], and χγ
in [mol m−1 s−1]. Moreover, the reduced scalar fields are defined from their respective equi-
dimensional variable as the average for each section,
pγ(x) :=
1
γ(x)
∫
γ(x)
p(x, s)ds θγ(x) :=
1
γ(x)
∫
γ(x)
θ(x, s)ds
uγ(x) :=
1
γ(x)
∫
γ(x)
u(x, s)ds wγ(x) :=
1
γ(x)
∫
γ(x)
w(x, s)ds.
In this case, the units of measures are the same as the original variables: pγ in [Pa], θγ in [K],
uγ in [mol m
−3], and wγ in [mol m−3]. With an abuse in notation, we introduce the flux-based
variable compounds as
q := (qΩ, qγ) τ := (τΩ, τγ) χ := (χΩ,χγ)
even if that the units of measure of each compound are heterogeneous.
When the nabla operator is applied to a fracture variable, we implicitly assume that it is
defined on the tangential space of the fracture itself, i.e. ∇·νγ := T : ∇˜νγ , ∇˜ being the standard
gradient and νγ a regular enough vector function defined on γ. Analogously for the gradient of
a fracture variable, which is defined as ∇νγ := T ∇˜νγ with νγ a regular enough scalar function
defined on γ. The conservation operators or mixed-dimensional divergences are defined on the
compounds and are given by
∇Ω · ν := ∇ · νΩ and ∇γ · ν := ∇ · νγ − trνΩ · nγ
with ν = (νΩ,νγ) a generic compound of vector variables. The ∇γ · considers also the contribu-
tion from the surrounding porous media into the fracture as flux exchange, and tr indicates the
trace operator from Ω to each side of the fracture, γ+ and γ−, viewed from Ω.
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Following the idea in [52], we require that the coefficients associated to the diffusion coeffi-
cients k and d can be decomposed as
k = κN + kγT and d = δN + dγT, (9)
where the first relation implies that the permeability k can be decomposed in its normal κ (in
[m2]) and tangential kγ (in [m
2]) parts with respect to the fracture geometry. The same applies
for molecular diffusivity, while the effective thermal conductivity (2c) is a scalar value, so it
does not need this decomposition. Note that for some specific cases the value of the normal and
tangential component might be equal, however to keep a more general setting we use different
symbols.
4.2 Reduced Darcy flow model
The reduced model for the Darcy flow describes the evolution of the reduced Darcy velocity qγ
and pressure pγ in the fracture, and reads
µqγ + γkγ(γ)∇pγ = 0
∂tγ +∇γ · q + γfγ = 0
in γ × (0, T ), (10a)
where the reduced source or sink term fγ [s
−1] is computed as fγ(x) := −1γ (x)
∫
γ(x)
f(x, s)ds.
Following lubrication theory, the fracture tangential permeability kγ is expressed as a function of
the aperture, as described in more detail in Subsection 4.5. Due to the introduction of the mixed-
dimensional divergences the form of (10a) is similar to (1a). At the fracture-matrix interface we
consider a discrete version of Darcy’s law in the normal direction, see for example [52], which is
given by
µγ tr qΩ · nγ + κγ(γ)(pγ − tr pΩ) = 0 on γ × (0, T ). (10b)
The latter relation models the fact that the flux exchange between the fracture and the sur-
rounding porous media is related to the pressure jump via κγ . This parameter, defined by (13),
is related to the aperture with a power law of exponent greater than one. Thus, if the aperture
goes to zero the flux exchange vanishes and the fracture and porous media become decoupled.
Finally, we need to supply boundary conditions also to the fracture tips. In particular, we
distinguish between immersed tips and tips touching the domain boundary. In the first case, the
so-called tip conditions are considered while in the latter case we inherit the boundary conditions
from the equi-dimensional problem. In formula
tr qγ · n∂γ = q∂γ on ∂eγ × (0, T )
tr pγ = p∂γ on ∂nγ × (0, T )
tr qγ · n∂γ = 0 on ∂iγ × (0, T )
, (10c)
with q∂γ in [m
2 s−1] and p∂γ in [Pa] are the given flux and pressure at the fracture boundary.
The last condition is the tip condition which imposes no flow, see [7]. System (10) is the reduced
Darcy flow problem.
4.3 Reduced heat model
As we did in Subsection 2.2, we assume also in the fracture local thermal equilibrium. However,
in a fracture we can reach high speed circulation of water which might invalidate this assumption.
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To keep the presentation simple, we leave this case for future investigations. Following the idea
in [40], the heat equation which models the thermal flux τγ and temperature θγ in γ is written
as
τγ − ρwcwqγθγ + γλw∇θγ = 0
ρwcw∂t(γθγ) +∇γ · τ + jγ = 0
in γ × (0, T ). (11a)
Being the fracture open, the effective thermal capacity and conductivity are simplified to λ = λw
as well as c = ρwcw. The source term jγ in [J m
−3 s−1] is computed as jγ(x) := −1γ (x)
∫
γ(x)
j(x, s)ds.
At the interface between the fracture and surrounding porous media the coupling conditions are
γ(tr τΩ · nγ − ρwcw tr qΩ · nγ tr θΩ) + λw(θγ − tr θΩ) = 0 on γ × (0, T ). (11b)
The boundary and initial conditions for the reduced heat equation are inherit from the equi-
dimensional problem and they are given by
tr τγ · n∂γ = τ∂γ on ∂eγ × (0, T )
tr θγ = θ∂γ on ∂nγ × (0, T )
tr τγ · n∂γ = 0 on ∂iγ × (0, T )
θγ(t = 0) = θγ,0 in γ × {0}
, (11c)
where τ∂γ in [J m
−1 s−1] and θ∂γ in [K] are the thermal flux and temperature boundary data,
respectively, and the third condition is the internal tip condition. The data θγ,0 in [K] is the initial
temperature distribution in the fracture. System (11) is the reduced system for temperature.
4.4 Reduced solute and precipitate model
The reduced model that describes the evolution of the solute uγ and its flux χγ can be written
in the following way
χγ − qγuγ + γdγ∇uγ = 0
∂t(γuγ) +∇γ · χ+ γrw(uγ , wγ ; θγ) = 0
in γ × (0, T ). (12a)
Now the reaction term rw has units of measure equal to [mol m
−3 s−1]. To couple the solute in
the fracture with the one in the surrounding porous media, we consider the following interface
condition
γ(trχΩ · nγ − tr qΩ · nγ truΩ) + δγ(uγ − truΩ) = 0 on γ × (0, T ). (12b)
For the precipitate in the fracture wγ , being the original model an ordinary differential equation
valid for each point in Ω the reduced model becomes simply
∂t(γwγ)− γrw(uγ , wγ ; θγ) = 0 in γ × (0, T ). (12c)
The boundary and initial conditions for the reduced solute and precipitate are finally given by
trχγ · n∂γ = χ∂γ on ∂eγ × (0, T )
truγ = u∂γ on ∂nγ × (0, T )
trχγ · n∂γ = 0 on ∂iγ × (0, T )
uγ(t = 0) = uγ,0 in γ × {0}
wγ(t = 0) = wγ,0 in γ × {0}
, (12d)
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where χ∂γ in [mol m
−1 s−1] and u∂γ in [mol m−3] are the given boundary conditions for the flux
and solute, respectively. The third conditions is valid for the internal tips, while uγ,0 in [mol m
−3]
and wγ,0 in [mol m
−3] are the initial conditions in the fracture for the solute and precipitate,
respectively. System (12) describes the evolution of the solute and precipitate in the fracture.
4.5 Permeability and aperture model
We assume that both components of k follow a cubic law which relates them to the aperture,
more precisely
kγ(γ) = kγ,0
2γ
2γ,0
and κγ(γ) = κγ,0
2γ
2γ,0
, (13)
where kγ,0 [m
2] and κγ,0 [m
2] are reference coefficients along and across the fracture, respectively,
and γ,0 > 0 in [m] is the initial aperture. Finally, we consider a similar law of (5) to describe
the evolution of the fracture aperture γ . We have
∂tγ + ηγγ∂twγ = 0 in γ × (0, T )
γ(t = 0) = γ,0 in γ × {0}
, (14)
here ηγ in [m
3 mol−1] represents the rate of deposition of the solute at the fracture walls.
4.6 Complete reduced model
The complete setting for a fractured porous media considers the model presented in Subsection
2.5 for the surrounding porous media Ω. To describe the evolution in γ of the flow, heat,
precipitate and solute as well as the permeability and fracture aperture variations the model
is coupled with (10), (11), (12), (13), and (14). Also in this case the system is fully coupled,
non-linear and possibly non-smooth.
4.7 Multiple fracture intersections
The previously described models extend straightforwardly to the case of multiple fractures that
do not intersect to each other. In this case equations (10), (11), (12), (13), and (14) are written
for each fracture which, separately, are coupled with the porous media. A different case is when
two or more fractures intersect each other and a flow exchange between them can take place.
Moreover, due to specific physical properties in the vicinity of the intersection it is a common
approach to allow for different data at the intersection, see [32, 41, 37, 18, 30] to name a few.
In this work we consider this approach applied to each equation of the model. We denote
an intersection with ι, which can be a line if n = 3 or a point if n = 2. Refer to Figure 4.
If the intersection is mono-dimensional then it can be seen as a channel where fluid flow can
occur, it is thus approximated with a reduced model similar to (10), (11), (12), (13), and (14)
where the aperture now represents the cross sectional area of the intersection. If the intersection
is zero-dimensional, resulting also from multiple-intersections of two-dimensional fractures, the
treatment is the following.
As did before, we indicate with n∂γi the normal pointing outward from γi towards the in-
tersection and such that it is also tangent to the fracture γi. At the intersection we impose the
following conditions for the flow problem
µι tr qγi · n∂γi + κγi(ι)(pι − tr pγi) = 0
∂tι +∇ι · q = 0
on ι× (0, T ).
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Figure 4: Example of two intersecting fractures with some nomenclature considered.
where ∇ι· is the zero dimensional conservation operator, defined as
∇ι · ν = −
∑
i∈Nι
trνγi · n∂γi
with Nι the set of fractures meeting in ι and ν = (νΩ,νγ1 , . . . ,νγN ) the extended compound with
N fractures in the problem. In the previous equation (4.7) pι is the pressure at the intersection
and κγi a fracture specific permeability associated to ι which can depend on ι. Where the latter
is the measure of the intersection in the original equi-dimensional framework.
For the heat equation the coupling conditions are given by
ι(tr τγi · n∂γi − ρwcw tr qγi · n∂γi tr θγi) + λw(θι − tr θγi) = 0
ρwcw∂t(ιθι) +∇ι · τ = 0
on ι× (0, T ),
where in this case θι is the temperature associated to the intersection ι. For the solute equations
the coupling conditions in ι are given by
ι(trχγi · n∂γi − tr qγi · n∂γi truγi) + δι(uι − truγi) = 0
∂t(ιuι) +∇ι · χ+ ιrw(uι, wι; θι) = 0
on ι× (0, T ),
with uι and wι the solute and precipitate in the intersection, while for the precipitate we have
∂t(ιwι)− ιrw(uι, wι; θι) = 0 on ι× (0, T ).
Finally, we can extend also the model for the parameter ι as well as for the permeability
associated to the intersections. We have the following
κγi(ι) = κγi,0
2ι
2ι,0
and
∂tι + ηιι∂twι = 0 in ι× (0, T )
ι(t = 0) = ι,0 in ι× {0}
,
where κγi,0 and ι,0 are initial values of κγi and ι, respectively.
5 Discretization
As discussed in Subsection 4.6, the problem is fully coupled. We adopt here a (first order in
time) splitting scheme such that legacy codes can be used for its numerical solution. Due to
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the relation (8), it is common to solve the reaction step with an explicit scheme and split the
diffusion and advection parts of (3a) and (12a).
The rock domain Ω is approximated by a grid Ωh of non-overlapping elements, whose regular-
ity is related to the chosen spatial numerical scheme, that completely cover Ω itself. We consider
here a conforming [52, 55] approximation of the fracture grids with respect to the surrounding
porous media grid, meaning that fracture cells are geometrically identical to faces (or edges in
2D) of the porous media grid. We indicate a generic fracture grid as γh. The time interval
(0, T ) is divided, for simplicity, in equally spaced time steps ∆t such that N∆t = T , with N the
number of time steps. Finally, we indicate with tn = n∆t and with a super-script n, or n + 1,
the value of variables or data computed at time tn, or tn+1.
5.1 The temporal splitting scheme
In this part we introduce the splitting scheme to solve the global problem introduced in Subsection
(4.6). Variables and data are considered semi-discretized in time but not yet in space.
Scheme 1 (Temporal splitting scheme). We set the initial condition as
φ0Ω = φΩ,0 
0
γ = γ,0 θ
0
Ω = θΩ,0 θ
0
γ = θγ,0 u
0
Ω = uΩ,0
u0γ = uγ,0 w
−1
Ω = w
0
Ω = wΩ,0 w
−1
γ = w
0
γ = wγ,0.
In each time step from tn to tn+1 we perform the following steps:
1. Extrapolate the precipitate concentration to get a better estimate of porosity, see [44, 1],
obtaining
w∗Ω = 2w
n
Ω − wn−1Ω and w∗γ = 2wnγ − wn−1γ .
2. Compute the corresponding porosity and aperture with an implicit discretization of (5) and
(14), respectively to get
φ∗Ω =
φnΩ
1 + ηΩ(w∗Ω − wnΩ)
and ∗γ =
nγ
1 + ηγ(w∗γ − wnγ )
.
Note that, with this approximation, these extrapolated values of porosity and aperture cannot
become negative when the precipitate increases.
3. Update porous media permeability kΩ(φ
∗
Ω) and fracture normal and tangential permeabilities
kγ(
∗
γ) and κγ(
∗
γ) according to (4) and (13), respectively.
4. With (φ∗Ω, 
∗
γ) and the computed permeabilities, solve the Darcy problem, (1) and (10), to
get (qn+1Ω , p
n+1
Ω ) and (q
n+1
γ , p
n+1
γ ), respectively.
5. With the advective fields (qn+1Ω , q
n+1
γ ) computed in the previous point, solve the heat equa-
tions (2) and (11) to obtain temperature distribution θn+1Ω and θ
n+1
γ , respectively.
6. With the advective fields (qn+1Ω , q
n+1
γ ), solve the advection-diffusion parts for the solute (3)
and (12) to get the intermediate u
n+ 12
Ω and u
n+ 12
γ , respectively.
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7. Since in the previous advection-diffusion step we have accounted for porosity changes using
φ∗Ω, the new concentration u
n+ 12
Ω and u
n+ 12
γ accounts for the change in pore volume, thus,
the precipitate needs to be updated accordingly computing
w
n+ 12
Ω = w
n
Ω
φnΩ
φ∗Ω
and w
n+ 12
γ = w
n
γ
nγ
∗γ
.
8. Solve the reaction step starting from (w
n+ 12
Ω , w
n+ 12
γ ) and (u
n+ 12
Ω , u
n+ 12
γ ) to get (w∗∗Ω , w
∗∗
γ ) and
(u∗∗Ω , u
∗∗
γ ).
9. At this point we can update the porosity and aperture with the true concentration of pre-
cipitate at time n+ 1, that is
φn+1Ω =
φnΩ
1 + ηΩ(w∗∗Ω − wnΩ)
and n+1γ =
nγ
1 + ηγ(w∗∗γ − wnγ )
.
10. Finally, we correct the concentrations to account for the difference between the extrapolated
and “true” new porosity and aperture, namely φ∗Ω and φ
n+1
Ω and 
∗
γ and 
n+1
γ , respectively.
To ensure mass conservation, we thus compute
wn+1Ω = w
∗∗
Ω
φ∗Ω
φn+1Ω
un+1Ω = u
∗∗
Ω
φ∗Ω
φn+1Ω
wn+1γ = w
∗∗
γ
∗γ
n+1γ
un+1γ = u
∗∗
γ
∗γ
n+1γ
.
In the following parts we detail the temporal solution of some of the previous points. In
section 5.1.1 we discuss Step 4, in section 5.1.2 the discretized heat model from Step 5, in section
5.1.3 the Step 6, finally in Subsection 5.2 the reaction part in Step 8.
Remark 1. Since the order of convergence in time is bounded by the chosen splitting scheme,
thus of order one, we generally consider low order schemes when high accuracy is not needed.
Remark 2. Steps 5 and 6 can be solve in parallel increasing the performances of the code.
Moreover, the computation of the porosity, aperture, and reaction parts are done cell by cell and
they are thus embarrassingly parallel.
5.1.1 Temporal discretization of Darcy model
The Implicit Euler (IE) scheme is used to discretize the temporal derivative of the porosity, with
φ∗Ω from Step 2 and φ
n
Ω from the previous time step. In (1a), the bulk part of Step 4, i.e. the
Darcy problem in Ω is thus solved as
µqn+1Ω + k(φ
∗
Ω)∇pn+1Ω = 0
φ∗Ω − φnΩ + ∆t∇Ω · qn+1 + ∆tfn+1Ω = 0
in Ω× (tn, tn+1) (15a)
The term involving the porosity is now a given data and can be considered as additional source
term. Boundary conditions (1b) are adapted accordingly.
For the solution in fracture of Step 4 we proceed similarly, the aperture time derivative is
dicretized with IE by considering ∗γ and 
n
γ from the previous time step. From (10a) the scheme
becomes
µqn+1γ + 
∗
γkγ(
∗
γ)∇pn+1γ = 0
∗γ − nγ + ∆t∇γ · qn+1 + ∆t∗γfn+1γ = 0
in γ × (tn, tn+1) (15b)
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Also in this case the boundary conditions (10c) are discretized likewise.
The discretization of the coupling term (10b), between the fracture and the bulk for the flow
model, uses the extrapolated value of the aperture
µ∗γ tr q
n+1
Ω · nγ + κγ(∗γ)(pn+1γ − tr pn+1Ω ) = 0 on γ × (tn, tn+1). (15c)
Because problems in the fractures and surrounding porous media are coupled, problem (15)
is solved to obtain the final value of (qn+1Ω , p
n+1
Ω ) and (q
n+1
γ , p
n+1
γ ).
5.1.2 Temporal discretization of heat model
By considering the temperature at previous time step θnΩ and θ
n
γ , also the heat equation is
discretized in Step 5 with the IE scheme. We obtain the following expression for the heat
problem (2a) in Ω
τn+1Ω − ρwcwqn+1Ω θn+1Ω + λ(φ∗Ω)∇θn+1Ω = 0
c(φ∗Ω)θ
n+1
Ω − c(φnΩ)θnΩ + ∆t∇Ω · τn+1 + ∆tjn+1Ω = 0
in Ω× (tn, tn+1), (16a)
where c(φ∗Ω) and λ(φ
∗
Ω) are the extrapolated values of the effective thermal capacity and conduc-
tivity at time n+ 1 computed using the value of φ∗Ω in (2b) and (2c) as
c(φ∗Ω) = φ
∗
Ωρwcw + (1− φ∗Ω)ρscs and λ(φ∗Ω) = λφ
∗
Ω
w λ
1−φ∗Ω
s .
For the fracture part of Step 5, the time derivative discretized with IE considers the extrap-
olated value of aperture ∗γ . We obtain the discretized version of (11a) given by
τn+1γ − ρwcwqn+1γ θn+1γ + ∗γλw∇θn+1γ = 0
ρwcw(
∗
γθ
n+1
γ − nγθnγ ) + ∆t∇γ · τn+1 + ∆tjn+1γ = 0
in γ × (tn, tn+1). (16b)
The discretization of boundary conditions (11c) follows immediately.
The temporal discretization of the interface condition (11b) between the fracture and sur-
rounding porous media in Step 5 is the following
∗γ(tr τ
n+1
Ω · nγ − ρwcw tr qn+1Ω · nγ tr θn+1Ω ) + λw(θn+1γ − tr θn+1Ω ) = 0 on γ × (tn, tn+1). (16c)
The coupled problem (16) is solved to obtain the final value of the primary variables θn+1Ω
and θn+1γ .
5.1.3 Temporal discretization of advection-diffusion solute model
The temporal discretization of the advection and diffusion parts of the solute in Step 6 is obtained
by setting the corresponding reaction term to zero. We consider the IE scheme for the temporal
discretization of (3a), which, in the porous matrix, reads
χn+1Ω − qn+1Ω un+1 + φ∗Ωd∇un+1Ω = 0
φ∗Ωu
n+1
Ω − φnΩunΩ + ∆t∇Ω · χn+1 = 0
in Ω× (tn, tn+1), (17a)
with boundary conditions of the solute in Ω (3c) easily implemented.
The fracture part of Step 6 consists in solving equation (12a) with null reaction term. Also
in this case we take extrapolated aperture ∗γ in the time discretization. The equations become
χn+1γ − qn+1γ un+1γ + ∗γdγ∇un+1γ = 0
∗γu
n+1
γ − nγunγ + ∆t∇γ · χn+1 = 0
in γ × (tn, tn+1). (17b)
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Figure 5: Qualitative representation of the vector forcing term rw in the phase space (u,w).
Finally, the coupling conditions (12b) between the fracture and surrounding porous media
are discretized as
∗γ(trχ
n+1
Ω · nγ − tr qn+1Ω · nγ trun+1Ω ) + δ(un+1γ − trun+1Ω ) = 0 on γ × (tn, tn+1). (17c)
Coupled problem (17) is solved to obtain the final value of the primary variables un+1Ω and
un+1γ .
5.2 Integration in time of the discontinuous reaction problem
As explained in the previous section we rely on a first order splitting to the solute equation in
the bulk and in the fractures to separate the advection and diffusion part from the reaction term.
This is motivated by the discontinuous nature of the reaction term, which benefits from an ad
hoc numerical treatment. Starting from the intermediate solution (u
n+ 12
Ω , w
n+ 12
Ω ), (u
n+ 12
γ , w
n+ 12
γ )
we integrate, for each degree of freedom in the porous medium and in the fractures, a system of
two ordinary differential equations. Note that, indeed, after discretization in space, u and w will
be approximated as piecewise constant, thus, with an abuse of notation, we write for each cell
the following system of ODEs
dt[u,w]
> ∈ rw(u, v; θ) with rw(u,w; θ) = [−rw(u,w; θ), rw(u,w; θ)]>, (18)
where rw is defined as in (8). Note that (18) is written as a differential inclusion because, strictly
speaking, the forcing term is not defined at w = 0. It is also important to highlight that the
discontinuity depends on the solution itself and not simply on time. The vector forcing term rw
is represented qualitatively in Figure 5 where we can observe that it is discontinuous across the
line w = 0 for u < ue, in other words, when the solute concentration is such that we should have
precipitate dissolution. We can define
rw(u,w; θ) =
{
r+w (u; θ) if w > 0
r−w (u; θ) if w < 0
,
where r+w and r
−
w are defined as
r+w (u; θ) = λ
−(θ)[−(r(u)− 1), (r(u)− 1)]>,
r−w (u; θ) = λ
−(θ)[−max(r(u)− 1, 0),max(r(u)− 1, 0)]>.
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Figure 6: splitting of an integration step across the discontinuity.
Equation (18) is integrated numerically with an explicit scheme (Explicit Euler or two-stages
Runge-Kutta) combined with an event location strategy. For the sake of simplicity we will
describe the procedure in the case of the EE scheme. In particular at each step we need to:
1. detect if and when the solution reaches the discontinuity threshold, i.e. the line w = 0.
Note that this instant, denoted as t, usually does not coincide with tn or tn+1;
2. at t stop and restart the numerical integration with a suitable forcing term: r+w , r
−
w or a
convex combination of the two.
5.2.1 Detection of the event
Following [24] we perform a tentative integration step starting from tn and the initial conditions
(un+
1
2 , wn+
1
2 ) to obtain
u˜ = un+
1
2 −∆trw(un+ 12 , wn+ 12 )
w˜ = wn+
1
2 + ∆trw(u
n+ 12 , wn+
1
2 )
.
We then check whether w˜ < 0: if this is the case it means that in the n-th integration step we
are crossing the discontinuity threshold. We proceed searching for the exact time of the event
by defining w(ξ) = wn+
1
2 + ξ∆trw(u
n+ 12 , wn+
1
2 ) and search for ξ such that w(ξ) = 0 by means
of a suitable iterative method. Once we have detected the time of transition t = tn + ξ∆t we
perform the following steps:
1. integrate the equations from tn to t with the “old” value of the right hand side obtaining
u and w as shown in Figure 6;
2. integrate from tn + ξ∆t to tn+1 with a new value of the right hand side.
5.2.2 Choice of the right hand side
To determine the behavior of the solution at the discontinuity we let n be the normal to the
surface of discontinuity in the phase space, in our case n = [0, 1]T , and observe the sign of r±w ·n.
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Suppose for the sake of simplicity that we start from the “+” region, i.e. wn+
1
2 > 0 and u < ue:
thus r+w ·n < 0 meaning that precipitate is decreasing and we are approaching the discontinuity.
On the opposite side, r−w ·n = 0. With these conditions the solution, after t, should slide on the
discontinuity, i.e. we finish the integration of the time step with forcing term r−w , which is null
until the solute reaches its equilibrium concentration. In other words, stops if the precipitate is
not present.
Note that, if u > ue, r
±
w · n > 0, and there is no discontinuity across w = 0 because in this
case the net reaction rate yields an increase of precipitate.
5.3 Spatial discretization
The discretization in space of the problems in Subsection 4.6 is not the main focus of this work
and relies on a standard approach. Since equations are in mixed-dimensions, the numerical
schemes considered are applied in different dimensions.
The main request for the discretization of the flow problem (15) is to obtain a reliable approx-
imation of Darcy velocity that is locally mass conservative. To solve problem (15) we consider
two different schemes depending on the geometrical properties of the grids, the Raviart-Thomas
of lowest order, see [57, 58, 52, 17], and the mixed virtual element method of lowest degree, see
for example [19, 14, 12, 13, 36, 37]. Both schemes handle in an accurate way strong variations
of the permeability tensor which is a typical situation in the underground. For the numerical
solution of problems (16) and (17) we consider an upstream approximation for the advective part
and a two-point flux approximation for the diffusion component, see [26, 47, 29, 25].
For the coupling between the fracture and the porous media, for simplicity we assume a
conforming strategy meaning that the element of the fracture grids are composed by faces or
edges of the porous media elements neighbouring the fracture. Other choices are possible that
relax some of the geometrical constraints posed by this approach, see for example [31, 38].
6 Numerical examples
In this section we present three numerical examples to show the performances of the previously
introduced mathematical models and splitting scheme. In particular, in the examples reported
in Subsection 6.1 we validate the good properties of the splitting scheme of Scheme 1 presented
in Section 5.1. The next examples, presented in Subsection 6.2 and 6.3, consider the full problem
with single and multiple fractures, respectively. In these examples, we present the relevant
physical effects the proposed model is able to reproduce by increasing the geometrical complexity.
These later examples are developed with the library PorePy, a simulation tool for fractured and
deformable porous media written in Python, see [49]. The scripts associated are freely accessible.
6.1 1D tests
Let us consider first a simple one dimensional test case on a domain Ω = (0, 1) without any
fracture. The goal is to test the reliability of the algorithm presented in Section 5.1. Solute
concentration is set, at the initial time, to u = 2ue in the central part of the domain, while w = 0
everywhere at t = 0. The advection/diffusion ratio is about 10, and CFL = q∆t∆x ' 8 · 10−2. The
reaction rate is such that Da = 0.2, and the coefficient in (13) ηΩ = 1. A pressure drop imposed
at the boundaries results in a Darcy velocity q ' 10−8, however, as a result of porosity changes
this value will be perturbed. In Figure 7 we can observe the evolution of u, w, φ, q and the
corresponding mass balance. We observe that u decreases due to precipitation, and is advected
towards the right boundary. The precipitate grows, initially, but is later “washed away” by water
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Figure 7: Precipitation and dissolution with a given advection field in 1D at different time steps.
Top row: solute e precipitate concentrations. Bottom: porosity distribution, Darcy velocity and
mass balance over time.
Nt  Da (CFL) 0.1 (8.64 · 10−1) 1 (8.64 · 10−2) 10 (8.64 · 10−3) 100 (8.64 · 10−4)
50 1.4 · 10−3 3.2 · 10−3 1.4 · 10−3 4.9759 · 10−4
100 1.1 · 10−3 1.8 · 10−3 7.4362 · 10−4 2.7832 · 10−4
200 7.6036 · 10−4 1.0 · 10−3 3.7707 · 10−4 1.4577 · 10−4
Table 1: L∞ norm of the difference between the solutions obtained with and without the splitting
at the final time. We consider different advection velocities and increase the number of time steps
Nt.
with a solute concentration that is lower than the equilibrium one. The evolution of porosity
reflects that of w. The quantity ∆m is computed as the mass loss/gain that is the difference
between mass of u and w inside the domain, the outflow of u and the initial mass: we observe
that mass is conserved within machine precision.
We use a similar, but simplified setup to evaluate the operator splitting error by comparing the
solution obtained with a monolithic method with the one obtained with the first order splitting
for advection-diffusion and reaction. In this case we neglect the changes in porosity, consider
a constant, given Darcy velocity and take a linear reaction rate r(u) = u. The value of Darcy
velocity changes at fixed reaction rate to obtain different Damkho¨ler numbers. We can observe
in table 1 that i) the splitting error decreases linearly with ∆t for CFL < 1, ii) however, for
CFL close to 1 the splitting error does not decrease with the correct rate, and iii) the largest
errors are obtained for Da = 1, i.e. when advection and reaction occur at the same speed.
Finally, we want to show the impact of Damkho¨ler number on the precipitate distribution in
the presence of a point source to mimic the effect of a fracture in 2D/3D and predict whether
the effect of fracture flow will result in a local or more diffused change in the porous matrix
properties. To this aim we start from clean water (u = 0) and inject a prescribed concentration
u = 2ue at x = 0.5. The velocity field is given, q = q sign(x− 0.5).
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Da = 0.006 Da = 0.066 Da = 0.662 Da = 6.62
Figure 8: Precipitate concentration for different Darcy velocities, corresponding to a point-wise
injection of water with u = 2ue at x = 0.5.
Da = 0.006 Da = 0.066 Da = 0.662 Da = 6.62
Figure 9: Precipitate concentration for different Darcy velocities, corresponding to a point-wise
injection of clean water in a porous matrix with w = 2ue at x = 0.5.
If we consider different characteristic Darcy velocities or, in other words, different Damkho¨hler
numbers, we obtain the results represented in Figure 8: high advection (small Da) correspond to
a flat solute concentration profile and thus a uniform precipitation, whereas if advection is very
slow compared to reaction, precipitation is focused around the injection point.
Conversely, if we inject clean water into the “well” and we start from the initial constant
concentrations u = 0, w = 2ue we obtain the results in Figure 9, where, for large advection
velocities the precipitate is eroded uniformly in the whole domain, whereas for large Da the
effect is concentrated around the injection point.
6.2 Single fracture
We consider a single fracture in the unit square domain Ω = (0, 1)2. The fracture starts from
(0.1, 0) and ends at (0.9, 0.8), see Figure 10 for a schematic representation of the computational
domain. As shown in the figure, we assume that the left and right boundaries are impervious
while on the bottom and top we set in-flow and out-flow conditions, respectively. In this example
the values of data are artificial and meant to highlight some phenomena, we thus omit units of
measure to avoid confusions. We consider two different settings, the common data are defined
in Table 2.
The porous medium is discretized with approximately 10000 triangles and the fracture with
approximately 75 segments. Since the computational grid is made of triangles we can simply
employ the lowest order Raviart-Thomas mixed finite element method for the solution of the
flow problem.
In the solution plots presented in the sequel, for each time step, we represent on the top left
the pressure and Darcy velocity; on the top right the temperature; on the bottom left the solute
multiplied by the porosity or aperture; on the bottom centre the precipitate multiplied by the
porosity or aperture; and on the bottom right the porosity and aperture. Note that the values,
apart from the velocity, are rescaled at each time step to highlight some details of the solution.
Moreover, we choose to represent φu, φw since these quantities, which correspond to the amount
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Figure 10: Domain Ω and fracture γ for the example of Subsection 6.2.
ηΩ = 0.5 φΩ,0 = 0.2 ηγ = 2 0 = 10
−2 k0 = 1
µ = 1 f = 0 q∂Ω = 0 p
out−flow
∂Ω = 0 p
in−flow
∂Ω = 1
kγ,0 = 10
2 κγ,0 = 10
2 κγ,0 = 10
2 µ = 1 fγ = 0
q∂γ = 0 p
out−flow
∂γ = 0 p
in−flow
∂γ = 1 λw = 1 λs = 10
−1
ρwcw = 1 ρscs = 1 j = 0 θ0 = 1 τ∂Ω = 0
θout−flow∂Ω = 0 θ
in−flow
∂Ω = 1.5 jγ = 0 θγ,0 = 1 τ∂γ = 0
θout−flow∂γ = 0 θ
in−flow
∂γ = 1.5 d = 1 u0 = 0 χ∂Ω = 0
uout−flow∂Ω = 0 dγ = 10
−1 δγ = 10−1 uγ,0 = 0 χ∂γ = 0
uout−flow∂γ = 0 λ
−(θ) = 10e−
4
θ r(u) = u2
Table 2: Common data for the examples in Subsection 6.2 and Subsection 6.3.
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of solute/precipitate per unit rock volume, are easier to interpret when porosity (and aperture)
changes significantly.
6.2.1 Solute injection
In this first case we consider the following additional data: the final simulation time is T = 3
discretized with 60 time steps; w0 = 0.3 and u
inflow
∂Ω = 2 for equation (3); wγ,0 = 0.3 and
uinflow∂γ = 2 for (12).
In this example, we inject in the porous media from the bottom boundary the solute as
well as warm water. As we see in Figure 11, the fracture is highly conductive thus the solute is
transported quickly and starts to react first in the fracture. The creation of new precipitate tends
to block the fracture making it less and less permeable. The high temperature front accelerates
this process making the fracture almost completely clogged, see the plot of fracture aperture at
the bottom of Figure 11. Moreover, also the pressure profile exhibits a jump across the fracture
and the Darcy velocity drops substantially, both signs of a low fracture permeability. We also
see that the precipitate accumulates preferably in the fracture. The porosity of the medium
decreases too, first nearby the fracture and after, due to the injection of solute and temperature
front, in the whole porous media.
This example, even with simple data, is able to capture interesting phenomena, like the
clogging of a high permeable fracture.
6.2.2 Fracture opening
In this second case we consider the following additional data: the final simulation time is T = 5
discretized with 100 time steps; by defining the square S = {(x, y) ∈ Ω : 0.4 ≤ (x, y) ≤ 0.6} we
have w0 = 1 in S and w0 = 0 elsewhere and u
in−flow
∂Ω = 0 for equation (3); wγ,0 = 1 in γ ∩ S and
wγ,0 = 0 otherwise and u
in−flow
∂γ = 0 for (12).
In this example, we inject clean water (no solute) in the system which has a block of precipitate
in the middle. The precipitate is also contained in the fracture. Since the fracture has high
permeability the clean water dissolves first the precipitate in the fracture by forming new solute
that is released in the system, as the top of Figure 12 shows. The fracture aperture is thus
increased as well as the porosity. After some time, as reported in the bottom of Figure 12, the
high temperature front reaches the block of precipitate also through the porous media. The
reaction now becomes faster and dissolves most of the precipitate forming more solute which is
transported upward. The pressure profile changes only slightly during the simulation but the
Darcy velocity increases visibly in S due to the enhancement of the permeability.
Also in this case, even if the problem setting is simple, we are able to reproduce important
phenomena, like the opening of a fracture due to injection of clean water.
6.3 Multiple fractures
In this third case we increase the geometrical complexity by considering a problem with 10
intersecting fractures. The geometry of the fractures is taken from the Benchmark 3 of [30] but
with different properties. The domain Ω = (0, 1)2 and the fractures are shown in Figure 13. For
the computational grid, due to the complexity of the fracture network we consider the procedure
discussed in [43]: first a Cartesian grid is constructed and then its cells are cut if a fracture is
crossing. Since we may obtain cells of arbitrary shape, we adopt the lowest order mixed virtual
element method for the discretization of the flow equations. The grid is represented on the right
of Figure 13, the fracture network is discretized with approximately 200 segments while the
porous media grid consists of approximately 1300 cells.
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(a) Solution at time 0.05 and time step n = 1.
(b) Solution at time 2.25 and time step n = 45.
Figure 11: Numerical solutions of the example in section 6.2.1.
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(a) Solution at time 1.15 and time step n = 23.
(b) Solution at time 1.55 and time step n = 31.
Figure 12: Numerical solutions of the example in section 6.2.1.
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Figure 13: On the left, domain Ω and fracture γ for the example of Subsection 6.3. On the right,
the computation grid with the cut elements.
We consider two different settings, in the first the solute is injected from the bottom and
starts to react while transported upward. In the second, the fractures are filled with precipitate
and clean water is injected reacting and opening the fractures. The data are the same as in the
previous case and reported in Table 2, with the only exception of ηγ = 4 to emphasize aperture
changes.
In this example the solution plots follow the same organization as before.
6.3.1 Solute injection
In this first case the additional data are the same as in section 6.2.1. The end time is now set as
T = 2.5 discretized with 50 time steps.
In this example, we inject solute from the bottom of the system along with hot water. Figure
14 reports the solutions obtained for different time steps. As the solute flows in the porous media
and fractures it reacts forming new precipitate. The precipitate occludes the pores and attaches
to the fracture walls, reducing the porosity and fracture aperture. The latter is reduced more
rapidly since the fractures, in the beginning, are more permeable than the surrounding medium.
At the second time step many fractures are already almost occluded with an impact on the Darcy
velocity which drops and can barely detected.
This example shows the interaction between a complex network and the occlusion of the
fractures. This in an interesting phenomena that the model is able to reproduce.
6.3.2 Opening fractures
In this case most of the additional data are the same as in section 6.2.2. However, now the
fractures have aperture  = 10−4 with an initial precipitate wγ,0 = 10. In the porous media the
initial precipitate is set to w0 = 0.
The numerical solution of this example is represented in Figure 15. We see that in the first
time step shown, fractures still have small aperture in most parts, but it starts to increase as
the high temperature front advances. At the same time the precipitate dissolves and new solute
is created and transported upwards. In the second block of figures, most of the fractures have
substantially increased their aperture and the precipitate is now only present at the top of the
domain. Even if not represented, at the end of the simulation all the precipitate has reacted and
all the solute has been transported away from the domain. The aperture reaches a stable value
of approximately 4.5 · 10−3 for all fractures.
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(a) Solution at time 1.25 and time step n = 25.
(b) Solution at time 2.25 and time step n = 45.
Figure 14: Numerical solutions of the example in section 6.3.1.
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(a) Solution at time 1.3 and time step n = 26.
(b) Solution at time 3.25 and time step n = 65.
Figure 15: Numerical solutions of the example in section 6.3.2.
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The possibility to open and thus enhance the flow property of a geothermal system is crucial
in its exploitation. This simple example showed that the model is also able to capture such
scenario.
7 Conclusion
In this work we have presented a mathematical model to describe in a fractured porous media a
reactive single-phase flow with thermal effects. The mathematical model consists of a set of cou-
pled PDEs and ODEs for the evolution of pressure, Darcy velocity, porosity, temperature, solute
and precipitate concentration. Moreover, this model considers fractures as one co-dimensional
manifolds in the framework of the so-called mixed-dimensional setting, so that fracture aperture
is not any more a geometrical constraint but a model parameter and it can thus freely vary dur-
ing the simulation. The resulting system is fully coupled, non-linear and generally non-smooth
due to the modeling of the chemical reactions involved. To numerically solve the full system, we
have introduced a temporal splitting scheme so that each physical process is solved sequentially
but ensuring, as proven only experimentally by means of numerical tests, the mass conservation
of the system. A nested splitting is used to compute the solute concentration separating the
advective-diffusive parts from the reaction. For the latter a system of discontinuous ordinary
differential equations is solved by using an event driven approach. To conclude, as the numeri-
cal examples showed the presented model is able to capture interesting and physically relevant
phenomena also in presence of complex fracture networks.
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