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Abstract
In this thesis, we study two classes of point processes by analysing key properties
and discussing applications in finance and insurance. The first point process studied
was the default indicator process in credit risk modelling. We considered a pure
jump Le´vy process of finite variation for the asset value and an unobservable random
barrier. The default time was defined as the first time the asset value falls below
the barrier. Using the indistinguishable intensity process and the instantaneous
likelihood process, we proved the absolute continuity of the compensator for the
default indicator process, or equivalently, the existence of the intensity process of
the default time. Moreover, we found the explicit representation of the intensity in
terms of the distance between the asset value and its running minimal value, thus
the intensity is an endogenous process, which sheds new light on the relationship
between the intensity model and the structural model.
The second class of point processes is the Dynamic Contagion Process, which
has intensities modelled with a shot-noise component describing the external impact
and mutually-exciting jump components that describe the internal contagion eﬀect.
In the bivariate case, we found the stationarity condition with which we explored the
diﬀusion approximation of the high frequency point process system and applied it
in filtering. In the univariate case, we constructed a pure jump process derived from
a dynamic contagion process and showed the weak convergence to a Cox-Ingersoll-
Ross model (CIR) process. The pathwise approximation provides an alternative
method of simulating the square-root processes and can be further extended to the
approximation of the Heston model in option pricing.
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Notations
• (Ω,F ,P) - the probability triple consisting of a sample space Ω, the σ-algebra
F which is the set of all measurable events, an the probability measure P.
• L2(P) - the set of all square-integrable random variables.
• (Ft)t≥0 - a filtration, that is an increasing family of sub-σ-algebras of F;
Fs ⊂ Ft, 0 ≤ s ≤ t.
• FX = (FXt )t≥0 - the natural filtration generated by the process X.
• Rd - the d-dimensional Euclidean space.
• (DRd [0,∞),D) - path space of processes with ca`dla`g paths equipped the Sko-
rohod topology
• P - the probability measure on (DRd [0,∞),D) that is P = PX−1 induced by
process X.
• Xn ⇒ X - weak convergence of process Xn to X in (DRd [0,∞),D)
• A, D(A) - the generator and its domain of a Feller process
• µHk , µiHk - the mean and the i-th (i ≥ 2) moment of a random variable with
distribution H.
• UDCP - univariate dynamic contagion process
• BDCP - bivariate dynamic contagion process
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Chapter 1
Introduction
1.1 Preamble
A key challenge in many areas is how to model event arrivals in a system using a
point process model that is able to capture a stylized fact. An understanding of key
properties is needed to construct an appropriate point process model. In this dis-
sertation, we will focus on the construction of appropriate point process models and
study their probabilistic properties. The first model (M1) is for the default event
of a firm. It aims to capture the short-term credit risk implied by the market and
to explain the default risk in an economically meaningful way. The second model
(M2) is a bivariate system for two-type event arrivals in a multi-name system with
rich dynamics. We aim to study the stationarity property, investigate the diﬀusion
approximation, and apply to solve filtering problems for the intensity process. The
third model (M3) is a univariate pure jump process built on a univariate point
process system for an approximate simulation algorithm of square-root diﬀusion
processes.
1.2 Overview
(M1): A First Passage Time Model with Pure Jump Le´vy Processes in
Credit Modelling
An essential question in credit risk modelling is how to model the default time
of a firm. The compensator of the default indicator process from the Doob-Meyer
12
decomposition presents rich information on the default time. For example, the
regularity of the compensator conveys the extent of predictability of the default
time. If the compensator is continuous, then the default time is totally inaccessible.
Moreover, if it is absolutely continuous, then its Radon-Nikodym derivative with
respect to the Lebesgue measure, called the intensity process, can be interpreted
as the instantaneous default probability. In practice, it is also the short spread
observed in the market, which quantifies the compensation an investor requires for
bearing the short-term uncertainty of default. Ideally, we are looking for a model
that can explain the reason for a firm’s default as well as the short-term default
risk implied by the market.
There are three main modelling frameworks in the credit risk literature where
the default time is defined diﬀerently. As a result, the probabilistic properties of
default times are diﬀerent. The first framework is the first passage time structural
model (Black and Cox [12]) where the default time is the first time the asset price
of the firm falls below a certain barrier. The model is economically meaningful as
it explains the reasons for a firm’s default. However, the classical model using a
geometric Brownian motion asset price and a constant barrier leads to a predictable
default time. Hence, the intensity process does not exist, which contradicts market
observations. The second framework is the intensity-based model (Lando [51])
where the intensity process is assumed to exist and is modelled by an exogenous
process. This framework does not explain why a firm defaults. A third framework
aims to bridge the gap between the above two main frameworks. It starts with a
first passage time structural model and assumes incomplete information for market
investors. It aims to show the existence of the intensity process. Duﬃe and Lando
[29] and Kusuoka [49] assume a noisy accounting report on the asset price process
and show the existence of the intensity process. Giesecke and Goldberg [36] and
Giesecke [34] propose an unobservable random barrier and an observable geometric
Brownian motion asset price process. They conclude that the intensity process does
not exist as the compensator is not absolutely continuous.
In line with Giesecke [34], we propose an incomplete information first passage
time structural model with an unobservable random barrier and an observable asset
price process modelled by a Le´vy process with finite variation. Le´vy processes with
finite variation, including the inverse Gaussian and the variance gamma models, are
13
widely used in price process modelling (Madan et al. [55] and Madan and Schoutens
[56]) as they are able to capture some of the stylized facts of returns observed in the
market and their probabilistic properties can be characterised explicitly. We show
the existence of an intensity process based on the projection theory and the proper-
ties of Le´vy processes. Moreover, we find the explicit form of the intensity process
that is an endogenous process depending on the parameters and the historical path
of the asset price process. Therefore, the intensity explains the short spread ob-
served in the market and it is dependent on the default mechanism. We therefore
reconcile the structural model and the intensity model in credit risk modelling.
In this framework, the pricing formula can be derived which has an additional
term (jump at default) compared to the classical formula in a Cox model. However
it is diﬃcult to calculate the additional term explicitly.
(M2): Bivariate Dynamic Contagion Processes
We model event arrivals in a two-type events system by a non-explosive bi-
variate counting process with specified intensity processes. In order to reflect the
idiosyncratic risk from some external factors and also internal contagion eﬀects, we
introduce the bivariate dynamic contagion process (BDCP) where the intensities
are piecewise deterministic processes with external-exciting jumps and self-exciting
jumps. The external-exciting jumps follow a compound Poisson process with an
exponential time decay. The self-exciting jumps happen at the jump times of the
counting process with a random jump size and an exponential time decay. There-
fore, the BDCP is a generalized model of a bivariate Hawkes process (Hawkes and
Oakes [39]) and a shot noise Cox process (Cox and Isham [19]).
We study a few key probabilistic properties of the BDCP. We find the station-
arity condition under which there exists a stationary version of the process. Note
that a BDCP is the limit of a sequence of finite branching systems in a cluster pro-
cess representation. We first use Markov process theory to study, as time tends to
infinity, the limiting distribution of a finite branching system in terms of a Laplace
transform. We explore the condition to ensure the existence of the limiting distri-
bution of the BDCP based on the convergence of the branching system. We show
the limiting distribution is actually the stationary distribution and conclude that
the condition found is the stationarity condition of the BDCP system.
We note that the BDCP is suitable to model a high frequency events system
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due to the contagion eﬀect. We study the diﬀusion approximation of the process
which enables the application of more results available in the diﬀusion class. This
is done using the martingale central limit theorem (Either and Kurtz [33]) and
the stationarity result for the standardized intensity process. We obtain a limiting
Gaussian system with the same mean and variance. Notice that the intensity in-
formation is important but usually unobservable in practice, therefore we need to
solve the filtering problem conditioned on the point process observations to get the
best estimate of the intensity. Filtering with point process observations is discussed
mainly in Bre´maud [13] and Ceci and Geraldi [15]. The innovation approach based
on the martingale representation and the projection theory is used and the filter is
proved to be a unique solution of the Kushner-Stratonovich (KS) equation. How-
ever in general the KS equation can only be solved numerically. In this dissertation,
we propose an eﬃcient approximate solution to the filtering problem of the BDCP
model. The solution proposed is a Kalman-Bucy filter of the limiting Gaussian
diﬀusion process with actual point process observation inputs. Essentially, we ap-
proximate not only the distribution but also the dependence structure of the point
process system by the limiting diﬀusion process. We will show that the constructed
filter is an asymptotically optimal filter. Moreover, we apply the diﬀusion approx-
imation and the filtering solution in insurance for the pricing problem of stop-loss
reinsurance contracts and the type estimation problem with numerical examples.
(M3): Pure Jump Processes for Approximate Simulation of CIR Pro-
cesses
Due to the bias introduced by the negative value adjustment in the Euler sim-
ulation method for CIR processes, alternative methods have been discussed in the
literature. The exact simulation scheme based on the explicit form of the transi-
tion probability of the CIR process is proposed, but it involves complications in
sampling and is ineﬃcient and sometimes even yields poor performance. The most
popular method in practice is the Quadratic Exponential scheme (QE) introduced
by Andersen [4]. The QE scheme is an approximate simulation scheme based on
moment matching with a distribution that can be generated easily for the transition
probability distribution. However, there is no convergence in this framework.
We propose an approximate simulation scheme for the CIR process with weak
convergence results. We construct a pure jump process based on the univariate
15
dynamic contagion process (UDCP) and show the weak convergence to the CIR
process when a model parameter tends to infinity using the martingale central
limit theorem. Moreover, as the UDCP can be simulated exactly and eﬃciently, we
obtain an alternative approximate simulation algorithm for the CIR processes. We
conclude that the simulation scheme works well by comparing the Laplace transform
of the simulated jump process with the theoretical value of the CIR process. As
an extension, we can show that if we use the CIR process to model the stochastic
volatility process of the asset, we obtain an approximate simulation scheme for the
Heston model based on the weak convergence.
1.3 Organization of the Thesis
Chapter 2 discusses the first model (M1), a first passage time structural model with
a pure jump Le´vy asset price process and an unobservable debt level in credit risk
modelling. First, an overview of credit modelling and the motivation of our model
construction will be introduced. Then we present our model setup and the main
theorem about the existence of an endogenous intensity process. A few examples
with graphic illustrations and applications in credit risk are discussed. We prove
the main theorem in four steps.
Chapters 3, 4, 5 discuss the second model (M2), the bivariate dynamic contagion
processes (BDCPs).
In Chapter 3, we introduce the BDCP. We provide the definition the BDCP based
on the intensity process and the cluster process representation, respectively. We
also study the basic properties like the Markov property, an existence condition for
the moments and an exact simulation algorithm.
In Chapter 4, we investigate the existence of a stationary distribution of the BDCP.
We use Markov process theory to explore the limiting distributions of finite systems
and the BDCP as its limit when the system index tends to infinity. We verify
the limiting distributions are stationary distributions of the finite system and the
BDCP. We then compute stationary moments of the intensity process of the BDCP.
In Chapter 5, we explore the diﬀusion approximation of the BDCP system and
applications. We introduce the high frequency events framework and derive the
16
diﬀusion approximation of the BDCP system. We apply the result to filtering the
intensities based on the point processes observations. Moreover, the assessment of
the performance of the filter is also provided. A few examples of filtering applica-
tions in insurance are discussed.
Chapter 6 discusses the third model (M3), a pure jump process built upon a uni-
variate dynamic contagion process. We demonstrate a sequence of such pure jump
processes converging to a CIR process weakly in the path space. Moreover, we will
show the weak convergence of an extended model to the Heston model in stochastic
volatility modelling. We provide an approximate simulation algorithm of the CIR
process and assess the performance by comparing the Laplace transform with the
theoretical one.
In Chapter 7, we conclude the dissertation and discuss some open questions for
future research.
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Chapter 2
A Pure Jump Le´vy Structural
Model with a Barrier of
Incomplete Information
In this chapter we discuss a credit risk model with a pure jump Le´vy process for
the asset value and an unobservable random barrier. The default time is the first
time when the asset value falls below the barrier. Using the indistinguishability of
the intensity and the likelihood processes, we prove the existence of the intensity
process of the default time and find its explicit representation in terms of the
distance between the asset value and its running minimum value. The intensity
is therefore endogenous and represents the compensation for the short-term credit
risk. We apply the result to find the instantaneous credit spread process and
illustrate it with a numerical example.
The chapter is organized as follows. In Section 2.1, we first introduce credit
modelling, the motivation for the work, and review some basics of Le´vy processes.
Section 2.2 introduces our model and states the main result (Theorem 2.2.2) with
several examples, and discusses the instantaneous credit spread as an application
with a numerical example. Section 2.3 proves the main result with details discussed
in four subsections. Section 2.4 discusses our conclusions.
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2.1 Introduction
In this section, we will first introduce credit risk modelling in Section 2.1.1, and
our motivation of the project in Section 2.1.3. We then review some basics of Le´vy
processes in Section 2.1.2.
2.1.1 Basics of Credit modelling
In credit risk modelling, how to model the default time of a firm and value the
credit-linked products related to the firm are essential objectives. With a given
model, the goal is to find the default probability of a firm.
Following Protter [59], we first introduce the classification of stopping times T
defined on a probability space (Ω,F , P ) with a filtration F.
The classification of stopping times
• Predictable stopping times:
A stopping time T is predictable if there exists a sequence of stopping times
(Tn)n≥1 such that Tn is increasing, Tn < T on {T > 0}, for all n, and
limn→∞ Tn = T a.s. Such a sequence (Tn)n≥1 is said to announce T .
• Accessible stopping times:
A stopping time T is accessible if there exists a sequence (Tn)n≥1 of predictable
stopping times such that
P
( ∞⋃
n=1
{ω : Tn(ω) = T (ω) <∞}
)
= P (T <∞).
Such a sequence (Tn)n≥1 is said to envelop T .
• Totally inaccessible stopping times:
A stopping time is totally inaccessible if for every predictable predictable
stopping time S,
P ({ω : T (ω) = S(ω) <∞}) = 0.
We now recall an important theorem in stochastic analysis.
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Theorem 2.1.1 (Doob-Meyer Decomposition (Protter [59])). Let Z be a ca`dla`g
supermartingale with Z0 = 0 of class D. Then there exists a unique, increasing,
predictable process A with A0 = 0 such that Mt = Zt +At is a uniformly integrable
martingale.
Given the probability space (Ω,F ,P) equipped with a filtration G = (Gt)t≥0,
the default indicator process Nt = 1{τ≤t} is an adapted non-decreasing process and
by the Doob-Meyer decomposition above, there exists a unique G-predictable non-
decreasing process A with A0 = 0, such that Nt − At is a G-martingale, and we
call A the G-compensator of τ which counteracts the increasing trend of N . The
probabilistic properties of the default time τ can be characterized by A. For exam-
ple, if τ is predictable, then the compensator A is equal to N itself. The continuity
of the compensator A implies that τ is totally inaccessible. If A is absolutely con-
tinuous and the intensity λ is specified as the Radon-Nikodym derivative of the
compensator A with respect to the Lebesgue measure, then we have At =
∫ t
0 λsds
and
P(τ ∈ [t, t+ dt)|Gt) = λtdt. (2.1)
That is the intensity is the instantaneous default likelihood process, or instanta-
neous credit spread (short spread) if it exists and it provides the first order ap-
proximation of the conditional default probability over a small interval. We will
illustrate this point in detail later. Note that with the explicit form of A, one can
compute the default probability and the expected losses.
In this chapter, we focus on a model which explains the following market ob-
servation (see Duﬃe and Lando [29]).
(*) Market observation of short-term credit spread: The instantaneous
credit spread is positive and finite before the default event. Writing this mathe-
matically,
lim
∆→0
1
∆
P(τ ∈ [t, t+∆)|Gt)
exists. This property is guaranteed by the existence of the intensity process by (2.1).
In credit risk modelling literature, there are two main modelling frameworks:
the structural model and the intensity models.
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The structural model is built on the asset-liability structure of firms. Default
happens when the firm value process falls below its debt level. The structural
model was initiated by Merton [57], where the default status is discussed of a fixed
time T , and this has been extended by Black and Cox [12] to the first passage time
problem where the default time is defined as the first time the value process falls
below the debt level. As we are focusing on the default time modelling, we will
discuss only the first passage type. In order to obtain the law of the default time
in this framework, we investigate the first passage time problem or equivalent by
the law of the running minimal/maximal of the process. Though this modelling
framework is economically meaningful, classical structural models cannot explain
the instantaneous credit spread in the market. For example, if one models the
asset value process as a diﬀusion process and the debt level as a constant, then
the default time is predictable and the compensator A is the same as the indicator
process N , which implies the intensity process does not exist.
Instead of modelling the asset-liability of a firm, the intensity model is based on
the assumption that the default happens as a surprise to the market, under which
the default time is a totally inaccessible stopping time. Moreover, the compensator
A is absolutely continuous and the intensity process λ is modelled explicitly. The
intensity can be modelled as a constant, or a deterministic function, or a stochastic
process. In this framework, if the default time can be modelled as the first jump
time of a Cox process where the intensity depends on some external state processes,
Lando [51] showed that the defaultable claims can be priced with the standard
approach at the discount rate r replaced by r + λ in the discount factor. Though
the short-term credit spread is non-zero which explains the market observation,
this framework is silent about the reason for a firm’s default.
Therefore, the two main frameworks in credit modelling have their own pros
and cons. How to reconcile them such that there is a model being able to explain
the default mechanism and yields an appropriate intensity process becomes an
interesting and important question. It is also the objective of the research in this
chapter.
Incomplete Information Modelling In the literature, there is an incomplete
information modelling approach that combines the structural and intensity models
that tries to incorporate the best features of both.
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In a first passage time structural model, we denote the filtration representing
the market information flow by G. We say the market information is complete if
both the asset value process and the debt barrier are observable and included in G.
In reality, we do not always have complete information. We name a sub-filtration
F of G the base filtration, which includes essential information of the model, then
we need to expand the filtration F to explore the compensator or intensity under
the market filtration G.
Theory of filtration expansion and its application in structural modelling with
incomplete information has been studied intensively. Discussion about compen-
sators of random times in diﬀerent filtrations can be found in Jeulin and Yor [43],
Guo and Zeng [38], and Janson et al. [42].
In credit risk modelling, assume X is the log firm value process, and D is the
barrier, and the default time τ is defined as the first time X falls below the barrier
D. Discussion in the literature about credit modelling with incomplete information
can be divided into three cases:
(i) Incomplete information about the firm value process X
Duﬃe and Lando [29] assume a discretely observable firm value X with noises
and a constant barrier D. In this case, the conditional density of the asset
value process and the intensity process were found. Kusuoka [49] extended
this to continuously observable noisy firm values. C¸etin et al. [16] assumes the
information reduction of X and a constant D, intensity process was derived
based on an Aze´ma martingale and the pricing is done by using the excursion
theory of Brownian motion.
Essentially, the conditional density of the random time τ under the base filtra-
tion F should be found. Then the problem becomes easier as this conditional
density is closely linked with the intensity process. The general framework
and problems about the conditional density are discussed in N. El Karoui et
al. [44].
(ii) Incomplete information about random barrier D
In this framework, the firm value process X is assumed to be observable and
the base filtration F is the natural filtration generated by X. In order to de-
scribe the fact that market investors cannot observe the true level of liabilities
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of a firm, the barrier D should be chosen randomly and unobservable.
This random and unobservable barrier has been introduced in Giesecke [34]
with a log firm value X being a Brownian motion and debt barrier D being
a random variable. It concluded that if X is a diﬀusion process, the G-
compensator A of τ is continuous but not absolutely continuous. Therefore
τ is a totally inaccessible stopping time under the market filtration G, but it
does not admit an intensity process. The same conclusion holds for general
diﬀusion processes. Under the same setup, Goldberg and Giesecke [36] further
discuss the specification and calibration of the model (I2 model) where X is
a Brownian motion process. Moreover, besides the Brownian motion, they
provided an example of a calculation when taking X as a Poisson process with
a negative sign. However, they concluded that even though the intensity
exists with an explicit form due to the monotone path property, the asset
value process assumed is not reasonable. As far as we know, it is the only
asset value model with a discontinuous path with this information setup in
the literature.
(iii) Incomplete information about both X and ∆
It is an extension of the previous two cases.
As the inaccessible liability of a company is an appropriate assumption in prac-
tice, it makes the discussion in case (ii) important. With the diﬀusion assumption
for X in case (ii), Giesecke [34] showed the intensity process of the default time
does not exist, and thus it is insuﬃcient to explain the positive instantaneous short-
term credit spread phenomenon. An alternative is to include jumps in the asset
value process in case (ii). Pure jump processes are widely used in financial mod-
elling as they can capture the stylized fact of the asset returns, such as infinite
activities, jumps, skewness, and kurtosis. For example, Madan et al. [55] use a
variance gamma process for the stock price in option pricing. Moreover, inspired
by Madan and Schoutens [56] where a drifted subordinator is used for the log firm
value process in a first passage time model with complete information, we extend
the setup to incomplete information and discuss a broader class of pure jumps
processes covering drifted subordinators and variance gamma processes.
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2.1.2 Basics of Le´vy processes
In our model the asset value process is modelled as a pure jump Le´vy process, hence
in this section we recall briefly the definition and properties of Le´vy processes from
Kyprianou [50].
Definition 2.1.2 (Le´vy Process). A process X = {Xt}t≥0 defined on a probability
space (Ω,F ,P) is said to be a Le´vy process if it possesses the following properties:
1. The paths of X are P-almost surely right continuous with left limits.
2. P(X0 = 0) = 1.
3. For 0 ≤ s ≤ t, Xt −Xs is equal in distribution to Xt−s.
4. For 0 ≤ s ≤ t, Xt −Xs is independent of {Xu : u ≤ s}.
We will show some examples of Le´vy processes in Example 2.2.4, 2.2.5 and 2.2.6.
Le´vy processes have an intimate relationship with infinitely divisible distribution
defined in the following.
Definition 2.1.3 (Infinitely Divisible Distribution). We say that a real-valued ran-
dom variable Θ has an infinitely divisible distribution if for each n = 1, 2, . . . there
exist a sequence of i.i.d. random variables Θ1,n, . . . ,Θn,n such that
Θ
d
= Θ1,n + · · ·+Θn,n
where
d
= is equality in distribution. Alternatively, the law of µ of a real-valued
random variable is infinitely divisible if for each n = 1, 2, . . . there exists another
law µn of a real-valued random variable such that µ = (µn)∗n where (µn)∗n is the
n-fold convolution of µn.
The infinitely divisible distribution can be characterized by the characteristic
exponent Ψ and an expression known as the Le´vy-Khintchine formula.
Theorem 2.1.4 (Le´vy-Khintchine Formula). The probability law µ of a real-valued
random variable is infinitely divisible with characteristic exponent Ψ,∫
R
eiθxµ(dx) = e−Ψ(θ) for θ ∈ R,
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if and only if there exists a triple (a,σ,π) where a ∈ R, σ ≥ 0 and π is a measure
concentrated on R\{0} satisfying ∫R(1 ∧ x2)π(dx) <∞, such that
Ψ(θ) = iaθ +
1
2
σ2θ2 +
∫
R
(
1− eiθx + iθx1{|x|<1}
)
π(dx)
for every θ ∈ R.
The measure π is called the Le´vy measure of X.
The following theorem gives the Le´vy-Khintchine formula for Le´vy processes and
it indicates that one can construct a Le´vy process such that X1 has the specified
infinitely divisible distribution.
Theorem 2.1.5 (Le´vy-Khintchine Formula for Le´vy Processes). Suppose that a ∈
R, σ ≥ 0 and π is a measure concentrated on R\{0} such that ∫R(1∧x2)π(dx) <∞.
From this triple define for each θ ∈ R,
Ψ(θ) = iaθ +
1
2
σ2θ2 +
∫
R
(
1− eiθx + iθx1{|x|<1}
)
π(dx). (2.2)
Then there exists a probability space (Ω,F ,P) on which a Le´vy process X is defined
having the characteristic exponent Ψ, i.e.
E[eiθXt ] = e−tΨ(θ).
The following theorem known as the Le´vy–Itoˆ decomposition characterizes the
path structure of Le´vy processes by the Le´vy-Khintchine formula.
Theorem 2.1.6 (Le´vy–Itoˆ Decomposition). Given any a ∈ R, σ ≥ 0 and measure
π concentrated on R\{0} satisfying∫
R
(1 ∧ x2)π(dx) <∞,
there exists a probability space on which three independent Le´vy processes X(1), X(2),
and X(3) exist such that X = X(1)+X(2)+X(3) is a Le´vy process with characteristic
exponent Ψ in (2.2) where
• X(1): a linear Brownian motion with drift given by X(1)t = −at+ σBt.
• X(2): a compound Poisson given by X(2)t =
∑Nt
i=1 ξi where N is a Poisson
process with rate π(R\(−1, 1)) and {ξi}i≥1 are i.i.d. random variables with
distribution π(dx)π(R\(−1,1)) concentrated on {x ∈ R : |x| ≥ 1}.
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• X(3) is a square integrable martingale with a.s. countable number of jumps
on each finite interval which are of magnitude less than unity and with char-
acteristic exponent given by
∫
|x|<1(1− eiθx + iθx)π(dx).
Now we focus on path properties and first recall the concept of finite variation
of a process.
Definition 2.1.7 (Finite Variation (Protter [59])). An adapted, ca`dla`g process X is
a finite variation process (FV) if almost surely the paths of X are of finite variation
on each compact interval of [0,∞). Note that the variation of a path ω of X over
the interval [a, b] is defined by:
V[a,b](ω) = sup
π∈P
∑
ti∈π
|Xti+1(ω)−Xti(ω)|,
where P are all finite partitions of [a, b].
Now we present the path property of variation in the following proposition.
Proposition 2.1.8 (Le´vy Processes with Finite Variation). A Le´vy process with
Le´vy-Khintchine exponent corresponding to the triple (a,σ,π) has paths of finite
variation if and only if
σ = 0 and
∫
R
(1 ∧ |x|)π(dx) <∞.
Remark 2.1.9. If the Le´vy process X is of finite variation, then the characteristic
exponent can be written as
Ψ(θ) = −idθ +
∫
R
(1− eiθx)π(dx),
where d = −(a+ ∫|x|<1 xπ(dx)), and in this case, X has the representation as
Xt = dt+
∫
[0,t]
∫
R
xN(ds× dx), t ≥ 0.
We introduce the concept of the subordinator as a fundamental element in the
finite variation process family.
Definition 2.1.10 (Subordinator). A Le´vy process is a subordinator if and only if
π(−∞, 0) = 0, ∫(0,∞)(1 ∧ x)π(dx) <∞, σ = 0 and d = −(a+ ∫(0,1) xπ(dx)) ≥ 0.
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By definition, it is clear that a subordinator has non-decreasing paths.
Definition 2.1.11 (Spectrally One-sided Process). A Le´vy process X is a spectrally
positive Le´vy process if it is not a subordinator and π(−∞, 0) = 0. A Le´vy process
X is a spectrally negative Le´vy process if −X is a spectrally positive process.
Note that spectrally one-sided Le´vy processes may be of finite or infinite varia-
tion.
Furthermore, note that Le´vy processes have the strong Markov property.
Proposition 2.1.12 (Strong Markov Property). Suppose X is a Le´vy process and
τ is a stopping time. Define on {τ <∞} the process X˜ = (X˜t)t≥0 where
X˜t = Xτ+t −Xτ , t ≥ 0.
Then on the event {τ <∞}, the process X˜ is independent of Fτ and has the same
law as X and hence in particular a Le´vy process.
2.1.3 Motivation
The objective of the chapter is to start from a first passage time structural model
with observable asset value processes modelled as a Le´vy process with finite varia-
tion and an unobservable debt barrier, and show that this model can be embedded
into an equivalent intensity model. The key contribution is that we show the
existence of the intensity process and find its explicit form in this incomplete infor-
mation framework, which sheds new light on the relationship between the intensity
process of the default time and the running minimal process of the asset value. We
apply the result to find the instantaneous credit spread process, which remains pos-
itive and finite, conforming to market observations, and depends on the historical
path of the asset value.
With the help of the filtration expansion theory, for example, Jeulin & Yor’s
theorem, the essential mathematical quantity needed is the conditional survival (or
default) probability under the base filtration F: Zt = P(τ > t|Ft). All results in
the literature on the existence of the intensity process are based on the absolute
continuity of the conditional default probability. Our challenge is that in the case of
pure jump processes, the conditional default probability becomes discontinuous at
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the time when the asset value process reaches a new minimal and the conditional
default density does not exist. This is reasonable as the expectation is that the
conditional default probability jumps when there is a large movement of the asset
value process. The main mathematical diﬃculty, unlike the continuous case in
which the compensator of the conditional default probability is itself, is to find the
compensator due to the unpredictability of the stopping time.
2.2 The Model and the Main Result
In this section, we introduce the model and present the main results.
The First Passage Time Structural Model Let (Ω,G,P) be a probability
space and V = (Vt)t≥0 the firm asset value process given by Vt = V0eXt at time t,
where X = (Xt)t≥0 is a Le´vy process with finite variation and X0 = 0. Examples
of X include drifted subordinators, variance gamma and normal inverse Gaussian
processes. Note that as a Le´vy process with finite variation, X can be decomposed
as ([50, Exercise 2.8])
Xt = ct− St + S ′t, (2.3)
where c ∈ R and S, S ′ are independent pure jump subordinators with Le´vy mea-
sures π, π′, respectively, see [50, Lemma 2.14] for the definition and the properties
of a subordinator. Denote by F = {Ft}t≥0 the natural filtration generated by X,
F = FX . We assume the following assumption is satisfied in the paper:
Assumption 2.2.1. Le´vy measure π is continuous and satisfies
∫∞
0 xπ(dx) <∞.
The firm defaults at the first time when the asset value falls below a default
threshold, i.e., the default time τ is defined by
τ := inf{t > 0 : Vt ≤ D˜} = inf{t > 0 : Xt ≤ D := ln(D˜/V0)},
where D˜ is an unobservable default barrier of the firm. Using the same assumption
as Giesecke [34] about D˜:
D˜ is a uniform random variable on the interval [0, V0] and is independent of V .
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Then the barrier D for X is a standard negative exponential variable, i.e., −D is
a standard exponential variable with the distribution function P(D ≤ x) = ex for
x < 0, and it is independent of X.
Information Setup We assume that the asset value process X is observable, but
the default barrier D is unobservable in the market. Since the default time τ is
observable, we therefore define a progressive filtration expansion G = (Gt) by ([59,
Chapter VI, Section 3])
Gt = {B ∈ G : ∃Bt ∈ Ft, B ∩ {τ > t} = Bt ∩ {τ > t}}. (2.4)
The default time τ is now a G-stopping time and we call G the investor filtration.
All filtrations involved are assumed to satisfy the usual condition, i.e. the filtration
is right continuous and complete.
Following the same notation in the introduction, denote by N the default indi-
cator process, defined by
Nt := 1{τ≤t},
and A as the G-compensator of N by the Doob-Meyer decomposition. If A is abso-
lutely continuous a.s. with respect to the Lebesgue measure and A can be written
as At =
∫ t
0 λsds a.s., where λ is nonnegative and G-progressively measurable, then
λ is the intensity process of N under G.
Main Result Denote by π(x+ du) := π((x+ u, x+ u+ du]). If π admits a Le´vy
density ν, then π(x + du) = ν(x + u)du. We can now state the main result of the
chapter.
Theorem 2.2.2. Let X be a Le´vy process of finite variation and the Le´vy measure
of S in the representation in (2.3) be π with Assumption 2.2.1 satisfied. Then the
G-compensator of the default indicator process N is absolutely continuous a.s. and
the intensity process λ of N is indistinguishable from the instantaneous likelihood
process λ˜t := limh↓0 1hP(t < τ ≤ t + h|Gt) on {τ > t}. Moreover, using the same
notation as in (2.3), the intensity process λ has the following representation for all
t ≥ 0,
λt = 1{τ>t}
(−c1{Xt−Xt=0}1{c<0} +Π(Xt −X t)) , (2.5)
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where X t := inf0≤s≤tXs is the running minimum process of X and
Π(x) :=
∫ ∞
0
(1− e−u)π(x+ du), ∀x ≥ 0. (2.6)
Remark 2.2.3. Note that Π(·) on R+ is bounded above by Π(0) that is fully deter-
mined by the Le´vy measure of X.
Theorem 2.2.2 shows that the intensity process λ is an endogenous process that
depends on the path of the asset value process X. Moreover, at each time t, λt is a
decreasing function of Xt−X t, a financially desirable property as it means that the
default intensity increases when the asset value process X approaches its historical
minimal level.
We next give several examples to illustrate Theorem 2.2.2.
Example 2.2.4. (Drifted Compound Poisson Process) Let X be given by
Xt = ct−
Mt∑
i=1
Yi +
M ′t∑
i=1
Y ′i ,
where c ∈ R, Yi and Y ′i are exponential variables with parameters β and β′, respec-
tively, M and M ′ are Poisson processes with intensities ρ and ρ′, respectively, and
{Yi}i≥1, {Y ′i }i≥1, M , M ′ are mutually independent of each other. The Le´vy density
of Xt on R− is given by ν−(x) = ρβe−βx. The intensity process λ of the default
indicator process N is then given by Theorem 2.2.2 as
λt = 1{τ>t}
(
−c1{Xt−Xt=0}1{c<0} +
ρ
1 + β
e−β(Xt−Xt)
)
.
Example 2.2.5. (Drifted Gamma Process [56]) Let X be given by
Xt = ct−Gt,
where c > 0, Gt is a gamma process Γ(t, µ, ν) with the mean rate µ, the variance
rate ν, and the Le´vy density ν(x) = µ
2
ν e
−µν xx−1. The intensity process of N is given
by
λt = 1{τ>t}
(∫ ∞
0
(1− e−u)µ
2
ν
e−
µ
ν (u+Xt−Xt)(u+Xt −X t)−1du
)
.
Note that c > 0 in this case, hence the first term in (2.5) disappears.
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Example 2.2.6. (Variance Gamma Process [55]) Let X be a variance gamma
process V G(c, ν,σ, θ) that is generated by a drifted Brownian motion θt + σWt,
time-changed by a gamma process Γ(t; 1, ν), and an additional drift term ct, then
Xt = ct+ Γ(t;µ+, ν+)− Γ(t;µ−, ν−), (2.7)
where µ± = 12
√
θ2 + 2σ
2
ν ± θ2 , and ν± = µ2±ν. The intensity process of N is given by
λt = 1{τ>t}
(
−c1{Xt−Xt=0}1{c<0} +
∫ ∞
0
(1− e−u)(µ−)
2
ν−
e
−µ−ν− (u+Xt−Xt)(u+Xt −X t)−1du
)
.
(2.8)
Applications in Credit Modelling We next provide an application of Theorem
2.2.2 in credit risk modelling. The credit spread S(t, h) of a defaultable name over
the time interval [t, t+ h] is defined by
S(t, h) := −1
h
ln (1− P(t < τ ≤ t+ h|Gt)) ,
where P (t < τ ≤ t+ h|Gt) is the conditional default probability given τ > t. Using
the Taylor expansion, we can find the instantaneous credit spread s(t) as
s(t) := lim
h↓0
S(t, h) = lim
h↓0
1
h
P (t < τ ≤ t+ h|Gt) = λ˜t.
Theorem 2.2.2 says that s(t) is positive, finite almost surely, and is given by
s(t) = −c1{Xt−Xt=0}1{c<0} +Π(Xt −X t).
It conforms to the market observation that the instantaneous credit spread remains
positive and finite even though the bond is near its maturity and that the bond price
often drops around the time of default due to uncertainties about the closeness of the
current asset value to the default threshold. For more details of the instantaneous
credit spread and the credit spread term structure, see [29, 34].
Numerical Illustration We next give a numerical example to illustrate the re-
sults. We take the variance gamma process V G(c, ν,σ, θ) in Example 2.2.6. The
data used are (c, ν,σ, θ) = (−0.02, 0.1, 0.15, 0.01). Figure 2.1 displays for t ∈ [0, 5]
a sample path of the asset return process X, the running minimum process X, and
the resulting intensity process λ. Figure 2.1 also shows the distance Xt−X t and its
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contribution Π(Xt−X t) to the intensity. We can observe the reciprocal relation of
the intensity λt and the distance Xt−X t, which is consistent with the observation
in the credit market. The upper bound Π(0) is reached when Xt−X t = 0, i.e. the
process X reaches a new minimal level, and the intensity λt at that time is above
Π(0) by the amount |c| as the drift parameter c < 0. Figure 2.2, using the same
sample path of Figure 2.1, shows the term structure of the credit spread h .→ S(t, h)
at time t = 0.5, starting from S(t, 0) = λt.
2.3 Proof of the Main Theorem
The main result Theorem 2.2.2 is proved in four steps, detailed in Subsection
2.3.1 to 2.3.4. Subsection 2.3.1 shows the relation between the likelihood processes
(conditional probability process) under diﬀerent filtrations (Lemma 2.3.2), Subsec-
tion 2.3.2 and 2.3.3 establish the existence of the instantaneous likelihood process
for a spectrally negative Le´vy process with finite variation (Proposition 2.3.8) and
for a general Le´vy process with finite variation (Proposition 2.3.11) respectively,
and Subsection 2.3.4 confirms the indistinguishability of the instantaneous likeli-
hood process and the intensity process using Aven’s condition.
2.3.1 Compensators and Likelihood Processes under Dif-
ferent Filtrations
By the Doob-Meyer decomposition, there exists a unique, increasing, G-predictable
process A, the G-compensator of N , such that the diﬀerence of A and N is a
uniformly integrable G-martingale. Moreover, the probabilistic properties of default
and stopping time are closely linked to the analytic properties of the compensator.
Therefore our objective is to find A.
The conditional survival probability at each time t is given by
Zt := P(τ > t|Ft) = P(X t > D|Ft) = eXt ,
and let Zt− = lims↑t Zs and Z0− = 1.
The following theorem shows the representation of the compensator A under
the expanded filtration G.
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Figure 2.1: The asset return process X as in Example 2.2.6, the distance
process X − X and the intensity process λ. The data used are (c, ν,σ, θ) =
(−0.02, 0.1, 0.15, 0.01).
Theorem 2.3.1 (Jeulin and Yor [43]). Define a nondecreasing F-predictable process
A by
At =
∫ t
0
dKs
Zs−
,
where Kt is the unique, increasing, F-predictable compensator of the F-submartingale
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Figure 2.2: The term structure of credit spread S(t, h): the asset return process X
as in Example 2.2.6 with the data (c, ν,σ, θ) = (−0.02, 0.1, 0.15, 0.01), X −X at
t = 0.5 is 0.0585.
1− Zt = P(τ ≤ t|Ft).
Then, the process N − Aτ is a G-martingale, where Aτ = (At∧τ )t≥0.
Theorem 2.3.1 shows that one can transform the problem of finding the G-
compensator of N into the problem of finding the F-compensator of Z. As the base
filtration F is the natural filtration generated by the asset value process X, all we
need to investigate is the path property of X.
If Z is a continuous process, then for any t ≥ 0 we have Kt = −Zt and At =
− ln(Zt) is found explicitly. This is the case discussed in diﬀerent setups in previous
literature. If Z is discontinuous, then finding K is nontrivial, see [38]. In the
following, we aim to find the representation of K.
We first show in the lemma below the pre-limit likelihood processes kh related
to K under F and λh related to A under G.
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Lemma 2.3.2. For any Le´vy process X, h > 0, define
kht :=
1
h
E [Kt+h −Kt|Ft] and λht :=
1
h
E [Nt+h −Nt|Gt] .
Then,
kht = e
Xt
1
h
E
[
1− e−(y−Xh)+
] ∣∣∣
y=Xt−Xt
and λht = 1{τ>t}e
−Xtkht . (2.9)
Proof. Since
X t+h −X t = inf
u∈[t,t+h]
Xu ∧X t −X t
= inf
u∈[0,h]
(Xt+u −Xt) ∧ (X t −Xt)− (X t −Xt)
= −
(
(X t −Xt)− inf
u∈[0,h]
(Xt+u −Xt)
)+
,
we have
E
[
eXt+h − eXt|Ft
]
= eXtE
[
eXt+h−Xt − 1|Ft
]
= eXtE
[
e−((Xt−Xt)−infu∈[0,h](Xt+u−Xt))
+
− 1|Ft
]
= eXtE
[
e−(y−Xh)
+ − 1
] ∣∣∣
y=Xt−Xt
,
where the last equality comes from the independent and stationary increment prop-
erty of the Le´vy process X and the adaptedness of X and X to F. Since K is the
F-compensator of 1 − Z, the Doob-Meyer decomposition says that
E [Kt+h −Kt|Ft] = −E [Zt+h − Zt|Ft] = −E
[
eXt+h − eXt |Ft
]
.
Combining the above gives kht in (2.9).
Next, by the optional projection theorem (Theorem 14, Chap.VI, [59] and [34]),
we know that if a random variable ξ is nonnegative and integrable, then for each
t ≥ 0, the right continuous version of E[ξ|Gt] is given by
E[ξ|Gt] = 1{τ>t} 1ZtE
[
ξ1{τ>t}|Ft
]
+ ξ1{τ≤t} a.s. (2.10)
Therefore, using the tower property of the expectation and the fact that K is
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the F-compensator of 1 − Z, we have
λht =
1
h
E [Nt+h −Nt|Gt]
= 1{τ>t}
1
h
1
Zt
E
[
1{t<τ≤t+h}|Ft
]
= 1{τ>t}
1
h
1
Zt
E [Zt − Zt+h|Ft]
= 1{τ>t}
1
Zt
1
h
E [Kt+h −Kt|Ft] .
= 1{τ>t}e−Xtkht .
This gives λht in (2.9).
Remark 2.3.3. Note that ξ1{τ≤t} in (2.10) is Gt measurable. Indeed, since ξ and
τ are random variables on (Ω,G,P), then ξ1{τ≤t} is G-measurable. To show it is Gt
measurable, it is equivalent to show ∀b ∈ R, B(b) := {ω : ξ(ω)1{τ≤t}(ω) ≤ b} ∈ Gt.
Note that
B(b) ∩ {t < τ} = {ξ1{τ≤t} ≤ b} ∩ {t < τ}
= ({ξ ≤ b, τ ≤ t} ∪ {0 ≤ b, t < τ}) ∩ {t < τ}
= {0 ≤ b, t < τ}
= {b < 0}∅+ {b ≥ 0}{t < τ}
= {b < 0} (∅ ∩ {t < τ}) + {b ≥ 0} (Ω ∩ {t < τ}) .
Since ∅,Ω ∈ Ft for all t ≥ 0, we can take Bt(b) := 1{b<0}∅+1{b≥0}Ω ∈ Ft, such that
B(b) ∩ {τ > t} = Bt(b) ∩ {τ > t}.
Therefore, we have B(b) ∈ Gt.
The next result follows immediately from Lemma 2.3.2.
Corollary 2.3.4. Define
k˜t := lim
h↓0
kht
and assume it exists for all t a.s., then the instantaneous likelihood process on
{τ > t} is given by
λ˜t := lim
h↓0
λht = lim
h↓0
1
h
P(t < τ ≤ t+ h|Gt) = e−Xt k˜t.
We find the limit processes k˜t and λ˜t in the following subsections.
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2.3.2 Spectrally Negative Le´vy Process with Finite Varia-
tion
By (2.9) the existence of the limit processes of kh and λh depends on the path
property of asset value process X and its running minimum process X. In this
subsection, let X be a spectrally negative Le´vy process with finite variation, we
find the limit process using properties of one-sided jump processes. Though the
technique in this part can not be extended directly to the more general Le´vy pro-
cesses of finite variation that contain double-sided jumps in (2.3), the result for
these specific processes will play an important role in the next subsection.
The spectrally negative process X has a representation [50, page 56]
Xt = ct− St, (2.11)
where c > 0 and S is a pure jump subordinator with Le´vy measure π. (2.11) is a
special case of (2.3) with π′ = 0 and c > 0. The Le´vy measure of X is πX(dx) =
π(d(−x)) = π((−x,−x + dx]) on R− and if π admits a density ν then π(−dx) =
ν(−x)dx. The following concept is needed in analysing the path properties of X.
Definition 2.3.5 ([50]). Let X be a Le´vy process. A point x ∈ R is said to be
irregular for an open or closed set B if Px
(
τB = 0
)
= 0, where the stopping time
τB = inf{t > 0 : Xt ∈ B}.
We know ([27, Chapter 9, Proposition 15]) that for X defined in (2.11), 0 is
irregular for (−∞, 0). Hence, starting at 0, it takes X strictly positive time to
reach (−∞, 0). If we define T1 := inf{t > 0 : Xt < 0}, then P(T1 > 0) = 1. T1 is
the first jump time of X but may not be the first jump time of X. We observe that
X is a pure-jump process as X can only move when S jumps and X cannot jump
to a pre-specified level on (−∞, 0) as X cannot, see [50, Exercise 5.9]. Hence, the
jump size of X has no atoms and is strictly negative. The number of jumps of X
on the interval [0, t], i.e., nt := #{s ∈ (0, t] : Xs = Xs}, is a discrete set and is
a.s. finite. Moreover, we denote the arrival times of nt by (Ti)i≥1, the inter-arrival
times by (δi)i≥1, and the jump sizes by (ξi)i≥1. Then we have the following lemma.
Lemma 2.3.6. For X defined in (2.11), X can be written as a renewal-reward
process
X t = −
nt∑
i=1
ξi,
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where (δi, ξi) are i.i.d. random variables.
Proof. The analysis above shows that X is a non-explosive marked point process
and can be written as X t = −
∑nt
i=1 ξi, where −ξi = ∆XTi = XTi − XTi−1 =
XTi −XTi−1 . (Ti)i are also jump times of Le´vy process X and are stopping-times.
We have that (δi, ξi)i are i.i.d. random variables due to the strong Markov property
of X stated in Proposition 2.1.12.
Instead of investigating the exact law of X, we only need to analyse the small-
time behaviour of the process, which can be done with the help of the next result,
called the Ballot Theorem [11, Proposition 2.7] for drifted subordinators.
Lemma 2.3.7 (Bertoin [11]). Let X be defined in (2.11) and T1 := inf{t > 0 :
Xt < 0}. Then, for every t > 0, z ≥ 0, and u < −z,
P (T1 ∈ dt,XT1− ∈ dz,∆XT1 ∈ du) =
z
ct
P(Xt ∈ dz)π(−du)dt,
where ∆Xt = Xt −Xt− and π is the Le´vy measure of S.
Hence the joint distribution of (T1, XT1) is given by
P(T1 ∈ dt,XT1 ∈ dw) =
(∫
z∈(0,∞)
zπ(z + d(−w))P(Xt ∈ dz)
)
1
ct
dt (2.12)
for w ≤ 0. The following is another version of the Ballot theorem:
P(T1 > t,Xt ∈ dx) = x
ct
P(Xt ∈ dx)
for every t > 0 and x ∈ [0,∞). Since Xt = ct− St ≤ ct, we have
P(T1 > t) =
1
ct
∫ ∞
0
xP(Xt ∈ dx) = 1
ct
∫ ct
0
xP(Xt ∈ dx) = 1
c
E
[
1{0≤Xt≤ct}
Xt
t
]
.
Note as limt↓0 Stt = 0 a.s., we have for almost all ω, there exists t0(ω), such that for
all t ∈ [0, t0(ω)], St(ω) ≤ ct, hence 0 ≤ Xt(ω) = ct− St(ω) ≤ ct and
lim
t↓0
1{0≤Xt≤ct} = 1 a.s. (2.13)
The dominated convergence theorem leads to
lim
t↓0
P(T1 > t) =
1
c
E
[
lim
t↓0
1{0≤Xt≤ct}
Xt
t
]
=
1
c
· c = 1. (2.14)
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Proposition 2.3.8. Let X be defined in (2.11) and let Assumption 2.2.1 be satis-
fied. Then the following limit exists for all t a.s.
k˜t := lim
h↓0
kht = e
XtΠ(Xt −X t)
where kht is defined in (2.9) for h > 0 and Π is defined in (2.6). The instantaneous
likelihood process λ˜t defined in Corollary 2.3.4 is given by
λ˜t := lim
h↓0
λht = Π(Xt −X t).
Proof. Recall that X t = −
∑nt
i=1 ξi is a renewal-reward process, where the jump
size ξi and inter-arrival times δi are positive random variables for all i, and (δi, ξi)
are i.i.d. random variables.
By (2.14), denote by F the distribution function of δi. Then
lim
t↓0
F (t) = lim
t↓0
P (T1 ≤ t) = 0 = F (0).
Hence, F is right continuous at zero, i.e. F (0) = F (0+) = 0.
Define by, for t > 0 and y ≤ 0,
Λ0t (y) :=
1
t
E
[
1− e−(y−Xt)+
]
Λ1t (y) :=
1
t
E
[
1{nt=1}(1− e−(ξ1+y)+)
]
Λ2t (y) :=
1
t
E
[ ∞∑
k=2
1{nt=k}
(
1− e−(
∑k
i=1 ξi+y)
+)]
.
We have
Λ0t (y) =
1
t
E
[
1− e−(y+
∑nt
i=1 ξi)
+]
= Λ1t (y) + Λ
2
t (y).
We next show that for y ≤ 0,
lim
t→0
Λ1t (y) = Π(−y), and limt→0Λ
2
t (y) = 0. (2.15)
Then, (2.15) gives the required conclusion.
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Since δ1 and δ2 are independent, also noting (2.12), we have
E
[
1{nt=1}(1− e−(ξ1+y)+)
]
(2.16)
= E
[
1{T1≤t}1{T2−T1>t−T1}(1− e−(ξ1+y)
+
)
]
=
∫ t
0
∫ ∞
−y
F¯T1(t− s)(1− e−x−y)P(T1 ∈ ds,XT1 ∈ d(−x))
=
∫ t
s=0
∫ ∞
x=−y
F¯T1(t− s)(1− e−x−y)
(∫ ∞
z=0
zπ(z + dx)P(Xs ∈ dz)
)
1
cs
ds
=
1
c
∫ t
s=0
F¯T1(t− s)
∫ ∞
z=0
(∫ ∞
u=0
(1− e−u)π(z − y + du)
)
z
P(Xs ∈ dz)
s
ds
=
1
c
∫ t
s=0
F¯T1(t− s)
(∫ cs
z=0
Π(z − y)zP(Xs ∈ dz)
s
)
ds.
The last equality is due to Xs = cs− Ss ≤ cs.
Since S is a pure jump subordinator, we have ([50, Lemma 4.11]) lim t→0 Stt =
0 a.s., which implies
lim
t→0
Xt
t
= c. (2.17)
Using (2.17) and (2.13), the dominated convergence theorem, continuity of Π( ·),
and X0+ = 0, we obtain
lim
s↓0
∫ cs
z=0
zΠ(z − y)P(Xs ∈ dz)
s
= lim
s↓0
E
[
1{0≤Xs≤cs}
Xs
s
Π(Xs − y)
]
= E
[
lim
s↓0
1{0≤Xs≤cs}
Xs
s
Π(Xs − y)
]
= cΠ(−y).
Taking the limit in (2.16) gives
lim
t↓0
Λ1t (y) =
1
c
lim
s↓0
∫ cs
z=0
zΠ(z − y)P(Xs ∈ dz)
s
= Π(−y).
Here we have used the fact that if g(·) is a nonnegative function and F¯ (0+) = 1,
then
1
t
∫ t
0
F¯ (t)g(s)ds ≤ 1
t
∫ t
0
F¯ (t− s)g(s)ds ≤ 1
t
∫ t
0
g(s)ds
and
lim
t→0
1
t
∫ t
0
F¯ (t− s)g(s)ds = lim
t→0
1
t
∫ t
0
g(s)ds = g(0+).
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We have proved the first limit in (2.15). We next prove the second limit in
(2.15). Since
Λ0t (0) =
1
t
E
[
1− eXt] ≤ 1
t
E
[
1− e−St] = 1
t
(
1− e−Π(0)t) ≤ Π(0)
and
0 ≤ Λ1t (0) ≤ Λ0t (0) ≤ Π(0),
the first limit in (2.15) implies
lim
t→0
Λ0t (0) = limt→0
Λ1t (0) = Π(0),
therefore
lim
t→0
Λ2t (0) = 0.
On the other hand, we know
0 ≤ Λ2t (y) ≤ Λ2t (0) for all y ≤ 0,
which proves the second limit in (2.15). Hence, Λ0t (y) = Π(−y) and λ˜t = Λ0t (Xt −
X t) = Π(Xt −X t).
Remark 2.3.9. Note that on R+, Π(·) is continuous as π(dx) is and it is decreasing
with the upper bound Π(0) = − lnE[e−S1 ] being the Laplace exponent of S from
the Le´vy-Khintchine formula. 0 < Π(x) ≤ Π(0) < ∫∞0 uπ(du) <∞ for all x ≥ 0 by
Assumption 2.2.1, and therefore Π is bounded on R+.
2.3.3 Le´vy Process with Finite Variation
In this subsection we investigate the limit processes k˜ and λ˜ with X being a Le´vy
process with finite variation which is a more general class of processes than the last
subsection. X then has a representation (2.3)
Xt = ct− St + S ′t, t ≥ 0
where c ∈ R, S has the Le´vy measure π, and we assume Assumption 2.2.1 hold.
Note that the path properties and techniques used in Subsection 2.3.2 no longer
hold. In (2.3), denote the drift and negative jump components as
Zt(c) := ct− St.
Then we first claim the following result for Zt(c).
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Lemma 2.3.10. For any c ∈ R and y ≤ 0 the following limit exists:
lim
h→0
1
h
E
[
1− e−(y−Zh(c))+
]
= −c1{y=0}1{c<0} +Π(−y), (2.18)
where Π is defined in (2.6).
Proof. For c > 0 the limit (2.18) has been proved in the previous subsection. We
now consider the case of c ≤ 0. Note that Zh(c) is decreasing in h and Zh(c) =
Zh(c). We split the proof into two cases.
(i) y = 0: We have
lim
h→0
1
h
E
[
1− e−(y−Zh(c))+
]
= lim
h→0
1
h
E
[
1− ech−Sh] = −c+Π(0).
(ii) y < 0: Take the function f(x) := 1−e−(y+x)+ which is bounded, continuous,
and vanishes in a neighbourhood of zero: take ϵ < −y, then for any x ∈ (0, ϵ), we
have f(x) = 0. Hence
lim
h→0
1
h
E
[
1− e−(y−Zh(c))+
]
= lim
h→0
1
h
E [f(−Zh(c))] =
∫
R
f(x)π(dx).
The second equality is due to [60, Corollary 8.9] and π being the Le´vy measure of
−Zh(c). Therefore,∫
R
f(x)π(dx) =
∫ ∞
−y
(1− e−(y+x))π(dx) =
∫ ∞
0
(1− e−u)π(−y + du) = Π(−y),
which proves (2.18).
We present the main result in this subsection in the following proposition.
Proposition 2.3.11. Let Xt be defined in (2.3) and let Assumption 2.2.1 be sat-
isfied. Then the following limit exists for all t a.s.
k˜t := lim
h↓0
kht = e
Xt
(−c1{Xt−Xt=0}1{c<0} +Π(Xt −X t)) , (2.19)
where kht is defined in (2.9) for h > 0 and Π is defined in (2.6). The instantaneous
likelihood process λ˜t defined in Corollary 2.3.4 is given by
λ˜t = −c1{Xt−Xt=0}1{c<0} +Π(Xt −X t). (2.20)
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Proof. The expression of λ˜t in (2.20) is an immediate result of Corollary 2.3.4 and
(2.19). To prove (2.19) we only need to show that for all y ≤ 0,
lim
h→0
1
h
E
[
1− e−(y−Xh)+
]
= −c1{y=0}1{c<0} +Π(−y). (2.21)
Since f(x) = 1 − e−(y−x)+ is a decreasing function of x on R− and Xh = ch −
Sh + S ′h ≥ ch− Sh = Zh(c) for all ω and h > 0, we have
Xh ≥ Zh(c)
and
1
h
E
[
1− e−(y−Xh)+
]
≤ 1
h
E
[
1− e−(y−Zh(c))+
]
.
Using Lemma 2.3.10 we obtain
lim sup
h→0
1
h
E
[
1− e−(y−Xh)+
]
≤ −c1{y=0}1{c<0} +Π(−y). (2.22)
Take any ϵ > 0, on the set {S ′h ≤ ϵh} we have:
Xh = ch− Sh + S ′h ≤ ch− Sh + ϵh = Zh(c+ ϵ),
which yields
Xh ≤ Zh(c+ ϵ) on {S ′h ≤ ϵh}.
Moreover, as Xh ≤ 0 for all h ≥ 0, we have almost surely,
Xh = 1{S′h≤ϵh}Xh + 1{S′h>ϵh}Xh ≤ 1{S′h≤ϵh}Xh ≤ 1{S′h≤ϵh}Zh(c+ ϵ).
Therefore we have
1
h
E
[
1− e−(y−Xh)+
]
≥ 1
h
E
[
1− e−(y−1{S′h≤ϵh}Zh(c+ϵ))+
]
=
1
h
E
[
1{S′h≤ϵh}
(
1− e−(y−Zh(c+ϵ))+
)]
= P
(
S ′h
h
≤ ϵ
)
1
h
E
[
1− e−(y−Zh(c+ϵ)+
]
.
The last equality is due to the independence of S and S ′. Since limh→0
S′h
h = 0 a.s.,
which implies limh→0 P
(
S′h
h ≤ ϵ
)
= 1, we have
lim inf
h→0
1
h
E
[
1− e−(y−Xh)+
]
≥ −(c+ ϵ)1{y=0}1{c+ϵ<0} +Π(−y).
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Let ϵ ↓ 0 in the above inequality, we obtain
lim inf
h→0
1
h
E
[
1− e−(y−Xh)+
]
≥ −c1{y=0}1{c<0} +Π(−y),
and together with (2.22) we proved (2.21).
Remark 2.3.12. Note that if X is a Le´vy process with a Le´vy measure πX and
f is a bounded continuous function that vanishes in a neighbourhood of zero, then
([60, Corollary 8.9])
lim
h↓0
1
h
E[f(Xh)] =
∫
R
f(x)πX(dx). (2.23)
In our case, we aim to compute
lim
h↓0
1
h
E
[
1− e−(y−Xh)+
]
.
However, we cannot apply (2.23) directly as X is not a Le´vy process if X is not a
monotone process. Proposition 2.3.11 can be viewed as an extension for function
f(x) = 1− e−(y−x)+ and Le´vy process X with finite variation.
2.3.4 Indistinguishability of Likelihood Process and Inten-
sity Process
We have proved the existence of the instantaneous likelihood process λ˜ when X is
a Le´vy process with finite variation. Heuristically the intensity process λ of the
G-compensator should be equal to λ˜ on the set {τ > t}. However, they are not
necessarily the same.
Example 2.3.13 (Guo and Zeng [37]). Define a stopping time τ := inf{t > 0 :
Wt > y} where W is a Brownian motion and y > 0 is a constant. Suppose F is the
natural filtration of W . We have τ is a F-stopping time and
1
h
P(t < τ < t + h|Ft) = 1{τ>t}
h
∫ h
0
|Wt − y|√
2πt3
e−
(Wt−y)2
2t dt
h↓0−→ 0.
That is, λ˜t ≡ 0 for all t ≥ 0. As τ is predictable under F, the compensator of
Nt = 1{τ≤t} is Nt, which indicates the intensity λ does not exist.
Aven’s condition in the next lemma provides a suﬃcient condition that ensures
λ˜ and λ are indistinguishable.
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Lemma 2.3.14 (Aven’s condition [6]). If limh→0 λht = λ˜t exists and λ
h
t is uniformly
bounded for t > 0 and h > 0 a.s., then on {τ > t}, Nt−
∫ t
0 λ˜sds is a G-martingale,
i.e.,
∫ t
0 λ˜sds is the G-compensator of N .
With the help of the results of previous subsections, we can now present the
proof of the main theorem.
Proof of Theorem 2.2.2. Recall (2.9) that on {τ > t}
λht = e
−Xtkht =
1
h
E
[
1− e−(y−Xh)+
] ∣∣∣
y=Xt−Xt
and y ≤ 0, X t ≤ 0 and c ≥ c ∧ 0, which implies (y −Xh)+ ≤ −Xh and Xh ≥
(c ∧ 0)h− Sh, we have
λht ≤
1
h
E
[
1− eXh]
≤ 1
h
E
[
1− e(c∧0)h−Sh]
=
1
h
(
1− e(c∧0)h−Π(0)h)
≤ −(c ∧ 0) +Π(0).
Hence the sequence (λht )h>0 is uniformly bounded in t and h a.s., Lemma 2.3.14
gives the required conclusion that λ and λ˜ are indistinguishable on {τ > t}, which
leads to the expression of λ from Proposition 2.3.11. The proof of Theorem 2.2.2
is now complete. !
Similarly, kht = e
Xtλht ≤ λht is also bounded and with a similar argument as
Aven’s condition due to the Meyer’s Laplacian approximation theorem, we can con-
clude that the F-compensator of P(τ ≤ t|Ft) isKt =
∫ t
0 k˜sds where k˜t = limh→0 k
h
t .
2.4 Conclusion
In this chapter we discussed the intensity problem of the first passage time of
a finite variation Le´vy process with a random barrier. We proved the existence
of the intensity process and found its explicit representation. We computed the
instantaneous credit spread process explicitly and gave a numerical example for a
variance gamma process to illustrate the relationship between the credit spread and
the distance of the asset value to its running minimum value. We thus reconciled
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the structural model with incomplete information and the path-dependent intensity
model in this setup.
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Chapter 3
Introduction to Bivariate
Dynamic Contagion Processes
In this chapter we introduce the basics of point processes and in particular the
Bivariate Dynamic Contagion process (BDCP) that will be investigated in Chapter
4 and Chapter 5.
We first briefly review point process modelling in the literature in Section 3.1,
then we introduce basics of point processes and Markov processes in Section 3.2
and BDCPs in Section 3.3. In Section 3.4 we explore a suﬃcient condition of
existence of moments for BDCPs. With an exact simulation algorithm developed
in Section 3.5, we finally illustrate the dynamics of the BDCP in Section 3.6.
3.1 Introduction to Point Process Modelling
Multivariate point processes are used to model event arrivals of various types in a
system. There are many potential applications; stochastic models are needed for
events such as company bankruptcies, insurance claim arrivals, disease incidence,
machine failures and so on. How to model a point process that is able to describe
a rich dynamic and dependence structure becomes an essential issue.
In order to reflect both the external impact and the internal contagion eﬀect, in
this chapter we introduce the Bivariate Dynamic Contagion Process (BDCP). The
BDCP family is a broad family of bivariate point processes with intensity processes
specified as non-diﬀusion Piecewise Deterministic Markov Processes (PDPs) (stud-
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ied by Davis [26]) and the processes incorporate a feedback (contagion) mechanism
within the system. The BDCP covers two distinct important classes of point pro-
cesses. The first class consists of shot-noise processes that usually describe point
process systems under the impact from external events modelled as compound
Poisson processes in intensity processes. They are studied by Cox and Isham [19],
Møller [58], Dassios and Jang [21], and Klu¨ppelberg and Mikosch [46], among oth-
ers. The class has a wide range of applications. For instance, it has been adopted
in modelling insurance claim arrivals and ruin probabilities by Altmann et al.[3],
Albrecher and Asmussen [2], and Macci and Torrisi [54]. The second class consists
of Hawkes processes, which have mutually-exciting intensities. In this class, jumps
in the point process bring the internal feedback into the underlying intensity pro-
cess and the impact factor is modelled by upward jumps with constant sizes. This
class is capable of modelling clustering and contagion eﬀects. Hawkes processes are
introduced by Hawkes and Oakes [39], and they are studied by Daley and Vere-
Jones [20], and Liniger [52] and Embrechts et al. [31]. Recently, with the desirable
self-exciting property, Hawkes processes are extensively applied in modelling insur-
ance claims, defaults in a credit portfolio, and arrivals of trading orders in a limit
order book. One can find more details by the following: Hautsch [10], Aı¨t-Sahalia
et al. [1], Bacry et al. [8], Errais et al. [32], and Cont and Larrard [17].
Moreover Dassios and Zhao [23] introduce Univariate Dynamic Contagion Pro-
cesses (UDCP) to include impact from both external and internal factors. Appli-
cations in credit risk and insurance modelling can be found in Dassios and Zhao
[63] and [24]. However, in practice, a univariate model is not suﬃcient to model
a heterogeneous population, and we need to introduce a bivariate system. The
dependency between marginals can be characterized in a few ways. Dassios and
Jang [41] studied a bivariate system by correlating external factors of two UDCPs.
In order to include the cross-exciting contagion eﬀect, the BDCP is naturally intro-
duced here. Note that the cross-exciting dependency introduces a loop structure
that makes the system diﬃcult to be decoupled. Hence, it is fundamentally diﬀer-
ent from the univariate model and more diﬃcult to analyse. Moreover, a BDCP
is also diﬀerent from a bivariate Hawkes process since it is not obvious how the
additional external factors modelled by a shot noise component and random jump
sizes in the intensity would aﬀect the probabilistic properties of the system.
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In principle, applications of Hawkes or shot-noise processes can be extended
using BDCP to incorporate a richer structure. Moreover, the general multivariate
dynamic contagion process can be easily extended from the bivariate case.
We first introduce the basics of point processes in the following section before
introducing the BDCP.
3.2 Introduction of Basics
3.2.1 Basics of Point Processes
Point Processes Following [13], we define point processes on the real half line
R+ on a probability space (Ω,F ,P).
Definition 3.2.1 (Point Processes [13]). A univariate point process is a sequence
of random variables {Tn}n≥1 in R+ such that T0 = 0, Tn < Tn+1 if Tn < ∞. The
associated counting process N = (Nt)t≥0 is defined by
Nt =
∑
n≥1
1{Tn≤t}.
The point process is non-explosive if P−a.s., T∞ = limn→∞ Tn =∞, or equivalently
Nt <∞ for all t ≥ 0.
Let {Tn}n≥1 be a point process and {Zn}n≥1 be a sequence of {1, 2, . . . , k}-valued
random variables also defined on (Ω,F ,P), and define for all i, 1 ≤ i ≤ k and l
t ≥ 0:
N it =
∑
n≥1
1{Tn≤t}1{Zn=i},
then the k-vector process N = (Nt)t≥0 given by Nt =
(
N1t , . . . , N
k
t
)
is called a
k-variate point process.
We define the predictable intensity by Watanabe’s characterization as in [13].
Definition 3.2.2 (Stochastic Intensity [13]). Let N = (Nt)t≥0 be a point process
adapted to a filtration F = (Ft)t≥0 with jump times {Tn}n≥1 , and let λ = (λt)t≥0
be a non-negative predictable process under F such that
∫ t
0 λsds <∞ P-a.s. for all
t ≥ 0 and
Nt∧Tn −
∫ t∧Tn
0
λsds is an F-martingale, (3.1)
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then we say that N admits an F-stochastic intensity λ.
Moreover, such intensity λ is unique.
In the definition above, the condition (3.1) can be replaced by
E
[∫ ∞
0
CsdNs
]
= E
[∫ ∞
0
Csλsds
]
(3.2)
for all non-negative F-predictable process C = (Ct)t≥0.
Remark 3.2.3. Equivalently, by the Doob-Meyer decomposition, there exists a
unique non-decreasing predictable process A starting at 0, such that N − A is an
F-local martingale, then A is called the compensator of N . If A is absolutely con-
tinuous, i.e., there exists a non-negative, F-predictable and integrable process λ, s.t.
for every t ≥ 0, At =
∫ t
0 λsds a.s., then λ is called the intensity process of N .
If the intensity process exists, then it can be interpreted as the instantaneous
jump rate of N :
λt = lim
h↓0
1
h
P(Nt+h −Nt = 1|Ft),
or equivalently P(Nt+h −Nt = 1|Ft) = λth+ o(h) for h small.
As a special case, if the intensity λ is taken to be F0-measurable in Definition
3.2.2, then the point process N is called a Cox process or doubly stochastic Poisson
process. Therefore, we have the following special cases in this family:
(1) λt = λ(t) is a deterministic function: N is a homogeneous Poisson process if
λ is a constant and inhomogeneous Poisson process if λ(·) : R+ → R+ is a
non-negative deterministic function.
(2) λt = Λ where Λ is an F0-measurable random variable: N is a mixed Poisson
process.
(3) λt = f(t, Yt) for some appropriately measurable nonnegative function f and
for some measurable process Y = (Yt)t≥0 with FY∞ ⊂ F0: N is called a
doubly stochastic Poisson process driven by Y . Conditional on FY∞, N is an
inhomogeneous Poisson process.
Example 3.2.4 (Shot noise Cox Processes). The shot-noise Cox process is a count-
ing process N = (Nt)t≥0 with intensity λ = (λt)t≥0 specified as an inhomogeneous
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compound Poisson process:
λt = λ0 +
∑
Si<t
γ(t− Si)Yi
where γ(·) is a non-negative function defined on R+ with γ(0) = 1, {Si}i≥1 and
{Yi}i≥1 are the sequence of jump times and sizes of a Poisson process M .
In applications, shot noise processes are used to describe events that occur in
a system under the influence of an external factor characterized by a compound
Poisson process with impact decay with respect to time.
Now we introduce another family of point processes with stochastic intensity
important in applications. We start with cluster processes and then introduce
Hawkes processes that can be interpreted in terms of cluster processes and age-
dependent branching processes.
Cluster Processes [61] The cluster mechanism is a natural way to describe the
locations of individuals from consecutive generations of a branching process.
A cluster process N are defined in terms of two components:
• cluster centre process Nc(·),
• cluster component process N(·|t) when the centre is at t.
Each point of Nc(·) is assumed to initiate a cluster, generally called a cluster,
independently for each point, i.e., the clusters are independently and identically
distributed point processes. The cluster process then consists of the superposition
of all the clusters. For every bounded measurable set A on R+,
N(A) =
∫
R+
N(A|y)Nc(dy) =
∑
yi∈Nc(·)
N(A|yi) <∞ a.s.
We call N a Poisson cluster process if the cluster centres are points of a Poisson
process. For example, the Neyman-Scott process is a cluster process where the
cluster centre is a Poisson process and members in a cluster are independently and
identically distributed about the cluster centre with a certain distribution.
Hawkes Processes [39] The one-dimensional Hawkes process N = (Nt)t∈R is a
point process defined on the real line R with intensity λ = (λt)t∈R specified as
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λt = λ0 +
∫ t
−∞
γ(t− u)dNu, (3.3)
where λ > 0, γ(x) ≥ 0 for x ≥ 0. Note that the function γ is usually taken to be a
decreasing function vanishing at infinity which characterize the impact of historical
jumps of N at jump times and the decay of their influence. It is also called a
self-exciting point process.
Moreover, according to [61] and [39], the Hawkes process in (3.3) has a cluster
process representation and can be seen as an age-dependent birth process. The clus-
ter centres Nc is a Poisson process of rate λ0 formed by arrivals of immigrants. For
each event of Nc, we have a cluster formed by all the descendants of all generations
of immigrants. The clusters are mutually independent by construction. In each
cluster, any individual of age x at time t from all generations has the probability
of a birth in (t, t+ dt) of γ(x)dt.
It is concluded in [39] that under the condition
0 <
∫ ∞
0
γ(x)dx < 1, (3.4)
there exists a unique stationary cluster process with the intensity (3.3).
Note that if one takes the function γ(x) = αe−δx with α > 0 and δ > 0, then
λ is a Markov process and the process N is also called a Markovian self-exciting
process. The suﬃcient stationarity condition in (3.4) becomes α < δ in this case.
The cluster process representation of a multivariate Hawkes processes can be
extended and we refer to [52] for details.
Remark 3.2.5. In this thesis, we only discuss point processes N = (Nt)t≥0 that
are defined on the nonnegative real line R+ with a Markov intensity process.
3.2.2 Markov Processes
Martingale Problem We follow Ethier and Kurtz [33] to recall some definitions
and properties of Markov processes.
First recall that the inifinitesimal generator of a semigroup {T (t)} on a Banach
space L is the linear operator A defined by
Af = lim
t→0
1
t
{T (t)f − f}
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in the norm topology, i.e.∥∥∥∥Af − T (t)f − ft
∥∥∥∥→∞ as t ↓ 0.
The domain D(A) of A is the subspace of all f ∈ L for which this limit exists.
Suppose there is a process X = (Xt)t≥0 on a probability space (Ω,F ,P). Define
a process M = (Mt)t≥0 by
M ft := f(Xt)−
∫ t
0
Af(Xs)ds. (3.5)
Proposition 3.2.6. If X is a Markov process with generator A, then M ft in (3.5)
is a (P,FXt )-martingale where FXt = σ{Xs : s ≤ t}.
Definition 3.2.7 (Solution of the Martingale Problem). A probability measure
P ∈ P(DE[0,∞)) is a solution of the martingale problem for (A, µ) if the coordinate
process defined on (DE[0,∞),D, P ) by X(t,ω) = ω(t) with ω ∈ DE[0,∞) and t ≥ 0
is a solution, such that M f defined in (3.5) is a FXt -martingale for all f ∈ D(A)
and PX−10 = µ.
Note that the martingale problem will be used to characterize Markov processes
and compute the moments. In the following, we introduce an important class of
non-diﬀusive Markov processes.
Piecewise Deterministic Markov Processes (PDP) [26] As indicated by
the name, PDPs are a general family of Markovian non-diﬀusive models and they
can be analysed by methods analogous to those of the diﬀusion theory. A PDP
X = (Xt)t≥0 takes values on E an open subset of Rd with boundary ∂E and Borel σ-
field E . The PDP is determined by a flow function characterising the deterministic
move between jumps, a jump rate describing the arrival of random jumps and a
transition measure describing the transition of the state after jumps. The UDCP
intensity defined in the following is an example of PDP.
Univariate Dynamic Contagion Processes (UDCP) [23] A univariate dy-
namic contagion process is a point process N = (Nt)t≥0 with intensity λ = (λt)t≥0
specified as a PDP:
λt = λ0e
−δt +
∑
Si<t
Yie
−δ(t−Si) +
∑
Ti<t
Zie
−δ(t−Ti), (3.6)
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where {Si}j≥1 are jump times of a Poisson process M and {Ti}i≥1 are jump times
of N , {Yi}i≥1 and {Zi}i≥1 are non-negative i.i.d. random variables and independent
of jump times. Therefore, a UDCP can be seen as a generalized Hawkes process
by randomizing jump sizes and including a shot noise component in the intensity.
We recover a shot noise process by setting Zi ≡ 0 and a Hawkes process by setting
Yi ≡ 0 and Zi constant for all i ≥ 1.
In the following chapters, we introduce the bivariate dynamic contagion pro-
cesses by keeping the structure of the UDCP and adding an additional cross-exciting
component to each marginal process.
3.3 The BDCP Model
3.3.1 Definition
Let (Ω,F ,P) be a probability space equipped with a filtration F = (Ft)t≥0 , on
which we introduce the Bivariate Dynamic Contagion Processes (BDCP) that is a
class of F-adapted bivariate point processes N = (Nt)t≥0 defined on R+ with
Nt =
(
N1t , N
2
t
)
=
(∑
n≥1
1{T 1n≤t},
∑
n≥1
1{T 2n≤t}
)
(3.7)
where {T kn}n≥0 are orderly F-stopping times representing event arrival times with
T k0 = 0 for k = 1, 2. A BDCP can be characterized by its intensity process λ =
(λt)t≥0 which is specified as a piecewise deterministic Markov process (PDP) in
Definition 3.3.1. An alternative characterization is through the representation as a
cluster process with a specific branching structure in Definition 3.3.4.
Definition 3.3.1 (Bivariate Dynamic Contagion Processes (Intensity-based)). A
BDCP is a bivariate point process N = (Nt)t≥0 in (3.7) with jump times {T kn}n≥0
for k = 1, 2, and the intensity λ = (λt)t≥0 where λt = (λ1t ,λ
2
t ) for any t ≥ 0 is
defined by
λ1t = λ
1
0e
−δ1t +
∑
S1j<t
Y 1j e
−δ1(t−S1j ) +
∑
T 1j <t
Z1,1j e
−δ1(t−T 1j ) +
∑
T 2j <t
Z1,2j e
−δ1(t−T 2j ),
λ2t = λ
2
0e
−δ2t +
∑
S2j<t
Y 2j e
−δ2(t−S2j ) +
∑
T 1j <t
Z2,1j e
−δ2(t−T 1i ) +
∑
T 2j <t
Z2,2j e
−δ2(t−T 2j ),
(3.8)
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where for k, k′ = 1, 2,
• λk0 ≥ 0 is the initial intensity at time t = 0;
• δk > 0 is the constant rate of the exponential decay;
• {Skj }j≥1 are jump times of a Poisson process Mk with the constant intensity
ρk. {Y kj }j≥1 are associated jump sizes that are i.i.d non-negative random
variables with the distribution function Hk, the Laplace transform hˆk(u) =
E[e−uY kj ] for u ∈ R+, the mean µkH and the i-th moment µiHk for i ≥ 2;
• {T kj }j≥1 are jump times of Nk with jump size {Zk,k
′
j }j≥1 that are i.i.d non-
negative random variables with distribution function Gk,k′, the Laplace trans-
form gˆk,k′(u) = E
[
e−uZ
k,k′
j
]
for u ∈ R+, the mean µGk,k′ and i-th moment
µiGk,k′ for i ≥ 2;
• All jump times {Skj }j≥1 and {T kj }j≥1 are independent of jump sizes {Y kj }j≥1
and {Zk,k′j }j≥1.
A simulation path of (N,λ) is shown in Figure 3.1 in Section 3.6.
The intensity λ is a Markov process due to the exponential decay. For k, k′ =
1, 2, the marked point process
∑
Skj<t
Y kj e
−δk(t−Skj ) characterizes the impact from an
external factor on the system.
∑
Tkj <t
Zk,kj e
−δk(t−Tki ) and
∑
Tk
′
j <t
Zk,k
′
j e
−δk(t−Tk′j ) for
k′ ̸= k are self-exciting and cross-exciting components characterizing the internal
dependence through contagion.
Denote for k = 1, 2,
JM
k
t :=
∑
Skj≤t
Y kj , J
N1,k
t :=
∑
T 1j ≤t
Zk,1j , J
N2,k
t :=
∑
T 2j ≤t
Zk,2j ,
then the intensity process in (3.8) can also be written in integral form:
λkt = λ
k
0e
−δkt+
∫
[0,t)
e−δk(t−s)dJM
k
s +
∫
[0,t)
e−δk(t−s)dJN
1,k
s +
∫
[0,t)
e−δk(t−s)dJN
2,k
s . (3.9)
From the intensity-based definition, we can see that the BDCPs are a broad
class of point processes covering a few distinct and important point process classes
introduced in Section 3.2.
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First by setting Zk,k
′
j ≡ 0 for all j ≥ 1, k, k′ = 1, 2, we obtain the shot-noise
Cox processes defined in Example 3.2.4:
λkt = λ
k
0e
−δkt +
∑
Skj<t
Y kj e
−δk(t−Skj )
Second by setting Y kj ≡ 0 and Zk,k
′
j as constants for all j ≥ 1, k, k′ = 1, 2, we obtain
a bivariate Hawkes process with exponential decay defined in (3.3):
λ1t = λ
1
0e
−δ1t +
∑
T 1j <t
Z1,1j e
−δ1(t−T 1j ) +
∑
T 2j <t
Z1,2j e
−δ1(t−T 2j ),
λ2t = λ
2
0e
−δ2t +
∑
T 1j <t
Z2,1j e
−δ2(t−T 1i ) +
∑
T 2j <t
Z2,2j e
−δ2(t−T 2j ).
(3.10)
Finally by removing the cross-exciting component in marginal intensity pro-
cesses, we also recover the univariate dynamic contagion process (UDCP) defined
in (3.6) with the intensity :
λkt = λ0e
−δkt +
∑
Skj<t
Y kj e
−δk(t−Skj ) +
∑
Tkj <t
Zkj e
−δk(t−Tkj ).
Conditions on BDCP In this thesis, we assume the following conditions al-
ways hold. We will assume a few more conditions hold later when solving specific
problems.
Condition 3.3.2.
(C1) For k, k′ = 1, 2, all random jump sizes {Y kj }j≥1 and {Zk,k
′
j }j≥1 have the
finite first moments. i.e. µHk , µGk,k′ are finite.
(C2) The spectral radius of the matrix
[
µG2,2
δ2
µG1,2
δ2
µG2,1
δ1
µG1,1
δ1
]
is less than 1.
Remark 3.3.3.
(1) One can easily check that under (C1),
∫ t
0 λsds < ∞ a.s. for every t ≥ 0,
thus the BDCP N is non-explosive. Indeed, it is suﬃcient to show that
E[
∫ t
0 λsds] <∞ for all t ≥ 0 using Gronwall’s inequality.
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(2) The spectral radius condition in (C2) is equivalent to the following
1
2
⎛⎝µG1,1
δ1
+
µG2,2
δ2
+
√(
µG1,1
δ1
+
µG2,2
δ2
)2
+ 4
µG1,2
δ2
µG2,1
δ1
⎞⎠ < 1. (3.11)
(3) (C1) and (C2) will be a suﬃcient stationarity condition of the BDCP (see
Theorem 4.3.4).
(4) In addition, we assume that the second moments of jumps µ2Hk and µ2Gk,k′
are finite for the computation of the stationary second moment in Chapter 4.
Markov Processes Note that the process Γ := (λ1,λ2, N 1, N 2, t) is a Markov
process with the generator A, and take any f in the domain D(A), then at Λ =
(λ1,λ2, n1, n2, t), we have
Af (λ1,λ2, n1, n2, t)
=
∂f
∂t
− δ1λ1 ∂f
∂λ1
− δ2λ2 ∂f
∂λ2
+ ρ1
[∫
R+
f (λ1 + y,λ2, n1, n2, t) dH1(y)− f (Λ)
]
+ ρ2
[∫
R+
f (λ1,λ2 + y, n1, n2, t) dH2(y)− f (Λ)
]
+ λ1
[∫
R2+
f (λ1 + z1,λ2 + z2, n1 + 1, n2, t) dG1(z1, z2)− f (Λ)
]
+ λ2
[∫
R2+
f (λ1 + z1,λ2 + z2, n1, n2 + 1, t) dG2(z1, z2)− f (Λ)
]
,
(3.12)
where G1(z1, z2) = G1,1(z1)G2,1(z2) and G2(z1, z2) = G1,2(z1)G2,2(z2).
Moreover, (λ1,λ2) is also a Markov process with the generator Aλ, and take any
f in the domain D(Aλ), then at Λ = (λ1,λ2), we have
Aλf (λ1,λ2, t)
=
∂f
∂t
− δ1λ1 ∂f
∂λ1
− δ2λ2 ∂f
∂λ2
+ ρ1
[∫
R+
f (λ1 + y,λ2) dH1(y)− f (Λ)
]
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+ ρ2
[∫
R+
f (λ1,λ2 + y) dH2(y)− f (Λ)
]
+ λ1
[∫
R2+
f (λ1 + z1,λ2 + z2) dG1(z1, z2)− f (Λ)
]
+ λ2
[∫
R2+
f (λ1 + z1,λ2 + z2) dG2(z1, z2)− f (Λ)
]
. (3.13)
3.3.2 The Branching Structure
Inspired by [39] for Hawkes processes and [23] for UDCP, in this section we represent
the BDCP as a cluster process with a branching interpretation. The representation
is helpful in the stationarity analysis in Chapter 4.
Definition 3.3.4 (Bivariate Dynamic Contagion Processes (Cluster-based)). A
bivariate dynamic contagion processes N = (N1, N 2) is a two-type cluster process
(C1, C2) with the branching interpretation as follows:
• For k = 1, 2, the cluster centres of type k are immigrants (zeroth generation)
arrived at {T k,(0)m }m≥1 with T k,(0)m = Skm following a shot noise process with
intensity λk,(0)t = λ
k
0e
−δkt +
∑
Skm<t
Y kme
−δk(t−Tk,(0)m ).
• Each cluster centre of type k arrived at T k,(0)m generates a cluster Ckm consist-
ing of events of type k. We include the cluster centre into the cluster. In
branching term, each Ckm is the set of type k immigrant arrived at T
k,(0)
m and
its decedents of all generations.
Moreover, the cluster process of type k becomes Ck =
⋃∞
m=1C
k
m.
• For n ≥ 1, denote by Ck,(n)m the set of the n-th generation oﬀspring in the clus-
ter Ckm, then the collection of the n-th generation oﬀspring of type k from all
clusters is Ck,(n) =
⋃∞
m=1C
k,(n)
m . Denote by Nk,(n) = (N
k,(n)
t )t≥0 the oﬀspring
birth process in Ck,(n) with the arrival times {T k,(n)j }j≥1 and the intensity
λk,(n) = (λk,(n)t )t≥0.
For each n ≥ 0, the (n + 1)-th generation is generated from n-th generation
individuals in all clusters with the intensity
λk,(n+1)t =
∑
T
1,(n)
j <t
Zk,1,(n+1)j e
−δk(t−T 1,(n)j ) +
∑
T
2,(n)
j <t
Zk,2,(n+1)j e
−δk(t−T 2,(n)j ),
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where for k, k′ = 1, 2, the random marks Zk,k
′,(n+1)
j are independent copies of
Zk,k
′
j .
• Collect all individuals of type k up to the n-th generation from all clusters,
denoted by Ck,n, then Ck,n =
⋃n
j=0C
k,(j). The oﬀspring birth process up to
the n-th generation in Ck,n is Nk,n = (Nk,nt )t≥0 with birth times {T k,nj }j≥1
and the intensity process λk,n = (λk,nt )t≥0. Hence, we have for any t ≥ 0,
Nk,nt =
n∑
i=0
Nk,(i)t , λ
k,n
t =
n∑
i=0
λk,(i)t ,
{
T k,nj
}
j≥1
=
n⋃
i=0
{
T k,(i)j
}
j≥1
.
Clearly,
Ck = lim
n→∞
Ck,n = lim
n→∞
n⋃
j=1
Ck,(j) = lim
n→∞
n⋃
j=1
∞⋃
m=1
Ck,(j)m .
By construction, all clusters {Ckm}m≥1 are independent. Moreover, we have
Nkt = limn→∞
Nk,nt = lim
n→∞
n∑
i=0
Nk,(i)t ,
λkt = limn→∞
λk,nt = lim
n→∞
n∑
i=0
λk,(i)t .
We call the sequence of processes Nn = (Nn)n≥1 where Nn = (N1,n, N 2,n) with
intensity λn = (λ1,n,λ2,n) the truncated finite systems of the BDCP.
From the bivariate system to the univariate system To simplify the multi-
type problem, we merge the bivariate branching system into a univariate system,
such that the i-th generation of type 1 and type 2 oﬀspring become the (2i − 1)-
th and 2i-th generation in the new univariate system. Denote the birth time of
the n-th generation in the new system as {T (n)j }j≥1 and the counting process as
N (n) = (N (n)t )t≥0 with the intensity Λ(n), then for i ≥ 1 and t ≥ 0,
Λ(2i−1)t = λ
1,(i)
t , Λ
(2i)
t = λ
2,(i)
t .
Then we have for i ≥ 1,
Λ(1)t = λ
1
0e
−δ1t +
M1t∑
i=1
Y 1i e
−δ1
(
t−T 1,(0)i
)
,
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Λ(2)t = λ
2
0e
−δ2t +
M2t∑
i=1
Y 2i e
−δ2
(
t−T 2,(0)i
)
,
Λ(2i+1)t =
N(2i−1)t∑
j=1
Z1,1j e
−δ1
(
t−T (2i−1)j
)
+
N(2i)t∑
j=1
Z1,2j e
−δ1
(
t−T (2i)j
)
,
Λ(2i+2)t =
N(2i−1)t∑
j=1
Z2,1j e
−δ2
(
t−T (2i−1)j
)
+
N(2i)t∑
j=1
Z2,2j e
−δ2
(
t−T (2i)j
)
.
By construction, the original bivariate branching system can be recovered:
λ1,nt =
n∑
i=1
Λ(2i−1)t , N
1,n
t =
n∑
i=1
N (2i−1)t ,
λ2,nt =
n∑
i=1
Λ(2i)t , N
2,n
t =
n∑
i=1
N (2i)t .
Hence the original bivariate system with truncation up to n-th generation is
transformed into a univariate system with truncation up to m-th generation with
m = 2n. We call m and n as the system index for the transformed and the original
system respectively.
Remark 3.3.5. Note that the BDCP system (N1, N 2,λ1,λ2) and the intensity
process (λ1,λ2) are Markovian but the truncated finite system intensity (λ1,n,λ2,n)
is not. However, the joint branching intensity process (Λ(1), . . . ,Λ(m)) is a Markov
process.
3.4 Existence of Moments
In this section, we aim to find the condition under which the moment
µ(p1,p2,q1,q2) := E
[
(λ1t )
p1(λ2t )
p2(N1t )
q1(N2t )
q2
]
exists for any p1, p2, q1, q2 ∈ N. The condition found and Example 3.4.2 will be used
in exploring the filtering error in Proposition 5.3.7 in Chapter 5.
Proposition 3.4.1 (Existence of Moments). A suﬃcient condition of the existence
of the moment of E [(λ1t )p1(λ2t )p2(N1t )q1(N2t )q2 ] is that for k, k′ = 1, 2, the pk-th
moment of jump size {Y kj }j≥1 and (p1 + p2)-th moment of jump size {Zk,k
′
j }j≥1 are
finite, i.e.,
µpkHk <∞, µ(p1+p2)Gk,k′ <∞. (3.14)
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Proof. First we denote
p := p1 + p2, q := q1 + q2.
Note that the process Γ := (λ1,λ2, N 1, N 2, t) is a Markov process with the generator
in (3.12), and if we take f(λ, n) = (λ1)p1(λ2)p1(n1)q1(n2)q2 in (3.12), then we obtain
A
(
(λ1)
p1(λ2)
p1(n1)
q1(n2)
q2
)
=− p1δ1(λ1)p1(λ2)p2(n1)q1(n2)q2 − p2δ2(λ1)p1(λ2)p2(n1)q1(n2)q2
+ ρ1(λ2)
p2(n1)
q1(n2)
q2
[∫
R+
(λ1 + y)
p1dH1(y)− (λ1)p1
]
+ ρ2(λ1)
p1(n1)
q1(n2)
q2
[∫
R+
(λ2 + y)
p2dH2(y)− (λ2)p2
]
+ λ1
[∫
R2+
(λ1 + z1)
p1(λ2 + z2)
p2(n1 + 1)
q1(n2)
q2dG1,1(z1)dG2,1(z2)− (λ1)p1(λ2)p1(n1)q1(n2)q2
]
+ λ2
[∫
R2+
(λ1 + z1)
p1(λ2 + z2)
p2(n1)
q1(n2 + 1)
q2dG1,2(z1)dG2,2(z2)− (λ1)p1(λ2)p1(n1)q1(n2)q2
]
=− (p1δ1 + p2δ2)(λ1)p1(λ2)p1(n1)q1(n2)q2
+ ρ1
p1−1∑
i=0
µ(p1−i)H1(λ1)
i(λ2)
p2(n1)
q1(n2)
q2 + ρ2
p2−1∑
j=0
µ(p2−j)H2(λ1)
p1(λ2)
j(n1)
q1(n2)
q2
+ λ1F1(λ1,λ2, n1, n2) + λ2F2(λ1,λ2, n1, n2), (3.15)
where using binomial expansion,
F1(λ1,λ2, n1, n2)
=
p1−1∑
i=0
p2−1∑
j=0
q1−1∑
l=0
a(i,j,l,q2)(λ1)
i(λ2)
j(n1)
l(n2)
q2 +
p2−1∑
j=0
q1−1∑
l=0
a(p1,j,l,q2)(λ1)
p1(λ2)
j(n1)
l(n2)
q2
+
p1−1∑
i=0
q1−1∑
l=0
a(i,p2,l,q2)(λ1)
i(λ2)
p2(n1)
l(n2)
q2 +
p1−1∑
i=0
p2−1∑
j=0
a(i,j,q1,q2)(λ1)
i(λ2)
j(n1)
q1(n2)
q2 ,
F2(λ1,λ2, n1, n2)
=
p1−1∑
i=0
p2−1∑
j=0
q2−1∑
l=0
b(i,j,q1,l)(λ1)
i(λ2)
j(n1)
q1(n2)
l +
p2−1∑
j=0
q2−1∑
l=0
b(p1,j,q1,l)(λ1)
p1(λ2)
j(n1)
q1(n2)
l
+
p1−1∑
i=0
q2−1∑
l=0
b(i,p2,q1,l)(λ1)
i(λ2)
p2(n1)
q1(n2)
l +
p1−1∑
i=0
p2−1∑
j=0
b(i,j,q1,q2)(λ1)
i(λ2)
j(n1)
q1(n2)
q2 ,
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with the coeﬃcients
a(i,j,l,q2) =
(
p1
i
)(
p2
j
)(
q1
l
)
µ(p1−i)G1,1µ(p2−j)G2,1 ,
b(i,j,q1,l) =
(
p1
i
)(
p2
j
)(
q2
l
)
µ(p1−i)G1,2µ(p2−j)G2,2 .
By martingale theorem, f(λt, Nt)−
∫ t
0 Af(λs, Ns)ds is a martingale, then
E
[
(λ1t )
p1(λ2t )
p2(N1t )
q1(N2t )
q2
]
=E
[
(λ10)
p1(λ20)
p2(N10 )
q1(N20 )
q2
]
+
∫ t
0
E
[
A
(
(λ1s)
p1(λ2s)
p2(N1s )
q1(N2s )
q2
)]
ds. (3.16)
The last term in above equation is obtained by taking expectation in (3.15) where
λk and nk are replaced by λks and N
k
s for k = 1, 2. Note that all terms in (3.15)
are linear function of the moments µ(i,j,l,w) and therefore we actually need to solve
a linear ODE systems of
{
µ(i,p−i,j,q−j) : i = 0, . . . , p; j = 0, . . . , q
}
for p = p1 + p2,
q = q1+q2 recursively in terms of the indexes p and q and if all lower order moments{
µ(i,j,l,w) : i+ j < p; l + w < q
}
are known. Therefore, we can obtain µ(p1,p2,q1,q2).
As the existence of higher order moments implies the existence of lower or-
der moments, from (3.15), the moment µ(p1,p2,q1,q2) exists if µ(p1−i)H1 , µ(p2−j)H2 ,
a(i,p−i,j,q−j) and b(i,p−i,j,q−j) are all finite for i ≤ p and j ≤ q. Therefore, we obtain
a suﬃcient condition as in (3.14).
Example 3.4.2. For example, the third moments E[(λkt )3] and E[(Nkt )3] exist for
k = 1, 2, if µ3Hk <∞ and µ3Gk,k′ <∞ for k, k′ = 1, 2.
3.5 Exact Simulation of BDCP
First recall [25] where the exact simulation algorithm of the UDCP is based on
simulation of the inter-arrival times. In this section, we extend the algorithm for
the simulation of the BDCP system (N1, N 2,λ1,λ2). Note that the univariate
process is a reduced case and more general multivariate processes can be extended
without diﬃculty.
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First recall the intensity process in (3.8):
λ1t = λ
1
0e
−δ1t +
∑
S1j<t
Y 1j e
−δ1(t−S1j ) +
∑
T 1j <t
Z1,1j e
−δ1(t−T 1j ) +
∑
T 2j <t
Z1,2j e
−δ1(t−T 2j ),
λ2t = λ
2
0e
−δ2t +
∑
S2j<t
Y 2j e
−δ2(t−S2j ) +
∑
T 1j <t
Z2,1j e
−δ2(t−T 1j ) +
∑
T 2j <t
Z2,2j e
−δ2(t−T 2j ).
The simulation algorithm is based on the fact that λ is a piecewise deterministic
process. For each k = 1, 2, the dynamic of λk consists of upward jumps and
exponential decay between jumps. Note that there are three types of jumps in
λk, one is the external jumps as a Poisson process, and the other two types are
self-exciting jumps from Nk and cross-exciting jumps from Nk
′
for k′ ̸= k.
The algorithm consists of simulating the inter-arrival times between jumps of the
intensity λ, simulating the deterministic motion of λ between jumps and updating
λ at jump times. Since all jumps in the intensity process λ are triggered by jumps
of N and M , meanwhile λ determines the jumps of N , we generate all jumps of N
and M sequentially in the intensity processes.
First we denote by Π the set of all jumps in the intensity processes:
Π := {T1 < T2 < · · · < Ti < · · ·} = {S1j }j≥1
⋃
{S2j }j≥1
⋃
{T 1j }j≥1
⋃
{T 2j }j≥1.
Moreover denote
• Ti: the i-th jump time in Π.
• Wi: the inter-arrival time between the (i − 1)-th and i-th jump in Π, so
Wi = Ti − Ti−1.
• Eki : the inter-arrival time of the first jump of Poisson process Mk after Ti.
• Iki : the inter-arrival time of the first jump of Nk after Ti assuming no jumps
from other components.
Suppose there is a jump at Ti and intensity right before the jump is λkT−i
:=
λkTi− = λ
k
Ti
, then the intensity is updated at Ti, denoted by λkT+i
:= λkTi+ according
to the type of the jump at Ti:
• If the jumps is the jump of Mk, i.e. Ti = Skj for some j, then λkT+i = λ
k
T−i
+Y kj .
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• If the jumps is the jump of Mk′ , i.e. Ti = Sk′j for some j, then λkT+i = λ
k
T−i
.
• If the jumps is the jump of Nk, i.e. Ti = T kj for some j, then λkT+i = λ
k
T−i
+Zk,kj .
• If the jumps is the jump of Nk′ , i.e. Ti = T k′j for some j, then λkT+i =
λk
T−i
+ Zk,k
′
j .
After the update at Ti, the intensity of the next jump Ti+1 ∈ Π becomes:
λ1t + λ
2
t + ρ1 + ρ2, t ∈ (Ti, Ti+1)
where
λkt = λ
k
T+i
e−δk(t−Ti), t ∈ (Ti, Ti+1).
Therefore the inter-arrival time between Ti and Ti+1 is
Wi+1 = min{E1i+1, E2i+1, I1i+1, I2i+1},
where E1i+1, E
2
i+1, I
1
i+1, I
2
i+1 are mutually independent random variables conditioned
on the updated intensity λk
T+i
at Ti. Moreover, for k = 1, 2, we have the distribution
functions of the inter-arrival times:
FEki+1(t) := P(E
k
i+1 ≤ t) = 1− e−ρkt,
FIki+1(t) := P(I
k
i+1 ≤ t) = 1− exp
(
−
∫ Ti+t
Ti
λkudu
)
= 1− exp
(
−
∫ t
0
λkTi+udu
)
= 1− exp
(
−λk
T+i
1− e−δkt
δk
)
.
Define dki+1 := 1 +
δk lnU
I,k
i+1
λk
T+i
where U I,ki+1 is a uniform random variable on [0, 1],
moreover define
I˜ki+1 := −
1
δk
ln(dki+1)1{dki+1>0},
then I˜ki+1|dki+1 > 0 d= Iki+1. Indeed, from the definition, we have
P(I˜ki+1 ≤ t|dki+1 > 0) = 1− exp
(
−λk
T+i
1− e−δkt
δk
)
.
Exact Simulation Algorithm of BDCP We simulate {Ti}i≥1 in Π sequentially
and in this way we can simulate the BDCP system (N,λ).
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1. Start from T0 = 0, λkT±0
= λk0 > 0, N
k
0 = 0, for k = 1, 2.
2. For i ≥ 0, we simulate the (i + 1)-th inter-arrival time Wi+1 in the intensity
processes. Since
Wi+1 = min{E1i+1, E2i+1, I1i+1, I2i+1},
then
Ti+1 = Ti +Wi+1.
Generate mutually independent random variables UE,ki+1 , U
I,k
i+1, V
Y,k
i+1 and V
Z,k,j
i+1
uniformly distributed on [0, 1] for k, j = 1, 2. Then, generate
Eki+1 = −
1
ρk
lnUE,ki+1 ,
Iki+1 = −
1
δk
ln
(
dki+1
)
1{dki+1>0}|dki+1 > 0.
3. Update λkt and N
k
t at Ti+1.
For k, k′ = 1, 2 and k ̸= k′,
λk
T+i+1
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
λk
T−i+1
+ Y ki+1, Wi+1 = E
k
i+1
λk
T−i+1
+ Zk,ki+1, Wi+1 = I
k
i+1
λk
T−i+1
, Wi+1 = Ek
′
i+1
λk
T−i+1
+ Zk,k
′
i+1 , Wi+1 = I
k′
i+1
where
λk
T−i+1
= λk
T+i
e−δk(Ti+1−Ti),
and Y ki+1
d
= − 1αk lnV
Y,k
i+1 , Z
k,j d= − 1βk,j lnV
Z,k,j
i+1 for j = 1, 2.
We update Nk at Ti+1 as
Nk
T+i+1
=
⎧⎪⎨⎪⎩
Nk
T−i+1
+ 1, Wi+1 = Iki+1
Nk
T−i+1
, otherwise.
65
3.6 Graphic Illustration
Take the exponential jump sizes of λ: Y ki ∼ exp(βYk ), Zk,k
′
i ∼ exp(βZk,k′) with pa-
rameters in Table 3.1. Moreover, we suppose the process starts with the stationary
mean value computed in Section 4.4. We show in Figure 3.1 a simulated sample
path of a BDCP using the algorithm in the last section.
βZk,k = 5 (k = 1, 2) β
Z
k,k′ = 2 (k ̸= k′)
ρ1 = 10 ρ2 = 10
δ1 = 2 δ2 = 1
βY1 = 1 β
Y
2 = 1
Table 3.1: Parameters for the simulated path
We observe that for k = 1, 2, the intensity λk have common jumps with the
counting process Nk and Nk
′
for k ̸= k′ which exhibits the mutually exciting
property. Moreover, the intensity has additional external jumps of the Poisson
process Mk.
3.7 Conclusion
In this chapter, we introduced the basics of point processes and BDCPs. We defined
the BDCP based on the intensity process and the cluster process representation.
We discussed its Markov property, and based on which we found the existence
condition of the moments. Moreover, we provided an exact simulation algorithm
of the BDCP and illustrated with a simulated sample path.
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Figure 3.1: A simulated path of the BDCP and its intensity (N1, N 2,λ1,λ2). The
self-exciting jumps
{
λk
Tkj +
− λk
Tkj
}
j≥1
and cross-exciting jumps
{
λk
′
Tkj +
− λk′
Tkj
}
j≥1
for
k, k′ = 1, 2 and k ̸= k′.
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Chapter 4
BDCP Stationarity Analysis
In this chapter, we explore the limiting and stationary distributions of the BDCP
intensity λ = (λt)t≥0 and the truncated finite system intensity λn = (λnt )t≥0 intro-
duced in Chapter 3. We first find the the limiting distribution (t→∞) of the finite
branching system, λn, using Markov process theory, which coincides with the sta-
tionary distribution. As n→∞, the finite system converges to the original BDCP,
and we find a suﬃcient condition ((C1) and (C2) in Condition 3.3.2) for existence
of the limiting and stationary distributions of BDCP. The stationarity result will
be used in Chapter 5 for the diﬀusion approximation.
4.1 Introduction
Stationarity is an important property of stochastic processes and is also a common
assumption in many statistical applications. Based on the stationarity assumption
in Chapter 5, we will explore the diﬀusion approximation of BDCP with filtering
applications. Therefore, we investigate the existence of a version of a stationary
intensity of BDCP in this chapter.
In the following, we first review the definitions and the literature.
Stationarity On a probability space (Ω,F ,P), a stochastic process X = (Xt)t≥0
on state space (E,B(E)) is a stationary process if the finite dimensional distribution
P (Xt+s1 ∈ Γ1, . . . , Xt+sk ∈ Γk)
is independent of t ≥ 0 for all k ≥ 1, 0 ≤ s1 ≤ · · · ≤ sk, and Γ1, . . . ,Γk ∈ B(E).
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Then we recall the definition of the stationary distribution and the stationary
process in the class of Markov processes (see Section 9.4 in Ethier and Kurtz [33]).
Suppose that a martingale problem for the generator A on state space (E,B(E))
is well defined, then µ as a probability measure on E is a stationary distribution of
A if every solution X of the martingale problem for (A, µ) is a stationary process.
Moreover, µ is a stationary distribution for A if and only if Xt has the distribution
µ for all t ≥ 0.
The following stationarity theorem is from [33, Chapter 4, Proposition 9.2].
Theorem 4.1.1. For a Markov process X that solves the martingale problem for
(A, µ) with the domain D(A),
µ is a stationary distribution if and only if for any f ∈ D(A),∫
E
Af(x)dµ(x) = 0. (4.1)
Costa [18] discusses the stationarity condition of piecewise deterministic Markov
processes based on the analysis of the embedded Markov chain. Dassios and Zhao
[23] show the existence of a stationary distribution for UDCP, based upon which
the ruin probability in insurance modelling using UDCP is discussed in Dassios
and Zhao [24]. Bre´maud and Massoulie [14] discuss the stationarity and stability
of linear and non-linear Hawkes processes defined on the whole real line based on
a recursively constructed approximating sequence of the intensity process. Fur-
thermore the BDCP can be seen as an aﬃne process, and Duﬃe et al. [28] and
Keller-Ressel et al. [45] can be consulted for the research on aﬃne processes. The
stationarity results are only available in a few cases of diﬀusion aﬃne processes. For
example, the discussion of the stationarity of two-factor aﬃne diﬀusion processes
can be found in Glasserman and Kim [35] and Barczy et al. [9].
The analysis of the BDCP intensity in the following is based on the convergence
of the finite branching system (λ1,n,λ2,n) or the joint system (Λ(1), . . . ,Λ(2n)) in the
cluster-based representation of the BDCP intensity (λ1,λ2) (see Section 3.3.2). We
apply the Markov theory of the PDP on the finite system to explore the limiting
distribution as t→∞. With the branching system index n→∞, the existence con-
dition of the limiting distribution of (λ1,λ2) is obtained. The limiting distribution
result can be found in Theorem 4.2.2 and the existence condition is Condition 3.3.2
in Chapter 3. In Section 4.3, we show that the limiting distribution is also the
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stationary distribution. We provide a stationarity condition of (Λ (1), . . . ,Λ(2n)) in
Lemma 4.3.1 in terms of the Laplace transform. We verify that the limiting dis-
tribution found in Section 4.2 is also the stationary distribution of (Λ (1), . . . ,Λ(2n))
and (λ1,n,λ2,n) in Theorem 4.3.2 and Corollary 4.3.7 respectively. The convergence
argument is applied to conclude the stationarity of the BDCP intensity (λ1,λ2)
in Theorem 4.3.4 and also BDCP (N1, N 2) in Corollary 4.3.7. In Section 4.4, we
provide the stationary moments.
Notation Denote the limiting distribution (t→∞) and the stationary distribution
in the branching system as follows:
process limiting distribution stationary distribution(
Λ(1), . . . ,Λ(m)
)
πmA π
m
S
(λ1,n,λ2,n) µnA µ
n
S
(λ1,λ2) µ∗A µ
∗
S
Table 4.1: Notation of distributions in the branching system.
4.2 Markov Property and Limiting Distributions
We use the Markov property to explore the limiting distributions of the intensities
in this section.
4.2.1 Markov Property
Though the intensity (λ1,λ2) is a Markov process, it is diﬃcult to explore the
stationarity directly using the PDP theory as the marginal processes are coupled
through the cross-exciting components. Instead, we start from the joint finite sys-
tem
(
Λ(1)t ,Λ
(2)
t , . . . ,Λ
(m)
t
)
from the branching structure introduced in Section 3.3.2
since it is a Markov process and also a recursively decoupled system. Moreover it
can recover the finite system (λ1,n,λ2,n) which is not Markovian but converges to
the Markov process (λ1,λ2).
Suppose the generator of
(
t,Λ(1)t ,Λ
(2)
t , . . . ,Λ
(m)
t
)
is Am with domain D (Am),
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then for any f ∈ D (Am), λ := (λ1, . . . ,λm)
Amf(t,λ1,λ2, . . . ,λm)
=
∂f
∂t
−
m∑
i=1
δiλi
∂f
∂λi
+ ρ1
[∫ ∞
0
f(t,λ+ e1y)dH1(y)− f(t,λ)
]
+ ρ2
[∫ ∞
0
f(t,λ+ e2y)dH2(y)− f(t,λ)
]
+
n−1∑
k=1
λ2k−1
[(∫ ∞
0
f(t,λ+ e2k+1z)dG1,1(z)− f(t,λ)
)
+
(∫ ∞
0
f(t,λ+ e2k+2z)dG2,1(z)− f(t,λ)
)]
+
n−1∑
k=1
λ2k
[(∫ ∞
0
f(t,λ+ e2k+1z)dG1,2(z)− f(t,λ)
)
+
(∫ ∞
0
f(t,λ+ e2k+2z)dG2,2(z)− f(t,λ)
)]
,
(4.2)
where ei := (0, . . . , 0, 1, 0, . . .) ∈ Rm with i-th element being 1 and other elements
being 0.
Take
f
(
t,Λ(1)t , · · · ,Λ(m)t
)
= e−B1(t)Λ
(1)
t −···−Bm(t)Λ(m)t +cm(t)
and suppose it is a martingale. Consider for any T > 0 and assume that Bi(T ) = vi
and cm(0) = 0, then the Laplace transform of (Λ
(1)
T , . . . ,Λ
(m)
T ) conditioned on the
initial condition Λ0 = (Λ
(1)
0 , . . . ,Λ
(m)
0 ) at (v1, . . . , vm) ∈ Rm+ is
E0
[
e−v1Λ
(1)
T −···−vmΛ(m)T
]
= E0
[
e−B1(T )Λ
(1)
T −···−Bm(T )Λ(m)T
]
= e−B1(0)Λ
(1)
0 −···−Bm(0)Λ(m)0 −cm(T ),
where E0[·] := E[·|Λ0].
A suﬃcient condition for f to be a martingale is that for any t ≥ 0, {λi}mi=1, ρ1,
ρ2 on R+, Amf(t,λ1,λ2, . . . ,λm) = 0, i.e.
0 =
Amf
f
=
n−1∑
k=1
λ2k−1
[
−B˙2k−1(t) + δ1B2k−1(t) + (gˆ1,1(B2k+1(t))− 1) + (gˆ2,1(B2k+2(t))− 1)
]
+
n−1∑
k=1
λ2k
[
−B˙2k(t) + δ2B2k(t) + (gˆ1,2(B2k+1(t))− 1) + (gˆ2,2(B2k+2(t))− 1)
]
+ λ2n−1
[
−B˙2n−1(t) + δ1B2n−1(t)
]
+ λ2n
[
−B˙2n(t) + δ2B2n(t)
]
+ c˙m(t) + ρ1
(
hˆ1(B1(t))− 1
)
+ ρ2
(
hˆ2(B2(t))− 1
)
.
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Therefore, the sequence of functions {Bi(·)}mi=1 solves the backward recursive
ODE system (k = 1, . . . , n − 1)
−B˙2n(t) + δ1B2n(t) = 0, B2n(T ) = v2n,
−B˙2n−1(t) + δ2B2n−1(t) = 0, B2n−1(T ) = v2n−1,
−B˙2k−1(t) + δ1B2k−1(t) + (gˆ1,1(B2k+1(t))− 1) + (gˆ2,1(B2k+2(t))− 1) = 0, B2k−1(T ) = v2k−1,
−B˙2k(t) + δ2B2k(t) + (gˆ1,2(B2k+1(t))− 1) + (gˆ2,2(B2k+2(t))− 1) = 0, B2k(T ) = v2k.
Moreover,
c˙m(t) + ρ1
(
hˆ1(B1(t))− 1
)
+ ρ2
(
hˆ2(B2(t))− 1
)
= 0, cm(0) = 0.
We transform the system that is backward in the system index and the time
into a forward system by taking
lk(t) := Bm+1−k(T − t) = B2n+1−k(T − t).
By construction, Λ(1)0 = λ
1
0,Λ
(2)
0 = λ
2
0 and Λ
(j)
0 ≡ 0 for j > 2, then the Laplace
transform becomes
E0
[
e−v1Λ
(1)
T −···−vmΛ(m)T
]
= e−lm(T )Λ
(1)
0 −···−l1(T )Λ(m)0 −cm(T ) = e−l2n(T )λ
1
0−l2n−1(T )λ20−cm(T ),
(4.3)
where li(t) and cm(t) solve the forward ODE system: with k = 1, . . . , n − 1,
l˙1(t) + δ2l1(t) = 0, l1(0) = v2n,
l˙2(t) + δ1l2(t) = 0, l2(0) = v2n−1,
l˙2k+1(t) + δ2l2k+1(t)− (1− gˆ1,2(l2k(t)))− (1− gˆ2,2(l2k−1(t))) = 0, l2k+1(0) = v2(n−k),
l˙2k+2(t) + δ1l2k+2(t)− (1− gˆ1,1(l2k(t)))− (1− gˆ2,1(l2k−1(t))) = 0, l2k+2(0) = v2(n−k)−1,
c˙m(t)− ρ1
(
1− hˆ1(l2n(t))
)
− ρ2
(
1− hˆ2(l2n−1(t))
)
= 0, cm(0) = 0.
(4.4)
Note that the ODE system (4.4) has a unique and explicit solution in a recursive
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form
l1(t) = v2ne
−δ2t,
l2(t) = v2n−1e−δ1t,
l2k+1(t) = v2(n−k)e−δ2t + e−δ2t
∫ t
0
eδ2s [1− gˆ1,2(l2k(s)) + 1− gˆ2,2(l2k−1(s))] ds,
l2k+2(t) = v2(n−k)−1e−δ1t + e−δ1t
∫ t
0
eδ1s [1− gˆ1,1(l2k(s)) + 1− gˆ2,1(l2k−1(s))] ds.
(4.5)
Moreover,
cm(T ) = ρ1
∫ T
0
[
1− hˆ1(l2n(t))
]
dt+ ρ2
∫ T
0
[
1− hˆ2(l2n−1(t))
]
dt.
4.2.2 The Limiting Distributions
The following lemma shows a necessary condition of the existence of the limiting
distribution. It also indicates that the limiting distribution of the finite system is
independent from the initial condition.
Lemma 4.2.1. For any i = 1, . . . ,m, and (v1, . . . , vm) ∈ Rm+ ,
lim
t→∞
li(t) = 0.
Proof. See Section 4.5.
Then the Laplace transform (4.3) of the limiting distribution of the univariate
finite system (Λ(1), . . . ,Λ(m)) at any (v1, . . . , vm) ∈ Rm+ becomes
πˆmA (v1, . . . , vm) := lim
T→∞
E0
[
e−v1Λ
(1)
T −···−vmΛ(m)T
]
= exp
(
−ρ1
∫ ∞
0
[
1− hˆ1(l2n(t))
]
dt− ρ2
∫ ∞
0
[
1− hˆ2(l2n−1(t))
]
dt
)
.
(4.6)
By Le´vy’s continuity theorem, the limiting distribution exists and is non-degenerate
if πˆmA (v1, . . . , vm) > 0. In the following theorem, we provide the existence condition
for the limiting distributions.
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Theorem 4.2.2 (Existence of Limiting Distributions).
(1) Under Condition (C1) in Condition 3.3.2, as t→∞, the limiting distributions
πmA of
(
Λ(1), . . . ,Λ(m)
)
and µnA of (λ
1,n,λ2,n) exist.
(2) Under Condition (C1) and (C2) in Condition 3.3.2, as t → ∞, the limiting
distribution µ∗A of (λ
1,λ2) exits.
Proof. (1) Since for any k ∈ N,
1− hˆ1 (l2k(t)) =
∫ ∞
t
dhˆ1 (l2k(u)) =
∫ ∞
t
hˆ′1(l2k(u))l˙2k(u)du ≤ µH1l2k(t). (4.7)
Hence
∫∞
0
[
1− hˆ1 (l2k(t))
]
dt ≤ µH1
∫∞
0 l2k(t)dt and (4.6) becomes
πˆmA (v1, . . . , vm) ≥ exp
(
−ρ1µH1
∫ ∞
0
l2n(t)dt− ρ2µH2
∫ ∞
0
l2n−1(t)dt
)
. (4.8)
Therefore it is suﬃcient to show that
[∫∞
0 l2n−1(t)dt∫∞
0 l2n(t)dt
]
is finite and thus the
process does not explode as t→∞.
From (4.5), for all j = 1, . . . , 2n, and t ≥ 0, the function lj(t) is increasing with
the initial value v2n+1−j. We construct a sequence of functions {Lj(t)}2nj=1 that is
the solution of the forward ODE system (4.4) with larger initial values
L2k−1(0) = v∗2 = max
i=1,...,n
v2i, L2k(0) = v
∗
1 = max
i=1,...,n
v2i−1 for k = 1, . . . , n. (4.9)
Therefore lj(t) ≤ Lj(t) for j = 1, . . . , 2n, and
[∫∞
0 l2n−1(t)dt∫∞
0 l2n(t)dt
]
≤
[∫∞
0 L2n−1(t)dt∫∞
0 L2n(t)dt
]
.
Then it is suﬃcient to show that
[∫∞
0 L2n−1(t)dt∫∞
0 L2n(t)dt
]
<∞.
With the same initial value as in (4.9), from the explicit recursive solution
(4.4), one can easily check by induction that for each t ≥ 0, L2k−1(t) and L2k(t) are
increasing with k. We can define non-negative distance functions
k = 1 : d(1)1 (t) := L1(t), d
(2)
1 (t) := L2(t).
k ≥ 2 : d(1)k (t) := L2k−1(t)− L2k−3(t), d(2)k (t) := L2k(t)− L2k−2(t),
hence we have d(1)k (0) = d
(2)
k (0) = 0 for all k ≥ 1 and moreover
L2n−1(t) =
n∑
i=1
d(1)i (t), L2n(t) =
n∑
i=1
d(2)i (t).
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The following recursive inequalities are proved in Section 4.5:
d(1)k+1(t) ≤ e−δ2t
∫ t
0
eδ2s
[
µG2,2d
(1)
k (s) + µG1,2d
(2)
k (s)
]
ds,
d(2)k+1(t) ≤ e−δ1t
∫ t
0
eδ1s
[
µG2,1d
(1)
k (s) + µG1,1d
(2)
k (s)
]
ds.
(4.10)
Hence∫ ∞
0
d(1)i+1(t)dt ≤
∫ ∞
t=0
e−δ2t
∫ t
s=0
eδ2s
(
µG2,2d
(1)
i (s) + µG1,2d
(2)
i (s)
)
dsdt
=
∫ ∞
s=0
(∫ ∞
t=s
e−δ2tdt
)
eδ2s
(
µG2,2d
(1)
i (s) + µG1,2d
(2)
i (s)
)
ds
=
µG2,2
δ2
∫ ∞
0
d(1)i (s)ds+
µG1,2
δ2
∫ ∞
0
d(2)i (s)ds.
Similarly, ∫ ∞
0
d(2)i+1(t)dt ≤
µG2,1
δ1
∫ ∞
0
d(1)i (s)ds+
µG1,1
δ1
∫ ∞
0
d(2)i (s)ds.
i.e. [∫∞
0 d
(1)
i+1(t)dt∫∞
0 d
(2)
i+1(t)dt
]
≤ A
[∫∞
0 d
(1)
i (t)dt∫∞
0 d
(2)
i (t)dt
]
,
where
A :=
[
µG2,2
δ2
µG1,2
δ2
µG2,1
δ1
µG1,1
δ1
]
.
Iteratively, we obtain for i ≥ 1,[∫∞
0 d
(1)
i (t)dt∫∞
0 d
(2)
i (t)dt
]
≤ Ai−1
[∫∞
0 d
(1)
1 (t)dt∫∞
0 d
(2)
1 (t)dt
]
= Ai−1
[
v∗2
δ2
v∗1
δ1
]
.
Denote by ρ the spectral radius of A. From matrix theory, for any ϵ > 0, and
ρ˜ := ρ+ ϵ, there exists a norm ∥ · ∥, such that ∥A∥ ≤ ρ˜. Then, for any i ≥ 1,
∥Ai∥ ≤ ∥A∥i ≤ ρ˜i.
If we take the Euclidean norm ∥ · ∥2, then due to the equivalence of norm there
exists a constant C > 0, such that
∥Ai∥2 ≤ C∥Ai∥ ≤ Cρ˜i.
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By definition,[∫∞
0 L2n−1(t)dt∫∞
0 L2n(t)dt
]
=
n∑
i=1
[∫∞
0 d
(1)
i (t)dt∫∞
0 d
(2)
i (t)dt
]
≤
(
n∑
i=1
Ai−1
)[
v∗2
δ2
v∗1
δ1
]
.
Denote L˜n :=
∥∥∥∥∥
[∫∞
0 L2n−1(t)dt∫∞
0 L2n(t)dt
]∥∥∥∥∥
2
, then
L˜n ≤
n∑
i=1
∥Ai−1∥2
∥∥∥∥∥
[
v∗2
δ2
v∗1
δ1
]∥∥∥∥∥
2
≤ C 1− ρ˜
n
1− ρ˜
√(
v∗2
δ2
)2
+
(
v∗1
δ1
)2
<∞. (4.11)
Hence
∫∞
0 L2n−1(t)dt ≤ L˜n < ∞ and
∫∞
0 L2n(t)dt ≤ L˜n < ∞, which indicates
that the limiting distribution πmA of (Λ
(1), . . . ,Λ(m)) exists.
The existence of the limiting distribution µnA of (λ
1,n,λ2,n) is implied from the
analysis above. Indeed, by taking v2i−1 = v1 and v2i = v2 for i = 1, . . . , n, then the
Laplace transform in (4.6) becomes
µˆnA(v1, v2) := lim
T→∞
E0
[
e−v1λ
1,n
T −v2λ2,nT
]
= exp
(
−ρ1
∫ ∞
0
[
1− hˆ1(l2n(t))
]
dt− ρ2
∫ ∞
0
[
1− hˆ2(l2n−1(t))
]
dt
)
,
(4.12)
where l2n−1(t), l2n(t) are from the solution of the ODE system (4.4) with initial
values l2i−1(0) = v1 and l2i(0) ≡ v2 for i = 1, . . . , n.
In this case, lj(t) = Lj(t) for j = 1, . . . ,m, and hence the limiting distribution
µnA exists.
(2) We explore the existence condition for the limiting distribution µ∗A of (λ
1,λ2)
using the convergence of µnA when the system index n→∞.
Note that for the Laplace transform µˆnA in (4.12), l2n(t) and l2n−1(t) are from
the explicit solution to (4.4) with l2i−1(0) = v1 and l2i(0) ≡ v2 for i = 1, . . . , n, i.e.,
for k = 0, . . . , n − 1,
l1(t) = v2e
−δ2t, l2(t) = v1e−δ1t,
l2k+1(t) = v2e
−δ2t + e−δ2t
∫ t
0
eδ2s [1− gˆ1,2(l2k(s)) + 1− gˆ2,2(l2k−1(s))] ds,
l2k+2(t) = v1e
−δ1t + e−δ1t
∫ t
0
eδ1s [1− gˆ1,1(l2k(s)) + 1− gˆ2,1(l2k−1(s))] ds.
(4.13)
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Note that for any t ≥ 0, l2k−1(t) and l2k(t) are increasing functions of k for
k ≥ 1, hence by the monotone convergence theorem, (l2n−1(t), l2n(t)) converges to
a limit (l∗1(t), l
∗
2(t)). Note that the convergence is uniform in t, hence (l
∗
1(·), l∗2(·))
is a continuous function. Then again by the monotone convergence theorem, the
Laplace transform of the limiting distribution of (λ1,λ2) is
µˆ∗A(v1, v2) = limn→∞
µˆnA(v1, v2)
= exp
(
−ρ1
∫ ∞
0
[
1− hˆ1(l∗2(t))
]
dt− ρ2
∫ ∞
0
[
1− hˆ2(l∗1(t))
]
dt
)
.
(4.14)
To show µ∗A is non-degenerate, following the same argument as in (4.7), it is suﬃ-
cient to have
[∫∞
0 l
∗
1(t)dt∫∞
0 l
∗
2(t)dt
]
<∞.
Since the spectral radius ρ < 1 under (C2) in Condition 3.3.2, take 0 < ϵ < 1−ρ2 ,
and by the matrix theory there exists a norm ∥ · ∥, such that ∥A∥ ≤ ρ˜ = ρ+ ϵ < 1,
then from (4.11) in the first part of proof,
L˜n ≤ C 1− ρ˜
n
1− ρ˜
√(
v2
δ2
)2
+
(
v1
δ1
)2
< C
1
1− ρ˜
√(
v2
δ2
)2
+
(
v1
δ1
)2
<∞.
Since L˜n as the upper bound of
∫∞
0 l2n−1(t)dt and
∫∞
0 l2n(t)dt is uniformly bounded
in n ≥ 1, we have [∫∞
0 l
∗
1(t)dt∫∞
0 l
∗
2(t)dt
]
= lim
n→∞
[∫∞
0 l2n−1(t)dt∫∞
0 l2n(t)dt
]
<∞.
4.3 The Stationary Distributions
The limiting distributions of the finite system and BDCP exist by Theorem 4.2.2.
In this section, we show the equivalence between the stationary distribution and
the limiting distribution.
First, a stationarity condition for the finite system
(
Λ(1)t , . . . ,Λ
(m)
t
)
is provided
based on Markov process theory in [33] for example.
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Lemma 4.3.1 (Stationary condition equation for the finite system).
Distribution πmS is a stationary distribution of (Λ
(1)
t , . . . ,Λ
(m)
t ) if and only if the
Laplace transform πˆmS at any (v1, . . . , vm) ∈ Rm+ satisfies
0 = −
m∑
k=1
δkvkπˆ
m(v1, . . . , vm) + ρ1(hˆ1(v1)− 1) + ρ2(hˆ2(v2)− 1)
+
n−1∑
k=1
∂πˆm(v1, . . . , vm)
∂v2k−1
[(1− gˆ1,1(v2k+1)) + (1− gˆ2,1(v2k+2))]
+
n−1∑
k=1
∂πˆm(v1, . . . , vm)
∂v2k
[(1− gˆ1,2(v2k+1)) + (1− gˆ2,2(v2k+2))] .
Equivalently, the equation can be written in terms of the ODE system (4.4):
0 =
n∑
k=1
l˙2(n−k)+2(0)
∂πˆmS
∂v2k−1
+ l˙2(n−k)+1(0)
∂πˆmS
∂v2k
− ρ1(1− hˆ1(v1))πˆmS − ρ2(1− hˆ2(v2))πˆmS .
(4.15)
Proof. See Section 4.5.
The following theorem states the equivalence between the limiting and sta-
tionary distribution, and the proof is based on the self-similarity structure of the
system.
Theorem 4.3.2 (Stationarity of the finite system).
For any system index m = 2n for
(
Λ(1)t , . . . ,Λ
(m)
t
)
, if there exits a limiting distri-
bution πmA , then there exits a unique stationary distribution π
m
S and π
m
S
d
= πmA .
Proof. For the existence, it is suﬃcient to show that πˆm := πˆmA satisfies the con-
dition equation (4.15). The uniqueness of such πmS follows immediately from the
uniqueness of πmA .
Since limt→∞ l2n(t) = limt→∞ l2n−1(t) = 0 from Lemma 4.2.1,
∂πˆm
∂v2k−1
= πˆm
[
ρ1
∫ ∞
0
hˆ′1(l2n(t))
∂l2n(t)
∂v2k−1
dt+ ρ2
∫ ∞
0
hˆ′2(l2n−1(t))
∂l2n−1(t)
∂v2k−1
dt
]
∂πˆm
∂v2k
= πˆm
[
ρ1
∫ ∞
0
hˆ′1(l2n(t))
∂l2n(t)
∂v2k
dt+ ρ2
∫ ∞
0
hˆ′2(l2n−1(t))
∂l2n−1(t)
∂v2k
dt
]
1− hˆ1(v1) =
∫ ∞
0
hˆ′1(l2n(t))l˙2n(t)dt
1− hˆ2(v2) =
∫ ∞
0
hˆ′2(l2n−1(t))l˙2n−1(t)dt.
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Then, the stationarity equation (4.15) becomes
0 = ρ1
∫ ∞
0
hˆ′1(l2n(t))
[
n∑
k=1
(
l˙2(n−k)+2(0)
∂l2n(t)
∂v2k−1
+ l˙2(n−k)+1(0)
∂l2n(t)
∂v2k
)
− l˙2n(t)
]
dt
+ ρ2
∫ ∞
0
hˆ′2(l2n−1(t))
[
n∑
k=1
(
l˙2(n−k)+2(0)
∂l2n−1(t)
∂v2k−1
+ l˙2(n−k)+1(0)
∂l2n−1(t)
∂v2k
)
− l˙2n−1(t)
]
dt.
We observe that the functions lk is independent from the choice of hˆi and ρi for
i = 1, 2, then for system index m = 2n, re-denote lk(·) as l2nk (·), then it is suﬃcient
to show:
n∑
k=1
(
l˙2n2(n−k)+2(0)
∂l2n2n(t)
∂v2k−1
+ l˙2n2(n−k)+1(0)
∂l2n2n(t)
∂v2k
)
− l˙2n2n(t) = 0,
n∑
k=1
(
l˙2n2(n−k)+2(0)
∂l2n2n−1(t)
∂v2k−1
+ l˙2n2(n−k)+1(0)
∂l2n2n−1(t)
∂v2k
)
− l˙2n2n−1(t) = 0.
(4.16)
By observing the self-similarity in the system structure, we prove (4.16) using
the induction with respect to the system index m = 2n.
(1) For n = 1, it is easy to observe that l21(t) = v2e
−δ2t and l22(t) = v1e
−δ1t satisfies
(4.16).
(2) Assume that m = 2n satisfies (4.16), we show that for m = 2(n + 1) also satisfies
(4.16). We need to show the first equation and the second follows in the same way.
I.e.,
n+1∑
k=1
[
l˙2(n+1)2(n+1−k)+2(0)
∂l2(n+1)2n+2 (t)
∂v2k−1
+ l˙2(n+1)2(n+1−k)+1(0)
∂l2(n+1)2n+2 (t)
∂v2k
]
− l˙2(n+1)2n+2 (t) = 0,
(4.17)
where l2(n+1)2(n+1)−i+1(0) = vi for i = 1, . . . , 2n.
Note that from the ODE system and the recursive solution, we have
l2(n+1)2(n+1)(0) = v1,
∂l2(n+1)2(n+1)(t)
∂v1
= e−δ1t,
∂l2(n+1)2(n+1)(t)
∂v2
= 0.
Then, the k = 1 term in (4.17) becomes l˙2(n+1)2n+2 (0)e
−δ1t. Hence, we need to show
that
n+1∑
k=2
[
l˙2(n+1)2(n+1−k)+2(0)
∂l2(n+1)2n+2 (t)
∂v2k−1
+ l˙2(n+1)2(n+1−k)+1(0)
∂l2(n+1)2n+2 (t)
∂v2k
]
= l˙2(n+1)2n+2 (t)−e−δ1tl˙2(n+1)2n+2 (0).
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As (4.16) holds for m = 2n for all (v1, . . . , v2n) ∈ Rm+ , one can construct functions
{L2ni (·)}2ni=1, such that they satisfies (4.16) with initial values
(v˜1, . . . , v˜2n) = (v3, . . . , v2n+2).
Hence,
n∑
k=1
(
L˙2n2(n−k)+2(0)
∂L2n2n(t)
∂v˜2k−1
+ L˙2n2(n−k)+1(0)
∂L2n2n(t)
∂v˜2k
)
− L˙2n2n(t) = 0,
n∑
k=1
(
L˙2n2(n−k)+2(0)
∂L2n2n−1(t)
∂v˜2k−1
+ L˙2n2(n−k)+1(0)
∂L2n2n−1(t)
∂v˜2k
)
− L˙2n2n−1(t) = 0.
(4.18)
with L2n2n−i+1(0) = v˜i = vi+2 for i = 1, . . . , 2n. Especially L
2n
1 (0) = v2n+2 and
L2n2 (0) = v2n+1.
By construction, for k = 1, . . . , n, t ≥ 0,
l2(n+1)2k−1 (t) = L
2n
2k−1(t), l
2(n+1)
2k (t) = L
2n
2k(t),
and
∂l2(n+1)2n (t)
∂v2k−1
=
∂L2n2n(t)
∂v2k−1
=
∂L2n2n(t)
∂v˜2k−3
,
∂l2(n+1)2n (t)
∂v2k
=
∂L2n2n(t)
∂v2k
=
∂L2n2n(t)
∂v˜2k−2
.
For terms with k ≥ 2 in in (4.17),
n+1∑
k=2
[
l˙2(n+1)2(n+1−k)+2(0)
∂l2(n+1)2n+2 (t)
∂v2k−1
+ l˙2(n+1)2(n+1−k)+1(0)
∂l2(n+1)2n+2 (t)
∂v2k
]
=−
∫ t
0
e−δ1(t−s)gˆ′1,1
(
L2n2n(s)
) n+1∑
k=2
[
L˙2n2(n+1−k)+2(0)
∂L2n2n(t)
∂v˜2k−3
+ L˙2n2(n+1−k)+1(0)
∂L2n2n(t)
∂v˜2k−2
]
ds
−
∫ t
0
e−δ1(t−s)gˆ′2,1
(
L2n2n−1(s)
) n+1∑
k=2
[
L˙2n2(n+1−k)+2(0)
∂L2n2n−1(t)
∂v˜2k−3
+ L˙2n2(n+1−k)+1(0)
∂L2n2n−1(t)
∂v˜2k−2
]
ds
=−
∫ t
0
e−δ1(t−s)gˆ′1,1
(
L2n2n(s)
) n∑
k=1
[
L˙2n2(n−k)+2(0)
∂L2n2n(t)
∂v˜2k−1
+ L˙2n2(n−k)+1(0)
∂L2n2n(t)
∂v˜2k
]
ds
−
∫ t
0
e−δ1(t−s)gˆ′2,1
(
L2n2n−1(s)
) n∑
k=1
[
L˙2n2(n−k)+2(0)
∂L2n2n−1(t)
∂v˜2k−1
+ L˙2n2(n−k)+1(0)
∂L2n2n−1(t)
∂v˜2k
]
ds.
(4.19)
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By (4.18), (4.19) becomes
−
∫ t
0
e−δ1(t−s)gˆ′1,1
(
L2n2n(s)
)
L˙2n2n(s)ds−
∫ t
0
e−δ1(t−s)gˆ′2,1
(
L2n2n−1(s)
)
L˙2n2n−1(s)ds
=
∫ t
0
e−δ1(t−s)
∂
∂s
[
1− gˆ1,1
(
L2n2n(s)
)
+ 1− gˆ2,1
(
L2n2n−1(s)
)]
ds
=
∫ t
0
e−δ1(t−s)
∂
∂s
[
1− gˆ1,1
(
l2(n+1)2n (s)
)
+ 1− gˆ2,1
(
l2(n+1)2n−1 (s)
)]
ds
(4.4)
=
∫ t
0
e−δ1(t−s)
∂
∂s
[
l˙2(n+1)2n+2 (s) + δ1l
2(n+1)
2n+2 (s)
]
ds
Denote
F (s) := eδ1sl2(n+1)2n+2 (s),
then F˙ (s) = eδ1s
(
l˙2(n+1)2n+2 (s) + δ1l
2(n+1)
2n+2 (s)
)
, and F˙ (0) = l˙2(n+1)2n+2 (0) + δ1v1.
(4.19) = e−δ1t
∫ t
0
eδ1sd
(
e−δ1sF˙ (s)
)
= e−δ1t
(
F˙ (t)− F˙ (0)
)
− δ1e−δ1t (F (t)− F (0))
=
(
l˙2(n+1)2n+2 (t) + δ1l
2(n+1)
2n+2 (t)
)
− e−δ1t
(
l˙2(n+1)2n+2 (0) + δ1v1
)
− δ1e−δ1t
(
eδ1tl2(n+1)2n+2 (t)− v1
)
= l˙2(n+1)2n+2 (t)− e−δ1tl˙2(n+1)2n+2 (0).
Hence, by Theorem 4.3.2 and Theorem 4.2.2, we can conclude that for the finite
system
(
Λ(1)t , . . . ,Λ
(m)
t
)
, there exists a unique stationary distribution that is equal
to the limiting distribution.
Corollary 4.3.3. There exists a unique stationary distribution µnS of (λ
1,n,λ2,n),
and it is equal to the limiting distribution µnA with the Laplace transform (4.12).
Proof. The joint distribution of
(
λ1,nt ,λ
2,n
t
)
at any t ≥ 0, k ≥ 0 and 0 ≤ s1 ≤ . . . ≤
sk is
P
(
λ1,nt+s1 ≤ x11,λ2,nt+s1 ≤ x21; . . . ;λ1,nt+sk ≤ x1k,λ2,nt+sk ≤ x2k
)
= P
(
n∑
i=1
λ1,(i)t+s1 ≤ x11,
n∑
i=1
λ2,(i)t+s1 ≤ x21; . . . ;
n∑
i=1
λ1,(i)t+sk ≤ x1k,
n∑
i=1
λ2,(i)t+sk ≤ x2k
)
=
∫
D11
∫
D21
· · ·
∫
D1k
∫
D2k
dP
(
λ1,(1)t+s1 ≤ z1,(1)1 ,λ2,(1)t+s1 ≤ z2,(1)1 , . . . ,λ1,(n)t+sk ≤ z1,(n)k ,λ2,(n)t+sk ≤ z2,(n)k
)
,
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where for j = 1, . . . , k, j ′ = 1, 2,Dj
′
j =
{(
zj
′,(1)
j , . . . , z
j′,(n)
j
)
∈ Rn :∑ni=1 zj′,(i)j ≤ xj′j }.
By Theorem 4.3.2, take the distribution of
(
λ1,(1)t ,λ
2,(1)
t , . . . ,λ
1,(n)
t ,λ
2,(n)
t
)
=(
Λ(1), . . . ,Λ(m)
)
as the unique stationary distribution πmS , then the joint distri-
bution above is independent of t. Hence from the equation above, the distribu-
tion
(
λ1,nt+s1 ,λ
2,n
t+s1 ; . . . ;λ
1,n
t+sk ,λ
2,n
t+sk
)
is also independent of t. Therefore by definition
(λ1,n,λ2,n) is a stationary process.
Since the limiting distribution exits and is independent of the initial value, then
µnS
d
= µnA and the uniqueness follows.
Now we present the existence and uniqueness of stationary distribution for
(λ1t ,λ
2
t ) which is the final result of this chapter.
Theorem 4.3.4 (Existence of Stationary Distribution). Under the Condition (C1)
and (C2) in Condition 3.3.2, there exists a unique stationary distribution µ∗S of the
BDCP intensity (λ1,λ2), and moreover µ∗S
d
= µ∗A where µ
∗
A is the limiting distribu-
tion of (λ1,λ2).
Proof. Recall that λ1,nt =
∑n
i=1 Λ
(2i−1)
t =
∑n
i=1 λ
1,(i)
t and λ
2,n
t =
∑n
i=1 Λ
(2i)
t =∑n
i=1 λ
2,(i)
t . Let (λ
1,n,λ2,n) starts from the stationary distribution µnS, then for
any t ≥ 0, 0 ≤ s1 ≤ . . . ≤ sk,(
λ1,nt+s1 ,λ
2,n
t+s1 ; . . . ;λ
1,n
t+sk ,λ
2,n
t+sk
) d
=
(
λ1,ns1 ,λ
2,n
s1 ; . . . ;λ
1,n
sk
,λ2,nsk
)
. (4.20)
Since the convergence of (λ1,n,λ2,n) to (λ1,λ2) pathwise implies the convergence
of the finite dimensional distributions, as n→∞,(
λ1,nt+s1 ,λ
2,n
t+s1 ; . . . ;λ
1,n
t+sk ,λ
2,n
t+sk
) ⇒ (λ1t+s1 ,λ2t+s1 ; . . . ;λ1t+sk ,λ2t+sk) , n→∞,(
λ1,ns1 ,λ
2,n
s1 ; . . . ;λ
1,n
sk
,λ2,nsk
) ⇒ (λ1s1 ,λ2s1 ; . . . ;λ1sk ,λ2sk) , n→∞.
where the left hand side distribution is πmS . By (4.20) and uniqueness of the weak
limit, we have the limiting process(
λ1t+s1 ,λ
2
t+s1 ; . . . ;λ
1
t+sk
,λ2t+sk
) d
=
(
λ1s1 ,λ
2
s1 ; . . . ;λ
1
sk
,λ2sk
)
.
i.e. the finite dimensional distribution is independent of t. Hence (λ1,λ2) has a
stationary distribution µ∗S.
Since the limiting distribution µ∗A exists and is independent of the initial value,
then µ∗S
d
= µ∗A. As µ
∗
A is unique, the uniqueness of µ
∗
S follows.
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Remark 4.3.5. Note that for Hawkes processes defined on the whole real line R,
the Theorem 7 in Bre´maud and Massoulie´ [14] has a similar result that can be
covered as a special case of ours for the bivariate case.
Remark 4.3.6 (Importance of the finite system). From the analysis above, in
addition to the BDCP system (λ1,λ2), we also provide the distribution of the non-
stationary and stationary version of (λ1,n,λ2,n) in terms of the Laplace transform.
Note that the contagion eﬀect is more severe when the index n is increasing, there-
fore one can tune the the contagion eﬀect for modelling purpose using the finite
system (N1,n, N 2,n) with intensity (λ1,n,λ2,n) by choosing a certain system index n.
Therefore, it is an interesting process itself for applications and further analysis.
For any h > 0, Nt1+h − Nt1 |λt1=λ
d
= Nt2+h − Nt2 |λt2=λ. If λ is stationary, then
λt1
d
= λt2 , and hence Nt1+h − Nt1 d= Nt2+h − Nt2 . Hence we have the following
results:
Corollary 4.3.7. The BDCP N = (Nt)t≥0 has stationary increments.
4.4 Stationary Moments
From Theorem 4.3.4, the intensity process λ = (λ1,λ2) has a unique stationary
distribution µ∗S. In this section, we show the first and second moments of the
stationary distribution based on Markov process theory.
Since λ is a Markov process with the generator Aλ in (3.13), then by the sta-
tionary distribution characterization in (4.1), for any f ∈ D(Aλ) we have∫ ∞
0
∫ ∞
0
Af(λ1,λ2)µ∗S(λ1,λ2)dλ1dλ2 = 0. (4.21)
In the following, denote A := Aλ, we use (4.21) to derive the stationary mean,
variance and correlation. Moreover, in addition to (C1) in Condition 3.3.2 where
the first moments of all jump sizes exist, we assume the second moments also exist.
I.e. µ2Hk <∞ and µ2Gk,k′ <∞ for k, k′ = 1, 2.
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4.4.1 Stationary Mean
Take Af(λ1,λ2) = λi and denote by mi1 = E[λit] the stationary mean for i = 1, 2,
we have
−(δ1 − µG1,1)m11 + µG1,2m21 + ρ1µH1 = 0,
−(δ2 − µG2,2)m21 + µG2,1m11 + ρ2µH2 = 0.
Solving this linear equation system we obtain the stationary mean
m11 =
(δ2 − µG2,2)µH1
(δ1 − µG1,1)(δ2 − µG2,2)− µG1,2µG2,1 ρ1 +
µG1,2µH2
(δ1 − µG1,1)(δ2 − µG2,2)− µG1,2µG2,1 ρ2,
m21 =
(δ1 − µG1,1)µH2
(δ1 − µG1,1)(δ2 − µG2,2)− µG1,2µG2,1 ρ2 +
µG2,1µH1
(δ1 − µG1,1)(δ2 − µG2,2)− µG1,2µG2,1 ρ1.
For i = 1, 2, denote
∆i = δi − µGi,i , ∆ := ∆1∆2 − µG1,2µG2,1 ,
then we can rewrite the first moments as
m11 =
∆2µH1
∆
ρ1 +
µG1,2µH2
∆
ρ2 =: µ1,1ρ1 + µ1,2ρ2
m21 =
µG2,1µH1
∆
ρ1 +
∆1µH2
∆
ρ2 =: µ2,1ρ1 + µ2,2ρ2.
Remark 4.4.1. If there is no cross-exciting term, i.e. µGi,j = 0 for i ̸= j, then the
result recovers that of the univariate DCP in Dassios and Zhao [23].
4.4.2 Stationary Variance
We consider the second stationary moments: E[(λ1t )2], E[(λ2t )2] and E[λ1tλ2t ].
Take f(t,λ1t ,λ
2
t ) = (λ
1
t )
2, (λ2t )
2 and λ1tλ
2
t respectively, we have
A((λ1)2) = −2δ1λ21 + ρ1
[∫ ∞
0
(λ1 + y1)
2H1(dy1)− λ21
]
+λ1
[∫ ∞
0
(λ1 + z1)
2G1,1(dz1)− λ21
]
+ λ2
[∫ ∞
0
(λ1 + z1)
2G1,2(dz1)− λ21
]
= −2δ1λ21 + ρ1(2λ1µH1 + µ2H1) + λ1(2λ1µG1,1 + µ2G1,1) + λ2(2λ1µG1,2 + µ2G1,2)
= −2(δ1 − µG1,1)λ21 + 2µG1,2λ1λ2 + (2ρ1µH1 + µ2G1,1)λ1 + µ2G1,2λ2 + µ2H1ρ1.
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Similarly, we have
A((λ2)2) = −2(δ2 − µG2,2)λ22 + 2µG2,1λ1λ2 + (2ρ2µH2 + µ2G2,2)λ2 + µ2G2,1λ1 + µ2H2ρ2
Aλ1λ2 = −(δ1 + δ2)λ1λ2 + ρ1λ2µH1 + ρ2λ1µH2 + λ1 (λ1µG2,1 + λ2µG1,1 + µG1,1µG2,1)
+λ2(λ1µG2,2 + λ2µG1,2 + µG1,2µG2,2)
= µG2,1λ
2
1 + µG1,2λ
2
2 + (−(δ1 − µG1,1)− (δ2 − µG2,2))λ1λ2
+(ρ2µH2 + µG1,1µG2,1)λ1 + (ρ1µH1 + µG1,2µG2,2)λ2.
We denote
A(λ21) =: A1,1λ21 + A1,2λ1λ2 + A1λ1 + A2λ2 + A0,
A(λ22) =: B2,2λ22 +B1,2λ1λ2 +B2λ2 +B1λ1 +B0,
Aλ1λ2 =: C1,1λ21 + C2,2λ22 + C1,2λ1λ2 + C1λ1 + C2λ2,
with all coeﬃcients in Table 4.2. Note that Ai,j , Bi,j , Ci,j do not contain ρ1 and ρ2,
and A1, B2, C1, C2 are linear with ρ1 and ρ2.
X X1,1 X2,2 X1,2 X1 X2 X0
A −2∆1 0 2µG1,2 2µH1ρ1 + µ2G1,1 µ2G1,2 µ2H1ρ1
B 0 −2∆2 2µG2,1 µ2G2,1 2µH2ρ2 + µ2G2,2 µ2H2ρ2
C µG2,1 µG1,2 −∆1 −∆2 µH2ρ2 + µG1,1µG2,1 µH1ρ1 + µG1,2µG2,2 0
Table 4.2: Coeﬃcient table for A,B,C, ∆1 = δ1−µG1,1 > 0 and∆2 = δ2−µG2,2 > 0.
We denote for i, j = 1, 2 and j ̸= i,
mi2 =: E[(λit)2],
mi,j2 =: E[λitλ
j
t ],
then by (4.21) we obtain the linear equation system:
A1,1m
1
2 + A1,2m
1,2
2 +
(
A1m
1
1 + A2m
2
1 + A0
)
= 0,
B2,2m
2
2 +B1,2m
1,2
2 +
(
B2m
2
1 +B1m
1
1 +B0
)
= 0,
C1,1m
1
2 + C2,2m
2
2 + C1,2m
1,2
2 +
(
C1m
1
1 + C2m
2
1
)
= 0,
where the cross term is
m1,22 = −
C1m11 + C2m
2
1 + C1,1m
1
2 + C2,2m
2
2
C1,2
. (4.22)
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Based on the first moments m11, m
2
1 obtained in the last subsection, we obtain the
second moments m12 and m
2
2 by solving the linear equation system.(
A1,1 − A1,2C1,1
C1,2
)
m12 − A1,2
C2,2
C1,2
m22 +
(
A˜0 − A1,2
C1,2
C˜0
)
= 0,(
B2,2 −B1,2C2,2
C1,2
)
m22 −B1,2
C1,1
C1,2
m12 +
(
B˜0 − B1,2
C1,2
C˜0
)
= 0,
where
A˜0 = A1m
1
1 + A2m
2
1 + A0,
B˜0 = B2m
2
1 +B1m
1
1 +B0,
C˜0 = C1m
1
1 + C2m
2
1.
Denote γ1 :=
C1,1
C1,2
and γ2 :=
C2,2
C1,2
, then[
A1,1 − A1,2γ1 − A1,2B1,2γ1γ2
B2,2 −B1,2γ2
]
m12 = −
(B˜0 − B1,2C1,2 C˜0)A1,2γ2
B2,2 −B1,2γ2 −
(
A˜0 − A1,2
C1,2
C˜0
)
.
m12 =
− (B˜0−
B1,2
C1,2
C˜0)A1,2γ2
B2,2−B1,2γ2 −
(
A˜0 − A1,2C1,2 C˜0
)
A1,1 − A1,2γ1 − A1,2B1,2γ1γ2B2,2−B1,2γ2
=
(B1,2γ2 −B2,2)A˜0 − A1,2γ2B˜0 + A1,2C1,2B2,2C˜0
4(∆1∆2 − µG1,2µG2,1) .
Similarly, we have
m22 =
−B1,2γ1A˜0 − (A1,1 − A1,2γ1)B˜0 + B1,2C1,2A1,1C˜0
4(∆1∆2 − µG1,2µG2,1) .
We obtain
m12 = (m
1
1)
2 + γ1,1ρ1 + γ1,2ρ2,
m22 = (m
2
1)
2 + γ2,1ρ1 + γ2,2ρ2,
where
γ1,1 =
1
2∆
(−2µG2,1µG1,2
∆1 +∆2
+∆2
)
(µ2G1,1µ1,1 + µ2G1,2µ2,1 + µ2H1)
+
1
2∆
(µG1,2)2
∆1 +∆2
(µ2G2,2µ2,1 + µ2G2,1µ1,1) +
1
∆
µG1,2∆2
∆1 +∆2
(µG1,1µG2,1µ1,1 + µG1,2µG2,2µ2,1)
γ1,2 =
1
2∆
(−2µG2,1µG1,2
∆1 +∆2
+∆2
)
(µ2G1,1µ1,2 + µ2G1,2µ2,2)
+
1
2∆
(µG1,2)2
∆1 +∆2
(µ2G2,2µ2,2 + µ2G2,1µ1,2 + µ2H2) +
1
∆
µG1,2∆2
∆1 +∆2
(µG1,1µG2,1µ1,2 + µG1,2µG2,2µ2,2) .
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Similarly,
γ2,1 =
1
2∆
(−2µG2,1µG1,2
∆1 +∆2
+∆1
)
(µ2G2,2µ2,1 + µ2G2,1µ11)
+
1
2∆
(µG2,1)2
∆1 +∆2
(µ2G1,1µ1,1 + µ2G1,2µ2,1 + µ2H1) +
1
∆
µG2,1∆1
∆1 +∆2
(µG1,1µG2,1µ1,1 + µG1,2µG2,2µ2,1)
γ2,2 =
1
2∆
(−2µG2,1µG1,2
∆1 +∆2
+∆1
)
(µ2G2,2µ2,2 + µ2G2,1µ1,2 + µ2H2)
+
1
2∆
(µG2,1)2
∆1 +∆2
(µ2G1,1µ1,2 + µ2G1,2µ2,2) +
1
∆
µG2,1∆1
∆1 +∆2
(µG1,1µG2,1µ1,2 + µG1,2µG2,2µ2,2) .
Hence, we conclude that the stationary mean and variance are
m1 := E[λ1t ] = µ1,1ρ1 + µ1,2ρ2,
m2 := E[λ2t ] = µ2,1ρ1 + µ2,2ρ2,
and
v1 := var(λ
1
t ) = γ1,1ρ1 + γ1,2ρ2,
v2 := var(λ
2
t ) = γ2,1ρ1 + γ2,2ρ2.
Remark 4.4.2. From above, we observe that the stationary mean and variance are
both linear functions of ρ1 and ρ2.
4.4.3 Stationary Correlation
The stationary correlation ρ1,2 can be computed as:
ρ1,2 =
E[λ1tλ
2
t ]− E[λ1t ]E[λ2t ]√
var(λ1t )
√
var(λ2t )
=
m1,22 −m1m2√
v1
√
v2
,
where m1,22 is from (4.22).
Remark 4.4.3. Note that the cross-exciting jumps enhance the stationary corre-
lation compared to the processes with only self-exciting jumps due to the positive
mean µG1,2 and µG2,1 of jump sizes.
4.5 Proof of Lemmas
Proof of Lemma 4.2.1. We prove the result by induction. First we have
lim
t→∞
l1(t) = lim
t→∞
v2ne
−δ2t = 0, lim
t→∞
l2(t) = lim
t→∞
v2n−1e−δ1t = 0.
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Then assume limt→∞ l2k−1(t) = 0 and limt→∞ l2k(t) = 0,
lim
t→∞
l2k+1(t) = lim
t→∞
e−δ2t
∫ t
0
eδ2s [1− gˆ1,2(l2k(s)) + 1− gˆ2,2(l2k−1(s))] ds
L′Hospital
= lim
t→∞
1
δ2
(1− gˆ1,2(l2k(t)) + 1− gˆ2,2(l2k−1(t)))
= 0.
Similarly, we have limt→∞ l2k+2(t) = 0.
Therefore we conclude that for any i = 1, . . . ,m, limt→∞ li(t) = 0.
Proof of Lemma 4.3.1. By the stationary distribution characterization in (4.1),
denote by π := πmS the stationary distribution of (Λ
(1)
t , . . . ,Λ
(m)
t ), then it satisfies∫
Amf(λ1,λ2, . . . ,λm)π(λ1,λ2, . . . ,λm)dλ1 · · · dλn = 0, (4.23)
where Am can be found in (4.2).
We now derive the equivalent Laplace transform equation. Denote by Lm the
Laplace transform of (Λ(1), . . . ,Λ(m)) and f(· · ·) := f(λ1, · · · ,λm) with limλk→∞ f(λ1, . . . ,λm) =
0 for k = 1, . . . ,m. We decompose the LHS of (4.23) according to the generator
Am into three parts.
Part (I): drift part:∫
Rm+
−δkλk ∂
∂λk
f(λ1, . . . ,λm)π(λ1, . . . ,λm)dλ1 · · · dλm
= −δk
∫
Rm+
∂
∂λk
f(λ1, . . . ,λm)
∫ λk
0
∂
∂λk
(xπ(λ1, . . . , x, . . . ,λm)) dxdλ1 · · · dλm
= −δk
∫
Rm−1+
∫ ∞
λk=0
∫ λk
x=0
∂
∂λk
f(λ1, . . . ,λm)
∂
∂λk
(xπ(λ1, . . . , x, . . . ,λm)) dxdλ1 · · · dλm
= −δk
∫
Rm−1+
∫ ∞
x=0
∫ ∞
λk=x
∂
∂λk
f(λ1, . . . ,λm)
∂
∂λk
(xπ(λ1, . . . , x, . . . ,λm)) dxdλ1 · · · dλm
=
∫
Rm+
f(λ1, . . . ,λm)δk
∂
∂λk
(λkπ(λ1, . . . ,λm)) dλ1 · · · dλm,
The Laplace transform at (v1, . . . , vm) ∈ Rm+ becomes
Lm
[
δk
∂
∂λk
(λkπ(λ1, . . . ,λm))
]
= δkvkLm[λkπ(λ1, . . . ,λm)] = −δkvk ∂
∂vk
πˆ(v1, . . . , vm).
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Part (II): shot-noise part∫
Rm+
ρ1
∫ ∞
y=0
f(λ1 + y, ·)dH1(y)π(λ1, . . . ,λm)dλ1 · · · dλm
= ρ1
∫
Rm−1+
∫ ∞
x=0
f(x,λ2, . . . ,λm)
∫ x
y=0
π(x− y,λ2, . . . ,λm)dH1(y)dxdλ2 · · · dλm
= ρ1
∫
Rm+
f(λ1,λ2, . . . ,λm)
∫ λ1
y=0
π(λ1 − y,λ2, . . . ,λm)dH1(y)dλ1 · · · dλm,
then∫
Rm+
ρ1
[∫ ∞
0
f(λ1 + y, ·)dH1(y)− f(. . .)
]
π(λ1, . . . ,λm)dλ1 · · · dλm
= ρ1
∫
Rm+
f(λ1,λ2, . . . ,λm)
[∫ λ1
y=0
π(λ1 − y, ·)dH1(y)− π(λ1, . . . ,λm)
]
dλ1 · · · dλm.
The Laplace transform as
Lm
[∫ λ1
y=0
π(λ1 − y, ·)dH1(y)
]
= πˆ(v1, . . . , vm)hˆ1(v1).
Similarly, we have
Lm
[∫ λ2
y=0
π(·,λ2 − y, ·)dH2(y)
]
= πˆ(v1, . . . , vm)hˆ2(v2).
Part(III): mutually exciting part:
For k ≥ 2, the jump excited by λ2k−1 is∫
Rm+
λ2k−1
[(∫ ∞
z=0
f(·,λ2k+1 + z, ·)dG1,1(z)− f(. . .)
)
+
(∫ ∞
z=0
f(·,λ2k+2 + z, ·)dG2,1(z)− f(. . .)
)]
· π(λ1, . . . ,λm)dλ1 · · · dλm
=
∫
Rm+
f(λ1, . . . ,λm)λ2k−1
[∫ λ2k+1
z=0
π(·,λ2k+1 − z, ·)dG1,1(z)− π(. . .)
]
dλ1 · · · dλn
+
∫
Rm+
f(λ1, . . . ,λm)λ2k−1
[∫ λ2k+2
z=0
π(·,λ2k+2 − z, ·)dG2,1(z)− π(. . .)
]
dλ1 · · · dλn.
We have first
Lm
[
λ2k−1
∫ λ2k+1
z=0
π(·,λ2k+1 − z, ·)dG1,1(z)− λ2k−1π(. . .)
]
= Lm [λ2k−1π(λ1, . . . , . . . ,λm)] gˆ1,1(v2k+1)− Lm [λ2k−1π(. . .)]
=
∂
∂v2k−1
πˆ(v1, . . . , vm)(1− gˆ1,1(v2k+1)).
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Similarly,
Lm
[
λ2k−1
∫ λ2k+2
z=0
π(·,λ2k+2 − z, ·)dG2,1(z)− λ2k−1π(. . .)
]
=
∂
∂v2k−1
πˆ(v1, . . . , vm)(1− gˆ2,1(v2k+2)).
The same for jumps excited by λ2k corresponding to∫
Rm+
λ2k
[(∫ ∞
z=0
f(·,λ2k+1 + z, ·)dG1,2(z)− f(. . .)
)
+
(∫ ∞
z=0
f(·,λ2k+2 + z, ·)dG2,2(z)− f(. . .)
)]
· π(λ1, . . . ,λm)dλ1 · · · dλm.
Since the stationary distribution π satisfies (4.23), we have from part (I), (II),
(III) that
0 =
m∑
k=1
δk
∂
∂λk
(λkπ(λ1, . . . ,λm))
+ρ1
[∫ λ1
y=0
π(λ1 − y,λ2, . . . ,λm)dH1(y)− π(λ1, . . . ,λm)
]
+ρ2
[∫ λ2
y=0
π(λ1,λ2 − y, . . . ,λm)dH2(y)− π(λ1, . . . ,λm)
]
+
n−1∑
k=1
λ2k−1
[∫ λ2k+1
z=0
π(λ1, . . . ,λ2k+1 − z, . . . ,λm)dG1,1(z)− π(λ1, . . . ,λm)
]
+
n−1∑
k=1
λ2k−1
[∫ λ2k+2
z=0
π(λ1, . . . ,λ2k+2 − z, . . . ,λm)dG2,1(z)− π(λ1, . . . ,λm)
]
+
n−1∑
k=1
λ2k
[∫ λ2k+1
z=0
π(λ1, . . . ,λ2k+1 − z, . . . ,λm)dG1,2(z)− π(λ1, . . . ,λm)
]
+
n−1∑
k=1
λ2k
[∫ λ2k+2
z=0
π(λ1, . . . ,λ2k+2 − z, . . . ,λm)dG2,2(z)− π(λ1, . . . ,λm)
]
.
In terms of Laplace transforms, we have for any (v1, . . . , vm) ∈ Rm+
0 = −
2n∑
k=1
δkvk
∂πˆmS
∂vk
+ ρ1(hˆ1(v1)− 1) + ρ2(hˆ2(v2)− 1)
+
n−1∑
k=1
∂πˆmS
∂v2k−1
[(1− gˆ1,1(v2k+1)) + (1− gˆ2,1(v2k+2))]
+
n−1∑
k=1
∂πˆmS
∂v2k
[(1− gˆ1,2(v2k+1)) + (1− gˆ2,2(v2k+2))] ,
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and after reordering the terms, we obtain (4.15).
Proof of (4.10). For j = 1, 2,
gˆ1,j(l2k−2(t))− gˆ1,j(l2k(t)) =
∫ l2k−2(t)
l2k(t)
dgˆ1,j(u) =
∫ l2k(t)
l2k−2(t)
(−gˆ′1,j(u)) du
≤ µG1,j (l2k(t)− l2k−2(t)) ,
gˆ2,j(l2k−3(t))− gˆ2,j(l2k−1(t)) =
∫ l2k−3(t)
l2k−1(t)
dgˆ2,j(u) =
∫ l2k−1(t)
l2k−3(t)
(−gˆ′2,j(u)) du
≤ µG2,j (l2k−1(t)− l2k−3(t)) .
Then we have
d(1)k+1(t) = e
−δ2t
∫ t
0
eδ2s [(1− gˆ1,2(l2k(s)))− (1− gˆ1,2(l2k−2(s)))] ds
+ e−δ2t
∫ t
0
eδ2s [(1− gˆ2,2(l2k−1(s)))− (1− gˆ2,2(l2k−3(s)))] ds
≤ e−δ2t
∫ t
0
eδ2s
[
µG2,2d
(1)
k (s) + µG1,2d
(2)
k (s)
]
ds,
d(2)k+1(t) = e
−δ1t
∫ t
0
eδ1s [(1− gˆ1,1(l2k(s)))− (1− gˆ1,1(l2k−2(s)))] ds
+ e−δ1t
∫ t
0
eδ1s [(1− gˆ2,1(l2k−1(s)))− (1− gˆ2,1(l2k−3(s)))] ds
≤ e−δ1t
∫ t
0
eδ1s
[
µG2,1d
(1)
k (s) + µG1,1d
(2)
k (s)
]
ds.
4.6 Conclusion
In this chapter, we investigated the distributional information of the BDCP and
its finite branching system in the cluster process representation. With the help of
Markov process theory and the branching structure, we found the condition ((C1),
(C2)) under which the limiting distributions (when time tends to infinity) exist.
We then showed the limiting distributions are also the stationary distributions.
Therefore, we can conclude that there exists a unique stationary version of the
BDCP. The stationary moments were also computed. The stationarity result in
this chapter will help to derive the diﬀusion approximation of the BDCP system in
the next chapter.
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Chapter 5
BDCP Diﬀusion Approximation
and Applications in Filtering
In a high frequency event system modelled by a BDCP, we investigate the diﬀusion
approximation and its applications in filtering. The diﬀusion approximation is
based on the stationarity assumption from Chapter 4 and the martingale central
limit theorem.
In Section 5.1, we introduce basic concepts. We discuss the diﬀusion approx-
imation of BDCP in Section 5.2. We discuss the diﬀusion approximation of the
application in filtering in Section 5.3 and show numerical examples in Section 5.4.
We include all proofs in Section 5.5.
5.1 Introduction
As introduced in Chapter 3, the BDCP can be used to model multi-type event
arrivals with contagion eﬀects in finance and insurance applications, including de-
fault events, trading order arrivals, and insurance claim arrivals. In this chapter,
we consider a stationary BDCP used in a high frequency events system resulting
from a big external impact. It is described by a large value of the intensity ρk of the
Poisson external factor in the BDCP intensity and we study the diﬀusion approx-
imation of the system as this parameter goes to infinity. We first show that when
the external factor intensity ρk tends to infinity, the normalized intensity and point
processes converge to a bivariate diﬀusion process weakly. Hence, we can approx-
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imate the point process system with a diﬀusion system with the same mean and
variance when the external factor intensity parameter is large. The normalization
is done using the stationarity moments from Chapter 4. In this way, for a BDCP
system with a large external factor intensity, we can approximate it with an OU
process with the same mean and variance. Note that Dassios and Jang [22] study
this problem for univariate shot-noise Cox processes, and we extend the study to
the BDCP family. The BDCP has mutually exciting components and thus results
in a diﬀusion system fundamentally diﬀerent due to the dimension extension and
the dependence structure. Moreover, there are discussions about the diﬀusion ap-
proximation of Hawkes process systems recently in finance. Bacry et al. [7] discuss
functional central limit theorems for Hawkes processes with scaling of time. Jais-
son and Rosenbaum [40] discuss the nearly unstable Hawkes processes and link the
problem with the asymptotic behaviour of the point process when the observation
scale tends to infinity. Cont and Larrard [17] explore the diﬀusion approximation
of the joint dynamic of a bid and ask queueing system.
In practice, the point process is observable while the underlying intensity is not,
as it usually carries more internal information. For example, in a BDCP system, in
addition to the internal information of the point process N , the intensity process λ
also includes the information regarding the external factor and the impact modelled
by random jump sizes. It becomes a filtering problem to find out the best estimate
of the intensity, given the observations. In previous studies of filtering with point
process observations, Bre´maud [13] introduces the innovation approach, based upon
which, Ceci and Gerardi [15] provide a framework to solve the filtering problem
where the point process are allowed to have common jumps with intensities. Note
that potentially the method can be used to filter the BDCP. However, since the filter
can be characterized as the solution of the Kushner-Stratonovich (KS) equation,
it requires confirming that strict assumptions hold for the dynamics of the point
process system to ensure the existence of a unique solution to the KS equation.
The KS equation can be evaluated numerically because the solution is a functional
of a process, which can be represented as the limit of a sequence of finite state and
discrete time Markov chains. The filter based on the Markov chain approximation
is not exact. Most importantly, if we have a high frequency events system, the
approach might be not eﬃcient and accurate.
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Therefore, in this chapter we provide an eﬃcient alternative approach of filtering
the point process system based on the diﬀusion approximation. Recall that there
is a clustering eﬀect in the BDCP due to the mutually exciting components in the
intensity processes, which naturally makes the BDCP suitable for high frequency
modelling in the literature. We expect a reasonable performance of filtering with
the diﬀusion approximation. Essentially, we solve the filtering problem by plugging
the actual point process observation input into the solution of the Kalman-Bucy
filter of the approximate linear diﬀusion system. In this way, we construct a linear
estimate for the BDCP system. The idea of filtering with the diﬀusion approxima-
tion is adopted by Dassios and Jang [22] for univariate shot noise Cox processes and
the results can be recovered from ours as BDCP is a more general class. Moreover,
filtering in a multi-dimensional system is more interesting as diﬀerent observation
scenarios (e.g. see (S1) and (S2) in Section 5.3) can be explored. Previously, filter-
ing with a diﬀusion approximation is also discussed in Kushner and Runggaldier
[48], and Lipster and Runggaldier [53] for a specific time scaled model with wide
bandwidth noises that are diﬀerent from our modelling framework. Inspired by
[48] and [53], we will also assess the performance of the constructed estimate in
terms of the asymptotic estimate error. Furthermore, we apply the filtering solu-
tion in insurance, aiming for approximation solutions of pricing problems and type
estimation problems.
We first briefly introduce the basics of weak convergence and filtering.
Weak convergence in D = DRd [0,∞)
Let (Ω,F ,P) be a probability space equipped with a filtration F = (Ft)t≥0 satis-
fying the usual conditions. We suppose that processes (Xn)n≥1 and X are stochas-
tic processes adapted to (Ft)t≥0 and take values in the path space (D,D) which
is the space of ca`dla`g functions valued in Rd equipped with the Skorohod topol-
ogy. Since Rd is complete and separable, (Xn)n≥1 and X : (Ω,F ,P)→ (D,D) are
F/D-measurable, thus they are random elements in (D,D). We say the processes
(Xn)n≥1 converge to X weakly as n → ∞ denoted by Xn ⇒ X if the probability
measures induced converge weakly on (D,D), i.e. Pn := P(Xn)−1 ⇒ P := PX−1.
Equivalently, Pnf → Pf for every bounded and uniformly continuous real-valued
function f defined on (D,D).
Filtering
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In a dynamic evolving system on the probability space (Ω,F, P ), suppose there is
a Markov process X = (Xt)t≥0 which can not be directly observed and an observable
process Y = (Yt)t≥0 that is probabilistically dependent on X. (X,Y ) is called
the signal-observation system and is supposed to be a Markov system. Let Yt =
σ{Ys; s ≤ t} be the observations of Y up to time t. The goal of filtering is to find
the conditional distribution of Xt|Yt.
For example, the estimate of the mean value of the signal Xt given Yt, Xˆt =
E[Xt|Yt] is optimal with respect to the mean square error criteria, i.e. for any t ≥ 0,
E[|Xt − Xˆt|2] = inf
Y ∈K
{E[|Xt − Y |2]},
where K := {Y : Ω → Rd;Y ∈ L2(P) and is Yt-measurable}. The statistical
performance of the estimator can be evaluated by the filter variance
γt = E[(Xt − Xˆt)(Xt − Xˆt)T |Yt].
Moreover, in practice one often needs to find out the optimal filter of f(Xt) given
Yt for some measurable and integrable function f : Rd → R. The best estimate
with respect to the mean square error criteria is πt(f) := E[f(Xt)|Yt], i.e. for any
integrable and measurable function g : DRd [0, t)→ R,
E
[
(f(Xt)− E[f(Xt)|Yt])2
] ≤ E [(f(Xt)− g((Ys)s≤t))2] .
There are two major approaches to get the solution of filtering problems πt(f) :=
E[f(Xt)|Yt]. The first one is the reference probability approach based on the inde-
pendence of X and Y after a change of probability measure. It leads to solve
an unnormalized filtering equation called the Zakai equation. The second one is
called the innovation approach which is based on the martingale representation
of the signal process X and the projection theory to identify the projected signal
process on Yt. The innovation approach leads to the Kushner-Stratonovich (KS)
equation which is a normalized version of the Zakai equation. Explicit solutions to
the KS equation or the Zakai equation are rarely available. In general, they can
only be solved numerically. When (X,Y ) is a Gaussian system (see more details in
Lemma 5.3.1), it becomes a linear filtering problem where an explicit solution (the
Kalman-Bucy filter ) is available.
Filtering problems with point process observations are usually solved via the
innovation approach (See Bre´maud [13]). Note that when X and Y have common
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jumps, one cannot use the reference probability approach as there does not exist a
change of measure such that X and Y are independent under the new measure. For
example, Ceci and Geraldi [15] adopt the innovation approach to solve a general
filtering problem with point process observations, and the resulting KS equation
are solved recursively with Markov chain approximation.
5.2 Diﬀusion Approximation of The BDCP
Recall the BDCP (N1, N 2) with intensity
λ1t = λ
1
0e
−δ1t +
∑
S1j<t
Y 1j e
−δ1(t−S1j ) +
∑
T 1j <t
Z1,1j e
−δ1(t−T 1j ) +
∑
T 2j <t
Z1,2j e
−δ1(t−T 2j ),
λ2t = λ
2
0e
−δ2t +
∑
S2j<t
Y 2j e
−δ2(t−S2j ) +
∑
T 1j <t
Z2,1j e
−δ2(t−T 1j ) +
∑
T 2j <t
Z2,2j e
−δ2(t−T 2j ).
In addition, we introduce a process Ck = (Ckt )t≥0 for k = 1, 2 by
Ckt :=
Nkt∑
i=1
cki , (5.1)
where {cki }i are i.i.d. nonnegative random variables independent with (N1, N 2)
and with the distribution Gc,k(·), mean µGc,k < ∞ and variance vGc,k < ∞. Ck is
used to model the accumulative claim arrival process in insurance as an applica-
tion in Section 5.4 and we include it in the BDCP system to derive the diﬀusion
approximation.
We first recall the stationarity result from Chapter 4.
Stationarity of BDCP Under the Condition (C1) and (C2) in Condition 3.3.2,
i.e. the spectral radius of
[
µG2,2
δ2
µG1,2
δ2
µG2,1
δ1
µG1,1
δ1
]
is less than 1, and the moments µHk <∞,
µGk,k′ <∞, there exists a unique stationary distribution of the intensity λ in (3.8)
and thus the BDCP N has stationary increments. Moreover, we assume that the
second moments µ2Hk < ∞, µ2Gk,k′ < ∞. The stationary mean m, variance v and
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correlation ρ12 of λ are given by
m =
[
m1
m2
]
=
[
µ1,1 µ1,2
µ2,1 µ2,2
][
ρ1
ρ2
]
,
v =
[
v1
v2
]
=
[
γ1,1 γ1,2
γ2,1 γ2,2
][
ρ1
ρ2
]
,
ρ12 =
m1,22 −m1m2√
v1
√
v2
,
(5.2)
where ρk is the intensity of the Poisson process Mk for k = 1, 2.
Remark 5.2.1. We observe that the stationary condition is independent of the
intensity of ρk. Moreover both the stationary mean and variance are linear in ρk
for k = 1, 2.
Throughout the chapter, we assume a stationary system and the intensity λ
starts with its stationary distribution, hence λ is a stationary process with mean
m and variance v at any time t ≥ 0.
5.2.1 High Frequency Events System
As for the Hawkes process, the BDCP is appropriate to model high-frequency events
system due to the contagion eﬀect introduced by the mutually-exciting components.
We focus on the case when the BDCP system is under a great impact from external
factors described by a large intensity ρk for k = 1, 2. For example, the external
factor can be a series of bankruptcies in a financial crisis or a catastrophes in
insurance modelling.
Throughout the chapter, in order to investigate the approximation of a BDCP
with a large intensity ρk by its weak limit, we embed the true model indexed by some
n0 into a sequence of point process systems {(Nn,λn)}n≥1 driven by a sequence of
external factor intensities {ρnk}n≥1 for k = 1, 2 with
lim
n→∞
max (ρn1 , ρ
n
2 ) =∞. (5.3)
Remark 5.2.2. We do not require both ρ1 and ρ2 tend to infinity. If there is one
of the external factors having a big impact on the marginal process, then the impact
would be contagious through the cross-exciting components.
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Denote by m(n)k and v
(n)
k the stationary mean and variance of the intensity λ
n,
and by βn := ρ
n
2
ρn1
the external factor intensity ratio with the limit
β := lim
n→∞
βn = lim
n→∞
ρn2
ρn1
∈ [0,∞]. (5.4)
We define further for k, k′ = 1, 2,
α(n)k :=
m(n)k
v(n)k
=
µk,1ρn1 + µk,2ρ
n
2
γk,1ρn1 + γk,2ρ
n
2
=
µk,1 + µk,2
ρn2
ρn1
γk,1 + γk,2
ρn2
ρn1
=
µk,1 + µk,2βn
γk,1 + γk,2βn
,
θ(n)k :=
ρnk
v(n)k
=
ρnk
γk,1ρn1 + γk,2ρ
n
2
=
1{k=1} + βn1{k=2}
γk,1 + βnγk,2
,
ν(n)k,k′ :=
v(n)k
v(n)k′
=
γk,1ρn1 + γk,2ρ
n
2
γk′,1ρn1 + γk′,2ρ
n
2
=
γk,1 + γk,2βn
γk′,1 + γk′,2βn
,
and their the asymptotic values
αk := lim
n→∞
α(n)k , θk := limn→∞
θ(n)k , νk,k′ := limn→∞
ν(n)k,k′ . (5.5)
We will see that by (5.3) the point process system converges to a Gaussian diﬀusion
system that depends on the parameter β in (5.4) in terms of (αk, θk, νk,k′). In other
words, when β is zero, a finite number or infinity, the resulting system tends to a
diﬀusion parameterized by diﬀerent sets of (αk, θk, νk,k′).
1. β = 0: external impact of type 1 is dominating.
αk =
µk,1
γk,1
, θk =
1{k=1}
γk,1
, νk,k′ =
γk,1
γk′,1
.
2. β ∈ (0,∞): external impact of both types are of the same order.
αk =
µk,1 + βµk,2
γk,1 + βγk,2
, θk =
1{k=1} + β1{k=2}
γk,1 + βγk,2
, νk,k′ =
γk,1 + γk,2β
γk′,1 + γk′,2β
.
3. β =∞: external impact of type 2 is dominating.
αk =
µk,2
γk,2
, θk =
1{k=2}
γk,2
, νk,k′ =
γk,2
γk′,2
.
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5.2.2 Diﬀusion Approximation
Recall the intensity process in (3.8) in integral form:
λkt = λ
k
0e
−δkt +
∫ t
0
e−δk(t−s)dJM
k
s +
∫ t
0
e−δk(t−s)dJN
1,k
s +
∫ t
0
e−δk(t−s)dJN
2,k
s ,
where the integral is over the interval [0, t), and
JM
k
t =
∑
Ski ≤t
Y ki , J
N1,k
t =
∑
T 1i ≤t
Zk,1i , J
N2,k
t =
∑
T 2i ≤t
Zk,2i .
Moreover, denote by X the integrated intensity process:
Xkt :=
∫ t
0
λksds.
We aim to get a diﬀusion system (λ˜, N˜ , C˜) as an approximation of the orginal
system (λ, N,C) with the help of Theorem 5.2.3 below. It is the martingale central
limit theorem in Ethier and Kurtz [33] and an extension of Donsker’s invariance
principle.
Theorem 5.2.3 (Diﬀusion Approximation [33, Theorem 1.4, Chapter 7] ). For
n = 1, 2, . . . , let Fn = {Fnt }t≥0 be a filtration and let Mn be an Fnt -local martingale
with sample paths in DRd [0,∞) and Mn(0) = 0. Let An = (Aijn ) be a symmetric
d × d matrix-valued processes such that Aijn has sample paths in DRd [0,∞) and
An(t)− An(s) is nonnegative definite for t > s ≥ 0. Assume that for each T > 0,
lim
n→∞
E
[
sup
t≤T
∣∣Aijn (t)− Aijn (t−)∣∣] = 0, (5.6)
lim
n→∞
E
[
sup
t≤T
|Mn(t)−Mn(t−)|2
]
= 0, (5.7)
and for i, j = 1, . . . , d,
M in(t)M
j
n(t)− Aijn (t) is an Fn-local martingale.
If for each t ≥ 0 and i, j = 1, . . . , d,
Aijn (t)→ cij(t) in probability, (5.8)
where C = (cij) is a continuous, symmetric, d× d matrix-valued function, defined
on [0,∞) satisfying C(0) = 0 and ∑ (cij(t)− cij(s)) ξiξj ≥ 0, ξ ∈ Rd. Then,
Mn ⇒ X,
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where X is a process with independent Gaussian increments such that XiXj − cij
are FX-local martingales.
Remark 5.2.4. (i) This theorem uses the martingale property to characterize a
Markov process associated with the given generator A. Moreover, the L2 conver-
gence conditions in the theorem is to ensure the uniform integrability for the limiting
process of the martingale sequence to be a martingale. The convergence of probabil-
ity and L1 convergence (implied by L2 convergence) implies the sequence is relatively
compact and thus has a limit point, and the convergence follows due to the unique
characterization of the martingale with Gaussian increments.
(ii) A more general diﬀusion approximation will be introduced in Theorem 6.2.1 for
another process (UDCP).
We first provide the diﬀusion approximation of all jump components in the
BDCP as the building block.
Lemma 5.2.5 (Diﬀusion Approximation with Brownian Motions).
For j, k = 1, 2, let limn→∞max(ρn1 , ρ
n
2 ) =∞ where ρnk is the intensity of the external
factor Mk in λk, then the following weak convergence holds:⎡⎢⎢⎢⎢⎢⎢⎣
Nkt −
∫ t
0 λ
k
sds√
vk
JN
k,j
t −µGj,kNkt√
vk
Ckt −µGc,kNkt√
vk
JM
k
t −µHkρnk t√
vk
⎤⎥⎥⎥⎥⎥⎥⎦⇒
⎡⎢⎢⎢⎢⎣
√
αkB
N,k
t√
vGj,kαkB
Jk,j
t√
vGc,kαkB
C,k
t√
µ2HkθkB
M,k
t
⎤⎥⎥⎥⎥⎦ , (5.9)
where BN,kt , B
Jk,j
t , B
C,k
t and B
M,k
t are mutually independent Brownian motions for
all j, k = 1, 2.
Moreover, as n→∞,
JN
k,j
t − µGj,k
∫ t
0 λ
k
sds√
vk
⇒ √vGj,k√αkBJ
k,j
t + µGj,k
√
αkB
N,k
t ,
Ckt − µGc,k
∫ t
0 λ
k
sds√
vk
⇒ √vGc,k√αkBC,kt + µGc,k
√
αkB
N,k
t .
We aim for a diﬀusion system as an approximation of the point process system
with the same mean and variance. Therefore we focus on the normalized intensity
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process Z(n) where for any t ≥ 0,
Zk,(n)t :=
λkt −m(n)k√
v(n)k
. (5.10)
By the central limit theorem, the initial value
Z(n)0 =
[
Z1,(n)0
Z2,(n)0
]
∼
(
0,
[
1 ρ12
ρ12 1
])
⇒ Z0 ∼ N
(
0,
[
1 ρ12
ρ12 1
])
, (5.11)
where ρ12 is the stationary correlation from (5.2), and N(µ,Σ) denotes a Gaussian
random vector with mean µ and covariance Σ. Based on Lemma 5.2.5, we obtain
the following diﬀusion approximation for Z(n).
Lemma 5.2.6 (Diﬀusion Approximation with OU Process). Take the stationary
version of (N,λ), as limn→∞max(ρn1 , ρ
n
2 ) = ∞, the process Z(n)t =
[
Z1,(n)t
Z2,(n)t
]
in
(5.10) converges to Zt =
[
Z1t
Z2t
]
weakly, where Zt has the initial distribution as in
(5.11) and the dynamic in matrix form
dZt = bZtdt+ ΣdB
W
t + Σ˜dB
N
t (5.12)
where BWt and B
N
t are independent standard two-dimensional Brownian motions
from (5.10) and with parameters in (5.5),
b =
[
−(δ1 − µG1,1) ν2,1µG1,2
ν1,2µG2,1 −(δ2 − µG2,2)
]
,
Σ˜ =
[√
α1ν1,1µG1,1
√
α2ν2,1µG1,2√
α1ν1,2µG2,1
√
α2ν2,2µG2,2
]
,
Σ =
[√
θ1µ2H1 + ν1,1vG1,1α1 + ν2,1vG1,2α2 0
0
√
θ2µ2H2 + ν1,2vG2,1α1 + ν2,2vG2,2α2
]
.
(5.13)
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Combined with Lemma 5.2.5, we obtain
Nkt −m(n)k t√
v(n)k
=
Nkt −
∫ t
0 λ
k
sds√
v(n)k
+
∫ t
0
λks −m(n)k√
v(n)k
ds
⇒ √αkBN,kt +
∫ t
0
Zk,(n)s ds.
Ckt − µGc,km(n)k t√
v(n)k
=
Ckt − µGc,kNt√
v(n)k
+ µGc,k
Nt −m(n)k t√
v(n)k
⇒ √vGc,kαkBC,kt +
√
αkµGc,kB
N,k
t + µGc,k
∫ t
0
Zk,(n)s ds.
Therefore we obtain the diﬀusion approximation of the unnormalized original
process in the following.
Theorem 5.2.7 (Diﬀusion Approximation of the BDCP).
For a stationary BDCP system (λ, N,C) with max(ρ1, ρ2) large, there is a diﬀusion
approximation (λ˜, N˜ , C˜) of the BDCP:
λ˜t = m+
√
vZt =
[
m1
m2
]
+
[√
v1 0
0
√
v2
][
Z1t
Z2t
]
,
N˜t = mt+
√
αvUt =
[
m1
m2
]
t+
[√
α1v1 0
0
√
α2v2
][
U1t
U2t
]
,
C˜t = mct+
√
vVt =
[
µGc,1m1
µGc,2m2
]
t+
[√
v1 0
0
√
v2
][
V 1t
V 2t
]
,
(5.14)
with (Z,U, V ) being a linear diﬀusion system with dynamic:
dZt = bZtdt+ ΣdB
W
t + Σ˜dB
N
t ,
dUt = hZtdt+ dB
N
t ,
dVt = rZtdt+ σdB
C
t + σ˜dB
N
t ,
(5.15)
where b,Σ, Σ˜ are given in (5.13) and
h :=
[
1√
α1
0
0 1√α2
]
, r :=
[
µGc,1 0
0 µGc,2
]
,
σ :=
[√
vGc,1α1 0
0
√
vGc,2α2
]
, σ˜ :=
[√
α1µGc,1 0
0
√
α2µGc,2
]
.
(5.16)
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Moreover, the initial value Z0 is in (5.11), U0 = 0, V0 = 0 and 0 is the zero vector
of dimension 2× 1.
Remark 5.2.8. The diﬀusion process (Z,U) from the normalized process of (λ, N)
share the common noise BN due to the mutually-exciting component in the BDCP.
Moreover, the dynamic of the diﬀusion process (Z,U, V ) is independent of ρ.
Corollary 5.2.9. Denote It :=
(∫ T
t e
bsds
)
e−bt, then
VT − Vt = rItZt +
∫ T
t
rIuΣdB
W
u +
∫ T
t
σdBCu +
∫ T
t
[rIu + σ˜]B
N
u .
(5.17)
5.3 Kalman-Bucy Filtering with Diﬀusion Approx-
imation
Many practical problems in a point process system are related to the intensity
process which is unobservable. Estimating the intensity based on the observable
point process is a filtering problem. We propose an approximation solution of the
filtering problem as an application of the diﬀusion approximation of the BDCP.
On the probability space (Ω,F ,P) with filtration F where the BDCP is defined,
let {Xt}t≥0 and {Yt}t≥0 be the filtration generated by the signal process X and
observation process Y , and Xt ⊂ Ft and Yt ⊂ Ft. We discuss the signal-observation
system in terms of the diﬀusion system obtained in (5.15) for two scenarios of
observations (S1) and (S2) as follows.
(S1) Complete observation of events N1, N 2
We aim to obtain the estimate of (λ1,λ2) with observations of (N1, N 2). In
this case, we consider the normalized diﬀusion system
X = (Z1, Z2), Y = (U1, U 2).
(S2) Partial observation of events N1, N 2
This corresponds to the problem that we observe the event arrivals but cannot
distinguish the type of them, i.e. the observable quantity is N1+N2. We aim
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to obtain the estimate of (λ1,λ2, N 1, N 2) given the observation of N1 + N2.
The type estimation problem of (N1, N 2) is a particular problem for multi-
dimensional system. According to (5.14), the normalized diﬀusion system is
therefore
X = (Z1, Z2, U 1, U 2), Y =
√
α1v1U
1 +
√
α2v2U
2.
Observe that in both scenarios, the approximate signal-observation system (X,Y )
is a Gaussian system where an explicit solution of the filtering problem is available
from the Kalman-Bucy filtering theory which we will introduce first.
Lemma 5.3.1 (Kalman-Bucy Filtering with Correlated Noise, Xiong [62]). Suppose
the signal process X and observation process Y are random vectors of dimension
d × 1 and m × 1 respectively and the signal-observation system (X,Y ) is given by
the solution of
dXt = (b˜t + btXt)dt+ ctdWt + σtdBt,
dYt = (h˜t + htXt)dt+ dWt,
(5.18)
where X0 is a normal random vector with mean Xˆ0 ∈ Rd and covariance matrix
γ0 ∈ Rd×d, (W,B) is an m + d-dimensional Brownian motion, the coeﬃcients
b˜t, bt, ct,σt, h˜t, ht are deterministic matrices (or vectors) of dimension d× 1, d× d,
d×m, m× 1, m× d, respectively.
Then, for any t > 0, the conditional distribution Xt given Yt is a Gaussian
process with mean Xˆt and covariance γt being the unique solution of
dXˆt =
(
b˜t + btXˆt
)
dt+Ktdvt,
d
dt
γt = γtb
T
t + btγt + (ctc
T
t + σtσ
T
t )− (ct + γthTt )(ct + γthTt )T ,
(5.19)
where
vt = Yt −
∫ t
0
(
h˜s + hsXˆs
)
ds is the innovation process, and
Kt = γth
T
t + ct is the Kalman gain.
Note that γt solves the matrix Riccati equation that is deterministic and does
not depend on the observation Y . In Section 5.3.1 and 5.3.2 below, we explore the
filtering problem for the scenarios (S1) and (S2) respectively.
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5.3.1 Filtering with Observation
(
N1, N 2
)
As discussed in (S1), the signal-observation system is (X,Y ) = (Z,U) with the
dynamic
dXt = bXtdt+ ΣdB
W
t + Σ˜dB
N
t ,
dYt = hXtdt+ dB
N
t ,
(5.20)
where the coeﬃcients can be found in (5.13) and (5.16). Then we can apply
Lemma 5.3.1 directly.
Proposition 5.3.2 (Filtering with (N1, N 2)). Let (X,Y ) be in (5.20), for any
t > 0, the estimate Xt|Yt is a Gaussian process with the mean Xˆt and variance γt
being the unique solution of
dXˆt = bXˆtdt+Ktdvt, Xˆ0 = E[Z0],
d
dt
γt = γtb
T + bγt + (Σ˜Σ˜
T + ΣΣT )−KtKTt , γ0 = var(Z0),
(5.21)
where Kt = Σ˜+ γthT and vt = Yt −
∫ t
0 hXˆsds.
Therefore we obtain the estimate of the normalized processes as
Zt|Yt ∼ N
(
Zˆt, γt
)
. (5.22)
We obtain the estimate of the unnormalized intensity process λ˜t by (5.14)
λ˜t|Yt ∼ N
(
m+ Zˆt, vγt
)
. (5.23)
5.3.2 Filtering with Observation N1 +N2
In Scenario (S2) where the event types are unobservable, so the information is more
coarse than (S1). The signal-observation system becomes
Xt =
[
Z1t , Z
2
t , U
1
t , U
2
t
]T
,
Yt =
[√
α1v1
√
α2v2
] [U1t
U2t
]
,
(5.24)
with the dynamics
dXt = µ
XXtdt+ Σ
X,NdBNt + Σ
X,WdBWt ,
dYt = µ
YXtdt+ Σ
Y dBNt ,
(5.25)
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where µX =
[
b 0
h 0
]
, ΣX,N =
[
Σ˜
I
]
, ΣX,W =
[
Σ
0
]
are vectors of dimension 4×4, 4×2
and 4 × 2 respectively, and 0 and I are 2× 2 zero and identity matrix. Moreover,
µY =
[√
v1
√
v2 0 0
]
and ΣY =
[√
v1α1
√
v2α2
]
.
Note that we need to transform the noises in the system (5.25) such that the
noise term of BN in X can be written as a linear transformation of the noise in Y
to apply the Lemma 5.3.1 to solve the filtering problem.
Lemma 5.3.3 (Noise Transformation). We can rewrite the processes (X,Y ) in
(5.25) as
dXt = µ
XXtdt+ Σ
∗X
1 dB
Y,1
t + Σ
XdBXt ,
dYt = µ
YXtdt+ Σ
∗Y
1 dB
Y,1
t ,
(5.26)
where BX and BY,1 are independent standard Brownian motions of dimension 3×1
and 1× 1, and Σ∗X1 is the first column of Σ∗X below
Σ∗X =
1√
α1v1 + α2v2
⎡⎢⎢⎢⎢⎣
Σ˜11
√
α1v1 + Σ˜12
√
α2v2 Σ˜11
√
α2v2 − Σ˜12√α1v1
Σ˜21
√
α1v1 + Σ˜22
√
α2v2 Σ˜21
√
α2v2 − Σ˜22√α1v1√
α1v1
√
α2v2√
α2v2 −√α1v1
⎤⎥⎥⎥⎥⎦
Moreover, ΣX =
⎡⎢⎢⎢⎢⎣
Σ∗X12 Σ11 Σ12
Σ∗X22 Σ21 Σ22
Σ∗X32 0 0
Σ∗X42 0 0
⎤⎥⎥⎥⎥⎦ and Σ∗Y1 = √α1v1 + α2v2.
Then, we obtain the following filtering result.
Proposition 5.3.4 (Filtering with N1 + N2). Let (X,Y ) be in (5.24), for any
t > 0, Xt|Yt is Gaussian process with mean Xˆt = (Zˆt, Uˆt)T and variance process
γXt =
[
γt γ
X,U
t
γX,Ut γ
U
t
]
being the unique solution of
dXˆt = µ
XXˆtdt+Ktdvt, Xˆ0 =
[
E[Z0]T 0
]T
,
d
dt
γXt = γ
X
t (µ
X)T + µX(γXt )
T + Σ∗X1
(
Σ∗X1
)T
+ ΣX
(
ΣX
)T −KtKTt , γX0 =
[
var(Z0) 0
0 0
]
,
(5.27)
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where vt =
1
Σ∗Y1
(
Yt −
∫ t
0 µ
Y Xˆsds
)
is of size 1 × 1, and Kt = γXt
(
µY
Σ∗Y1
)T
+ Σ∗X1 is
of dimension 4× 1.
Therefore we obtain the estimate of the normalized processes as
Zt|Yt ∼ N
(
Zˆt, γt
)
,
Ut|Yt ∼ N
(
Uˆt, γ
U
t
)
.
(5.28)
We obtain the estimate of the unnormalized process by (5.14) as
λ˜t|Yt ∼ N
(
m+ Zˆt, vγt
)
,
N˜t|Yt ∼ N
(
m+ Uˆt,αvγ
U
t
)
.
(5.29)
5.3.3 An Approximate Filter
In this section, we construct a linear estimate for the BDCP by plugging the ac-
tual observation of the BDCP into the filter of the approximating diﬀusion system
obtained in the last section. Note that we embed the actual data in a sequence
{(Xn, Y n)}n≥1 constructed with the parameter sequence {ρkn}n≥1 which tends to
infinity. Then the original BDCP system corresponds to (Xn, Y n) for some large
n ≥ 1 in the sequence.
Recall from Section 5.3.1 and 5.3.2, we obtain the Kalman-Bucy filter estimate
for the normalized diﬀusion system (X,Y ). At any time t ≥ 0, the conditional
distribution Xt|Yt is a Gaussian random variable characterized by (Xˆt, γt) where
Xˆt is the mean estimate Xˆt = E[Xt|Yt], and γt is the variance estimate and the
mean-square filtering error as well. For each t ≥ 0, we define a functional
Ft(x, y) : R2 ×DR2 [0,∞)→ R2
with which Xˆ can be written as Xˆt = Ft(X0, Y ), where X0 is the initial state of X
assumed to be known at t = 0. From the dynamics of Xˆt in (5.21) and (5.27), we
know that Ft is a continuous functional of y ∈ DR2 [0,∞).
Due to the weak convergence of (Xn, Y n), the natural choice of an approximate
estimate is to use the filter from the limit diﬀusion model with the actual point
process input. In other words, we propose an approximate filter for the conditional
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distribution Xnt |Ynt . Assume the filter is a Gaussian process with mean Xˆnt and
variance γt at each t ≥ 0, where
Xˆnt = Ft(X
n
0 , Y
n), (5.30)
and γt is the same as in the diﬀusion system.
Remark 5.3.5. Essentially we constructed a linear filter estimate by applying the
Kalman-Bucy filter on the point process system.
(Xn, Y n) in both observation scenarios (S1) and (S2) can be represented in
terms of the scaled jump processes Z(n)t and U
(n)
t :
Z(n)t = (
√
v)−1(λt −m),
U (n)t = (
√
αv)−1(Nt −mt).
(5.31)
For (S1), we have
Xn = Z(n), Y n = U (n),
then we obtain the Kalman-Bucy filter estimate Xˆnt and variance γt from (5.21):
dXˆnt = bXˆ
n
t dt+Ktdv
n
t , Xˆ
n
0 = E[Zn0 ],
d
dt
γt = γtb
T + bγt + (Σ˜Σ˜
T + ΣΣT )−KtKTt , γ0 = var(Zn0 ),
(5.32)
with the innovation
vnt = Y
n
t −
∫ t
0
hXˆns ds.
For (S2), we have
Xnt =
[
Z1,(n)t , Z
2,(n)
t , U
1,(n)
t , U
2,(n)
t
]T
, Y nt =
[√
α1v1
√
α2v2
] [U1,(n)t
U2,(n)t
]
,
then we obtain the Kalman-Bucy filter estimate Xˆnt and variance γt from (5.27) :
dXˆnt = µ
XXˆnt dt+Ktdv
n
t , Xˆ0 =
[
E[Zn0 ]
T 0
]T
,
d
dt
γXt = γ
X
t (µ
X)T + µX(γXt )
T + Σ∗X1
(
Σ∗X1
)T
+ ΣX
(
ΣX
)T −KtKTt , γX0 =
[
var(Zn0 ) 0
0 0
]
,
(5.33)
with the innovation
vnt =
1
Σ∗Y1
(
Y nt −
∫ t
0
µY Xˆns ds
)
.
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In the following we discuss the asymptotic results of constructed estimates for
(S1) without loss of generality.
For (Xn, Y n) = (Z(n), U (n)) in the point process system, due to the continuity
of the functional Ft for each t ≥ 0, and by the continuous mapping theorem, we
obtain immediately the weak convergence
(Xnt , Xˆ
n
t )⇒ (Xt, Xˆt),
where X and Xˆt are the diﬀusion process Z and its estimate (see the proof in
Section 5.5).
We follow the idea in [48] and [53] to show that the construction is appropriate
in an important way presented in Proposition 5.3.6 and Proposition 5.3.7.
Proposition 5.3.6 (Asymptotic optimality). Let f be any bounded continuous and
real-valued function. Denote by q∗f the integral of f with respect to the Gaussian
distribution with mean Xˆnt and variance γt as a function of input Y
n up to time t.
Then, for any t ≥ 0 and any measurable and continuous function q of Y n defined
on [0, t),
lim
n→∞
E
[
|f(Xk,nt )− q∗f (Y k,n)|2
]
≤ lim
n→∞
E
[
|f(Xk,nt )− q(Y k,n)|2
]
. (5.34)
In other words, the conditional distribution is nearly optimal with respect to a broad
class of alternative estimators that are continuous and bounded functions of the
observations.
Moreover, we provide the result of the asymptotic estimate error to assess how
good the estimate of the normalized processes is when n is big.
Proposition 5.3.7 (Asymptotic estimation error). For any t ≥ 0, assume that the
third moments of the jump size Y ki and Z
k,k′
i are finite, i.e. µ3Hk <∞ and µ3Gk,k′ <
∞ for k, k′ = 1, 2. Then, we have the asymptotic estimation error converges to the
error of the diﬀusion system:
lim
n→∞
E
[(
Xnt − Xˆnt
)(
Xnt − Xˆnt
)T]
= E
[(
Xt − Xˆt
)(
Xt − Xˆt
)T]
= γt. (5.35)
In particular,
lim
n→∞
E
[
|Xk,nt − Xˆk,nt |2
]
= E
[
|Xkt − Xˆkt |2
]
= (γt)k,k. (5.36)
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Remark 5.3.8. The property in (5.36) is called the asymptotic optimality of the
filter variance in [53].
Graphic Illustration (S1) Take the exponential jump sizes of λ: Y ki ∼ exp(βYk ),
Zk,k
′
i ∼ exp(βZk,k′) and Cki ∼ exp(βCk ). All parameters are in Table 5.1 and they will
also be used in applications in Section 5.4.
βZk,k = 5 (k = 1, 2) β
Z
k,k′ = 2 (k ̸= k′)
ρ1 = 10 ρ2 = 10
δ1 = 2 δ2 = 1
βY1 = 1 β
Y
2 = 1
βC1 = 1 β
C
2 = 1
Table 5.1: Parameters for numerical applications
The comparison is based on the Monte-Carlo simulation of the BDCP (N,λ).
We first simulate a sample path of (N,λ). Conditioned on the path of observation
(N1, N 2), we obtain the filtered intensity process based on Proposition 5.3.2 and
compare the filtered mean process λˆk with the original process λk in Figure 5.1.
Moreover, in Figure 5.2, we compare the empirical distribution of λT and λT |YT
in (S1) with the observation YT = σ{N1t , N 2t , t ≤ T} at a specific time T = 10.
5.4 Applications
We apply the result in Section 5.3 to two typical problems in insurance modelling.
Pricing problem We can price stop-loss reinsurance contracts with claims Ct
as in (5.1) in a high frequency event environment. Under the physical probability
measure P, the stop-loss reinsurance premium at time t is
E [H (CT − Ct) |Yt] , (5.37)
where observations Yt in the market can be from either (S1) or (S2) and H : R2 →
R+ is a function including the discount factor under the physical measure and also
the payoﬀ function. For simplicity we assume a constant discount factor, then H
is a payoﬀ function can be H(x) = (xk− d)+ for claims in a single portfolio of type
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Figure 5.1: Observation scenario (S1): A sample path of λkt compared with its
unconditional stationary mean and conditional estimate λk,Ft = E[λkt |σ{N1s , N 2s , s ≤
t}] for k = 1, 2.
k = 1, 2, or H(x) = (α1x1+α2x2− d)+ for claims on a joint portfolio with d as the
retention level.
Event type identification In the case we can’t distinguish the event types as in
(S2), we aim to find the distribution of the number of events of a certain type in
the interval [0, t]. It corresponds to
P
(
N it ≤ n|Yt
)
, (5.38)
where Yt = σ {N1s +N2s , s ≤ t} and n ≤ N1t +N2t .
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Figure 5.2: Histograms describing the empirical distribution of λkT and
λkT |σ{N1t , N 2t , t ≤ T} denoted by λk,FT in the graph at T = 10 for k = 1, 2.
5.4.1 Pricing Problem
We transform the pricing problem into solving the prediction problem using the
structure of diﬀusion system and the actual observation input. Recall that C˜t =
mct+
√
vVt, the conditional law of VT −Vt is multivariate Gaussian by (5.17). Then
we have the following result.
Proposition 5.4.1. For any t ≥ 0, in the diﬀusion system, define a functional
Ht(·) : DR2 [0,∞)→ R with
Ht(Y ) = E
[
H
(
C˜T − C˜t
)
|Yt
]
= E
[
H(mc(T − t) +
√
v (VT − Vt))|Yt
]
=
∫
R2
H((mc(T − t) +
√
vx))f(x)dx,
where f(x) is the density function of the conditional law of VT −Vt that follows the
multivariate Gaussian distribution with mean µVt,T and covariance Σ
V
t,T :
f(x) =
1
2π
∣∣ΣVt,T ∣∣− 12 exp(−12 (x− µVt,T )T (ΣVt,T )−1 (x− µVt,T )
)
x ∈ R2,
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where
µVt,T = rItZˆt,
ΣVt,T =
(
rItγt (rIt)
T +
∫ T
t
(
σWu (σ
W
u )
T + σNu (σ
N
u )
T + σCu (σ
C
u )
T
)
du,
(5.39)
σWu = rIuΣ, σ
N
u = rIuΣ˜ + σ˜, σ
C
u ≡ σ, and (Zˆt, γt) is the solution of (5.21) and
(5.27) for observation scenarios (S1) and (S2) respectively.
Then, given the actual observation process Y n for some n, the price of the con-
tract with payoﬀ H at the maturity T based on the estimation given the observation
Y up to time t can be computed approximately as Ht(Y n).
We provide a numerical example to illustrate where we take the payoﬀ function
as H(x) = (x1+x2−d)+ for x =
[
x1
x2
]
using the Kalman-Bucy filter and the actual
input of the point process.
To see the impact of the update of observation on the estimate, we compare the
conditional with the unconditional expected values:
E [H(CT − Ct)] = E
[
N1T −N1t
]
E
[
C1i
]
+ E
[
N2T −N2t
]
E
[
C2i
]
= (m1µGc,1 +m2µGc,2) (T − t),
where mk and µGc,k are mean values of λ
k and cki . In Table 5.2 we observe that at
t = 0, there is only null observation information thus the values are the same. When
t > 0, with the observation information included, we have the values deviated.
valuation time t E [H(CT − Ct)] E
[
H(CT − Ct)|FN1,N2t
]
E
[
H(CT − Ct)|FN1+N2t
]
0 598.7062 598.7062 598.7062
5 447.4457 454.9521 440.1838
Table 5.2: Comparison of the approximate conditional and unconditional expecta-
tions with T = 19.5.
Moreover, in Table 5.3, we compare the contract value with various retention
levels d when pricing time t is fixed and various pricing time t with retention level
d is fixed.
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retention level d (t = 5) E
[
H(CT − Ct)|FN1,N2t
]
E
[
H(CT − Ct)|FN1+N2t
]
300 141.0305 140.226
420 32.4062 31.8488
460 12.1021 11.7923
pricing time t (d = 300) E
[
H(CT − Ct)|FN1,N2t
]
E
[
H(CT − Ct)|FN1+N2t
]
0 298.7062 298.7062
5 141.0305 140.226
10 22.9873 25.0886
Table 5.3: Approximate stop-loss contract value of a given path of observation
(N1t , N
2
t ), with H(x) = (x1 + x2 − d)+ with T = 19.5.
5.4.2 Type Identification Problem
In the case of (S2) where we cannot distinguish event types, we can estimate the
event type distribution in the diﬀusion system:
P
(
N˜kt ≤ n
∣∣∣Yt) = P(Ukt ≤ n−mkt√αkvk
∣∣∣Yt) = Φ( n−mkt√αkvk − Uˆkt√
γU
k
t
)
,
and hence we have the following approximation solution for the original BDCP
system.
Proposition 5.4.2. For k = 1, 2, in the diﬀusion system we have
P
(
N˜kt ≤ n
∣∣∣σ{N˜1s + N˜2s , s ≤ t}) = Φ
( n−mkt√
αkvk
− Uˆkt√
γU
k
t
)
, (5.40)
where Uˆkt is from (5.27), γ
Uk
t = γ
U
t (k, k) in (5.28) and Φ is the distribution function
of the standard Gaussian distribution.
Then given Yt = σ{N1s + N2s , s ≤ t}, the estimate P
(
Nkt ≤ n
∣∣∣Yt) can be com-
puted approximately as (5.40) with Uˆkt replaced by the actual observation input
Uˆk,(n)t in (5.33).
We illustrate with a numerical example. Given a path of N1 + N2, the type
estimation results can be found in Table 5.4 and Figure 5.3.
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t (k = 10) P
(
N1t ≤ k|FN1+N2t
)
P
(
N2t ≤ k|FN1+N2t
)
0 1 1
0.5 0.9895 0.5749
1 0.454 0.0017
2 0.0022 0
k (t = 1) P
(
N1t ≤ k|FN
1+N2
t
)
P
(
N2t ≤ k|FN
1+N2
t
)
0 0.0007 0
10 0.454 0.0017
20 0.9995 0.6914
Table 5.4: Approximate type estimation when N1 +N2 is observable
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1
s+N
2
s,s≤ t)
Figure 5.3: Approximate solution of type estimation P
(
N it ≤ k|FN1+N2t
)
at time
t = 1.
5.5 Proofs
5.5.1 Proofs in Section 5.2
We first show a lemma that will be used in proving the diﬀusion approximation
results.
Lemma 5.5.1. Denote Xkt :=
∫ t
0 λ
k
sds for k = 1, 2, then var
(
Xkt
) ≤ t2var (λkt ).
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Proof. Note that for any nonnegative functions f1(·) and f2(·) on R+, we have
cov
(∫ t
0
f1(s)dλ
k
s ,
∫ t
0
f2(s)dλ
k
s
)
≥ 0
as the randomness comes only from jumps in λk. Then since
Xkt =
∫ t
0
λksds = λ
k
t t−
∫ t
0
sdλks =
∫ t
0
(t− s)dλks ,
we have
var
(
λkt t
)
= var
(
Xkt
)
+ var
(∫ t
0
sdλks
)
+ cov
(∫ t
0
(t− s)dλks ,
∫ t
0
sdλks
)
.
Hence,
var
(
Xkt
) ≤ var (λkt t) = t2var (λkt ) .
Lemma 5.5.2. For all t ≥ 0 and j, k = 1, 2, Mnt := J
Nk,j
t −µGj,kNkt√
v
(n)
k
satisfies
lim
n→∞
E
[
sup
t≤T
|Mnt −Mnt−|2
]
= 0.
Proof. First we have
sup
t≤T
|Mnt −Mnt−|2 =
max
{(
Zj,k1 − µGj,k
)2
, . . . ,
(
Zj,k
NkT
− µGj,k
)2}
v(n)k
.
Denote Yi :=
(
Zj,ki − µGj,k
)2
and Y¯m := max
{(
Zj,k1 − µGj,k
)2
, . . . ,
(
Zj,km − µGj,k
)2}
,
and note that Nkt and vk are both increasing with n, then it is suﬃcient to show
that for any t ≥ 0,
lim
n→∞
E
[
Y¯Nkt
v(n)k
]
= 0. (5.41)
It is suﬃcient to show the sequence
{
Y¯
Nkt
v
(n)
k
}
n≥1
converges to zero in probability,
denoted by
Y¯
Nkt
v
(n)
k
P→ 0, and it is also uniformly integrable.
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By definition, P
(
Y¯n ≤ ϵ
)
= P (Yi ≤ ϵ)n. Denote FY as the c.d.f. of Yi, since the
jump size Zj,ki has the finite second moment, we have E [Yi] <∞. Hence, we have
limx→∞ x(1− FY (x)) = 0. Then Y¯nn
P→ 0 as for any ϵ > 0,
P
(
Y¯n
n
> ϵ
)
= P
(
Y¯n > nϵ
)
= 1− (1− F¯Y (nϵ))n ≤ nF¯Y (nϵ) n→∞→ 0.
Then we have
Y¯
Nkt
Nkt
P→ 0 since
lim
n→∞
P
(
Y¯Nkt
Nkt
> ϵ
)
= lim
n→∞
E
[
P
(
Y¯Nkt
Nkt
> ϵ|Nkt
)]
= E
[
lim
n→∞
P
(
Y¯Nkt
Nkt
> ϵ|Nkt
)]
= 0,
where the last equality is due to the dominated convergence theorem.
Note that {α(n)k }n≥1 is bounded uniformly in n due to the linearity:
α(n)k =
m(n)k
v(n)k
=
µk,1 + µk,2βn
γk,1 + γk,2βn
=
µk,2
γk,2
µk,1
µk,2
+ βn
γk,1
γk,2
+ βn
≤ max
{
µk,1
γk,1
,
µk,2
γk,2
}
.
Now we show that N
k
t
v
(n)
k
P→ αkt. First, since
var(Nkt ) = var
((
Nkt −
∫ t
0
λksds
)
+
∫ t
0
λksds
)
≤ var
(
Nkt −
∫ t
0
λksds
)
+ var
(∫ t
0
λksds
)
+ 2
∣∣∣∣cov(Nkt − ∫ t
0
λksds,
∫ t
0
λksds
)∣∣∣∣
≤ var
(
Nkt −
∫ t
0
λksds
)
+ var
(∫ t
0
λksds
)
+ 2
√
var
(
Nkt −
∫ t
0
λksds
)
var
(∫ t
0
λksds
)
,
where the last inequality is due to the Cauchy-Schwartz inequality, and by Lemma 5.5.1
and (5.45) that is independent of this lemma, we have
var
(
Nkt −
∫ t
0
λksds
)
= E
[(
Nkt −
∫ t
0
λksds
)2]
= E
[∫ t
0
λksds
]
= tm(n)k ,
var
(∫ t
0
λksds
)
≤ t2v(n)k ,
which leads to
var(Nkt ) ≤ tm(n)k + t2v(n)k + 2t
3
2
√
m(n)k v
(n)
k .
Since
m
(n)
k
v
(n)
k
→ αk, therefore for fixed t > 0, we can choose n big enough such
that
∣∣∣∣m(n)kv(n)k t− αkt
∣∣∣∣ < ϵ2 , then by the Chebyshev inequality,
P
(∣∣∣∣∣Nktv(n)k − αkt
∣∣∣∣∣ > ϵ
)
≤ P
(∣∣∣∣∣Nktv(n)k − m
(n)
k
v(n)k
t
∣∣∣∣∣+
∣∣∣∣∣m(n)kv(n)k t− αkt
∣∣∣∣∣ > ϵ
)
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≤ 1(
ϵ−
∣∣∣∣m(n)kv(n)k − αk
∣∣∣∣ t)2
var(Nkt )
(v(n)k )
2
≤ 1(
ϵ−
∣∣∣∣m(n)kv(n)k − αk
∣∣∣∣ t)2
tm(n)k + t
2v(n)k + 2t
3
2
√
m(n)k v
(n)
k
(v(n)k )
2
≤ 1
v(n)k
1(
ϵ−
∣∣∣α(n)k − αk∣∣∣ t)2
(
tα(n)k + t
2 + 2t
3
2
√
α(n)k
)
n→∞→ 0,
as v(n)k → ∞ and other terms are nonnegative and bounded uniformly in n from
above. Hence, N
k
t
v(n)k
P→ αkt. Moreover, with
Y¯
Nkt
Nkt
P→ 0, we can conclude that
Y¯Nkt
v(n)k
P→ 0. (5.42)
Note that
E[Y¯n] =
∫ ∞
0
yd(FY (y))
n = n
∫ ∞
0
y(Fy(y))
n−1dFY (y) ≤ nE [Y ] ,
sup
n
E
[
Y¯Nkt
v(n)k
]
= sup
n
E
[
E
[
Y¯Nkt
v(n)k
|Nkt
]]
≤ E[Y ] sup
n
E
[
Nkt
]
v(n)k
= E[Y ]t
(
sup
n
α(n)k
)
<∞.
(5.43)
Hence the sequence
{
Y¯
Nkt
v
(n)
k
}
n≥1
is uniformly integrable for a fixed t. With (5.42)
and (5.43), (5.41) holds.
Proof of Proposition 5.2.5. We prove the proposition by showing the martin-
gale central limit theorem in Theorem 5.2.3.
Note that the process Γ :=
(
λ1,λ2, X1, X2, N 1, N 2, JM
1
, JM
2
, JN
1,1, JN
1,2, JN
2,1, JN
2,2, t
)
is a Markov process with the generator A, and take any f in the domain D(A),
then at Λ = (λ1,λ2, x1, x2, n1, n2, jm1 , j
m
2 , j
n,1
1 , j
n,2
1 , j
n,1
2 , j
n,2
2 , t), we have
Af (λ1,λ2, x1, x2, n1, n2, jm1 , jm2 , jn,11 , jn,21 , jn,12 , jn,22 , t)
=
∂f
∂t
− δ1λ1 ∂f
∂λ1
− δ2λ2 ∂f
∂λ2
+ λ1
∂f
∂x1
+ λ2
∂f
∂x2
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+ ρ1
[∫
R+
f
(
λ1 + y,λ2, x1, x2, n1, n2, j
m
1 + y, j
m
2 , j
n,1
1 , j
n,2
1 , j
n,1
2 , j
n,2
2 , t
)
dH1(y)− f (Λ)
]
+ ρ2
[∫
R+
f
(
λ1,λ2 + y, x1, x2, n1, n2, j
m
1 , j
m
2 + y, j
n,1
1 , j
n,2
1 , j
n,1
2 , j
n,2
2 , t
)
dH2(y)− f (Λ)
]
+ λ1
[∫
R2+
f
(
λ1 + z1,λ2 + z2, x1, x2, n1 + 1, n2, j
m
1 , j
m
2 , j
n,1
1 + z1, j
n,2
1 + z2, j
n,1
2 , j
n,2
2 , t
)
dG1(z1, z2)
−f (Λ)]
+ λ2
[∫
R2+
f
(
λ1 + z1,λ2 + z2, x1, x2, n1, n2 + 1, j
m
1 , j
m
2 , j
n,1
1 , j
n,2
1 , j
n,1
2 + z1, j
n,2
2 + z2, t
)
dG2(z1, z2)
−f (Λ)] ,
(5.44)
where G1(z1, z2) = G1,1(z1)G2,1(z2) and G2(z1, z2) = G1,2(z1)G2,2(z2).
First
⎡⎢⎢⎢⎢⎢⎢⎣
Nkt −
∫ t
0 λ
k
sds√
vk
JN
k,j
t −µGj,kNkt√
vk
Ckt −µGc,kNkt√
vk
JM
k
t −µHkρnk t√
vk
⎤⎥⎥⎥⎥⎥⎥⎦ is a martingale since from the generator in (5.44), we have
A
(
nk − xk√
vk
)
= 0, A
(
jnk,i − µGi,knk√
vk
)
= 0,
A
(
jmk − µHkρkt√
vk
)
= 0, A
(
ck − µGc,knk√
vk
)
= 0.
Then, we check the condition (5.8). Denote vGi,k := µ2Gi,k − (µGi,k)2 for i = 1, 2,
we have
A
(
nk − xk√
vk
)2
= −2 λk√
vk
(
nk − xk√
vk
)
+ λk
[∫
R2+
(
nk + 1− xk√
vk
)2
dGk(z1, z2)−
(
nk − xk√
vk
)2]
=
λk
vk
,
A
(
jnk,i − µGi,knk√
vk
)2
= λk
[∫
R+
(
jnk,i + z − µGi,k(nk + 1)√
vk
)2
dGi,k(z)−
(
jnk,i − µGi,knk√
vk
)2]
=
vGi,k
vk
λk,
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A
(
jmk − µHkρkt√
vk
)2
= −2µHkρk√
vk
(
jmk − µHkρkt√
vk
)
+ ρk
[∫ ∞
0
(
jmk + y − µHkρkt√
vk
)2
dHk(y)−
(
jmk − µHkρkt√
vk
)2]
=
ρkµ2Hk
vk
,
A
(
ck − µGc,knk√
vk
)2
= λk
[∫
R+
(
ck + z − µGc,k(nk + 1)√
vk
)2
dGc,k(z)−
(
ck − µGc,knk√
vk
)2]
=
vGc,k
vk
λk.
Hence, the following are martingales:(
Nkt −
∫ t
0 λ
k
sds√
vk
)2
− 1
vk
∫ t
0
λksds,(
JN
k,j
t − µGk,jNkt√
vk
)2
− vGj,k
vk
∫ t
0
λksds,(
JM
k
t − µHkρkt√
vk
)2
− ρkµ2Hk
vk
t,(
Ckt − µGc,kNkt√
vk
)2
− vGc,k
vk
∫ t
0
λksds.
(5.45)
Note that 1
v
(n)
k
∫ t
0 λ
k
sds
P→ αkt. Indeed, for any fixed t, we can choose n big enough
such that
∣∣∣∣m(n)kv(n)k t− αkt
∣∣∣∣ < ϵ2 , then by the Chebyshev inequality, Lemma 5.5.1 and
limn→∞
m
(n)
k
v
(n)
k
= αk, we have
P
(∣∣∣∣∣ 1v(n)k
∫ t
0
λksds− αkt
∣∣∣∣∣ > ϵ
)
≤ P
(∣∣∣∣∣ 1v(n)k
∫ t
0
λksds−
m(n)k
v(n)k
t
∣∣∣∣∣+
∣∣∣∣∣m(n)kv(n)k t− αkt
∣∣∣∣∣ > ϵ
)
≤
1(
v(n)k
)
2
var
(∫ t
0 λ
k
sds
)
(
ϵ−
∣∣∣∣m(n)kv(n)k − αk
∣∣∣∣ t)2
≤ t
2(
ϵ−
∣∣∣∣m(n)kv(n)k − αk
∣∣∣∣ t)2
v(n)k(
v(n)k
)2
n→∞−→ 0.
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We have shown in Lemma 5.5.2 that the condition in (5.7) holds for
JN
k,j
t −µGj,kNkt√
vk
,
the second component in (5.9). The condition also holds for other component in
(5.9) in a similar way.
Now we check the cross terms in (5.8). For k, k′, j, j ′ = 1, 2 and k ̸= k′,
A
(
Nkt −
∫ t
0 λ
k
sds√
vk
)(
Nk
′
t −
∫ t
0 λ
k′
s ds√
vk′
)
= 0,
A
(
JM
k
t − ρkµHkt√
vk
)(
JM
k′
t − ρk′µHk′ t√
vk′
)
= 0,
A
(
Ckt − µµGc,kNkt√
vk
)(
Ck
′
t − µµGc,k′Nk
′
t√
vk′
)
= 0.
For (k, j) ̸= (k′, j ′),
A
⎛⎝JNk,jt − µµGj,kNkt√
vk
⎞⎠⎛⎝JNk′ ,j′t − µµGj′,k′Nk′t√
vk′
⎞⎠ = 0.
Moreover, the cross terms
A
(
Nkt −
∫ t
0 λ
k
sds√
vk
)(
JM
k′
t − ρk′µHk′ t√
vk′
)
= 0,
A
⎛⎝JNk,jt − µµGj,kNkt√
vk
⎞⎠(Nk′t − ∫ t0 λk′s ds√
vk′
)
= 0,
A
(
Ckt − µµGc,kNkt√
vk
)(
Nk
′
t −
∫ t
0 λ
k′
s ds√
vk′
)
= 0,
A
(
JM
k
t − ρkµHkt√
vk
)(
Ck
′
t − µµGc,k′Nk
′
t√
vk′
)
= 0,
A
⎛⎝JNk,jt − µµGj,kNkt√
vk
⎞⎠(JMk′t − ρk′µHk′ t√
vk′
)
= 0,
A
⎛⎝JNk,jt − µµGj,kNkt√
vk
⎞⎠(Ck′t − µµGc,k′Nk′t√
vk′
)
= 0.
Therefore, all cross terms in (5.8) converge to zero in probability.
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Hence by Lemma 5.2.3, there exists mutually independent standard Brownian
motions BM,kt , B
N,k
t , B
Jk,j
t , B
C,k
t , such that as n→∞,⎡⎢⎢⎢⎢⎢⎢⎣
Nkt −
∫ t
0 λ
k
sds√
vk
JN
k,j
t −µGj,kNkt√
vk
Ckt −µGc,kNkt√
vk
JM
k
t −µHkρnk t√
vk
⎤⎥⎥⎥⎥⎥⎥⎦⇒
⎡⎢⎢⎢⎢⎣
√
αkB
N,k
t√
vGj,kαkB
Jk,j
t√
vGc,kαkB
C,k
t√
µ2HkθkB
M,k
t
⎤⎥⎥⎥⎥⎦ .
Moreover,
JN
k,j
t − µGj,k
∫ t
0 λ
k
sds√
vk
=
JN
k,j
t − µGj,kNkt√
vk
+ µGj,k
Nkt −
∫ t
0 λ
k
sds√
vk
⇒ √vGj,kαkBJ
k,j
t + µGj,k
√
αkB
N,k
t
Similarly, we have
Ckt − µGc,k
∫ t
0 λ
k
sds√
vk
=
Ckt − µGc,kNkt√
vk
+ µGc,k
Nkt −
∫ t
0 λ
k
sds√
vk
⇒ √vGc,kαkBC,kt + µGc,k
√
αkB
N,k
t .
Proof of Proposition 5.2.6. In this proof, we show how to obtain the OU sys-
tem from the building block. Recall the representation of λkt in (5.2.2), and denote
by
Ukt := λ
k
0e
−δkt +
∫ t
0
e−δk(t−s)dJM
k
s = λ
k
0e
−δkt + JM
k
t − δk
∫ t
0
e−δk(t−s)JM
k
s ds
V 1,kt :=
∫ t
0
e−δk(t−s)dJN
1,k
s = J
N1,k
t − δk
∫ t
0
e−δk(t−s)JN
1,k
s ds
V 2,kt :=
∫ t
0
e−δk(t−s)dJN
2,k
s = J
N2,k
t − δk
∫ t
0
e−δk(t−s)JN
2,k
s ds,
then λkt can be written as
λkt = U
k
t + V
1,k
t + V
2,k
t .
Moreover,
Ukt√
vk
=
JM
k
t − µHkρkt√
vk
− δk
∫ t
0
e−δk(t−s)
JM
k
s − µHkρks√
vk
ds+
λk0 − µHkρkδk√
vk
e−δkt +
µHkρk
δk√
vk
,
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V 1,kt√
vk
=
√
v1
vk
JN
1,k
t − µGk,1
∫ t
0 λ
1
sds√
v1
− δk
∫ t
0
e−δk(t−s)
√
v1
vk
JN
1,k
s − µGk,1
∫ s
0 λ
1
udu√
v1
ds
+
µGk,1√
vk
∫ t
0
e−δk(t−s)λ1sds,
V 2,kt√
vk
=
√
v2
vk
JN
2,k
t − µGk,2
∫ t
0 λ
2
sds√
v2
− δk
∫ t
0
e−δk(t−s)
√
v2
vk
JN
2,k
s − µGk,2
∫ s
0 λ
2
udu√
v2
ds
+
µGk,2√
vk
∫ t
0
e−δk(t−s)λ2sds.
Denote
W k,(n)t :=
JM
k
t − µHkρ(n)k t√
vk
+
JN
1,k
t − µGk,1
∫ t
0 λ
1
sds√
vk
+
JN
2,k
t − µGk,2
∫ t
0 λ
2
sds√
vk
=
JM
k
t − µHkρ(n)k t√
vk
+
√
v1
vk
JN
1,k
t − µGk,1
∫ t
0 λ
1
sds√
v1
+
√
v2
vk
JN
2,k
t − µGk,2
∫ t
0 λ
2
sds√
v2
,
(5.46)
then for k, k′ = 1, 2 and k′ ̸= k, the normalized process of λk is
Zk,(n)t =
Ukt√
v(n)k
+
V 1,kt√
v(n)k
+
V 2,kt√
v(n)k
− m
(n)
k√
v(n)k
= W k,(n)t − δk
∫ t
0
e−δk(t−s)W k,(n)s ds+ µGk,k
∫ t
0
e−δk(t−s)Zk,(n)s ds
+
√√√√v(n)k′
v(n)k
µGk,k′
∫ t
0
e−δk(t−s)Zk
′,(n)
s ds+ z
k,(n)
t
=
∫ t
0
e−δk(t−s)dW k,(n)s + µGk,k
∫ t
0
e−δk(t−s)Zk,(n)s ds
+
√√√√v(n)k′
v(n)k
µGk,k′
∫ t
0
e−δk(t−s)Zk
′,(n)
s ds+ z
k,(n)
t
where
zk,(n)t =
m(n)k′√
v(n)k
µGk,k′
δk
(1− e−δkt) + m
(n)
k√
v(n)k
µGk,k
δk
(1− e−δkt) + µHk
δk
ρnk√
v(n)k
+
1√
v(n)k
(
λk0 −
µHk
δk
ρk
)
e−δkt − mk√
v(n)k
=
λk0 −m(n)k√
v(n)k
− (1− e−δkt)λ
k
0 − µHkδk ρnk −
µ
Gk,k
δk
m(n)k −
µ
Gk,k
′
δk
m(n)k′√
v(n)k
123
= Zk,(n)0 − (1− e−δkt)Ck,(n)0 ,
with Ck,(n)0 :=
λk0−
µ
Hk
δk
ρnk−
µ
Gk,k
δk
m
(n)
k −
µ
Gk,k
′
δk
m
(n)
k′√
v(n)k
.
Recall the first stationary moments in Section 4.4
m(n)k =
(δk′ − µGk′,k′ )µHk
(δk − µGk,k)(δk′ − µGk′,k′ )− µGk,k′µGk′,k
ρnk+
µGk,k′µHk
(δk − µGk,k)(δk′ − µGk′,k′ )− µGk,k′µGk′,k
ρnk′ ,
which yields
Zk,(n)0 − Ck,(n)0 =
1√
v(n)k
[
−
(
1− µGk,k
δk
)
m(n)k +
µGk,k′
δk
m(n)k′ +
µHk
δk
ρnk
]
= 0.
Hence, we obtain
Zk,(n)t = Z
k,(n)
0 +
∫ t
0
e−δk(t−s)dW k,(n)s + µGk,k
∫ t
0
e−δk(t−s)Zk,(n)s ds
+
√√√√v(n)k′
v(n)k
µGk,k′
∫ t
0
e−δk(t−s)Zk
′,(n)
s ds− (1− e−δkt)Ck,(n)0 .
Equivalently,
dZk,(n)t = −δk
(
Zk,(n)t − (Zk,(n)0 − Ck,(n)0 )
)
dt+ dW k,(n)t + µGk,kZ
k,(n)
t dt+
√
v(n)k′ /v
(n)
k µGk,k′Z
k′,(n)
t dt
=
[
−(δk − µGk,k)Zk,(n)t +
√
v(n)k′ /v
(n)
k µGk,k′Z
k′,(n)
t
]
dt+ dW k,(n)t ,
and in matrix form, we obtain
d
[
Z1,(n)t
Z2,(n)t
]
=
⎛⎝⎡⎣ −(δ1 − µG1,1) √v(n)2 /v(n)1 µG1,2√
v(n)1 /v
(n)
2 µG2,1 −(δ2 − µG2,2)
⎤⎦[Z1,(n)t
Z2,(n)t
]⎞⎠ dt+ d[W 1,(n)t
W 2,(n)t
]
.
(5.47)
Define the Brownian motion
BW,kt :=
√
θk
√
µ2HkB
M,k
t +
√
ν1,k
√
vGk,1
√
α1B
J1,k
t +
√
ν2,k
√
vGk,2
√
α2B
J2,k
t√
θkµ2Hk + ν1,kvGk,1α1 + ν2,kvGk,2α2
,
then from the construction we know BW,kt and B
N,k
t are independent by Lemma
5.2.5. Moreover, from (5.46) we have for k = 1, 2,
W kt := limn→∞
W k,(n)t
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=
√
θk
√
µ2HkB
M,k
t +
√
ν1,k
(√
vGk,1
√
α1B
J1,k
t + µGk,1
√
α1B
N,1
t
)
+
√
ν2,k
(√
vGk,2
√
α2B
J2,k
t + µGk,2
√
α2B
N,2
t
)
=
√
θkµ2Hk + ν1,kvGk,1α1 + ν2,kvGk,2α2B
W,k
t +
√
ν1,kα1µGk,1B
N,1
t +
√
ν2,kα2µGk,2B
N,2
t .
Then, with Σ and Σ˜ defined in (5.13), we have
[
W 1t
W 2t
]
= Σ
[
BW,1t
BW
2
t
]
+ Σ˜
[
BN,1t
BN,2t
]
.
Note that Z(n)0 ⇒ Z0 in (5.11) by the central limit theorem and therefore Z(n)
in (5.47) converges to Z in (5.12) weakly by the continuous mapping theorem.
Proof of Lemma 5.2.9. First denote pt, qt as deterministic d × d matrices which
solve dptdt = −ptb and dqtdt = bqt, with p0 = I and q0 = I. Then, we have pt = e−bt,
and qt = ebt. Moreover denote Qt :=
∫ t
0 e
bsds.
VT − Vt = r
∫ T
t
Zudu+
∫ T
t
σdBCu +
∫ T
t
σ˜dBNu ,
then to prove (5.17), it is suﬃcient to show that∫ T
t
Zudu = (QT −Qt) ptZt +
∫ T
t
(QT −Qu) puΣdBWu +
∫ T
t
(QT −Qu) puΣ˜BNu .
Applying Ito’s formula, we obtain
d (ptZt) = −ptbZtdt+ pt
(
bZtdt+ ΣdB
W
t + Σ˜dB
N
t
)
= ptΣdB
W
t + ptΣ˜dB
N
t .
Denote ΣˆBˆt := ΣBWt + Σ˜B
N
t (Σˆ = chol(ΣΣ
∗ + Σ˜Σ˜∗)) and Qt =
∫ t
0 qsds, then
Zt = qtZ0 + qt
∫ t
0
psΣˆdBˆs,∫ t
0
Zsds = QtZ0 +
∫ t
0
∫ s
0
qspuΣˆdBˆuds = QtZ0 +
∫ t
0
(∫ t
u
qsds
)
puΣˆdBˆu
= QtptZt −
∫ t
0
QupuΣˆdBˆu.
Therefore, we have∫ T
t
Zsds =
∫ T
0
Zsds−
∫ t
0
Zsds
= QTpTZT −QtptZt −
(∫ T
0
QupuΣˆdBˆu −
∫ t
0
QupuΣˆdBˆu
)
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= QT
(
ptZt +
∫ T
t
puΣˆdBˆu
)
−QtptZt −
∫ T
t
QupuΣˆdBˆu
= (QT −Qt) ptZt +
∫ T
t
(QT −Qu) puΣdBWu +
∫ T
t
(QT −Qu) puΣ˜BNu ,
where the last second equality is due to the fact that ZT = qTptZt+ qT
∫ T
t psΣˆdBˆs.
5.5.2 Proofs in Section 5.3
Proof of Corollary 5.3.3. The transformation of the noises is simply due to the
decomposition of Brownian motions. We first construct a two-dimensional standard
Brownian motion
BYt :=
[
BY,1t B
Y,2
t
]T
= ΣN,YBNt ,
where ΣN,Y :=
[ √
v1α1√
v1α1+v2α2
√
v2α2√
v1α1+v2α2√
v2α2√
v1α1+v2α2
−√v1α1√
v1α1+v2α2
]
and note that
(
ΣN,Y
)−1
= ΣN,Y , we have
BNt =
(
ΣN,Y
)−1
BYt .
Then, (5.25) becomes
dXt = µ
XXtdt+ Σ
X,MdBMt + Σ
X,NdBNt
= µXXtdt+ Σ
∗XdBYt + Σ
X,WdBWt
dYt = µ
YXtdt+ Σ
∗Y dBYt .
where Σ∗Y =
[√
v1α1 + v2α2 0
]
, and Σ∗X := ΣX,N
(
ΣN,Y
)−1
= ΣX,NΣN,Y of di-
mension 4 × 2.
Note that
Σ∗XBYt = Σ
∗X
([
BY,1t
0
]
+
[
0
BY,2t
])
= Σ∗X1 B
Y,1
t + Σ
∗X
2 B
Y,2
t
where for i = 1, 2, Σ∗Xi = (Σ
∗X
j,i )j=1,2,3,4 ∈ R4×1 are the i-th column vectors of Σ∗X .
Hence we have
dXt = µ
XXtdt+ Σ
∗X
1 dB
Y,1
t +
(
Σ∗X2 dB
Y,2
t + Σ
X,WdBWt
)
dYt = µ
YXtdt+ Σ
∗Y
1 dB
Y,1
t
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We can construct a 3-dimensional standard Brownian motion BXt =
[
BY,2t B
W,1
t B
W,2
t
]T
that is independent of BY,1, and denote ΣX :=
⎡⎢⎢⎢⎢⎣
Σ∗X12 Σ11 Σ12
Σ∗X22 Σ21 Σ22
Σ∗X32 0 0
Σ∗X42 0 0
⎤⎥⎥⎥⎥⎦, thus we obtain
dXt = µ
XXtdt+ Σ
∗X
1 dB
Y,1
t + Σ
XdBXt
dYt = µ
YXtdt+ Σ
∗Y
1 dB
Y,1
t .
Hence we have finished the proof.
Proof of Proposition 5.3.6. Due to the weak convergence of (Xn, Y n) and the
continuous mapping theorem,
lim
n→∞
E
[
|f(Xk,nt )− q∗f (Y k,n)|2
]
= E
[|f(Xkt )− q∗f (Y k)|2] ,
lim
n→∞
E
[
|f(Xk,nt )− q(Y k,n)|2
]
= E
[|f(Xkt )− q(Y k)|2] .
Hence (5.34) holds as the estimate q∗f (Y
k) = E[Xkt |Yt] satisfying the least square
criteria in the diﬀusion system.
Proof of Proposition 5.3.7. The continuous mapping theorem implies
(Xn, Xˆn)⇒ (X, Xˆ), |Xnt − Xˆnt |2 ⇒ |Xt − Xˆt|2.
Note that (5.35) is implied by (5.36) as the convergence of the covariance is implied
by the convergence of the variance of the marginal random variables. Hence we
need to show the convergence of |Xk,nt − Xˆk,nt | in L2(P). It is suﬃcient to show
the uniform integrability of |Xk,nt − Xˆk,nt |2. Then it suﬃces to show that for some
ϵ > 0,
sup
n
E
[
|Xk,nt − Xˆk,nt |2+ϵ
]
<∞. (5.48)
Note that
E
[
|Xk,nt − Xˆk,nt |2+ϵ
]
≤ 21+ϵ
(
E
[
|Xk,nt |2+ϵ
]
+ E
[
|Xˆk,nt |2+ϵ
])
.
Recall
Xnt =
(√
v(n)
)−1 (
λt −m(n)
)
,
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and Xˆnt satisfies dXˆ
n
t = (b−hKt)Xˆnt dt+KtdY nt where Y nt =
(√
v(n)
)−1 (
Nt −m(n)t
)
.
Then, we have
Xˆnt = Xˆ
n
0 exp
(∫ t
0
(b− hKs)ds
)
+
(√
v(n)
)−1 ∫ t
0
exp
(∫ t
s
(b− hKu)du
)
KsdNs.
To show (5.48), it is suﬃcient to take ϵ = 1, and show for k = 1, 2,
sup
n
E
⎡⎣∣∣∣∣∣∣N
k
t −m(n)k t√
v(n)k
∣∣∣∣∣∣
3⎤⎦ <∞, sup
n
E
⎡⎣∣∣∣∣∣∣λ
k
t −m(n)k√
v(n)k
∣∣∣∣∣∣
3⎤⎦ <∞. (5.49)
We show (5.49) holds using the cluster process representation of the BDCP
in Section 3.3.2. Without loss of generality, suppose max{ρn1 , ρn2} = nρ → ∞ as
n→∞, then ρn1 , ρn2 can be written as
ρn1 = ρ˜1n, ρ
n
2 = ρ˜2n, (5.50)
where ρ˜k has an upper bound independent of n.
Consider the BDCP and its intensity (N,λ) that with external factor intensity
ρn = (ρn1 , ρ
n
2 ) in (5.50) for some n ≥ 1. Being also a cluster process, the BDCP
can be constructed as the sum of the n independent copies of the unit process(
N (i)t ,λ
(i)
t
)
that is with ρ(i) = (ρ˜1, ρ˜2) and other parameters being the same as
(N,λ) for i = 1, . . . , n. By construction, we have
Nt
d
=
n∑
i=1
N (i)t , λt
d
=
n∑
i=1
λ(i)t .
Note that the stationary distribution of Nt and λt is equal to
∑n
i=1N
(i)
t and∑n
i=1 λ
(i)
t in distribution where N
(i)
t and λ
(i)
t are of the stationary version. Therefore,
denote m = (m1,m2) and v = (v1, v2) by the stationary mean and variance of λ
(i)
t .
As both m and v are aﬃne with ρ(i), the stationary mean and variance m(n) and
v(n) of (N,λ) are m(n) = nm and v(n) = nv.
Hence we obtain∣∣∣∣∣∣λ
k
t −m(n)k√
v(n)k
∣∣∣∣∣∣
3
=
∣∣∣∣∣
∑n
i=1 λ
k,(i)
t − nmk√
n
√
vk
∣∣∣∣∣
3
=
1
n
3
2
∣∣∣∣∣
n∑
i=1
λk,(i)t −mk√
vk
∣∣∣∣∣
3
≤ 1
n
3
2
n∑
i=1
∣∣∣∣∣λk,(i)t −mk√vk
∣∣∣∣∣
3
,
∣∣∣∣∣∣N
k
t −m(n)k t√
v(n)k
∣∣∣∣∣∣
3
=
∣∣∣∣∣
∑n
i=1N
k,(i)
t − nmkt√
n
√
vk
∣∣∣∣∣
3
=
1
n
3
2
∣∣∣∣∣
n∑
i=1
Nk,(i)t −mkt√
vk
∣∣∣∣∣
3
≤ 1
n
3
2
n∑
i=1
∣∣∣∣∣Nk,(i)t −mkt√vk
∣∣∣∣∣
3
.
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We now focus on
∣∣∣Nk,(i)t −mkt√vk ∣∣∣3 and ∣∣∣λk,(i)t −mk√vk ∣∣∣3 that are independent of the index
n. From Example 3.4.2 in Section 3.4, if we assume µ3Hk < ∞ and µ3Gk,k′ < ∞,
we obtain
E
[(
Nk,(i)t
)3]
<∞, E
[(
λk,(i)t
)3]
<∞,
indicating
E
⎡⎣∣∣∣∣∣Nk,(i)t −mkt√vk
∣∣∣∣∣
3
⎤⎦ <∞, E
⎡⎣∣∣∣∣∣λk,(i)t −mk√vk
∣∣∣∣∣
3
⎤⎦ <∞.
Therefore we obtain (5.49) as
sup
n
E
⎡⎣∣∣∣∣∣∣λ
k
t −m(n)k√
v(n)k
∣∣∣∣∣∣
3⎤⎦ ≤ sup
n
1
n
3
2
n∑
i=1
E
⎡⎣∣∣∣∣∣λk,(i)t −mk√vk
∣∣∣∣∣
3
⎤⎦ = sup
n
1√
n
E
⎡⎣∣∣∣∣∣λk,(i)t −mk√vk
∣∣∣∣∣
3
⎤⎦ <∞,
sup
n
E
⎡⎣∣∣∣∣∣∣N
k
t −m(n)k t√
v(n)k
∣∣∣∣∣∣
3⎤⎦ ≤ sup
n
1
n
3
2
n∑
i=1
E
⎡⎣∣∣∣∣∣Nk,(i)t −mkt√vk
∣∣∣∣∣
3
⎤⎦ = sup
n
1√
n
E
⎡⎣∣∣∣∣∣Nk,(i)t −mkt√vk
∣∣∣∣∣
3
⎤⎦ <∞,
and hence we proved (5.49).
5.6 Conclusion
In this chapter, using the martingale central limit theorem, we obtain the diﬀu-
sion approximation of a stationary BDCP which models a high frequency events
system with contagion eﬀect under the influence of a big external factor. We then
propose an alternative solution of the filtering problems for the BDCP system by
constructing estimates based on the structure from the diﬀusion system with the
actual BDCP input. The asymptotic analysis and numerical example show a good
performance of the proposed filter. We apply the result in solving some insurance
problems.
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Chapter 6
Diﬀusion Approximation of
UDCP and Alternative CIR
Simulation Scheme
In this chapter, we show that a sequence of scaled intensity processes of univari-
ate dynamic contagion processes (UDCPs) converges to a CIR process weakly in
the path space. This result provides a link between two families of self-exciting
processes in non-diﬀusive and diﬀusion world. With the weak convergence result
and the exact simulation of the approximating sequence, we develop an alternative
approximation simulation scheme for CIR processes and the Heston model.
In Section 6.1, we review briefly the UDCP, the CIR process, and the Heston
model in the literature. In Section 6.2, we approximate the CIR process X with
the pure jump process Xn constructed from the intensity of the UDCP based on
the weak convergence Xn ⇒ X in the path space DR[0,∞). Moreover, the weak
convergence of the asset price processes in the Heston model is also investigated.
In Section 6.3 the simulation algorithm for UDCP and CIR is presented. The
performance of the CIR simulation is assessed by numerical examples in Section 6.4.
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6.1 Introduction
6.1.1 Univariate Dynamic Contagion Processes
The univariate dynamic contagion process (UDCP) is introduced in (3.6) in Chap-
ter 3. It is a self-exciting counting process N = (Nt)t≥0 with intensity λ = (λt)t≥0
consisting of an external Poisson process and a self-exciting jump process. In this
chapter, we assume additionally all jump sizes are constant in the UDCP intensity.
Hence the intensity in (3.6) in integral form becomes:
λt = λ0e
−δt + αM
∫ t
0
e−δ(t−s)dMs + αN
∫ t
0
e−δ(t−s)dNs, (6.1)
where
• λ0 is the initial value, either a nonnegative constant or random variable;
• δ > 0 is the decay rate;
• M is a Poisson process with a constant intensity ρ > 0;
• αM > 0 and αN > 0 are constant jump sizes.
We see that the UDCP intensity λ in (6.1) is a piecewise deterministic jump
process.
6.1.2 Basics of CIR Processes
CIR processes: A Cox-Ingersoll-Ross (CIR) process X = (Xt)t≥0 is the unique
solution of the SDE below:
dXt = β(θ −Xt)dt+ σ
√
XtdW
X
t , (6.2)
where X0 ≥ 0, β > 0, θ > 0 and σ > 0 are constants.
The Feller condition Let X0 > 0 and WX be a Brownian motion. If 2βθ ≥ σ2,
the process X never reaches zero. If 2βθ < σ2, zero is accessible for the process X
and strongly reflecting. We call the condition 2βθ ≥ σ2 the Feller condition.
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The transition probability For T > t, XT |Xt follows a non-central chi-square
distribution.
P(XT ≤ x|Xt) = F
(
x · n(t, T )
e−β(T−t)
; d,Xt · n(t, T )
)
where d = 4βθσ2 , n(t, T ) =
4βe−β(T−t)
σ2(1−e−β(T−t)) and F (z; ν,λ) is the cumulative distribution
function of the non-central chi-square distribution with ν degrees of freedom and
non-centrality parameter λ:
F (z; ν,λ) = e−
λ
2
∞∑
j=0
(λ2 )
j
j! 2
ν
2+jΓ(ν2 + j)
∫ z
0
y
ν
2+j−1e−
y
2 dy.
Therefore we can find the explicit form of the mean and variance of XT |Xt.
Applications As the CIR processes are aﬃne processes we can compute the char-
acteristic function explicitly. Moreover, due to its non-negativity, CIR processes
are widely used in modelling interest rates and stochastic volatilities of asset prices
(the Heston model) in finance.
6.1.3 Basics of the Heston Model
Denote by X = (Xt)t≥0 and S = (St)t≥0 the variance and asset price processes
respectively. We follow the same notation for the Heston model as in Andersen [4],
dXt = β(θ −Xt)dt+ σ
√
XtdW
X
t ,
dSt = St
√
XtdW
S
t ,
d⟨WX ,W S⟩t = ρdt.
(6.3)
The Cholesky decomposition yields W St = ρW
X
t +
√
1− ρ2WX,⊥t for all t ≥ 0,
where WX,⊥ is a Brownian motion independent of WX as well as X.
Denote the log price process Y = (Yt)t≥0 with Yt := log St. By Itoˆ’s Lemma we
have
dYt = −1
2
Xtdt+
√
XtdW
S
t
= −1
2
Xtdt+ ρ
√
XtdW
X
t +
√
1− ρ2
√
XtdW
X,⊥
t .
As (X,Y ) is a Markov process, for any t ≥ 0, condition on (Xt, Yt), we have
Yt+∆ = Yt− 1
2
∫ t+∆
t
Xsds+ρ
∫ t+∆
t
√
XsdW
X
s +
√
1− ρ2
∫ t+∆
t
√
XsdW
X,⊥
t . (6.4)
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We have from (6.3) √
XtdW
X
t =
1
σ
(dXt − β(θ −Xt)dt) ,
then we obtain∫ t+∆
t
√
XsdW
X
s =
1
σ
(Xt+∆ −Xt)− βθ
σ
∆+
β
σ
∫ t+∆
t
Xsds.
By the Dubin-Schwartz theorem and the independence of WX,⊥ with X,∫ t+∆
t
√
XsdW
X,⊥
s
d
= WX,⊥∫ t+∆
t Xsds
,
therefore we have
Yt+∆
d
=
(
Yt − ρβθ
σ
∆
)
+
ρ
σ
(Xt+∆ −Xt) +
(
ρβ
σ
− 1
2
)∫ t+∆
t
Xsds+
√
1− ρ2WX,⊥∫ t+∆
t Xsds
.
(6.5)
Hence, for each t ≥ 0 conditioned on σ{Xs, Ys, s ≤ t}, Yt is a Gaussian process
with mean µt and variance vt that are functions of (Xt, Yt), Xt+∆ and
∫ t+∆
t Xsds:
Yt
∣∣∣
σ{Xs,s≤t}
∼ N (µt, vt) ,
µt =
(
Yt − ρβθ
σ
∆
)
+
ρ
σ
(Xt+∆ −Xt) +
(
ρβ
σ
− 1
2
)∫ t+∆
t
Xsds,
vt = (1− ρ2)
∫ t+∆
t
Xsds.
(6.6)
In particular, if we take t = 0 and ∆ = t, we have
Yt
d
=
(
Y0 − ρ
σ
X0 − ρβθ
σ
t
)
+
ρ
σ
Xt+
(
ρβ
σ
− 1
2
)∫ t
0
Xsds+
√
1− ρ2WX,⊥∫ t
0 Xsds
. (6.7)
The distribution of the asset price at each time t in the Heston model is com-
pleted determined by Xt and
∫ t
0 Xsds.
6.1.4 Simulation Issues
When we aim to generate a sample path of a process X by the Monte-Carlo method,
the essential question is how to generate Xt+∆ given Xt with t ≥ 0 and ∆ > 0. In
the following, we denote by Xˆ the simulated value of X at time t.
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Simulation of CIR Processes There are a few approaches to simulating CIR
processes in the literature.
First consider the Euler scheme where Xˆt+∆ is simulated based on the SDE of
the CIR process and its previous state Xˆt. However, one needs to make adjust-
ments of the simulated Xˆt when Xˆt is negative. Discussed in Andersen [4]. The
adjustments would generate non-trivial bias. If the Feller condition is violated, the
bias can be large.
The exact simulation scheme based on the explicit form of the transition prob-
ability of the CIR process (see Section 6.1.2) becomes an alternative. However, in
practice the algorithm involves complications in acceptance-rejection sampling and
thus it is ineﬃcient and sometimes even yields poor performance.
In the moment matching scheme, one approximates the transition probability
with another probability distribution with the same lower order moments. For
example, the lognormal distribution approximation scheme is adopted by Ander-
sen and Brotherton-Ratcliﬀe [5], the Truncated Gaussian scheme (TG) and the
Quadratic Exponential scheme (QE) are introduced in Andersen [4]. QE scheme
is the most popular and accurate scheme among them where the approximating
distribution is a combination of a squared Gaussian and an exponential distribu-
tion depending on the value of the Xˆt generated from the last step. However, the
distribution of the simulated Xˆt for fixed t ≥ 0 and the sample path Xˆ = (Xˆt)t≥0
is not the exact one. Moreover, the weak convergence remains unverified.
Simulation of the Heston Model As shown in the previous section, the asset
price process is driven by the CIR process X = (Xt)t≥0 and its integrated process(∫ t
0 Xsds
)
t≥0
. First note that the transition probability of the integrated process
has no explicit form. Moreover, if using the QE method in [4], then the simulation
of the integrate
∫ t
0 Xˆsds based on the finite points of the path (Xˆs)0≤s≤t involves
additional numerical errors. Indeed, on each subinterval [u, u+∆], the integration is
again computed by approximation:
∫ u+∆
u Xsds ≈ γ1Xˆu+γ2Xˆu+∆ for some constants
γ1 and γ2.
In summary, Andersen’s QE simulation scheme suﬀers from two types of errors:
(i). The simulated variance process Xˆt deviates from the original Xt and there is
no proof of the convergence in the path space.
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(ii). Then is numerical integration error in computing
∫ t
0 Xˆsds.
In this chapter, we address these issues by proposing an alternative simulation
scheme which overcomes the weakness above in the following way:
(i′). We approximate the variance process X by a process Xn which converges
weakly to X in the path space and Xn can be simulated exactly.
(ii′). We show that there is no additional error from the implementation of the
integrated process
∫ t
0 X
n
s ds as
∫ t
0 X
n
s ds can also be simulated exactly based
on the path of Xnt .
6.2 Diﬀusion Approximation
We first introduce an important diﬀusion approximation theorem showing the weak
convergence of Markov processes to a general diﬀusion process, which is an extension
of Theorem 5.2.3 where the limit process is a Gaussian process. The convergence
is based on the characterization of Markov processes by the associated martingale
problems.
Theorem 6.2.1 (Diﬀusion Approximation [33, Theorem 4.1, Chapter 7]). Let a =
(aij) be a continuous, symmetric, nonnegative definite, d×d matrix-valued function
on Rd and let b : Rd → Rd be continuous. Let
A =
{
(f,Gf ≡ 1
2
∑
aij∂i∂jf +
∑
bi∂if) : f ∈ C∞c (Rd)
}
,
and suppose that the CRd [0,∞) martingale problem of A is well posed.
For n = 1, 2, . . ., let Xn and Bn be processes with sample paths in DRd [0,∞),
and let An = ((Anij)) be a symmetric d× d matrix-valued process such that Aijn has
sample paths in DR[0,∞) and An(t)− An(s) is nonnegative definite for t > s ≥ 0.
Set Fnt = σ{Xn(s), Bn(s), An(s) : s ≤ t}.
Suppose that
Mn := Xn −Bn
M inM
j
n − Aijn
(6.8)
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are Fn-local martingales. Let τ rn := inf{t : |Xn(t)| ≥ r or |Xn(t−)| ≥ r}, and for
each r > 0, T > 0 and i, j = 1, . . . , d,
lim
n→∞
E
[
sup
t≤T∧τrn
|Xn(t)−Xn(t−)|2
]
= 0, (6.9a)
lim
n→∞
E
[
sup
t≤T∧τrn
|Bn(t)−Bn(t−)|2
]
= 0, (6.9b)
lim
n→∞
E
[
sup
t≤T∧τrn
|An(t)− An(t−)|2
]
= 0. (6.9c)
Moreover, suppose that
sup
t≤T∧τrn
∣∣∣∣Bin(t)− ∫ t
0
bi(Xn(s))ds
∣∣∣∣ P→ 0, (6.10a)
sup
t≤T∧τrn
∣∣∣∣Aijn (t)− ∫ t
0
aij(Xn(s))ds
∣∣∣∣ P→ 0, (6.10b)
and
PXn(0)−1 ⇒ ν ∈ P(Rd). (6.11)
Then, {Xn}n converges in distribution to the solution of the martingale problem
for (A, ν).
Remark 6.2.2. Note that the weak convergence to the solution of the martingale
problem (A, ν) is equivalent to the weak convergence to the weak solution of the
SDE dXt = b(t,Xt)Xtdt+ a(t,Xt)dWt with X0
d
= ν. Moreover, (6.8) characterizes
the solution of the martingale problem by Itoˆ’s lemma.
6.2.1 Scaled UDCP Intensity Processes
Consider a sequence of intensity processes (λn)n≥1 of the UDCP (Nnt )n≥1 in (6.1)
by taking αn positive and constant, and
• the decay rate δn := β + σ2αn;
• the Poisson process Mn has the intensity ρn := βθαn;
• the jump size αM = σ2αn and αN = σ2αn.
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Then,
λnt = λ
n
0e
−δnt + σ2αn
∫ t
0
e−δn(t−s)dMns +
∫ t
0
e−δn(t−s)dNns , (6.12)
We construct a sequence of processes (Xn)n≥1 that are UDCP intensity processes
in (6.12) scaled by a constant factor 1σ2α2n , i.e.
Xnt :=
1
σ2α2n
λnt . (6.13)
We call (Xn)n≥1 the scaled UDCP intensity processes.
Remark 6.2.3. Note that Xn is a process derived from the UDCP system (Nn,λn).
Therefore Xn depends on parameters (β, θ,σ,αn) and it has the representation:
Xnt = X
n
0 e
−δnt +
1
αn
∫ t
0
e−δn(t−s)dMns +
1
αn
∫ t
0
e−δn(t−s)dNns ,
Xn0 =
1
σ2α2n
λn0 .
(6.14)
Due to the exponential decay, Xn is a Markov process with the generator An.
With any f in its domain, we have
Anf(x) = −δnx∂f
∂x
+ ρn
[
f
(
x+
1
αn
)
− f(x)
]
+ α2nσ
2x
[
f
(
x+
1
αn
)
− f(x)
]
= −δnx∂f
∂x
+
(
ρn + α
2
nσ
2x
) [
f
(
x+
1
αn
)
− f(x)
]
. (6.15)
6.2.2 Weak Convergence to CIR processes
Theorem 6.2.4 (Diﬀusion Approximation to CIR Processes). As αn → ∞, the
scaled intensity processes (Xn)n≥1 in (6.14) converge weakly to the CIR process X
in (6.3) in the path space DR[0,∞).
Proof. Take f(x) = x in (6.15), we have
Anf(x) = −δnx+
(
ρn + α
2
nσ
2x
) 1
αn
= (−δn + σ2αn)x+ ρn
αn
= −βx+ βθ.
Denote b(x) = −βx+ βθ and Bnt :=
∫ t
0 b(X
n
s )ds =
∫ t
0 (−βXns + βθ) ds, then
Mnt := X
n
t −Bnt is a martingale.
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Note that (Xnt , B
n
t ) is a Markov process and the generator of (t,X
n
t , B
n
t ) is
Abf(t, x, x˜) = ∂f
∂t
+ (−βx+ βθ) ∂f
∂x˜
− δnx∂f
∂x
+ ρn
[
f
(
t, x+
1
αn
, x˜
)
− f(t, x, x˜)
]
+σ2α2nx
[
f
(
t, x+
1
αn
, x˜
)
− f(t, x, x˜)
]
.
Take f(t, x, x˜) = (x− x˜)2, then
Abf(t, x, x˜) = −2(−βx+ βθ)(x− x˜)− 2δnx(x− x˜) + (ρn + σ2α2nx)
[
2
αn
(x− x˜) + 1
α2n
]
= σ2x+
βθ
αn
Denote Ant :=
∫ t
0
(
σ2Xns +
βθ
αn
)
ds, then
(Mnt )
2 − Ant is a martingale.
= Now we show (6.9a), (6.9b) and (6.9c) hold. Note that by definition Bn and An
are continuous processes. Moreover, since
∣∣Xnt −Xnt−∣∣2 ≤ ( 1αn + 1αn)2 ≤ 4α2n , for
any T > 0,
lim
n→∞
E
[
sup
t≤T
∣∣Xnt −Xnt−∣∣2] ≤ limn→∞ 4α2n = 0.
Then, it is suﬃcient to verify (6.10a) and (6.10b). Define a(x) := σ2x, then as
αn →∞ we have pathwise
sup
t≤T
∣∣∣∣Bnt − ∫ t
0
b(Xns )ds
∣∣∣∣ = 0,
sup
t≤T
∣∣∣∣Ant − ∫ t
0
a(Xns )ds
∣∣∣∣ ≤ βθαnT → 0.
By Theorem 6.2.1, we have Xn ⇒ X where X is the solution of the SDE
dXt = β(θ −Xt)dt+ σ
√
XtdWt.
Remark 6.2.5. The theorem above builds the link between the self-exciting point
processes and the CIR processes.
Graphic Illustration (Sample Paths) We show a sample path of the scaled
UDCP intensity Xn = (Xnt )t≥0 in Figure 6.1 when taking the parameter set
(β, θ,σ,αn) = (1, 2, 0.5, 10) in (6.14).
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a sample path of scaled UDCP (Xnt ) with (β,θ,σ,αn) = (1,2,0.5,10)
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a sample path of CIR (Xt) with (β,θ,σ) = (1,2,0.5)
time t
Figure 6.1: A Sample path of a scaled UDCP intensity and a CIR process (with
diﬀerent random seeds).
6.2.3 From Variance Processes to Asset Price Processes
The variance process is modelled by a CIR process X with the weak convergence
Xn ⇒ X in DR[0,∞) in the Heston model . Construct a sequence of log price
processes (Y n) by replacing X with Xn in (6.4), then we have
Y nt = Y
n
0 −
1
2
∫ t
0
Xns ds+ ρ
∫ t
0
√
Xns dW
X
s +
√
1− ρ2
∫ t
0
√
Xns dW
X,⊥
t . (6.16)
By Theorem 2.2 in Kurtz and Protter [47] about the weak convergence of the
stochastic integral, we have the following convergence result,∫ ·
0
Xns ds⇒
∫ ·
0
Xsds,∫ ·
0
√
Xns dW
X
s ⇒
∫ ·
0
√
XsdW
X
s ,∫ ·
0
√
Xns dW
X,⊥
t ⇒
∫ ·
0
√
XsdW
X,⊥
t .
(6.17)
Therefore, we have Y n ⇒ Y in (6.4).
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Lemma 6.2.6 (Integrated Variance Process).∫ t
0
Xns ds =
1
δn
(
Xn0 +
1
αn
Mnt +
1
αn
Nnt
)
− 1
δn
Xnt . (6.18)
Remark 6.2.7. The lemma shows that the simulation of the integrated variance
process can avoid numerical integration errors (ii) if all jump processes involved
can be simulated exactly.
Proof. Denote JM,nt :=
1
αn
∫ t
0 e
−δn(t−s)dMns and J
N,n
t :=
1
αn
∫ t
0 e
−δn(t−s)dNns , then
Xnt = X
n
0 e
−δnt + JM,nt + J
N,n
t ,
and∫ t
0
Xns ds =
∫ t
0
Xn0 e
−δnsds+
1
αn
∫ t
s=0
∫ s
u=0
e−δn(s−u)dMnu ds+
1
αn
∫ t
s=0
∫ s
u=0
e−δn(s−u)dNnu ds.
Note that∫ t
s=0
∫ s
u=0
e−δn(s−u)dMnu ds =
∫ t
u=0
(∫ t
s=u
e−δnsds
)
eδnudMnu
=
1
δn
Mnt −
1
δn
∫ t
0
e−δn(t−u)dMnu
=
1
δn
Mnt −
αn
δn
JM,nt ,
and similarly, we have∫ t
s=0
∫ s
u=0
e−δn(s−u)dNnu ds =
1
δn
Nnt −
αn
δn
JN,nt .
Hence, we obtain∫ t
0
Xns ds = X
n
0
1
δn
(
1− e−δnt)+ 1
αn
(
1
δn
Mnt −
αn
δn
JM,nt
)
+
1
αn
(
1
δn
Nnt −
αn
δn
JN,nt
)
=
1
δn
(
Xn0 +
1
αn
Mnt +
1
αn
Nnt
)
− 1
δn
Xnt .
140
6.3 Approximation Simulation Scheme for CIR
Processes
From the diﬀusion approximation results in Theorem 6.2.4, we know that the
marked point processes Xn converges to the CIR process X when n → ∞. By
construction, Xnt is simply scaled from the UDCP intensity process λ
n
t . In the
following we show that we can simulate λnt . Then we propose a new simulation
scheme for the CIR process X based on the simulation of the pure jump process
Xnt when αn is large.
In the following, we describe the exact simulation algorithm of the approximat-
ing process Xn of the CIR process X. It is a special case of the exact simulation
algorithm of BDCP in Section 3.5 in Chapter 3.
Exact Simulation of Xnt The simulation of X
n for any n ≥ 1 consists of the
following steps:
1. Start from T0 = 0, λnT±0
= λn0 > 0, N0 = 0.
2. For i ≥ 0, simulate the (i + 1)-th inter-arrival time Wi+1 in the intensity
process.
Wi+1 = min{Ei+1, Ii+1}.
Ti+1 = Ti +Wi+1.
Generate mutually random variables UEi+1 and U
I
i+1 uniformly distributed on
[0, 1]. Ei+1 is the waiting time from Ti to the first jump of external process
Mn, hence
Ei+1
d
= − 1
ρn
lnUEi+1.
Ii+1 is the waiting time from Ti to the first jump of internal process Nn
supposing no external jumps before that, hence
Ii+1
d
= − 1
δn
ln di+1|di+1 > 0
where
di+1 = 1 +
δn lnU Ii+1
λk
T+i
.
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3. Update λnt and N
n
t at Ti+1.
λn
T+i+1
=
⎧⎪⎨⎪⎩
λn
T−i+1
+ σ2αn, Wi+1 = Ii+1
λn
T−i+1
+ σ2αn, Wi+1 = Ei+1
(6.19)
where
λn
T−i+1
= λn
T+i
e−δn(Ti+1−Ti).
and
Nn
T+i+1
=
⎧⎪⎨⎪⎩
Nn
T−i+1
+ 1, Wi+1 = Ii+1
Nn
T−i+1
, Wi+1 = Ei+1.
(6.20)
From the simulation of λnt above, we obtain the path of X
n
t as scaled UDCP by
definition
Xnt =
1
σ2α2n
λnt .
6.4 Numerical Results
In this section we assess the performance of this approximate simulation scheme by
comparing the distributions in terms of the Laplace transform. Instead of taking
single-time random variable to compare, we choose the integrated processes
∫ t
0 X
n
s ds
and
∫ t
0 Xsds since they are variables related to the path of X
n and X respectively.
Since the CIR process X is an aﬃne process, in [30] for example, we have the
closed-form of the Laplace transform of the integrated process
∫ t
0 Xsds for t ≥ 0
when X follows the dynamics in (6.2) with a starting value X0:
EX0
[
e−u
∫ t
0 Xsds
]
=
(
e
βt
2
cosh
(
κt
2
)
+ βκ sinh
(
κt
2
)) 2βθσ2 exp(−X0 2 sinh (κt2 )u
κ cosh
(
κt
2
)
+ β sinh
(
κt
2
)) ,
where κ =
√
β2 + 2uσ2.
On the other hand, for the approximating process Xn following the dynamics
in (6.14), with Lemma 6.2.6 and the exact simulation algorithm in Section 6.3, we
simulate the integrated variable
∫ T
0 X
n
s ds using the Monte-Carlo method. Moreover,
we compare the theoretical Laplace transform of E[e−u
∫ T
0 Xsds] with the simulated
Laplace transform value E[e−u
∫ T
0 X
n
s ds].
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We take T = 1, the number of sample paths M = 1000, the Laplace transform
parameter u = 0 to 1, and use three parameter sets for diﬀerent applications.
(a) For the interest rate modelling: (β, θ,σ,λ0) = (0.1, 0.07, 0.4, 0.07).
(b) For the variance modelling in the equity market: (β, θ,σ,λ0) = (1, 0.07, 0.4, 0.07).
(c) For modelling a higher level of process: (β, θ,σ,λ0) = (1, 1, 0.5, 2).
The results are illustrated in (a), (b), (c) of Figure 6.2. We observe that the
Laplace transform values of the approximating process is very close to the theo-
retical one. Note that the Feller condition is violated in cases (a) and (b), the
convergence is slower (αn = 100) than the case (c) where we only need αn = 10 to
have a good approximation.
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(a) The Laplace transform of the integrated process
∫ T
0 λsds with λ is the scaled UDCP
intensity Xn and the CIR process X with parameter (β, θ,σ,λ0) = (0.1, 0.07, 0.4, 0.07)
typically for the interest rate. T = 1, M = 1000 and αn = 100.
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(b) The Laplace transform of the integrated process
∫ T
0 λsds with λ is the scaled UDCP
intensity Xn and the CIR process X with parameter (β, θ,σ,λ0) = (1, 0.07, 0.4, 0.07)
typically for variance in the equity market. T = 1, M = 1000 and αn = 100.
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(c) The Laplace transform of the integrated process
∫ T
0 λsds with λ is the scaled UDCP
intensity Xn and the CIR process X with parameter (β, θ,σ,λ0) = (1, 1, 0.5, 2). T = 1,
M = 1000 and αn = 10.
Figure 6.2: The Laplace transform of the integrated process with diﬀerent param-
eter sets.
6.5 Conclusion
We discussed an application of diﬀusion approximation to a class of pure jump
processes. We constructed the sequence of pure jump processes based on the UDCP
that converges weakly to a CIR process and this allowed us to simulate CIR diﬀusion
processes approximately with the pure jump process. Note that the pure jump
processes are built upon univariate dynamic contagion processes and therefore, we
built the link between non-diﬀusive self-exciting processes and square-root diﬀusion
processes.
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Chapter 7
Conclusions and Future Research
Conclusions In this work, we mainly studied pure jump Le´vy processes and
dynamic contagion processes, and their applications in finance. We first studied
the intensity process of a first passage time structural credit risk model when the
firm asset value is modelled as the exponential of a pure jump Le´vy process of finite
variation. Moreover, we explored the stationarity and the diﬀusion approximation
of the bivariate dynamic contagion process, and we apply the results in filtering.
In the end, we investigate the diﬀusion approximation of a non-diﬀusive process
built upon a univariate dynamic contagion process by a CIR process, and hence we
obtain an alternative approach of simulating the CIR process.
Future Research
We discuss a few questions for potential future research.
Chapter 2: We discussed the existence of intensity processes from a first passage
time structural model. Though the framework is broad enough for the modelling
purpose, there are a few questions open for the future research:
1. If we model the asset price with a Le´vy process of infinite variation, then we
can explore whether the intensity still exists and what the explicit represen-
tation is.
2. Recall Black and Cox [12] where the intensity process is a function of an
exogenous process and the default is the first jump of a Cox process. Then the
price can be simply computed in the same way as the risk-free case but with
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the intensity added to the interest rate in the discount factor. It is because the
default time is constructed as the first time the integrated intensity process
is bigger than an independent exponential random variable. In our case, as
the default time does not follow the Cox construction, and we have additional
jump risk at default, the pricing formula will have an additional term. How
to compute the additional term explicitly is open to future research.
Chapter 5: We explored the diﬀusion approximation of a high frequency event
system and applied it in filtering with point process observations. Note that the
constructed filter is an approximate one. We compared filtering errors using the
approximate filter with the limiting diﬀusion model and concluded that the filter is
asymptotically optimal. We can improve the assessment of the performance with
the following methods:
1. Compare the filtering errors of approximate filter with the exact one that is
the solution of the KS equation.
2. Explore the convergence rate of the approximate filter to the Kalman-Bucy
filter for the limiting diﬀusion process.
Chapter 6: We showed the weak convergence of the pure jump process to the CIR
process when a model parameter tends to infinity and the Laplace transform showed
that the performance of the approximate simulation scheme worked well. We have
the following remaining suggestions for future research.
1. It would be interesting to explore the convergence rate of the approximation.
2. As the weak convergence holds in the path space, we can assess the perfor-
mance of the simulation scheme for path-dependent options using the Heston
model. For example, we can compare prices of Asian options and barrier op-
tions using this approximation simulation scheme above with the quadratic
exponential scheme (QE) in [4].
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