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Abstract
In this thesis, we derive Girsanov’s formula for G-Brownian motion, and then using
our Girsanov’s formula, we establish a variational representation for G-Brownian
functionals.
Peng (2007, 2008) constructed G-Brownian motion on the space C([0, 1];Rd) of
continuous paths under a sublinear expectation called the G-expectation; as obtained
by Denis-Hu-Peng (2011), the G-expectation is represented as the supremum of linear
expectations with respect to martingale measures of a certain class. The proof of
our Girsanov’s formula is based on this representation with an enlargement of the
associated class of martingale measures, and on Girsanov’s formula for martingales
in the classical stochastic analysis. The methodology differs from that of Xu-Shang-
Zhang (2011), and applies to the multidimensional G-Brownian motion.
A variational representation established in this thesis is formulated as
logE
[
ef(B)
]
= sup
h
E
[
f
(
B +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
.
Here E is the G-expectation, f is any bounded function in the domain of E mapping
C([0, 1];Rd) to R, B is the d-dimensional G-Brownian motion, the integrals are taken
with respect to the quadratic variation of B, and the supremum runs over all h’s for
which these integrals are well-defined. As an application of the above representation,
we give another proof of the results obtained by Gao-Jiang (2010), large deviations
for G-Brownian motion.
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Chapter 1
Introduction
This thesis concerns G-Brownian motion, which is an extended notion of the classical
Brownian motion. The purpose of this thesis is to extend Girsanov’s formula for
Brownian motion and the variational representation of Boué-Dupuis [4] for Brownian
functionals to G-Brownian counterparts.
An important issue in mathematical finance is the estimation of volatilities in
market models; a volatility quantifies the risk of a market model and corresponds
to standard deviation in statistics. The Black-Scholes model introduced by Black-
Scholes [3] in 1973 is still one of the most continually used models. However, even
in their model, any formulas which explicitly express volatilities from market data
have not been obtained. Therefore, from the viewpoint that volatilities can only
be assumed to lie in a range determined by market data, Avellaneda-Levy-Parás
[1] proposed a Black-Scholes model with volatility uncertainty, and so far, many
market models with various kinds of volatility uncertainty have been introduced
and studied. With systematic treatment of such models as one of his motivations,
S. Peng introduced the notion of G-Brownian motion, which can be regarded as a
Brownian motion with an uncertain variance process. While the classical Brownian
motion is defined on a probability space, G-Brownian motion is defined on a sublinear
expectation space (Ω,H,E). Here Ω is a given set and H is a vector lattice of real-
valued functions on Ω containing 1, which is the domain of a sublinear expectation E;
a sublinear expectation is an expectation with sublinearity, that is, for all X, Y ∈ H
and λ > 0,
E [X + Y ] 6 E [X] + E [Y ] , E [λX] = λE [X] .
G-Brownian motion is defined by using two notions concerning distributions on a
sublinear expectation space: identical distributedness and independence. On a sub-
linear expectation space, the notion of distributions cannot be interpreted as that on
a probability space. Indeed, as introduced in [15], it also needs to be interpreted as
a sublinear expectation on a class of test functions suitably chosen according to the
domain H.
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A well-known construction of the classical Brownian motion is the construction of
the probability space called the Wiener space, whose operation is as follows. Let Ω =
C([0, 1];Rd) be the space of continuous paths starting from 0, and B(Ω) the Borel σ-
algebra of Ω. We first construct a consistent family of finite-dimensional distributions
on Ω by using the heat kernel, and then by Kolmogorov’s extension theorem, extend
it to a unique probability measure on (Ω,B(Ω)). On the Wiener space, the canonical
process of Ω becomes a d-dimensional Brownian motion. Analogously, Peng [13,
14] constructed a sublinear expectation space, called the G-expectation space, on
which the canonical process of Ω becomes a G-Brownian motion; we denote the G-
expectation space by (Ω,L1G(Ω),E). The procedure mainly follows Wiener’s method
with the heat kernel replaced by viscosity solutions to the following nonlinear heat
equation on [0, 1]× Rd:
∂u
∂t
− sup
γ∈Θ
{
1
2
tr
[
γγ∗D2u
]}
= 0.
Here Θ is a given nonempty, bounded and closed subset of d × d real matrices
that represents the variance uncertainty of G-Brownian motion, γ∗ is the transposed
matrix of γ, and D2u is the Hessian matrix of u. Recently, L. Denis, M. Hu and
S. Peng proved in [5] that the G-expectation E can be represented as the supremum of
linear expectations, referred to as the upper expectation, with respect to martingale
measures of a certain class. Through the upper expectation, a related capacity is
defined, and it plays a similar role to a probability measure in the classical stochastic
analysis. For instance, Gao-Jiang [7] formulated and proved large deviation principles
for G-Brownian motion under this capacity.
In [13, 14], S. Peng further developed the related stochastic calculus on G-
expectation space; he constructed the quadratic variation process of G-Brownian
motion, and stochastic integrals with respect toG-Brownian motion and its quadratic
variation. Also introduced was the notion of G-martingales, whose essential differ-
ence from the classical martingales is that if a process M is a G-martingale, −M
is not necessarily a G-martingale; when both M and −M are G-martingales, M is
called a symmetric G-martingale. With these notions, the first main result of this
thesis, Girsanov’s formula for G-Brownian motion, is formulated as follows. Let B
be the G-Brownian motion on the G-expectation space (Ω,L1G(Ω),E), and 〈B〉 the
quadratic variation of B. Denote by (M2G(0, 1))
d the class of d-dimensional processes
h for which the stochastic integrals
∫ 1
0
hs ·dBs and
∫ 1
0
hs · (d〈B〉s hs) are well-defined.
For h ∈ (M2G(0, 1))d, define
Bht := Bt −
∫ t
0
d〈B〉s hs,
Dht := exp
(∫ t
0
hs · dBs −
1
2
∫ t
0
hs · (d〈B〉s hs)
)
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for 0 6 t 6 1, and let Chb,Lip(Ω) be the set of all bounded Lipschitz cylinder functionals
of Bh. We also set a constant σ0 > 0 via
σ20 := inf
γ∈Θ
inf
x∈Rd
|x|=1
x · γγ∗x.
Main result 1 (Theorem 3.3). Assume that σ0 > 0 and that D
h is a symmetric
G-martingale. Define a sublinear expectation Eh by
Eh [X] := E
[
XDh1
]
for X ∈ Chb,Lip(Ω).
Let L1,hG (Ω) be the completion of Chb,Lip(Ω) under the norm Eh[| · |], and extend Eh to
a unique sublinear expectation on L1,hG (Ω). Then the process {Bht ; 0 6 t 6 1} is a
G-Brownian motion on the sublinear expectation space (Ω,L1,hG (Ω),Eh).
This result gives an operation to construct a sublinear expectation space on which
the drifted G-Brownian motion Bh becomes a G-Brownian motion. Analogously to
the classical Girsanov’s formula, the G-expectation is transformed into the weighted
G-expectation Eh through the construction, with weight process Dh of the same form
as in the classical setting. A remarkable point of this construction is that not only
G-expectation but also its domain is changed. As a sublinear expectation space is the
notion including the domain of a sublinear expectation, in general some care about
the choice of domains is needed when changing sublinear expectations. In the course
of our discussion, it is also required that the notion of distributions is appropriately
defined in the new sublinear expectation space. Those are main reasons why the
domain of G-expectation is changed in order to formulate Girsanov’s formula for
G-Brownian motion.
The keys to the proof of our Girsanov’s formula are: (i) the representation of the
upper expectation for G-expectation due to Denis-Hu-Peng [5], with an enlargement
of the associated class of martingale measures as given in Soner-Touzi-Zhang [18];
and (ii) Girsanov’s formula for martingales in the classical stochastic analysis. Our
methodology is different from that of Xu-Shang-Zhang [19], in which they obtained
Girsanov’s formula for one-dimensional G-Brownian motion; their proof relies on the
martingale characterization of one-dimensional G-Brownian motion in [20], which re-
stricts their argument to one dimension, whereas the method we employ in this thesis
equally works for multidimensional G-Brownian motion. See Remark 3.9. In order
to apply our Girsanov’s formula effectively, we also give a sufficient condition for the
weight process Dh to be a symmetric G-martingale, referred to as G-Novikov’s con-
dition. The condition is a sublinear counterpart of the classical Novikov’s condition.
In the classical stochastic analysis, Girsanov’s formula for Brownian motion plays
a fundamental role; it is applied in many directions such as the derivation of large de-
viations of Schilder’s [17], the construction of weak solutions to stochastic differential
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equations driven by Brownian motion and so on. Among them is the derivation of
a variational representation for functionals of Brownian motion due to Boué-Dupuis
[4]. Using Girsanov’s formula for G-Brownian motion, we establish the second main
result of this thesis, a variational representation for functionals of G-Brownian mo-
tion:
Main result 2 (Theorem 4.1). Assume σ0 > 0. Then for any bounded f ∈ L1G(Ω),
it holds that
logE
[
ef(B)
]
= sup
h∈(M2G(0,1))d
E
[
f
(
B +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
. (1.1)
One of our motivations for this representation comes from large deviation princi-
ples for G-Brownian motion. It is well known that, on a probability space, the large
deviation principle for a given family of random variables is equivalent to its Laplace
principle. In [4], M. Boué and P. Dupuis showed the usefulness of their representa-
tion in the derivation of Laplace principles when the family of concern consists of
functionals of Brownian motion. Our variational representation (1.1) has the same
application in the framework of G-expectation space; indeed, it is also true that the
Laplace principle formulated under the G-expectation is equivalent to the large de-
viation principle formulated under the capacity, and the representation (1.1) can be
used to derive Laplace principles for families of random variables given as functionals
of G-Brownian motion. As an illustration, we prove the Laplace principles for the
families {
√
εB; ε > 0} and {(
√
εB, 〈B〉); ε > 0}. Large deviations for these families
were originally obtained by Gao-Jiang [7]; they employed a discretization technique.
Our variational representation gives another proof.
The proof of the representation (1.1) is split into the derivation of the lower and
upper bounds. To obtain the lower bound, Girsanov’s formula for G-Brownian mo-
tion allows us to use a similar argument to that in Boué-Dupuis [4]. The proof of the
upper bound is in the same spirit as Zhang [21], which extended the representation
of Boué-Dupuis to the framework of abstract Wiener spaces as simplifying the proof
of the upper bound by using the Clark-Ocone formula; we use a type of the Clark-
Ocone formula under the G-expectation (Lemma 4.9) to prove the upper bound. As
the G-expectation is realized as an upper expectation relative to a family of prob-
ability measures that contains mutually singular ones in general, weak convergence
arguments used in [4] cannot be applied; our proof is valid also in the case of the
classical Brownian motion and provides a simple proof that does not rely on such a
type of argument. Prior to the proof of the representation (1.1), the well-definedness
of the right-hand side has also to be verified, that is, it is needed to show that for
any bounded function f in the domain L1G(Ω) of G-expectation, functionals of the
form f(B +
∫ ·
0
d〈B〉s hs) are again in L1G(Ω). A key is to establish an absolute conti-
nuity between B and B+
∫ ·
0
d〈B〉s hs under the capacity (Proposition 4.20), which is
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done by using relative entropy estimates as given in [4] and also by using Girsanov’s
formula for G-Brownian motion.
This thesis is organized as follows. Chapter 2 presents necessary notions and
related results as preliminaries. We first introduce the notion of G-Brownian motion
in Section 2.1, and then in Sections 2.2 and 2.3, we recollect the construction of
G-expectation space, stochastic integrals with respect to G-Brownian motion, and
the notion of symmetric G-martingales. In Section 2.4, we also recall the upper
expectation for G-expectation due to Denis-Hu-Peng [5], which plays a central role
in this thesis. Chapter 3 is devoted to the derivation of Girsanov’s formula for
G-Brownian motion; this chapter is based on [10]. We present a characterization
of symmetric G-martingales in Section 3.1, and then state and prove Girsanov’s
formula for G-Brownian motion in Sections 3.2 and 3.3. In Section 3.4, we give
G-Novikov’s condition. Chapter 4 establishes the variational representation (1.1).
We verify the well-definedness of the right-hand side of (1.1) in Section 4.1, and
prove the representation (1.1) in Sections 4.2 and 4.3. In Section 4.4, we derive large
deviation principles for G-Brownian motion as an application of our representation.
In Section 4.5, we show an absolute continuity relationship between B and B +∫ ·
0
d〈B〉s hs under the capacity.
Notation
We list some of symbols used in this thesis:
• Cb,Lip(Rn) denotes the space of all bounded Lipschitz continuous functions on
Rn;
• Rd×d denotes all d× d real matrices;
• |x| :=
√
x · x denotes the norm of x ∈ Rn, where · is the inner product of Rn;
• ‖A‖ :=
√
tr[AA∗] denotes the norm of A ∈ Rd×d, where A∗ is the transposed
matrix of A;
• for a probability measure P , EP denotes the expectation with respect to P ;
• x ∨ y := max{x, y} and x ∧ y := min{x, y} for x, y ∈ R;
• for a real-valued function f on any metric space (X, d), Lip(f) denotes the
Lipschitz constant of f :
Lip(f) := sup
x,y∈X
x6=y
|f(x)− f(y)|
d(x, y)
.
In the sequel, unless otherwise stated, probability spaces we deal with are all assumed
to be completed. Other notation will be introduced as needed.
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Chapter 2
G-Brownian motion and related
stochastic analysis
In this chapter, we recall some notions and related results about G-Brownian motion
and G-expectation space. Section 2.1 is based on [15], Sections 2.2 and 2.3 on [13, 14],
and Section 2.4 on [5].
2.1 G-Brownian motion
To introduce the notion of G-Brownian motion, we start with the definition of sub-
linear expectations and related notions. Let Ω be a given set and H a vector lattice
of real functions on Ω containing 1, that is, H is a linear space such that 1 ∈ H and
that X ∈ H implies |X| ∈ H.
Definition 2.1. A functional E : H → R is called a sublinear expectation if it has
(i) monotonicity : E [X] 6 E [Y ] if X 6 Y ;
(ii) constant preserving : E [c] = c for all c ∈ R;
(iii) subadditivity : E [X + Y ] 6 E [X] + E [Y ] for all X, Y ∈ H;
(iv) positive homogeneity : E [λX] = λE [X] for all λ > 0.
The triple (Ω,H,E) is called a sublinear expectation space.
It follows from (iii) that if Z ∈ H has symmetry, that is, E[Z] = −E[−Z], then
E [X + Z] = E [X] + E [Z] for all X ∈ H. (2.1)
Indeed, the condition (iii) implies
E [X]− E [Y ] = E [(X − Y ) + Y ]− E [Y ] 6 E [X − Y ]
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for any X, Y ∈ H, and hence
E [X] + E [Z] = E [X]− E [−Z] 6 E [X + Z] .
Since the inverse inequality E[X + Z] 6 E[X] + E[Z] is obvious, the equation (2.1)
holds.
Theorem 2.2. Let H be a linear space and E : H → R a functional which has
subadditivity and positive homogeneity. Then there exists a family {Eλ : λ ∈ Λ} of
linear functionals defined on H such that
E [X] = sup
λ∈Λ
Eλ [X] for X ∈ H,
and for each X ∈ H, there exists λX ∈ Λ with E [X] = EλX [X]. Furthermore, if E
is a sublinear expectation, then the corresponding {Eλ : λ ∈ Λ} is a family of linear
expectations.
Let (Ω,H,E) be a sublinear expectation space. X = (X1, . . . , Xn)∗ is called an
n-dimensional random vector, denoted by X ∈ Hn, if X i ∈ H for each i = 1, . . . , n.
{Xt; 0 6 t 6 1} is called an n-dimensional stochastic process if for each t ∈ [0, 1], Xt
is an n-dimensional random vector.
Denote by Cl,Lip(Rn) the space of all functions ψ satisfying
|ψ(x)− ψ(y)| 6 C
(
1 + |x|k + |y|k
)
|x− y| for all x, y ∈ Rn
for some C > 0, k ∈ N depending on ψ. To introduce the notion of distributions of
random variables, let us consider the following sublinear expectation space:
for all n ∈ N and ψ ∈ Cl,Lip(Rn), X ∈ Hn implies ψ(X) ∈ H. (2.2)
Definition 2.3. Let X and Y be two n-dimensional random vectors, and Z an
m-dimensional random vector defined on a sublinear expectation space (Ω,H,E).
(i) X and Y are called identically distributed if
E [ψ(X)] = E [ψ(Y )] for each ψ ∈ Cl,Lip(Rn).
(ii) Z is said to be independent from X if
E [ψ(X,Z)] = E [E [ψ(x, Z)]|x=X ] for each ψ ∈ Cl,Lip(R
n+m).
(iii) X is called G-normally distributed if for all a, b > 0, aX + bX and
√
a2 + b2X
are identically distributed. Here X is an independent copy of X, that is, X is
identically distributed with X and independent from X.
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Remark 2.4. We remark that, as in (2.2), in order to define the notion of distributions,
the essential requirement for H is that H is closed under substitutions of its elements
into functions ψ of a certain class, which may also be chosen, e.g., as Cb,Lip(Rn),
the space of all bounded Lipschitz continuous functions on Rn; then in the above
definition, Cl,Lip(Rn) in (i) and Cl,Lip(Rn+m) in (ii) are replaced by Cb,Lip(Rn) and
Cb,Lip(Rn+m), respectively.
As to the notion of independence (ii), it is worth mentioning that even though
Z is independent from X, X is not necessarily independent from Z. This fact is
illustrated in the following example:
Example 2.5. Let X,Y ∈ H and assume that
E [X] = −E [−X] = 0 and E [|X|] > 0,
and that σ := −E[−Y 2] < E[Y 2] =: σ. We evaluate the sublinear expectation
E[XY 2]. If X is independent from Y , then we have
E
[
XY 2
]
= E
[
E
[
Xy2
]∣∣
y=Y
]
= E
[
y2E [X]
∣∣
y=Y
]
= 0.
On the other hand, E[XY 2] becomes strictly positive when Y is independent from
X, which is shown as follows: Let x+ := x ∨ 0 and x− := −(x ∧ 0). Noting the
relation |x| = 2x+ − x = 2x− + x, we see from the positive homogeneity of E that
E
[
xY 2
]
= x+E
[
Y 2
]
+ x−E
[
−Y 2
]
= σx+ − σx−
=
σ − σ
2
|x|+ σ + σ
2
x
for all x ∈ R. As Y is independent from X, we have
E
[
XY 2
]
= E
[
E
[
xY 2
]∣∣
x=X
]
= E
[
σ − σ
2
|X|+ σ + σ
2
X
]
=
σ − σ
2
E [|X|] ,
where the last equality follows from the symmetry ofX and the assumption σ−σ > 0.
Therefore we obtain E[XY 2] > 0.
Similarly to the characterization of usual normal distributions, G-normal distri-
bution is characterized by a nonlinear heat equation as follows:
Proposition 2.6. Let X ∈ Hd be G-normally distributed. For ψ ∈ Cl,Lip(Rd), define
u(t, x) := E
[
ψ(x+
√
tX)
]
, (t, x) ∈ [0, 1]× Rd.
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Then u is the unique viscosity solution to the following nonlinear partial differential
equation: 
∂u
∂t
−G(D2u) = 0 in (0, 1]× Rd,
u|t=0 = ψ in Rd.
(2.3)
Here D2u =
(
∂2u
∂xi∂xj
)d
i,j=1
is the Hessian matrix of u and
G(A) = E
[
1
2
tr [XX∗A]
]
, A ∈ Sd,
where Sd is the set of all d× d symmetric real matrices.
The equation (2.3) is called the G-heat equation; for the existence and uniqueness
of a viscosity solution of (2.3), refer to [15, Section C.3].
Remark 2.7. Since G defined above is a functional on Sd with subadditivity and pos-
itive homogeneity, we see from Theorem 2.2 that there exists a nonempty, bounded
and closed subset Γ ⊂ Sd such that
G(A) = sup
Q∈Γ
{
1
2
tr [QA]
}
for all A ∈ Sd.
Now we introduce the definition of G-Brownian motion.
Definition 2.8. A d-dimensional stochastic process X = {Xt; 0 6 t 6 1} on
(Ω,H,E) is called a G-Brownian motion if it has the following properties:
(i) X0 = 0;
(ii) stationary increments : for all 0 6 s < t 6 1, Xt −Xs is identically distributed
with Xt−s;
(iii) backwardly independent increments : for all n ∈ N and 0 6 t1 < · · · < tn 6 1,
Xtn −Xtn−1 is independent from (Xt1 , . . . , Xtn−1);
(iv) for all 0 6 t 6 1, Xt is identically distributed with
√
tY , where Y ∈ Hd is a
G-normally distributed random vector.
2.2 G-expectation space
Throughout the thesis, we fix a nonempty, bounded and closed subset Θ of Rd×d;
the set Θ is a collection of parameters that represents the variance uncertainty of
G-Brownian motion. We associate Θ with two constants σ0, σ1 > 0 via
σ20 = inf
γ∈Θ
inf
x∈Rd
|x|=1
x · γγ∗x, σ21 = sup
γ∈Θ
sup
x∈Rd
|x|=1
x · γγ∗x. (2.4)
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In the sequel, let the function G be defined by
G(A) = sup
γ∈Θ
{
1
2
tr[γγ∗A]
}
for A ∈ Sd.
For each ϕ ∈ Cb,Lip(Rd), we denote by uϕ ∈ C([0, 1] × Rd) the unique viscosity
solution of the following G-heat equation:
∂u
∂t
−G(D2u) = 0 in (0, 1]× Rd,
u|t=0 = ϕ in Rd.
(2.5)
Remark 2.9. If Θ is uniformly nondegenerate, that is, σ0 > 0, then (2.5) has a unique
C1,2-solution.
In what follows, let Ω denote the space of all Rd-valued continuous functions
ω : [0, 1] → Rd with ω0 = 0, equipped with the distance
ρ
(
ω1, ω2
)
:= max
06t61
∣∣ω1t − ω2t ∣∣ , ω1, ω2 ∈ Ω. (2.6)
For each t ∈ [0, 1], we also set Ωt = {ω·∧t : ω ∈ Ω}. We denote by B(Ω) (resp.
B(Ωt)) the associated Borel σ-algebra of Ω (resp. Ωt). Let B = {Bt; 0 6 t 6 1} be
the canonical process of Ω: Bt(ω) := ωt, 0 6 t 6 1, ω ∈ Ω. For each t ∈ [0, 1], let
Cb,Lip(Ωt) be the set of all bounded Lipschitz cylinder functionals on Ωt:
Cb,Lip(Ωt) :=
{
ϕ(Bt1 , . . . , Btn) : n ∈ N, ϕ ∈ Cb,Lip((Rd)n), t1, . . . , tn ∈ [0, t]
}
;
when t = 1, we simply write Cb,Lip(Ω). By the partial order 6 defined via
X(ω) 6 Y (ω) for all ω ∈ Ω,
the linear space Cb,Lip(Ωt) becomes a lattice. The nonlinear Kolmogorov’s exten-
sion theorem given in [12] ensures that there exists a unique sublinear expectation
functional E defined on the vector lattice Cb,Lip(Ω) that possesses the following two
properties:
• for all ϕ ∈ Cb,Lip(Rd) and 0 6 s < t 6 1,
E [ϕ(Bt −Bs)] = E [ϕ(Bt−s)] = uϕ(t− s, 0); (2.7)
• for all n ∈ N, ϕ ∈ Cb,Lip((Rd)n) and 0 6 t1 < · · · < tn 6 1,
E [ϕ(Bt1 , . . . , Btn)] = E
[
ϕ1(Bt1 , . . . , Btn−1)
]
, (2.8)
where ϕ1 : (Rd)n−1 → R is defined by
ϕ1(x1, . . . , xn−1) = E
[
ϕ(x1, . . . , xn−1, B
tn−1
tn + xn−1)
]
with Bst := Bt −Bs for 0 6 s 6 t 6 1.
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Denote by L1G(Ωt) the completion of Cb,Lip(Ωt) under the norm E[| · |], and simply
write L1G(Ω) for L1G(Ω1). By the subadditivity, the functional E defined above is
continuous under the norm E[| · |], that is,
|E [X]− E [Y ]| 6 E [|X − Y |] for any X,Y ∈ Cb,Lip(Ω).
Thus E can be uniquely extended to a sublinear expectation on L1G(Ω). This exten-
sion is called G-expectation and will still be denoted by E. The triple (Ω,L1G(Ω),E)
constitutes a sublinear expectation space and is called G-expectation space.
From the above construction, L1G(Ω) has the closedness under the substitution
such that
for all n ∈ N and ϕ ∈ Cb,Lip(Rn), X ∈ (L1G(Ω))n implies ϕ(X) ∈ L1G(Ω); (2.9)
however (2.9) is false if Cb,Lip(Rn) is replaced by Cl,Lip(Rn). Therefore the notion
of distributions on G-expectation space should be defined as Definition 2.3 with
Cb,Lip(Rn) instead of Cl,Lip(Rn) (see Remark 2.4). Then we see that the former
equality in (2.7) and (2.8) represent the stationary and backwardly independent
increments of B, and that the latter equality in (2.7) means that Bt−s and
√
t− sX
are identically distributed, with a G-normally distributed random vector X. We
summarize this argument as a definition below, from which we see that the canonical
process B becomes a G-Brownian motion on G-expectation space.
Definition 2.10. A stochastic process X on (Ω,L1G(Ω),E) is called a G-Brownian
motion if
(i) X0 = 0;
(ii) for all ϕ ∈ Cb,Lip(Rd) and 0 6 s < t 6 1,
E [ϕ(Xt −Xs)] = E [ϕ(Xt−s)] = uϕ(t− s, 0);
(iii) for all n ∈ N, ϕ ∈ Cb,Lip((Rd)n) and 0 6 t1 < · · · < tn 6 1,
E [ϕ(Xt1 , . . . , Xtn)] = E
[
ϕ1(Xt1 , . . . , Xtn−1)
]
,
where ϕ1(x1, . . . , xn−1) := E[ϕ(x1, . . . , xn−1, Xtn −Xtn−1 + xn−1)].
For 0 < t 6 1, the related conditional expectation Et : Cb,Lip(Ω) → Cb,Lip(Ωt) is
defined as follows: for n ∈ N, ϕ ∈ Cb,Lip((Rd)n) and 0 6 t1 < · · · < tn 6 1 with
tk−1 6 t < tk,
Et [ϕ(Bt1 , . . . , Btn)] := ϕn−k(Bt1 , . . . , Btk−1 , Bt), (2.10)
where ϕn−k(x1, . . . , xk−1, xk) = E[ϕ(x1, . . . , xk−1, Bttk + xk, . . . , B
t
tn + xk)]. We list
some properties of Et. For any X, Y ∈ Cb,Lip(Ω), and Z ∈ Cb,Lip(Ωt),
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(i) Et [X] 6 Et [Y ] if X 6 Y ;
(ii) Et [X + Y ] 6 Et [X] + Et [Y ];
(iii) Es [Et [X]] = Es∧t [X], E [Et [X]] = E [X];
(iv) Et [Z] = Z;
(v) Et [ZX] = Z+Et [X] + Z−Et [−X];
(vi) Et[X ′] = E[X ′] for X ′ ∈ Cb,Lip(Ωt), where
Cb,Lip(Ω
t) :=
{
ϕ(Btt1 , . . . , B
t
tn) : n ∈ N, ϕ ∈ Cb,Lip((R
d)n), t1, . . . , tn ∈ [t, 1]
}
.
From (ii) and (iv), we also see that
(vii) Et [X + Z] = Et [X] + Z.
For all X, Y ∈ Cb,Lip(Ω), it follows from (i) and (ii) that Et[X]−Et[Y ] 6 Et[|X−Y |],
and therefore by (iii), we have
E [|Et [X]− Et [Y ]|] 6 E [|X − Y |] .
Thus the mapping Et is continuous under the norm E[| · |], and hence can be uniquely
extended to a mapping L1G(Ω) → L1G(Ωt); the extension is called a conditional G-
expectation and still denoted by Et. The conditional G-expectation still has the
above properties (i)–(vii) for X, Y ∈ L1G(Ω) and Z ∈ L1G(Ωt), where the property
(v) is possessed if Z ∈ L1G(Ωt) is bounded, or if X ∈ L
p
G(Ω) and Z ∈ L
q
G(Ωt) with
p−1 + q−1 = 1 for some p > 1, and Cb,Lip(Ω
t) in (vi) is replaced by its completion
under the norm E[| · |].
2.3 Related stochastic calculus on G-expectation
space
For each p > 1 and t ∈ [0, 1], we denote by LpG(Ωt) the completion of Cb,Lip(Ωt) under
the norm E[| · |p]1/p. When t = 1, we drop it from notation. Let Mp,0G (0, 1) be the set
of all processes η of the form
η =
n−1∑
k=0
ξk1l[tk,tk+1), (2.11)
where n ∈ N, 0 = t0 < t1 < · · · < tn = 1, and ξk ∈ LpG(Ωtk), k = 0, . . . , n − 1. We
denote by MpG(0, 1) the completion of M
p,0
G (0, 1) under the norm
‖η‖MpG(0,1) :=
{∫ 1
0
E [|ηt|p] dt
}1/p
.
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To η = (η1, . . . , ηd)∗ ∈ (MpG(0, 1))d, we assign the norm ‖η‖MpG(0,1;Rd) by
‖η‖MpG(0,1;Rd) := ‖|η|‖MpG(0,1).
We denote by Sb,Lip the set of all processes of the form (2.11) with each ξk belonging
to Cb,Lip(Ωtk). Since Cb,Lip(Ωtk) is dense in L
p
G(Ωtk), we may deduce that Sb,Lip is
also dense in MpG(0, 1).
Bochner’s integrals
Let η ∈ Sb,Lip have the form (2.11) with ξk ∈ Cb,Lip(Ωtk). Define the mapping
Sb,Lip 3 η 7→
∫ t
0
ηs ds ∈ L1G(Ωt) by∫ t
0
ηs ds :=
n−1∑
k=0
ξk ((tk+1 ∧ t)− (tk ∧ t))
for 0 6 t 6 1. The mapping is continuous in the sense that
E
[∣∣∣∣∫ t
0
ηs ds−
∫ t
0
η′s ds
∣∣∣∣] 6 ‖η − η′‖M1G(0,1) , η, η′ ∈ Sb,Lip,
and therefore can be uniquely extended to a mapping on M1G(0, 1). The extended
mapping is still denoted by
∫ t
0
ηs ds.
Itô’s integrals
Let Ba := a · B for a ∈ Rd. It is noted in [14] that Ba satisfies Definition 2.10,
and hence becomes a one-dimensional G-Brownian motion on G-expectation space;
provided that uϕ in the condition (ii) of Definition 2.10 is replaced by the viscosity
solution of
∂u
∂t
− sup
−σ−aa∗6a6σaa∗
{
a
2
∂2u
∂x2
}
= 0 in (0, 1]× R
with initial condition ϕ ∈ Cb,Lip(R). Here σ−aa∗ and σaa∗ are the constants defined
via (A.2).
Let η ∈ Sb,Lip be of the form (2.11) with ξk ∈ Cb,Lip(Ωtk). Define the mapping
Sb,Lip 3 η 7→
∫ t
0
ηs dB
a
s ∈ L2G(Ωt) by∫ t
0
ηs dB
a
s :=
n−1∑
k=0
ξk
(
Batk+1∧t −B
a
tk∧t
)
(2.12)
for 0 6 t 6 1. By the subadditivity of E, we have
E
[∣∣∣∣∫ t
0
ηs dB
a
s
∣∣∣∣2
]
6
n−1∑
k,l=0
E
[
ξkξl
(
Batk+1∧t −B
a
tk∧t
)(
Batl+1∧t −B
a
tl∧t
)]
. (2.13)
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Due to the properties (iii), (v) and (vi) of conditional G-expectations, we see that
for any 0 < s < u 6 1 and Z ∈ L2G(Ωs),
E [Z (Bau −Bas )] = E
[
Z+E [Bau −Bas ] + Z−E [− (Bau −Bas )]
]
= 0,
where the last equality follows from (A.3). Hence we have for k 6= l,
E
[
ξkξl
(
Batk+1 −B
a
tk
)(
Batl+1 −B
a
tl
)]
= 0.
The properties (iii), (v) and (vi) of conditional G-expectations and (A.3) also yield
E
[
ξ2k
(
Batk+1 −B
a
tk
)2]
= E
[
ξ2k E
[(
Batk+1 −B
a
tk
)2]]
= σaa∗E
[
ξ2k
]
(tk+1 − tk) .
Combining these with (2.13), we observe
E
[∣∣∣∣∫ t
0
ηs dB
a
s
∣∣∣∣2
]1/2
6 √σaa∗ ‖η‖M2G(0,1) ,
and thus the mapping defined by (2.12) is uniquely extended to that on M2G(0, 1).
The extension is called Itô’s integral with respect to G-Brownian motion Ba, and still
denoted by
∫ t
0
ηs dB
a
s ; for a d-dimensional process h = (h
1, . . . , hd)∗ ∈ (M2G(0, 1))d,
we write ∫ t
0
hs · dBs :=
d∑
i=1
∫ t
0
his dB
i
s, 0 6 t 6 1.
Here Bi denotes the i-th coordinate of B.
Fix i = 1, . . . , d. For η ∈ Sb,Lip of the form as above, and for tl < t 6 tl+1 with
some l = 0, . . . , n− 1, we have
Etl
[∫ t
0
ηs dB
i
s
]
=
l−1∑
k=0
ξk(B
i
tk+1
−Bitk) + Etl
[
ξl(B
i
t −Bitl)
]
=
l−1∑
k=0
ξk(B
i
tk+1
−Bitk),
where the first equality follows from the property (vii) of conditional G-expectations.
Similarly it also holds that
−Etl
[
−
∫ t
0
ηs dB
i
s
]
=
l−1∑
k=0
ξk(B
i
tk+1
−Bitk),
from which we see that the Itô’s integral of η ∈ Sb,Lip has the following property:
Es
[∫ t
0
ηu dB
i
u
]
= −Es
[
−
∫ t
0
ηu dB
i
u
]
=
∫ s
0
ηu dB
i
u (2.14)
for all 0 6 s 6 t 6 1, and moreover, this equality still holds for η ∈M2G(0, 1).
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Quadratic variation of G-Brownian motion
The quadratic variation of Ba is defined by
〈Ba〉t := (Bat )2 − 2
∫ t
0
Bas dB
a
s , 0 6 t 6 1;
note that the integral in the right-hand side is well-defined since Ba belongs to
M2G(0, 1). Let η ∈ Sb,Lip have the form (2.11) with ξk ∈ Cb,Lip(Ωtk). Define the
mapping Sb,Lip 3 η 7→
∫ t
0
ηs d〈Ba〉s ∈ L1G(Ωt) by∫ t
0
ηs d〈Ba〉s :=
n−1∑
k=0
ξk
(
〈Ba〉tk+1∧t − 〈Ba〉tk∧t
)
(2.15)
for 0 6 t 6 1. From the subadditivity of G-expectation, it follows that
E
[∣∣∣∣∫ t
0
ηs d〈Ba〉s
∣∣∣∣] 6 n−1∑
k=0
E
[
|ξk|
(
〈Ba〉tk+1∧t − 〈Ba〉tk∧t
)]
. (2.16)
By the definition of the quadratic variation, together with (2.14), we have
Etk
[
〈Ba〉tk+1 − 〈Ba〉tk
]
= Etk
[
(Batk+1)
2 − (Batk)
2
]
6 Etk
[(
Batk+1 −B
a
tk
)2]
+ 2Etk
[
Batk
(
Batk+1 −B
a
tk
)]
= E
[(
Batk+1 −B
a
tk
)2]
= σaa∗ (tk+1 − tk) ,
and hence
E
[
|ξk|
(
〈Ba〉tk+1 − 〈Ba〉tk
)]
6 σaa∗E [|ξk|] (tk+1 − tk) .
Combining this with (2.16), we obtain
E
[∣∣∣∣∫ t
0
ηs d〈Ba〉s
∣∣∣∣] 6 σaa∗ ‖η‖M1G(0,1) ,
which implies that the mapping defined by (2.15) is uniquely extended to that on
M1G(0, 1). The extended mapping is still denoted by
∫ t
0
ηs d〈Ba〉s.
For i, j = 1, . . . , d, the mutual variation of Bi and Bj is defined by
〈Bi, Bj〉t :=
1
4
(
〈Bi +Bj〉t − 〈Bi −Bj〉t
)
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= BitB
j
t −
∫ t
0
Bis dB
j
s −
∫ t
0
Bjs dB
i
s
for 0 6 t 6 1. The quadratic variation of B is the Sd-valued stochastic process
consisting of the mutual variations, that is,
〈B〉t := (〈Bi, Bj〉t)di,j=1, 0 6 t 6 1.
As seen above, for every d-dimensional process η = (η1, . . . , ηd)∗ ∈ (M1G(0, 1))d, the
stochastic integral with respect to the quadratic variation 〈B〉∫ t
0
d〈B〉s ηs :=
(
d∑
i=1
∫ t
0
ηis d〈B1, Bi〉s, . . . ,
d∑
i=1
∫ t
0
ηis d〈Bd, Bi〉s
)∗
is defined as an element of (L1G(Ωt))
d
. Note that if η, η′ ∈ M2G(0, 1), then ηη′ ∈
M1G(0, 1). For each h ∈ (M2G(0, 1))d, we write∫ t
0
hs · (d〈B〉s hs) :=
d∑
i,j=1
∫ t
0
hish
j
s d〈Bi, Bj〉s.
G-martingales
A stochastic process X = {Xt; 0 6 t 6 1} is called a G-martingale if for each
0 6 s 6 t 6 1, we have Xt ∈ L1G(Ωt) and
Es [Xt] = Xs in L1G(Ωs).
We call X a symmetric G-martingale if both X and −X are G-martingales.
We see from (2.14) that for h ∈ (M2G(0, 1))d, Itô’s integral process
∫ ·
0
hs · dBs
is a symmetric G-martingale. The process
∫ ·
0
hs · (d〈B〉s hs) −
∫ ·
0
2G(hsh
∗
s) ds is a
G-martingale, but in general, not a symmetric G-martingale (see [14, Example 50]).
2.4 Upper expectations and related capacities
Let W = {Wt = (W 1t , . . . ,W dt )∗; t > 0}, together with a probability measure µ de-
fined on a suitable measurable space, be a standard d-dimensional Brownian motion.
We denote by FW = {FWt }t>0 its augmented filtration:
FWt := σ(Ws, 0 6 s 6 t) ∨N , t > 0,
where N is the collection of µ-null subsets. We denote by AΘ0,1 the set of all Θ-
valued FW -progressively measurable processes on the interval [0, 1]. We identify two
elements θ, θ′ ∈ AΘ0,1 if they are equivalent:
θt(ω) = θ
′
t(ω), dt× µ-a.e. (t, ω) ∈ [0, 1]× Ω.
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The quotient set of AΘ0,1 by this equivalence relation is still denoted by the same
symbol AΘ0,1. For each θ ∈ AΘ0,1, we denote by Pθ the law of
∫ ·
0
θs dWs:
Pθ (A) := µ
(∫ ·
0
θs dWs ∈ A
)
for A ∈ B(Ω).
Now we define the capacity c : B(Ω) → [0, 1] by
c (A) := sup
θ∈AΘ0,1
Pθ (A) for A ∈ B(Ω). (2.17)
We list several capacity-related terms:
(i) a set N ∈ B(Ω) is called polar if c (N) = 0;
(ii) a property is said to hold quasi-surely (q.s.) if it holds outside a polar set;
(iii) a mapping X : Ω → R is said to be quasi-continuous (q.c.) if for all ε > 0,
there exists an open set O with c (O) < ε such that X|Oc is continuous;
(iv) we say that X : Ω → R has a q.c. version if there exists a q.c. function
Y : Ω → R with X = Y q.s.
For each t ∈ [0, 1], we denote by L0(Ωt) the set of B(Ωt)-measurable real-valued
functions, and write L0(Ω) for L0(Ω1). For each X ∈ L0(Ω) such that EPθ [X] exists
for all θ ∈ AΘ0,1, set
E [X] := sup
θ∈AΘ0,1
EPθ [X] .
The following characterization of G-expectation space is given by [5, Theorem 54]:
Theorem 2.11. It holds that
L1G(Ωt) =
{
X ∈ L0(Ωt) : X has a q.c. version, lim
n→∞
E [|X|; |X| > n] = 0
}
, (2.18)
E [X] = E [X] for all X ∈ L1G(Ω). (2.19)
We refer to the latter identity (2.19) as the upper expectation representation for
G-expectation. From the representation (2.19) and the definition of Pθ, θ ∈ AΘ0,1, it
is seen that for every θ ∈ AΘ0,1,
d〈B〉s
ds
∈ {γγ∗ : γ ∈ Θ} for a.e. s ∈ [0, 1] Pθ-a.s. (2.20)
Denote by P the closure of the family {Pθ : θ ∈ AΘ0,1} with respect to the topology
of weak convergence. For each X ∈ L0(Ω) such that EP [X] exists for all P ∈ P , set
Ê [X] := sup
P∈P
EP [X] .
Then the same conclusion as (2.19) holds for the upper expectation Ê ([5, Theo-
rem 52]):
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Theorem 2.12. G-expectation is also characterized as
E [X] = Ê [X] for all X ∈ L1G(Ω). (2.21)
Let us consider another capacity
ĉ (A) := sup
P∈P
P (A) , A ∈ B(Ω), (2.22)
associated to the upper expectation representation (2.21). If N ∈ B(Ω) is polar
under the capacity c, then N is also polar under the capacity ĉ. Indeed, since the
indicator function 1lN is equal to 0 q.s. under the capacity c, we have in particular
1lN ∈ L1G(Ω) by (2.18). Then by (2.21), we have ĉ (N) = Ê [1lN ] = 0. This shows
that the quasi-sureness under ĉ is equivalent to that under c. Thus we do not need
to distinguish these two and simply write q.s.
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Chapter 3
Girsanov’s formula for
G-Brownian motion
In this chapter, we first characterize symmetric G-martingales. We then state and
prove one of the main results of this thesis, Girsanov’s formula for G-Brownian
motion. We also explore a condition that plays a similar role to Novikov’s condition
in the classical stochastic analysis.
3.1 A characterization of symmetric G-martingales
Let H be a nonempty family of real-valued random variables defined on a probability
space. It is known (see, e.g., [9, Theorem A.3]) that there exists a unique random
variable Y which has the following two properties:
(i) X 6 Y a.s. for all X ∈ H;
(ii) if a random variable Y ′ satisfies X 6 Y ′ a.s. for any X ∈ H, then Y 6 Y ′ a.s.
The random variable Y is called the essential supremum of H, and denoted by
ess supX∈H X.
We start with a lemma that characterizes conditional G-expectations. For each
t ∈ [0, 1] and θ ∈ AΘ0,1, set
A(t, θ) :=
{
θ′ ∈ AΘ0,1 : θ′ = θ on [0, t]
}
,
where the identity between θ′ and θ is to be understood as
θ′s(ω) = θs(ω), ds× µ-a.e. (s, ω) ∈ [0, t]× Ω.
Denote by {Ft}06t61 the natural filtration of B. For the essential supremum in (3.1)
below, note that for all θ′ ∈ A(t, θ), EPθ′ [X|Ft] is a Pθ-almost surely defined random
variable since Pθ′ = Pθ on Ft.
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Lemma 3.1. For each t ∈ [0, 1], X ∈ L1G(Ω) and θ ∈ AΘ0,1, it holds that
Et [X] = ess sup
θ′∈A(t,θ)
EPθ′ [X| Ft] Pθ-a.s. (3.1)
As noted in the proof of Proposition 3.4 of Soner-Touzi-Zhang [18], the validity of
(3.1) for X ∈ Cb,Lip(Ω) follows from [5]; the assertion for X ∈ L1G(Ω) is then seen to
hold by approximations as done in the proof of their proposition. Since there seems
to be an inadequacy in its approximating argument and the family {Pθ : θ ∈ AΘ0,1}
of probability measures is strictly smaller than the one in their proposition, we give
a proof of this lemma for the sake of self-containedness of the thesis.
Proof of Lemma 3.1. From [5, Lemma 44] and from the upper expectation represen-
tation (2.19) in Theorem 2.11, it follows that for any m ∈ N, ϕ ∈ Cb,Lip(Rm+d),
t ∈ [0, 1] and ζ ∈ L2(Ω,FWt , µ;Rm),
E
[
ϕ(x,Bt1)
]∣∣
x=ζ
= ess sup
θ∈AΘ0,1
Eµ
[
ϕ(ζ, Bt,θ1 )
∣∣∣FWt ] µ-a.s.
Here and below we write
Bs,θt =
∫ t
s
θu dWu
for 0 6 s 6 t 6 1. Repeating the same argument as in the proof of [5, Theorem 45],
we see inductively that for any k,m ∈ N, ϕ ∈ Cb,Lip(Rm × (Rd)k), t ∈ [0, 1], t 6 s1 <
· · · < sk 6 1 and ζ ∈ L2(Ω,FWt , µ;Rm),
E
[
ϕ(x,Bts1 , B
s1
s2
, . . . , Bsk−1sk )
]∣∣
x=ζ
= ess sup
θ∈AΘ0,1
Eµ
[
ϕ(ζ, Bt,θs1 , B
s1,θ
s2
, . . . , Bsk−1,θsk )
∣∣FWt ] µ-a.s. (3.2)
Let X ∈ Cb,Lip(Ω) be arbitrary and have the form X = ϕ(Bt1 , . . . , Btn) for some
n ∈ N, 0 = t0 < t1 < · · · < tn = 1, and ϕ ∈ Cb,Lip((Rd)n). Fix any θ ∈ AΘ0,1 and
t ∈ [0, 1) and let i = 0, 1, . . . , n− 1 be such that t ∈ [ti, ti+1). If we set
ψ(x1, . . . , xi, x) := E
[
ϕ(x1, . . . , xi, B
t
ti+1
+ x, . . . , Bttn + x)
]
for (x1, . . . , xi, x) ∈ (Rd)i+1, then we have by (3.2),
ψ(B0,θt1 , . . . , B
0,θ
ti , B
0,θ
t ) = ess sup
θ′∈A(t,θ)
Eµ
[
ϕ(B0,θ
′
t1 , . . . , B
0,θ′
tn )
∣∣∣FWt ] µ-a.s.
We also have
ψ(Bt1 , . . . , Bti , Bt) = Et [ϕ(Bt1 , . . . , Btn)]
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by the definition (2.10) of conditional G-expectations, and hence for any U ∈ Ft, it
holds that
EPθ [1lU Et [ϕ(Bt1 , . . . , Btn)]] = Eµ
[
1lU(B
0,θ
· ) ess sup
θ′∈A(t,θ)
Eµ
[
ϕ(B0,θ
′
t1 , . . . , B
0,θ′
tn )
∣∣∣FWt ]
]
= sup
θ′∈A(t,θ)
Eµ
[
1lU(B
0,θ
· )ϕ(B
0,θ′
t1 , . . . , B
0,θ′
tn )
]
= sup
θ′∈A(t,θ)
EPθ′ [1lU ϕ(Bt1 , . . . , Btn)] ,
where we used Yan’s commutation theorem (see, e.g., [11, Theorem a3]) for the
second line. Using Yan’s commutation theorem again, and noting Pθ = Pθ′ on Ft for
θ′ ∈ A(t, θ), we see that the rightmost side is further rewritten as
EPθ
[
1lU ess sup
θ′∈A(t,θ)
EPθ′ [ϕ(Bt1 , . . . , Btn)| Ft]
]
.
Since U ∈ Ft is arbitrary, it follows that
Et [ϕ(Bt1 , . . . , Btn)] = ess sup
θ′∈A(t,θ)
EPθ′ [ϕ(Bt1 , . . . , Btn)| Ft] Pθ-a.s.
and hence (3.1) holds for X ∈ Cb,Lip(Ω).
Now let X ∈ L1G(Ω), and take a sequence {Xn}n∈N ⊂ Cb,Lip(Ω) such that
E [|X −Xn|] → 0 as n→ ∞.
For each θ ∈ AΘ0,1,
EPθ
[∣∣∣∣∣Et [X]− ess supθ′∈A(t,θ)EPθ′ [X| Ft]
∣∣∣∣∣
]
6 EPθ [|Et [X]− Et [Xn]|] + EPθ
[∣∣∣∣∣ess supθ′∈A(t,θ)EPθ′ [X| Ft]− ess supθ′∈A(t,θ)EPθ′ [Xn| Ft]
∣∣∣∣∣
]
=: I1n + I
2
n.
It is easily seen that I1n 6 E [|X −Xn|]. Also for I2n, we have
I2n 6 EPθ
[
ess sup
θ′∈A(t,θ)
EPθ′ [ |X −Xn|| Ft]
]
= sup
θ′∈A(t,θ)
EPθ′ [|X −Xn|]
6 E [|X −Xn|] ,
where the equality follows from Yan’s commutation theorem and the identity Pθ = Pθ′
on Ft for θ′ ∈ A(t, θ). Therefore both I1n and I2n converge to 0 as n → ∞, which
yields (3.1) for X ∈ L1G(Ω).
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As a consequence of Lemma 3.1, we have the following characterization of sym-
metric G-martingales.
Proposition 3.2. A necessary and sufficient condition for X = {Xt; 0 6 t 6 1} to be
a symmetric G-martingale on G-expectation space (Ω,L1G(Ω),E) is that Xt ∈ L1G(Ωt)
for all t ∈ [0, 1] and X is a Pθ-martingale for each θ ∈ AΘ0,1.
Proof. We first see the sufficiency. The condition that Xt ∈ L1G(Ωt), t ∈ [0, 1], means
that X is a stochastic process on (Ω,L1G(Ω),E). As X is a Pθ-martingale for any
θ ∈ AΘ0,1, we have for 0 6 s 6 t 6 1,
Xs = ess sup
θ′∈A(s,θ)
EPθ′ [Xt| Fs] Pθ-a.s.
Then by Lemma 3.1,
Xs = Es [Xt] (3.3)
Pθ-a.s. for all θ ∈ AΘ0,1 and hence E [|Es [Xt]−Xs|] = 0; from this, we see that the
equality (3.3) holds in L1G(Ω), and still holds in L1G(Ωs) since both sides of (3.3) are
elements of L1G(Ωs). Similarly, we have Es [−Xt] = −Xs in L1G(Ωs). Therefore X is
a symmetric G-martingale.
On the other hand, if X is a symmetric G-martingale, then Xt ∈ L1G(Ωt) for all
t ∈ [0, 1] by its definition. Let θ ∈ AΘ0,1 be arbitrary. Since X is also a G-martingale,
E [|Es [Xt]−Xs|] = 0, which implies Xs = Es [Xt] Pθ-a.s. Then by Lemma 3.1, we
have
Xs = ess sup
θ′∈A(s,θ)
EPθ′ [Xt| Fs] > EPθ [Xt| Fs]
Pθ-a.s. Similarly, we can deduce Xs 6 EPθ [Xt|Fs] Pθ-a.s. from that −X is a G-
martingale. Hence X is a Pθ-martingale.
3.2 Girsanov’s formula for G-Brownian motion
For h ∈ (M2G(0, 1))d, we define
Bht := Bt −
∫ t
0
d〈B〉s hs,
Dht := exp
(∫ t
0
hs · dBs −
1
2
∫ t
0
hs · (d〈B〉s hs)
)
(3.4)
for 0 6 t 6 1. Denote by Chb,Lip(Ω) the set of all bounded Lipschitz cylinder func-
tionals of Bh:
Chb,Lip(Ω) :=
{
ϕ(Bht1 , . . . , B
h
tn) : n ∈ N, ϕ ∈ Cb,Lip((R
d)n), t1, . . . , tn ∈ [0, 1]
}
.
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As Bht ∈ (L1G(Ωt))d for each t ∈ [0, 1], we may deduce from (2.18) in Theorem 2.11
that Chb,Lip(Ω) is a subspace of L1G(Ω).
Girsanov’s formula for G-Brownian motion is stated as follows:
Theorem 3.3. Assume that the constant σ0 defined by (2.4) is strictly positive, and
that Dh is a symmetric G-martingale on (Ω,L1G(Ω),E). Define a sublinear expecta-
tion Eh by
Eh [X] := E
[
XDh1
]
for X ∈ Chb,Lip(Ω). (3.5)
Let L1,hG (Ω) be the completion of Chb,Lip(Ω) under the norm Eh[| · |], and extend Eh to
a unique sublinear expectation on L1,hG (Ω). Then the process {Bht ; 0 6 t 6 1} is a
G-Brownian motion on the sublinear expectation space (Ω,L1,hG (Ω),Eh).
Remark 3.4. Suppose that the assumptions of Theorem 3.3 are fulfilled. If a func-
tional F ≡ F (B) on Ω belongs to L1G(Ω), then we see that by its construction,
L1,hG (Ω) contains F (Bh) and then by Theorem 3.3,
E [F (B)] = Eh
[
F (Bh)
]
; (3.6)
this transformation of G-expectation will be seen in the next chapter.
We remark that the uniform nondegeneracy of Θ is also assumed in [19].
We prove Theorem 3.3 in the next section. Before we proceed to the proof, there
are several things we must verify. The first thing is the well-definedness of the right-
hand side of (3.5), which is immediate from (2.18) in Theorem 2.11 since Dh1 is in
L1G(Ω) by assumption and X ∈ Chb,Lip(Ω) is a bounded element of L1G(Ω). The second
is that the functional Eh defined by (3.5) is indeed a sublinear expectation. As the
assumption on Dh also yields Eh[Dh1 ] = −Eh[−Dh1 ] = 1, this functional possesses the
property (ii) in Definition 2.1. The other three properties follow readily from the
definition. The last thing to be verified prior to the proof of Theorem 3.3 is that
{Bht ; 0 6 t 6 1} is a stochastic process on (Ω,L1,hG (Ω),Eh), which we will check in
the next lemma. For each θ ∈ AΘ0,1, define a probability measure Qθ by
Qθ (A) := EPθ
[
1lAD
h
1
]
, A ∈ B(Ω). (3.7)
Note that by (2.19) in Theorem 2.11, Eh is represented as follows: for all X ∈
Chb,Lip(Ω),
Eh [X] = sup
θ∈AΘ0,1
EQθ [X] . (3.8)
Lemma 3.5. For all t ∈ [0, 1], we have Bht ∈ (L
1,h
G (Ω))
d. Therefore Bh is a stochastic
process on (Ω,L1,hG (Ω),Eh).
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Proof. Fix i = 1, . . . , d and take an arbitrary θ ∈ AΘ0,1. By the definition of Pθ, the
i-th coordinate Bi of the canonical process B is a Pθ-martingale. Also D
h is a Pθ-
martingale by Proposition 3.2 since Dh is a symmetric G-martingale. Additionally,
noting that Dht = 1 +
∫ t
0
Dhs hs · dBs, we have
〈Dh, Bi〉t =
d∑
j=1
∫ t
0
Dhs h
j
s d〈Bi, Bj〉s for all t ∈ [0, 1], Pθ-a.s.,
which yields the relation
(Bht )
i = Bit −
∫ t
0
d〈Dh, Bi〉s
Dhs
,
where (Bh)i is the i-th coordinate of Bh. Then the classical Girsanov’s formula
implies that (Bh)i is a local martingale under Qθ and that
〈(Bh)i〉t = 〈Bi〉t for all t ∈ [0, 1], Qθ-a.s. and Pθ-a.s.,
from which we have by (2.20),
〈(Bh)i〉1 6 σ21 Qθ-a.s. (3.9)
with the constant σ1 defined by (2.4). Moreover, by the time-change formula due
to Dambis-Dubins-Schwarz (see, e.g., [8, Theorem 3.4.6]), there exists a standard
Brownian motion {βt; t > 0} under Qθ such that
(Bht )
i = β〈(Bh)i〉t for all t ∈ [0, 1], Qθ-a.s.
Combining this with (3.9), we have for some p > 1 (actually for all p > 1),
sup
θ∈AΘ0,1
EQθ
[∣∣(Bht )i∣∣p] 6 sup
θ∈AΘ0,1
EQθ
[
max
06t6σ21
|βt|p
]
= EP
[
max
06t6σ21
|Wt|p
]
<∞, (3.10)
where W is a one-dimensional Brownian motion under a probability measure P .
Now note that by (3.8), L1,hG (Ω) can be seen as the completion of Chb,Lip(Ω) under
the norm supθ∈AΘ0,1 EQθ [| · |]. Define a sequence {Xn}n∈N ⊂ C
h
b,Lip(Ω) by
Xn := (−n) ∨
(
(Bht )
i ∧ n
)
.
This approximates (Bht )
i under the norm supθ∈AΘ0,1 EQθ [| · |]. Indeed
sup
θ∈AΘ0,1
EQθ
[∣∣(Bht )i −Xn∣∣] 6 sup
θ∈AΘ0,1
EQθ
[∣∣(Bht )i∣∣ ; |(Bht )i| > n] ,
which tends to 0 as n → ∞ by (3.10). Therefore we obtain (Bht )i ∈ L
1,h
G (Ω) and
complete the proof.
In the proof of Theorem 3.3, it will also be required that Bh is a true martingale
under Qθ, which follows immediately from (3.9) and [16, Corollary IV.1.25]. We
state it in the lemma.
Lemma 3.6. For each θ ∈ AΘ0,1, the process {Bht ; 0 6 t 6 1} is a Qθ-martingale.
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3.3 Proof of Theorem 3.3
A probability measure P on (Ω,B(Ω)) is called a martingale measure if the canonical
process B is a martingale with respect to FB under P . Here FB = {FBt }06t61 is the
augmented filtration of B:
FBt := σ(Bs, 0 6 s 6 t) ∨N , 0 6 t 6 1,
where N is the collection of all P -null subsets. Let P be the family of all martingale
measures P satisfying
d〈B〉Pt
dt
∈ {γγ∗ : γ ∈ Θ} for a.e. t ∈ [0, 1], P -a.s., (3.11)
where 〈B〉P is the quadratic variation process of B under P . First we prove
Lemma 3.7. For all X ∈ Cb,Lip(Ω),
E [X] = sup
P∈P
EP [X] .
In the case that the set Θ has a form{
γ ∈ Rd×d : c |x|2 6 x · γγ∗x 6 C |x|2 for all x ∈ Rd
}
for some constants 0 < c 6 C, this lemma follows readily from [18, Proposition 3.4].
Notice that the proof below does not use any structures of Θ other than uniform
nondegeneracy of Θ, that is, σ0 > 0.
Proof of Lemma 3.7. By Theorem 2.11 and the obvious inclusion {Pθ : θ ∈ AΘ0,1} ⊂
P, it is clear that E[X] 6 supP∈P EP [X]. Hence it is enough to check the reverse
inequality
sup
P∈P
EP [X] 6 E [X] . (3.12)
For each n ∈ N, we set the statement p(n) as follows:
p(n) : For all 0 < t1 < · · · < tn 6 1 and ϕ ∈ Cb,Lip((Rd)n),
sup
P∈P
EP [ϕ(Bt1 , . . . , Btn)] 6 E [ϕ(Bt1 , . . . , Btn)] holds.
We show (3.12) by induction with respect to n.
(i) Let n = 1 and fix any ϕ ∈ Cb,Lip(Rd) and t1 ∈ (0, 1]. We denote by v the
solution of the following G-heat equation: −
∂v
∂t
−G(D2v) = 0 in [0, t1)× Rd,
v(t1, x) = ϕ(x) for x ∈ Rd.
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By the uniform nondegeneracy of Θ, the solution v is in C1,2((0, t1) × Rd) (see Re-
mark 2.9). Then we can apply Itô’s formula to v(t, Bt) under each P ∈ P to get
ϕ(Bt1) = v(t1, Bt1)
= v(0, 0) +
∫ t1
0
∇v(s,Bs) · dBs
−
∫ t1
0
G
(
D2v(s,Bs)
)
ds+
1
2
∫ t1
0
tr
[
d〈B〉Ps D2v(s,Bs)
]
6 v(0, 0) +
∫ t1
0
∇v(s, Bs) · dBs
P -a.s. Here ∇ := ( ∂
∂x1
, . . . , ∂
∂xd
)∗, and the inequality follows from the definition of
the function G and (3.11). Taking the expectation under P , we have
EP [ϕ(Bt1)] 6 v(0, 0).
By the definition of G-expectation, the right-hand side is equal to E[ϕ(Bt1)], and
hence we obtain
sup
P∈P
EP [ϕ(Bt1)] 6 E [ϕ(Bt1)] .
(ii) Next we assume that p(n) is true for some n ∈ N. Take 0 < t1 < · · · < tn <
tn+1 6 1 and ϕ ∈ Cb,Lip((Rd)n+1) to be arbitrary. For fixed x1, . . . , xn ∈ Rd, define a
function v(·, ·; x1, . . . , xn) on [tn, tn+1]× Rd by
v(t, x;x1, . . . , xn) := E
[
ϕ(x1, . . . , xn, B
t
tn+1
+ x)
]
, (3.13)
which gives a unique C1,2((tn, tn+1)×Rd)-solution of the following G-heat equation: −
∂v
∂t
−G(D2v) = 0 in [tn, tn+1)× Rd,
v(tn+1, x; x1, . . . , xn) = ϕ(x1, . . . , xn, x) for x ∈ Rd.
We apply Itô’s formula (see Remark 3.8) to v(tn+1, Btn+1 ;Bt1 , . . . , Btn) under P ∈ P
to get
ϕ(Bt1 , . . . , Btn , Btn+1) = v(tn+1, Btn+1 ;Bt1 , . . . , Btn)
= v(tn, Btn ;Bt1 , . . . , Btn) +
∫ tn+1
tn
∇v(s,Bs;Bt1 , . . . , Btn) · dBs
−
∫ tn+1
tn
G
(
D2v(s,Bs;Bt1 , . . . , Btn)
)
ds
+
1
2
∫ tn+1
tn
tr
[
d〈B〉Ps D2v(s,Bs;Bt1 , . . . , Btn)
]
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6 v(tn, Btn ;Bt1 , . . . , Btn) +
∫ tn+1
tn
∇v(s,Bs;Bt1 , . . . , Btn) · dBs (3.14)
P -a.s. Taking the expectation under P , we have
EP
[
ϕ(Bt1 , . . . , Btn , Btn+1)
]
6 EP [v(tn, Btn ;Bt1 , . . . , Btn)] ,
and hence
sup
P∈P
EP
[
ϕ(Bt1 , . . . , Btn , Btn+1)
]
6 sup
P∈P
EP [v(tn, Btn ;Bt1 , . . . , Btn)] .
Note that the function (x1, . . . , xn) 7→ v(tn, xn;x1, . . . , xn) belongs to Cb,Lip((Rd)n).
Since p(n) is true, the right-hand side is bounded from above by
E [v(tn, Btn ;Bt1 , . . . , Btn)] = E
[
ϕ(Bt1 , . . . , Btn , Btn+1)
]
,
where the identity follows from (3.13) and (2.8). Hence we obtain p(n + 1) and
complete the induction.
Remark 3.8. The second equality in (3.14) may be seen in the following manner: for
each i = 1, . . . , n, define a process M i on [tn, tn+1] by
M it := Bti , tn 6 t 6 tn+1.
If we set Mt := (t, Bt,M
1
t , . . . ,M
n
t ), then the process {Mt; tn 6 t 6 tn+1} is clearly
an FB-semimartingale. We may write v(Mt) for v(t, Bt;Bt1 , . . . , Btn), to which Itô’s
formula applies to yield the desired equality.
Now we are in a position to prove Theorem 3.3.
Proof of Theorem 3.3. It is sufficient to show that for all n ∈ N, ϕ ∈ Cb,Lip((Rd)n),
and t1, . . . , tn ∈ [0, 1],
E [ϕ(Bt1 , . . . , Btn)] = Eh
[
ϕ(Bht1 , . . . , B
h
tn)
]
. (3.15)
Indeed, it is obvious that Bh satisfies (i) of Definition 2.10. If we obtain the above
equation, it then follows from the right-hand side that Bh satisfies (ii) and (iii) of
Definition 2.10 with E replaced by Eh. Note that, since L1,hG (Ω) is the completion of
Chb,Lip(Ω), identical distributedness and independence on (Ω,L
1,h
G (Ω),Eh) can be, as
those on (Ω,L1G(Ω),E) are, checked through test functions of the class consisting of
bounded Lipschitz cylinder functionals (see Definition 2.3 and Remark 2.4).
For simplicity, we write ϕ(B) and ϕ(Bh) for ϕ(Bt1 , . . . , Btn) and ϕ(B
h
t1
, . . . , Bhtn),
respectively. The proof of (3.15) is split into the derivation of its upper bound and
lower bound.
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(i) We first show the upper bound E[ϕ(B)] 6 Eh[ϕ(Bh)]. For each θ ∈ AΘ0,1, there
exists a sequence {θm}m∈N of simple processes in AΘ0,1 such that
lim
m→∞
Eµ
[∫ 1
0
‖θs − θms ‖
2 ds
]
= 0
(see, e.g., [8, Problem 3.2.5]). By the Lipschitz continuity of ϕ and the Cauchy-
Schwarz inequality, we have
|EPθ [ϕ(B)]− EPθm [ϕ(B)]| 6 Lip(ϕ)Eµ
[( n∑
k=1
d∑
i=1
∣∣∣ d∑
j=1
∫ tk
0
(θs − θms )
ij dW js
∣∣∣2)1/2]
6 Lip(ϕ)Eµ
[
n∑
k=1
d∑
i=1
∣∣∣ d∑
j=1
∫ tk
0
(θs − θms )
ij dW js
∣∣∣2]1/2
6 Lip(ϕ)
√
nEµ
[∫ 1
0
‖θs − θms ‖
2 ds
]1/2
→ 0 as m→ ∞,
where (θs− θms )ij is the (i, j)-entry of θs− θms . This implies that, to obtain the upper
bound of (3.15), it is sufficient to show that
EPθ [ϕ(B)] 6 Eh
[
ϕ(Bh)
]
(3.16)
for any simple θ ∈ AΘ0,1. Let θ be given in the form
θt = ζ01l[t0,t1](t) +
m−1∑
k=1
ζk(W )1l(tk,tk+1](t), 0 6 t 6 1, (3.17)
where 0 = t0 < t1 < · · · < tm = 1, ζ0 ∈ Θ, and ζk(ω) ≡ ζk(ωt, t 6 tk), ω ∈ Ω, is a
Θ-valued measurable functional on Ω for k = 1, . . . ,m − 1. As the right-hand side
of (3.17) is given as a functional of W , we denote it by θt(W ) with a slight abuse of
notation. We construct another simple process θ̃ as follows:
ζ̃0 := ζ0, θ̃t := ζ̃0, t0 6 t 6 t1,
ζ̃1 := ζ1
(
Wt −
∫ t
0
θ̃∗s h
(θ̃)
s ds, t 6 t1
)
, θ̃t := ζ̃1, t1 < t 6 t2,
...
ζ̃m−1 := ζm−1
(
Wt −
∫ t
0
θ̃∗s h
(θ̃)
s ds, t 6 tm−1
)
, θ̃t := ζ̃m−1, tm−1 < t 6 tm,
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where h
(θ̃)
s := hs(
∫ ·
0
θ̃u dWu). From this construction, it is clear that θ̃ belongs to
AΘ0,1. We also have the relation
θ̃t = θt(W̃ ) for all t ∈ [0, 1] (3.18)
with the notation
W̃ := W −
∫ ·
0
θ̃∗s h
(θ̃)
s ds.
We also set
D̃h1 := exp
(∫ 1
0
θ̃∗s h
(θ̃)
s · dWs −
1
2
∫ 1
0
h(θ̃)s ·
(
θ̃sθ̃
∗
s h
(θ̃)
s
)
ds
)
,
µ̃ (A) := Eµ
[
1lAD̃h1
]
, A ∈ FW1 .
Since W̃ is a Brownian motion under µ̃ by the classical Girsanov’s formula for Brow-
nian motion, we have
EPθ [ϕ(B)] = Eµ̃
[
ϕ
(∫ ·
0
θs(W̃ ) dW̃s
)]
= Eµ
[
ϕ
(∫ ·
0
θ̃s dWs −
∫ ·
0
θ̃sθ̃
∗
s h
(θ̃)
s ds
)
D̃h1
]
,
where we used the relation (3.18) in the second equality. By change of variables, the
rightmost side is rewritten as
EP
θ̃
[
ϕ
(
B −
∫ ·
0
d〈B〉s hs
)
Dh1
]
.
Taking the supremum over AΘ0,1, we may bound this from above by
E
[
ϕ
(
B −
∫ ·
0
d〈B〉s hs
)
Dh1
]
= Eh
[
ϕ(Bh)
]
,
which leads to (3.16).
(ii) Next we show the lower bound E[ϕ(B)] > Eh[ϕ(Bh)]. For θ ∈ AΘ0,1, let Qθ be
the probability measure defined by (3.7), and set Qθ ◦ (Bh)−1(A) := Qθ(Bh ∈ A) for
A ∈ B(Ω). As stated in Lemma 3.6, Bh is a Qθ-martingale, and hence Qθ ◦ (Bh)−1 is
a martingale measure. Additionally, the classical Girsanov’s formula for martingales
implies
〈Bh〉 = 〈B〉 Pθ-a.s. and Qθ-a.s.,
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from which we observe that Qθ ◦ (Bh)−1 satisfies (3.11) and hence belongs to P.
Then we have for each θ ∈ AΘ0,1,
EQθ
[
ϕ(Bh)
]
= EQθ◦(Bh)−1 [ϕ(B)] 6 sup
P∈P
EP [ϕ(B)] = E [ϕ(B)] ,
where the last identity follows from Lemma 3.7. Taking the supremum of the leftmost
side over AΘ0,1, and noting (3.8), we obtain
Eh
[
ϕ(Bh)
]
6 E [ϕ(B)]
and complete the proof.
Remark 3.9. In [20], a Lévy-type characterization of one-dimensional G-Brownian
motion is given, and by using that characterization, Xu-Shang-Zhang [19] obtains
Girsanov’s formula for one-dimensional G-Brownian motion. On the other hand, as
far as we know, such a characterization is not available in the case of multidimension.
We remark that unlike the classical Brownian motion, components of multidimen-
sional G-Brownian motion are correlated due to variance uncertainty. The advantage
of our method is to appeal directly to the definition of G-Brownian motion (Defini-
tion 2.10), which enables us to deal with the multidimensional case.
We conclude this section with a remark on the construction of Eh.
Remark 3.10. The equation (3.5) holds on L1,hG (Ω), namely
XDh1 ∈ L1G(Ω) for all X ∈ L
1,h
G (Ω).
To see this, it is sufficient to check the completeness of L := {X ∈ L1G(Ω) : XDh1 ∈
L1G(Ω)} with respect to the norm Eh[| · |]. Let {Xn}n∈N ⊂ L be an Eh[| · |]-Cauchy
sequence, that is,
E
[
|Xn −Xm|Dh1
]
→ 0 as n,m→ ∞.
This implies that {XnDh1}n∈N ⊂ L1G(Ω) is an E[| · |]-Cauchy sequence, and hence by
the completeness of L1G(Ω), there exists a unique element Y of L1G(Ω) such that
lim
n→∞
E
[∣∣XnDh1 − Y ∣∣] = 0.
AsX := Y (Dh1 )
−1 is in L , we get limn→∞ Eh[|Xn−X|] = 0. Therefore L is complete
under the norm Eh[| · |].
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3.4 G-Novikov’s condition
For h ∈ (M2G(0, 1))d, consider the process Dh defined by (3.4). In this section, we
give a sufficient condition for Dh to be a symmetric G-martingale, which reads as
follows: there exists ε > 0 such that
E
[
exp
(
1
2
(1 + ε)
∫ 1
0
hs · (d〈B〉s hs)
)]
<∞. (3.19)
The above condition may be regarded as a sublinear counterpart to the well-known
Novikov’s condition in the classical stochastic analysis, and we refer to it as G-
Novikov’s condition. We remark that in the one-dimensional case, this condition is
the same as that imposed in [19].
Proposition 3.11. If h ∈ (M2G(0, 1))d satisfies G-Novikov’s condition (3.19), then
the process Dh is a symmetric G-martingale.
Proof. Note that under the condition (3.19), the usual Novikov’s condition is fulfilled
for all θ ∈ AΘ0,1:
EPθ
[
exp
(
1
2
∫ 1
0
hs · (d〈B〉s hs)
)]
<∞.
Therefore Dh is a Pθ-martingale for each θ ∈ AΘ0,1. In view of Proposition 3.2, it
remains to prove that Dht ∈ L1G(Ωt) for all t ∈ [0, 1].
Fix t ∈ [0, 1]. Dht has a q.c. version and belongs to L0(Ωt) since
∫ t
0
hs · dBs and∫ t
0
hs · (d〈B〉s hs) do by their definitions. Therefore due to Theorem 2.11, it suffices
to show
lim
n→∞
E
[
Dht ;D
h
t > n
]
= 0. (3.20)
To see this, let
p =
1 + ε
2
√
1 + ε− 1
, q =
2
√
1 + ε− 1√
1 + ε
.
Note that p, q > 1 and
p2q2 =
pq(pq − 1)
q − 1
= 1 + ε. (3.21)
We also set
C := E
[
exp
(
pq(pq − 1)
2(q − 1)
∫ t
0
hs · (d〈B〉s hs)
)]
,
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which is finite by (3.19) and (3.21). By Hölder’s inequality, we have for all θ ∈ AΘ0,1,
EPθ
[
(Dht )
p
]
= EPθ
[
exp
(
p(pq − 1)
2
∫ t
0
hs · (d〈B〉s hs)
)
× exp
(∫ t
0
phs · dBs −
1
2
∫ t
0
p2qhs · (d〈B〉s hs)
)]
6 C1−1/qEPθ
[
exp
(∫ t
0
pqhs · dBs −
1
2
∫ t
0
p2q2hs · (d〈B〉s hs)
)]1/q
.
The classical Novikov’s condition implies that the process{
exp
(∫ t
0
pqhs · dBs −
1
2
∫ t
0
p2q2hs · (d〈B〉s hs)
)
; 0 6 t 6 1
}
is a Pθ-martingale. Therefore we have E[(Dht )p] 6 C1−1/q and hence obtain (3.20).
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Chapter 4
The variational representation for
G-Brownian functionals
In this chapter, we state and prove the other main result of this thesis, the variational
representation (1.1) for functionals onG-expectation space. Throughout this chapter,
we assume σ0 > 0. This assumption allows us to apply Girsanov’s formula for G-
Brownian motion (Theorem 3.3), which plays a central role in Sections 4.2, 4.3 and
4.5.
When f ∈ L1G(Ω) is q.s. bounded, we simply call it bounded.
Theorem 4.1. For any bounded f ∈ L1G(Ω), it holds that
logE
[
ef(B)
]
= sup
h∈(M2G(0,1))d
E
[
f
(
B +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
. (4.1)
The well-definedness of the right-hand side of (4.1) will be seen in Proposition 4.4.
The following fact will be used in the proof of Theorem 4.1 repeatedly:
Remark 4.2. For any M > 0, the mappings
R 3 x 7→ log
(
e−M ∨
(
x ∧ eM
))
and R 3 x 7→ exp {(−M) ∨ (x ∧M)}
are both Lipschitz continuous functions with Lipschitz constant eM .
In the sequel we denote by ‖ · ‖∞ the supremum norm under the capacity c:
‖X‖∞ := inf{M > 0 : c (|X| > M) = 0} for X ∈ L0(Ω).
We say that h ∈ (M2G(0, 1))d is bounded if
sup
06t61
‖|ht|‖∞ <∞.
By G-Novikov’s condition (Proposition 3.11), Dh is a symmetric G-martingale if h is
bounded. We also write Eh[X] for X ∈ L0(Ω) to denote E[XDh1 ] whenever XDh1 ∈
33
L1G(Ω); we recall from Remark 3.10 that under the assumptions of Theorem 3.3, we
have XDh1 ∈ L1G(Ω) if X ∈ L
1,h
G (Ω). The following lemma will also be referred to in
the proof of Theorem 4.1 and in Section 4.5.
Lemma 4.3. Let h ∈ (M2G(0, 1))d be bounded.
(i) Let X ∈ L0(Ω) be such that X ∈ LpG(Ω) for some p > 1. Then Eh[X] is
well-defined, that is, XDh1 ∈ L1G(Ω).
(ii) It holds that (∫ 1
0
hs · dBhs
)
Dh1 ∈ L1G(Ω)
and
Eh
[∫ 1
0
hs · dBhs
]
= −Eh
[
−
∫ 1
0
hs · dBhs
]
= 0.
Proof. (i) Let us check XDh1 ∈ L1G(Ω) via (2.18) in Theorem 2.11. Since X and Dh1
are in L1G(Ω), it is clear that XDh1 has a q.c. version. Note that by the boundedness
of h and (2.20), ∫ 1
0
hs · (d〈B〉s hs) 6 σ21 sup
06t61
‖|ht|‖2∞ q.s. (4.2)
with the constant σ1 given in (2.4). Then for any q > 1,
E
[
(Dh1 )
q
]
= E
[
exp
(
q2 − q
2
∫ 1
0
hs · (d〈B〉s hs)
)
Dqh1
]
6 exp
(
q2 − q
2
σ21 sup
06t61
‖|ht|‖2∞
)
E
[
Dqh1
]
= exp
(
q2 − q
2
σ21 sup
06t61
‖|ht|‖2∞
)
<∞, (4.3)
where for the last equality, we used the fact thatDqh is also a symmetricG-martingale
due to the boundedness of h. Then by Hölder’s inequality,
E
[
|XDh1 |
p+1
2
]
6 E
[
|X|
p+1
2
· 2p
p+1
] p+1
2p E
[
(Dh1 )
p+1
2
· 2p
p−1
] p−1
2p
= E [|X|p]
p+1
2p E
[
(Dh1 )
p(p+1)
p−1
] p−1
2p
<∞.
Therefore we obtain
lim
n→∞
E
[
|XDh1 |; |XDh1 | > n
]
= 0,
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and hence XDh1 ∈ L1G(Ω).
(ii) Set
Yt :=
∫ t
0
hs · dBhs =
∫ t
0
hs · dBs −
∫ t
0
hs · (d〈B〉s hs)
for 0 6 t 6 1. It follows from (4.2) that Y1 ∈ L2G(Ω), and hence Y1Dh1 ∈ L1G(Ω) by (i).
Since Y Dh is a Pθ-martingale for any θ ∈ AΘ0,1, we have EPθ [Y1Dh1 ] = −EPθ [−Y1Dh1 ] =
0. As θ ∈ AΘ0,1 is arbitrary, we obtain
Eh [Y1] = −Eh [−Y1] = 0
by the upper expectation representation (2.19), and end the proof.
4.1 A preliminary result
Prior to the proof of Theorem 4.1, we have to see that G-expectation in the right-
hand side of (4.1) is well-defined, that is, we have to prove the following:
Proposition 4.4. Let f ∈ L1G(Ω) be bounded. Then, for any h ∈ (M2G(0, 1))d, we
have
f
(
B +
∫ ·
0
d〈B〉s hs
)
∈ L1G(Ω).
A key step to the proof of this proposition is an absolute continuity stated in
Proposition 4.20. In what follows, we denote
T h(B)t = B
−h
t ≡ Bt +
∫ t
0
d〈B〉s hs, 0 6 t 6 1,
for h ∈ (M2G(0, 1))d.
Proof of Proposition 4.4. Let {fn}n∈N ⊂ Cb,Lip(Ω) be such that
lim
n→∞
E [|fn(B)− f(B)|] = 0.
Truncating fn if necessary, we may assume that ‖fn‖∞ 6 ‖f‖∞ for all n ∈ N. Since
every fn is in Cb,Lip(Ω) and
∫ t
0
d〈B〉s hs has a q.c. version for each t ∈ [0, 1], it is clear
that the functional fn
(
T h(B)
)
also has a q.c. version, hence belongs to L1G(Ω) due
to (2.18). Therefore, in order to prove the proposition, it is sufficient to show
E
[∣∣fn (T h(B))− f (T h(B))∣∣] −−−→
n→∞
0 (4.4)
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because of (2.19). To this end, fix ε > 0 arbitrarily. By the subadditivity of E, the
left-hand side of (4.4) is bounded from above by the sum
E
[∣∣fn (T h(B))− f (T h(B))∣∣ ;T h(B) ∈ Acn]
+ E
[∣∣fn (T h(B))− f (T h(B))∣∣ ;T h(B) ∈ An] , (4.5)
where An = {ω ∈ Ω : |fn(ω) − f(ω)| > ε}. The first term is less than or equal to ε
by the definition of An. On the other hand, since (4.48) in Proposition 4.20 yields
the bounds ∣∣f (T h(B))∣∣ , ∣∣fn (T h(B))∣∣ 6 ‖f‖∞ q.s.
for all n ∈ N, the second term of (4.5) is less than or equal to
2‖f‖∞c
(
T h(B) ∈ An
)
.
By Chebyshev’s inequality and Theorem 2.12,
ĉ (An) 6 ε−1E [|fn(B)− f(B)|] ,
which tends to 0 as n→ ∞. Therefore Proposition 4.20 implies c
(
T h(B) ∈ An
)
< ε
for sufficiently large n. Combining these estimates, we can bound (4.5) from above
by (1 + 2‖f‖∞)ε for sufficiently large n, and hence obtain (4.4).
4.2 Proof of the lower bound
In this section, we prove the lower bound in Theorem 4.1: for any bounded f ∈
L1G(Ω),
logE
[
ef(B)
]
> sup
h∈(M2G(0,1))d
E
[
f
(
T h(B)
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
. (4.6)
Lemma 4.5. Let h ∈ (M2G(0, 1))d be bounded. Then for any bounded f ∈ L1G(Ω), we
have
logE
[
ef(B)
]
> Eh
[
f(B)− logDh1
]
. (4.7)
Proof. First note that f(B)− logDh1 ∈ L2G(Ω) by the assumption. Hence the right-
hand side of (4.7) is well-defined by (i) of Lemma 4.3, and is equal to
Eh
[
logE
[
ef(B)
]
− logE
[
ef(B)
]
+ log ef(B) − logDh1
]
= logE
[
ef(B)
]
+ Eh
[
− log
(
E
[
ef(B)
]
ef(B)
Dh1
)]
. (4.8)
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We rewrite the second term of (4.8) to obtain the bound
E
[
−
E
[
ef(B)
]
ef(B)
Dh1 log
(
E
[
ef(B)
]
ef(B)
Dh1
)
× e
f(B)
E [ef(B)]
]
6 E
[(
1−
E
[
ef(B)
]
ef(B)
Dh1
)
× e
f(B)
E [ef(B)]
]
= E
[
ef(B)
E [ef(B)]
−Dh1
]
,
where the inequality follows from that −x log x 6 1 − x for x > 0. Since Dh is a
symmetric G-martingale by the boundedness of h and G-Novikov’s condition (Propo-
sition 3.11),
E
[
ef(B)
E [ef(B)]
−Dh1
]
= E
[
ef(B)
E [ef(B)]
]
+ E
[
−Dh1
]
= 1− 1 = 0.
Therefore the lemma follows.
Let Sb,Lip be the family of processes defined in Section 2.3; note that Sb,Lip is
dense in M2G(0, 1). Let h ≡ h·(B) ∈ (Sb,Lip)d be written as
ht =
n−1∑
k=0
ξk1l[tk,tk+1)(t), 0 6 t 6 1, (4.9)
for some n ∈ N, 0 = t0 < t1 < · · · < tn = 1, ξ0 ∈ Rd, and ξk ≡ ξk(B) ∈ (Cb,Lip(Ωtk))d,
k = 1, . . . , n− 1. We associate h with a simple process h defined as follows:
ξ0 := ξ0, ht := ξ0, t0 6 t < t1,
ξ1 := ξ1
(
Bt −
∫ t
0
d〈B〉s hs, t 6 t1
)
, ht := ξ1, t1 6 t < t2,
...
ξn−1 := ξn−1
(
Bt −
∫ t
0
d〈B〉s hs, t 6 tn−1
)
, ht := ξn−1, tn−1 6 t < tn.
By this construction, it is clear that each ξk belongs to L1G(Ω) and is bounded, and
hence h is a bounded element of (M2,0G (0, 1))
d; moreover,
ht = ht(B
h) for all 0 6 t 6 1. (4.10)
Lemma 4.6. (4.6) holds for any f ∈ Cb,Lip(Ω).
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Proof. It is sufficient to show
logE
[
ef(B)
]
> E
[
f
(
T h(B)
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
(4.11)
for all h ∈ (M2G(0, 1))d.
First we take h ∈ (Sb,Lip)d. Let h be the associated element of (M2,0G (0, 1))d as
constructed above so that (4.10) holds. By the boundedness of h, Lemma 4.5 implies
logE
[
ef(B)
]
> Eh
[
f(B)− 1
2
∫ 1
0
hs ·
(
d〈B〉s hs
)
−
∫ 1
0
hs · dBhs
]
= Eh
[
f(B)− 1
2
∫ 1
0
hs ·
(
d〈B〉s hs
)]
,
where the equality follows from (ii) of Lemma 4.3. By (4.10) and the obvious identity
〈B〉 = 〈Bh〉, we can rewrite the right-hand side as
Eh
[
f
(
Bh +
∫ ·
0
d〈Bh〉s hs(Bh)
)
− 1
2
∫ 1
0
hs(B
h) ·
(
d〈Bh〉s hs(Bh)
)]
. (4.12)
By the boundedness of h, Proposition 3.11 implies that Dh is a symmetric G-
martingale, and hence by Girsanov’s formula for G-Brownian motion (Theorem 3.3),
Bh is a G-Brownian motion on (Ω,L1,hG (Ω),Eh). Since f
(
B +
∫ ·
0
d〈B〉s hs(B)
)
is in
L1G(Ω) by the assumption f ∈ Cb,Lip(Ω) and
∫ 1
0
hs(B)·(d〈B〉s hs(B)) is also in L1G(Ω),
we see from (3.6) in Remark 3.4 that (4.12) is equal to
E
[
f
(
B +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
.
Therefore (4.11) holds for h ∈ (Sb,Lip)d.
Now let h ∈ (M2G(0, 1))d and take a sequence {hn}n∈N ⊂ (Sb,Lip)d such that
‖h− hn‖M2G(0,1;Rd) → 0 as n→ ∞.
As seen above, (4.11) holds for every hn, from which it follows that
logE
[
ef(B)
]
> E
[
f
(
T h(B)
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
− E
[
f
(
T h(B)
)
− f
(
T h
n
(B)
)]
− 1
2
E
[∫ 1
0
hns · (d〈B〉s hns )−
∫ 1
0
hs · (d〈B〉s hs)
]
. (4.13)
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Therefore it suffices to show that the second and third terms in the right-hand side
of (4.13) tend to 0 as n→ ∞. For the second term, since f is Lipschitz,∣∣E [f (T h(B))− f (T hn(B))]∣∣ 6 Lip(f)E [ sup
06t61
∣∣∣∣∫ t
0
d〈B〉s (hs − hns )
∣∣∣∣]
6 Lip(f)σ21 ‖h− hn‖M2G(0,1;Rd) , (4.14)
where in the last line, we used (2.20) and the Cauchy-Schwarz inequality. On the
other hand, for the third term, we also have∣∣∣∣E [∫ 1
0
hns · (d〈B〉s hns )−
∫ 1
0
hs · (d〈B〉s hs)
]∣∣∣∣
6 E
[∣∣∣∣∫ 1
0
(hns + hs) · (d〈B〉s (hns − hs))
∣∣∣∣]
6 σ21‖hn + h‖M2G(0,1;Rd)‖h
n − h‖M2G(0,1;Rd). (4.15)
Since {hn}n∈N is an approximate sequence of h, (4.14) and (4.15) tend to 0 as n→ ∞.
Therefore (4.11) is valid for h ∈ (M2G(0, 1))d and we complete the proof.
We are ready to prove the lower bound in Theorem 4.1.
Proposition 4.7. (4.6) holds for all bounded f ∈ L1G(Ω).
Proof. Fix h ∈ (M2G(0, 1))d arbitrarily and let {fn}n∈N be as in the proof of Propo-
sition 4.4. Lemma 4.6 implies that
logE
[
ef(B)
]
− E
[
f
(
T h(B)
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
> logE
[
ef(B)
]
− logE
[
efn(B)
]
− E
[∣∣f (T h(B))− fn (T h(B))∣∣] .
As seen in the proof of Proposition 4.4, the third term in the right-hand side converges
to 0 as n→ ∞. By taking M = ‖f‖∞ in Remark 4.2, we also have∣∣logE [ef(B)]− logE [efn(B)]∣∣ 6 e2‖f‖∞E [|f(B)− fn(B)|] → 0 (4.16)
as n→ ∞, and hence obtain the proposition.
4.3 Proof of the upper bound
In this section, we prove the upper bound in Theorem 4.1: for any bounded f ∈
L1G(Ω),
logE
[
ef(B)
]
6 sup
h∈(M2G(0,1))d
E
[
f
(
T h(B)
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
. (4.17)
Proofs of the next two lemmas proceed as those of Lemma IV.2.1 and Theo-
rem IV.2.2 of [15].
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Lemma 4.8. Let 0 6 t1 6 1. For every ϕ ∈ Cb,Lip(Rd), there exist a bounded
h ∈ (M2G(0, 1))d and an A ∈ L2G(Ω) with A > 0 q.s. such that
ϕ(B1) = logEt1
[
eϕ(B1)
]
+
∫ 1
t1
hs · dBs −
1
2
∫ 1
t1
hs · (d〈B〉s hs)− A
in L2G(Ω), where Et1 is the conditional G-expectation defined by (2.10).
Proof. If we set
u(t, x) := E
[
eϕ(B1−Bt+x)
]
for (t, x) ∈ [0, 1] × Rd, then by the assumption σ0 > 0, u is the C1,2
(
(0, 1)× Rd
)
-
solution of  −
∂u
∂t
−G
(
D2u
)
= 0 in [0, 1)× Rd,
u(1, x) = eϕ(x) for x ∈ Rd;
(4.18)
see Remark 2.9. Observe that by letting |ϕ| := supx∈Rd |ϕ(x)|,
0 < e−|ϕ| 6 u(t, x) 6 e|ϕ| <∞ (4.19)
for any (t, x), and that by the Lipschitz continuity of ϕ,
sup
(t,x)∈(0,1)×Rd
|∇u(t, x)| <∞, (4.20)
where ∇ :=
(
∂
∂x1
, . . . , ∂
∂xd
)∗
. Additionally, we note that by [15, Theorem C.4.5], there
exists an α ∈ (0, 1) such that
‖u‖
C1+
α
2 ,2+α([0,1−ε]×Rd) <∞ for every ε ∈ (0, 1). (4.21)
Here
‖u‖
C
α
2 ,α([0,1−ε]×Rd) := sup
x,y∈Rd, x 6=y
s,t∈[0,1−ε], s 6=t
|u(s, x)− u(t, y)|
|s− t|α/2 + |x− y|α
,
‖u‖
C1+
α
2 ,2+α([0,1−ε]×Rd)
:= ‖u‖
C
α
2 ,α([0,1−ε]×Rd) +
∥∥∥∥∂u∂t
∥∥∥∥
C
α
2 ,α([0,1−ε]×Rd)
+
d∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
C
α
2 ,α([0,1−ε]×Rd)
+
d∑
i,j=1
∥∥∥∥ ∂2u∂xi∂xj
∥∥∥∥
C
α
2 ,α([0,1−ε]×Rd)
.
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Set U(t, x) := log u(t, x). Then U is also a member of C1,2
(
(0, 1)× Rd
)
and
∂U
∂t
(t, x) =
1
u(t, x)
∂u
∂t
(t, x),
∇U(t, x) = 1
u(t, x)
∇u(t, x),
D2U(t, x) = −∇U(t, x) (∇U(t, x))∗ + 1
u(t, x)
D2u(t, x).
(4.22)
Therefore we have by (4.19) and (4.21),
‖U‖
C1+
α
2 ,2+α([0,1−ε]×Rd) <∞ for any ε ∈ (0, 1),
which allows us to apply G-Itô’s formula [15, Theorem III.6.5] to U(t, Bt) on [t1, 1−ε]
for 0 < ε < 1− t1. Then we have
U(1− ε,B1−ε) = U(t1, Bt1) +
∫ 1−ε
t1
∂U
∂t
(s,Bs) ds+
∫ 1−ε
t1
∇U(s,Bs) · dBs
+
1
2
∫ 1−ε
t1
tr
[
d〈B〉sD2U(s,Bs)
]
in L2G(Ω). By (4.22), together with (4.18), we obtain
U(1− ε,B1−ε)
= U(t1, Bt1) +
∫ 1−ε
t1
hs · dBs −
1
2
∫ 1−ε
t1
hs · (d〈B〉s hs)− A1−ε, (4.23)
where
ht := ∇U(t, Bt), 0 6 t < 1,
At :=
∫ t
t1
G (D2u(s,Bs))
u(s,Bs)
ds−
∫ t
t1
1
2
tr [d〈B〉sD2u(s,Bs)]
u(s,Bs)
, t1 6 t 6 1.
Note that {At; t1 6 t 6 1} is a nondecreasing process with At1 = 0 and each term of
(4.23) is an element of L2G(Ω). For the left-hand side of (4.23), we first note that by
Remark 4.2,
|u(s, x)− u(t, x)| 6 e|ϕ|Lip(ϕ)E [|Bs −Bt|] ,
|u(t, x)− u(t, y)| 6 e|ϕ|Lip(ϕ)|x− y|
for all 0 6 s, t 6 1 and x, y ∈ Rd. Again by Remark 4.2 and by the above estimates,
|U(1, B1)− U(1− ε,B1−ε)|
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6 e|ϕ| |u(1, B1)− u(1− ε,B1−ε)|
6 e2|ϕ|Lip(ϕ)
{
E [|B1 −B1−ε|] + |B1 −B1−ε|
}
→ 0 as ε→ 0 in L2G(Ω). (4.24)
For the second and third terms in the right-hand side of (4.23), since ∇U is bounded
because of (4.19), (4.20) and (4.22), we have∫ 1
1−ε
hs · dBs → 0 and
∫ 1
1−ε
hs · (d〈B〉s hs) → 0 (4.25)
as ε→ 0 in L2G(Ω). For the convergence of A1−ε, it is clear that A1−ε → A := A1 as
ε→ 0 Pθ-a.s. for every θ ∈ AΘ0,1. Moreover, by (4.24) and (4.25),
A1−ε → −U(1, B1) + U(t1, Bt1) +
∫ 1
t1
hs · dBs −
1
2
∫ 1
t1
hs · (d〈B〉s hs)
as ε → 0 in L2G(Ω). For every θ ∈ AΘ0,1, taking a subsequence if necessary, we see
that this convergence also holds Pθ-a.s. Therefore we have
A = −U(1, B1) + U(t1, Bt1) +
∫ 1
t1
hs · dBs −
1
2
∫ 1
t1
hs · (d〈B〉shs) (4.26)
Pθ-a.s. for all θ ∈ AΘ0,1. Since all terms in the right-hand side of (4.26) are in L2G(Ω),
A is also in L2G(Ω). As a consequence, the equality (4.26) holds in L2G(Ω). By noting
that
U(1, B1) = ϕ(B1),
U(t1, Bt1) = logE
[
eϕ(B1−Bt1+x)
]∣∣
x=Bt1
= logEt1
[
eϕ(B1)
]
,
we finally obtain
ϕ(B1) = logEt1
[
eϕ(B1)
]
+
∫ 1
t1
hs · dBs −
1
2
∫ 1
t1
hs · (d〈B〉s hs)− A
in L2G(Ω).
The following lemma is a type of the Clark-Ocone formula in the framework of
G-expectation space.
Lemma 4.9. For every f ∈ Cb,Lip(Ω), there exist a bounded h ∈ (M2G(0, 1))d and an
A ∈ L2G(Ω) with A > 0 q.s. such that
f(B) = logE
[
ef(B)
]
+
∫ 1
0
hs · dBs −
1
2
∫ 1
0
hs · (d〈B〉s hs)− A in L2G(Ω). (4.27)
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Proof. Let 0 6 t1 6 1 and ϕ ∈ Cb,Lip((Rd)2). It suffices to show the lemma holds
when f(B) = ϕ(Bt1 , B1). Set
u(t, x, y) := E
[
eϕ(x,B1−Bt+y)
]
, U(t, x, y) := log u(t, x, y)
for (t, x, y) ∈ [0, 1]× Rd × Rd. By Lemma 4.8, we have for every x ∈ Rd,
U(1, x, B1) = logE
[
eϕ(x,B1−Bt1+y)
]∣∣
y=Bt1
+
∫ 1
t1
∇yU(s, x, Bs) · dBs
− 1
2
∫ 1
t1
∇yU(s, x, Bs) · (d〈B〉s ∇yU(s, x, Bs))
−
(∫ 1
t1
G
(
D2yu(s, x, Bs)
)
u(s, x, Bs)
ds−
∫ 1
t1
1
2
tr
[
d〈B〉sD2yu(s, x, Bs)
]
u(s, x, Bs)
)
in L2G(Ω), where ∇y :=
(
∂
∂y1
, . . . , ∂
∂yd
)∗
and D2y :=
(
∂2
∂yi∂yj
)d
i,j=1
. By the construction
of the integrations with respect to dBs and d〈B〉s (see, e.g., [14]), this identity still
holds with x replaced by Bt1 . Hence by letting
ϕ1(x) := logE
[
eϕ(x,B1−Bt1+x)
]
,
hs := ∇yU(s,Bt1 , Bs), t1 6 s < 1,
A(1) :=
∫ 1
t1
G
(
D2yu(s,Bt1 , Bs)
)
u(s,Bt1 , Bs)
ds−
∫ 1
t1
1
2
tr
[
d〈B〉sD2yu(s,Bt1 , Bs)
]
u(s,Bt1 , Bs)
,
we get
ϕ(Bt1 , B1) = U(1, Bt1 , B1)
= ϕ1(Bt1) +
∫ 1
t1
hs · dBs −
1
2
∫ 1
t1
hs · (d〈B〉s hs)− A(1).
Since ϕ1 ∈ Cb,Lip(Rd), we may apply Lemma 4.8 to ϕ1(Bt1) to obtain h ∈ (M2G(0, 1))d
and A(2) ∈ L2G(Ω) with A(2) > 0 q.s. such that
ϕ(Bt1 , B1)
= logE
[
eϕ1(Bt1 )
]
+
∫ 1
0
hs · dBs −
1
2
∫ 1
0
hs · (d〈B〉s hs)−
(
A(1) + A(2)
)
in L2G(Ω). Noting (2.8), we have
E
[
eϕ1(Bt1 )
]
= E
[
E
[
eϕ(x,B1−Bt1+x)
]∣∣
x=Bt1
]
= E
[
eϕ(Bt1 ,B1)
]
.
Therefore the lemma follows.
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Recall that P is the weak closure of {Pθ : θ ∈ AΘ0,1}; by the tightness of {Pθ : θ ∈
AΘ0,1} ([5, Proposition 50]), P is weakly compact.
Lemma 4.10. For f ∈ Cb,Lip(Ω), let A ∈ L2G(Ω) be given in Lemma 4.9. Then there
exists P ∈ P such that
A = 0 P -a.s.
Proof. Rewriting (4.27) in Lemma 4.9, we have
ef(B)+A = Dh1 E
[
ef(B)
]
.
By the boundedness of h and Proposition 3.11, Dh is a symmetric G-martingale
and hence the right-hand side is symmetric. Therefore the left-hand side is also
symmetric, which yields
E
[
ef(B)+A
]
= −E
[
−ef(B)+A
]
= E
[
ef(B)
]
. (4.28)
Since every integrand in (4.28) is an element of L1G(Ω), we see from Theorem 2.12
that (4.28) still holds if E is replaced by Ê, from which it follows that
EP
[
ef(B)+A
]
= Ê
[
ef(B)
]
for all P ∈ P . (4.29)
Also observe that, since f is bounded and continuous, the mapping P 3 P 7→
EP [e
f(B)] is continuous by the definition of weak convergence. Then by the compact-
ness of P, there exists P ′ ∈ P which attains the supremum of EP [ef(B)] over P ∈ P ,
namely
EP ′
[
ef(B)
]
= Ê
[
ef(B)
]
. (4.30)
Combining (4.29) and (4.30) leads to P ′(A = 0) = 1 since A is nonnegative q.s.
The following is a Scheffé-type lemma under G-expectation.
Lemma 4.11. For a bounded h ∈ (M2G(0, 1))d, let {hn}n∈N ⊂ (Sb,Lip)d be such that
sup06t61 ‖|hnt |‖∞ 6 sup06t61 ‖|ht|‖∞ and
lim
n→∞
‖h− hn‖M2G(0,1;Rd) = 0.
Then we have
lim
n→∞
E
[∣∣Dh1 −Dhn1 ∣∣] = 0.
In particular, it holds that for any bounded f ∈ L1G(Ω),
Eh
[
f(B)− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
= lim
n→∞
Ehn
[
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
]
. (4.31)
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Proof. Since Dh and Dh
n
are Pθ-martingales for any θ ∈ AΘ0,1, their expectations
under Pθ are equal to 1, and hence
EPθ
[
Dh1
]
= EPθ
[
Dh
n
1
]
. (4.32)
The left-hand and the right-hand sides of (4.32) are equal to
EPθ
[(
Dh1 −Dh
n
1
)+]
+ EPθ
[
Dh1 ∧Dh
n
1
]
and
EPθ
[(
Dh
n
1 −Dh1
)+]
+ EPθ
[
Dh
n
1 ∧Dh1
]
,
respectively. Here x+ = x ∨ 0 for x ∈ R. Combining these with (4.32), we have the
relation EPθ [(D
h
1 −Dh
n
1 )
+] = EPθ [(D
hn
1 −Dh1 )+], and hence
EPθ
[∣∣Dh1 −Dhn1 ∣∣] = 2EPθ [(Dh1 −Dhn1 )+] .
As θ ∈ AΘ0,1 is arbitrary, it follows that
E
[∣∣Dh1 −Dhn1 ∣∣] = 2E [(Dh1 −Dhn1 )+] . (4.33)
By letting Xn := logD
hn
1 − logDh1 , the right-hand side of (4.33) is rewritten as
2E
[(
1− eXn
)+
Dh1
]
,
which is bounded from above by
2E
[
|Xn|Dh1
]
6 2E
[
|Xn|2
]1/2 E [(Dh1 )2]1/2 .
To obtain the lemma, it is enough to show that E[|Xn|2] tends to 0 as n→ ∞ since
E[(Dh1 )2] is finite by (4.3). Note that
Xn =
∫ 1
0
(hns − hs) · dBs −
1
2
∫ 1
0
(hns + hs) · (d〈B〉s (hns − hs)) .
Since it holds that
E
[∣∣∣∣∫ 1
0
(hns − hs) · dBs
∣∣∣∣2
]
6 σ21 ‖hn − h‖
2
M2G(0,1;Rd)
and
E
[∣∣∣∣∫ 1
0
(hns + hs) · (d〈B〉s (hns − hs))
∣∣∣∣2
]
6 σ41E
[∫ 1
0
|hns + hs|
2 ds
∫ 1
0
|hns − hs|
2 ds
]
6 4σ41 sup
06t61
‖|ht|‖2∞ ‖h
n − h‖2M2G(0,1;Rd) ,
we get limn→∞ E[|Xn|2] = 0, and complete the proof.
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Let f ∈ L1G(Ω) be bounded and {fn}n∈N ⊂ Cb,Lip(Ω) such that
‖fn‖∞ 6 ‖f‖∞ for all n ∈ N and lim
n→∞
E [|fn(B)− f(B)|] = 0. (4.34)
For each fn, let h
n ∈ (M2G(0, 1))d and An ∈ L2G(Ω) be as given by Lemma 4.9 and
P n ∈ P as given by Lemma 4.10, so that P n(An = 0) = 1.
Lemma 4.12. For each n ∈ N, we have
logE
[
efn(B)
]
= EQn
[
fn(B)−
1
2
∫ 1
0
hns · (d〈B〉s hns )
]
, (4.35)
where Qn := Dh
n
1 P
n.
Proof. By Lemma 4.9, we have
logE
[
efn(B)
]
= fn(B)−
∫ 1
0
hns · dBh
n
s −
1
2
∫ 1
0
hns · (d〈B〉s hns ) + An.
Since hn is bounded, we have by (ii) of Lemma 4.3,
E
[(∫ 1
0
hns · dBh
n
s
)
Dh
n
1
]
= −E
[
−
(∫ 1
0
hns · dBh
n
s
)
Dh
n
1
]
= 0.
By Theorem 2.12, this relation holds with E replaced by Ê, which results in
EP
[(∫ 1
0
hns · dBh
n
s
)
Dh
n
1
]
= 0 for all P ∈ P .
Since P n ∈ P and P n(An = 0) = 1, we obtain (4.35).
Now we are in a position to prove the upper bound in Theorem 4.1.
Proposition 4.13. (4.17) holds for any bounded f ∈ L1G(Ω).
Proof. For a bounded f ∈ L1G(Ω), let {fn}n∈N ⊂ Cb,Lip(Ω) satisfy (4.34), and let
hn, An and P n be as just above Lemma 4.12. Then for each n ∈ N, we have by
Lemma 4.12,
logE
[
ef(B)
]
= logE
[
ef(B)
]
− logE
[
efn(B)
]
+ EQn [fn(B)− f(B)]
+ EQn
[
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
]
. (4.36)
For the difference of the first two terms in the right-hand side of (4.36), we have∣∣logE [ef(B)]− logE [efn(B)]∣∣→ 0 as n→ ∞
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as seen in (4.16). As to the third term in the right-hand side of (4.36), by Lemmas 4.9
and 4.10 and by (4.34),
Dh
n
1 =
efn(B)
E [efn(B)]
6 e2‖f‖∞ P n-a.s.,
and hence
EQn [fn(B)− f(B)] 6 e2‖f‖∞EPn [|fn(B)− f(B)|]
6 e2‖f‖∞Ê[|fn(B)− f(B)|],
which converges to 0 as n→ ∞ by Theorem 2.12 and (4.34).
Therefore it remains to estimate the last term in the right-hand side of (4.36).
For this purpose, we first observe the bound
EQn
[
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
]
6 Ê
[(
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
)
Dh
n
1
]
= Ehn
[
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
]
, (4.37)
where the equality follows from Theorem 2.12. Fix ε > 0 arbitrarily. From (4.31) in
Lemma 4.11, we see that, for every n ∈ N, there exists an h ≡ h(n,ε) ∈ (Sb,Lip)d such
that
Ehn
[
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
]
6 Eh
[
f(B)− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
+ ε. (4.38)
Let h ∈ (Sb,Lip)d be written as (4.9) with n replaced by some m ∈ N, and define a
simple process ĥ as follows:
ξ̂0 := ξ0, ĥt := ξ̂0, t0 6 t < t1,
ξ̂1 := ξ1
(
Bt +
∫ t
0
d〈B〉s ĥs, t 6 t1
)
, ĥt := ξ̂1, t1 6 t < t2,
...
ξ̂m−1 := ξm−1
(
Bt +
∫ t
0
d〈B〉s ĥs, t 6 tm−1
)
, ĥt := ξ̂m−1, tm−1 6 t < tm.
By this construction, it is obvious that ĥ is in (M2,0G (0, 1))
d and bounded. Further-
more, it can be shown inductively that
ht = ĥt(B
h), tk 6 t < tk+1,
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for all k = 0, 1, . . . ,m− 1. By Theorem 3.3, we have
Eh
[
f(B)− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
= Eh
[
f
(
Bh +
∫ ·
0
d〈Bh〉s ĥs(Bh)
)
− 1
2
∫ 1
0
ĥs(B
h) ·
(
d〈Bh〉s ĥs(Bh)
)]
= E
[
f
(
B +
∫ ·
0
d〈B〉s ĥs
)
− 1
2
∫ 1
0
ĥs ·
(
d〈B〉s ĥs
)]
;
for the validity of the second equality, see Remark 3.4. Combining this with (4.37)
and (4.38), we obtain
EQn
[
f(B)− 1
2
∫ 1
0
hns · (d〈B〉s hns )
]
6 sup
h∈(M2G(0,1))d
E
[
f
(
B +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
+ ε
for all n ∈ N, and complete the proof of the proposition.
Remark 4.14. Our proof of the representation (4.1) is also valid in the classical case
and gives a simple proof without a weak convergence argument used in [4].
4.4 An application to large deviations
In this section, we apply Theorem 4.1 to the derivation of the Laplace principles
for {(
√
εB, 〈B〉); ε > 0} and {
√
εB; ε > 0}. Similarly to the classical case, the
Laplace principle implies the large deviation principle, and hence we recover the
large deviation principles for these two families, which are originally proved by Gao-
Jiang [7] through discretization technique.
First we formulate the Laplace principle under G-expectation as follows: Let
{Xε; ε > 0} be a family of random variables taking values in a Polish space X . A
mapping I : X → [0,∞] is called a rate function on X if for each M > 0, the level
set {x ∈ X : I(x) 6M} is a compact subset of X . We say that {Xε; ε > 0} satisfies
the Laplace principle on X with rate function I if for all bounded and continuous
functions Φ : X → R, it holds that
lim
ε→0
ε logE
[
exp
(
Φ (Xε)
ε
)]
= sup
x∈X
{Φ(x)− I(x)} . (4.39)
The following proposition can be proved through the same argument as in the
classical case (see Appendix A.2). We remark that the validity of the converse
assertion is ensured by [7, Lemma A.3].
48
Proposition 4.15. The Laplace principle implies the large deviation principle with
the same rate function. More precisely, if the Laplace limit (4.39) holds for all
bounded continuous functions Φ : X → R, then {Xε; ε > 0} satisfies the large
deviation principle on X with rate function I: for any Borel-measurable sets A ⊂ X ,
− inf
x∈A◦
I(x) 6 lim inf
ε→0
ε log c (Xε ∈ A) 6 lim sup
ε→0
ε log c (Xε ∈ A) 6 − inf
x∈Ā
I(x),
where A◦ and Ā are the interior and the closure of A, respectively.
Remark 4.16. As in the classical case, it is enough to check that the Laplace limit
(4.39) is valid for all bounded Lipschitz continuous functions Φ in order to see
{Xε; ε > 0} satisfies the Laplace principle.
In the following, let X (resp. Y) be the space of all Rd-valued (resp. Rd×d-valued)
continuous functions on [0, 1] vanishing at 0. We equip X with the distance ρ defined
by (2.6), and equip Y with the distance
dist(y1, y2) := sup
06t61
∥∥y1(t)− y2(t)∥∥ , y1, y2 ∈ Y .
Set
H :=
{
x ∈ X : x is absolutely continuous and
∫ 1
0
|ẋ (t) |2 dt <∞
}
,
A :=
{
y ∈ Y : y is absolutely continuous and
ẏ(t) ∈ {γγ∗ : γ ∈ Θ} for a.e. t ∈ [0, 1]
}
.
Here ẋ and ẏ denote respectively the derivatives dx/dt and dy/dt, provided that they
exist. We define rate functions J : X × Y → [0,∞] and I : X → [0,∞] by
J(x, y) =

1
2
∫ 1
0
ẋ(t) ·
(
ẏ(t)−1ẋ(t)
)
dt if (x, y) ∈ H× A,
+∞ otherwise,
I(x) =

1
2
∫ 1
0
inf
γ∈Θ
|γ−1ẋ(t)|2 dt if x ∈ H,
+∞ otherwise.
Proposition 4.17. (i) For any bounded Lipschitz continuous function Ψ : X ×Y →
R,
lim
ε→0
ε logE
[
exp
(
Ψ(
√
εB, 〈B〉)
ε
)]
= sup
(x,y)∈X×Y
{Ψ(x, y)− J(x, y)} .
(ii) For any bounded Lipschitz continuous function Φ : X → R,
lim
ε→0
ε logE
[
exp
(
Φ(
√
εB)
ε
)]
= sup
x∈X
{Φ(x)− I(x)} .
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From Proposition 4.15 and Remark 4.16, we see the above proposition implies
that the family {(
√
εB, 〈B〉); ε > 0} (resp. {
√
εB; ε > 0}) satisfies the large deviation
principle on X × Y (resp. X ) with rate function J (resp. I).
We begin with a lemma which is an application of Theorem 4.1.
Lemma 4.18. For every ε > 0, we have the following.
(i) For any bounded Lipschitz continuous function Ψ : X × Y → R,
ε logE
[
exp
(
Ψ(
√
εB, 〈B〉)
ε
)]
= sup
h∈(M2G(0,1))d
E
[
Ψ
(√
εB +
∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
. (4.40)
(ii) For any bounded Lipschitz continuous function Φ : X → R,
ε logE
[
exp
(
Φ(
√
εB)
ε
)]
= sup
h∈(M2G(0,1))d
E
[
Φ
(√
εB +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
.
Proof. The proofs of (i) and (ii) are similar, so we only show (i).
We first check that the functional Ψ(
√
εB, 〈B〉) is a bounded element of L1G(Ω).
For n ∈ N, let ∆n = {0 = t0 < t1 < · · · < tn = 1} be the partition of [0, 1] such
that tk − tk−1 = 1/n for all k = 1, . . . , n. For every y ∈ Y we denote by (y)∆n
the polygonal approximation of y such that (y)∆n(tk) = y(tk), k = 1, . . . , n. Since
〈B〉t ∈ (L1G(Ω))d×d for each t ∈ [0, 1], the mapping
Ω 3 ω 7→ Ψn(ω) := Ψ
(√
εω, (〈B〉)∆n (ω)
)
has a q.c. version. Ψn is also bounded, and hence is in L1G(Ω) by (2.18). By the
Lipschitz continuity of Ψ, we have
E
[∣∣Ψ (√εB, 〈B〉)−Ψn (B)∣∣] 6 Lip(Ψ)E [dist (〈B〉, (〈B〉)∆n)] .
Note that
dist
(
〈B〉, (〈B〉)∆n
)
= max
16k6n
sup
tk−16t6tk
∥∥〈B〉t − 〈B〉tk−1 − n(t− tk−1)(〈B〉tk − 〈B〉tk−1)∥∥
6 2 max
16k6n
sup
tk−16t6tk
∥∥〈B〉t − 〈B〉tk−1∥∥ , (4.41)
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and that ‖〈B〉t − 〈B〉s‖ 6 dσ21|t − s| for all 0 6 s, t 6 1 q.s. Then the right-hand
side of (4.41) is estimated from above by
2dLip(Ψ)σ21
n
,
which tends to 0 as n→ ∞, and hence Ψ (
√
εB, 〈B〉) ∈ L1G(Ω).
Now let us verify (4.40). By Theorem 4.1, we have
ε logE
[
exp
(
Ψ(
√
εB, 〈B〉)
ε
)]
= sup
h∈(M2G(0,1))d
E
[
Ψ
(√
εT h(B), 〈T h(B)〉
)
− ε
2
∫ 1
0
hs · (d〈B〉s hs)
]
= sup
h∈(M2G(0,1))d
E
[
Ψ
(√
εB +
∫ ·
0
d〈B〉s
√
εhs, 〈B〉
)
− 1
2
∫ 1
0
√
εhs ·
(
d〈B〉s
√
εhs
)]
= sup
h∈(M2G(0,1))d
E
[
Ψ
(√
εB +
∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
,
which is (4.40).
By using Lemma 4.18, we prove Proposition 4.17.
Proof of Proposition 4.17. (i) By the Lipschitz continuity of Ψ, we have∣∣∣∣∣ suph∈(M2G(0,1))d E
[
Ψ
(√
εB +
∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
− sup
h∈(M2G(0,1))d
E
[
Ψ
(∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]∣∣∣∣∣
6 sup
h∈(M2G(0,1))d
E
[∣∣∣∣Ψ(√εB + ∫ ·
0
d〈B〉s hs, 〈B〉
)
−Ψ
(∫ ·
0
d〈B〉s hs, 〈B〉
)∣∣∣∣]
6 C
√
ε. (4.42)
Here C := Lip(Ψ)E
[
sup06t61 |Bt|
]
, whose finiteness follows from the Cauchy-Schwarz
inequality and Doob’s inequality:
E
[
sup
06t61
|Bt|
]
6 E
[
sup
06t61
|Bt|2
]1/2
= sup
θ∈AΘ0,1
Eµ
[
sup
06t61
∣∣∣∣∫ t
0
θs dWs
∣∣∣∣2
]1/2
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6 2 sup
θ∈AΘ0,1
Eµ
[∫ 1
0
tr[θsθ
∗
s ] ds
]1/2
6 2
√
dσ1. (4.43)
Combining Lemma 4.18 with (4.42), we see that
lim
ε→0
ε logE
[
exp
(
Ψ(
√
εB, 〈B〉)
ε
)]
= sup
h∈(M2G(0,1))d
E
[
Ψ
(∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
.
Hence what to show is that
sup
h∈(M2G(0,1))d
E
[
Ψ
(∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
= sup
(x,y)∈X×Y
{Ψ(x, y)− J(x, y)} . (4.44)
First we prove the upper bound. For θ ∈ AΘ0,1 and h ∈ (M2G(0, 1))d , we set
Xt ≡ X(θ,h)t :=
∫ t
0
θsθ
∗
sh
(θ)
s ds, Yt ≡ Y
(θ)
t :=
∫ t
0
θsθ
∗
s ds for 0 6 t 6 1.
Here h(θ) is defined by
h
(θ)
t = ht
(∫ ·
0
θs dWs
)
for 0 6 t 6 1.
Then X ∈ H and Y ∈ A µ-a.s., and hence
EPθ
[
Ψ
(∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
= Eµ [Ψ(X, Y )− J(X,Y )]
6 sup
(x,y)∈X×Y
{Ψ(x, y)− J(x, y)} .
Since θ ∈ AΘ0,1 and h ∈ (M2G(0, 1))d are arbitrary, we get the upper bound of (4.44).
Next we prove the lower bound of (4.44). If x 6∈ H or y 6∈ A, the right-hand side
of (4.44) is −∞, so we take an arbitrary (x, y) ∈ H× A. Let y be written as
y(t) =
∫ t
0
g(s)g(s)∗ ds, 0 6 t 6 1,
for some deterministic measurable function g : [0, 1] → Θ. We denote by Pg the law
of
∫ ·
0
g(s) dWs and define a deterministic function η by
ηt = ẏ(t)
−1ẋ(t) for a.e. t ∈ [0, 1].
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Then η is in (M2G(0, 1))
d, whence
sup
h∈(M2G(0,1))d
E
[
Ψ
(∫ ·
0
d〈B〉s hs, 〈B〉
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
> EPg
[
Ψ
(∫ ·
0
d〈B〉s ηs, 〈B〉
)
− 1
2
∫ 1
0
ηs · (d〈B〉s ηs)
]
= Eµ
[
Ψ
(∫ ·
0
ẏ(s)ηs ds, y
)
− 1
2
∫ 1
0
ηs · (ẏ(s)ηs) ds
]
= Ψ(x, y)− J(x, y).
Taking the supremum of the right-hand side, we obtain the lower bound.
(ii) Similarly to (i), we have by Lemma 4.18,
lim
ε→0
ε logE
[
exp
(
Φ(
√
εB)
ε
)]
= sup
h∈(M2G(0,1))d
E
[
Φ
(∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
.
Therefore it is sufficient to show
sup
h∈(M2G(0,1))d
E
[
Φ
(∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
= sup
x∈X
{Φ(x)− I(x)} . (4.45)
For the upper bound, take θ ∈ AΘ0,1 and h ∈ (M2G(0, 1))d arbitrarily and let
X ≡ X(θ,h) be as in the proof of (i). Then we have
EPθ
[
Φ
(∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
= Eµ
[
Φ(X)− 1
2
∫ 1
0
∣∣∣θ−1s Ẋs∣∣∣2 ds]
6 Eµ [Φ(X)− I(X)]
6 sup
x∈X
{Φ(x)− I(x)} .
For the lower bound of (4.45), we fix any x ∈ H. By the measurable selection
(see, e.g., [4, Lemma A.1]), there exists a measurable map Γ : Rd → Θ such that∣∣Γ(ξ)−1ξ∣∣ = inf
γ∈Θ
∣∣γ−1ξ∣∣ for all ξ ∈ Rd.
For such Γ, define g(s) := Γ (ẋ(s)) for a.e. s ∈ [0, 1], and note that
I(x) =
1
2
∫ 1
0
∣∣g(s)−1ẋ(s)∣∣2 ds.
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Denote by Pg the law of
∫ ·
0
g(s) dWs and set
z(t) := (g(t)g(t)∗)−1 ẋ(t) for a.e. t ∈ [0, 1].
Since z ∈ (M2G(0, 1))d, it follows that
sup
h∈(M2G(0,1))d
E
[
Φ
(∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
> EPg
[
Φ
(∫ ·
0
d〈B〉s z(s)
)
− 1
2
∫ 1
0
z(s) · (d〈B〉s z(s))
]
= Φ(x)− 1
2
∫ 1
0
∣∣g(s)−1ẋ(s)∣∣2 ds
= Φ(x)− I(x),
and hence by taking the supremum of the rightmost side, we obtain the lower bound
of (4.45).
Remark 4.19. Let E [X] := −E[−X] for X ∈ L1G(Ω). By similar arguments to those
in Sections 4.2 and 4.3, we can also derive a variational representation
log E
[
ef(B)
]
= sup
h∈(M2G(0,1))d
E
[
f
(
B +
∫ ·
0
d〈B〉s hs
)
− 1
2
∫ 1
0
hs · (d〈B〉s hs)
]
(4.46)
for any bounded f ∈ L1G(Ω). Note that by (2.19), E [X] = infθ∈AΘ0,1 EPθ [X], to which
we may associate the “lower” capacity c via
c (A) = inf
θ∈AΘ0,1
Pθ(A) for A ∈ B(Ω).
We expect that similar applications to those given in this section are also possible
under E and c. A key to the validity of (4.46) is the identity (4.31) in Lemma 4.11.
4.5 An absolute continuity result
We conclude this chapter with the proof of an absolute continuity relationship be-
tween B and B+
∫ ·
0
d〈B〉s hs under the capacity, which plays a key role in Section 4.1.
Let c and ĉ be the capacities given in (2.17) and (2.22), respectively.
Proposition 4.20. Let h ∈ (M2G(0, 1))d be arbitrary. Then for any ε > 0, there
exists a δ > 0 such that
c
(
T h(B) ∈ A
)
< ε for all A ∈ B(Ω) with ĉ (A) < δ. (4.47)
In particular,
c
(
T h(B) ∈ N
)
= 0 for all N ∈ B(Ω) with c (N) = 0. (4.48)
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Remark 4.21. Note that, since the reverse Fatou lemma does not hold in full generality
under c, we cannot conclude from (4.48) the stronger result than (4.47):
c
(
T h(B) ∈ A
)
< ε for all A ∈ B(Ω) with c (A) < δ.
We start with the following lemma.
Lemma 4.22. Let h ∈ (Sb,Lip)d. It holds that
Eh
[
logDh1
]
6 1
2
σ21‖h‖2M2G(0,1;Rd).
Here h is the bounded element of (M2,0G (0, 1))
d associated with h so that the relation
(4.10) holds.
Proof. First observe that by the boundedness of h, (logDh1 )D
h
1 ∈ L1G(Ω), which may
be deduced from the proof of (ii) of Lemma 4.3. Noting that
logDh1 =
∫ 1
0
hs · dBhs +
1
2
∫ 1
0
hs ·
(
d〈B〉s hs
)
,
we take the sublinear expectation of both sides under Eh. Then we have by (ii) of
Lemma 4.3,
Eh
[
logDh1
]
=
1
2
Eh
[∫ 1
0
hs ·
(
d〈B〉s hs
)]
=
1
2
Eh
[∫ 1
0
hs(B
h) ·
(
d〈Bh〉s hs(Bh)
)]
,
where the second equality follows from (4.10) and the obvious identity 〈B〉 = 〈Bh〉.
By Theorem 3.3 and Remark 3.4,
Eh
[∫ 1
0
hs(B
h) ·
(
d〈Bh〉s hs(Bh)
)]
= E
[∫ 1
0
hs(B) · (d〈B〉s hs(B))
]
6 σ21E
[∫ 1
0
|hs(B)|2 ds
]
,
and therefore the assertion is proved.
Lemma 4.23. Let f : Ω → R be bounded and Lipschitz continuous. Then for every
h ∈ (M2G(0, 1))d, we have f
(
T h(B)
)
∈ L1G(Ω).
Proof. For each n ∈ N, let the partition ∆n of [0, 1] and the polygonal approxi-
mation (ω)∆n of ω ∈ Ω be as in the proof of Lemma 4.18. Since f is continuous
and
∫ t
0
d〈B〉s hs has a q.c. version for each t ∈ [0, 1], it is clear that the functional
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f
(
(T h(B))∆n
)
also has a q.c. version, hence belongs to L1G(Ω) due to (2.18). There-
fore, in order to prove the lemma, it is sufficient to show
E
[∣∣∣f (T h(B))− f ((T h(B))∆n)∣∣∣] −−−→
n→∞
0. (4.49)
To this end, note that, similarly to (4.41), we have
ρ
(
ω, (ω)∆n
)
6 2 max
16k6n
sup
tk−16t6tk
∣∣ωt − ωtk−1∣∣ for ω ∈ Ω.
Combining this estimate with Lipschitz continuity of f , we see that the left-hand
side of (4.49) is bounded from above by
2Lip(f)
(
I1n + I
2
n
)
with
I1n = E
[
max
16k6n
sup
tk−16t6tk
∣∣Bt −Btk−1∣∣] , I2n = E
[
max
16k6n
sup
tk−16t6tk
∣∣∣∣∣
∫ t
tk−1
d〈B〉s hs
∣∣∣∣∣
]
.
As to I2n, we see that by (2.20) and the Cauchy-Schwarz inequality,
I2n 6 σ21E
[
max
16k6n
sup
tk−16t6tk
∫ t
tk−1
|hs| ds
]
6 σ21E
[
max
16k6n
sup
tk−16t6tk
√
t− tk−1
(∫ 1
0
|hs|2 ds
)1/2]
6 σ21n−1/2‖h‖M2G(0,1;Rd).
Therefore I2n tends to 0 as n → ∞. In order to see the convergence of I1n to 0,
fix ε > 0 arbitrarily. By the tightness of the family
{
Pθ : θ ∈ AΘ0,1
}
, there exists a
compact Kε ⊂ Ω such that c (Kcε) 6 ε. We bound I1n from above by the sum
E
[
max
16k6n
sup
tk−16t6tk
∣∣Bt −Btk−1∣∣ ;Kε]+ E [max
16k6n
sup
tk−16t6tk
∣∣Bt −Btk−1∣∣ ;Kcε] . (4.50)
Due to the uniform equicontinuity of Kε by the Arzelà-Ascoli theorem (see [2, The-
orem 7.2]), the first term of (4.50) converges to 0 as n→ ∞. On the other hand, the
second term of (4.50) is dominated by
2E
[
sup
06t61
|Bt| ;Kcε
]
6 2E
[
sup
06t61
|Bt|2
]1/2
c (Kcε)
1/2
by the Cauchy-Schwarz inequality. Combining these with the estimate given in (4.43)
yields
lim sup
n→∞
I1n 6 4
√
dσ1
√
ε,
which leads to (4.49) as ε is arbitrary.
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Using Lemmas 4.22 and 4.23, we prove Proposition 4.20.
Proof of Proposition 4.20. Let δ > 0 and A ∈ B(Ω) be such that ĉ (A) < δ. Let
h ∈ (M2G(0, 1))d and fix a compact subset K ⊂ A arbitrarily. We take a sequence
{hn}n∈N ⊂ (Sb,Lip)d so that
lim
n→∞
‖h− hn‖M2G(0,1;Rd) = 0. (4.51)
For each m ∈ N, set the function gm by gm(a) = 1 − ma for 0 6 a 6 1/m and
gm(a) = 0 for a > 1/m. Then the mapping Ω 3 ω 7→ gm(ρ(ω,K)) is bounded and
Lipschitz continuous, where ρ(ω,K) := infω′∈K ρ(ω, ω
′). Hence by Lemma 4.23,
gm
(
ρ
(
T h(B), K
))
, gm
(
ρ
(
T h
n
(B), K
))
∈ L1G(Ω), m = 1, 2, . . . . (4.52)
Fix α > 1. We start with the proof of
E
[
gm
(
ρ
(
T h(B), K
))]
6 αE [gm (ρ (B,K))] +
1
logα
Ch, (4.53)
where
Ch :=
1
e
+
1
2
σ21 sup
n∈N
‖hn‖2M2G(0,1;Rd).
Note that Ch <∞ by (4.51). For each n ∈ N, we bound the left-hand side of (4.53)
from above by
E
[∣∣gm (ρ (T h(B), K))− gm (ρ (T hn(B), K))∣∣]+ E [gm (ρ (T hn(B), K))] . (4.54)
The first term is dominated by
Lip(gm)E
[∣∣∣∣ sup
06t61
∫ t
0
d〈B〉s (hs − hns )
∣∣∣∣] 6 Lip(gm)σ21‖h− hn‖M2G(0,1;Rd),
which vanishes by letting n → ∞. As to the second term of (4.54), let hn be a
bounded element of M2,0G (0, 1) that satisfies (4.10) with h replaced by h
n. Noting
that (4.10) yields the relation T h
n
(Bh
n
) = B, we have, by (4.52) and Theorem 3.3
(see Remark 3.4),
E
[
gm
(
ρ
(
T h
n
(B), K
))]
= Ehn [gm (ρ (B,K))] . (4.55)
Following an argument in the proof of [4, Lemma 2.8], we estimate (4.55) from above
by
E
[
gm (ρ (B,K))D
hn
1 ;D
hn
1 6 α
]
+ E
[
gm (ρ (B,K))D
hn
1 ;D
hn
1 > α
]
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6 αE [gm (ρ (B,K))] +
1
logα
E
[
gm (ρ (B,K))D
hn
1 logD
hn
1 ;D
hn
1 > α
]
6 αE [gm (ρ (B,K))] +
1
logα
(
1
e
+ E
[
Dh
n
1 logD
hn
1
])
. (4.56)
Here for the last line, we used the inequality
1l(α,∞)(x)x log x 6
1
e
+ x log x for all x > 0.
Using Lemma 4.22, we see that (4.56) is dominated by
αE [gm (ρ (B,K))] +
1
logα
Ch.
Combining these leads to (4.53).
For the the left-hand side of (4.53), we have
c
(
T h(B) ∈ K
)
6 E
[
gm
(
ρ
(
T h(B), K
))]
(4.57)
since 1lK(ω) 6 gm(ρ(ω,K)) for all ω ∈ Ω. On the other hand, as m → ∞,
gm (ρ (ω,K)) converges to 1lK(ω) for all ω ∈ Ω by the closedness of K, and this
convergence is decreasingly monotone. Therefore by [5, Theorem 31] and Theo-
rem 2.12,
lim
m→∞
E [gm (ρ (B,K))] = Ê [1lK(B)] 6 ĉ (A) , (4.58)
where the inequality follows from the inclusion K ⊂ A. Then by (4.53) with α =
1/
√
δ, and by (4.57) and (4.58), we have for any compact subset K ⊂ A,
c
(
T h(B) ∈ K
)
6 1√
δ
ĉ (A) +
2
log(1/δ)
Ch
<
√
δ +
2
log(1/δ)
Ch
as ĉ (A) < δ. Therefore
c
(
T h(B) ∈ A
)
= sup
θ∈AΘ0,1
Pθ ◦
(
T h(B)
)−1
(A)
= sup
θ∈AΘ0,1
sup
K⊂A
K: compact
Pθ ◦
(
T h(B)
)−1
(K)
= sup
K⊂A
K: compact
c
(
T h(B) ∈ K
)
6
√
δ +
2
log(1/δ)
Ch, (4.59)
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where the second line follows from the fact that Pθ ◦
(
T h(B)
)−1
is a regular measure
for each θ ∈ AΘ0,1 as Ω is a complete separable metric space. Since the rightmost side
of (4.59) can be arbitrarily small by letting δ ↓ 0, we conclude (4.47). Moreover, as
mentioned just below Theorem 2.12, c (N) = 0 implies ĉ (N) = 0, from which we
have (4.48).
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Appendix
A.1 Moments of G-Brownian motion
As an appendix to Section 2.3, we touch on the evaluation of the moments of G-
Brownian motion. The G-heat equation (2.5) is known to have classical and explicit
solutions with some initial conditions. Consider viscosity solutions of the G-heat
equation
∂u
∂t
−G(D2u) = 0 in (0, 1]× Rd (A.1)
with different initial conditions. Here
G(A) = sup
γ∈Θ
{
1
2
tr[γγ∗A]
}
for d× d symmetric real matrix A. Fix a ∈ Rd. With simple calculation, we see that
if the initial condition is given by u(0, x) = a · x, x ∈ Rd, then u(t, x) = a · x is the
solution of (A.1). It is also immediate that if the initial condition is u(0, x) = (a ·x)2,
x ∈ Rd, then the corresponding solution is u(t, x) = σaa∗t+(a·x)2, where the constant
σaa∗ is defined via
σA := sup
γ∈Θ
tr [γγ∗A] (A.2)
for d × d symmetric matrix A. From these, we observe typical values of the G-
expectation of G-Brownian motion:
E [a ·Bt] = −E [−a ·Bt] = 0, E
[
(a ·Bt)2
]
= σaa∗t. (A.3)
Similarly we can evaluate the higher order moments of a ·Bt by explicit solutions of
G-heat equation; see [14].
A.2 Proof of Proposition 4.15
We end this thesis with the proof of Proposition 4.15. The arguments proceed as in
the classical case; see, e.g., the proof of [6, Theorem 1.2.3].
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Proof of Proposition 4.15. Let I be a rate function on a Polish space X . Suppose
that a family {Xε; ε > 0} of X -valued random variables satisfies the Laplace principle
on X with rate function I, that is,
lim
ε→0
ε logE
[
exp
(
Φ (Xε)
ε
)]
= sup
x∈X
{Φ(x)− I(x)} (A.4)
for all bounded continuous functions Φ : X → R. We split the proof into the
derivation of the lower bound
lim inf
ε→0
ε log c (Xε ∈ A) > − inf
x∈A◦
I(x) (A.5)
and the upper bound
lim sup
ε→0
ε log c (Xε ∈ A) 6 − inf
x∈Ā
I(x)
for any Borel-measurable sets A ⊂ X , where A◦ and Ā denote the interior and the
closure of A, respectively.
Step 1: proof of the lower bound. There is nothing to prove if infx∈A◦ I(x) = ∞,
and hence we suppose infx∈A◦ I(x) < ∞. Fix any x ∈ A◦ with I(x) < ∞, and let
M > I(x). Since A◦ is open, there exists a δ > 0 such that
Gδ := {y ∈ X : d(x, y) < δ} ⊂ A◦,
where d is the distance on X . Define a bounded continuous function Φ by
Φ(y) := −M
(
d(x, y)
δ
∧ 1
)
, y ∈ X .
Since Φ satisfies Φ(y) = −M for y 6∈ Gδ, and Φ 6 0 on X , we have
E
[
exp
(
Φ(Xε)
ε
)]
6 E
[
e−M/ε;Xε 6∈ Gδ
]
+ E
[
exp
(
Φ(Xε)
ε
)
;Xε ∈ Gδ
]
6 e−M/ε + c (Xε ∈ Gδ) .
Therefore it follows that
ε logE
[
exp
(
Φ(Xε)
ε
)]
6 ε log 2 + max {−M, ε log c (Xε ∈ Gδ)} .
Letting ε→ 0, we see from the Laplace principle (A.4) that
sup
y∈X
{Φ(y)− I(y)} 6 max
{
−M, lim inf
ε→0
ε log c (Xε ∈ Gδ)
}
. (A.6)
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Since Φ(x) = 0, the left-hand side of (A.6) is bounded from below by
Φ(x)− I(x) = −I(x) > −M.
Therefore it must be
−I(x) 6 lim inf
ε→0
ε log c (Xε ∈ Gδ) 6 lim inf
ε→0
ε log c (Xε ∈ A◦) .
Taking the supremum of the leftmost side over x ∈ A◦, we obtain the lower bound
(A.5).
Step 2: proof of the upper bound. Define a function Υ on X by
Υ(x) :=
{
0 if x ∈ Ā,
−∞ if x 6∈ Ā.
We set the sequence {Φn}n∈N of bounded continuous functions by
Φn(x) := −n
(
d(x, Ā) ∧ 1
)
, x ∈ X ,
so that Φn(x) ↘ Υ(x) as n → ∞ for each x ∈ X . Here d(x, Ā) := infy∈Ā d(x, y).
Since it holds that for all n ∈ N,
ε log c
(
Xε ∈ Ā
)
= ε logE
[
exp
(
Υ(Xε)
ε
)]
6 ε logE
[
exp
(
Φn(X
ε)
ε
)]
,
the Laplace principle (A.4) implies
lim sup
ε→0
ε log c
(
Xε ∈ Ā
)
6 sup
x∈X
{Φn(x)− I(x)} .
Therefore it is enough to show
lim sup
n→∞
sup
x∈X
{Φn(x)− I(x)} 6 − inf
x∈Ā
I(x). (A.7)
To see this, note that Φn(x)− I(x) 6 0 for all n ∈ N and x ∈ X . Since (A.7) holds
if infx∈Ā I(x) = 0, we assume infx∈Ā I(x) > 0. By the definition of Φn, we have
sup
x∈X
{Φn(x)− I(x)} = max
{
− inf
x∈Ā
I(x), sup
x∈Āc
{Φn(x)− I(x)}
}
.
The proof is completed by showing
lim sup
n→∞
sup
x∈Āc
{Φn(x)− I(x)} 6 − inf
x∈Ā
I(x); (A.8)
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we prove it by contradiction. Suppose infx∈Ā I(x) < ∞, and let l := infx∈Ā I(x). If
we assume
lim sup
n→∞
sup
x∈Āc
{Φn(x)− I(x)} > −l,
then there exists a subsequence {Φn(j)}j∈N ⊂ {Φn}n∈N and ε ∈ (0, l/2) such that for
all j ∈ N,
sup
x∈Āc
{
Φn(j)(x)− I(x)
}
> −l + 2ε.
For each j ∈ N, we can take an xj ∈ Āc such that
Φn(j)(xj)− I(xj) > −l + ε. (A.9)
In particular, this yields supj∈N I(xj) 6 l − ε, from which we observe that each xj
belongs to the level set L := {x ∈ X : I(x) 6 l − ε}. Since the level set is compact,
there is a subsequence {xj(m)}m∈N ⊂ {xj}j∈N and x0 ∈ L such that
d
(
xj(m), x0
)
→ 0 as m→ ∞. (A.10)
On the other hand, (A.9) also implies that the distance d(xj, Ā) tends to 0 as j → ∞.
Indeed, if lim supj→∞ d(xj, Ā) > 0, then for some subsequence {xj′}j′∈N ⊂ {xj}j∈N,
Φn(j′)(xj′) = −j′
(
d(xj′ , Ā) ∧ 1
)
→ −∞ as j′ → ∞,
which contradicts (A.9). The convergence of d(xj, Ā) to 0 implies that there exists a
sequence {yj}j∈N ⊂ Ā such that limj→∞ d(xj, yj) = 0. Combining this with (A.10),
we have
d
(
yj(m), x0
)
→ 0 as m→ ∞.
As every yj is a member of the closed set Ā, x0 is also a member of Ā, and hence
I(x0) > inf
x∈Ā
I(x) = l,
which contradicts the fact that x0 ∈ L. When infx∈Ā I(x) = ∞, we can show (A.8)
by the same arguments with l replaced by arbitrarily largeM , and hence we complete
the proof.
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