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Charged particles in a magnetosphere are spontaneously attracted to a planet while increasing their kinetic energy
via inward diffusion process. A constraint on particles’ micro-scale adiabatic invariants restricts the class of motions
available to the system, giving rise to a proper frame on which particle diffusion occurs. We investigate the inward
diffusion process by numerical simulation of particles on constrained phase space. The results reveal the emergence of
inhomogeneous density gradient and anisotropic heating, which is consistent with spacecraft observations, experimental
observations, and the recently formulated diffusion model on the constrained phase space.
Magnetospheres are the prototypical systems that demon-
strate spontaneous confinement of plasmas by magnetic force.
Since magnetic force is free of mechanical work, its effect
does not appear as an energy term in the Boltzmann distribu-
tion (which is in marked contrast with the gravitational con-
finement created by a star). Instead, the magnetic field mani-
fests itself as topological constraints in the dynamics and equi-
librium structures; for example, see Ref. 1 for a recent formu-
lation of magnetic confinement in the perspective of phase-
space foliation.
The self-organization of a magnetospheric plasma confine-
ment, both in astronomical magnetic dipoles2,3 and laboratory
ones4–6, requires a spontaneous mechanism that ‘creates’ den-
sity gradients. As a concomitant effect, particles are acceler-
ated (heated) as they climb up the density gradients7; conser-
vation of first and second adiabatic invariants along the in-
ward displacement increases particle’s kinetic energy. The
Van Allen radiation belt is believed to be the product of such
process8–10 (electrons in an ultra-relativistic regime are cre-
ated by non-local acceleration mechanisms, such as wave par-
ticle interaction11–13). Recently, the inward diffusion heating
was observed in laboratory magnetosphere experiments14,15.
As mentioned above, magnetic field does not produce a po-
tential energy (unlike gravity or electrostatic force); hence the
concentration and acceleration are not due to centripetal force.
The driving force for such ‘up-hill diffusion’16 and accelera-
tion may come from some fluctuations. The key element of
the mechanism is, then, the symmetry breaking that selects
the preferential direction for particles to penetrate. The sym-
metry breaking appears in the metric of the phase space; the
root cause of an inhomogeneous metric is the topological con-
straint imposed on magnetized particles by the adiabatic in-
variants such as magnetic moments1,17,18.
The early theoretical studies developed an empirical
Fokker–Planck type diffusion model on a phase space spanned
by adiabatic invariants19 and explained planetary radiation
belt with inhomogeneous density gradients (see Ref. 20 and
references therein). This theory was later developed into a
unified model according to which the number of particles con-
tained in each magnetic flux tube tends to be homogenized,
with the result that a peaked density profile is formed in-
wardly where the flux tube volume diminishes18. Although
this model is applicable to a tokamak configuration21,22, the
density profile in a tokamak is homogeneous compared to
that of a dipole field, since the magnetic field of the former
is more homogeneous23. The aforementioned Fokker–Plank
type equation also revealed that an inhomogeneous temper-
ature profile is obtained by equalising entropy density per
unit magnetic flux23. The results in the literature are consis-
tent with a gyrokinetic simulation in a dipole configuration24.
Recently, the empirical kinetic equation was reformulated in
more rigorous manner25 based on the idea of a phase space fo-
liation1. The numerical simulations of the model revealed the
inhomogeneous density profile25 and anisotropic heating26,27.
The aim of this work is to put the inward diffusion process
into the test by particle simulation. By doing so, we elude
a stochastic modeling and examine the inward diffusion pro-
cess not in terms of diffusion coefficient, but amplitude and
time scale of perturbation. We also examine the marginal
regimes of adiabatic invariances of both cyclotron and bounce
motions. The latter is of special interest, because the con-
servation of the second adiabatic invariant may increase the
magnetic-field aligned temperature as the particles diffuse in-
ward (Fermi acceleration), if the bounce action is conserved.
The results are compared with the diffusion model (Fokker-
Planck equation) based on the same ansatz of topological con-
straint25.
We construct the model of magnetospheric particle motion
upon the magnetic coordinate (`, ψ, θ), which may be inter-
preted as the proper frame on which particle diffusion oc-
curs25. Here, an axisymmetric magnetic field with no toroidal
component may be written as B = ∇ψ × ∇θ, allowing the de-
notation of the coordinate by ` along the magnetic field lines,
the magnetic flux function ψ, and the toroidal angle θ. In a
strong enough magnetic field, the canonical angular momen-
tum Pθ = mrvθ + qψ is dominated by qψ, constraining the
radial position of particles to the magnetic surface defined by
ψ, where m and q are the particle mass and charge, vθ is the
toroidal drift velocity and r is the radial coordinate. Pθ is the
adiabatic invariant corresponding to drift motion which is the
most macroscopic among the three characteristic periodic mo-
tions in magnetospheres (i.e. the cyclotron, bounce, and drift
motion).
The macroscopic motion of a particle may be derived as the
ar
X
iv
:1
60
9.
02
37
3v
3 
 [p
hy
sic
s.p
las
m-
ph
]  
7 N
ov
 20
16
2particle motion on a foliation of phase space, where the class
of motions available to the system is restricted. This is done
by applying general Hamiltonian mechanics28. Macroscopic
particle motion is described as a non-canonical Hamiltonian
system with a foliated phase space by modifying the Poisson
operator and separating micro-scale variables1. In the case
of magnetospheres, choosing the adiabatic invariants of cy-
clotron, bounce, and drift motion and their angle variables as
the canonical phase space z = (µ, θc; J||, θb; Pθ, θ) and writ-
ing the Hamiltonian as H = µωc + J||ωb + qφ, the cyclotron
motion variables may be separated. Here, the magnetic mo-
ment µ, the bounce action J|| and Pθ are the adiabatic invari-
ants of the cyclotron, bounce, and drift motion, with θc, θb,
and θ their angle variables. ωc and ωb are the angular veloci-
ties of cyclotron and bounce motion, and φ is the electric po-
tential. The Hamilton’s equation gives the following equation
of motion on the magnetic coordinate.
d`
dt
=
P||
m
dP||
dt
= −µq
m
∂B
∂`
− q∂φ
∂`
dθ
dt
=
µ
m
∂B
∂ψ
+
∂φ
∂ψ
dψ
dt
= −∂φ
∂θ
, (1)
where the kinetic energy of drift motion has been omitted by
the approximation Pθ = qψ. Below in order to observe parti-
cles diffusing with respect to ψ, the white noise perturbation
of the azimuthal electric field Eθ ∝ ∂φ/∂θ is applied.
We note that (1) is simplified from a guiding-center equa-
tions derived in Ref. 26 which include a geometric effect
caused by non-orthogonality of a magnetic coordinate. When
the geometric effect is considered, the perturbation in az-
imuthal electric field (∂φ/∂θ) affects the parallel dynamics. In
this study, we omit the geometric effect for the sake of sim-
plicity, hence the parallel dynamics is decoupled from the az-
imuthal electric field.
We start by comparing orbits of particles foliated by mag-
netic moment with those of non-foliated particles that keep
track of cyclotron orbits. The former is obtained by numer-
ical solution of (1) and the latter by that of Newton’s equa-
tion of motion. First, in order to compare foliated and non-
foliated particle orbits, we study the constancy of magnetic
moment using a non-foliated particle. Next, we confirm the
relationship between the constancy of magnetic moment and
the macroscopic motion. Lastly, we compare foliated and
non-foliated particle orbits on a variety of energy levels. All
particle simulation parameters consider electron motion under
the magnetic field of the RT-1 device29. A particle is initially
located on a magnetic field line that passes r = 1 m and z = 0
where the magnetic field strength is ∼ 5 × 10−3 T. The initial
kinetic energy of the particle is E⊥0 = E||0 = 5 eV, where E⊥
and E|| are parallel and perpendicular energy respectively, and
subscript 0 denotes initial condition.
Figure 1(a) shows the time evolution of the magnetic mo-
ment of a non-foliated particle as a difference rate from the
initial value, with electrostatic potential perturbations of vary-
ing amplitude (Apert). The figure shows that the magnetic mo-
ment differs from its initial value by less than 10% with a
weak perturbation (eApert/E⊥0 ≤ 4). By a moderately strong
perturbation of eApert/E⊥0 = 10, the magnetic moment shifts
to a −20% value and gets fixed. This is due to the particle
moving to a stronger magnetic field after a surge of perturba-
tion disrupts its conservation of magnetic moment, allowing a
stronger conservation of the new value. Such an occurrence
may also be seen in eApert/E⊥0 = 4. Perturbations with an
amplitude of eApert/E⊥0 = 20 and greater do not allow the
particle to finish a gyrating orbit, and throws the particle out-
side the trapping zone of the magnetic field.
Figure 1(b) shows the time evolution of the magnetic mo-
ment of a non-foliated particle with varying time scales of
perturbation (τpert). The figure shows that the magnetic mo-
ment differs from its initial value by less than 10% with a
low frequency perturbation (τpertωc0 > 10) where ωc0 ∼
1.16×10−9 s−1 is the cyclotron frequency at r = 1 m and z = 0.
The difference of the magnetic moment increases largely with
a high frequency perturbation τpertωc0 ≤ 10.
Figure 1(c) and (d) show the difference of foliated orbits
to non-foliated orbits for values of the bounce amplitude `max,
bounce period Tb, and ψ. The difference largely increases with
a high frequency perturbation of the same order as the Larmor
period or with a moderately strong perturbation that allows
particles to escape from the magnetic trapping zone. The dis-
ruption of magnetic moment constancy disturbs the macro-
scopic structure given by the foliation, resulting in a higher
difference between the foliated and non-foliated orbits.
Figure 1(e) and (f) show the difference of foliated orbits to
non-foliated orbits without perturbation under various initial
kinetic energy. The combinations of E|| and E⊥ correspond
to (e) varied kinetic energy and Larmor radius (E|| = 1 eV,
E⊥ = 1 ∼ 1000 eV) and (f) varied Larmor radius with a nearly
constant kinetic energy (E|| = 50 eV, E⊥ = 0.02 ∼ 50 eV).
The figures show the effect upon the macro hierarchy caused
by the enlargement of Larmor radius and the interaction of
different periodic motions. In Fig. 1(e), a larger Larmor ra-
dius by an increase in E⊥ causes a varying magnetic field
over the course of gyration, resulting in a higher difference.
In Fig. 1(f), the interaction of cyclotron motion and bounce
motion is initially small with a low E⊥, enlarges as E⊥ in-
creases, and returns small as E⊥ nears E||, resulting in a hill
shape graph.
Next we present the results of many particle simulation cal-
culated by (1). The computational cost of (1) is significantly
reduced from that of Newton’s equation of motion. We ob-
serve the time evolution of particle distribution starting from
an initial condition of a 10 eV isotropic Maxwell-Boltzmann
distribution. Taking into account the above result, the per-
turbation amplitude and time scale are chosen so that particle
orbits of (1) do not deviate from those of Newton’s equation
of motion: eApert/E⊥0 = 0.125 and τpertωc0 = 1 × 105 for
Fig. 2, and eApert/E⊥0 = 0.4 and τpertωc0 = 2 × 105 for Fig. 3.
The particle number of the simulations is 70903 for Fig. 2 and
3FIG. 1. (a)(b) The time evolution of magnetic moment µ(t) in
relative difference rate dµ (:= (µ(t) − µ(t = 0))/µ(t = 0)) from its
initial value, under perturbation with various (a) amplitude (time
scale is fixed τpertωc0 ∼ 104) and (b) time scale (amplitude is fixed
eApert/E⊥0 = 1). (c)(d) The relative difference rate of bounce am-
plitude d`max(%) (:= |`maxµ − `max|/`max), bounce period dTb(%) (:=
|Tbµ − Tb|/Tb), and magnetic flux function dψ(%) (:= |ψµ − ψ|/ψ)
between foliated (subscript µ) and non-foliated (no subscript) parti-
cles, under perturbation with various (c) amplitude and (d) time scale.
(e)(f) d`max(%), dTb(%), dψ(%) with varied energy (e) (E|| = 1 eV,
E⊥ = 1 ∼ 1000 eV) and (f) (E|| = 50 eV, E⊥ = 0.02 ∼ 50 eV).
46016 for Fig. 3.
Figure 2(a)–(f) show the time evolution of the density dis-
tribution in the proper frame (` − ψ coordinate) and in the
laboratory frame (r − z coordinate). Here, ψ is normalized by
ψ0 := ψ(r = 1 m, z = 0). Diffusion on the proper frame is
observed as inward diffusion in the laboratory frame. Parti-
cles start from an inhomogeneous distribution in the proper
frame, which corresponds to the homogeneous distribution
in the laboratory frame. Diffusion in ψ diminishes the den-
sity gradient in the proper coordinates and the particle num-
ber per unit flux tube is progressively homogenized. Since
the flux tube volume becomes thinner as one moves toward
the center of the dipole, the flattening in the proper coordi-
nates is seen as a steepening density profile in the laboratory
frame (Fig. 2(d)–(f)). This scenario is consistent with theoret-
ical predictions18,23. Particle distribution with respect to ` is
squeezed into the equatorial plane (` = 0) by the mirror effect.
Figure 2(g)–(l) show the time evolution of the parallel and
perpendicular temperature (T|| = m〈v2|| 〉/2 and T⊥ = m〈v2⊥〉/2)
with respect to the magnetic field lines. The figure shows that
particles are heated anisotropically. Initially, the distributions
of both the parallel and perpendicular temperature are homo-
geneous, and their values are of the same order. Then both
of the temperature distributions evolve to form a peak area by
perturbation. The peak area corresponds to the high-ψ edge of
the density peak. This is due to the acceleration of particles as
they move in the positive ψ direction, and a higher statistical
chance of high energy particles with higher particle number.
While particles are accelerated in the perpendicular direction
as they diffuse inwards, they may get accelerated or deceler-
ate in the parallel direction depending on which point of the
bounce orbit they are at. Such a difference in the acceleration
mechanism causes the peak of the parallel and perpendicular
temperature to have a different position and value. Thus the
anisotropic heating of inward diffusion is confirmed by parti-
cle delineation.
Next we compare the particle simulation results with sim-
ulation results gained by the diffusion model by Sato25. The
aforementioned perturbation parameter setting corresponds to
the same order of diffusion coefficient used in the diffusion
model simulation. The assumed perturbation waveforms are,
however, different between the particle simulation and the
diffusion model simulation; the former assumes a rectangu-
lar waveform and the latter assumes a triangular waveform25.
Figure 3(a) and (b) show the comparison of the laboratory
frame density between the particle simulation and the diffu-
sion model simulation. In both models, diffusion with respect
to ψ is observed as inward diffusion in the laboratory frame
with particle distribution getting squeezed into the equatorial
plane as the diffusion progresses. The difference of the time
steps between the figures (t = 0.8 ms for the particle simula-
tion and t = 0.1 ms for the diffusion model simulation) is due
to the different values of the diffusion coefficient. In particu-
lar, by comparing the strength of diffusion in the two simula-
tions, we find that the distribution calculated with the diffusion
model at t = 0.1 ms roughly corresponds to that obtained by
particle simulation at t = 0.8 ms. As shown in the previous
study on the diffusion model25, the density distribution will
be further squeezed into the equatorial plane as time advances
(i.e., t > 0.1 ms), creating vertically a thin structure. There-
fore, we expect that such a change will observed in the parti-
cle simulation at t > 0.8 ms as well. However, particle sim-
ulations longer than 0.8 ms were not conducted in this study.
Figure 3 (c)–(f) show the comparison of temperature distri-
bution between the particle model and diffusion model. Both
simulations show good agreement on the anisotropic heating
resulting in T⊥ > T||, whereas the diffusion model gives the
larger anisotropy.
In conclusion, the inward diffusion process was investi-
gated by numerical simulation of particles on the foliated
phase space. Clumping and anisotropic heating of the par-
ticles were observed. The obtained density and temperature
4FIG. 2. The time evolution (t = 0 s (top), 0.02 s (middle), 0.16 s (bottom)) of density distribution (a)–(c) in the proper frame (n`ψ), (d)–(f) in
the laboratory frame (nrz), (g)–(i) the perpendicular temperature (T⊥ = m〈v2⊥〉/2), and (j)–(l) the parallel temperature (T || = m〈v2|| 〉/2).
FIG. 3. The comparison of (a)–(b) nrz, (c)–(d) T⊥, and (e)–(f) T || between particle simulation (top) and diffusion model simulation (bottom).
The snapshots are taken at t = 0.8 ms for the particle simulation and t = 0.1 ms for the diffusion model simulation. The difference in the speed
of evolution is due to the modeling of the diffusion coefficient from perturbation setting.
profiles showed good agreement with the diffusion model in
the previous study. Such structurization and anisotropic heat-
ing are also consistent with the laboratory experiment re-
sults4–6,14.
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