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  ﺴﺘﺨﻠﺺﻤاﻟ
      ﻓﻰ إﺗﺼﺎﻻت اﻟﺰﻣﻦ اﻟﻔﻌﻠﻰ ﻣﺜﻞ اﻟﻮﺳﺎﺋﻂ اﻟﻤﺘﻌﺪدة واﻟﻤﻮﺗﻤﺮات اﻟﻤﺸﺘﺮآﻪ ﻳﻮﺟﺪ ﺗﺎﺧﻴﺮ ﻟﻠﺮﺳﺎﺋﻞ اﻟﻤﺮﺳﻠﻪ 
  .                                                                                                ﻣﻤﺎ ﻳﻮدى اﻟﻰ ﻓﻘﺪاﻧﻬﺎ
راﺳѧѧѧﺔ  وﺗﻨﻔﻴѧѧѧﺬ ﺑﺮﺗﻮآѧѧѧﻮل اﻟﻨﻔѧѧѧﺎذ اﻟﻤﺘﻌﺪدﺑﺘﺤѧѧѧﺴﺲ ﺣﺎﻣѧѧѧﻞ اﻟѧѧѧﺰﻣﻦ      اﻟﻬѧѧѧﺪف ﻣѧѧѧﻦ هѧѧѧﺬﻩ اﻻﻃﺮوﺣѧѧѧﻪ هѧѧѧﻮ د 
  .اﻟﺬى ﻳﺴﺘﺨﺪم ﻟﺘﻘﻠﻴﻞ ﻓﻘﺪان اﻟﺮﺳﺎﺋﻞ اﻟﻤﺮﺳﻠﻪ(  AMSCTV)اﻻﻓﺘﺮاﺿﻲ
      وﻓѧѧﻰ هѧѧﺬﻩ اﻻﻃﺮوﺣѧѧﻪ ﺗﻤѧѧﺖ دراﺳѧѧﺔ ﻧﻈѧѧﺎم ﺗѧѧﺸﻐﻴﻞ اﻟﻮﺳѧѧﺎﺋﻂ اﻟﻤﺘﻌѧѧﺪدة وﻧﻈѧѧﺎم ﺗѧѧﺸﻐﻴﻞ اﻟѧѧﺰﻣﻦ اﻟﻔﻌﻠѧѧﻰ 
وﻣѧﻦ ﺛѧﻢ (  AMSCTV)ﻨﻔﻴѧﺬ ﺑﺮﺗﻮآѧﻮل ﻟﺘ( ++C)واﻻﺗﺼﺎﻻت ﻓﻰ اﻟﺰﻣﻦ اﻟﻔﻌﻠﻰ وﺗѧﻢ ﺗѧﺼﻤﻴﻢ ﺑﺮﻧѧﺎﻣﺞ ﺑﻠﻐѧﺔ 
  .ﺗﻤﺖ دراﺳﺔ ﻋﻼﻗﺔ  اﻟﺰﻣﻦ اﻟﻔﻌﻠﻰ اﻟﻰ اﻟﺰﻣﻦ اﻻﻓﺘﺮاﺿﻲ وﻣﻼﺣﻈﺔ اﻟﻨﺘﺎﺋﺞ ﻟﻘﻴﻢ ﻣﺨﺘﻠﻔﻪ ﻟﻠﻤﻌﺪل
      ووﺟﺪ ان آﻞ ﻣﺎ زاد اﻟﻤﻌﺪل ﺗﻘﻞ ﻧﺴﺒﺔ ﻓﻘﺪان اﻟﺮﺳﺎﺋﻞ اﻟﻤﺮﺳﻠﻪ وهﺬﻩ اﻟﻨﺘﻴﺠﻪ ﻣﻄﺎﺑﻘﻪ ﻟﻠﻨﺘﺎﺋﺞ اﻟﺘﻰ ﺗﺤﺼﻠﻨﺎ 
  .ﻋﻠﻴﻬﺎ رﻳﺎﺿﻴﺎ
  .ﻳﻮدى اﻟﻰ ﺗﻘﻠﻴﻞ ﻓﻘﺪان اﻟﺮﺳﺎﺋﻞ اﻟﻤﺮﺳﻠﻪ ( AMSCTV)     وﻧﺴﺘﺨﻠﺺ ان ﺑﺮﺗﻮآﻮل 
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                                              Abstract 
     In real-time communication such as multimedia and videoconferencing, 
there is delay in transmitted messages      
     The Objective of the thesis is to study and execute the protocol Virtual-Time 
Carrier Sensed Multiple Access (VTCSMA) which is used to minimize the 
missing transmitted messages. 
     In this thesis we study Multimedia operating system, Real-Time Operating 
System, Communications in Real –time and we use (C++) program to execute 
the code that is established to the VTCSMA algorithm and then we study the rate 
of the real time clock to the virtual time clock and observe the results for the 
various values of the rate. 
    We see that when the rate increase the missing messages decrease and the 
results are identical to the results obtained mathematically. 
   We conclude that the protocol (VTCSMA) is minimizing the missing 
transmitted messages.  
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                                                     Chapter 1 
                                               Introduction 
Almost all future computer systems will be real-time systems,  this will be 
largely due to the convergence of communications, computers, and databases 
which were supplied (fueled) by distributed multimedia.  In the seven years since,  
multimedia has indeed revolutionized the way that people use computers.  An 
increasing number of devices cell phones, digital video cameras, as well as PCs 
can generate, manipulate, and play digital video and audio. PC users regularly 
surf Web pages containing embedded video and animations; swap songs and 
videos with peer-to-peer software; attach USB cameras to hold videoconferences; 
add TV tuner cards to build their own personal video recorders; and play 
computer games that incorporate cinematic video clips, surround sound, and 
realistic real-time graphics engines. 
     Traditionally, real-time systems have been equated with simply meeting 
all deadlines, but this view is somewhat narrow for discussing the future of real-
time computing. In a more general sense, real-time implies predictable, and a 
broad spectrum of real-time systems has begun to emerge. At one end, traditional 
hard real-time systems are often safety-critical (e.g., an air traffic control system 
or a laser surgery device), and typically in these systems a missed deadline can 
lead to a catastrophic failure. 
Such systems often require extensive analysis of the set of applications to be run, 
and models of the fine-grained resource requirements made by each, in order to 
make assurances that all deadlines will be met in the running system. At the 
other end of the spectrum, nearly all PCs are now soft real-time computer 
systems: they run applications whose real-time performance matters and they 
supply the user with knobs for adjusting this performance. Usually the 
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applications that run in a soft real-time system have not undergone thorough 
analysis, and the workload is not known a priori; thus, it may not always be 
possible to quantify the exact quality of service (QoS) that the system is able to 
provide. 
Finally, firm real-time systems occupy a middle ground that is becoming 
increasingly well-established. A firm real time system is one that is committed to 
meet QoS requirements on contractual terms. In other words, a firm real-time 
system may or may not meet more deadlines than a soft real-time one; rather, the 
important distinction is that the firm real-time system provides the user and 
applications with advance knowledge about its real-time behavior by making 
some sort of a contract with them,and refuses to enter into a contract that cannot 
be met. Firm real-time systems often borrow approaches and techniques from 
hard real-time systems, such as analytic modeling of various aspects of the 
system behavior, but apply these techniques to the problems handled currently 
by soft real-time systems. 
Attention has focused on running firm real-time systems on multimedia 
PCs for a number of reasons. First and foremost, such systems support 
multimedia applications well,many multimedia applications make fairly regular 
and predictable real time resource requests, and some applications may be able to 
adapt their resource usage to fall within the resource contracts obtained from the 
system. Second, firm real-time behavior is a form of the folk-wisdom principle 
of least astonishment," which, simply stated, is that a system should behave in 
the way that the user expects it to. In this case, the user expects that the system 
will live up to a resource contract that is known in advance; this allows the user 
to start a new application (if that application is able to reserve sufficient 
resources) without worrying that the quality of running applications will 
deteriorate. Finally, predictability is a powerful tool for reasoning about the 
 - 3 -
system's real-time behavior, understanding the problems that arise, and solving 
them  as demonstrated in this dissertation. 
1-1 Objective of the thesis 
The traditional data services currently provided over the Internet, new 
voice and multimedia services are being developed and deployed. So the 
traditional operating system need to be improved to handle the requirments of 
the multimedia services and puts new demands on the schedular and other parts 
of the operating system as well.In this thesis we will study many of thse issues 
and their implication for operating system that are designed to handle 
multimedia. 
1-2 Methodlogy 
        In this thesis we use C++ program to execute the code that is established 
the VTCSMA  algorithm and then we make a change to the rate of the real time 
clock to the virtual time clock and  observe the result for the various values.Also 
we speak about the multimedia  operating system, commncation real time and 
real time operating system in details. 
1-3 Layout of the thesis 
       Chapter 2: Gives definitions of multimedia, multimedia characteristics, and 
multimedia operating system components,multimedia requerments.In Chapter3 
we speak about the Classification of Scheduling Algorithms and introduce some 
important factors in the Rate Monotonic scheduling,and a real time kernel In 
Chapter4 we study the Real Time Communications, Communications 
media,Network Topology And  sending Messages. Chapter  5 describes the 
implementation of the protocol Virtual-Time Carrier-Sensed Multiple 
Access(VTCSMA),which is one of the protocol that make improvement to the 
sending of the message. We make three application to the protocol Virtual time 
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Carrier Sensed Multiple Access to start transmission of message dependent of 
Latest time (VTCSMA-L) we observe that the result of the application is 
typically to mathematical result without  an error as described in the chapter 5. 
Finally in chapter 6 we make conclusion and recommendation. 
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                                      Chapter 2 
                      Multimedia operating system 
2.1 Introduction  
This section defines the main concepts and terminologies related to multimedia 
including definitions, area of use, characteristics, multimedia files, audio, video 
coding and compression techniques. 
2.1.1 definitions of multimedia 
It has several definitions like: 
Multimedia is the use of several different media to convey information (text, 
audio, graphics, animation, video, and interactivity). Multimedia also refers to 
computer media. 
2.1.2 Areas of multimedia usage 
On a single computer multimedia means playing a movie from a DVD (Digital 
Versatile Disk) . DVDs are optical disks giving a capacity between 5 GB and 
17GB. Multimedia is used for downloading video clips over internet. Multimedia 
is used in the creation of videos then multimedia editing systems exist and for 
best performance need to run on an operating system that supports multimedia as 
well as traditional work. Another area where multimedia is becoming important 
is computer games. The most important area of multimedia usage is VOD 
(Video On Demand) which  means the ability for consumer at home to select a 
movie using their television remote control or mouse and play it on demand. 
2.1.3 Multimedia characteristics 
Multimedia has two key characteristics: 
             I   Multimedia uses extremely high data rates. 
             II  Multimedia requires real time play back. 
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The high data rates come from the nature of visual and acoustic information. 
These high data rates require the need for data coding and compression because 
the current hardware cannot keep up with the data rates produced. Therefore we 
will examine audio and video compression. 
The second demand is that  multimedia puts on a system is the need for real time 
data delivery. The video portion of a digital movie consists of  number of frames 
per second the NTSC (National Television Standards Committee) system runs at 
30 frames/sec. whereas PAL (Phase Alternating Line) and SECAM (Sequentiel 
Couleur Avec Memoire) systems runs at 25 frames/sec. The real time properties 
required to play back multimedia acceptably are often described by quality of 
service (QoS) parameters: 
       I. Average bandwidth available. 
       II.  Minimum and maximum delay (which together bound the jitter). 
      III. Bits loss probability. 
    the most common way  to provide quality of service(QoS ) guarantees is to 
reserve capacity in advance for each new customer. The resources reserved 
include a portion of the CPU, Memory buffers, disk transfer capacity , and 
network bandwidth. If a new customer comes along  and wants to watch a 
movie, but the video server or network calculates that it does not have sufficient 
capacity for another customer , As a consequence , multimedia servers need 
resource reservation schemes and an admission control algorithm to decide when 
they can handle more work. 
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2.2  Multimedia files 
    Multimedia files consists of several media (text, audio and video). 
An ordinary text file consists of a linear sequence of bytes without any structure 
that the operating system knows about or cares about. 
Video and audio are completely different they have a different internal structure 
(video has 25-30 frames/sec audio has 44100 samples/sec) and they are played 
back by  different devices. A simple set of multimedia files is shown in Fig 2.1. 
4
 
                                         Fig 2.1 A movie may consist of several files[1] 
Further more today’s movie aimed to be worldwide distribution so a single 
movie must be Multilanguage (audience and subtitles) then the file system needs 
to keep a track of multiple sub files per file. One possible scheme is to manage 
each sub file as a traditional file and to have a new data structure that lists all sub 
files per multimedia files. Another way is to invent a kind of two dimensional i-
nodes, with each column listing the blocks of each sub files. In general , the 
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organization must be such that the viewer can dynamically choose which audio 
and subtitle tracks to use. In all cases the sub files must be synchronized so that 
when the selected audio track is played it remains in synchronization with the 
video. 
2.2.1 Audio and Video Encoding 
    In order to understand how multimedia files are organized, it is necessary to 
understand how digital audio and video work. 
2. 2.1. 1 Audio Encoding 
   An audio wave is a one dimensional acoustic wave which can be converted to 
digital by an ADC (Analog to digital converter), which it takes an electrical 
voltage as input and generate a binary number as output. In Fig 2.2(a) we see an 
example of a sine wave as an input. To represent this signal digitally,it is shown 
by the bar heights in Fig 2.2 (b). The samples of Fig 2.2 (c) allow only nine 
values. 
5  
 
                    Fig 2.2 (a) A sine wave.(b) Sampling  the sine wave. 
                                    (c) Quantizing the samples to bits. 
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The error introduced by the finite number of bits per sample called the 
quantization noise. Two well-known examples of sampled sound are the 
telephone an audio compact discs. 
    The audio compact discs  are digital with sampling rate of 44100 
samples/sec,which is enough to capture frequencies up to 22050 Hz, with 44100 
samples/sec of 16 bits each, an audio CD needs a bandwidth of 705.6 Kbps for 
monaural and 1.411 Mbps for stereo [1].                          
2.2.1. 2 Video Encoding 
    The human eye has the property that when an image is flashed on the retina 
it’s retained for some number of milliseconds before decaying. If a sequence of 
images is flashed at 50 or more images/sec, the eye does not notice that it is 
looking at a discrete image. 
    To represent the two-dimensional image in front of it as a one-dimensional 
voltage as a function of time. The camera scans an electron beam rabidly across 
the image and slowly down it, recording the light intensity as it goes. At the end 
of the scan, the beam retraces. This intensity as a function of time is broadcast, 
and receivers repeat the scanning process to construct the image. 
    The exact scanning parameters vary from  one system to another. NTSC has 
525 scan lines, a horizontal to vertical aspect ratio 4:3, and 30 frames/sec.PAL 
and SECAM systems have 625 scan lines, the same aspect ratio of 4:3 and 25 
frames/sec[1]. 
   Colour video uses the same scanning pattern as monochrome (black and 
white),except that instead of displaying the image with one moving beam, three 
beams moving in unison are used. One beam is used for each of the three 
additive primary colours: red, green and blue(RGB).This technique works 
because any colour can be constructed from a linear superposition of red, green, 
and blue with the appropriate intensities.However, for transmission on a single 
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channel, the three colour signals must be combined into a single composite 
signal. To allow colour transmissions to be viewed on black-and-white receivers, 
all three systems linearly combine the RGB signals into luminance (brightness) 
signal, and two chrominance (colour) signals,although they all use different 
coefficients for constructing these signals form the RGB signals. 
The simplest representation of digital video is a sequence of frames, each 
consisting of a rectangular grid of picture elements, or pixels. For colour video 8 
bits per pixel are used for each of the RGB colours, giving 16 million colours. 
   To produce smooth motion, digital video, like analog video, we must display at 
least 25 frames/sec. 
    In other words,smoothness of motion is determined by the number of different 
images per second, whereas flicker is determined by number of times the screen 
is painted per second. 
     The significance of these two parameters becomes clear when we consider the 
bandwidth required for transmitting digital video over a network, current 
computer monitors all use 4:3 aspect ratio so they can use 
inexpensive,massproduced picture tubes designed for the consumer television 
market.Common configurations are 640*480( VGA), 800*600(SVGA),  and 
1024*768(XGA).[1] 
2.3 Video  compression 
     To make high data rate a large body of research over the past few decades has 
led to many compression techniques and algorithms that make multimedia 
transmission feasible. In this section we will study some methods for 
compressing multimedia data, especially images. 
   All compression system requires two algorithms: one for compressing the data 
at the source, and another for decompressing it at the destination. 
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  These algorithms have many asymmetry first, for many applications, a 
multimedia document will only be encoded once but will be decoded thousands 
of times.This asymmetry means that it is acceptable for the encoding algorithm 
to be slow and  require expensive hardware provided that the decoding algorithm 
is fast and does not require expensive hardware.On the other hand, for real-time 
multimedia such as video conferencing, slow encoding is unacceptable. 
    A second asymmetry is that the encode/decode process need not  
be invertible. What is, when compressing a file , transmitting it ,and then 
decompressing  it, the user expects to get the original back,accurate down to the 
last bit.With multimedia,this requirement does not exist.  It is usually acceptable 
to have the video signal after encoding and then decoding be slightly different 
than the original input and it said to be lossy system.  All compression systems 
used for multimedia are lossy because they give much better compression. 
  The most important compression techniques in use today are JPEG for single 
pictures , H.263(p*64) for video , MPEG for video and audio , as well as 
proprietary techniques such as Quick Time from Apple and Video for Windows 
from Microsoft. 
  2.3.1The JPEG Standard Overview 
  The JPEG (Joint Photographic Experts Group) standard for compressing 
continuous-tone still image was developed by photographic experts working 
under the joint auspices of ITU, ISO, and IEC. It is important for multimedia 
because, to a first approximation, the multimedia standard for moving pictures, 
MPEG, is just the JPEG encoding of each frame separately, plus some extra 
feature for interframe compression and motion compression.  
  2.3. 2 The MPEG Standard Overview 
The MPEG (Motion Picture Experts Group) standards is the main algorithm used 
to compress videos. MPEG-1(International standard 11172) was designed for 
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video recorder-quality output using a bit rate of 1.2 Mbps. MPEG-2 
(International Standard 13818) was designed for compressing broadcast quality 
video into 4 to 6 Mbps, so it could fit in a NTSC or PAL broadcast channel. 
   Spatial redundancy can be utilized by simply coding each frame separately 
with JPEG. Additional compression can be achieved by taking advantage of the 
fact that consecutive frames are often almost identical. For scenes that the 
camera and background are stationary and one or two actors moving slowly 
nearly all pixels will be identical from frame to frame. Here just subtracting each 
frame from the previous one and running JPEG on the difference would do fine 
and this is the difference between MPEG and JPEG. 
MPEG outputs consist of three different kinds of frames that have to be 
processed by the viewing program: 
      I. I(Intracoded) frame: self-contained JPEG-encoded still pictures. 
      II. P (Predictive) frame: Block by block difference with the last frame. 
      III. B(Bidirectional) frame: Differences with the last and next frame.(mmos) 
2.4 Multimedia requirements 
Multimedia requirements are the same as the real time requirements.To meet the 
above requirements the real-time operating system must include the following 
features: 
      i. Fast process or thread switch. 
     ii. Small size (with minimal function). 
     iii. Ability to respond to external interrupts quickly. 
     iv. Multitasking with inter-process communication (IPC) tools such as               
     semaphore signals. 
    v. Use of special files system that can accumulate data at fast rate. 
    vi. Preemptive scheduling based on priority. 
    vii. Minimization   of intervals during which interrupts are disabled. 
 - 13 -
    viii. Primitives to delay tasks for a fixed amount of time and to pause /resume  
              tasks. 
    ix. Special alarm and timeouts. 
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                                    Chapter 3 
                       Real-Time Operating System 
3.1 Introduction 
Real-time operating system focuses on the real-time aspects of operating 
systems. A real-time operating system must provide a predictable service to the 
application tasks such that the temporal properties of the complete software in a 
node can be statically analyzed. 
3.2 Real-Time Scheduling 
We are concerned about how to schedule a set of tasks in a system with a 
limited amount of resources such that all tasks will meet their deadlines. 
3.2.1 Classification of Scheduling Algorithms 
 
 
 
 
 
 
                    Fig 3.1 Classification of Scheduling Algorithms 
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     The classification of scheduling algorithms is illustrated in Fig(3.1), 
"Hard" means that a real-time system must execute a set of concurrent real-time 
tasks in such a way that all time-critical tasks meet their specified deadlines. 
Deadline can never be violated. The scheduling problem is concerned with the 
allocation of the resources to satisfy all timing requirements. On the other hand, 
"Soft" means a deadline cannot be exactly determined . 
   "Dynamic" means that a scheduler makes its decision at run time. It's also 
called on-line. Dynamic schedulers are flexible and adapt to an evolving task 
scenario. They consider only the current task requests. The run-time effort 
involved in finding a schedule can be substantial. On the other hand, "Static" 
means that a scheduler makes its scheduling decisions at compile time. It's also 
called pre-run-time. It generates a dispatching table for the run-time dispatcher 
off line. For this purpose it needs complete prior knowledge about the task-set 
characteristics, e.g., maximum execution times, precedence constraints, mutual 
exclusion constraints, and deadlines. The dispatching table contains all 
information the dispatcher needs at run time to decide at every point of a discrete 
time-base which task is to be scheduled next. The run time overhead of the 
dispatcher is small. 
"Preemptive" means that the currently executing task may be preempted 
(interrupted, if a more urgent task requests service).  On the other hand, "Non 
preemptive" means the currently executing task will not be interrupted until it 
decides on its own to release the allocated resources-normally after completion. 
Non preemptive scheduling is reasonable in a task scenario where many short 
tasks (compared to the time it takes for a context switch) must be executed. 
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3.2.2 Scheduling Independent Tasks  
i. Rate Monotonic Scheduling  Algorithm (RMS)  
        It's a method of assigning priorities to responses implemented by tasks 
according to the frequency or rate of the tasks. Tasks that execute at a higher rate 
are assigned a higher priority than tasks that execute at a lower rate. RMS 
algorithm is a dynamic preemptive algorithm. It's optimal for single processor 
systems. 
ii. Earliest-Deadline-First Algorithm (EDF)   
   RM scheduling generally prioritizes tasks by the length of time it takes to 
complete them, with the shorter period task having the higher priority. EDF 
allows designers to evaluate their model based on task deadlines and ensures that 
tasks whose deadlines are coming up first have priority in the design sequence. 
EDF provides designers with a more dynamic analysis that allows them to 
evaluate whether their design can execute in a timely manner. It provides a way 
to validate a system's architecture, instead of its functionality, in either single-
node or end-to-end scenarios. 
iii. Least-Laxity  Algorithm (LL)  
   LL algorithm schedules priorities to tasks according to the laxity (the 
difference between the deadline interval and the computation time). Tasks that 
have a shorter laxity have higher priorities. 
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Example 3.1  
Consider a two task system. Let the release time of task T1 and T2 be 1 
and 2 unit time respectively; the dead lines be 9 and 6 unit time ;and the 
execution times be 3.25 and 2 unit time.It is required to schedule the system, The 
execution profile of the two tasks is Table(3.1) 
                                      Table 3.1 Data of Example (3. 1 )
           
Execution time Deadline Release time Task 
3.25 9 1  T1 
2 6 2 T2 
   
                                                       
   
Fig 3.2 Solution of example (3. 1 ) 
 - 18 -
Fig(3.2) shows the schedule. S1 meets both deadlines .Suppose we  follow 
the policy of not keeping the processor idle whenever there is a task waiting to 
run ,then we will have schedule S2 (FCFS - non preemptive) the results in task T2 
discarding(missing) its deadline . 
Notice that for schedule S1 to have been implemented we must have some 
information when T1 arrived at time 1 that task T2 would  be on its way, and that 
its deadline would be too tight to allow task T1 to complete ahead of it.  
By contrast, S3 is a preemptive schedule . When T1 is released ,it starts 
executing. When T2 arrives, T1 is preempted and T2 run to completion thus 
meeting its deadline. Then T1 resumes from where it left off and also meets its 
deadline. 
3.3 Rate Monotonic Scheduling (RMS)  
3.3.1 Technical Detail  
RMS provides the analytical foundation for understanding the timing 
behavior of real-time systems that must manage many concurrent threads of 
control. Real-time systems often have stringent latency requirements associated 
with each thread that are derived from the environmental processes with which 
the system is interacting. RMS provides the basis for predicting whether such 
latency requirements can be satisfied. Some of the important factors that are used 
in RMS calculations include: 
  - the worst-case execution time of each thread of control 
 - the minimum amount of time between successive invocations of each thread 
 - the priority levels associated with the execution of each thread 
 - sources of overhead such as those due to an operating system 
 - delays due to interprocess communication and synchronization 
 -allocation of threads of control to physical resources such as CPUs, buses, and  
  networks 
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  These factors and other aspects of the system design are used to calculate 
worst-case latencies for each thread of control. These worst-case latencies are 
then compared to each thread's timing requirements to determine if the 
requirement can be satisfied. 
A problem commonly revealed as a result of rate monotonic scheduling is 
priority inversion. Priority inversion is a state in which the execution of a higher 
priority thread is forced to wait for a resource while a lower priority thread is 
using the resource. Not all priority inversion can be avoided but proper priority 
management can reduce priority inversion. For example, priority inheritance is a 
useful technique for reducing priority inversion in cases where threads must 
synchronize [9 ]. 
Since RMS is an analytic approach that can be used before system 
integration to determine if latency requirements will be met, it can result in 
significant savings in both system resources and development time. 
3.3.2 Usage Considerations 
RMS is most suitable for systems dominated by a collection of periodic   
processes , for which the processing times can be bounded and are without 
excessive variability. RMS is also primarily focused on hard deadlines rather 
than soft. However, soft deadlines can be handled through the use of server 
mechanisms that allocate time to tasks with soft deadlines in a manner that 
ensures that hard deadlines are still met. Still, with soft deadline tasks, the a 
periodic server predictions work best when the workload is primarily periodic. 
    Systems in which worst-case executions are realized very infrequently or 
in which there is no minimum inter-arrival interval between thread invocations 
might not be suitable for RMS  scheduling. For example, consider multimedia 
applications where voice and data transmissions involve a great deal of 
variability. Principles of RMS, such as priority representation, priority 
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arbitration, and priority inheritance, can be used in multimedia systems to reduce 
response times and meet deadlines at relatively high levels of use. However, 
deadlines in such environments may not be hard, and execution times can be 
stochastic, two requirements that are not currently handled well in the RMS 
framework. 
When most of the workload is a periodic, one needs to move to queuing theory. 
3.3.3 Maturity  
In 1989 IBM applied RMS to a sonar training system, allowing them to 
discover and correct performance problems [10]. Since 1990, RMS was 
recommended by IBM Federal Sector Division (now Lockheed Martin) for its 
real-time projects. RMS was successfully applied to active and passive sonar of a 
major submarine system of US Navy. RMS was selected by the European Space 
Agency as the baseline theory for its Hard Real-Time Operating System Project. 
The applicability of RMS to a typical avionics application was demonstrated [5]. 
RMS was adopted in 1990 by NASA for development of real-time software for 
the space station data management subsystem. In 1992 
Acting Deputy Administrator of NASA, Aaron Cohen stated, "Through the 
development of rate monotonic scheduling, we now have a system that will 
allow (Space Station) Free dom's computers to budget their time to choose [2]  a 
variety of tasks, and decide not only which one to do first but how much time to 
spend in the process." Magnavox Electronics Systems Company incorporated 
RMS into real-time software development [4]. RMS principles have influenced 
the design and development of the following standards: 
   - IEEE Futurebus+ [7] 
- POSIX 
- Ada 95 
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Tool vendors provide the capability to analyze real-time designs using 
RMS. RMS algorithms, such as priority inheritance, have been used by operating 
system and Ada compiler vendors. 
3.3.4 Costs and Limitations 
Case studies of RMS adoption show that "While RMS does require 
engineers to re-frame their understanding of scheduling issues to a more abstract 
level, only moderate training is required for people to be effective in using the 
technology" [3].  
    Additionally, the studies found "RMS can be incorporated into software 
engineering processes with relative ease over a period of several months.... RMS 
can be adopted incrementally; its adoption can range from application to an 
existing system by one engineer to application across an entire division as 
standard practice in designing new systems" [3]. 
    RMS can be applied with varying degrees of detail. Qualitative analysis 
through the application of design and trouble shooting heuristics can be very 
effective. Simple quantitative analysis using back-of-the-envelope calculations 
quickly yields insight into system timing behavior. More precise quantitative 
analysis can be performed as more precise system measurements become 
available during the development activity. 
3.3.5 Complementary Technologies  
Simulation is often used to gain insight into a system's performance. Simulation 
can be used to corroborate RMS's performance predictions. Queuing theory is 
complementary to RMS. Whereas RMS is used to predict worst-case latencies 
when bounds can be placed on arrival dates and execution times, queuing theory 
can be used to predict average-case behavior when arrival rates and execution 
times are described stochastically. Together RMS and queuing theory solve a 
wide set of performance problems. 
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3.3.6 Rate –Monotonic Scheduling Computation (RMS) 
Here,the end of a tasks period is also the tasks hard deadline ,although 
same tasks may have earlier deadline. 
The execution time C is the amount of processing time requred for each 
occurrence of the task. 
In a uniprocessor system,the execution time must be not greater than the 
period i.e (C ≤ T)  .Hence the utilization of the processor by this task is  U=C/T. 
For RMS,the highest –priority task is the one with the shortest period . When 
more than one task is available for execution, the one with the shortest period is 
serviced first and…..so on. 
One measure of the effectiveness of aperiodic scheduling algorithm is whether 
or not it quarantees that all hard deadlines are met. Suppose that we have  n tasks 
,each with a fixed period and execution time. Then for it to be possible to meet 
all deadlines , the following inequality is the schedulity test for EDF: 
C1/T1+C2/T2+C3/T3+,…………………,+Cn/Tn ≤ 1                    (3-1) 
The sum of the processor utilization of the individual tasks con not exceed 
avalue of 1,which corresponds to the total utilization of the processor 
.Equation(3-1)provides a bound on the number of tasks that a perfect scheduling 
algorithm can successfully schedule. For any particular algorith, the bound may 
be lower . The following inequality is the schedulity test for RMS : 
C1/T1+C2/T2+,………….,+Cn/Tn ≤ n(21/n - 1)                           (3-2) 
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Example 3.2  An RMS algorithm data given on  Table (3.2):  
                                 Table 3.2 Data of Example (3.2)                           
Task Firatrelease time Period Execution time 
T1 0 2 0.5 
T2 1 6 2.0 
T3 3 10 1.75 
 
Since period T1 <  period T2 < periodT3,task T1 has highest priority. 
Every time it is released it preempts what ever is running on the 
processor.Similarly ,task T3 cannot execute when either task T1 or T2 is  
unfinished, schedule is illustrated in fig(3.3). 
 
                              Fig 3.3 solution of example(3.2) 
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3.4 Real –time kernel 
3.4.1 Introduction  
   A real-time kernel is a software that manages the time of a microprocessor 
or microcontroller to ensure that all time critical events are processed as 
efficiently as possible. It allows a project to be divided into multiple independent 
elements called tasks. A task is a simple program which competes for CPU time. 
With most real-time kernels, each task is given a priority based on its 
importance. When you design a product is designed using a real-time kernel  the 
work to be done is splitted into tasks which are responsible for a portion of  the 
problem. A real-time kernel also provides valuable services to the application 
such as time delays, system time, message passing, synchronization, mutual-
exclusion and more. 
     Most real-time kernels are preemptive. A preemptive kernel ensures that 
the highest priority task ready-to-run is always given control of the CPU. When 
an ISR (Interrupt Service Routine) makes a higher-priority task ready-to-run, the 
higher-priority task will be given control of the CPU as soon as all nested 
interrupts complete. The execution profile of a system designed using a 
preemptive kernel is illustrated in fig (3.4 ). As shown, a low-priority task is 
executing  
1. An asynchronous event interrupts the microprocessor 
2. The microprocessor services the interrupt  
3. which makes a high-priority task ready for execution. Upon completion, the  
ISR invokes a service provided by the kernel which decides to return to the high-
priority task instead of the low-priority task 
4. The high priority task executes to completion, unless it also gets interrupted  
5. At the end of the high-priority task, the kernel resumes the low-priority task  
6. As you can see, the kernel ensures that time critical tasks are performed first.  
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   Furthemore, execution of time critical tasks are deterministic and are 
almost insensitive to code changes. In fact, in many cases, you can add low-
priority tasks without affecting the responsiveness of  the  system to high-priority 
tasks. During normal execution, sometime a low-priority task can be highe-
priority task due to its period.                
Fig 3.4  Execution profile of a preemptive kernel 
   A real-time kernel basically performs two operations: Scheduling and 
Context Switching. Scheduling is the process of determining whether there is a 
higher priority task ready to run. When a higher-priority task needs to be 
executed, the kernel must save all the information needed to eventually resume 
the task that is being suspended. The information saved is called the task context. 
The task context  generally consist of most, if not all, CPU registers. When 
switching to a higher priority task, the kernel perform the reverse process by 
loading the context of the new task into the CPU so that the task can resume 
execution where it left off. 
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3.4.2  Operating System Executive(OSE )Real time Kernel  
    The OSE high Real time Kernel combines rich functionality with 
performance and true real time behavior. It is a fully pre-emptive kernel, 
optimiazed to provide low latency and high rates of data throughput yet compact 
enough for use in most embedded systems. 
    The most fundamental building-block in an OSE system is the process, 
since it is through the processes that a system allocates CPU time. In an OSE 
system you will find different categories and types of processes. These are all 
carefully designed so that they complement each other to fulfil  every possible 
need in a system. 
3.4.2.1 Processes Categories 
-  Static Processes  
   The static process category is the most commonly used process category 
in small and medium sized systems. Static processes are created at system start 
by the kernel, or by the interface library if the static processes reside in a 
separatedly linked software unit. Static processes are supposed to exist "at all 
times", i.e. for the life of the system or the software unit. It is not allowed for any 
process to kill a static process. A static process may only be killed if it is part of 
a separately linked and loaded software unit, and only as part of an operation that 
kills all processes in that unit. 
-Dynamic Processes  
    As opposed to static processes, there are dynamic processes which can be 
created and killed freely during run-time. The main purpose of having dynamic 
processes is that it enables the system to run multiple instances of the same code, 
where the number of instances does not have to be known at compile time.    
Dynamic processes can also be used to preserve stack space, since stack 
space is only used while the process exists. 
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Fig 3.5  processes Categories 
 
Fig(3.5) shows the process domain in an OSE system. The inner area 
illustrates all currently existing processes where 'D' stands for dynamic and 'S' 
stands for static processes. All dynamic processes can be created and killed 
during run-time which is illustrated by the arrows between the inner (existing) 
and the outer (potential) areas. 
3.4.2.2 Processes States  
A process in OSE is always in one of the states described below.  
- Running  
       The CPU is currently assigned to this proceess. In a single processor   
system, only one process can be in this state at a time. 
-Ready  
      All processes ready to run are placed in a ready queue. At each process-
switch the first process in the ready queue is scheduled for execution. Each  
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process priority level has its own ready queue. All processes in a ready queue 
want to run but may not be allowed to because some process of higher or equal 
priority is currently running. 
-Waiting : 
      The process is either waiting for some event to occur or it is stopped. 
Waiting  processes do not require the CPU at the monent. A process may be in a  
waiting state for the following reasons: 
      _ It may be waiting to receive a signal. 
      _ It may be waiting for a delay to expire. 
      _ It may be waiting at a semaphore. 
      _ It may be waiting at a fast semaphore. 
      _ It may be waiting for a remote system call to end. 
      _ It may be waiting because the process was explicitly stopped. 
      _ It may be waiting because a breakpoint was reached. 
 
 
                                       Fig 3.6   Processes States 
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  An OSE process changes state during run-time according to the actions 
and conditions illustrated in Fig(3.6). 
3.4.2.3 Scheduling principles  
These are the different scheduling principles used in OSE.   
- Preemptive  
      The operating system can preempt the current process at any time, even if  
the current process is executing a system call, i.e. the operating system can 
change execution to antoher process at any time. All processes in OSE use  this 
scheduling method. 
- Cyclic  
      Processes can be scheduled to run at certain time intervals. This 
scheduling  method is used for timer-interrupt processes in OSE. 
- Priority Based  
      The process with the highest priority will run as long as no interrupts are 
in service and the process is not waiting for some event to occur. This scheduling 
method is used for all prioritized processes in OSE. 
- Round Robin  
     To give all processes on a certain priority level equal right to the CPU 
each  priority level has a queue containing all ready processes for that priority 
level. 
      The first process in the queue is the process currently runninng on that 
priority level. When a process loses its right to be the first process in the queue it 
will   be placed at the end of the queue and will not run until it reaches the front 
again.Both prioritized and background processes in OSE use this scheduling 
principle. Whereas a prioritized process is placed  at the end of its priority level's 
ready queue whenever it suspends itself, this will not happen for a backgournd 
process until its time slice has expired. 
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3.4.2.4 Types  
- Interrupt Processes  
 Interrupt processes are called in response to a hardware interrupt or a 
software event and will run from beginning to end each time. Provided no other 
interrupt process with a higher priority wants to run, in which case the interrupt 
process with higher priority will take over the CPU. The interrupt process with 
lower priority will continue again when the interrupt process with higher priority 
has completed its task. Interrupt processes are written as normal subroutines and 
always have a higher priority than any priorityzed or background process. 
Interrupt processes are called in order of priority, which means that an interrupt 
process may be interrupted by another interrupt process with higher priority. For 
interrupt processes, the priority is mapped to a hardware priority. It is essential to 
set an interrupt process priority to the corresponding hardware priority, or the 
system will not behave as intended. 
 -Timer Interrupt Processes  
  Timer-interrupt processes act in exactly the same way as ordinary interrupt 
processes except that they are called in response to changes in the system timer. 
This means, for example, that a system designer can specify that a certain timer 
interrupt process is to run with one second intervals. Timer interrupt processes 
are also called in order of priority, in the same way as ordinary interrupt 
processes. For timer-interrupt processes the priority value indicates the 
importance of the timer event, i.e. if two or more timer-interrupt processes are 
scheduled to begin executing at exactly the same time, the order in which they 
will run will depend on their relative priority. 
-Prioritized Processes  
Prioritized processes are the most common process type. They are written as 
infinite loops that will run as long as no interrupt process or another prioritized 
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process with higher priority is ready to run. In the case of a prioritized process 
the priority value merely describes the response time requirements for processes. 
A process with a high priority is more responsive since it executes before any 
process with a lower priority. 
- Background Processes  
   Background processes run in a strict time sharing mode at a priority 
level below prioritized processes. This means that a background process can be 
preempted by a prioritized or interrupt process at any time. They are also written 
as infinite loops in the same manner as prioritized processes. The time slice 
mechanism in background processes is used to distribute leftover CPU power in 
certain specified amounts between a number of processes. When a background 
process starts to execute on a fresh time slice it will not be forced to give up the 
CPU in favour of another background process until its time slice has expired. 
This means that if a background process suspends itself and becomes ready again 
before its time slice has expired, it will simply continue to execute to the end of 
its time slice. When a background process has consumed its time slice it will be 
pre-empted and put at the end of the ready queue for background processes. At 
this point the first process in the ready queue for background processes is given a 
fresh time slice and starts to execute. The priority value is not used at all for 
background processes. 
- Phantom Processes  
   A phantom process does not contain any executable code and is therefore 
unable to receive any signals. If a signal sent to a phantom process is not 
redirected by a redirection table it will be lost and the memory space it occupied 
will be freed. 
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  Phantom processes are mainly used in conjunction with a redirection table 
to form one part of a logical channel when communicating across target 
boundaries. 
3.4.2.5 Processes Priority  
 It is possible to assign a certain priority to each process. Legal priority 
values are 0- 31, where 0 represents the highest priority. It is important to 
remember that the priority value has a different meaning for different process 
types. These differences are described below in Fig (3.7): 
 
                              Fig 3.7   process priority  
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                                                     Chapter 4 
                           Communications In Real –time 
4.1 Introduation  
Effective Communications between various devices ,of a real time system 
is vital to its correct functioning .In embedded system ,data flows from the 
sensors and control panels  to the central cluster of processor ,between 
processors in the central cluster ,and from processors to the actuators and output 
displays.The communication overhead adds to the computer response time .        
Hard real time systems must therefore use communication protocols that allow 
the communication overhead to be bounded. 
In soft real time systems, such as multimedia or videoconferrencing,where 
voice and image data are being transmitted, the need to deliver messages in a 
time by fashion is equally obvious: excessive delays in message delivery can 
significantly degrade the quality of service provided.However, in such 
applications , the occational failure to meet message delivery deadlines is not 
fatal . 
The goals of communication protocols in real time systems are some what 
different  from those in traditional non real time data communication systems .In 
traditional systems ,the key performance measure is system throughput ,that is, 
how much data can be transferred over the network in one unit time from source 
to destination. In real time systems ,the key measure is the probability of 
delivering a message by a certain deadline .Message delay is caused by the 
following overheads: 
- Formatting and packetizing the message 
- Quening the message,as it waits for access to the communication medium. 
- Sending the message from source to destination. 
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- Deformatting the message. 
Real time traffic can typically be categorized into multiple message classe 
,with each class being characterized by its deadline, arrival time , and priorty.In 
hard real time systems ,such as embedded applications,the deadline of the traffic 
is related to the deadline of the task to which that communication belongs.In 
multimedia-type applications, the deadline is related directly to the application. 
Priority is based on the importance of that message class to the 
application.If there is an overload of traffic ,message priority can be used to 
determine which messages are dropped to ensure that the more important traffic 
is delivered in a timely fashion. 
Most real time sources generate traffic that fall into one of the following 
two categories: 
I. Constant rate  
    Fixed-size packets are generated at periodic intervals.Many sensors 
produce such traffic.Constant rate traffic  is the easiest to handle since  it  is 
smooth and  not bursty.The smoother the traffic , the smaller the number of 
buffers that must be provided at each node. 
II. Variable rate  
     This  may take the form of fixed size packets being generated at irregular 
intervals or of variable-size packets being  generated at regular intervals.Bursty 
traffic makes greater demands on buffer space .Voice and video traffic typically 
exhibit variable rate.For example, voice sources can consist of talkspurts(a burst 
of packets ,followed by a period of silence). 
Video packets are an example of variable –sized packets being generated at 
regular intervals. 
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4.2 Communication media 
-Twisted wires have bandwidths of several kHz, while broadband coaxial cable   
bandwidth can be as high as 450 MHz. 
-In a system with an optical fiber  medium ,the electrical signals from the node 
are converted to light pulse generated are then  laundied on the fiber 
medium.The receiver then converts them back to electrical signals by means of    
photodiodes at the receiver. 
-For wireless-wireless bandwidths are arround a few megabits/sec 
4.3 Network Topology  
The network topology for a computer or a distributed system must be 
carefully chosen since it affects the system response time and reliability. 
4. 4 Sending Messages  
   Three common ways of sending message are: 
4.4.1 packet switching  
       The message is broken down into packets(standard or variable 
lengths).Packets have headers, which specify their source ,destination and any 
other information that may be required. 
They are then sent to their destination by the routing and flow –control 
algorithm. 
4.4.2 Circuit switching  
       A circuit is set up between the source and distination for such time as is 
required to send the message i.e. circuit switching involves seting up a dedicated 
path from source to destination for the duration of the message transfer. 
4.4.3 Wormhole routing  
    Wormhole routing is away of pipelining packet transmission in a multihop 
network. 
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Each packet is broken into a train of flits, each abont one or two bytes long 
. The sender transimuts one flit per unit time and the flits are forwarded from 
node to node until they reach their distination. 
 Only the headen flit in the train has the destination information;each node 
simply forwards the next flit to the source node that it sent  the previous flit to in 
the fraim.Wormhole routing requires less buffer space in the forwarding nodes 
since nodes deal with flits rather than packets. 
4.5  Protocols    
Among the protocols suitable for real time systems is the contention –
based protocols .These are distributed protocols that assume a broadcast medium 
.Nodes monitor the channel and transmit only when they detect that it is idle .If 
multiple nodes start transmitting at about the same time ,there is a collision of 
packets and the transmission have to be aborted and then retried.  
- Virtual-Time CarrierSensed Multiple Access(VTCSMA)  
It is designed for the bus and ring topologies.CSMA is a truely distributed 
algorithm,with each node deciding when it will transmit.The problem is how to 
implement  a priority algorithm ,where one node with a lower-priority packet is 
supposed to defer to another with a higher –priority packet,using CSMA. 
While there is no explicit coordination between the nodes ,the nodes do 
see a consistent time if their clocks are synchronized ,and they observe the same 
channel .This common information can be exploited to obtain quite effective 
priority communication algorithms,including a priority based on  deadline. 
Suppose that a node has a set of packets to transmit.How is it to determine  
when to transmit them on the channel,the information it has is: 
-the state of the channel. 
-the priorities of the packets waiting in its transmission buffer to be    transmitted 
over the network. 
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-the time according to the synchronized clock. 
  The node does not have  any  idea of the priorities of any packets that may 
be awaiting transmission at the other nodes .Simply using the state  of the  
channel and the priorities of its packets is not sufficieut ,the time information 
must also be used.The key to the VTCSMA algorithm is that if the priority of the 
packet can be computed  as a function  of the current time ,as well as of some 
other parameters ,it may be possible to use the time  information to implicitly 
arrive  at some global ordering of the priorities.For example, packets can be 
served according to their deadline,arrival times, and latest time by which the 
packet may be sent to meet its deadline. 
The VTCSMA algorithm uses two clocks at each node.One is  the real 
clock(RC) which tells the “real time” ,and  is synchronized with the clocks at the 
other nodes.The second is the virtual clock (VC), which behaves as 
follows:when the channel is the busy, the VC freeze ,when  the channel  
becomes free,the VC is reset and then runs at the rate  η>1 .That is VC runs 
faster than the RC  when the  channel is free,and not at all when  it is busy .A 
node transmits a waiting packet when the time on the virtual clock is equal to the 
latest time to send the message (LM) which is equal to the packet deadline DM 
minus transmission time TM of the packet minus the propagtion time τ(from one 
end of the network to the other), ie LM=DM-TM- τ Fig 4.1 illustrates the 
operation of the VC for η=2. 
From real time 0 to t1,the channel is busy ,and so the virtual time remains frozen 
at t1’.At real time t1,the channel becames idle,and the VC is set equal to the RC 
and starts running at a rate of 2. At real time t2,the channel becomes busy 
again,and so the virtual time freezes at t2’.At real time t3,when the channel is 
idle, it is initialzed and starts  running again at rate 2.And so on. 
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Since the real clocks are assumed to be synchronzed and the virtual times are 
reqularly reset with respect to the real times, the virtual times told at the various 
nodes are the same. 
 
 
 
 
 
                   Figure 4.1 operation of the VC for η=2  
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Chapter 5 
Computer Implementation 
5-1 Introduction 
       Fig(5-1)  illustrates the flow chart of the simulation of the protocol Virtual 
Time Carrier Sensed Multiple Access(VTCSMA), use Virtual time to start 
transmission of message dependent of Latest time .It is instructive to show that if 
the channel is idle then the message  will be  transmitted , if not then it will not 
be transmitted, then if the Latest time by which the message must be sent to be 
able to meet the deadline, is equal to Virtual-time clock  then the system  will 
transmit the message of the highest priority and that Virtual-time clock equal to 
the real time clock .And after that the program start again.   
5-2 Notations 
   Virtual-time clock runs only when the media is idle. 
- it stops running while in busy state. 
- it restarts when the media becomes idle, with its time reset to real-time clock. 
τ: Propagation time from one end of the network to the other 
AM: Arrival time of message M 
TM: Time required transmitting message M 
DM: Deadline by which message M must be delivered to its destination 
LM: Latest time by which the message must be sent to be able to meet the 
deadline; gives by Equation (5-1).  
                                LM= DM–TM-τ …………………………….………(5-1) 
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Figure 5.1 Flow chart of the implementation 
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  Application (5.1) 
  Following application contains four messages. the deadline (DM) of the for 
message and Latest time (LM) below in Table(5.1), use Virtual time to start 
transmission of message dependent of Latest time, gives η = 2, TM = 15; τ = 1 
Table 5.1 Data of Application (5.1)  
Message Deadline(DM) Latest time(LM) 
M1 32 LM=32-15-1=16 
M2 36 LM=36-15-1=20 
M3 56 LM=56-15-1=40 
M4 72 LM=72-15-1=56 
 
     The operation of the VC for η=2.For real time clock 0 to 8, the channel is 
idle, and so the virtual time clock starts running at a rate of 2. VC =LM1=16 
Transmit of messages 1(M1) immediately RC=8(when VC=LM1) and completes 
at RC=8+16=24<32. 
This is too late for M2 to start to transmit (>20) and so it is discarded 
(miss). the VC is set equal to the RC=24 and  starts running at a rate of 2.At real 
time clock 32,the channel becomes busy again ,and so the virtual time clock 
freezes at 40 equal LM3 transmit of  messages3(M3).At real time clock 48,when 
the channel is idle, the virtual time clock is set equal to the real time clock, VC is 
starts running again at rate 2.at real time clock 52, the channel be busy again ,and 
so the virtual time clock freezes at 56 equal Lm4 transmit of messages4(M4). 
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Fig  5.2 Result of application (5.1) 
 
     The computer implementation of the application (5.1) the result is shown in 
Figure(5.2) we observe that message 1 will be transmitted, message 2 will be 
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missing and message 3and message 4 will be transmit. This typically to 
mathematical mentioned above. 
Application (5.2) 
 Following application contains four messages. the deadline (DM) of the for 
message and Latest time (LM) below in Table(5.2), use Virtual time to start 
transmission of message dependent of Latest time, gives η = 4, TM = 15; τ = 1 
Table 5.2 Data of Application (5.2) 
Massage Deadline(LM) Latest time(LM) 
M1 32 LM=32-15-1=16 
M2 36 LM=36-15-1=20 
M3 56 LM=56-15-1=40 
M4 72 LM=72-15-1=56 
         
     The operation of the virtual time clock(VC) for η=4.( real time clock start 
from 0 to 4),the channel is idle,and so the virtual time clock(VC) start running  at 
a rate of 4. WhenVC=LM1=16 then there will be a transmission of message 
1(M1) immediately, when message1 was transmitted then RC will be 20 
(RC=4+16=20). The virtual time clock(VC) is set equal to the RC=20,at real 
time clock (RC)=20,then the cannel is idle , and so the virtual time clock starts 
running at a rate of 6.when VC equal to LM2 then a messages 2 (M2) will be 
transmitted . After  completes transmit of messages 2 the real time clock 
(RC)equal  to 36.The virtual time clock(VC) is set equal to the RC=36 and starts 
running at a rate of 6.At real time clock 37,the channel becomes busy again, and 
so the virtual time clock(VC)freezes at 40 equal to  LM3 then a messages  3(M3) 
will be transmitted .At real time clock (RC) 53, when the channel is idle ,the 
virtual time clock(VC) is set equal to the real time clock (RC), virtual time 
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clock(VC) is starts running again at rate 4.At real time clock (RC)53.75,the 
channel becomes busy again ,and so the virtual time clock(VC)freezes at 56 
equal to LM4 then a messages 4(M4) will be transmitted.     
  
 
 
Fig  5.3 Result of application (5.2) 
 
    The computer implementation of the application (5.3) the result is shown in 
Figure (5.4).We observes that all messages will be transmitted. This result is 
typically to mathematical mentioned above. 
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Application(5.3) 
Following application contains four messages. the deadline (DM) of the 
for message and Latest time (LM) below in  Table(5.3), use Virtual time to start 
transmission of message dependent of Latest time, gives η = 6, TM = 15; τ = 1. 
Table 5.3 Data of Application (5.3) 
Message Deadline(DM) Latest time(LM) 
M1 32 LM=32-15-1=16 
M2 36 LM=36-15-1=20 
M3 56 LM=56-15-1=40 
M4 72 LM=72-15-1=56 
 
 
 
   The operation of the virtual time clock(VC) for η=6.( real time clock start 
from 0 to 2.7),the channel is idle,and so the virtual time clock(VC) start running  
at a rate of 6. WhenVC=LM1=16 then there will be a transmission of message 
1(M1)immediately, when message1 was transmited then RC will be 18.7 
(RC=2.7+16=18.7). The virtual time clock(VC) is set equal to the RC=18.7,at 
real time clock (RC)=18.7,then the cannel is idle , and so the virtual time clock 
starts running at a rate of 6.when VC equal to LM2 then a messages 2 (M2) will 
be transmitted . After  completes transmit of messages 2 the real time clock 
(RC)equal  to 34.92.The virtual time clock(VC) is set equal to the RC=34.92 and 
starts running at a rate of 6.At real time clock 35.75,the channel becomes busy 
again, and so the virtual time clock(VC)freezes at 40 equal to LM3 then 
messages 3(M3) will be transmitted.At real time clock (RC) 51.75, when the 
channel is idle ,the virtual time clock(VC) is set equal to the real time clock 
(RC), virtual time clock(VC) is starts running again at rate 6.At real time clock 
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(RC)52.46,the channel becomes busy again ,and so the virtual time 
clock(VC)freezes at 56 equal to LM4 then messages 4(M4) will be transmitted. 
 
 
 
Fig  5.4 Result of application (5.3) 
     
   The computer implementation of the application (5.3) the result is shown in 
Figure (5.4). We observe that all messages will be transmitted. This result is 
typically to mathematical mentioned above. 
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Chapter 6 
Conclusion and Recommendation 
6.1 Conclusion 
       Due to the large sizes of multimedia files and their stringent real-time 
playback requirements,operating systems designed for text are not optimal for 
multimedia files consist of multiple,parallel tracks,usually one video and at least 
audio and sometimes subtitile tracks as well.These must all be synchronized 
duning playback. 
    Multimedia needs real-time scheduling in order to meet its deadlines.Two 
algorithms are commonly used.The first is rate monotonic scheduling  ,which is 
a static preemtive algorithm that assigns fixed priorities to processes based on 
their periods.The second is earliest deadline first,which is a dynamic algorithm 
that always chooses the process with the closest deadline. 
        EDF is more complicated than RMS, but it can achieve 100% utilization, 
something that RMS cannot achieve. 
     Program  has been designed in the computer language (C + +) to simulate the 
work of a  protocol (Virtual time to start transmission of message dependent of 
Latest time ) Computerize, and three applications to the program and results 
were typically applications of the results obtained by  mathematically without 
any errors, with the possibility of identifying the messages that have been send.  
     We see that when we increase the rate (η) the missing of the message 
decrease .  
       Operating System Executive (OSE ) RealTime kernel is designed to satisfy 
requirements for non-stop operation and distribution over many CPUs, OSE 
provides the platform necessary for seamless operation of fault-tolerant and 
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safety-critical systems. It use priority inheritance and messages to prevent 
priority inversion. It supports multiprocess, multithread and multiprocessor. 
6.2 Recommendations  
   We recommend that to implement other version of VTCSMA   in 
computer which are virtual time to start transmission of message depends on 
arrival time of message (VTCSMA – A), virtual time to start transmission of 
message depends on time required transmitting message (VTCSMA – T) and 
virtual time to start transmission of message depends on deadline by which 
message must be delivered to destination (VTCSMA – D). 
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Appendix (A) C++ Source Codes 
This appendix shows the Virtual time carrier sense multiple access (VTCSMA) 
Implementation   by the C++ code 
#include<iostream.h> 
#include<conio.h> 
#include<graphics.h> 
#include<stdlib.h> 
#include<stdio.h> 
     void main() 
 { 
  clrscr(); 
  int gdriver = DETECT, gmode; 
     int tm=15,taw=1,newe=2,i,n; 
      float rc=0,vc=0,m,r=0,xaxe[14],yaxe[14]; 
       int dm[4],lm[4];//array of integer a value deadline and Latest time//  
  for(i=1;i<=4;i++) 
     { 
       cout<<"\ndm["<<i<<"]=";//output the deadline// 
       cin>>dm[i]; //input the deadline// 
       lm[i]=dm[i]-tm-taw;// Sub  Propagation time and Time required       
                                               transmitting message of deadline the storage array// 
 
     } 
       xaxe[0]=0; 
       yaxe[0]=0; 
       n=1; 
  for(i=1;i<=4;i++) 
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    { 
     if(lm[i]<vc) 
 
        { 
         cout<<"\nm"<<i<<"miss"<<endl;//print miss message// 
        } 
 
       else 
         { 
   for( ;vc<lm[i];vc++); 
   m=(vc-r)/newe; 
   rc=m+r; 
   xaxe[n]=rc; 
   yaxe[n]=vc; 
   cout<<"\nm"<<i<<"transmit"<<endl;//print transmit               
                                                                                message// 
   rc+=tm+taw; 
   xaxe[n+1]=rc; 
   yaxe[n+1]=vc; 
   vc=rc; 
   xaxe[n+2]=rc; 
   yaxe[n+2]=vc; 
   n+=3; 
   r=vc; 
         } 
     } 
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     cout<<"\n\n\t\t\tpress any key to continue..."; 
     getch(); 
     clrscr(); 
        initgraph(&gdriver,&gmode,"f:\\tc\\bgi"); 
        for(i=0;i<=640;i+=60) 
   { 
     line(i,0,i,480); 
     line(0,i,640,i); 
    } 
    setcolor(YELLOW); 
      //  cout<<n<<endl<<endl   ; 
         for(i=0;i<n;i++) { 
       /* cout<<xaxe[i]<<endl; 
   cout<<yaxe[i]<<endl;*/ 
   lineto((5*xaxe[i]),480-(5*yaxe[i])); 
    } 
    setcolor(WHITE); 
    rectangle(0,0,639,479) ; 
    outtextxy(0,470,"0"); 
     outtextxy(60,470,"12"); 
     outtextxy(120,470,"24"); 
     outtextxy(180,470,"36"); 
     outtextxy(240,470,"48"); 
     outtextxy(300,470,"60"); 
     outtextxy(360,470,"72"); 
     outtextxy(420,470,"84"); 
     outtextxy(480,470,"96"); 
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     outtextxy(540,470,"108"); 
     outtextxy(0,413,"12"); 
     outtextxy(0,353,"24"); 
     outtextxy(0,293,"36"); 
     outtextxy(0,233,"48"); 
     outtextxy(0,173,"60"); 
     outtextxy(0,113,"72"); 
     outtextxy(0,53,"84"); 
     setcolor(YELLOW); 
     outtextxy(600,460,"Real"); 
     outtextxy(600,470,"Clock"); 
     outtextxy(0,10,"Virtual"); 
     outtextxy(0,20,"Clock"); 
            getch();  
  } 
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