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ABSTRACT
In this paper, we consider a natural extension of the edge-preserving
bilateral filter for vector-valued images. The direct computation of
this non-linear filter is slow in practice. We demonstrate how a fast
algorithm can be obtained by first approximating the Gaussian kernel
of the bilateral filter using raised-cosines, and then using Monte
Carlo sampling. We present simulation results on color images to
demonstrate the accuracy of the algorithm and the speedup over the
direct implementation.
Index Terms— Bilateral filter, vector-valued image, color image,
Monte Carlo method, approximation, fast algorithm.
1. INTRODUCTION
The bilateral filter was proposed by Tomasi and Maduchi [1] as a
non-linear extension of the classical Gaussian filter. It is an instance
of an edge-preserving filter that can smooth homogenous regions,
while preserving sharp edges at the same time. The bilateral filter has
diverse applications in image processing, computer vision, computer
graphics, and computational photography [2]. We refer the interested
reader to [1, 2] for a comprehensive survey of the working of the filter
and its various applications.
The bilateral filter uses a spatial kernel along with a range kernel
to perform edge-preserving smoothing. Before proceeding further, we
introduce the necessary notation and terminology. Let f : Ω→ Rd
be a vector-valued image, where Ω is some finite rectangular domain
of Z2. For example, d = 3 for a color image. Consider the kernels
ω : Z2 → R and φ : Rd → R given by
ω(i) = exp
(
−||i||
2
2σ2s
)
and φ(x) = exp
(
− 1
2
xTC−1x
)
, (1)
where σs > 0 andC is some positive definite covariance matrix. The
former bivariate Gaussian is called the spatial kernel, and the latter
multivariate Gaussian is called the range kernel [1]. The output of the
bilateral filter is the vector-valued image B[f ] : Ω→ Rd given by
B[f ](i) = 1
Z(i)
∑
j
ω(j) φ(f(i− j)− f(i))f(i− j), (2)
where
Z(i) =
∑
j
ω(j) φ(f(i− j)− f(i)) . (3)
The bilateral filter was originally proposed for processing grayscale
and color images corresponding to d = 1 and d = 3 respectively [1].
In practice, the sums in (2) and (3) are restricted to a square
window [−3σs, 3σs]2 around the pixel of interest, where σs is the
Correspondence: kunal@ee.iisc.ernet.in. This work was supported by a
Startup Grant from the Indian Institute of Science.
standard deviation of the spatial Gaussian [1]. Thus, the direct com-
putation of (2) and (3) requires O(σ2s) operations per pixel. In fact,
the direct implementation is known to be slow for practical settings
of σs [2, 3]. For the case d = 1 (grayscale images), researchers
have come up with several fast algorithms based on various forms of
approximations [3, 4, 5, 6, 7, 8, 9]. A detailed account of some of the
recent fast algorithms, and a comparison of their performances, can
be found in [8]. A straightforward way of extending the above fast al-
gorithms to vector-valued images is to apply the algorithm separately
on each of the d components. The output in this case will generally
be different from that obtained using the formulation in (2). In this
regard, it was observed in [1, 3] that the component-wise filtering of
RGB images can often lead to color distortions. It was shown that
such distortions can be avoided by applying (2) in the CIE-Lab color
space, where the covariance C is chosen to be diagonal.
In this paper, we present a fast algorithm for computing (2). The
core idea is that of using raised-cosines to approximate the range
kernel φ(x). This approximation was originally proposed in [7]
for deriving a fast algorithm for gray-scale images. It was later
shown in [10, 11] that the raised-cosine approximation can be ex-
tended for performing high-dimensional filtering using the product
of one-dimensional approximations. Unfortunately, this did not lead
to a practical fast algorithm. The fundamental difficulty in this re-
gard is the so-called “curse of dimensionality”. Namely, while a
raised-cosine of small order, say 10, suffices to approximate a one-
dimensional Gaussian, the product of such approximations result in
an order of 10d in dimensions d > 1. A similar bottleneck arises
in the context of computing (2) using the raised-cosine approxima-
tion. Nevertheless, we will demonstrate how this problem can be
circumvented using Monte Carlo approximation [12].
The contribution and organization of the paper are as follows.
In Section 2, we extend the shiftable approximation in [7] for the
bilateral filtering of vector-valued images given by (2). In this di-
rection, we propose a stochastic interpretation of the raised-cosine
approximation, and show how it can be made practical using Monte
Carlo sampling. Based on this approximation, we develop a fast
algorithm in Section 3. As an application, we use the proposed algo-
rithm for filtering color images in Section 4. The results reported in
this section demonstrate the accuracy of the approximation, and the
speedup achieved over the direct implementation. We conclude the
paper in Section 5.
2. PROPOSED APPROXIMATION
As a first step, we diagonalize the quadratic form in the definition of
φ(x) using an orthogonal transform. Indeed, since C−1 is positive
definite, we can find an orthogonal matrix Q ∈ Rd×d and positive
numbers α1, . . . , αd such that
xTC−1x =
d∑
k=1
α2ky
2
k (y = Q
Tx), (4)
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Fig. 1. Approximation of the range kernel ψ(t) = exp(−α2t2/2)
over the dynamic range [−255, 255], where α = 1/30. The raised
cosine is of order N = 20, and T = 200 for the Monte Carlo
approximation (obtained using a single realization of X1).
where y = (y1, . . . , yd). The change-of-basis y = QTx amounts
to transforming the components of the vector-valued image at each
pixel (similar to a color transformation). In particular, by defining the
image g : Ω→ Rd given by
g(i) = QTf(i),
we can write (2) as
B[f ](i) = 1
Z(i)
∑
j
ω(j) ψ(g(i− j)− g(i))f(i− j), (5)
where
Z(i) =
∑
j
ω(j) ψ(g(i− j)− g(i)) . (6)
Comparing (4) and the range kernel in (1), we see that ψ : Rd → R
is given by
ψ(y) = exp
(
−1
2
d∑
k=1
α2ky
2
k
)
=
d∏
k=1
exp
(
−1
2
α2ky
2
k
)
. (7)
The key point here is that we have factored the original kernel φ(x)
into a product of one-dimensional Gaussians. At this point, we recall
the following result from [7].
Proposition 2.1 (Raised-Cosine Approximation).
lim
N→∞
[
cos
(
αt√
N
)]N
= exp
(
−1
2
α2t2
)
. (8)
We apply Proposition 2.1 to the one-dimensional Gaussians in
(7), and conclude that
ψ(y) =
d∏
k=1
lim
N→∞
[
cos
(
αkyk√
N
)]N
= lim
N→∞
d∏
k=1
[
cos
(
αkyk√
N
)]N
.
In practice, we fix some N , and replace (7) with
ψ(y) =
d∏
k=1
[
cos
(
αkyk√
N
)]N
. (9)
To reduce unnecessary symbols, we have used ψ(y) to represent both
the original kernel and its approximation. This should not lead to a
confusion, since we will not use the original kernel in the rest of the
discussion. We will refer to N as the order of the approximation.
The central observation of the paper is the following stochastic
interpretation of (9), which is obtained by turning a product-of-sums
into a sum-of-products.
Proposition 2.2. LetX = (X1, . . . , Xd) be a random vector, whose
components are independent and follow the binomial distribution
B(N, 1/2). Then
ψ(y) = E
{
d∏
k=1
exp
(
ι(N − 2Xk)γkyk
)}
, (10)
where ι =
√−1, γk = αk/
√
N, and the expectation E[·] is with
respect toX.
Proof. Recall the identity cos θ = (eιθ + e−ιθ)/2, where ι =
√−1.
We use this along with the binomial theorem, and get
(cos θ)N =
1
2N
(exp(ιθ) + exp(−ιθ))N
=
N∑
n=0
1
2N
(
N
n
)
exp(ι(N − 2n)θ) . (11)
Notice that the coefficient in (11) corresponding to a given n is simply
the probability that a random variable X ∼ B(N, 1/2) takes on the
value n. In other words, we can write
(cos θ)N = E
{
exp(ι(N − 2X)θ)
}
, (12)
where E[·] denotes the mathematical expectation with respect to X .
Substituting (12) in (9), and using the independence assumption on
the components of X, we arrive at (10).
We next approximate the mathematical expectation in (10) using
Monte Carlo integration [12]. More specifically, let FX denote the
distribution of the random vector X in Proposition 2.2 that takes
values in {0, 1, . . . , N}d. We fix a certain number of trials T , and
drawX(1), . . . ,X(T ) from {0, 1, . . . , N}d using the distributionFX.
This gives us the following Monte Carlo approximation of (10):
ψ(y) =
1
T
T∑
t=1
{
d∏
k=1
exp
(
ι(N − 2X(t)k )γkyk
)}
, (13)
where X(t)k is the k-th component of X
(t). To reduce symbols, we
have again overloaded the notation for the original kernel in (7).
In summary, starting from the kernel in (7), we arrive at the
approximation in (13) in two steps. First, we approximate the one-
dimensional Gaussian using a raised-cosine of fixed order N . This
results in a product of raised-cosines, which we express as a large
sum-of-products. In the second step, we approximate the large sum
using Monte Carlo integration. A comparison of the raised-cosine
and the Monte Carlo approximations for a one-dimensional (d = 1)
range kernel is provided in Figure 1.
Before proceeding further, we simplify the expression in (13) by
defining the random variable Y = (Y1, . . . , Yd) given by
Yk = N − 2Xk (k = 1, . . . , d).
In terms of the realizations Y(1), . . . ,Y(T ), we can write (13) as
ψ(y) =
1
T
T∑
t=1
{
d∏
k=1
exp
(
ιY
(t)
k γkyk
)}
. (14)
(a) Dome (876× 584). (b) Direct, 75 min. (c) MCSF, 24 sec.
Fig. 2. Results for the Dome image [3] at σs = 5 and σr = 50. The parameters for MCSF are N = 10 and T = 200. The MSE is 1.86 dB.
3. FAST ALGORITHM
We now present the fast algorithm obtained by using (14) in place
of the original Gaussian kernel. The fast algorithm is based on the
so-called shiftability property of a function [11]. The shiftability of
the exponential function follows from a rather simple fact, namely
that exp(a+ b) = exp(a) exp(b). In particular, on substituting (14)
in (5), we can express the term ψ(g(i− j)− g(i)) as follows:
1
T
T∑
t=1
{ d∏
k=1
exp
(− ιY (t)k γkgk(i)) exp(ιY (t)k γkgk(i−j))} (15)
where gk(i) denotes the k-th component of g(i). We can simplify
(15) by introducing the (complex-valued) image hk,t : Ω→ C given
by
hk,t(i) = exp(ιY
(t)
k γkgk(i)),
and the image Ht : Ω→ C given by
Ht(i) =
d∏
k=1
hk,t(i). (16)
In term of (16), note that we can write (15) as
1
T
T∑
t=1
Ht(i)
?Ht(i− j), (17)
where Ht(i)? denotes the complex-conjugate of Ht(i). Substituting
(17) in (5), and exchanging the two sums, we obtain∑
j
ω(j) ψ(g(i− j)− g(i))f(i− j)
=
1
T
∑
j
ω(j)
{ T∑
t=1
Ht(i)
?Ht(i− j)
}
f(i− j)
=
1
T
T∑
t=1
Ht(i)
?
{∑
j
ω(j)Gt(i− j)
}
, (18)
where the vector-valued image Gt : Ω→ Cd is given by Gt(i) =
Ht(i)f(i). Similarly, on substituting (14) in (6), we obtain
Z(i) =
1
T
T∑
t=1
Ht(i)
?
{∑
j
ω(j)Ht(i− j)
}
. (19)
Notice that we have managed to express (5) and (6) using a series of
Gaussian convolutions. Indeed, the term within brackets in (19) is
a Gaussian convolution, which we denote by ω ∗Ht. On the other
hand, the Gaussian convolution in (18) is performed on each of the
d components of Gt; we denote this using ω ∗Gt. Thus, we are
required to perform a total of T (d+ 1) Gaussian convolutions, which
constitutes the bulk of the computation. The procedure for computing
the proposed approximation of (2) is summarized in Algorithm 1.
We shall henceforth refer to the proposed algorithm as the MCSF
(Monte Carlo Shiftable Filter). Note that we can efficiently compute
the Gaussian convolutions in step 18 using separability and recursion,
and importantly, at O(1) cost with respect to σs [13]. The run-time
of the proposed algorithm is thus independent of σs, and is hence
expected to be much faster than the direct implementation for large
σs. Needless to mention, we can replace the spatial filter ω(i) in (1)
with any arbitrary spatial filter (such as a box or hat filter), and the
above reductions would still hold.
Data: Image f : Ω→ Rd, and parameters σs,C, N , and T .
Result: Shiftable approximation of (2) denoted by S[f ].
1 Diagonalize C to get Q and α1, . . . , αd;
2 Set up the spatial filter ω(i) in (1) using σs;
3 for k = 1, 2, 3 do
4 γk = αk/
√
N ;
5 end
6 for i ∈ Ω do
7 Set g(i) = QTf(i);
8 Set P(i) = 0;
9 Set Z(i) = 0;
10 end
11 for t = 1, . . . , T do
12 Draw X from B(N, 1/2)d;
13 Set H(i) = 1 for i ∈ Ω;
14 for k = 1, . . . , d do
15 H(i) = H(i) exp
(
ι(N − 2Xk)γkgk(i)
)
;
16 end
17 Set G(i) = H(i)f(i) for i ∈ Ω;
18 Compute G¯ = ω ∗G and H¯ = ω ∗H;
19 Set P(i) = P(i) +H(i)?G¯(i) for i ∈ Ω;
20 Set Z(i) = Z(i) +H(i)?H¯(i) for i ∈ Ω;
21 end
22 Set S[f ](i) = Z[i]−1P(i) for i ∈ Ω.
Algorithm 1: Monte Carlo Shiftable Filter (MCSF).
(a) Peppers [14]. (b) Direct, 38 min. (c) MCSF, 16 sec.
Fig. 3. Results for the 512 × 512 Peppers image at σs = 5 and
σr = 80. Parameters for MCSF are N = 10 and T = 300. The
run-times are given in the caption. The MSE between (b) and (c) is
0.34 dB.
(a) House [14]. (b) Direct, 8.5 min. (c) MCSF, 5 sec.
Fig. 4. Results for the 256 × 256 House image at σs = 5 and
σr = 90. The parameters for MCSF are N = 10 and T = 300. The
MSE between (b) and (c) is −1.48 dB.
4. RESULTS FOR COLOR IMAGES
In this section, we present some results on natural color images for
which d = 3. In particular, we demonstrate that the proposed MCSF
algorithm is both fast and accurate for color images in relation to the
direct implementation. To quantify the approximation accuracy for
a given color image f : Ω → R3, we used the mean-squared error
between B[f ] and S[f ] (the latter is the output of Algorithm 1) given
by
MSE =
1
3|Ω|
3∑
k=1
∑
i∈Ω
(B[f ]k(i)− S[f ]k(i))2, (20)
where B[f ]k and S[f ]k are the k-th color channel. On a logarithmic
scale, this corresponds to 10 log10(MSE) dB. For the experiments
reported in this paper, we used an isotropic Gaussian kernel corre-
sponding toC = σ2rI in (1). In other words,Q = I, and αk = 1/σr
for k = 1, 2, 3.
The accuracy of the proposed algorithm is controlled by the order
of the raised-cosine (N ) and the number of trails (T ). It is clear that
we can improve the approximation accuracy by increasing N and T .
We illustrate this point with an example in Figure 5. We notice that
MCSF can achieve sub-pixel accuracy when N = 10 and T > 300.
We have noticed in our simulations that, for a fixed T , the accuracy
tends to saturate beyond a certain N . This is demonstrated in Figure
5 using N = 10 and N = 20.
A comparison of the run-time of the direct implementation of (2)
and that of the proposed algorithm is provided in Table 1. We notice
that MCSF is few orders faster than the direct implementation, partic-
ularly for large σs. Indeed, following the fact that the convolutions in
step 18 of Algorithm 1 can be computed in constant-time with respect
to σs [13], our algorithm has O(1) complexity with respect to σs. As
number of trials (T )
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Fig. 5. Plot of the MSE given by (20) as a function of the number of
Monte Carlo trails. The Dome image [3] was used for this experiment,
and the parameters are σs = 1 and σr = 30. For a fixed N and T ,
the MSE was averaged over 400 Monte Carlo realizations.
Table 1. Comparison of the run-time of the direct implementation and
Algorithm 1 on the 512× 512 Peppers image. The range parameter
used is σr = 40. The parameters of MCSF areN = 10 and T = 300.
The computations were performed using Matlab 8.4 on a 3.40 GHz
Intel 4-core machine with 32 GB memory.
Method \ σs 1 2 3 4 5 10
Direct 116s 6.6m 14.6m 24.1m 36.5m 141m
MCSF 16.9s 17.1s 17.2s 17.3s 17.3s 17.5s
against this, the direct implementation scales as O(σ2s).
Finally, we present a visual comparison of the filtering for RGB
images in Figures 2 and 3. Notice that the outputs are visually
indistinguishable. As mentioned earlier, the authors in [1, 3] have
observed that the application of the bilateral filter in the RGB color
space can lead to color leakage, particularly at the sharp edges. The
suggested solution was to perform the filtering in the CIE-Lab space
[15]. In this regard, a comparison of the filtering in the CIE-Lab
space is provided in Figure 4. In this case, we first performed a color
transformation from the RGB to the CIE-Lab space, performed the
filtering in the CIE-Lab space, and then transformed back to the RGB
space. The filtered outputs are seen to be close, both visually and in
terms of the MSE.
5. CONCLUSION
We proposed a fast algorithm for the bilateral filtering of vector-
valued images. We applied the algorithm for filtering color images
in the RGB and the CIE-Lab space. In particular, we demonstrated
that a speedup of few orders can be achieved using the fast algorithm
without introducing visible changes in the filter output (the latter
fact was also quantified using the MSE). An important theoretical
question arising from the work is the dependence of the order and
the number of trials on the filtering accuracy. In future work, we will
investigate this matter, and also look at various ways of improving
the Monte Carlo integration [12]. We also plan to test the algorithm
on other vector-valued images.
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