A methodology for the constrained customization of coplanar beam orientations in radiotherapy treatment planning using an artificial neural network (ANN) has been developed. The geometry of the patients, with cancer of the prostate, was modelled by reducing the external contour, planning target volume (PTV) and organs at risk (OARs) to a set of cuboids. The coordinates and size of the cuboids were given to the ANN as inputs. A previously developed beam-orientation constrained-customization (BOCC) scheme employing a conventional computer algorithm was used to determine the customized beam orientations in a training set containing 45 patient datasets.
Introduction
The aim of conformal radiotherapy is to deliver a tumourcidal dose to the planning target volume (PTV) whilst simultaneously keeping doses to organs at risk (OARs) below tolerance levels and preferably as low as possible. Constrained-customization schemes (Rowbottom et al 1999a) have been developed to improve and automate the creation of radiotherapy treatment plans for conformal radiotherapy. Such schemes have been developed to customize beam weights, beam orientations and fluence profiles in the case of intensity-modulated radiotherapy (IMRT).
At present in the radiotherapy clinic, physicists and physicians select the beam orientations using a combination of prior experience and intelligent trial-and-error. It is sometimes difficult for human planners to explain exactly why certain beam orientations were chosen. Previous studies (Rowbottom et al , 1999b have shown that beam-orientation customization is a complex though worthwhile task. Therefore, it may be that an approach which models the way in which human planners learn to create treatment plans would be of benefit in the customization of beam orientations.
An artificial neural network (ANN) is a collection of adaptable nodes that, through a process of learning from given examples, can store knowledge about a system and make it available for future use. The nodes are based on the model put forward by McCulloch and Pitts (1943) for the fundamental cell of the brain: the neuron. Therefore, an ANN is a computer algorithm based on the neuron, which can produce output patterns when presented with input patterns. ANNs have two significant properties; they have the ability to learn and to generalize from data given to them.
At first sight, it may not seem advantageous to develop an experience-driven computer algorithm, as each algorithm would be different depending on their individual experiences. The following example is given to highlight why experience-based computing may be advantageous in certain situations. Imagine that a person sees an old friend. Recognition of the face will be instantaneous. Therefore, he/she does not exhaustively search through a database of stored images of all known acquaintances in the way that a computer algorithm would need to. In fact, an exhaustive search may be futile as the face may have changed slightly (e.g. the person may have a different hairstyle). The computer algorithm could then never arrive at a match between the database and the person. Unlike conventional computer algorithms, ANNs do not simply apply a rigidly defined set of rules (such as match the image to an identical image in the database). Instead, empirical data are used to enable the ANN to model the system. Consequently, ANNs perform well when relationships exist, but are too complex to be compiled into a series of simple instructions for inclusion in a conventional computer algorithm (Aleksander and Morton 1995) .
There has been very little investigation into the use of ANNs in the field of radiotherapy. Willoughby et al (1996) developed an ANN to rank radiotherapy treatment plans. They reported that, after training, the ANN was capable of producing a similar score to a trained physician in 82-84% of the cases. This was comparable to the reproducibility of the clinical scores produced by the physician of 88%. Willoughby et al (1996) concluded that ANNs were useful in treatment-plan evaluation, but much more work was needed on their limitations. ANNs have also been used in the development of medical expert systems (Wells and Neiderer 1998) . They used ANNs to produce the treatment plan parameters based on previous choices made by human planners. The scheme automatically gave the beam weights for treatment plans for patients with cancer of the prostate.
Method
Most modern ANN architectures are based on multilayer perceptrons (MLPs) which consist of a number of identical neurons or nodes. The neuron has a simple action within the ANN; it converts a number of inputs into an output. In biological terms, the neuron must determine whether the inputs are sufficient to make it fire. Usually, the inputs are summed before being passed through an activation or 'squashing' function (usually a sigmoid function) to the activation level of the neuron which then becomes the neuron's output.
To construct an ANN, a number of neurons must be arranged into a series of layers. There are three different types of layers involved in ANNs. They are the input layer, the hidden layers and the output layer. The input and output layers are the link between the ANN and the outside world. Data are entered into the ANN via the input layer. The neurons at the input layer pass the numerical values given at the input layer onto the hidden layer. During this process, the numerical value is multiplied by a weighting factor. The neurons at the hidden layer sum the values arriving from the input layer and apply an activation function. Depending on the number of hidden layers involved, the values are passed either onto the next hidden layer or to the output layer. The values are 'weighted' as they are passed along the lines to the output layer. In the simplest terms, the ANN can be seen as a 'black box' that carries out a nonlinear mapping on the input vector to produce an output vector (Kirk and Lewcock 1995) .
For any particular problem, the weights need to be set to produce the appropriate nonlinear mapping. The power of the ANN lies in the fact that the weights do not need to be known a priori. Instead the ANN is trained using data for which the input and output values are already known. This is known as 'supervised learning' and involves giving the ANN explicit goals to use in determining the weights of the ANN. The ANN defines the weights by minimizing the difference between the known outputs given to the ANN and the output values produced by the ANN mapping.
The number of hidden layers determines the maximum complexity of the mapping the ANN can perform. The higher the number of hidden layers used the more complex mappings that can be performed. Unfortunately, if too many hidden layers are used the ANN is capable of overfitting the data and this reduces the ability of the ANN to generalize from the training data set.
To evaluate whether ANNs could be of use in determining customized beam orientations, a commercially available neural network program was used. The program is called AINET † and is a self-optimizing ANN. Therefore, the user was only required to provide the program with the training data. The program uses two hidden layers, and determines the optimal number of neurons in each layer and the weights between layers. A large number of patient data sets were required for the training phase of the ANN. For this reason, patients with cancer of the prostate were chosen as the treatment site to test the efficacy of the method as it is a common cancer and patient data sets were readily available.
Beam-orientation customization can be seen as a geometric problem. Beam orientations must be found which adequately irradiate the PTV and minimize the dose to OARs. The size and relative position of the PTV and OARs are important parameters in determining the beam orientations. One way to use the ANN would be to assign each structure a different colour value and then pass each pixel in the patient to the ANN as an input value. The ANN could then be used as a pattern recognition machine. However, this would not be practical as such a large number of inputs would require many hidden layers and a large number of weights to be set in the training phase. This would require a very large number of training cases to produce reliable weights within the ANN. In addition, if the number of inputs was greater than the number of training cases, the ANN would be prone to the error of focusing on meaningless idiosyncrasies of individual training cases rather than the broad relationships required for generalization.
To reduce the patient geometry information to a small number of inputs for the ANN, the PTV, external contour and OARs were converted into a series of cuboids. The cuboid was constructed such that it completely encompassed the PTV or OAR. Figure 1 shows a typical prostate patient dataset after it has been reduced to a series of cuboids. Each cuboid in figure 1 can be mathematically reduced to two points; the bottom left corner of the box, and the top right corner of the box. Therefore, if the cuboids are made up of a series of pixels, appropriately rastered, the first and last pixels of the box define the size and relative juxtaposition of the PTV and OARs. Using this reduction scheme, a typical prostate patient could be reduced to just 12 input parameters, two for each of the external contour, PTV, rectum, bladder, right femoral head and left femoral head. Clearly this is a gross approximation, the value of which is tested by the study.
In the training phase of supervised learning, the ANN required the relevant inputs and the desired outputs from which to set the internal weights. Therefore, customized beam orientations were required for each patient dataset used in the training phase. A beam- orientation constrained-customization (BOCC) scheme for patients with cancer of the prostate was described by Rowbottom et al (1998) .
In the BOCC scheme a conventional computer algorithm was used to determine the customized beam orientations via the development of a single-beam cost function. The cost function enabled the reduction of the 3D data set information to a single number. In all constrained-customization algorithms developed for radiotherapy, the specific problem is reduced to a single number by the use of an objective cost function. The single cost function value is then minimized (or maximized).
The cost function contains two terms relating to the PTV and OARs. The first term in the BOCC cost function is proportional to the effective primary dose to the whole OAR using a reduction scheme (Niemierko and Goitein 1991) and was evaluated for each OAR, but for a single beam only. Importance factors were assigned to the various OARs to model their relative tolerances. The second term in the cost function is proportional to the average primary dose to the PTV. If the PTV was closer to the surface of the patient at a particular beam orientation then the average primary dose would be higher due to reduced attenuation. The beam weight for such a beam would therefore be lower to produce the same dose contribution at the isocentre and would spare distal OARs.
A beam which produced a low effective primary dose to the OARs and a high average primary dose to the PTV is identified as a 'good' beam orientation by the cost function. The cost function produces low cost for 'good' beam orientations and higher values for 'bad' beam orientations. The cost function was calculated for a single beam orientation only and was evaluated for each beam orientation at 5
• intervals. Lateral beam orientations were chosen as the lowest cost gantry-angles in the ranges 75-115
• and 245-285
• . In the study presented in Rowbottom et al (1998) , the beam orientations for threebeam plans were customized and compared with standard, fixed-angle, plans with coplanar, unmodulated, beams at 0
• , 110
• and 250
• (0 • vertical, gantry angle increasing clockwise viewed from inferior). The study showed that when the beam weights of the standard and customized plans were customized, the plans with customized beam orientations and weights were superior to the standard plan with customized beam weights only. In this study, the same customization scheme employing the same importance factors (see table 1) was used to determine the beam orientations for the training patient data set. The ANN therefore attempted to produce customized beam orientations for three-beam orientation plans. One beam was always fixed at 0
• gantry angle so the ANN only produced two outputs specifying the beam orientations of the lateral fields. Forty-five patient datasets were prepared for use in the training phase. The training phase enabled the ANN to determine the internal weights and thereby to generalize on the data received. The ANN was fed the 12 input parameters and the two output beam orientations determined by the BOCC scheme for each patient. At the end of the training period, the ANN weights were set. The 12 patient datasets that were excluded from the training phase tested the ability of the ANN to produce customized beam orientations. The outputs for these 12 datasets were also separately produced by BOCC, so that the beam orientations derived quickly from the ANN could be directly related to the beam orientations derived more slowly from BOCC. The 12 patients used in the testing phase were quite distinct from those given to the ANN in the training phase. This allowed a direct comparison of the ability of the ANN to improve on standard treatment plans (with beam orientations set to 0
• , 250
• ) and whether the improvements were comparable to the improvements seen from BOCC. Figure 2 schematically shows the ANN used in the study. The ANN had 12 inputs and two outputs. The ANN consisted of an input layer, two hidden layers and an output layer. AINET determines the number of neurons in the two hidden layers from the number of training vectors and input parameters. There were 540 neurons in the first hidden layer (number of input parameters × number of training vectors), and 90 neurons in the second hidden layer (2 × number of training vectors).
The 'squashing' function was sigmoidal for the two hidden layers. The weights between the layers were determined by a least-square minimization of the difference between the mapping produced by the ANN and the model vector outputs introduced to the ANN during the training phase. The weights could only be assigned 0 or 1. 
Results
After the training phase, datasets for 12 patients with cancer of the prostate were taken through the ANN. Only the inputs were given to the ANN. The inputs were then propagated through the ANN to produce the outputs. If the training phase produced a robust mapping of the input parameters onto the output parameters then the beam orientations produced by the ANN would match those independently produced by BOCC. Figure 3 is a histogram showing the deviation of the beam orientations given by the ANN and by BOCC. The lateral beam orientations were determined for each patient, so for 12 patients there were 24 difference angles between the two methods. The gantry angles were restricted in the BOCC scheme to 0-355
• in 5
• increments. Outputs from the ANN were rounded to the nearest 5
• gantry angle. Figure 3 shows that the ANN was able to reproduce the beam orientations of the BOCC method with close agreement (within 5
• ) for 15/24 beams (62.5%) and within 10
• for 19/24 beams (75%). The average difference in beam orientation between the two methods was 7.7
• (±1.7, 1 SD).
To determine the change in the dose distribution from the slightly different beam orientations, the beam weights of all 12 ANN-customized plans were customized in the same way as the standard (fixed-angle) and BOCC plans as described by Rowbottom et al (1998) . This involved using a fast-simulated annealing (FSA) algorithm developed by Oldham et al (1995) , with a non-uniform PTV dose prescription (the dose prescription was set to 95% for the fraction of the PTV that overlaps with the rectum and 100% to the rest of the PTV). At this stage of the work, the true patient CT-based geometry of the patient was used, not the highly idealized cuboids. The beam weight customization was performed within the VIRTUOS treatment-planning environment (Bendl et al 1994) . The importance factors used in the beamweight customization scheme are given in table 1.
It should be noted that the importance factors used in the beam orientation customization scheme differ from those used in the beam-weight customization scheme. This is simply because the two algorithms use different cost functions. It might be expected that the relative importance factors for the OARs represent some underlying physiological effect and remain the same, irrespective of the cost function used. In reality, the importance factors assimilate the relative importance only for the particular cost function used. The importance factors are dependent on the actual relative importance and the imperfections of the cost function and parameters used within the customization schemes.
Two comparisons were made when looking at the average dose statistics and average NTCP/TCP values: (a) comparisons of the ANN results with the standard plans with beam orientations set to 0
• and (b) comparisons of the ANN results with the BOCC results. Table 2 presents the average dose statistics for the standard and ANN-customized plans. The average dose statistics for the ANN and BOCC plans are given in table 3. In both tables, key achievements are given in bold. 
PTV 100 ± 0 1±0 84±1 103 ± 0 99±2 100 ± 0 2±1 80±3 104 ± 1 98±2 Rectum 67 ± 7 68 ± 5 1 ± 1 101 ± 1 59 ± 33 77 ± 4 72 ± 4 1 ± 1 100 ± 1 56 ± 32 R fem.
49 ± 9 100 ± 0 7±2 60 ± 1 32±14 80 ± 5 100 ± 0 7±3 67 ± 1 46±15 L fem.
48 ± 9 100 ± 0 6±2 61 ± 1 32±14 76 ± 7 100 ± 0 8±2 72 ± 1 47±17 Bladder 58 ± 5 78±4 0±0 103 ± 0 46±36 58 ± 5 77±3 0±0 104 ± 1 46±37
From table 2 it can be seen that the ANN generated plans have reduced the volume of rectum in the high-dose region (% volume of rectum receiving more than 90% relative dose) compared with the standard plan. The ANN-generated plans have an average of 28% of the rectum in the high-dose region whereas the standard plans have an average of 32% in the high-dose region. However, the ANN beam orientations give more dose to the femoral heads, and this is reflected in the higher mean doses to the femoral heads. The average PTV doses 
PTV 100 ± 0 2±1 80±3 104 ± 1 98±2 100 ± 0 1±1 81±2 107 ± 1 99±3 Rectum 77 ± 4 72 ± 4 1 ± 1 100 ± 1 56 ± 32 76 ± 4 72 ± 4 1 ± 1 100 ± 2 54 ± 31 R fem.
80 ± 5 100 ± 0 7±3 67 ± 1 46±15 72 ± 5 100 ± 0 6±2 68 ± 2 42±19 L fem 76 ± 7 100 ± 0 8±2 72 ± 1 47±17 70 ± 7 100 ± 0 8±4 70 ± 1 44±17 Bladder 58 ± 5 77±3 0±0 104 ± 1 46±37 58 ± 5 77±3 0±0 106 ± 1 47±37 Figure 4 . The average dose to the two PTV regions defined in the dose prescription for the standard, BOCC and ANN plans.
suggest that the PTV dose distributions are less homogeneous than the standard plans. It is clear from table 3 that the ANN-generated plans produced similar average dose statistics to the BOCC plans. Rowbottom et al (1998) explained that the PTV dose prescription used in the beam-weight customization algorithm was non-uniform. Figure 4 gives the average dose over the 12 patients delivered to the two regions of the PTV for the standard, BOCC and ANN plans. The figure shows that the ANN and BOCC plans allowed the dose to the PTV to more closely match the non-uniform dose prescription compared with the standard plans.
The disadvantage of average dose statistics is that the standard deviations contain the relatively large variation inherent in the small patient population. Figure 5 shows the difference statistics for the ANN plans compared to the standard plans with this variability removed (Rowbottom et al 1999b) . For the OARs, a negative difference implies that the ANN plans produced a lower average statistic than the standard plans.
Similar conclusions can be drawn from figure 5 as from tables 2 and 3. The PTV dose is slightly less homogeneous for the ANN plans compared with the standard plans. The other major changes were to the femoral heads with increases to the mean and maximum, and the rectum with decreases to the mean and maximum doses of −3.1 ± 0.5% and −0.7 ± 1.8% respectively. Rowbottom et al (1998) compared the BOCC plans to the standard plans via the measure of TCP at fixed rectal NTCPs. The dose to the isocentre was scaled to produce rectal NTCPs in the range 1-10% and the TCP recorded. This analysis was extended to include the ANN plans, and the same parameters used as for the standard and BOCC plans and given in table 4 (for the TCP calculations α eff = 0.35 and σ α = 0.08 (Nahum and Tait 1992) ). The average TCP for a fixed rectal NTCP of 1% was 43.6 ± 3.0% for the ANN plans compared to 39.7 ± 2.9% for the standard plans and 45.4±3.0% for the BOCC plans. The ANN was able to improve on standard plans in terms of increasing the TCP for a fixed rectal NTCP of 1%. Unfortunately, the variation in the beam orientations between the ANN and BOCC plans resulted in a smaller improvement in the TCP for a fixed rectal NTCP of 1% compared with the BOCC plans. Figure 6 shows the variation in the TCP as a function of rectal NTCP for the standard, BOCC and ANN plans. Figure 6 shows that the ANN plans lie between the standard and BOCC plans in terms of TCP for fixed rectal NTCPs. The ANN made improvements to the dose distributions via the customization of beam orientations, but the scale of the improvement was not as great as the BOCC approach outlined in Rowbottom et al (1998) .
Discussion and conclusions
The ANN was able to produce beam orientations within 5
• of the beam orientations given by the BOCC customization scheme in 62.5% of cases. The customization of the beam orientations still led to an improvement over the standard plans in terms of TCP at fixed rectal NTCPs. Unfortunately, the scale of the improvement was not as great as for the BOCC scheme. There are various possible explanations for the discrepancy in the beam orientations given by the ANN and BOCC. Firstly, very simple parameters were used to model the patient geometry as inputs to the ANN. It is feasible that more complex modelling of the patient for the input parameters could have allowed better mapping of the beam orientations. Increasing the number of inputs would require a more complex topology for the neural network and an increase in the number of patient data sets required in the training phase for the neural network. In this study only 45 patients were used in the training phase and increasing the number of training datasets should not be prohibitive.
Another possible reason for the discrepancy is that the ANN is suboptimal for the beamorientation customization problem. A commercial ANN program called AINET was used in the study. The ANN is self-optimizing using simple formulae to determine the number of neurons in each hidden layer. The ANN was also restricted to two hidden layers and the weights between layers were restricted to 0 or 1. More work is needed in order to establish the optimal number of hidden layers and neurons in each layer for the specific purpose of beamorientation customization. It is possible that if a custom-designed ANN was developed for the purpose of beam-orientation customization, better agreement would be achieved between BOCC and ANN plans. This development is ongoing. (Lyman (1985) , Kutcher and Burman (1989) There is also a possibility that the mapping between the inputs and outputs was coincidental and that whatever inputs were used, the ANN could be trained to give appropriate outputs. During the training phase, the ANN minimizes the difference between the predicted output values and the training vector output values. The ANN assumed that a nonlinear mapping of the input parameters would lead to the output parameters. The success rate of 62.5% in finding beam orientations within 5
• of the BOCC scheme would suggest that the nonlinear mapping between the inputs and outputs was real. Finally, it is conceivable that the training set did not contain enough patients or variability. ANNs are only able to successfully interpolate between data points, they cannot extrapolate from one situation to another. Forty-five patients were used in the training set, which was 3.75 times the number of inputs (12). However, some of the input parameters for three of the 12 patients used in the testing phase were just outside the range given to the ANN during the training phase. It is well known that ANNs behave well when interpolating between data points in the training set, but are much less able to extrapolate the data points. It is feasible that if more patients were included in the training set with a greater range of input parameters, better agreement between the ANN and BOCC would be achieved.
It should be noted that the beam orientation selection and the beam-weight determination were decoupled in this study. The process of treatment planning is a multivariable problem, with many dependent parameters. In order to fully customize a treatment plan all the parameters of the plan (such as treatment modality, treatment beam energy, beam orientations, beam weights, fluence profiles) would need to be customized simultaneously. With current computer resources and time constraints, customizing all variables together is not possible within reasonable time scales (Rowbottom 1998) . For this reason subsets of treatment parameters such as beam weights or fluence profiles or beam orientations are customized separately to produce a customized treatment plan. In the beam orientation customization scheme the beam weights were implicitly considered when setting the importance factors for the PTV and OARs. In the study , two patients were chosen at random and numerous plans were created with different treatment beam orientations. The plans all contained five fields from three beam directions; one beam was set at gantry angle 0
• , and the other two set in the gantry-angle windows of 75-115
• . The beam weights for each plan were customized using the fast-simulated annealing algorithm. The plan with the highest TCP for a rectal NTCP of 1% was considered 'optimal'. The importance factors in the beam-angle customization cost function were then altered until the minima in the 'gantry-angle windows' corresponded to the beam angles of the 'optimal' beam set for both patients. The beamorientation customization scheme therefore produced a mapping to the most suitable beam orientations including suitable beam weights.
The preliminary study has shown that ANNs could be useful in the determination of beam orientations. There are pros and cons in taking the ANN approach to beam-orientation customization. On the positive side, once the input parameters have been chosen and the training phase completed, the ANN produces beam orientations very quickly compared with a conventional algorithm. On the negative side, the training phase requires a large number of patients with a range of input parameters for the same tumour site to be prepared, which can be very time consuming.
ANNs have not been widely used in the field of radiotherapy. This study has shown the possible benefits of using an ANN algorithm in beam-orientation customization. ANNs could also be used in other areas of radiotherapy such as treatment plan evaluation, beam-weight customization and automatic outlining of structures from CT data.
