Bijective proofs of partition identities arising from modular equations  by Kim, Sun
Journal of Combinatorial Theory, Series A 116 (2009) 699–712Contents lists available at ScienceDirect
Journal of Combinatorial Theory,
Series A
www.elsevier.com/locate/jcta
Bijective proofs of partition identities arising from modular
equations
Sun Kim
Department of Mathematics, University of Illinois, 1409 West Green Street, Urbana, IL 61801, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 23 June 2007
Available online 4 December 2008
Keywords:
Partitions
Theta functions
Modular equations
We establish generalizations of certain partition theorems originat-
ing with modular equations and give bijective proofs for them. As
a special case, we give a bijective proof of the Farkas and Kra par-
tition theorem modulo 7.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
H.M. Farkas and I. Kra [6,7] established certain theta constant identities and observed that they
are equivalent to partition identities. The following theorem is the most elegant of their partition
theorems, and Farkas asked for another proof of it without the use of theta functions.
Theorem 1.1. Consider the positive integers such that multiples of 7 occur in two copies, say 7k and 7k. Let
A(N) be the number of partitions of the even integer 2N into distinct even parts, and let B(N) be the number
of partitions of the odd integers 2N + 1 into distinct odd parts. Then
A(N) = B(N).
For example, A(8) = 7 = B(8), with the representations of 16 and 17 being given respectively by
16 = 14+ 2 = 14+ 2 = 12+ 4 = 10+ 6 = 10+ 4+ 2 = 8+ 6+ 2,
17 = 13+ 3+ 1 = 11+ 5+ 1 = 9+ 7+ 1 = 9+ 7+ 1 = 9+ 5+ 3 = 7+ 7+ 3.
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(−q;q2)∞(−q7;q14)∞ − (q;q2)∞(q7;q14)∞ = 2q(−q2;q2)∞(−q14;q14)∞, (1)
where
(a;q)∞ =
∞∏
n=0
(
1− aqn).
The ﬁrst term on the left-hand side of (1) is the generating function of partitions into distinct odd
parts with two copies of multiples of 7 allowed. Subtracting the same term with q replaced by −q
and dividing by 2, we suppress all even powers of q on the left-hand side. On the other hand, the
right-hand side without the factor 2q gives the generating function of partitions into distinct even
parts with two copies of multiples of 7 allowed. Thus, equating the coeﬃcients of q2N+1 on both
sides of (1) leads to Theorem 1.1.
Farkas and Kra proved (1) using the theory of theta functions. In [9], M.D. Hirschhorn gave a simple
q-series proof of (1). The referee of [9] observed that (1) was equivalent to a modular equation of
degree 7 in Ramanujan’s notebooks [4, Chapter 19, Entry 19(i)], but actually due to C. Guetzlaff [8]
in 1834.
B.C. Berndt [3] observed that Ramanujan discovered ﬁve modular equations of this sort, and he
gave partition-theoretic interpretations for each of them.
In [10], S.O. Warnaar established an extensive generalization of Theorem 1.1, which is the following.
Theorem 1.2. Let α and β be even positive integers such that α < β , and let γ be an odd positive integer.
Fix an integer m  α + β + 2γ + 1. Consider the positive integers in which multiples of 2m occur in two
copies, 2m and 2m. Let A(N) be the number of partitions of 2N with parts congruent to 0,0,±α,±β,±(α +
β+2γ ) (mod 2m), and let B(N) be the number of partitions of 2N+γ with part congruent to±γ ,±(α+γ ),
±(β + γ ),±(α + β + γ ) (mod 2m). Then A(N) = B(N).
Warnaar mentioned that the conditions α < β and m  α + β + 2γ + 1 can be replaced by the
conditions that the sequences α,2m−α,β,2m−β,α+β+2γ ,2m−α−β −2γ and γ ,2m−γ ,α+γ ,
2m−α−γ ,β+γ ,2m−β−γ ,α+β+γ ,2m−α−β−γ are positive integers, and if some of the above
integers coincide, then we introduce different copies of those numbers. Setting (α,β,γ ) = (2,4,1)
and m = 7, we can see that Theorem 1.2 implies Theorem 1.1. Note that the condition α + β + γ =
7 = 2m − α − β − γ requires both of the numbers 7 and 7 (mod 14).
In order to prove Theorem 1.2, Warnaar considerably generalized (1) to obtain
(−c,−ac,−bc,−abc,−q/c,−q/ac,−q/bc,−q/abc;q)∞
− (c,ac,bc,abc,q/c,q/ac,q/bc,q/abc;q)∞
= 2c(−a,−b,−abc2,−q/a,−q/b,−q/abc2,−q,−q;q)∞, (2)
where
(a1, . . . ,an;q)∞ = (a1;q)∞ · · · (an;q)∞,
and gave three different proofs of (2). Furthermore, N.D. Baruah and B.C. Berndt [2] observed that an
equivalent formulation of (2) can be found in Ramanujan’s notebooks.
However, one of the referees of this paper observed that (2) is a special case of the addition
formula
(ux,u/x, vy, v/y,q/ux,qx/u,q/vy,qy/v;q)∞ − (uy,u/y, vx, v/x,q/uy,qy/u,q/vx,qx/v;q)∞
= v/x(uv,u/v, xy, x/y,q/uv,qv/u,q/xy,qy/x;q)∞, (3)
which is given in [5, p. 52, Exercise 2.16]. Setting x = √a, y = −√a, u = −√abc and v = √ac in (3),
we can derive (2).
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Theorem 1.1 without resorting to theta functions.
In Theorem 2.1 in Section 2, we derive a generalization of Theorem 1.2 from (2) and give a bijective
proof of it, which naturally gives a bijective proof of Theorem 1.1. In order to establish a bijection
of the generalization, we use Warnaar’s bijection from [10]. The generalization of Theorem 1.2 also
implies, in particular, two further partition identities derived from
(−q;q2)2∞(−q3;q6)2∞ − (q;q2)2∞(q3;q6)2∞ = 4q(−q2;q2)2∞(−q6;q6)2∞, (4)(−q;q2)8∞ − (q;q2)8∞ = 16q(−q2;q2)8∞. (5)
We remark that the identity (4) is equivalent to a modular equation of degree 3 and the iden-
tity (5) is called Jacobi’s quartic identity. In [10], Warnaar showed that the identities (4) and (5) are
specializations of the identity (2). However, he remarked that the partition theorems derived from (4)
and (5) are not special cases of Theorem 1.2.
In Section 3, we establish three further identities in Theorems 3.1, 3.3 and 3.5 and give their
partition theoretic consequences in Theorems 3.2, 3.4 and 3.6 together with bijective proofs. The
referee also pointed out that the identities in Theorems 3.1, 3.3 and 3.5 can be proved using (3).
In [2], N.D. Baruah and B.C. Berndt derived partition identities associated with modular equations
of degrees 3, 5 and 15. In Section 4, we show that some of them are special cases of the theorems
from Sections 2 and 3. The main results of this paper imply many new partition identities. So, lastly
we provide some of them as examples.
2. Generalizations of the Farkas and Kra partition theorem
In this section, we prove a generalization of Theorem 1.2 which implies not only Theorem 1.1,
but the two partition theorems that can be derived from (4) and (5), respectively. We show that the
generalization is an immediate consequence of (2) after some changes of variables, and we also give
a bijective proof of the generalization.
Theorem 2.1. Let m be a positive integer, and let α,β and γ be odd positive integersm such that α  β,γ .
Consider the positive integers in which multiples of 2m occur in two copies, 2m and 2m. Let A(N) denote the
number of partitions of 2N+α into parts congruent to±α,±β,±γ ,±(−α+β +γ ) (mod 2m), and let B(N)
denote the number of partitions of 2N into parts congruent to 0,0,±(β −α),±(γ −α),±(β +γ ) (mod 2m).
Let κ , 0 κ  3, denote the number of elements from the set {β −α,γ −α,2m−β −γ } that are equal to 0.
Then A(N) = 2κ B(N).
Here, if some of the integers above coincide in these congruences or are congruent to them-
selves with opposite sign (mod 2m), then we allow additional copies of those integers. For instance,
if (m,α,β,γ ) = (5,1,1,5), then (±α,±β,±γ ,±(−α + β + γ )) = (±1,±1,±5,±5) and (±(β − α),
±(γ − α),±(β + γ )) = (±0,±4,±6). So, we consider the set consisting of two copies of the positive
integers and two additional copies of multiples of 5.
Note that we obtain Theorem 1.2 by replacing α,β,γ by γ ,α+γ ,β +γ , respectively. In particular,
setting (α,β,γ ) = (1,3,5) and m = 7 in Theorem 2.1 yields Theorem 1.1.
First proof of Theorem 2.1. Replacing q by q2m , and then setting a = qβ−α , b = qγ−α and c = qα
in (2), we ﬁnd that
(−qα,−qβ,−qγ ,−qβ+γ−α,−q2m−α,−q2m−β,−q2m−γ ,−q2m+α−β−γ ;q2m)∞
− (qα,qβ,qγ ,qβ+γ−α,q2m−α,q2m−β,q2m−γ ,q2m+α−β−γ ;q2m)∞
= 2qα(−qβ−α,−qγ−α,−qβ+γ ,−q2m+α−β,−q2m+α−γ ,−q2m−β−γ ,−q2m,−q2m;q2m)∞. (6)
It is now easy to see that (6) has the partition-theoretic interpretation claimed in Theorem 2.1. 
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to ±α,±β,±γ ,±δ (mod 2m). Then we can write
π = ((λ1,μ1), (λ2,μ2), (λ3,μ3), (λ4,μ4)),
where λ1, . . . , λ4 are partitions into parts that are congruent to α,β,γ , δ (mod 2m), respectively, and
μ1, . . . ,μ4 are partitions with parts congruent to −α,−β,−γ ,−δ (mod 2m), respectively. We obtain
a new partition π ′ from π such that
π ′ = ((λ′1,μ′1), (λ′2,μ′2), (λ′3,μ′3), (λ′4,μ′4)),
where λ′1 = (λ1 − α)/2m, . . . , λ′4 = (λ4 − δ)/2m and μ′1 = (μ1 + α)/2m, . . . ,μ′4 = (μ4 + δ)/2m. Note
that λ′i ∈ D0 and μ′i ∈ D , where D0 is the set of partitions with distinct nonnegative parts and D is
the set of partitions with distinct positive parts.
Let di = 	(λi) − 	(μi) = 	(λ′i) − 	(μ′i) for 1  i  4, where 	(λ) is the number of parts of the
partition λ.
Note that |π | = 2m|π ′| + αd1 + βd2 + γ d3 + δd4 = 2N + α, where |π | is the sum of the parts of a
partition π .
Since
4∑
i=1
di =
4∑
i=1
	(λi) −
4∑
i=1
	(μi) ≡
4∑
i=1
	(λi) +
4∑
i=1
	(μi) ≡ 	(π) ≡ 1 (mod 2),
∑4
i=1 di = 2s + 1 for some s ∈ Z. So, if we let d4 = n, d2 = k − n, d3 = l − n, with n,k and l ∈ Z, then
d1 = 2s + 1+ n − k − l.
Now, we introduce the bijection that Warnaar established in [10].
Let (λ,μ) be a partition pair such that λ ∈ D0 and μ ∈ D and such that 	(λ) − 	(μ) = d. Then we
can draw a diagram of λ, say G , as follows. The diagram G consists of 	(λ) columns of nodes, and the
ith column contains the nodes of the ith part of λ. Displace the (i+1)th column one unit to the right
and one unit down relative to the ith column. Similarly, draw a diagram H of μ, consisting of 	(μ)
rows of nodes where the ith row contains the nodes of the ith part of μ. Displace the (i + 1)th row
one unit to the right and one unit down relative to the ith row. For example, if λ1 = (6,4,2,1,0) and
μ1 = (3,1), then
G1:
•
• •
• • •
• • • •
• •
•
and H1:
• • •
• ,
and if λ2 = (4,1,0) and μ2 = (7,5,4,2,1), then
G2:
•
• •
•
•
and H2:
• • • • • • •
• • • • •
• • • •
• •
•
.
Now, if d > 0, concatenate the top row of H and the dth row of G , and if d  0, concatenate the
ﬁrst column of G and the (1 − d)th column of μ to form a diagram K . For the examples above, the
respective graphs K are
K1:
◦
◦ ◦
• • • • • •
• • • • •
• •
•
and K2:
◦ ◦ • • • • •
◦ • • • •
• • • •
• • •
• • •
•
•
.
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(d
2
)
nodes with |ν| = |λ| +
|μ| − (d2), and in the examples ν1 = (6,5,2,1) and ν2 = (5,4,4,3,3,1,1), respectively.
Conversely, for an ordinary partition ν and an integer d, add a triangle of
(d
2
)
nodes to the di-
agram ν to form a diagram K . When d > 0, place the triangle on top of the diagram of ν (so it
is left-aligned), and when d  0, place it to the left of ν (so it is top-aligned). Then K can be dis-
sected into two diagrams G and H corresponding to a partition pair (λ,μ) such that λ,μ ∈ D and
|λ| + |μ| = |ν| + (d2).
Note that 	(λ)−	(μ) equals d or d−1. When 	(λ)−	(μ) = d−1, add the part 0 to λ. In summary,
we always have the equality 	(λ) − 	(μ) = d, where λ ∈ D0 and μ ∈ D.
This shows that there is a bijection between the set {(λ,μ,d): λ ∈ D0, μ ∈ D, 	(λ) − 	(μ) = d}
and the set {(ν,d): ν is an ordinary partition and d ∈ Z}, where |λ| + |μ| = |ν| + (d2).
Thus, ((α1, β1), (α2, β2), (α3, β3), (α4, β4)), with αi ∈ D0, βi ∈ D , d1 = 2s+ 1+n−k− l, d2 = k−n,
d3 = l − n and d4 = n, corresponds to ((ν1,d1), (ν2,d2), (ν3,d3), (ν4,d4)), where the ν ′i s are ordinary
partitions. Deﬁning d′1 = 2n + 1+ s − k − l, d′2 = k − s, d′3 = l − s and d′4 = s, we can check that
4∑
i=1
(
di
2
)
=
4∑
i=1
(
d′i
2
)
,
and so
4∑
i=1
(|αi| + |βi |)=
4∑
i=1
(
|νi | +
(
di
2
))
=
4∑
i=1
(
|νi | +
(
d′i
2
))
.
Applying the inverse of the bijection with (ν1,d′1), (ν2,d′2), (ν3,d′3), (ν4,d′4) yields π1 = ((ω1, τ1),
(ω2, τ2), (ω3, τ3), (ω4, τ4)) with 	(ωi) − 	(τi) = d′i and ωi ∈ D0, τi ∈ D for 1 i  4.
Let us now use this bijection to set up a bijection between A(n) and B(n). We can apply it with
π ′ = ((λ′1,μ′1), (λ′2,μ′2), (λ′3,μ′3), (λ′4,μ′4))
to obtain the corresponding partition π1 = ((ω1, τ1), (ω2, τ2), (ω3, τ3), (ω4, τ4)) with 	(ωi) −
	(τi) = d′i .
Now, multiply each part of the ω′is and τ
′
i s by 2m, and add β − α,α − β; γ − α,α − γ ; and
β +γ ,−β −γ to each part of 2mω2, 2mτ2; 2mω3, 2mτ3; 2mω4 and 2mτ4, respectively. Then remove
all the parts 0 from 2mω1, 2mω2 + (β − α), 2mω3 + γ − α and 2mτ4 − (β + γ ). (Note that they can
have part 0 if β − α = 0, γ − α = 0 or β + γ = 2m.) Then we obtain a new partition
π ′1 =
((
ω′1, τ ′1
)
,
(
ω′2, τ ′2
)
,
(
ω′3, τ ′3
)
,
(
ω′4, τ ′4
))
.
Since the sum of the numbers added to the 2mω′is and 2mτ
′
i s is
(β − α)d′2 + (γ − α)d′3 + (β + γ )d′4 = αd1 + βd2 + γ d3 + δd4 − α,
we have
∣∣π ′1∣∣= 2m|π1| + (β − α)d′2 + (γ − α)d′3 + (β + γ )d′4
= 2m|π ′| + αd1 + βd2 + γ d3 + δd4 − α
= |π | − α = 2N.
Thus, we can see that π ′ is a partition of 2N into parts congruent to 0,0,±(β − α),±(γ − α),
±(β + γ ) (mod 2m).
However, consider two distinct partitions π ′1 and π ′′1 , where they have the same copies of pos-
itive parts. If both of them have an even number of parts 0 or an odd number of parts 0, then
they correspond to the same partition of 2N into parts congruent to 0,0,±(β − α),±(γ − α),
±(β + γ ) (mod 2m). Note that if π ′1 and π ′′1 have an even (odd) number of parts 0, then they
correspond to partitions of 2N with the number of parts odd (even) after removing parts 0. We can
easily see that there are exactly 2κ+1/2 = 2κ partitions that have the same copies of positive parts
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can conclude that A(N) = 2κ B(N). 
From (4), Farkas and Kra [6,7] infer the following theorem which is an analogue of Theorem 1.1
for modulus 3.
Theorem 2.2. Let S denote the set of positive integers in 4 distinct colors with two colors, say orange and blue,
each appearing at most once, and the remaining two colors, say red and green, appearing at most once and
only in multiples of 3. Let A(N) denote the number of partitions of 2N + 1 into odd elements of S. Let B(N)
denote the number of partitions of 2N into even elements of S. Then
A(N) = 2B(N).
Proof. Let m = 3, α = γ = 1 and β = 3 in Theorem 2.1. Then A(N) = 2B(N) since κ = 1. 
Similarly, from (5), Farkas and Kra [6,7] infer the following theorem.
Theorem 2.3. Consider the positive integers such that each integer occurs in eight copies. Let A(N) denote the
number of partitions of 2N + 1 into distinct odd parts and B(N) the number of partitions of 2N into distinct
even parts. Then
A(N) = 8B(N).
Proof. Let m = α = β = γ = 1 in Theorem 2.1. Then A(N) = 8B(N) since κ = 3. 
3. Further general partition theorems
In this section, we establish three further identities that imply partition theorems with forms
similar to that of Theorem 2.1.
First, we prove the following.
Theorem 3.1.
(−c,−a2c,−b2c,−d2c,−q/c,−q/a2c,−q/b2c,−q/d2c;q)∞
− (c,a2c,b2c,d2c,q/c,q/a2c,q/b2c,q/d2c;q)∞
= c{(−ab/d,−ad/b,−bd/a,−abdc2,−qd/ab,−qb/ad,−qa/bd,−q/abdc2;q)∞
+ (ab/d,ad/b,bd/a,abdc2,qd/ab,qb/ad,qa/bd,q/abdc2;q)∞}. (7)
We remark that taking d = ab, and then replacing a2 and b2 by a and b, respectively, in Theo-
rem 3.1 yields (2).
First proof. Let x = ra, y = b/d, u = rbcd, and v = ac in (3). Then we have
(
r2abcd,bcd/a,abc/d,acd/b,q/r2abcd,qa/bcd,qd/abc,qb/acd;q)∞
− (rb2c, rcd2, ra2c, c/r,q/rb2c,q/rcd2,q/ra2c,qr/c;q)∞
= c/r(rab/d, rad/b, rabc2d, rbd/a,qd/rab,qb/rad,q/rabc2d,qa/rbd)∞. (8)
Subtracting (8) with r = −1 from (8) with r = 1 yields
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+ (−c,−a2c,−b2c,−d2c,−q/c,−q/a2c,−q/b2c,−q/d2c;q)∞
= c(ab/d,ad/b,bd/a,abdc2,qd/ab,qb/ad,qa/bd,q/abdc2;q)∞
+c(−ab/d,−ad/b,−bd/a,−abdc2,−qd/ab,−qb/ad,−qa/bd,−q/abdc2;q)∞,
which completes the proof. 
Second proof. We use the fact [1] that the coeﬃcient of akqN in (−a,−q/a;q)∞ is the number of
partition pairs (λ,μ), where λ ∈ D0, μ ∈ D , |λ| + |μ| = N and 	(λ) − 	(μ) = k. Thus, the coeﬃcient
of a2(k−n)b2(l−n)c2s+1d2nqN on the left side of Theorem 3.1 divided by 2 is the cardinality of the
set Γk,l,s,n(N) consisting of four partition pairs ((λ1,μ1), (λ2,μ2), (λ3,μ3), (λ4,μ4)), where λi ∈ D0,
μi ∈ D , ∑4i=1(|λi | + |μi |) = N , d1 = 2s + 1 − k − l + n, d2 = k − n, d3 = l − n and d4 = n with di =
	(λi) − 	(μi).
Similarly, the coeﬃcient of a2(k−n)b2(l−n)c2s+1d2nqN on the right-hand side of Theorem 3.1 di-
vided by 2 is the cardinality of the set Ωk,l,s,n(N) consisting of four partition pairs (ω1, τ1), (ω2, τ2),
(ω3, τ3), (ω4, τ4), where ωi ∈ D0, τi ∈ D , ∑4i=1(|ωi | + |τi |) = N , d′1 = −2n − s + l + k, d′2 = k − s,
d′3 = l − s and d′4 = s with d′i = 	(ωi) − 	(τi).
We can apply Warnaar’s bijection described in the proof of Theorem 2.1 with d1, . . . ,d4 and
d′1, . . . ,d′4 deﬁned above, since
4∑
i=1
(
di
2
)
=
4∑
i=1
(
d′i
2
)
.
Now, it follows that Γk,l,s,n(N) corresponds to Ωk,l,s,n(N) bijectively. Hence, they have the same car-
dinality. 
We deduce the following partition identity from Theorem 3.1, and, with the use of Warnaar’s
bijection, we also give a bijective proof of Theorem 3.2.
Theorem 3.2. Let m be a positive integer, and let α,β,γ , and δ be nonnegative integers such that α + β +
γ + δ ≡ 1 (mod 2), α + β + γ + δ + 2 < 2m and α < min{β + γ − δ,β − γ + δ,−β + γ + δ}. Let A(N)
denote the number of partitions of 2N + 2α + 1 into parts congruent to ±(2α + 1),±(2β + 1),±(2γ + 1),
±(2δ + 1) (mod 2m), and let B(N) denote the number of partitions of 2N into parts congruent to ±(−α +
β +γ − δ),±(−α+β −γ + δ),±(−α−β +γ + δ),±(α+β +γ + δ +2) (mod 2m). Then A(N) = B(N).
Here, as before, if some of the integers above coincide, then we introduce additional copies of
those numbers, while we allow only one copy of the remaining integers.
First proof. Replacing q by q2m and then replacing (a,b, c,d) by (qβ−α,qγ−α,q2α+1,qδ−α) in Theo-
rem 3.1 yields
(−q2α+1,−q2β+1,−q2γ+1,−q2δ+1,−q2m−2α−1,−q2m−2β−1,−q2m−2γ−1,−q2m−2δ−1;q2m)∞
− (q2α+1,q2β+1,q2γ+1,q2δ+1,q2m−2α−1,q2m−2β−1,q2m−2γ−1,q2m−2δ−1;q2m)∞
= q2α+1{(−q−α+β+γ−δ,−q−α+β−γ+δ,−q−α−β+γ+δ,−qα+β+γ+δ+2,−q2m+α−β−γ+δ,
− q2m+α−β+γ−δ,−q2m+α+β−γ−δ,−q2m−α−β−γ−δ−2;q2m)∞
+ (q−α+β+γ−δ,q−α+β−γ+δ,q−α−β+γ+δ,qα+β+γ+δ+2,q2m+α−β−γ+δ,
q2m+α−β+γ−δ,q2m+α+β−γ−δ,q2m−α−β−γ−δ−2;q2m)∞}. (9)
It is now readily seen that Theorem 3.2 follows from (9). 
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α′ = −α + β + γ − δ, β ′ = −α + β − γ + δ,
γ ′ = −α − β + γ + δ, δ′ = α + β + γ + δ + 2.
Similarly to the second proof of Theorem 2.1, for given a partition π of 2n + 2α + 1 into parts con-
gruent to ±(2α + 1),±(2β + 1),±(2γ + 1),±(2δ + 1) (mod 2m), we obtain a new partition
π ′ = ((λ′1,μ′1), (λ′2,μ′2), (λ′3,μ′3), (λ′4,μ′4)),
where λi ∈ D0, μi ∈ D , and
|π | = 2m|π ′| + (2α + 1)d1 + (2β + 1)d2 + (2γ + 1)d3 + (2δ + 1)d4,
where di = 	(λ′i) − 	(μ′i). We can write
d1 = 2s + 1+ n − k − l, d2 = k − n, d3 = l − n, d4 = n,
since
∑4
i=1 di = 2s + 1 for some integer s. Deﬁne
d′1 = −2n − s + k + l, d′2 = k − s, d′3 = l − s, d′4 = s.
Note that
∑4
i=1 d′i is even, and
4∑
i=1
(
di
2
)
=
4∑
i=1
(
d′i
2
)
.
Using Warnaar’s bijection, we obtain the corresponding partition
π1 =
(
(ω1, τ1), (ω2, τ2), (ω3, τ3), (ω4, τ4)
)
,
where ωi ∈ D0, τi ∈ D , |π ′| = |π1| and d′i = 	(ωi) − 	(τi).
Now, multiplying all parts of π1 by 2m and then adding α′, . . . , δ′ , −α′, . . . ,−δ′ to each part
of ω1, . . . ,ω4, τ1, . . . , τ4, respectively, yields a new partition, say π ′1. Since
∣∣π ′1∣∣= 2m|π1| + α′d′1 + β ′d′2 + γ ′d′3 + δ′d′4
= 2m|π ′| + (2α + 1)d1 + (2β + 1)d2 + (2γ + 1)d3 + (2δ + 1)d4 − (2α + 1)
= 2N,
π ′1 is a partition of 2N into parts congruent to α′, β ′, γ ′, δ′ (mod 2m).
Clearly, the process is reversible. Hence, A(N) = B(N). 
Next, we show that the following identity is true.
Theorem 3.3.
(−c,−a2c,−b2c,−d2c,−q/c,−q/a2c,−q/b2c,−q/d2c;q)∞
+ (c,a2c,b2c,d2c,q/c,q/a2c,q/b2c,q/d2c;q)∞
= (−abc/d,−adc/b,−bdc/a,−abcd,−qd/abc,−qb/adc,−qa/bdc,−q/abdc;q)∞
+ (abc/d,adc/b,bdc/a,abdc,qd/abc,qb/adc,qa/bdc,q/abdc;q)∞. (10)
We remark that the left-hand side of Theorem 3.3 has the opposite sign of the left-hand side of
Theorem 3.1.
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(
ra2c, rc, rb2c, rd2c,q/ra2c,q/rc,q/rb2c,q/rd2c;q)∞
− (rabc/d, racd/b, rabcd, rbdc/a,qd/rabc,qb/racd,q/rabcd,qa/rbdc;q)∞
= rbdc/a(ab/d,ad/b, r2abdc2,a/bd,qd/ab,qb/ad,q/r2abdc2,qbd/a;q)∞. (11)
Adding (11) with r = −1 and (11) with r = 1, we obtain (10). 
Second proof. Repeating the same argument in the second proof of Theorem 3.1, we see that the
coeﬃcient of d2na2(k−n)b2(l−n)c2(k+l−n−s)qN on the left side of (10) divided by 2 is the cardinality
of the set Γk,l,s,n(N) consisting of four partition pairs ((λ1,μ1), (λ2,μ2), (λ3,μ3), (λ4,μ4)), where
λi ∈ D0, μi ∈ D , ∑4i=1(|λi | + |μi |) = N , d2 = k − n, d3 = l − n, d4 = n and d1 = 2(k + l − n − s) − d2 −
d3 − d4 = −2s + k + l − n, with di = 	(λi) − 	(μi).
Similarly, the coeﬃcient of d2na2(k−n)b2(l−n)c2(k+l−n−s)qN of the right-hand side of (10) divided by 2
is the cardinality of the set Ωk,l,s,n(N) consisting of four partition pairs ((ω1, τ1), (ω2, τ2), (ω3, τ3),
(ω4, τ4)), where ωi ∈ D0, τi ∈ D , ∑4i=1(|ωi | + |τi |) = N , d′1 = −2n+ k+ l− s, d′2 = k− s, d′3 = l− s and
d′4 = s, with di = 	(λi) − 	(μi). (Note that (d′1,d′2,d′3,d′4) is a solution of (13).)
Using Warnaar’s bijection with d1, . . . ,d4 and d′1, . . . ,d′4 above, we deduce that∣∣Γk,l,s,n(N)∣∣= ∣∣Ωk,l,s,n(N)∣∣,
which completes the proof. 
The following partition theorem can be derived from Theorem 3.3.
Theorem 3.4. Let m be a positive integer and α,β,γ , and δ be nonnegative integers satisfying the condition
that any of them is at most the sum of the other three, α + β + γ + δ ≡ 0 (mod 2), and α + β + γ +
δ + 1 < 2m. Let A(N) denote the number of partitions of 2N into parts congruent to ±(2α + 1),±(2β + 1),
±(2γ + 1),±(2δ + 1) (mod 2m) and B(N) denote the number of partitions of 2N into parts congruent to
±(α + β + γ − δ + 1),±(α + β − γ + δ + 1),±(α − β + γ + δ + 1),±(−α + β + γ + δ + 1) (mod 2m).
Then A(N) = B(N).
First proof. Replacing q by q2m and then letting (a,b, c,d) = (qβ−α,qγ−α,q2α+1,qδ−α) in Theo-
rem 3.3 yields
(−q2α+1,−q2β+1,−q2γ+1,−q2δ+1,−q2m−2α−1,−q2m−2β−1,−q2m−2γ−1,−q2m−2δ−1;q2m)∞
+ (q2α+1,q2β+1,q2γ+1,q2δ+1,q2m−2α−1,q2m−2β−1,q2m−2γ−1,q2m−2δ−1;q2m)∞
= (−qα+β+γ−δ+1,−qα+β−γ+δ+1,−qα−β+γ+δ+1,−q−α+β+γ+δ+1,−q2m−α−β−γ+δ−1,
− q2m−α−β+γ−δ−1,−q2m−α+β−γ−δ−1,−q2m+α−β−γ−δ−1;q2m)∞
+ (qα+β+γ−δ+1,qα+β−γ+δ+1,qα−β+γ+δ+1,q−α+β+γ+δ+1,q2m−α−β−γ+δ−1,
q2m−α−β+γ−δ−1,q2m−α+β−γ−δ−1,q2m+α−β−γ−δ−1;q2m)∞. (12)
It is now easy to see that (12) has the partition-theoretic interpretation given in the statement of
Theorem 3.4. 
Second proof. Repeat the same argument of the proof of Theorem 3.2 with
α′ = α + β + γ − δ + 1, β ′ = α + β − γ + δ + 1,
γ ′ = α − β + γ + δ + 1, δ′ = −α + β + γ + δ + 1,
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(2α + 1)d1 + (2β + 1)d2 + (2γ + 1)d3 + (2δ + 1)d4 = α′d′1 + β ′d′2 + γ ′d′3 + δ′d′4,
we complete the proof. 
Lastly, we make a specialization of Theorem 3.3 and give another proof of it. Also, we deduce a
partition identity from the specialization.
Theorem 3.5.
(−c,−ac,−bc,−abc3,−q/c,−q/ac,−q/bc,−q/abc3;q)∞
+ (c,ac,bc,abc3,q/c,q/ac,q/bc,q/abc3;q)∞
= 2(−ac2,−bc2,−abc2,−q/ac2,−q/bc2,−q/abc2,−q,−q;q)∞. (13)
First proof. Taking d = abc, then replacing (a2,b2) by (a,b) in Theorem 3.3, we obtain Theo-
rem 3.5. 
Second proof. We can view both sides of (13) as functions of a. Let the left-hand side be denoted
by L(a) and the right-hand side by R(a). Deﬁne f (a) = L(a)/R(a). Then we can easily see that f (aq) =
f (a), since L(aq) = L(a)/a2bc4 and R(aq) = R(a)/a2bc4. The values a = −qn/c2,−qn/bc2, n ∈ Z, are
simple zeroes of R(a), provided that b = 1, and so are possible poles of f (a). But, using
(
qn/c, cq1−n;q)∞ = (−1)n−1cn−1q−(n2)(c,q/c;q)∞,(
aqn,q1−n/a;q)∞ = (−1)na−nq−(n2)(a,q/a;q)∞,
we obtain
L
(−qn/c2)= (−c,qn/c,−bc,qnbc,−q/c, cq1−n,−q/bc,q1−n/bc;q)∞
+ (c,−qn/c,bc,−qnbc,q/c,−cq1−n,q/bc,−q1−n/bc;q)∞
= −b−nc−1q−2(n2)(−c, c,−bc,bc,−q/c,q/c,−q/bc,q/bc;q)∞
+ b−nc−1q−2(n2)(c,−c,bc,−bc,q/c,−q/c,q/bc,−q/bc;q)∞
= 0.
Similarly, we have
L
(−qn/bc2)= (−c,qn/bc,−bc, cqn,−q/c,bcq1−n,−q/bc,q1−n/c;q)∞
+ (c,−qn/bc,bc,−cqn,q/c,−bcq1−n,q/bc,−q1−n/c;q)∞
= −bn−1c−1q−2(n2)(−c,bc,−bc, c,−q/c,q/bc,−q/bc,q/c;q)∞
+ bn−1c−1q−2(n2)(c,−bc,bc,−c,q/c,−q/bc,q/bc,−q/c;q)∞
= 0.
Thus, under the assumption that b = 1, f is an entire bounded function. By Liouville’s theorem, f is
a constant. Take a = 1/c; then
L(1/c) = 2(−c,−q,−bc,−bc2,−q/c,−q,−q/bc,−q/bc2;q)∞,
R(1/c) = 2(−c,−bc2,−bc,−q/c − q/bc2,−q/bc,−q,−q;q)∞.
Hence f (a) = f (1/c) = 1, which completes the proof when b = 1.
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R(a) = R∗(b), then
f (a) = L(a)
R(a)
= L
∗(b)
R∗(b)
=: f ∗(b)
can also be considered as a meromorphic function of b, which is equal to 1 for b = 1. By analytic
continuation, f (a) = f ∗(b) = 1 at b = 1 as well. 
Theorem 3.6. Let m be a positive integer, and let α,β and γ be odd positive integers  m with α + β +
γ < 2m. Consider the positive integers in which multiples of 2m occur in two copies, 2m and 2m. Let A(N)
denote the number of partitions of 2N into parts congruent to ±α, ±β , ±γ , ±(α + β + γ ) (mod 2m),
and let B(N) denote the number of partitions of 2N into parts congruent to 0, 0, ±(α + β), ±(β + γ ),
±(α + γ ) (mod 2m). Then A(N) = B(N).
First proof. Replacing q by q2m and then letting (a,b, c) = (qα,qβ−α,qγ−α) in Theorem 3.5, we obtain
(−qα,−qβ,−qγ ,−qα+β+γ ,−q2m−α,−q2m−β,−q2m−γ ,−q2m−α−β−γ ;q2m)∞
+ (qα,qβ,qγ ,qα+β+γ ,q2m−α,q2m−β,q2m−γ ,q2m−α−β−γ ;q2m)∞
= 2(−qα+β,−qβ+γ ,−qα+γ ,−q2m−α−β,−q2m−β−γ ,−q2m−α−γ ,−q2m,−q2m;q2m)∞. (14)
It is now easy to see that (14) has the partition-theoretic interpretation given in the statement of
Theorem 3.6. 
Second proof. Let δ = α + β + γ . Let π be a partition of 2n into parts congruent to ±α,±β,±γ ,
±δ (mod 2m). Then, as in the proof of Theorem 2.1, we can obtain a new partition π ′ from π such
that
π ′ = ((λ′1,μ′1), (λ′2,μ′2), (λ′3,μ′3), (λ′4,μ′4)),
with λ′i ∈ D0, μ′i ∈ D and |π | = 2m|π ′| + αd1 + βd2 + γ d3 + δd4, where di = 	(λ′i) − 	(μ′i).
Since
∑4
i=1 di ≡ 	(π) ≡ 0 (mod 2), we can ﬁnd corresponding (s,n,k, l) such that
d1 = −2s − n + k + l, d2 = k − n, d3 = l − n, d4 = n.
Deﬁning
d′1 = −2n − s + k + l, d′2 = k − s, d′3 = l − s, d′4 = s,
observing that
∑4
i=1
(di
2
)=∑4i=1 (d′i2
)
, and using Warnaar’s bijection with them, we obtain the corre-
sponding partition π1 = ((ω1, τ1), (ω2, τ2), (ω3, τ3), (ω4, τ4)) with 	(ωi) − 	(τi) = d′i .
Now, multiply each part of the ω′is and τ
′
i s by 2m and add α + β,−α − β; β + γ ,−β − γ ; and
α + γ ,−α − γ to each part of 2mω2, 2mτ2; 2mω3, 2mτ3; and 2mω4, 2mτ4, respectively. Lastly,
removing the part 0 from 2mω1 (if present), we can view π1 as a partition of 2n into parts congruent
to 0,0,±(α + β),±(β + γ ),±(α + γ ) (mod 2m), since the sum of the numbers added to the 2mω′is
and 2mτ ′i s is (α + β)d′2 + (β + γ )d′3 + (α + γ )d′4 = αd1 + βd2 + γ d3 + δd4. We remark that if 2mω1
has a part 0, then π1 (without the part 0) is a partition with an odd number of parts.
The converse is obvious, since we can add a part 0 to the ﬁrst partition of π1 if it has an odd
number of parts. 
4. Applications
N.D. Baruah and B.C. Berndt [2] found new partition theorems associated with modular equations
of degree 3, 5 and 15. In this section, we show that some of their partition theorems and their
equivalent q-series identities are consequences of the results from Sections 2 and 3. Also, we derive
some new partition identities from our theorems.
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(−q;q2)2∞(−q,−q5;q6)∞ + (q;q2)2∞(q,q5;q6)∞ = 2(−q2;q2)2∞(−q2,−q4;q6)∞. (15)
Replacing q by q6 and then setting (a,b, c) = (1,1,q) in Theorem 3.5 gives (15).
From (15), they derive the following theorem [2, Theorem 6.1].
Theorem 4.1. Let S denote the set consisting of two copies of the positive integers and one additional copy of
positive integers that are not multiples of 3. Let A(N) and B(N) denote the number of partitions of 2N into
odd elements and even elements, respectively, of S. Then, for n 1, A(N) = B(N).
Proof. Set m = 3 and α = β = γ = 1 in Theorem 3.6. 
Next, they show that another modular equation of degree 3 [4, Entry 5(viii), p. 231] implies the
identities [2, Eqs. (6.18), (6.19)]
(−q. − q5;q6)4∞ − (q.q5;q6)4∞ = 8q(−q2;−q2)∞(−q6;−q6)5∞, (16)
q
{(−q. − q5;q6)4∞ + (q.q5;q6)4∞}= (−q;q2)∞(−q3;q6)5∞ − (q;q2)∞(q3;q6)5∞. (17)
Replacing q by q6 and then setting a = b = 1, c = q in (2) yields (16), and replacing q by q6 and
then letting a = b = c = d = q in Theorem 3.1 gives (17).
From (16) and (17), the following theorem [2, Theorem 6.4] is deduced.
Theorem 4.2. Let S denote the set consisting of one copy of positive integers and ﬁve additional copies of
positive integers that are multiples of 3. Let A(N) denote the number of partitions of 2N +1 into odd elements
of S, and let B(N) denote the number of partitions of 2N into even elements of S. Furthermore, let T denote
the set consisting of four copies of odd positive integers that are not multiples of 3 and let C(N) denote the
number of partitions of N into elements of T . Then, for N  1, C(2N) = A(N) and C(2N + 1) = 4B(N).
Proof. Letting m = 3, α = 0 and β = γ = δ = 1 in Theorem 3.2, we obtain A(N) = C(2N). Set m = 3
and α = β = γ = 1 in Theorem 2.1. Then we have C(2N + 1) = 4B(N), since κ = 2. 
They also derived the following two identities [2, Eqs. (7.18), (7.19)] from a modular equation of
degree 5 [4, Entry 13(vii), p. 281], namely,
(−q. − q3,−q7,−q9;q10)2∞ − (q.q3,q7,q9;q10)2∞ = 4q(−q2;−q2)∞(−q10;−q10)3∞, (18)(−q;q2)∞(−q5;q10)3∞ − (q;q2)∞(q5;q10)3∞
= q{(−q. − q3,−q7,−q9;q10)2∞ + (q.q3,q7,q9;q10)2∞}. (19)
Replacing q by q10 and then setting (a,b, c) = (q2,q6,q) in (2) yields (18). Also, replacing q by q10
and then letting (a,b, c,d) = (q2,q,q,q2) in Theorem 3.1, we obtain (19).
Similarly, we deduce the following theorem [2, Theorem 7.4] from (18) and (19).
Theorem 4.3. Let S denote the set consisting of one copy of the positive integers and three additional copies
of the positive integers that are multiples of 5, and let T denote the set consisting of two copies of odd positive
integers that are not multiples of 5. Let A(N) be the number of partitions of 2N + 1 into odd elements of S,
and let B(N) be the number of partitions of 2N into even elements of S. Furthermore, if C(N) is the number of
partitions of N into elements of T , then C(2N) = A(N) and C(2N + 1) = 2B(N) for N  1.
Proof. Let (m,α,β,γ , δ) = (5,0,2,1,2) in Theorem 3.2. Then we have A(N) = C(2N). Next, setting
(m,α,β,γ ) = (5,1,1,3) in Theorem 2.1 implies C(2N + 1) = 2B(N), since κ = 1. 
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equations of degree 15 [4, p. 383]:
(−q3;q6)∞(−q5;q10)∞ + (q3;q6)∞(q5;q10)∞
= (−q,−q7,−q11,−q13,−q17,−q19,−q23,−q29;q30)∞
+ (q,q7,q11,q13,q17,q19,q23,q29;q30)∞, (20)
2q
(−q6;q6)∞(−q10;q10)∞
= (−q,−q7,−q11,−q13,−q17,−q19,−q23,−q29;q30)∞
− (q,q7,q11,q13,q17,q19,q23,q29;q30)∞. (21)
Replacing q by q30 and then letting (a,b, c,d) = (q,q3,q3,q6) in Theorem 3.3 yields (20). Also,
replace q by q30 and then set (a,b, c) = (q6,q10,q) in (2). Then we obtain (21).
Eqs. (20) and (21) give the following partition-theoretic interpretations [2, Theorem 8.2].
Theorem 4.4. Let S denote the set consisting of one copy of the positive integers that are multiples of 3 and
another copy of the positive integers that aremultiples of 5. Let A(N) and B(N) denote the number of partitions
of 2N into, respectively, odd elements of S and even elements of S. Furthermore, let C(N) denote the number
of partitions of N into distinct odd parts that are not multiples of 3 or 5. Then, for N  6, C(2N) = A(N) and
C(2N + 1) = B(N).
Proof. Take (m,α,β,γ , δ) = (15,1,2,4,7) in Theorem 3.4. Then we have A(N) = C(2N). Next, letting
(m,α,β,γ ) = (15,1,7,11) in Theorem 2.1, we obtain C(2N + 1) = B(N). 
Lastly, we show some new partition theorems.
Theorem 4.5. Let S denote the set consisting of one copy of positive integers, another copy of positive integers
that are either congruent to ±2 or ±3 (mod 10) or are multiples of 5. Let A(N) be the number of partitions
of 2N + 1 into odd parts, and let B(N) be the number of partitions of 2N into even parts. Then A(N) = B(N).
Proof. Set m = 5 and (α,β,γ ) = (1,3,3) in Theorem 2.1. 
For example, A(5) = 8 = B(5) with the representations
11 = 1+ 5+ 5 = 1+ 3+ 7 = 1+ 3+ 7 = 1+ 3+ 7 = 1+ 3+ 7 = 3+ 3+ 5 = 3+ 3+ 5,
10 = 10 = 2+ 8 = 2+ 8 = 2+ 8 = 2+ 8 = 2+ 2+ 6 = 4+ 6.
Theorem 4.6. Let S denote the set consisting of odd positive integers without multiples of 17. Let A(N) be the
number of partitions of 2N into parts congruent to ±3, ±5, ±9 or ±15 (mod 34), and let B(N) be the number
of partitions of 2N into parts congruent to ±1, ±7, ±11 or ±13 (mod 34). Then A(N) = B(N).
Proof. Take m = 17 and (α,β,γ , δ) = (1,2,4,7) in Theorem 3.4. 
For example, if N = 20, then A(N) = 3 = B(N) with the relevant representations being
3+ 37 = 9+ 31 = 15+ 25,
7+ 33 = 13+ 27 = 1+ 7+ 11+ 21.
Theorem 4.7. Let S denote the set consisting of one copy of positive integers and another copy of integers that
are either congruent to ±1 or ±4 (mod 10) or are multiples of 5. Let A(N) be the number of partitions of 2N
into odd parts, and let B(N) be the number of partitions of 2N into even parts. Then A(N) = B(N).
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For example, A(4) = 4 = B(4), and we have the representations
1+ 7 = 1+ 7 = 3+ 5 = 3+ 5,
8+ 2+ 6 = 2+ 6 = 4+ 4.
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