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A NOVEL GRAPH-BASED METHOD FOR TARGETTED LIGAND - PROTEIN FITTING 
G.J. HANNAFORD 
ABSTRACT 
The determination of protein binding sites and ligand - protein fitting are key to understanding the 
functionality of proteins, from revealing which ligand classes can bind or the optimal ligand for a 
given protein, such as protein/ drug interactions. There is a need for novel generic computational 
approaches for representation of protein-ligand interactions and the subsequent prediction of 
hitherto unknown interactions in proteins where the ligand binding sites are experimentally 
uncharacterised. The TMSite algorithms read in existing PDB structural data and isolate binding 
sites regions and identifies conserved features in functionally related proteins (proteins that bind 
the same ligand). The Boundary Cubes method for surface representation was applied to the 
modified PDB file allowing the creation of graphs for proteins and ligands that could be compared 
and caused no loss of geometric data. A method is included for describing binding site features of 
individual ligands conserved in terms of spatial relationships allowed identification of 3D motifs, 
named fingerprints, which could be searched for in other protein structures. This method combine 
with a modification of the pocket algorithm allows reduced search areas for graph matching. The 
methods allow isolation of the binding site from a complexed protein PDB file, identification of 
conserved features among the binding sites of individual ligand types, and search for these features 
in sequence data. In terms of spatial conservation create a fingerprint ofthe binding site that can be 
sought in other proteins of/mown structure, identifYing putative binding sites. The approach offers 
a novel and generic method for the identification of putative ligand binding sites for proteins for 
which there is no prior detailed structural characterisation of protein/ ligand interactions. It is 
unique in being able to convert PDB data into graphs, ready for comparison and thus fitting of 
ligand to protein with consideration of chemical charge and in the future other chemica! properties. 
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"Simulation and mathematical modelling will 
power the twenty-first century the way steam 
powered the nineteenth." - W. H. Press 
"With the advent of the Internet, there is no 
reason why we scientists should continue to 
be as dependent on high-priced commercial 
providers for our research software as we are 
today. Working together, we can build 
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flexible, and able to meet our needs in a way 
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Chavter 1 - ~dtruduction: Aims and Objectives 
1.1 Rationale 
Software is needed to allow rapid comparison of ligand binding sites in proteins 
of known structure (which are mainly soluble). Homology modelling of 
membrane proteins is severely hampered by lack of confirmed structures. Current 
efforts involve multiple sequence alignment, identification of conserved residues, 
and correlation of structural features with function, by consideration of 
physicochemical properties or by analogy to known structures that bind the same 
ligand. The binding site of the protein needs to be isolated from the whole 
structure. Conserved features between binding sites of the same first or class of 
ligand first need to be determined. Isolated binding features from a protein or 
preferably conserved (to reduce coincidental hits) features can then be searched 
for in known and unknown structure proteins where the function is known to 
assess whether or where, the same ligand binds. With proteins of known structure 
the PDB file is searched, with proteins of unknown structure the sequence may be 
mined, using the Swiss Prot files' predicted domains to narrow the search down. 
Matches may help locate binding sites and actually help in the determination of 
3D structure, which will be especially useful for membrane protein studies. 
A 3D shape representation method, using the Boundary Cubes algorithm (Maple, 
200 I), is available which can be used to give a piecewise planar representation of 
1 
a three-dimensional object and provides the basis for this work, namely a new 
method of docking based on mathematical fitting and charge averages per cube to 
detect repulsions which would prevent binding even if there was a geometric fit. 
The PDB data of the protein and ligand needs to be represented as a grid of points 
of empty and full space and converted into boundary cubes. This is a more 
efficient storage method (only edges are stored) and the graphs can be compared 
very easily using established methods or adaptations thereof. 
Most software relevant to this research area only work on high level computer 
platforms which are expensive and therefore only available to a minority of 
academic institutions. There is a need for programs that run on conventional 
desktop systems running the Windows OS or via the internet on a web server. An 
example of such software HEX (which is a Windows environment executable) 
from the University of Aberdeen, a PDB docking program allowing conformation 
visualisation. 
A modified implementation of the of established Pocket method would identify 
possible pockets and allow the search area for further data analysis (geometric fit) 
to be narrowed down, as on average the largest pocket is the binding site. Also to 
be taken into account is the presence of chemical features identified as conserved 
for binding. Once a potential binding site in the protein has been identified, a 
boundary representation technique is used to represent it and an analogue that 
binds to the protein. Mathematical fitting will be carried out. The representation 
procedures that are then carried out on a pocket rely upon modifications to the 
2 
Boundary Cubes algorithm, which can be used to give a piecewise planar 
representation of a three-dimensional object. As well as 3D shape, biochemical 
properties such as electrostatic charges on the molecules will also be taken into 
account along with accessibility of a proposed pocket if it is to be considered a 
valid binding site. The proposed program 'TMBoundary' is to be a software tool 
that will suggest the location of possible valid binding sites (in terms of access, 
shape, volume imd biochemical properties) and whether certain analogues will fit 
the site and calculate how well in mathematical terms. 
It is anticipated that comparing the ligand to the whole protein is not feasible on a 
desktop Pc. Using pockets (open or closed) that could be viable binding sites is 
one method of focusing in on the data however it is planned to explore other 
methods as an additional or complimentary solution. 
1.2 Available Resources 
The following are available for this project: 
" The Boundary cubes algorithm (by Carsten Maple) is made available and is to 
coded and applied to the described biological problem. 
,. 	 The POCKET algorithm's simple cavity and pocket detection method that can 
be used as a base to tailor a method for suggesting binding sites based on 
empty volumes. 
• 	 Bile acid data is available and the research group's expertise 
<I> 	 Delphi and Pascal are used within the research group and software IS 
available. 
3 
1.3 Novel Aspect 
This method will provide the first implementation of the Boundary Cubes 
algorithm which has until now not been coded, and will act as an efficient (in size 
and thus walking time for graph matching) method. The PDB to graph translation 
methods are also unique. 
The adapted Pocket method will be unique and tailored to the project needs. 
Although there are other algorithms and programs (see review in introduction 3) 
there are not accessible for the Windows OS (instead Linux and SGI) and so an 
integrated, tailored method is desirable. Other novel methods will likely be 
needed to reduce the protein data to be searched for a match. 
Although the PDB format and thus its associated viewers are used for highlighting 
features and even binding sites employing it to display graphs (using dummy 
atoms as nodes) is not implemented elsewhere. The bile acid transport protein will 
be used as it will contribute to group knowledge on the protein and knowledge on 
it is already high. 
4 
.. 

Chapter 2 - Introduction: Biochemistry and Bioinformatics 
2.1 Proteins 
Proteins are a class of macromolecule with a varied range of structures that define 
their specific chemical characteristics. Proteins have essential roles in the majority 
of organic metabolic processes in all cells. Due to their highly specialised 
structure, proteins have a highly specialised functionality, according to which they 
are classified (see table 1). 
Table 1. Protein classification by functional class. 
Protein Class Function Example 
Enzymatic Catalyse metabolic processes Amylase 
Transport Transportation of substances, for example across Bile acid transport protein 
cell membrane 
Structural Provide support to organism I Connective tissue 
Storage Stockpiles of simple (building block level) I Amino acid storage 
compounds 
Hormonal Co-ordinate and regulate metabolic activities Oxytocin 
Receptor Trigger event in response to chemical signal Post-synaptic receptors 
Contractile Movement of muscle, cilia or flagella Actin (in muscle) 
Immune Defence against antigens (such as viruses) Antibodies 
2.2 Amino acids 
Proteins are themselves comprised of component amino acids of which there are 
20 main differing types. These 20 have a common peptide backbone structure (as 
shown in fig. 1) which is a central a-carbon (Ca ) bound to a neighbouring 
hydrogen atom (H), an amino group (NH2) and a carboxyl group (C02H) hence 
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they are referred to as a-amino acids. The existence of a variety of amino acids 
results from differences in their side chain (R) attached to the a-carbon. 
Figure 1. The common backbone of all amino acids (adapted from Bailey, 1990). 
It is the properties of this distinct side chain of the amino acids that dominate their 
and the peptides properties (Bailey, 1990). Glycine is the exception from the 
distinct side chain rule, as it has a simple hydrogen. The different amino acids are 
shown in table 2, along with the codes commonly used to represent them, 
predominantly in data files. There are two code systems, one representing the 
amino acids by a 3-letter code, as used in PDB (Protein Data Bank) files and one 
by a I-letter code, as used in Swiss Prot and other sequence data (comprehensive 
information on these data types is provided). The one letter symbol for an 
undetermined amino acid is X. 
A protein consists of a polypeptide chain of amino acids. Amino acids form 
peptide bonds when the carboxyl group of one amino acid condenses with the 
amino group of a neighbouring amino acid, freeing up a water molecule (see fig. 
2). As this process is repeated the chain length increases. A single amino acid 
binds with another forming a dipeptide, then further binding results in a small 
chain that is referred to as a peptide, and after many more additions when the 
chain is significantly longer, a protein. 
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Figure 2. Two generalised amino acids form a peptide bond resulting in a dipeptide and a liberated 
water molecule. 'R' represents the variable group (adapted from Thibodeau and Patlon, 1996; 
Bailey, 1990). 
Normally amino acid sequences are of very varied types (copolymers), sequences 
of the same amino acid type (homopolymers) are only possible synthetically. 
(Kuby, 1997). Amino acids are typically sub-categorised into the three groups 
dependent on properties bestowed by their specific side chain, hydrophobic, 
charged and polar as shown in table 2. 
Table 2. The 20 amino acids, their reference codes and main properties. *Glycine is best fitted to 
this group b .. ., ut It 	IS an exception. 
Amino Acid Name 
Alanine 
Arginine 
Aspargine 
Aspartic acid 
Cysteine 
Glutamic acid 
Glutamine 
Glycine 
Histidine 
Isoluecine 
Leucine 
Lysine 
Methionine 
Phenylalanine 
Proline 
Serine 
Threonine 
Tryptophan 
Tyrosine 
Valine 
Codes 
3-letter I-letter 
ALA A 
ARG R 
ASN N 
ASP D 
CYS C 
GLU E 
GLN Q 
GLY G 
HIS H 
ILE I 
LEU L 
LYS K 
MET M 
PHE F 
PRO P 
SER S 
THR T 
TRP W 
TYR Y 
VAL V 
Properties 
Hydrophobic 
Charged 
Polar 
Charged 
Polar 
Charged 
Polar 
Hydrophobic * 
Polar 
Hydrophobic 
Hydrophobic 
Charged 
Hydrophobic 
Hydrophobic 
Hydrophobic 
Polar 
Polar 
Polar 
Polar 
Hydrophobic 
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Figure 3. The chemical 20 structure of the 20 DNA encoded, ex-amino acids (from Perutz, 1962). 
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Another way of categorising the amino acids is into the following groups where 
they are described in more detail: 
Aliphatic 
Glycine has the simplest variable group, a hydrogen, (therefore it is not chirall 
optically active) and is the smallest amino acid, able to fit into the tightest spaces. 
It has the ability to rotate easily promoting flexibility and allowing hinges in 
secondary structure and promoting cross-domain interaction. As this flexibility is 
not preferable in large amounts, alanine is more common in sequences. Alanine 
has been described as being "stiffer than glycine" but small enough to pose only 
small steric limits for the protein conformation (Fasman, 1989). It can be 
considered a blank or spacer amino acid in its neutrality, as it is not reactive nor 
does it have an affect on neighbouring amino acids. It appears to be used as a 
, 
spacer as it is commonly found in the middle of helices and can be located in both 
hydrophilic regions on the protein outside and the hydrophobic areas inside. 
Valine, has large aliphatic hydrophobic side chains and rigid, stable structure. 
Their mutual hydrophobic interactions are important for the correct folding, as 
they are mostly centrally located in the protein. Leucine and isoleucine are similar 
to valine (Fasman, 1989). 
Hydroxyl or sulphur side chains 
Cysteine when proximal to another cysteine, can form a disulfide bond (and 
resulting in the modified amino acid, cystine). The disulphide bonds provide a 
strong force for stabilizing the protein's tertiary structure, making the protein 
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more resistant to unfolding and denaturation by heat or acidic environments (as in 
pepsin). This stabilising is also essential in structural proteins (for example 
keratin), and those proteins too small to otherwise maintain their own tertiary 
stucture without this bonding (for example insulin). Sulphur atom binds readily to 
heavy metal ions. Methionine is the starter amino acid in the synthesis of all 
peptide chains and is sometimes removed afterwards. Like cysteine, it contains 
sulphur, but with a methyl group instead of hydrogen. The methyl group can be 
activated, and is used in many reactions where a new carbon atom is being added 
to another molecule. Threonine has a short group terminated in a hydroxyl group. 
Its hydrogen is unstable and easily removed so it often acts as a hydrogen donor in 
enzymes. It is very hydrophilic, and prevalent in the outer regions of soluble 
proteins. Serine is similar to threonine. 
Cyclic 
Proline contains an unusual ring at the N-end amine group, which forces the CO­
NH amide sequence into a fixed conformation making it the exception among the 
20 amino acids found in proteins in that the R group and the amino group are 
directly connected. Due to this proline is often located at the turn of the sequence 
tertiary structure as it disrupts protein folding structures like a helix or ~ sheet, 
forcing a kink in the structure. It is common only in collagen (modified as 
hydroxyproline). 
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Aromatic 
Phenyalanine, has a large rigid aromatic group as its side chain. It is the biggest 
amino acid, is hydrophobic and tends to orient towards the interior of the folded 
protein structure (in the same way as isoleucine, leucine and valine). Tyrosine is 
similar to phenyalanine and is the precursor of melanin, epinephrine, and thyroid 
hormones. Tryptophan is the precursor of serotonin. 
Basic 
Histidine IS either positively charged or neutral depending on its local 
enviromnent as in even slightly acidic conditions protonation (addition of a 
proton) occurs changing its properties. This allows it to act as a regulatory 
mechanism, and as few histidines are required for such an effect, the amino acid is 
uncommon. Lysine contains a long flexible side-chain with a positively charged 
end due to an extra amino group. Its flexibility makes it suitable for binding to 
molecules with many negative charges on their surfaces such as DNA and lysine 
is prevalent in DNA binding proteins. The strong charge means it is generally 
located on the outer hydrophilic surfaces of the proteins. They are found inside the 
protein when paired with a cancelling out, negatively charged amino acid such as 
aspartate, forming a structure stabilising salt bridge (also known as an ion pair) 
and these on average occur every thirty amino acids (Nelson and Cox, 2004). 
Arginine is similar to lysine. 
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Acidic (and derivatives) 
Aspartic acid carries a hydrophilic acidic group with a strong negative charge. It is 
usually found on the outer surface of the protein, making it water soluble. It binds 
positively charged molecules and ions (used in enzymes to fix metal ions). 
Asparagine is the neutralized derivative of aspartic acid (occurring when it fonns 
a peptide bond. is added to the sequence and has the amide group instead of the 
free acid). When found on the inside of the protein structure it is usually paired 
with arginine and lysine. It has a negative charge. Glutamic acid has a carboxylic 
acid group. The alpha carboxylic group is no longer acidic when it forms a 
peptide bond but still has an acidic group present on the side chain. It is similar to 
aspartic acid but has a longer, slightly more flexible side chain. Glutamine is the 
neutralized version of glutamic acid and is similar to asparagine. It is stored and 
used to mop up ammonia, forming glutamine (Murray et aI, 2003). 
2.2.1 Additional DNA Encoded Amino Acids 
In 1986, 30 years after the discovery of the structure of DNA and the unravelling 
of the genetic code, the period where scientists believed that there were only 20 
natural DNA encoded amino acids ended. Researchers (Zinoni et ai, 1986) 
discovered a 21 st DNA encoded amino acid, selenocysteine, similar to cysteine 
but with a selenium atom replacing the usual sulphur (Bock et aI, 1991). It has 
appropriated one of DNA's three stop codons, UGA, to produce it. Any protein 
containing selenocysteinem IS tenned a selenoprotein and examples include 
bacterial enzymes involved m oxidation/reduction processes and a number of 
eukaryotic proteins. It has been designated the one letter amino acid code 'U'. 
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In May 2002 details were published of finding the 22nd amino acid encoded in the 
genes of a bacteria found in the stomach of cows where it aids methane 
production (Srinivasan et aI, 2002). This amino acid, pyrrolysine, is not just a 
simple derived amino acid from the original 20 as its production (derived from 
lysine) has its own codon, UAG, which similarly to selenocysteine is a usually a 
stop codon but has also been appropriated. 
2.2.2 Modified and right handed amino acids 

This group is formed by modification of one of the original 20 after they have 

been assembled in the polypeptide chain and are part of those termed 'unusual'. 

Cystine is formed from two cysteines, hydroxyproline from proline and N-methyl­

lysine (ornithine) from lysine, which is found in antibiotics (Perutz, 1962). 

Further examples include Aspartame (aspartyl-phenylalanine-l-methyl ester), an 
artificial sweetener, 5-HTP (5-hydroxytryptophan) is used to treat neurological 
problems and depression (as an alternative to L-Tryptophan). L-DOPA (L­
dihydroxyphenylalanine) is a drug used to treat Parkinsonism and monosodium 
glutamate is a food additive used to enhance flavour. 
Chirality (or optical activity) is the ability of a molecule to rotate the plane of 
polarized light either to the right (dextrorotatory) or to the left (levorotatory). The 
20 alpha amino acids exhibit the same absolute steric L configuration. D-amino 
acids are never found in proteins, although they (phenylaline, valine and proline) 
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occur m nature often m polypetide antibiotics such as D-a.-aminoadipic and 
penicillin precursors. 
Other naturally occurnng non DNA encoded ammo acids include betaine, a 
methylating agent used in the biosynthesis of methionine. Several of the amino 
acids found in proteins also serve functions other than in the formation of peptides 
and proteins: Gamma butyric acid (GABA), a neurotransmitter produced with the 
decarboxylation of glutamic acid, and tyrosine required. in the formation of 
thyroid hormones. 
2.3 I-~ydrophobicity 

As well as overall molecular charge there are other ways that amino acids can 

exert an external influence and interact. Solubility and therefore hydrophobicity 

are significant. An amino acid can be hydrophilic (water loving) or hydrophobic 

(water hating), the latter can also be termed lithophilic (fat loving), but is not a 

commonly used terminology. Hydrophobic amino acids with simple alkyl or 

aromatic groups (such as phenylalanine and valine) end up, in soluble and 

membrane proteins, buried in the centre of the tertiary structure whereas 

hydrophilic amino acids are more likely to outwardly face the aqueous 

environment (Lodish et ai, 2000) 

2.4 Protein Structure 

When considering proteins there are four different levels of structure: 
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If) Primary structure is a variable length chain of amino acids (varying in the 
numbers and types) that makes up a basic protein. This polypeptide chain is 
considered to be a one-dimensional structure. 
@ 	 Secondary structure is where the protein takes on one of two conformations, 
either a (alpha)-helical or B(beta)-pleated sheet (see the next section), caused 
by the presence of hydrogen bonding between sections of the pnmary 
structure polypeptide chain. Such intra-chain hydrogen bonding is often 
predominate in globular proteins. 
• 	 Tertiary structure is the further twisting of the secondary structure into a more 
stable conformation (the shape is determined by covalent bonds and hydrogen 
bonds provide stability). 
o 	 Quaternary structure is demonstrated when a protein is made up of several 
sub-units, these can be of the same (monomeric protein) or two or more 
different types of polypeptide chain (dimeric or polymeric proteins 
respectively) that interact to form one stable functional unit (Jones, 2001; 
Thibodeau and Patton, 1996). An example is the potassium channel formed of 
several sub-units. 
To be biologically active or viable, proteins must adopt specific tertiary structures. 
Yet the genetic information for the protein specifies only codes for the primary 
structure. The nature of the primary structure determines the tertiary structure. 
Many purified proteins can spontaneously refold in vitro after being completely 
unfolded by heat denaturation where they lose function, as long as the polypeptide 
chain is undamaged and unaffected by environment, proving three-dimensional 
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structure is determined by the amino acid sequence (Anfinsen, 1973). The greater 
the number of disulphide bonds the less susceptible the protein to denaturation by 
detergents or heat (Daniel et al, 1996). 
Proteins are highly organised and show definite relationships between structure 
and function. A single change of amino acid in the whole sequence can cause a 
tertiary structure level change and non-functionality compared to the normal wild 
type protein (Guo et ai, 2004). 
Different confonnations of a protein differ only in the angle of rotation about the 
bonds of the backbone and amino acid side-chains. In considering why a protein 
folds into a single unique conformation from all the possible rotational 
conformations available around single bonds, the structure formed must represent 
a local or global energy minimum (the optimum structure from the collective 
attraction or repulsion between amino acids). Proteins are found to be at their 
most stable at or near the isoelectric point, when their net charge is zero. 
Accepted modelling methods (Kim and Baldwin, 1990; Baldwin, 1989) 
demonstrate that the folded structure of a protein is formed by packing together 
pre-existing individual elements of secondary structure (such as domains), which 
have significant stability in the unfolded protein. A commonly accepted rule is 
that if a sequence can be shown to be sufficiently similar to another sequence of 
known structure, then the implied evolutionary relationship will guarantee 
structural similarity in the formed proteins (Westhead and Thornton, 1998). 
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The main data on protein tertiary structure comes from 'wet' laboratory work. The 
most common methodologies used are X-ray crystallography, to a lesser extent 
NMR (nuclear magnetic resonance), Neutron analysis, and optical methods. 
Focusing on the these first two main methods, X-ray crystallography theory states 
that when any type of beam or electromagnetic radiation is directed at a rotating 
single crystal sample made up of uniformly spaced layers, a diffraction pattern 
results when the correct angle (Bragg angle) is reached, in accordance with the 
Bragg equation (Bailey, 1990) which can be detected and the sample's atomic 
structure inferred. The main obstacle in the methodology is obtaining good 
crystals that represent the biologically active form of the protein. 
NMR spectroscopy, a more recently developed methodology, does not require 
crystals, the proteins are studied in solution, so the conformation suffers from 
fewer artefacts compared to the natural state. The process probes the sample for 
certain nuclei, for atoms IH and 13C, by scanning across the magnetic field range 
and the resulting spectra graph records nuclei chemical shifts, couplings and 
integrations, however a large (mg) sample size is required. 
Bioinformatics techniques such as statistical analysis (surmising that a sequence 
feature leads to a specific structural characteristic) and sequence homology 
(described later in this chapter in the bioinformatics section) can also be employed 
in the search for structures, as well as energy minimisation techniques (described 
in the next chapter). 
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2.4.1 Alpha and Beta Conformations 
The secondary structure conformations proteins adopt are either a-helical or ~-
sheet (pleated or barrel), caused by the presence of hydrogen bonding between 
sections of the primary structure polypeptide chain. In 1951 , Pauling and Cory 
proposed that protein structures adopted these conformations as a result of 
studying X-ray photographs of crystallised proteins and constructing molecular 
models. 
Figure 4. The a-helical configuration Figure 5. The ~-sheet configuration. In both, 
showing atoms and bonds hydrogen bonds are shown in red (from 
Thibodeau and Patton, J 996). 
In the alpha helix , the polypeptide chain is coiled tightly in a right-handed spiral. 

The backbone of the chain forms the inner core of the spiral with the side chains 
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extending outwards. The helix is stabilized by hydrogen bonding between the 'N­
H' of one amino acid and the 'C=O' four amino acids along (see fig. 4). One 
complete rotation of the coil requires on average 3.6 amino acids. The a-helix can 
be either right or left-handed but wild type (naturally occurring) proteins are all 
the former. In a ~-strand, which like the a-helix is maintained by hydrogen bonds, 
an angle of 120 degrees is created between residues. The side chains of two 
neighbouring residues project in the opposite direction from the backbone. The 
resulting ~-pleated sheet (see fig. 5) consists of two or more hydrogen-bonded ~-
strands, each sheet is normally between 5-10 residues long. The two neighbouring 
~-strands may be parallel if they are aligned in the same direction from one 
terminus (N or C) to the other, or anti-parallel if they are aligned in the opposite 
direction. A ~-barrel is the term for a closed ~ sheet. If a region of amino acids 
sequence does not form into one of these two conformations it is termed a random 
coil (Branden and Tooze, 1999; Thibodeau and Patton, 1996; Bailey, 1990). 
2.4.2 Hydrogen bonding 
Hydrogen bonding is the key to protein structure as it is the primary determining 
factor in protein secondary structure and important in tertiary structure 
interactions. In this context, bonding occurs between negatively charged atoms of 
local amino acids (see fig. 6), leading to a very specific conformation. 
Figure 6. The formation of a hydrogen bond between two amino acids, represented by a dashed 
line. 
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It is a non-covalent interaction between two partial charges of opposite polarity. 
They are stronger than intermolecular forces yet still only around 5% (ranging 
from 2-10 kcal/mole) of the strength of a covalent bond (90-111 kcal/mole) 
(Habermann and Murphy, 1996), meaning that they can form easily and 
independently in large numbers. 
2.4.3 Disulphide Bonding 
An important stabilizing role in a protein's tertiary structure is provided by 
disulphide bonds that form between proximal cysteine residues, due to their easily 
oxidised thiol groups. These bonds, also known as cystine bridges (as cystine is 
the resulting product), are of the strong covalent type and typically form after the 
polypeptide chain has folded into a tertiary structure, otherwise by forming 
earlier, they can interfere with the correct secondary or tertiary folding of the 
protein making it non-functional. The bond strength is within the range of -1 0 to 
+1 0 KcallMole (Nagano a et at, 1999; Habermann and Murphy, 1996). 
Figure 7. A disulphide bond forming between 2 cysteines, resulting in a cystine and a water 
molecule. 
The bonds may be intra-protein, stabilizing the tertiary andlor quaternary 
structural conformation of the polypeptide chain, or inter-protein in multi-subunit 
proteins such as antibodies. 
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2.4.4 Domains 
Proteins may form a single or several globular units called domains, depending on 
the length of the amino acid sequence. These fom1 when all or part of the 
polypeptide chain independently folds into a stable tertiary structure. Domains are 
considered units of function as each may contribute to a specific function of the 
protein (for example a voltage sensor). If the domain is embedded in the 
phospholipid bilayer and spans it, it is referred to as a transmembrane domain 
(TMD). Domains can exist independently as well as forming the multi-domain 
structures of a protein. They are considered to be independent folding 
evolutionary units of molecular function and are often associated with a particular 
function such as a voltage sensor in a pore (Trifonov and Berezovsky 2003; Guy 
and Conti, 1990). 
The final conformation and structure of a protein can be predicted from 1D 
sequence through ab initio techniques (protein folding rules such as referred to in 
Wu et al. (2007) and also techniques like threading (Jones and Hadley, 2000) 
where a protein's conformation at each structure level can be predicted by 
matching (threading) it onto templates from a library of known interactions which 
have known structures (Bowie et al., 1991). 
2.5 Binding and docking of ligands 
Many chemical compounds bind to proteins usmg several of the bond types 
previously mentioned. Proteins can contain cavities, also called voids. These are 
empty spaces within the protein that are not accessible from the outside space as 
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they have no spatial connections with it (Binkowski, et al., 2003; Edelsbrunner et 
al., 1996). 
Pockets, by contrast, are empty concavities in the protein surface into which a 
ligand can gain access. and there must be a significant entrance connecting their 
interior with the outside bulk solution whilst not being too narrow compared to 
the space they provide access to. Shallow depressions are excluded from this 
description. A binding site implies that a ligand can fit physically whilst docking 
is more detailed and considers how well because of factors such as charge and 
hydrophobicity. 
Amongst the infinite number of possible cross sections of a pocket, at least one is 
larger than the mouth opening of the pocket (Liang et al., 1998). If the mouth 
conditions of a pocket are favourable, there being no great repulsion, then a ligand 
may enter a pocket, and if the pocket is a region that is, either by design or 
chance, able to attach a specific ligand then it is said to have 'binding opportunity' 
and is possible for it to bind (Ruppert et aI, 1997). Docking (specifically, 
molecular docking) is the lowest-energy binding alignment of a small molecule, 
or ligand, within the active site of a protein (or any macromolecule), whose 
structure is known (Rupasinghe et al., 2003). 
2.6 Membrane proteins 
As mentioned, the cell membrane is comprised of the phospholipid bilayer, the 
lipids of which have outwardly facing hydrophilic heads, and hydrophobic tails 
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facing inside the membrane (see fig. 8). Membrane proteins, those proteins 
anchored in the membrane) are classified as either extrinsic or intrinsic. Extrinsic 
membrane proteins are located entirely outside the membrane but are bound to it 
by weak molecular attractions (ionic, hydrogen bonds and/or Van der Waal 
forces). Intrinsic membrane proteins are embedded in the membrane and like 
soluble proteins they have a highly hydrophobic core. Many of the latter extend 
from one side of the membrane to the other and are referred to as transmembrane 
or membrane proteins. 
Carbohydrate chains 
Glycolipid -......:. 
Membrane Glycoprotein
channel protein 
Figure 8. The cell membrane: the phospholipid bilayer (blue) and component membrane proteins 
(from Thibodeau and Patton, 1996). 
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2.6.1 Types Of Membrane Protein 
Membrane proteins can facilitate ion transport (mainly through the membrane 
they span) either in a passive or active way (the latter against the concentration 
gradient) acting as pores or ion channels that mediate electrical excitability in 
neurones and muscle as well as hormone and neurotransmitter receptors. They 
often have several different transmembrane domains, which anchor them in the 
lipid bilayer; thus these proteins are not free-floating (as is the case with soluble 
proteins). 
Table 3. Types and functions of membrane proteins 
Type Function 
Pore Passively allow ion flow across the membrane 
Channel Actively regulate ion flow across the membrane 
Receptor Relay chemical messages across the membrane 
Enzyme Break down compounds into smaller components from 
(membrane based) fixed position in membrane 
Binding membrane Bind to each other, connecting cells 
protein 
Binding support Provide structural support, linking filaments (within the 
filament cell cyto~asm) to the lipid bilayer 
Glycoprotein Cell identifying markers 
2.6.2 Known membrane protein structures 
Obtaining structural information including computer models of membrane 
proteins is severely hampered by lack of confimled structures, despite their 
natural abundance and medical significance (they are vital in the majority of cell 
regulatory processes and so the information is in high demand especially in drug 
research). The laboratory methods, previously mentioned for the determination of 
protein structure, are much more difficult to apply to membrane proteins. Firstly 
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protein isolation is necessary for these methods and membrane proteins are 
extremely difficult to remove as a complete undamaged, unaltered complex, from 
the very hydrophobic membrane they are anchored in. Secondly they are also 
difficult to crystallise in an ordered three-dimensional array, a vital part of the x-
ray crystallography methodology (Watts et aI, 1999). It is also reported that the 
high thermal disorder of fluid bilayers precludes atomic resolution three-
dimensional crystallographic images (White and Wimley, 1999). Some small 
crystals have been achieved but have not diffracted properly yielding errors 
(Branden and Tooze, 1999). 
Table 4, below, is a summary of data from the Max-Planck-Institute of Biophysics 
website evaluated on the 1 i h June 2005, which records the current number of 
known membrane protein structures held in the Protein Data Bank. 
Table 4. Summary of data from 
http://www.mpibp-frankfurt.mpg.de/michel/pubJic/memprotstruct.htmlon known membrane 
protein structures in the Protein Data Bank. The website shows that this information was last 
updated on 21 April, 2005. 
Number of known structures Classification of membrane protein 
SetA 58 (26 unrelated) Poiytopic (helical type) from bacterial 
and mitochondrial inner membranes 
and eukaryotic membranes 
Set B 29 1: 2-stranded, 2: 4-stranded, 1 : 7­
stranded, 4: 8-stranded, 2: lO-stranded, 
3: 3-stranded, 1: 14-stranded, 7: 16­
stranded, 3: I8-stranded, 5: 22­
stranded B-barrel proteins (per 
monomer each). 
Set C 5 (3 unrelated) Monotopic 
SetD 1 Inserted in membrane, not spanning 
Total 93 -
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This situation is improving but at such a slow pace that other methods need to be 
considered to predict the structure of unknown membrane proteins (Hitscherich et 
a!., 2000; Watts et aI., 1999). Predicted structures can be verified by comparison 
with the small quantity of laboratory determined membrane protein structures and 
by making small modifications to the amino acid sequence and studying protein 
function. As there is limited structural information on them it is a matter of 
importance to make use of what existing data there is, possibly to help gain more 
or facilitate gaining more. 
2.7 Functional Binding Sites 
All proteins that bind a ligand (a chemical compound, naturally derived or 
synthetic) of some kind, are highly specific in what can bind. The binding site is a 
specific region of a protein that has a complementary structure to part of the 
analogue it binds. This can be considered at a 3D structural level by regarding the 
shape of the site and ligand, they must physically fit together to bind, and 
biochemically there must be an overall attraction in dipole charges between the 
two and/or no strong repulsion between their molecules. The function of the 
binding site of a transport protein is to: 
bind desired molecules from the external environment 

transport those bound molecules across a membrane 

IIfj block the entry of undesired molecules 
reliably make the bound molecule available to the environment on the other 
side of the barrier (lipid bilayer) for further processing (Merkle, 1997) 
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The better the physical fit and the chemical attraction (based on molecular 
charges) between the protein and analogue the higher the binding affinity. In a 
homogeneous environment of transport proteins and ligands there is a potential 
probability between collisions and binding. If there were two types of analogue of 
the same shape that could bind to a protein, but one had chemical features on its 
surface that caused some partial repulsion with the protein then the other ligand 
can be said to have a greater affinity for the protein's binding site. This is an 
example of competitive inhibition. If a protein transport system were to be used 
for purposes of drug delivery where the analogue 'that is specifically transported 
were to have a drug attached and be ingested, knowing the optimum analogue 
structure for binding would prove invaluable. Using the analogue with the 
maximum affinity for the binding site of the transporter would make the delivery 
method as efficient as possible and keeping the dosage needed for the desired 
effect to a minimum (Han and Amidon, 2000). 
Motifs (common patterns) are searched for to characterise binding sites. 
Originally these were looking for common patterns in the sequence (Jones and 
Thornton, 2004) using tools such as ClustalW, but secondary structure, amino 
acids spatial relationships and that of their side chains are also important lines of 
inquiry (Fischer et aI., 1994). Triads (3 point amino acid motifs in this examp"Ie in 
enzymes) are a prime example (Jambon et al., 2002). 
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2.8 Bioinformatics 
Biological research has experienced a "paradigm shift from in vivo and in vitro 
experimentation to in silica (lit. in computer) experimentation, a development that 
relies upon bioinforrnatics" (Jones, 2000). Bioinfonnatics is now an additional 
resource and methodology to complement and add to the existing data derived 
from 'wet lab' biochemistry research and encompasses the management and 
analysis of biological information (typically nucleic acid and amino acid 
sequences) using computer software. 
Bioinformatics has also been described as the "merging of molecular and 
computational biology" (Baxevanis and Ouelette, 1998). It can be informed by a 
branch of computer aided design (CAD) applied to biological structures (here 
protein modelling) using biochemical rules combined with known physical data 
such as the raw amino acid sequence that constitutes a protein. 
The literal meaning of bioinformatics is conceptualising biology (,bio') in terms 
of molecules (in the sense of their physical chemistry) and then applying 
'informatics' techniques (derived from disciplines such as applied mathematics, 
computer science and statistics) to understand and organise the information 
associated with these molecules, on a large-scale (Luscombe et aI, 200 I). 
The origins of bioinformatics stem from the adoption of new DNA sequencing 
methods and the availability of cheaper personal computers, which have become 
the tools with which to store, analyse and manipulate sequence data. Another key 
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factor has been the Internet, which provided a means via the World Wide Web to 
share data, including sequence data, and also analysis software. The establishment 
of projects such as the Human Genome Project stimulated the need for 
sophisticated data management and analysis tools (Jones, 2001). 
A mass of data and resources in this field are freely available on the internet 
including raw amino acid sequences for a huge number of different proteins from 
different sources. A collaboration between EBI and the Swiss Institute of 
Bioinformatics has resulted in two complementary databases, 'SWISS PROT' 
(Bairoch and Apweiler, 2000), renowned for providing a great depth of 
information on proteins through high-quality manual curation, and also from the 
same source 'TrEMBL', a much larger database in which information on protein 
function is derived computationally by comparison with other proteins and also 
contains all the translations of EMBL nucleotide sequence entries not yet 
integrated in SWISS-PROT and 'GenBank' (Benson et aI, 2000). 
The PIR International Protein Sequence Database (PIR-PSD) is the first database 
of classified and functionally annotated proteins. Swiss-Prot, TrEMBL and PIR­
PSD have now been combined to create UniProt5, a new universal protein 
resource that is the world's most comprehensive catalogue of information on 
proteins. UniProt provides a "one-stop shop" allowing easy access to all the 
publicly available information on proteins (Brooksbank et aZ., 2005). Swiss Prot 
currently (2006) has 206586 entries and TrEMBL 2586884 entries. 
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2.8.1 Data files 
2.8.1.1 P DB files: history, content and visualisation 
The standard protein structure data file format is the PDB. This is a standardised 
file format created by and named after the Brookhaven Protein Databank 
(http://www.rcsb.org/pdb and http://pdbbeta.rcsb.org/pdb), which was founded in 
New York in 1971, to collate all known macromolecular structures, at this time 
seven of therri~ obtained by X-ray crystallography and NMR. In 1998, the 
management of the databank was taken over by the RCSB (Research 
Collaboratory for Structural Biology), (Sansom, 2004; Berman et al, 2000). 
Each PDB file contains 3D atomic co-ordinates (x, y, and z values), of the atoms 
that comprise the protein, connection data between the atoms and source 
information (including how the data was detennined - experimentally or 
computationally). The 3D atomic co-ordinates that are given are the centres of the 
atoms that comprise the molecules of the proteins (Berman et aI, 2000). Each 
PDB file has a unique accession code that can be used both to find the file and 
reference it. As of February 2006 the PDB holds 35246 files. They are used by a 
wide range of academics with different levels of expertise including bench 
biochemists, clinicians, lecturers and students (The Biochemist, 2004a). It should 
be noted (especially when searching the internet) that the file extension '.pdb' is 
not exclusive to Protein Data Bank files but is also used for Palm Database files. 
The basic format of the PDB file has not changed significantly since they were 
first constructed. Formatting standards have been released by the PDB 
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(ftp:l/ftp.rcsb.org/pub/pdb/doc/fonnat descriptions/Contents Guide 22.txt) 
describing the content of the files 	and how they should be structured, complying 
files display the tag 'FORMAT V. 2.1, 2S-0CT-1996'. Each line of data in a PDB 
file, when viewed in a text editor, has a tag at the start defining what type of data 
the rest of the line holds. An edited list of relevant tags and their definitions is 
shown in table 5. 
Table 5. Relevant PDB file tag definitions. 
Tag Data 
HEADER Main protein represented by data, date, PDB code 
TITLE Summary of what is included in terms of proteins and binding ligands 
COMPND More information on compound 
SOURCE Model obtained from (Eg. Pig) 
KEYWOS Keywords summarising contents 
EXPOTA How the data was obtained, in this case experimentally 
AUTHOR Authors of publication (~fthis structural data) 
JRNL Journal, details of publication 
REMARK Other miscellaneous information 
SEQRES Raw sequence data (3 letter amino acid codes) 
HET Other non standard heterogenous molecules included and codes used 
HETNAM Full molecular name of heterogenous molecules 
FORMUL HETATM molecular composition (eg. c6h1206) 
HELIX Which amino acids form Alpha helixes 
SHEET Which amino acids form Beta Sheets 
ATOM Atom data (one atom of one amino acid), spatial x,y,z co-ordinates 
TER Terminates. Defines end ofcurrent protein 
ENDMOL End of model (one protein (and maybe ligand) set) 
HETATM Heterogenous atom data (one atom of one amino acid of the ligand) spatial x,y,Z co­
ordinates 
CONECT Shows connection data, which atoms should be linked (essentially used by 
visualisation programs) 
END End ofPDB file 
Table 6. Example line of data from a POB file with each relevant entry defined. 
Data ATOM 10 CA PHE 2 27.219 18.192 3l.737 
line 
De~cr- Tag Atom Atom 	 Amino Amino X co- Y co- 2 co­
iption number type 	 acid acid ordinate ordinate ordinate 
atom is number 
part of 
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A variety of freely available Windows software can be used to display and 
manipulate and visually edit these files. Some of the principal PDB file viewers 
are: 
III RasMol (Sayle and Milner-White, 1995): A simple PDB file viewer and the 
most widely used program for PDB viewing. 
III Swiss PDB viewer (Guex and Peitsch, 1997): Allows multiple PDB viewing 
and the hiding or colouring of chosen atoms. 
@ 	 Chime (MDL Information Systems, 1996): The software plug-in for Web 
browsers IMS Internet Explorer) allowing PDB viewing and simple 
manipulation to be incorporated into web-pages containing embedded PDB 
files. 
• 	 Weblab Viewerlite (Molecular Simulations, 1998): This 'lite' version allows 
basic functionality (viewer with editing) compared to the registered full 
product. 
2.8.1.2 Alternative Databases and File-Types 
The Macromolecular Structure Database (MSD) at the European Bioinformatics 
Institute based at Hinxton in the UK and the Protein Data Bank of Japan (PDBj ­
http://vvww.pdbj.org) based at the Protein Research Institute of Osaka University 
both act as mirror databanks to the PDB group to match the increasing demands in 
structural information. Both provide their own extra services and they regularly 
exchange information between each other and the PDB group but the latter keeps 
control over the main archive structure and assigns new PDB ID (accession) 
codes. This collaboration runs as the wwPDB (Worldwide PDB ­
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http://www.W\Vpdb.org). The new POB beta website being phased in (2006), is an 
enhanced portal for studying the structures of biological macromolecules and their 
relationships to sequence, function, and disease (http://pdbbeta.rcsb.org). 
Focusing on the MSD, it aims to provide an enhanced service including java­
based tools of varying complexity: 
MSDlite - for simple text based searches of the MSO database. 
• 	 MSDpro - for complex searches (links basic structural data literature and 
external databases). 
e 	 MSDchem - for searching a database of small molecules and ligand 
entries (sourced in PDB files). 
• 	 MSDsite - for interacting with the separate database of active sites and 
active site-ligand interactions. 
® 	 MSD target - for interacting with a list of 1430+ proteins (selected for 
high-throughput structure determination via SPINE (Structural Proteomics 
in Europe) research programme. 
• 	 PQS (Potential Quaternary Structure) server - generates co-ordinates for 
quaternary structure (of the proteins most likely to be viable). 
Other services underway include PDB data validation, error detection and file 
format (including tag use) and data content (including spelling variations) 
standardisation (The Biochemist, 2003). Other molecular data file formats are also 
available but when compared with the popularity of the POB format they are 
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currently a minority alternative. The most popular alternatives are described 
below . 
. 2.8.1.3 CIF and mmCIF Formats 
The mmCIF (the macromolecular Crystallographic Information File) has been 
developed by the International Union of Crystallography (IUCr) in order to extend 
the previous forinat, ClF (Crystallographic Information File) data representation 
used for describing small molecule structures and associated diffraction 
experiments. ClF was developed to describe small molecule organic structures 
and the crystallographic experiment by the IUCr Working Party on 
Crystallographic Information for the lUCr's Commission on Crystallographic 
Data and Commission on Journals. The result is a core dictionary of data items 
sufficient for archiving the small molecule crystallographic experiment and its 
results. Files can be viewed and edited with enCIFer (Allen et aI, 2004). The 
format of the small molecule CIF dictionary and the data files based upon that 
dictionary conform to a restricted version of the Self Defining Text Archive and 
Retrieval (STAR) representation developed by Hall (Hall and Spadaccini, 1994). 
These file formats are expected to slowly replace the PDB file. The .cif extension 
is also used for Easy CD Creator Image Files. 
2.8.1.4 Mol2 File Format 
The mol2 file (* .moI2) is a complete, portable representation of a SYBYL 
(Tripos' molecular sketching software) molecule. It is an ASCII file (similar to 
PDB and mmCIF, mention in POB section), which contains all the information 
34 
.......---------------- -~-.- ­
needed to reconstruct a SYBYL molecule and its simple format encourages users 
to write their own programs to read and write mol2 files. It is similar in data 
content to a PDB file with lines of data beginning with definition tags. 
2.8.2 Homology Modelling 
Homology modelling can be carried out in addition to other forms of computer 
modelling and" has become more practical with the abundance of sequences 
available. It involves several stages, beginning with comparisons between amino 
acid sequences ofproteins which have similar roles (for example binding the same 
ligand or are the same protein but from different species). By looking for amino 
acids that are identical or have similar chemical characteristics in similar positions 
within the sequences, it is possible to theorise whether certain parts of the 
structure are required for function (if they are conserved). These conserved 
features are normally proximal to a binding site or contribute to its tertiary 
structure and therefore function. If the amino acid sequence of an unknown 
structured protein can be aligned with that of another protein of known structure, 
then a tentative model can be created from the latter protein combined with 
templates (Rodriguez et aZ., 1998). 
In order to search for conserved amino acids across proteins, computers can use 
vanous methods including progressive alignment. With this method, 
conceptualised over a decade ago (Taylor, 1988), the alignment is built up in 
stages. Firstly a quick, approximate phylogenetic tree is created, then the 
sequences are added together two at a time, using rules to determine in which 
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order the sequences should be added, and how. ClustalW (Thompson et ai, 1994, 
http://www.ebi.ac.uklclustalw) calculates alignment using a variant of the 
progressive method. It aligns all possible pairs of sequences, produces scores 
comparing amino acids, and with this data constructs a tree. It scours the tree 
correcting child nodes and locks them (making them unchangeable). Clusters 
already aligned are treated as 'fairly weighted' when they are further compared 
with others in the set. For each comparison the overall alignment score gives a 
measure of similarity between sequences and highlights conserved amino acids 
that could be essential for function. 'ClustaIW' is the most commonly used global 
mUltiple sequence alignment program mainly due to its good GUI (Graphical User 
Interface) and speed. It outputs overall scores for similarity of multiple sequences 
and pairwise comparison and shows alignments visually using symbols: ,*, 
indicating that the amino acids in that column are identical in all sequences in the 
alignment, ':' that conserved substitutions have been observed, and'.' that semi­
conserved substitutions have been observed. 
Other available alignment services include 'MUL TAL IN , (Corpet, 1988), which 
also uses progressive multiple sequence alignment and more recently DIALIGN2 
(Morgenstern, 1999).The above methods struggle to align long sequences and 
those that differ with long variations (deletions or insertions). One solution has 
been the application of Hidden Markov Models (HMMs), initially developed for 
speech recognition algorithms (Baker, 1975). Programs using this method were at 
first weak, but the great advantage of this method's mathematical strength led to 
further work (including some by one of ClustalW's authors) resulting in I-Coffee 
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(Notredame et al., 2000, http://igs-server.cnrs­
mrs.fr/Tcoffee/tcoffee cgilindex.cgi). This also uses progressive alignment and 
attempts to find the one most similar to a 'library' of aligned pairs of sequences 
created mostly from nonnal (fast) pair-wise alignments but also from three­
dimensional structures when available. This allows alignment of very distantly 
related sequences when three-dimensional structures are known for all of them 
because the alignment of a-helixes and ~-sheets can be used. The latest version, a 
download called 3-D Coffee, does exactly this, by accessing a threading package 
(by default the FUGUE7 server http://www-cryst.bioc.cam.ac.uk/fugue.Shiet al., 
2001) to convert the output of each threading into a two-sequence alignment 
(increasing the overall accuracy) and feeding them into the T-Coffee part of the 
software. If structures are available they can be visually matched using a full 
structure superposition package (for example SAP (Taylor and Orengo, 1989») 
further increasing overall accuracy (Blackshields et aI., 2004). 
MUSCLE (Multiple Sequence Comparison by Log Expectation), (Edgar, 2004, 
http://www.driveS.com/muscle) is another progressive alignment program but, 
created for speed, it is faster than ClustalW and yet still with greater accuracy than 
TCoffee (Blackshields et aI, 2004). It uses a profile-to-profile alignment method, 
most importantly log expectation and also an optional iteration step (providing 
greater accuracy at the cost of speed). 
ProbCons (Do et al., 2004, http://probcons.stanford.edu) is the most accurate 
method to date (Do et aI, 2004), using the TCoffee algorithm, but with 
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probabilities instead of the simple score method and pair-HMMs to generate the 
initial alignments and residue-residue weights. 
2.8.3 Membrane Protein Specific Tools 
2.B.3.1 Domain Prediction Services 
Some additional methods are needed for the special case of membrane proteins. If 
no 3D structural data of a protein exists, its amino acid sequence data can be 
freely downloaded and used for predicting the tertiary structure with available 
software. There are a number of websites offering transmembrane region 
prediction services calculated by computative hydropathy scale analysis methods. 
They allow a user to submit a raw amino acid sequence of the protein in question 
to the appropriate webpage where a set of results are calculated by the server and 
displayed as amino acid numbers in regions (some also offer graphical outputs). 
Such software predicts which parts of the amino acid sequence are in the 
phospholipid bilayer using the scale analysis. These services include; 'TMPred', 
based on 'TMBase' (Hofmann and Stoffel, 1993), DAS (Cserzo et al., 1997) 
'HMMTOP' (Tusmidy and Simon, 2001), TopPred2 (von Heijne, 1992), 
'TMHMM' (Krogh et aI., 2001) and 'SOSUI' (Hirokawa et al., 1998). These 
server-based analysis systems are recognised in the field as reliable resources for 
TM region identification (Baxevanis and Ouellette, 1998). 
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Chapter 3 - Introduction: Binding Site Identification and Docking 
Software and Mar .ematical -. esentation Technig .e§. 
3.1 Software Review Rationale 
The rationale for this software and methodology review is to detennine what 
software exists for the location of potential binding sites and/or simulation of 
docking between a ligand and a protein and to discuss issues of availability and 
accessibility to academic scientists and secondly to trace the evolution of such 
software and determine the current state of the art methods. For each piece of 
software, the following have been assessed - whether it has been made available 
outside of the home research group, if it is available free - for academic usage, and 
whether it is available for the MS Windows platforms. This chronological and 
relationship based review includes those programs most commonly referred to in 
websites and journals. 
3.2 Soft 'are Review 
The determination of a ligand's orientation in a receptor site (of a protein) can be 
divided into three major required steps: 
1. 	 Identification of possible binding sites in the protein structure. 
2. 	 Matching of the receptor and ligand physically and with attention to charge 
(docking) 
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3. Optimisation of ligand position, taking into account minimum energy (force 
field consideration). 
3.2.1 Pocket and Binding Site Identification 
Many cavities or pockets in proteins are able to open and act as binding pockets, 
(Blackburne and Hirsta, 2001), locating one or more pockets in a protein is 
, 
important for understanding in for example drug binding or discovering function 
where structure is known. 
The algorithm POCKET by the University of Minnesota (Levitt and Banaszak, 
1992) was one of the first for identifying possible binding sites by searching for 
cavities in the PDB files, on the SGl (Silicon Graphics Incorporated) platform. 
The method used involves attempting to place a sphere of known radius, at regular 
intervals in space without touching the protein structure, this is known as probe 
use. If such a point can be found it is said to be contained in a pocket. It is based 
upon an adaptation of the Marching Cubes algorithm (Lorensen and Cline, 1987). 
POCKET is however limited in that it only finds cavities that are of sufficient 
volume to bind a ligand but ignores issues such as accessibility (including the 
bottleneck problem, discussed in depth later), actual fit, and charge, which must 
all be considered for an accurate consideration of binding (Hannaford and Maple, 
2003). 
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LIGSITE by University of Marburg, Germany (Hendlich et al. 1997) allows the 
fast, automatic detection of pockets on the surface of proteins that may act as 
binding sites for small molecule ligands. It has been described as an "improved 
version of POCKET" (An et al. 2004) and similarly was created for the SGI 
platform. Pockets are identified with a series of simple operations on a cubic grid. 
Using a set of receptor-ligand complexes it has been shown to be able to identify 
the binding sites of small molecule ligands with high precision. The main 
advantage is its speed, with typical search times in the range of S to 20 seconds 
for medium-sized proteins. It is therefore well suited for identification of pockets 
in large sets of proteins for comparative studies. For graphical display it produces 
VRML representations of the protein-ligand complex and the binding site for 
display with a VRML viewer. 
To focus on the methods used, it traverses the X, Y and Z dimensions as well as 4 
cubic diagonal vectors over a grid at approximately a o.sA resolution, adding 1 to 
each grid point lying in region between protein atoms. It is searching for areas that 
are enclosed on both sides by parts of the protein. Where scanning is done only 
Ialong the x, y, and z axes (as with POCKET) a surface depression for example to 
I 
fthe upper right would not be identified. Output scores range from 0 (completely 
open) to 7 (tightly buried or cavity). Next, it uses a grid representation of the 
molecuiar volume and computes exterior site scores by projecting rays from the 
receptor exterior to the surface. The deeper and more surrounded a site is, the 
l1igher it scores. The program has demonstrated that the ligand binding site was 
found in the largest pocket in all ten proteins tested (Hendlich et al. 1997). 
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Using an algorithm based on Ligsite, Pocket finder (Laurie and Jackson, 2005) by 
the University of Leeds (http://www.bioinforrnatics.leeds.ac.uk/pocketfinder/) is a 
free Web-based program for pocket detection. It works by applying a 1.6A radius 
probe along all gridlines of a grid resolution of o.9A encompassing the protein, in 
addition diagonals are also scanned. Grid points are defined to be part of a site 
when the probe is within range of protein atoms followed by free space followed 
by protein atom's. Since the protein is scanned in seven directions, each grid point 
can be defined to be part of a site up to seven times. Grid points are only retained 
if they are defined to be part of a site at least five times. 
Another free web-based package from the same team at the University of Leeds as 
Pocket -Finder IS Q-SiteFinder (Laurie and Jackson, 2005) 
http://www.bioinforrnatics.leeds.ac.ukiqsitefinder, but which features improved 
ligand binding site prediction (as opposed to just pocket detection). Unlike the 
majority of other programs reviewed here where geometric criteria are used to 
define the location and extent of the pocket this program tackles the problem from 
a different angle in that pockets are defined only by energetic criteria. A methyl 
probe is applied against the protein and the van der Waals interaction energies are 
calculated using the GRID forcefield. Clusters of favourable resulting probes are 
ranked according to their total interaction energies, best first. Q-SiteFinder uses 
the same web interface as Pocket-Finder (see above) and is twice as effective in 
generating predicted sites that map accurately onto ligand co-ordinates. 
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More recently in 2003, software was developed that is very relevant to this project 
for companson purposes, Binding Site Analysis (by Accelrys Inc. 
http://www.accelrys.com/insight/binding site analysis.html (formerly MSI Inc.) 
as part of the Insight II software suite which combines several SGI based tools) 
that enable identification and characterisation of a protein's binding site, and uses 
the characteristics to look for similar features in other proteins of known structure. 
In this template based searching, once a motif for an active site has been 
identified, it can be represented as a template in which the arrangement of the 
amino acids in the active site is described by defining spatial restraints. This 
arrangement is not dependent on the sequential arrangement of the amino acids. 
The amino acids in the active site are near in space but not necessarily 
sequentially close to one another. These templates can then be used to identify 
similar three-dimensional motifs in the protein databank. Identifying similar three­
dimensional motifs may yield further clues to function. Often these motifs are 
conserved even when the fold of the protein differs. 
The last two programs in this section are web-based. CAST(P), (Liang et aI, 1998) 
by the University of Illinois, Chicago is based on theoretical and algorithmic 
results of Computational Geometry. The free web-server (http://cast.engLuic.edu) 
uses the weighted Delaunay triangulation and the alpha complex for shape 
measurements. It identifies and measures surface accessible pockets as well as 
interior inaccessible cavities, for proteins (and other molecules). It also measures 
the area and volume of each pocket and cavity, both in solvent accessible surfaces 
(Richards' surface) and molecular surface (Connolly's surface). It also measures 
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the number of mouth openings, area of the openings, and circumference of mouth .1 
.1 
lips in both of the above mentioned surface types for each pocket. Results include 
measured parameters for pockets, cavities and mouth openings, as well as listing j 
of wall atoms and mouth atoms for each pocket. In addition, aRasMol (or mage) I 
script can be downloaded to assist in visualisation of the atoms lining the pocket I 
·1 
with that program. Chime can also be used. The software allows pockets and 1 
cavities to be identified analytically, the boundary between the bulk solvent and I 
the pocket defined precisely and all calculated parameters are rotationally 
invariant, do not involve discretization and they make no use of dot surface or 
grid points. The calculation uses a solvent probe of 1.4 Angstroms. The server 
does not currently support any other probe radius and van der Waals forces are not 
taken into account. In PDB files with multiple models only the first model is 
processed for the CASTp calculation. The program cannot be used with certain 
protein structures (http://cast.engr.uic.edulcast/lindex.php?mode=list), about 1% 
of the PDB and was of no use in this project as a result. 
UCL (University College London) originally released the free SURFNET 
(Laskowski, 1995), (http://www.biochem.ucl.ac.ukl~roman/surfnet/surfnet.html) 
on Linux. It finds clefts, cavities and protein binding sites and can help to locate 
and visualise it. This is achieved by computing all of the protein's gap regions 
(clefts and cavities). The gap regions include all the protein'S internal cavities and 
surface grooves. The binding site is usually the largest of the gap regions and can 
be extracted by a program called MASK (it extracts only the required contour 
regions from a given .srf data file generated by SURFNET). In testing SURF'NET 
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was used to analyse 67 protein structures (Laskowski et al. 1996). The ligand­
binding site was found to be in the largest pocket in 83%. 
In a modification by the Thomton group they developed SURFNET -ConSurf, a 
modular, two-stage method for identifying the location and shape of potential 
ligand-binding pockets in protein structures In the first stage, the original 
SURFNET program identifies clefts in the protein surface that are potential 
binding sites. In the second stage, these clefts are trimmed in size (reducing by 
30% leaving an average 75% viable site) by cutting away regions distant from 
highly conserved residues, as defined by the ConSurf-HSSP database (and 
normally leaving the viable binding site (75% of 244 proteins), (Glaser et aI., 
2006). This is available as an online service as an option when viewing PDB 
entries through their server such as: 
http://www.ebi.ac.uklthomton-srv/databases/cgi- ~ 
bin/pdbsum/GetP age. pI?pdbcode= 1 eio&tem pI ate=clefts .html&pdbcode= 1 eio&r= 
speedfill l 
I 
I 
Also web-based, is a currently free set of tools called WHATIF (Rodriguez et at, I 
, 
I1998) by Chemical Physics at the University of Groningen and EMBL 
I 
(http://swift.cmbi.kun.nl/wIWWWI). Most of the tools are available on the I 
1 
website, with a manual service offered for the batch processing of data at a cost of 1 
1 bottle of whiskey per 5000 files and a commercial package (purchasable 
downloadable toolkit) also now exists for Linux and SGI. 
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Focusing on the web tools, they allow calculation from a PDB file of the 
accessible molecular surface of a protein (with an output per atom) of the surface 
buried relative to the residue in vacuum, the accessibility of the molecular surface 
(with an output per residue). Relative surface exposure (normal accessibility 
calculations exaggerate values) for every residue the accessibility can be 
calculated as if it was mutated to an alanine residue. When a ligand is bound the 
surface that becomes buried by it can also be calculated. The service also allows 
features such as PDB data and formatting error checking. 
3.2.2 Rigid Docking 
Simulated docking originated as rigid binding. When the conformational changes 
of each structure upon binding are insignifican, this method, where the main 
feature is shape complementarity, can be applied. Further, the consideration of 
flexibility required a lot of processing power that was then unavailable. When the 
conformational changes of each structure upon binding are assumed to be 
insignificant (rigid binding), one can often use shape complementarity to find a 
tight match between the surfaces of the two structures (Fischer et al, 1995 in Xu et 
aI, 2000; Kuntz et ai, 1982). 
The first recognised automated docking program was DOCK vl.O (Kuntz et al. 
1982) created by the Department of Pharmaceutical Chemistry at the University 
of California (http://dock.compbio.ucsf.edu). It enabled automated receptor-ligand 
docking and was the first to approach the problem from a non-simulation 
approach. The algorithm addressed rigid body docking using a shape explicit 
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method - it avoided searching through high-dimensional space by approaching the 
problem from an artificial intelligence perspective (Goldman and Wipke, 2000b). 
It also used a geometric matching algorithm to superimpose the ligand onto a 
negative image of the binding pocket. Clique matching (as used in DOCK v.l­
3.5) is the process of docking two rigid molecules by matching characteristic 
ligand features to complementary protein features in molecular space. Features 
can consist of volume segments of the ligand and protein or complementary 
interactions such as hydrogen bond donor and acceptor. The search program 
maximises the number of matches that can be realised simultaneously between 
those features. To search for compatible matches, a distance compatibility graph 
is used. The nodes in the graph represent all possible matches and edges connect 
pairs of nodes that are distance compatible. A set of features is correctly matched 
if all pairs of corresponding nodes are connected by an edge. This is also called "a 
clique" in graph theory. 
COMBIDOCK (Sun et al. 1998) by the Department of Pharmaceutical Chemistry 
at the University of California uses a combinatorial docking strategy (a simple 
variation of the basic DOCK algorithm). The site sphere generation is unchanged, 
only scaffold atoms are used instead of the entire ligand and once a scaffold is 
matched onto the active site, all fragments are attached individually for each site 
position, searching through multiple connecting torsions. Interaction scores are 
calculated for the scaffold and each attached fragment. As a final step, 
combinations of fragments are made and the best combinations are then checked 
for intramolecular clashes and saved if no clashes are found. It should be noted 
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that this kind of fragment superposition algorithm has been tried previously for 
non-combinatorial problems, such as directed database searching and 
conformational searching. Although all combinations of fragments are, in theory, 
examined, the strength of CombiDock is that the combinatorial process is reduced 
to simple numerical additions of the fragment scores at all sites. It is thus possible 
to use simple numerical techniques to speed up the combinatorial process. 
Specifically, after scoring all fragments at each scaffold orientation, the fragments 
are sorted according to their scores and the combination process can be terminated 
once it is determined that no combinations better than a user-defined limit can be 
found. In addition, the internal clash checks, which are computationally 
expensive, are only necessary for combinations that have good enough scores to 
be eventually saved. 
To test its effectiveness, this approach has been compared to two simple control 
algorithms revealing that it is more efficient than the controls (random selection­
fragments were randomly selected from all available candidates and single 
fragment docking- fragments at different sites were assumed to be independent) at 
selecting best scoring molecules and at selecting fragments for the construction of 
an exhaustive combinatorial library. Retrospective analysis was also carried out of 
the experimental results of an exhaustive combinatorial library. The software is 
available for UNIX only. 
Unique in its use of polar Fourier correlations to accelerate docking calculations is 
HEX 4.2 (Ritchie and Kemp, 2000) by Dave Ritchie, University of Aberdeen, 
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(http://www.csd.abdn.ac.uk/~dritchie/hex). The graphical nature of Hex came 
about largely because of the need to visualise the results of such docking 
calculations in a natural and seamless way, without having to export 
unmanageably many large co-ordinate files to one of the many existing molecular 
graphics packages. A o.6A sampling grid (user variable) is used, as opposed to the 
majority of docking algorithms which use large grids for example 1 A cubes 
because the grid ·must accommodate all possible translations of the ligand about a 
stationary receptor) and is still reasonably fast. 
The package works by docking pairs of proteins using spherical polar Fourier 
correlations to accelerate the search for candidate low-energy conformations. 
Interaction energies are estimated using a hydrophobic excluded volume model 
derived from the notion of "overlapping surface skins," augmented by a rigorous 
but "soft" model of electrostatic complementarity. This approach has several 
advantages over former three-dimensional grid-based FFT, docking correlation 
methods for example ZDOCK even though there is no analogue to the FFT in a 
spherical polar representation. 
A complete search over all six rigid-body degrees of freedom can be performed by 
rotating and translating only the initial expansion coefficients, many unfeasible 
orientations may be eliminated rapidly using only low-resolution terms, and the 
correlations are easily localised around known binding epitopes when this 
knowledge is available. Typical execution times on a single processor workstation 
range from 2 hours for a global search (5 x 10(8) trial orientations) to a few 
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minutes for a local search (over 6 x 10(7) orientations). The method has been 
illustrated with several domain dimer and enzyme-inhibitor complexes and 20 
large antibody-antigen complexes, using both the bound and (when available) 
unbound sub-units. The correct conformation of the complex is frequently 
identified when docking bound sub-units, and a good docking orientation is 
ranked within the top 20 in 11 out of 18 cases when starting from unbound sub­
units. HEX competed in both sets of rounds in CAPRI (Critical Assessment of 
PRedicted Interactions, http://capri.ebi.ac.uk), a blind protein docking experiment. 
(Results publications: Rounds 1-2: Ritchie, 2002. Rounds 3-5 using Hex 4.2: 
Mustard and Ritchie, 2005). HEX is freely available, for Windows, Linux, SGI 
and SUN platforms. 
Also competing in CAPRI and using Fourier methods is ZDOCKJ RDOCK (Chen 
and Weng, 2003) by the Bioinformatics Group, University of Boston 
(http://zlab.bu.edu/zdock/index.shtml), for Accelrys. These two protein docking 
algorithms are designed to operate in succession: ZDOCK is a rigid-body docking 
program and RDOCK a refinement program. ZDOCK uses a fast Fourier 
transform to search all possible binding modes for the proteins, evaluating based 
on shape complementarity, desolvation energy, and electrostatics. The top 2000 
predictions from ZDOCK are then given to RDOCK where they are minimised by 
CHARMm to improve the energies and eliminate clashes, and then the 
electrostatic and desolvation energies are recomputed by RDOCK (in a more 
detailed fashion than the calculations performed by ZDOCK). These programs 
have been tested with a benchmark of 49 non-redundant unbound test cases, 
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where they identified a near-native structure (within 2.5 A from the experimental 
structure) as the top prediction for 37% of the test cases, and within the top 4 
predictions for 49% of the test cases. The superior performance of ZDOCK and 
RDOCK has also been demonstrated in CAPRI, so PC platform availability is 
assumed and it is free for academic use. 
3.2.3 Flexible Docking 
In reality molecules have the ability to flex around bonds and therefore rigid 
docking is an unrealistic method (Fischer et al, 1995). Ideally, both the protein 
and the ligand need consideration given to their flexibility. 
Ligand flexibility was the first to be addressed for example with LigandFit. In 
docking programs the ligand applied is usually a small molecule with few degrees 
of freedom. The first approach was to find all or most of the conformations the 
flexible ligand would take on and feed those conformations into a rigid docking 
program (for example DOCK). The important feature for considering flexibility is 
the ability to find the lowest-energy binding mode using force-field based scoring 
and on-the-fly optimisation. 
There are four main strategies (Rosenfeld et al. 1995) currently in use for docking 
of flexible ligands: 
1. Monte Carlo or Molecular dynamic simulation (MDS) docking 
2. In-site combinatorial search (algorithms only, not released programs) 
3. Site mapping and fragment assembly or building 
51 
4. Evolutionary (genetic) algorithms 
An improved matching algorithm for rigid body docking and an algorithm for 
flexible ligand docking, was added to DOCK (v.4 onwards). Also implemented 
was geometric hashing (which has its origins in computer vision) was first applied 
to the docking problem in 1991 (Nussinov and Wolfson, 1991). It involves trying 
to build a lookup table where all the geometric properties of the underlying 
structure are stored. This is done by entering one entry per model co-ordinate 
value into the table, taking 3 non-collinear points as the basis defining the location 
of that co-ordinate value. This is done for every possible 3 non-collinear point. 
For recognition, 3 points from the image acquired by the sensor is taken and other 
co-ordinate values are computed in the co-ordinate system generated by these 3 
points and a matching is done. The reason for selecting 3 points is that 3 non­
collinear points provide a transformation-invariant representation of the molecule. 
The advantage of this method is that the lookup table can be computed off line 
and be used later for the comparison process. 
DOCK 5, continued to improve the DOCK main algorithm's ability to predict 
binding positions by adding new features like force-field scoring enhanced by 
solvation and library pre-screening using a pharmacophore (Mason et a1. 200 I, 
Eksterowicz et a1. 2002). A pharmacophore is the ensemble of steric and 
biochemical features that is necessary to ensure the optimal supra-molecular 
interactions with a specific biological target structure and to trigger (or block) its 
biological response. It does not represent a real molecule or a real association of 
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functional groups, but a purely abstract concept that accounts for the common 
molecular interaction capacities of a group of compounds towards their target 
structure (www.exchemistry.com/glossary.html). 
This method, also used by SLIDE, rapidly screens out compounds in that do not 
have appropriate chemical functionality to satisfy a percentage of the hot-spots 
that are presendn the protein binding site. The binding site pharmacophore could 
be derived from 'an analysis of X-ray complexes of known inhibitors bound to the 
protein, or from computational tools (Lyne, 2002). It can predict binding modes of 
small molecule-protein complexes, search databases of ligands for compounds 
that inhibit enzyme activity, that bind a particular protein or that bind nucleic acid 
targets, examine possible binding orientations of protein-protein and protein-DNA 
complexes and help guide synthetic efforts by examining small molecules that are 
computationally derived. 
DOCK is now driven by the geometry of the ligand and active site (like FlexX). 
The program approximates the shape of the binding cavity of the receptor with 
spheres. It then attempts to match the ligand to some subset ofthe centres of these 
spheres. Early versions used geometric hashing to perform this matching, but 
more recent versions use bipartite graph matching (version 3.5) and single graph 
matching (version 4.0) for improved speed. Dock offers three scoring functions. 
The first is based on an approximation of the Lennard-lones potential (Van del' 
Waals interactions). This essentially enforces geometric alignment and shape 
constraints. The second uses DelPhi, to calculate the electrostatic potential of the 
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complex. The third calculates the energy of the complex under the AMBER force 
field. 
Many general solutions can be found in a short amount of time and trends can be 
seen by the sheer number of solutions outputted. There is an extensive list of 
parameters to tailor the program for individual requirements. In terms of 
disadvantages there can be too many spheres in a cluster making them hard to find 
and solutions can be overly extensive and thus not very useful. DOCK 5.2, the 
latest version, released 2005, is free for academic use. 
Improving on DOCKs underlying algorithm is FLOG (Flexible Ligands Oriented 
on Grid), (Miller et al. 1995 and Kearsley, 1994), produced by Molecular Systems 
Department at Merck Research Laboratories, USA (http://wvvw.merck.com) 
which uses the point complementary method (like FTDOCK). The 
FLOG/Flexibase docking program is an example of introducing ligand flexibility 
through conformational ensembles. Flexibase creates a small set of 25 
conformations per molecule and each conformation is then docked by the FLOG 
rigid ligand docking program. FLOG is a docking program that generates and 
docks conformational libraries called Flexibases. The Flexibases are generated 
using distance geometry. Shoichet's group (Shoichet et al. 1999) added a ligand­
ensemble docking method to DOCK. An ensemble of ligand conformations is 
pregenerated for each molecule in the compound library. Using the rigid fragment 
of each molecule, the complete ensemble of ligand conformations is placed rigidly 
into the receptor active site at once, instead of rigidly docking each "conformer" 
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individually. For each ligand confonner in the ensemble the fit with the receptor is 
evaluated (Lorber and Shoichet, 1998) - it searches a database of 3D co-ordinates 
to find molecules complementary to a macromolecular receptor of known 3D 
structure. The philosophy of FLOG is similar to that reported for DOCK, in that it 
uses a match centre representation of the volume of the binding cavity and we use 
a clique-finding algorithm to generate trial orientations of each candidate ligand in 
the binding site'. 'A grid representation of the receptor is used to assess the fit of 
each orientation, addressing ligand flexibility by including up to 25 explicit 
conformations of each structure in our databases. Nonhydrogen atoms in each 
database entry are assigned one of seven atom types (anion, cation, donor, 
acceptor, polar, hydrophobic and other) based on their local bonded chemical 
enviromnents. A new grid-based scoring function compatible with this 'heavy 
atom' representation of the ligands is used. This includes several potentials 
(electrostatic, hydrogen bonding, hydrophobic and van der Waals) calculated from 
the location of the receptor atoms. The fitting stage of the search has been 
improved. Initial dockings are generated with a more efficient clique-finding 
algorithm. This new algorithm includes the concept of 'essential points', matched 
centres that must be paired with a ligand atom. Also, this software introduces the 
use of a rapid simplex-based rigid-body optimiser to refine the orientations. 
The use of genetic algorithms was initiated by GOLD (Genetic Optimisation for 
Ligand Docking) software (Jones et al., 1997) is based on the algoritlun described 
by Jones et at. 1995. It is primarily produced by the CCDC (Cambridge 
Crystallographic Data Centre - a not for profit spin-out organisation from the 
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University Of Cambridge), along with the University of Sheffield and 
GlaxoSmithKline http://www.ccdc.cam.ac.uk/products/life sciences/gold. GOLD 
calculates the docking modes of ligands into protein binding sites using a genetic 
algorithm (GA) optimised for virtual screening. It allows full liga~d, and partial 
protein, flexibility and has a choice of internal scoring functions which the user 
can modify with the internal API (Application Programming Interface) allowing 
the user to calculate and output additional data after each performed docking, add 
extra terms to the scoring function and implement a completely new scoring 
function. GOLD has been fully validated against 305 diverse and extensively 
checked protein-ligand complexes from the PDB. 72% of GOLD's top-ranked 
solutions were found to be accurate using stringent success criteria (in an internal 
test). GOLD is very highly regarded within the molecular modelling community 
for its accuracy and reliability, as shown by its huge number of citations, reviews 
and benchmark tests against other programs (Zavodszky and Kuhn, 2005, 
Kellenberger et al. 2004, Bursulaya et al. 2003, Bissantz et aI. 2000). These 
reviews mostly compare and review DOCK, GOLD and FlexX against each other 
and also a few other slightly less well-known programs. It was reported "in our 
view, only one program, GOLD, has been extensively for reliability and accuracy 
using 100 ligand-receptor complexes selected from the Protein Data Bank" (Pang 
et aI, 2001). Gold 5.2 is available for Windows, Linux, SGI, SUN and IBM 
CAlX). A free evaluation is normally available for academics or those considering 
purchase. GOLD also comes with another program, , SILVER' which allows post­
processing of the docking results for large numbers of ligands and serves as a 
viewer for protein-ligand dockings from GOLD. It allows easy set-up and 
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calculation of a variety of customisable descriptors (parameters that describe 
dockings) that quantify the ligand-protein hydrogen-bonding, the H-bond 
interactions that do not occur (blocked), other close contacts (protein - ligand), 
the buried surface area of the ligand, which parts of a protein are occupied by a 
ligand, and simple properties such as the number of H-bonding ligand atoms, the 
molecular weight of the ligand and the number of rotatable bonds. 
Continuing with GAs, DIVALI (Docking wIth eVolutionary AlgorIthms), (Clark 
and Ajay N. Jain), 1995) by the University of California, a program which 
efficiently searches for the possible binding modes of a ligand within a fixed 
receptor. It searches for optimum ligand conformations using a GA 
Representative members of each family are energy minimised in the binding site 
by using the molecular mechanics program AMBER with other force field 
parameters (Weiner et ai., 1984). DIVALI has been tested on docking of both 
rigid and flexible ligands in four different complexes. Results indicate that it is 
possible to find diverse binding modes, including structures like the crystal 
structure, all with comparable potential function values. To achieve this, the 
creators say that certain modifications to the standard GA construct are essential. 
HAMMERHEAD (Welch et al. 1996) by Arris Pharmaceutical Corporation, 
California, USA. allows fast, fully automated docking of flexible ligands to 
discovered protein binding sites (for ligand database screening); Its. scoring 
method (Jain, 1996) is also used by other programs (see below). Each docking of 
a putative ligand returned up to 10 scored poses, with the score consisting of a 
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nominal affinity score. Scoring putative protein-ligand interactions is given high 
importance, needing to exhibit predictive accuracy high computational speed, and 
tolerance of variations in the relative protein-ligand molecular alignment and 
conformation. HAMMERHEAD uses an empirically derived scoring function, 
based on the binding affinities of protein-ligand complexes coupled with their 
crystallographic ally determined structures. This involves hydrophobic and polar 
complementarity, with additional terms for entropic and solvation effects. The 
issue of conformation/alignment dependence was solved by constructing a 
continuous differentiable nonlinear function with the requirement that maxima in 
ligand conformation/alignment space corresponded closely to crystallographically 
determined structures. 
It uses a different approach than the anchor-and-grow scheme. The program 
breaks the ligand into fragments and each fragment is docked into the binding site. 
The high-affinity fragments ("heads") are used to rebuild the complete ligand. 
Instead of systematically searching torsion angles, the ligands are optimised after 
each fragment is added, using energy minimisation. HAMMERHEAD is suitable 
for screening large databases of flexible molecules for binding to a protein of 
known structure. It correctly docks a variety of known flexible ligands, and it 
spends an average of only a few seconds on each compound during a screen, 
though a large database takes a few days. The approach is completely automated, 
from the elucidation of protein binding sites, through the docking of molecules, to 
the final selection of compounds for assay. The expected error in the predicted 
affinity based on cross-validation was 1.0 log unit. The function is sufficiently fast 
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and accurate to serve as the objective function of a molecular-docking search 
engine. The function is particularly well suited to the docking problem, since it 
has spatially narrow maxima that are broadly accessible via gradient descent. 
SURFLEX (Jain, 2003 - AKA Ajay) by UCSF Cancer Research Institute and 
Comprehensive Cancer Centre, California, USA (http://jainlab.ucsf.edu), is a fully 
automatic flexible molecular docking algorithm that combines the scoring 
function from the HAMMERHEAD docking system with a search engine that 
relies on a surface-based molecular similarity method as a means to rapidly 
generate suitable putative poses for molecular fragments. Results published 
evaluate reliability and accuracy of dockings compared with crystallographic 
experimental results on 81 protein/ligand pairs of substantial structural diversity. 
In over 80% of these complexes, SURFLEX's highest scoring docked pose was 
within 2.sA. A root-mean-square deviation (RMSD), with over 90% of the 
complexes having one of the top ranked poses within 2. sA RMSD. SURFLEX 
has been applied to two protein targets, using data sets on which competing 
methods were run. Its performance was rated significantly better than the other 
methods, with true positive rates of greater than 80% and false positive rates of 
less than 1 %. Docking time was roughly linear in number of rotatable bonds, 
beginning with a few seconds for rigid molecules and adding approximately 10 
seconds per rotatable bond. It is available for the MS Windows platform and is 
free for academics (via the website). 
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3.3 Mathematical Representation 
3.3.1 Graphs 
Graphs in mathematics and computer science are different from those used to 
represent numerical data in 20 or 30 as a data visualisation comparison aid. 
Graphs, (from here on meaning mathematical ones), can be used to 
(mathematically) represent structural data from hierarchies and relationships. In 
computer vision they are used to represent real world objects as it facilitates their 
comparison (Messmer, 1996). A graph (0), is comprised a finite (known) number 
of vertices (V) (or they can be referred to as nodes) which are interconnected by 
edges (E), and normally (when undirected) can be described as: 
0= <V, E> 
The number of vertices must be an integer but there may be no edges, although 
this would not be a typical graph. An edge is technically a connection between 
two (not necessarily distinct) vertices, and a vertex may have the property of 
multiple edges. Asimple graph is shown in figure 9 
1 
3 
Figure 9. A basic graph comprising 4 vertices (circles) and 4 edges (lines) connecting them. 
V:={ 1 ,2,3,4}. E:={ {I ,2},{2,3 },{2,4 },{3,4}}. 
If a pair of vertices are connected by more than one edge, the overall graph is 
classed as having multiple or parallel edges. If the edges are associated with an 
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ordered pair of vertices, then the overall graph is classed as directed. Two edges 
of a graph are called 'adjacent' (or coincident, or a self-loop) if they share a 
common vertex. Similarly, two vertices are called adjacent if they share a 
common edge, in that they are joined by an edge. An edge and a vertex on that 
edge are called incident. A simple graph is one where each element is distinct and 
there are no self-loop instances (Maple and Wang, 2004; Yamashita and Kameda, 
1996). 
3.4.1.1 Subgraphs 
A subgraph (S) is a fragment of a larger graph (G). A major area of research 
activity concerns sub graphs and searching for similarities or matches, either exact 
matching or inexact. 
4• 2 
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Figures 10. S is subgraph which is a fragment of graph G. 
3.3.1.2 Labelled Graph 
A (directed) labelled graph, expressed as 
is a graph with, a finite number of function assigning labels (a direction or value) 
added to the vertices, and function assigning labels to the edges. In the above 
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equation; Lv and Le are finite sets of symbolic labels. Boundary Cubes (described 
later) give rise to simple labelled graphs. A major area of research activity 
concerns subgraphs, and so we define the notion of a labelled sub graph. 
3.3.1.3 Labelled Subgraph 
A labelled subgraph, expressed as 
is a fragment of a bigger labelled graph, in the same way that a nonnal sub graph 
is a fragment of a whole graph. The additional s notations in the above equation, 
compared to the previous labelled graph equation, relate to each letter defining the 
subgraph. 
3.3.2 Graph Matching 
Graph matching is a very powerful technique in various areas of science and 
engineering (Messmer and Bunke, 1993, 1996). In pattern recognition and 
computer vision it can be applied to measure the similarity of objects. The 
problem of measuring object similarity is the problem of computing the similarity 
of graphs which is graph matching (Bunke, 2000). There are two types, exact (a 
graph isomorphism) and inexact (a sub graph isomorphism) and also multiple error 
correcting methods for the latter. 
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3.3.2.1 Exact Graph Matching 
Exact graph matching is any technique used to determine a graph isomorphism 
between two graphs (which can be called G1 and G2). A graph isomorphism is 
any bijection, or permutation, from the vertices of graph G 1 to the vertices of G2, 
such that the edge connections are preserved. If graph G I is isomorphic to G2 it 
can be defined as 
There exist a number of techniques available for graph isomorphism, see for 
example Messmer et aI, 1999 and McKay, 1981 . 
• 1 4 
3 24 .~t-----_-J._" 3 
Gl G2 : , 
Figure 1l. Two graphs, Gl and G2 . G1 is isomorphic to G2 (G} == G2). 
3.3.2.2 Inexact Graph Matching 
Graphs representing real life data are rarely identical when they should be, for 
example owing to noisy data (Messmer and Bunke, 1993) where there are 
inaccuracies or due to real world objects not being perfect shapes. Therefore it is 
63 

difficult to exactly match (find an exact isomorphism) between two graphs. 
Instead an exact isomorphism is searched for, of a sub graph of G 1 in 02, so that 
two subgraphs can be defined as: 
Sl ~ S2 
This inexact matching is normally referred to as error correcting subgraph 
isomorphism (Eppstein, 1999). Inexact graph matching can also be viewed as 
error-correcting subgraph isomorphism. The problem of inexact graph matching 
can be defined in various ways and the search algorithms are strongly dependent 
on these definitions (Messmer and Bunke, 1993) The maximum common 
subgraph (MCS) is normally the desirable goal and this is the largest occurring 
match between the two graphs. 
I, I 
I 
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5 

31 4 
6 Gl 
G2 
Sl 
Figure 12. Oland 02 are graphs. S 1 is subgraph which is isomorphic to both Oland 02 and 
represents the MCS of both 01 and 02. 
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This can be viewed as a special case of error-correcting graph isomorphism since 
any subgraph of a graph can be obtained by deletion of vertices and edges. The 
only difference is in calculating the total cost of the transformation, since 
extracting the two sub graphs in the latter method is achieved at zero processing 
cost. Problems arise due to the combinatorial explosion of the problem (Maple 
and Wang, 2004). Applications include integrated circuit testing, robot motion 
planning and semantic network retrieval (Maple, 2003; Bunke, 2000). 
3.3.3 Maximum Common Subgraph 
The maximum common sub graph (MCS) of two graphs is a common subgraph 
that is not a proper sub graph of another common subgraph (a larger subgraph that 
fulfils this definition cannot be found). There has been a great deal of work in the 
area of subgraph isomorphism and MeS. Extensive work on subgraph 
isomorphism has been carried out including a very significant and thorough 
example (Eppstein, 1999). Instead of looking for matches in terms with same 
connections, what is desired is the same connections with cubes of the same value 
(labelled). It has been demonstrated (see Messmer and Bunke's work) how it 
could be implemented for a managed graph of 16 vertices but this is unrealistic for 
real-world applications, such as this project where the data graphs are 
significantly larger. 
3.3.4 Error Correcting Methods 
As briefly mentioned, graphs may be inaccurate due to data errors or natural 
inconsistencies. By introducing an error model (the term varies widely according 
I I 
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to the application) and incorporating the concept of errors into graph matching, 
this Can be handled. The graphs are compared to each other by means of error 
correcting graph isomorphism which includes error correcting subgraph 
isomorphism. Similar to methods also used in cryptography and amino acid 
homology modelling alike, editing operations, such as insertion or deletion of 
vertex or edge, and re-Iabelling of edges or vertices are applied to a graph, in an 
attempt to transform it into one that is isomorphic to the second graph. There has 
to be a limit to this process as with enough modification any graph can be 
transformed into any other (any graph may be inexactly matched to another), but 
it may reveal an isomorphism that was obscured by a few errors. Regulation is 
achieved by each type of transformation being assigned a cost (c) and the 
threshold being a set total cost (Tc), (Messmer, 1996). 
3.3.5 Previous Biological Applications 
Graphs have previously been used to separately study similarities between protein 
secondary structure (Mitchell et ai, 1990), molecules (Artymiuk et ai, 1992) and 
amino acid side chains (Artymiuk et aI, 1994) by comparing the representative 
graphs and sub-graphs produced. 
3.3.6 Creating Graphs 
3.3.6.1 Marching Cubes 
Marching Cubes (Lorensen and Cline, 1987) is a popular visualization method for 
three-dimensional images from an input of 3D space point data (co-ordinates) and 
it is a surface rendering method. It does not output a graph but is a first step 
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towards their generation. A 3D grid is applied onto the data points and binary 
scores extrapolated, based on whether points at grid intersections are outside the 
surface (scoring 0) or not (1). The method forms piecewise planar approximations 
of surfaces which are as accurate as the data original data used. (Maple, 2001: 
Lorensen and Cline, 1987). 
Problems with this technique include errors in the transfonn, causing distortions 
in the surface and the great storage space required for the representation of large 
objects (Liu et aI, 2004; Maple, 2001). The traditional data structure for this type 
of information is a standard three-dimensional array, where the value of the pixel, 
oor 1, at position (i, j, k) is stored in position [i, j, k] of the array. There is a 
simple mapping from a pixel-wise representation to a marching cube 
representation. Two consecutive slices, (for example k and k-l), are used to 
define a layer of marching cubes. Four neighbouring pixels that form a square 
from each of the two slices comprise a cube. 
7 
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Figure 13. The weightings given to the vertices of each cube if it contains occupied space up to a 
maximum score of255 (all the cube vertices are completely inside occupied space). 
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The marching cubes algorithm forms a piecewise-planar approximation to an 
object. The boundary of the object is assumed to pass exactly half way between a 
pixel that is exterior to the boundary of an object and a neighbouring pixel that is 
not. This determines the way in which the surface intersects a cube, if indeed it 
does. There are 8 vertices to each cube, each of which can be outside the surface 
of the object or not. There are therefore 256 different ways in which a cube can 
intersect (or not) the surface. In order to uniquely identify each of the 256 ways 
we assign a weighting value to each vertex of a cube as shown in Fig. 1. We can 
label the vertices (locally) as Vo, VI, '" , V7, such that vertex Vi is weighted Wi = i. 
If the pixel at the front bottom-left of the cube (locally vertex vO) is outside the 
cube it is assigned a value of 0, and a 1 otherwise. Similarly, if the pixel at the 
back top-right of the cube (locally vertex v6) is outside the cube it is assigned a 
value of 0, and 64 otherwise, and so forth. Each cube, c, is given a value i (E {O, 
1, ... , 255}) that is the sum of the value of its vertices. 
The Marching Cubes algorithm then uses rendering techniques produce 3D 
images. In this project we are not concerned with the rendering of the surface, but 
simply with the way of representing the data using voxels. Equally, the fact that 
the marching cubes algorithm only gives an approximation to an object is also not 
of consequence as we are only concerned with the edge. Since every unique 
shape of an object has a single Marching Cubes approximation (for a given 
pixelisation) and there exists a simple mapping between a shape and its 
approximation, storing a Marching Cubes approximation is equivalent to storing 
the pixelisation of the actual shape. The path of the boundary comprising a three­
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dimensional object can be characterised by determining which the 6 faces of each 
cube the boundary bisects. This has been indexed in figure 14# (Maple and Wang, 
2004). 
2 
3 
16 
4 

5 

Figure 14. The index of cube faces for defining surface exiting. 
Using this index it is possible to describe every direction in which the surface 
exits the cube and track the surface from one cube to another. We can construct a 
table that contains information about the faces through which the surface passes 
for each of the 254 possible cube scores (excluding the two trivial cases, 
unoccupied, 0, and fully occupied, 255). Cubes with index I and 254 have 
surfaces that pass through exactly the same faces as do 2 and 253, etcetera, 
meaning that the exits of cubes with scores of over 127 equal the same as that of 
the score subtracted from 255. A worked example is shown below. The exits of a 
cube score of 250 are required, (255 -250 = 5) the cube-score 250 has the same 
exits as cube score 5. Therefore exits for cube scores 1- 127 only, are required to 
be known. This list is shown in table 7. 
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Table 7. The (corrected - see methods) required cube surface exits based on the cube-scores (cube­
scores of 128-254 can be derived, as described in the above text). The digit zero has been applied 
as a null spacer here, as in the case of the 'case of lookup table in the raw Delphi code used in. the 
implementation of marching cubes. 
Cube Score 

1 

2 

3 

4 

5,7,10,11,13,14 

6 

8 

9 

12 

15 

16 

17 

18,19,33,35,49,50 

20,21,22,23,26,27,28,29,30,37,39,40,41,42,43,44,45, ... 

46,52,53,54,56,57,58,60,61,62,65,67,69,71, ... 

73,74,75,77,78,81,82,83,84,85,86,87,88,89,90,91,92, ... 

93,94,97,99,101,104,105,106,107,108,109,113,114, ... 

116,117,119,120,121,122,124,125 

24,25,103,110,118,126 

31 ,47,63,79,80,95,112 

32 

34 

36,38,66,70,98,100 

48 

51 

64 

68 

55,59,72,76,115,123 

96 

102 

III 

119 

127 

Exits 

456000 

145000 

145600 

124000 

124560 

124500 

246000 

245600 

124600 

125600 

356000 

345600 

134560 

123456 

234560 

123560 

135000 

134500 

123450 

135600 

134600 

123000 

123400 

123460 

123500 

234500 

235600 

234600 

236000 

There are only 14 unique pemmtations of surface bisection of a cube, as shown in 
fig. 15. All the others are simple transformations of these permutations. 
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Figure 15. The 14 unique permutations of marching cube - graphic from Maple and Wang, 2004. 
The next step is to visualise the object using the cube scores, which is not relevant 
here. The quality of the image or other output depends on the frequency of the 
pixel wise representation obtained, that is the grid resolution applied. 
3.3.6.2 Implementations ofMarching Cubes 
Among the many implementations is Pocket, previously reviewed in this chapter, 
a software tool used to find basic candidate binding sites in proteins. It is based 
upon an adaptation of the Marching Cubes algorithm and involves identifying 
possible binding sites by searching within PDB files for cavities above a threshold 
volume. 
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3.3.6.3 The Boundary Cubes Method 
There have been many improvements smce the original Marching Cubes 
algorithms including the Boundary Cubes method (Maple, 2003). Boundary cubes 
is a further development on rotating squares (Maple, 2000), a 2D version, applied 
after Marching Cubes (without the visualisation step), and reduces the storage 
space necessary for the surface with no data loss (there is no further surface 
approximation) and also provides a resulting structure that makes surface analysis 
(using graph matching), as it outputs a labelled graph, more optimal. (Maple, 2001 
and 2003). 
There is a one-to-one correspondence between cubes constructed from pixels on 
the boundary of the object and nodes in the graph. The method transforms the 
pixel wise data into a boundary representation that has potential for large 
reductions in storage as it does not store information about the inside or outside of 
an object, just its surface structure. The process is also theoretically reversible 
proving that it preserves data integrity and accuracy. Essentially "the boundary 
cubes representation of an object can be considered as a graph" (Maple, 2001). A 
ID array is used to store cube values (scores ranging between 1 to 254) and each 
cube's connection list (the faces the surface passes through for that particular 
cube). Only the first cube needs coordinates stored for it, aU other cube 
coordinates can be derived by tracking the changes in x, y and z coordinates as the 
surface is followed through its various cube exits. The full algorithm is described 
in the methods section. Other examples of improvements to the marching cubes 
algorithm include Nielson and Hamann's method (1991), which employs an 
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asymptotic decider to resolve the problem of ambiguities in marching cubes 
creation that lead to holes and hooks in the generated isosurfaces. This method has 
been implemented in the field of neuro-imaging (Liu et aI, 2004) and allows 
registration of cortical structures (vital for quantitative analysis of the human 
brain cortex). 
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Chapter 4· :'Ilubrials and Methods 
4,1 Materials 
4.1.1 Delphi Programming Language 
The software containing the implementations of the TMSite algorithms was coded 
in Borland Delphi Pascal. Originally, in the early stages of the project, Delphi 
version 4 Professional was used and this was then updated to version 5. Delphi is 
a MS Windows object-oriented programming language where components are 
built onto a graphical form and linked together with Pascal based code. Delphi is a 
package containing a programmmg language, integrated development 
environment (IDE) and visual component library (VeL). The core of Delphi is the 
Pascal programming language which includes interfaces, data types, properties 
and extensive exception handling. The live data tracking and debugging tools are 
also one of Delphi strong points. It also allows direct access to Windows 
components and features such as form window controls and dialog boxes and high 
level Windows commands. 
Delphi uses components called lmits as its basic modules, the source file is called 
a project file, which can be the program itself (or a dynamically linked library 
(DLL) file). When Delphi compiles a program, it merges together all the units and 
the forms to create an .exe, executable file. The program's form, (a .dfm file), is 
Delphi's term for each application window that can be edited with Delphi's GUI 
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(Graphical User Interface) builder, to construct the application's own GUI. Every 
.dfm file has an associated .pas file, which contains the code of the particular form 
describing it in text (component options and positions). To edit a program the 
.dpr file is opened, which opens up the Delphi project and all the linked 
constituent files that constitute the project. 
Delphi was used as there were members of the research group with experience of 
Pascal (Delhi's base language) and other software tools in the TM software tool 
group were being produced with it. The physical software and this described 
expertise being available was a great asset. An alternative would have been C++ 
but is has been described elsewhere as being less favourable choice for this type 
of research which is why it was not used for example for SUMO (Jambon et aI, 
2003) and it also would have had a large uptake time compared to an object 
oriented language. 
4.1.2 Other Software 
4.1.2.1 PDB Viewers 
Viewing of PDB files was performed with Rasmol, with its features of allowing 
amino acid visual labelling and exporting screen shots proving ideal for this 
project's needs. Swiss PDB viewer was used for its feature of identifying atoms 
and amino acids of interest visually by clicking on them in the viewer window 
allowing faster visual analysis of the filtered files by hiding obstructing atoms. It 
also allows the toggling of hiding molecules, amino acids and whole model 
structures. 
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4.1.2.2 Logfile viewing in MS Notepad 
TMSite constructed log files are saved as plain text files (with the file extension 
tmsite.log) and could be viewed in Microsoft Notepad (the Window's log file 
default viewer) or any other text editor. 
4.1.3 Hardware 
The software algorithms were coded into Delphi on a desktop PC (Pentium 2 
550MHZ processor based system, running Windows 1998 1st ed. operating system 
with 256MB RAM). The latest version of TMSite was recompiled on a XP 
platfonn computer to remove component errors that occurred when running a 98 
compiled exe. on a XP system (erroneous colour scheme, object appearance, 
object focusing and depth). 
4.2 M~thod§ 
4.2.1 PDB handling 
Only PDB files are shown in the Windows Load file window and the selected 
whole file is loaded into TMSite. All ligands are identified and populated into a 
drop down selection box where the user can select the relevant ligand or select all 
or none of them. Selecting 'none' skips that step of data extraction whilst 'all' 
copies all ligands, including from multiple models, allowing the user to edit out as 
required. PDB data can be sorted based on the tags that appear at the start of data 
lines, and other rules. 
The software can output the processed data as new PDB files - this includes 
truncated proteins (binding sites) binary data, binding fingerprints and graphs. 
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These PDB files contain an updated header (see fig. 16) of what the PDB now 
contains used by external viewing software and useful for data tracking) and all 
the other information necessary to make a valid PDB file (for example the 
cOlmection data). All connection data is currently included in the new PDB file as 
in the original as filtering the relevant connections was not regarded as necessary 
HEADER LYASE 21-DEC-00 1HRK 
TITLE CRYSTAL STRUCTURE OF HUMAN FERROCHELATASE 
REMARK PDB EDITED WITH TMSITE SOFTWARE TO SHOW CHD LIGAND 
REMARK AND PROTEIN WITHIN 5 ANGSTRO~S 
ATOM 78 N MET A 76 -5.931 2:1.165 -1.033 1. 00 13.64 
ATOM 79 CA MET A 76 -6.096 21.599 -2.414 1. 00 l3.83 
Figure 16. The new, filtered PDBs' updated header remarks 
Data in PDB files is given to two decimal places and kept at that accuracy during 
translation. Numbers are rounded up when considering distances as whole 
integers. 
4.2.2 Amino Acid Code Conversion 
Amino acids are represented in PDB files by a 3 letter code whilst in Swiss Prot 
files they are represented by a 1 letter code system. In order to search for the 
conserved amino acids in a Swiss Prot file a conversion must be carried out, the 
Swiss Prot codes are converted to 3 letter codes to make them compatible. This 
conversion has been achieved by creating a 'case of style lookup table (see 
appendix for definition) within the program using the codes as shown in the 
introduction chapter. 
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The ordering procedure numerically orders the raw data from the distance filter 
step. The data needs to be ordered for the new PDB creation and so those atoms of 
common amino acids are shown next to each other in the results list. By checking 
if an increasing integer (using a loop) matches the atom number of the data line 
being considered, and when it does, copying the line to a new sub-window, the 
data can be numerically ordered. The loop controls the number compared needed 
to run from 1 to 'the largest atom number present. The normal loop length is set by 
the length of lines in the data sub window. This will not work here as there can be 
up to 300 lines of data with a greatest atom number of 1000 so with the traditional 
loop set-up the ordering method would stop after it has ordered data upto an atom 
number of 300. Therefore the maximum loop length is set as the highest atom 
number (calculated by the number of data lines in the ATOM text window, which 
is more efficient than using the maximum lines in the original PDB file as initially 
used). 
4.2.3 Improvements 
4.2.3.1 Identifying and Isolating Ligands in the PDB Data 
Originally the software had a text box for the user to enter the desired ligand code 
to be extracted. However this required the user to manually check the PDB file 
too see what ligands were present. The more user friendly and efficient solution 
decided upon was to scan the PDB file for ligands, and extract their codes to a 
drop down box, allowing the user to select one to be isolated out. It was noted that 
the user must know what the codes stand for, this is mentioned in future work. 
The further features of being able to select all or none ofthe ligands was included. 
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'None' allowed skipping the extraction of selected ligands procedure altogether 
allowing a minor speed up if this was not required (for example when creating 
graphs and fitting). The use of 'all' would be useful when there is a problem such 
as the chosen ligand is not complexed with the first model in the PDB file or the 
data used does not meet the PDB conformity rules. With all the ligands presented 
to the user, they could edit out those not desired more easily. 
4.2.3.2 Finding The User's Selected Ligand In The Data 
The original method used to isolate the single user chosen ligand molecule from 
all the PDB data was to search for data lines meeting two criteria: that they started 
with the HETAM tag (tags are defined in chapter 1) and that the molecule name 
matched the user chosen ligand name and to stop on reaching the ENDMDL tag 
(signifying the end of the current model (protein ligand complex) if there were 
multiple present). This only worked for some PDBs, the problem being the 
absence of ENDMDL tag in some multi model PDBs, meaning that several 
ligands were extracted. Additional checks were added, if on parsing the data, the 
complex model letter changed, the molecule number of the ligand changed or the 
atom number of the ligand decreased in number then the search was aborted as 
this meant another ligand was being read. 
4.2.3.3 Binding Site Distance Filter 
A 5 Angstrom filter is used to isolate the binding site around the ligand as that 
distance is the maximum distance at which binding interactions can occur (Gold 
and Jackson 2006; Freddolino et ai, 2004) and is the common cut-off used by 
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binding site detection algorithms (for example Accelrys). The fragmented amino 
acids are rebuilt by default. 
4.2.3.4 Amino Acids Fragmented by the Distance Filter 
It was found that the filter method fragmented amino acids where some but not all 
of the atoms of their constituting amino acid were within distance range of the 
ligand then the entire amino acid was considered to be within range and included. 
The rebuild amino acid feature (turned on by default) allows repairing amino 
acids where some of the constituent atoms are outside the filter distance and 
removed. 
4.2.3.5 Multiple Models 
Some PDB files especially of protein structures derived from NMR contain 
several models, the first model only, is considered by TMSite and this solution 
was found to be the method used by other programs (CastP and HEX). 
4.2.3.6 'Case of' Problems 
The instance of "case of" that caused problems was its use in looking up the 
derived molecular radii used for creating the binary (occupied and empty data) in 
the cube creation steps. The results were not integers but real values (they had two 
decimal places) and Delphi did not allow their inclusion in "case of'. One 
alternative solution was a chain of if statements but this was inefficient. The 
solution used was multiplying the values by 100 to make them valid integers and 
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using them in the "case of' function and then re-dividing the result by 100 to get a 
real type value before the application of the distance-measuring algorithm. 
4.2.3.7 Distance Equation Modification 
The basic modification of removing the square-root step of the Euclidean distance 
equation and modifying the threshold distance by squaring it meant that a part of 
the equation, which is repeated as many times as the loop runs the calculation, 
was omitted and replaced with a simple step outside the loop and so carried out 
once per distance filter procedure run. 
Original equation: 
Distance = ~((x.coord 2 - x.coord 1Y+ (y.coord .2 - y.coord .1Y + (z.coord .2 - z.coord.1} 
Modified equation: 
Distance 2 =((x.coord2 - x.coordlY + (y.coord.2 - y.coord.lY + (z.coord.2 - z.coord.l)2) 
4.2.3.8 Distance Filter Results Handling 
The raw results from the 'Comparing' distance filter step include duplicate entries 
because of the method used to find the distance between every ligand atom and 
every protein atom. The original way of removing these duplicates was to: 
4» Order the results by atom number (running a loop and if the loop number 
matches the protein atom number storing the atom details). 
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Make sure there was only one occurrence of each atom in the list using a 
counter 
This two-step process worked but took a much longer runtime than desirable. By 
using the same method to order the results, but by breaking the loop as soon as a 
single match for that number atom has been found, no duplicate entries were 
stored and the second step was eliminated. 
4.2.3.9 Error Prevention and Handling 
Multiple checks are handled in TMSite. This mainly involved checking that the 
user has selected valid user options and that data was present where it should be 
before allowing a requested procedure to run. This prevented the executable 
crashing with a Delphi default error and if there was a problem the procedure was 
not called and a tailored error was generated as an error popup using the relevant 
Windows dialog box. All common and perceivable errors were handled this way. 
4.2.3.10 Data Normalisation 
Where hydrogens were found to be included (they are included in a small number 
offiles (such as lEIO) and must be present when calculating charge) in the ligand 
representation data they were manually edited out, normalising the data, making it 
compatible with the rest of the PDB ligand data used. This was done manually in 
the HET A TM text window the first time and then the original PDB edited in a 
text viewer and saved as a new file to save time. They are also ignored by the 
majority of software by default. 
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4.2.4 TMSite Main Mode 
4.2.4. J Fingerprint Generation 
The binding site fingerprint (HaIll1aford and Maple, 2003) method and algorithm 
was developed midway through the project by this thesis' author based on a need 
for reducing the graph of the protein to be matched with that of the ligand. The 
fingerprint or motif is a constructed two or three dimensional structure made up of 
two or more points that represent the relative positions of conserved amino acids 
with the same spatial relationships within the binding site of a protein. A 
minimum of two but preferably three or more conserved amino acids are needed 
to construct a fingerprint. A single conserved feature would have no point of 
reference to another amino acid and although it would produce matches when 
applied to other proteins these matches would not prove useful, as they would be 
too abundant. Conserved amino acids are those found to be identical in type and 
position in proteins that bind the same compound. Exact matches are preferred to 
matches in amino acid class for the fingerprint itself, matches in amino acids of 
the same class are more acceptable in trying to fit the fingerprint onto a protein. 
This fingerprint, once defined can then be used to search for further pockets in the 
same protein or pockets in those of known related function and known structure. 
The co-ordinates of the conserved amino acids from the previous step were kept. 
The distances between pairs of conserved amino acids in each binding site were 
measured and conserved distances searched for between sets. The centre of the 
amino acid was best calculated to be the central alpha carbon. A default threshold 
was applied of +/- 1 Angstrom for finding conserved spatial relationships. This 
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could be altered using a spin edit, a numerical textbox with buttons with up and 
down arrows, to raise or lower the threshold value. 
The algorithm used, displayed as pseudocode, was: 
1. 	 For i :=1 to [number of proteins in set] do: 
2. 	 Store the atom types and their coordinates in a list binding_region 
3. 	 Identify any atoms that appear in all binding_region i ,in such a way that 
the geometric relationship between the atoms is equivalent in each of the 
proteins in the set. 
4. 	 Store the relevant spatially conserved atom types and their coordinates in a 
list conserved atoms. 
5. 	 Return spatially conserved_atoms. 
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Figure 17. TMSite 'Main Mode' software structure showing logic and data flow. 
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4.2.4.2 Main Mode Steps 
1. 	 The program is loaded with a PDB file, the first of a set of (normally soluble) 
proteins with common binding characteristics, in that they bind the same 
ligand or same class of ligand. 
2. 	 The ligand to be focused on is chosen from a drop down menu (the selection is 
of those available in the loaded PDB file). 
3. 	 The PDB is filtered, splitting it into a list of ATOMS (atoms of the protein 
from the first model if more than one) and a list of 'HETATMs' (heterogen 
atoms which comprise the ligand). 
4. 	 The Protein or Ligand can now be sent to the TMBoundary Mode part of the 
program for graph creation or the steps continued below. 
5. 	 The Angstrom distance to be used in the search of the protein around the 
ligand is selected (default value is 5). 
6. 	 The option to rebuild fragmented amino acids (those amino acids where some 
atoms are outside the filter distance and so are fragmented) is turned on if 
required. 
7. 	 The protein structure atoms are processed, atom by atom, and compared to 
each HET ATM, so that atomic co-ordinates within the selected distance from 
the bound ligand are identified and extracted. 
8. 	 The results form a new truncated protein around the chosen ligand, which can 
be saved as a PDB and the list of proteins are also stored internally so that the 
next PDB can be processed. 
9. 	 When all the PDBs have been processed, those features that occur in all 
members of the set are stored and form the conserved list. 
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10. The program is then loaded with 	a SWISS-PROT file with the ammo acid 
sequence for a membrane protein that is also known to interact with the ligand 
of interest. 
11. The predicted transmembrane and interfacial regJOns (inside the membrane 
and 4 ammo acids at either end of the transmembrane region) of the protein 
sequence are perused for the appropriate amino acids (from the conserved 
list), in order to identify putative ligand binding sites. 
4.2.4.3 Main Mode GUI 
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Figure 18. The TMSite Main Mode GUJ is demonstrated which shows Windows XP styling (since 
the project was recompiled on XP). 
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The development of the GUr was a minor but important part of this research as 
the tool is intended to be used by others as a standard freely available release is 
now required for most current bioinformatics related publications. Therefore an 
awareness of how to build a user friendly GUI was needed. Prompts for options 
needing to be set by the user (including choice of ligand or thresholds) were 
carried out with text prompts in the information bar (at the bottom left of the 
screen) as well as selection options needing to be set by colour and font changes. 
The file handling, drop down menus, progress bars and event logging were kept to 
that of the majority of Windows software, made easier by Delphi's use of 
Windows components (including dialogues and text windows). 
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4.2.5 TMSite Graph Mode 
4.2.5.1 Program Map olGraph Mode 
Protein data Ligand data 
Figure 19. TMSite, in graph mode, software structure showing logic and data flow. 
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4.2.5.2 Program Usage, Graph Mode 
1. 	 Protein! ligand data waiting from TMSite main mode 
2. 	 The maximum ranges of molecules are calculated and a new 0,0,0 
point created, all features' co-ordinates are adjusted 
3. 	 The program constructs a grid and examines it for instances where of 
an atom is found creating binary (empty and full space) data. 
4. 	 Spheres of influence are created around the atom centre co-ordinates, 
the size of which is dependent on atom type and derived representing 
influence (charge). 
5. 	 Based on binary data, create cubes 
6. 	 Keep only boundary (edge) cubes. 
7. 	 If data is from protein, use POCKET algorithm modification to find 
possible cavities. 
8. 	 Start at pocket locations and try and match graphs Boundary Cubes. 
9. 	 Search for fingerprint matches (exact and same amino acid class) and 
if found try starting at nearest edge in between features. 
10. 	 Mathematically test fitting with cavity surface. 
11. 	 Validation based on graph matching and charge interactions 
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4.2.5.3 TMSite Graph Mode GUl 
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Figure 20. The GUI in Graph Mode is presented, different content is displayed to the user than in 
Main Mode. 
4.2.5.4 Data Acquisition 
Instead of repeating the PDB loading and sorting in TMBoundary mode it was set 
up in so that relevant protein and ligand data could be accessed from TMSite main 
mode. PDB loading from graph mode is disabled in graph mode, as the PDB data-
sorting step would just duplicate that of TMSite main mode. A global integer was 
used to keep track of which of the two data types had been imported and available 
user options adjusted accordingly, for example the ' suggest pockets ' option was 
disabled when a ligand was being processed. 
4.2.5.5 Charge Data 
Charge data was acquired by pre-processing the PDB files with Chimera software 
which added charges into the one from last data column and makes use of the 
ANTECHAMBER method (Wang et aI, 2006). 
4.2.5.6 Creating Graphs 
The methods (algorithm/pseudo code) already mentioned from Maple for 
boundary representation were not followed exactly owing to constraints in the 
Delphi Pascal language but the final graph data format produced was identical. 
The minimum and maximum ranges of the coordinates of the protein or ligand 
were calculated and a new origin set so that negative coordinates were translated 
into positives ones whilst keeping the same spatial distances between features. 
The spatial translation required to advance from the old to the new origin was 
applied to all the atom coordinates. A lA grid was created as a 3D array with the 
coordinates in space matching the address in the array. (All the array data was set 
to zero to initialise it). 
For each atom in the PDB data the radius of influence was looked up in a 'case of' 
procedure (from the pre-constructed data table (Bondi, 1968)) and points on the 
grid inside this sphere were set to a value of 1, forming the binary data of 
occupied and empty space. By further processing this binary data, cubes were 
created, requiring eight binary points per cube. The cube score depended on the 
layout arrangement of the O's and 1 's at the comers of the cube. Cubes which 
contained a mix of O's and 1 's and were therefore a surface (not full or empty) had 
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a surface passing through them and were on the inside/outside interface and were 
stored in a separate ID array along with the original 3D array coordinates (which, 
as stated, are the same as the spatial coordinates) and the exit faces of each 
surface cube, calculated with another lookup table based on the cube score (table 
7, chapter 3). The surface could then be tracked through the cubes as the exit 
surface could be used to derive the coordinate change needed to find the next 
cube, for each cube the 1 D array address of its neighbouring cubes was found 
using this method. For storage (saving the graph to a file) the ID addresses of 
each cube's neighbouring cubes were stored to allow faster future graph walking 
without recalculation. This information can be derived again if removed to allow a 
more minimal data storage method. 
The cube score to cube exit case of lookup table was the same as that as that 
defined in the introduction chapter and was automatically checked for 
duplications by Delphi's internal debugger and omissions by running the 
procedure with all possible cube scores as an input. The digit zero has been 
applied as a null spacer in the "case of' lookup table in the raw Delphi code used 
in the implementation of marching cubes. This makes use of the array when 
storing the data far easier, as when a 0 is found there are no more exits where an 
absence of any data may cause errors due to no valid integer being found. 
Corrections were necessary to the cube score lookup table (taken from Maple 
(2001). The following were missing: cube score 74 and 119 were set with active 
faces 123456 by manually checking the binary corners. 125 was repeated in the 
I 
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table, one should be the missing 124 (with the same faces for both). Cubes 55 and 
59 never linked to other cubes found through the listed face 5 so that was removed 
with no resulting lost links from other cubes that were supposed to be link back to 
them. Cube 35 had face 2 listed which was never used, this was removed with no 
new errors and on manual checking it was found that face 4 should be included, 
the addition of which reduced walking errors. For cube score 63 a manual check 
showed that exit 2 is not used but its removal led to errors so it was left in the list, 
face 4 was never used, was removed and created no new walking errors. 
4.2.5.7 Graph Formats and Storage 
The graphs in this project will serve two purposes, as only the edge Isurface is 
stored their use allows: 
1. 	 Smaller quantities of data allowing quicker creation of graphs and their 
compansons 
2. 	 A more compact storage method, which causes no loss in accuracy and 
is reversible. 
When graphs are being used for compansons, all determinable factors 
(coordinates, exits and connected neighbouring cubes array addresses) are derived 
in a preparation stage so that the comparison is much faster. For storage, 
derivable data can be removed if size is an issue (this is repeat). The graph is here 
saved as a data file with the file extention '.tmsgph'. When saved, it is saved in 
the format described in the original Boundary Cubes method [umm]. The one 
dimensional address number is removed and only the first line needs the 
coordinates stored, the rest can be derived from the first (as long as the graph is 
94 
not fragmented into multiple smaller graphs by gaps). The cube score is kept to 
allow a search for the inverse value for an ideal exact match, this cannot be 
derived from the exits. Examples of each format are presented in the appendix. 
4.2.5.8 Pocket Based Method 
The methods! structure of the original Pocket algorithm (Levitt and Banaszak, 
1992) have been described. They were only used as a basis but the criteria applied 
were similar in that the initial step was to find data matching the first criterion 
towards being a valid pocket. This required that on a one-dimensional path 
through the protein binary representation there was an instance of finding part of 
the protein, followed by a gap region, followed by another part of the protein, 
with the gap being significantly wide. In practice this involved searching for a 
value of' 1', a series of 'O's and then a terminating' 1'. By checking for protein 
surfaces on both sides of the located gap, this ruled out finding small indentations 
on the protein's outer surface. Once such a gap feature had been found it was 
tested whether it extended into the two other dimensions (with no surface protein 
found) enough for a ligand to fit based on user chosen values or a real ligand. This 
yielded a list of 3D coordinates of points in space that were at the edges of a 
located pocket. As they were on the surface of the protein these coordinates could 
be used as a start point for graph matching. This step could be repeated 
indefinitely with user chosen minimum dimensions until acceptable results were 
obtained, for example a small ligand size may yield too many possibilities. The 
size definitions used were based on default values or user selected values, or the 
size defined by the ligand in question. This latter method required that the ligand 
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be represented as a graph first so it was measured (the size of the ligand across the 
three dimensions) by TMSite in graph mode before a pocket search was carried 
out on the protein binary representation. 
4.2.5.9 Validation ofPocket Searches with Known Sites 
To test the validity of coordinates outputted by this pocket search, the co­
ordinates were ·converted into the same format as a PDB atom co-ordinate so it 
could be read by the TMSite main mode distance filter, the co-ordinate shift used 
to remove negative values was also reversed. The data was then entered into the 
protein text window and run with the distance filter procedure against the ligand 
with a distance filter of 3A. If the pocket edge co-ordinates were within this 
distance of the ligand it is a valid pocket, as it is used by the ligand in the original 
PDB. A visual comparison with other methods is also shown later in this chapter. 
4.2.5.10 Applying Pockets to Reduce Protein Comparison 
For each of the suggested pocket edges found, coordinates were looked up in the 
protein array for the corresponding cube score and a matching cube was searched 
for in the ligand. The ligand was then "walked" as normal and the corresponding 
cube matches looked for in the protein. 
4.2.5.11 Applying Fingerprints to Reduce Protein Comparison 
Finding a binding site by amino acids conserved spatial relationships is more time 
consuming but the results are more accurate and less numerous than pocket 
searches. An exact match for the first amino acid of the fingerprint is searched for 
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in the protein creating a large number of matches. Next an exact match is searched 
for corresponding to the second amino acid in the fingerprint, within a 3D region 
dependent on the distance between points 1 and 2 in the fingerprint (representing 
the first and second amino acids) reducing the number of feasible matches. If 
there are more than 2 amino acids comprising the fingerprint, after amino acid 2 
has been located a virtual line is used to join the first and second amino acids 
forming an axis around which 4 spheres are created as thresholds for searching for 
a corresponding amino acid in the protein to where amino acid 3 is, in the 
fingerprint. The intersection of these threshold spheres creates a torus shaped zone 
in which the search is focused. If the above steps do not yield positive results then 
thresholds can be applied to the range and regions used as a site may be viable 
with minor changes in amino acid positions. Alternatively but reducing the 
accuracy is searching for the same class of amino acids. For example there may be 
an alanine in the fingerprint which would ideally be matched with an alanine in 
the protein being tested but a cysteine may be acceptable as it has similar 
properties and may behave the same in terms of binding interactions. 
Even if a strong match is made the search should be continued as the identified 
site may be a coincidental match (this becomes less likely as the number of points 
in the fingerprint increases) or possibly not a viable site (there may not in reality 
be a pocket) and lastly as proteins can have multiple binding sites further 
processing is justified. If there are enough conserved features to obtain a four 
point fingerprint then when it comes to searching for the relevant amino acid the 
search area will be a threshold around a single point as the second and third 
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matched points anchor the fingerprint. Matching a fourth point exactly may be 
difficult but if achieved would provide a definitive result. 
The algorithm used was: 
1. 	 Determine Rl (distance between fingerprint amino acids al and a2). 
2. 	 Search P for an amino acid of the same type as a2 that lies in RI. If 
such an amino acid exists, label it as p2. 
3. 	 If p2 is not defined from the line above, search P for an amino acid of 
a similar type to a2 that lies in R 1. If such an acid exists, label it p2. 
4. 	 If no such acid exists then it is unlikely that P will bind the ligand, 
return False. 
5. 	 If n=2 the fingerprint only has two ammo acids and both (or 
sufficiently similar) are present in the protein under consideration, with 
the same geometric configuration as in binding zones of known 
binding proteins. It is therefore likely that P will bind the ligand, return 
True. 
6. 	 Define R2 
7. 	 Search P for an amino acid of the same type as a3 that lies in the 
intersection ofRl and R2. Ifsuch an acid exists, label it as p3. 
8. 	 If p3 is not defined from step 2, search P for an amino acid of a similar 
type to a3 that lies in the intersection of Rl and R2.If such an acid 
exists, label it p3. If no such acid exists then it is unlikely that P will 
bind the ligand, return False. 
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9. 	 Ifn=3 the fingerprint only has three amino acids and all (or sufficiently 
similar) are present in the protein under consideration, with the same 
geometric configuration as in binding zones of known binding 
proteins. It is therefore likely that P will bind the ligand, return True. 
10. For i:= 4 to n do 
11. Define Ri-l 
12. Search for an amino acid of the same type as ai that lies in Ri-l, Ri-2 
and Ri-3. If such an amino acid exists, label it as pi. If pi is not defined 
from the above search, search P for an amino acid of a similar type to 
ai that lies in Ri -1, Ri-2 and Ri-3. If such an acid exists, label it as pi. 
If no such amino acid exists then it is unlikely that P will bind the 
ligand, return False. 
13. n=i and all atoms in the fingerprint (or sufficiently similar) are present 
in the protein under consideration, with the same geometric 
configuration as in binding zones of known binding proteins. It is 
therefore likely that P will bind the ligand, return True. 
The inputs are a set of amino acids {al,a2, ... ,an} together with their three­
dimensional coordinates. A protein 'P' that will be examined for possible binding 
sites. A tolerance 'tol' that is used to determine the error in the position of amino 
acids in the protein. The determination of region R i is given by considering a 1 
and a i +l.R i is defined to be region between the sphere centred at p i and of 
radius la i -a i + II-tol and the sphere centred at p i of radius Ja i -a i +11+tol 
(Hannaford and Maple, 2003). 
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If a fingerprint match is found the nearest cube to the first matched fingerprint 
point is used, or an alternative would be to average the matched coordinates on 
the protein is used to create a middle point to which the nearest point that is a 
protein edge is found in the protein graph. Graph matching is initiated at this 
point. Positive and negative controls were set up to test this method. 
4.2.5.12 Graph Monitoring 
As the graph output of the graphs is not fully seen by the user (only the first five 
lines of the graph array are shown in TMSite's 'graph' tab window) errors in the 
data may be missed. A set of counters were introduced as monitoring routines to 
spot such errors and were outputted to the log. 
4.2.5.13 Graph Matching 
Inexact graph matching was originally tried, looking for an isomorphism of the 
protein that matches part of the ligand. This involved searching for inverse 
corresponding cubes, those that match will equal 255, a full cube and signifying a 
perfect fit, when their cube score values are added to the original cube a full cube .. 
For each such match the pair of cubes' (one ligand, one protein) neighbouring 
cubes are determined. If the neighbours also match then graph walking is started 
on both graphs and further matches checked and scored appropriately. 
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The lack of success in looking for matching cubes meant that a more general 
matching In surfaces had to be searched for either by changing the level of 
accuracy at the coordinate level (making the surface representation more 
generalised) or looking for common surface direction changes instead, parallel 
surfaces and looking for any corresponding cube in the protein as in the ligand. 
Each time the ligand is walked once it is compared to the protein starting with 1 D 
array address near pockets and fingerprint matches. In the visualisation only 
corresponding protein cubes are shown compared to the ligand so gaps do appear. 
Charge (using different dummy molecules in the PDB spatial cube data for 
different colours) was left out as it added in additional diagonal and erratic bond 
lines. 
Table 8. Scoring used in graph comparison. 
Occurrence Score rl.esult 
Same direction of travel +2 
(corresponding) possible in 
ligand 
Repulsion -1 
Attraction +1 
Positive and negative controls were set up with proteins with their correct and 

incorrect ligands. 

The following criteria were used to bring any graph comparison to a halt: 

• A corresponding cube score <50 
• A 'charge' sub score <-50 
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4.2.6 Graph Mode Improvements 
4.2.6.1 'Data at hand' Method 
It was decided, when the graph was being used, to leave the coordinates in the 
data string as this saved repeat searching for a particular coordinate suggested by 
pocket! fingerprint search methods. The alternative would be walking the graph, 
cube by cube, calculating the cube being entered's address by the change in 
direction from the last cube. 
4.2.6.2 Program Tool Merging 
By halfway through the project, two distinct software tools were in development 
and being described in peer reviewed publications. TMSite, for the PDB file and 
binding site work and TMBoundary for the graph work. As there was a lot of 
feature overlapping and duplication in the development the two tools, they were 
then merged as originally planned. This also removed the need to send data 
between two separate applications and allowed global data values and shared 
access to data arrays. 
4.2.6.3 Data Manipulation: Text Windows versus Array Use 
Data outputting to memo and richedit text windows was not just inefficient and 
time consuming, it was also found to be one of the greatest sources of bugs in the 
software (mainly from the Delphi compiler itself) as large data outputs into such 
components varied in speed throughout the process run suggesting instability, 
crashed with memory errors, or would sometimes not accept large amounts of 
data (data would just stop being accepted after a few thousand lines. Rich edit 
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windows were used in preference to 'memos', as they were more stable and could 
handle more data and still allows data holding as plain text (if formatting data is 
stored it becomes data itself causing significant data reading problems). An 
improvement made late on in development was the greater use of arrays. These 
were initially just used in the TMSite main mode distance calculation, as array use 
was quicker for the calculation, but resulting relevant data was still outputted to a 
rich edit window. 
By outputting, for example, graph data into an array the entire process of graph 
creation was speeded up. The first few lines of data were displayed for content 
checking (for data format errors). As long as all the data did not need to be 
displayed on screen, whenever it was to be outputted to a text window it could 
instead be stored in a 10 array where the address was the line number. 
4.2.7 Data 
4.2.7.1 Obtaining PDBs containing relevant proteins binding specific ligands. 
The maximum number of related POBs (bile acid binding and specific bile a~ids) 
were found by expanding the search for POBs also containing previously used 
bile acid ligands by searching for their specific heterogen codes in POB libraries. 
Those used were the RSCB PDB library using its tools (in each PDB page there is 
the option in the summary table to search for like ligands. Secondly the 1MB Jena 
Image Library at 
www.imb-iena.delImg Li bPDB/pages/hetDir/hetDir. php3?fi eld=het&het=* * * 
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where '***' represents the ligand code (for example TCH or IUS) which must be 
in capitals. This method was successful in doubling the number of bile acid 
binding proteins in the data set used. Lastly the SUMO database (http://sumo­
pbil.ibcp.fr) which has a database of ligands where each entry hyperlinks an EBI 
project server with URLs such as 
http://www.ebi.ac.uk/thornton-srv/databases/cgi-binlvctr/indhet.pl ?name=* * * 
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4.2.7.2 Bile Acid Binding Proteins 
Table 9. The proteins used in this study with structures available as PDB files in complex with 
associated ligand. *Protein atom numbers are those present in the structures complexed with the 
ligand of interest. 
PDB Protein 

File 

IOSV 	 Bile acid binding and activation of 
the nuclear receptor fir (bile acid 
receptor) 
IEIO Lipid Binding Protein In Complex with 
Glycocholate 
2BOO Porcine Pancreatic Phospholipase A2 in 
Complex with Glycocholate 
IHRK Crystal structure of human 
ferrochelatase 
IV54 Bovine heart cytochromE C oxidase at 
the fully oxidized state 
IV55 Bovine heart cytochromE C oxidase at 
the fully reduced state 
lEE2 	 Homology Model OfADH GG 
(Gamma Gamma Alcohol 
Dehydro genase) 
lSQ9 	 Crystal structure of the ligand- binding 
domain of the estrogen- related receptor 
gamma in complex with 4­
hydroxytamoxifen 
ITW4 	 Crystal structure of chicken liver basic 
fatty acid binding protein (BABP) 
complexed with cholic acid 
lAHI 	 Hydroxysteroid Dehydrogenase 
IFMC 7-Alpha-Hydroxysteroid 
Dehydrogenase 
IAQL Of Bovine Bile-Salt Activated Lipase 
101V Lipid-Binding Protein (ILBP) 
lDDA Alcohol Dehydrogenase 
Oxidoreductase Gamma Gamma (ADH 
GG) 
lIHI Human Type III 3-Alpha-
Hydroxystero id Dehydrogenase 
lOSK Nuclear Bile Acid Receptor Fxr Bile 
Acid Receptor 
1OT7 Ligand Binding Domain, Fxr, Bile Acid 
Receptor 
1OT7 Ligand Binding Domain, Fxr, Bile Acid 
Receptor 
Ligand 
6-Ethyl-
Chenodeoxycholic acid 
Ligand 
Code 
CHC 
Protein 
Atoms* 
1875 
Glycocholic Acid GCH 
1980 
971 
2854 
4027 
4027 
Cholic Acid CHD 2904 
1743 
989 
7-0xo-Lithocholic Acid CHO 
1876 
1876 
Taurocholic Acid TCH 
4165 
1981 
2778 
Iso-Ursodeoxycholic 
Acid 
IUS 
2560 
1768 
1876 
6-Ethyl-Iso-
Ursodeoxycholic Acid 
IU6 1876 
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4.2.7.3 Additional Data/or Fingerprint Testing 
Table 10. Additional available PDB files for fingerprint methodology testing. 
PDB 
File 
IJVL 
1010 
IVSF 
lYAD 
IFWW 
IT8X 
lUJ6 
2CXP 
lQ8J 
lXPG 
lZP4 
2IDK 
lAEC 
lATK 
lCV8 
IMEG 
lTLO 
lC47 
2FKF 
2155 
IEJD 
INAW 
2HHJ 
lC9Y 
lZA2 
2G6A 
2G7M 
Protein 
Azurin dimer, covalently crosslinked through 
bis- maleimidomethylether 
a12198, ajabl/mpn domain protein from 
archaeoglobus fulgidus 
Pantoate- beta- alanine (pantothenate 
synthetase) from thermus thermophil us hb8 
Teni from bacillus subtilis 
Aquifex aeolicus kdo8p synthase 

RI06g kdo8ps 

Thermus thermophilus ribose- 5- phosphate 

isomerase 

Mouse amf 

Cobalamin- dependent methionine synthase 

t. Maritima cobalamin- independent 

methionine synthase 

Glu2Sgin mutant of e. Coli 

methylenetetrahydrofolate reductase 

Rat glycine n- methyl transferase 

Actinidin 

Cysteine Protease 

. Cysteine Proteinase 
Carican 
Calpain I Protease 
Phosphoglucomutase/ /phosphoglucomutase 
Phosphomannomutase 
Bisphosphate with phosphomannomutase 
Unliganded mura 
Enolpyruvyl transferase 
Bisphosphoglycerate mutase 
ornithine transcarbamy lase 
aspartate transcarbamoylase 
Campestris n- acetylornithine 
transcarbamylase 
Fragilis n- succinylornithine transcarbamylase 
Ligand 
Tris- Hydroxymethyl­
Methyl- Ammonium 
Arabinose - 5 ­
Phosphate 
S - Methyl - 5,6,7,8 -
Tetrahydrofolic Acid 
e-64 
Alpha - D - Glucose 1,6 
- Bisphosphate 
Cyclohexylammonium 
ion 
Phosphoric Acid 
Mono(Formamide )Este 
r 
Ligand 
Code 
144 
ASP 
C2F 
E64 
Gl6 
HAl 
CP
-
As the bile acid binding sets had been exhausted additional PDBs were searched 
for by common binding ligand. They also had to meet the criteria of having 
enough different examples per set to allow conserved determination and 
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fingerprint generation. Duplicate proteins (the same protein with a different POB 
code for example with a different range of ligands present) were not included, 
ideally >50% similar (derived from ClustalW or similar sequence comparison 
would also not be included) which is a criteria example (Nebel, 2006). 
4.2.7.4 Catalytic Triad Test 
A known triad is conserved spatially between lASBC and lAFQ. All atom data of 
both proteins were formatted so that TMSite accepted them into its conserved site 
lists and were processed as normal for fingerprint searching. Any resulting valid 
(realistic) fingerprint will then be searched for in one of the original PDBs. 
4.2.7.5 Obtaining Swiss Prot files for proteins ofunknown structure 
Swiss Prot files were obtained via a UniProt search http://ca.expasy.org/cgi­
binlsprot-search-de? with, for example, the search bile acid transporter. The link 
'View entry in raw text format (no links)' was used to retrieve the information as 
simple text suitable for TMSite to read on each chosen result page from the 
search. If the protein code was known, for example P32369, then it could be 
downloaded directly via http://ca,expasy.org/uniprot/P32369.txt. 
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4.2.7.6 Swiss Prot Data 
Table 11. Swiss Prot files used in the study 
Ref. No. ")escription of sequence 
Bile acid transporters 
P32369 Bile acid transporter from Eubacterium 
Q60414 Ileal bile acid transporter from Chinese hamster 
Q12908 Ileal sodiumlbile acid cotransporter from human 
P70172 Ileal sodium/bile acid cotransporter from mouse 
General bile acid binders 
Q04828 Aldo-ket9 reductase family 1 ,a high-affinity hepatic bile acid-
binding protein from human 
Q62735 Bile acid receptor (Farnesoid X-activated receptor) from rat 
P80226 Liver bile acid-binding protein from chicken 
Q862A9 G-protein coupled bile acid receptor from bovine 
4.2.8 Other methods 
4.2.8.1 Displaying binding sites 
Rasmol was used, with the protein rendered as white in wireframe and the ligand 
as in red sticks. All amino acids were selected and individually labelled using the 
drop down menu, the same task using the command line option labelled every 
atom of the protein and ligand masking the protein and ligand in an solid 
overlapping layer of labels. 
4.2.8.2 Alternative Methodfor Comparison Using ClustalW Homology Analysis 
This work was updated in 2005 as new PDBs were available alongside an 
improved software version of ClustalW. This web based software tool, described 
in the bioinformatics section of the first introduction chapter, was used to align 
amino acid sequences for comparison of the conserved residues identified from 
TMSite. One-letter amino acid sequences were obtained from the PDB under the 
-
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"Sequence Details" link on the web page for each required PDB (or alternatively 
via Swiss Prot). This provided the sequences in the Pearson F ASTA format which 
is one of the data formats that Clustal W can accept. An example line is shown in 
fig. 21 with the first line being the title of the sequence, the second line being the 
start of the sequence with one-letter codes and a one line space before the next 
entry. 
> lEIO:A ILEAL LIPID BINDING PROTEIN GCH 
AFTGKYEIESEKNYDEFMKRLALPSDAIDKARNLKIISEVKQDGQNFTWS 
QQYPGGHSIT 
Figure 21. An example of an amino acid sequence in FASTA format. 
All proteins binding the same class of ligand (here, bile acid) were aligned, and so 
were those binding a specific ligand (for example cholate). The version used was 
ClustalW 1.82 (2005). 
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Chapter 5 - Results 
5.1 Binding site and docking softvvare review results 
5.1.1 Program accessibility summary 
Eleven of the forty-three software tools were both freely available for the MS 
Windows platform. Individual statistics are shown in figures 22 and 23. 
Free for Academic Use? 
no 
49% 
yes 
51% 
Figures 22. Summary of results on program accessibility costs based on the main 42 software tools 
according to the accompanying and reviewing literature. 
Version available for MS Windows? 
(includes web based) 
yes 
30% 
Figures 23. Summary of results on program accessibility based on whether the main 42 software 
tools will run on the Windows platforms according to the accompanying and reviewing literature. 
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5.1.2 Program accessibility in greater detail 
Table 12. A list of software by class, summarising availability by platform and academic use 
policy. Key for Platforms supported: Win = (Microsoft) Windows. SOl = Silicon Graphics 
In Mac = Macintosh. 
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: PROGRAM : 
I ______ -------~ 
Evolved 
Figure 24. Expanded Venn diagram of software classes and relationships. * Undeclared 
docking type. 
Figure 24 acts as an aid to the placing of software, in terms of inter-relationships, 
class, methods used, evolutionary improvements and highlighting similar software 
by proximity. 
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5.2 Algorithm Improvements 
5.2.1 Distance Equation Modification 
The effect of the modification was an average speed up in the distance filter step 
of on average 15 %, an overall increase in total runtime of on average 3%. 
5.2.2 Conserved Result Processing 
Breaking the ordering loops after a match caused a speed up of the ordering 
process and the duplicate removal step was made redundant making the entire run 
considerably faster. There was a speed up in the overall method by on average 
46% and in the entire process of on average 40%. 
940 pmThta Sorting Step ~ in 
'TI\IBite Conpning ad and1\ewo-derl\1ihods 
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1eio 1ee2 1ckia 	 1ahi 
PIl3 filenarre 
Figure 25 . The effect of the ordering break. 
5.2.3 Data manipulation: switching to arrays 
By outputting data to an array instead of into a text window the procedure was, on 
average, 91 % faster for the creation of graphs, avoiding using the text windows 
which can accept and show data slowly compared to a memory array. Sample data 
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was still outputted in appropriate indows but minimally and data size statistic 
were sent to the log. 
5.3 Selected Isolated Protein Binding Sites 
Figure 26 . Original POB file I E10 visualised 
with Rasmol. Bound GCH ligand (glycocholate) 
shown in red with solid spacefill view , 
surrounding protein atoms shown in white 
wireframe. 
Figure 27. lETO filtered at sA around ligand 
GCH by TMSite, with the rebuild fragmented 
amino acids option turned off. Same display 
options as previous figure. 
Figure 28. lETO filtered at sA around ligand 
GCH by TMSite, with the rebuild fragmented 
amino acids option turned on. Same display 
options as figure 26 . 
Figure 29 . I AQL filtered at sA around I 
atom from Tsoluecine (AA no. 291) of the 
protein structure by TMSite, with rebuild 
option on. Colour scheme is CPK for this 
figure alone. 
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Figure 30. IIHI filtered at sA around IUS 
ligand by TMSite, with the rebuild fragmented 
amino acids option turned on and same display 
options as figure 28 except ligand shown with 
sticks (from here to figure 39). 
Figure 32. IOSK filtered at sA around IUS 
ligand by TMSite. 
Figure 31. IOT7 filtered at sA around IUS 
ligand by TMSite. 
Figure 33. 10T7 filtered at sA around 1U6 
ligand by TMSite. 
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Figure 34. 1 EE2 filtered at sA around CHD Figure 3S. lTW4 filtered at sA around CHD 
ligand by TMSite. ligand by TMSite. 
Figure 36. 1 S9Q filtered at sA around CHD Figure 37. lHRK filtered at sA around CHD 
ligand by TMSite. ligand by TMSite. 
116 

Figure 39. 1 V5S filtered at sA around CHDFigure 38. 1 VS4 filtered at sA around CHD 
ligand by TMSite.ligand by TMSite. 
5.4 PDB conformity 
As mentioned in the introduction, PDB files should meet certain criteria in terms 
of data standards in regards of formatting protocols. The following report of 
observations of compliance levels was made on the PDB data files used. 
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Table 13. First PDB set conformity 
PDB Models 
lEIO 5 
ITW4 2 
101V 10 
10T7 5 
lOSV 5 
lAHI 2 
URI 2 
1EE2 2 
1FMC 2 
10SK 1 
1SQ9 2 
lAQL 2 
IDDA 2 
1HRK 2 
IV54 25 
IV55 25 
Comments 
Has TER tag after atom data and ENDMDL after each model. 
Protein and corresponding ligand are consecutive. No model 
set lettering, all models are set A. Models do have start tag 
MODEL 2 etcetera. Ligand includes hydrogens. 
Models use correct letter codes (A and B). All ligands at end 
of file not with protein models. TER used between proteins, 
no ENDMDL between sets. 
TER used after proteins, ENDMDL used after each model 
ends. Model 2 tag used. No model set lettering, all models say 
set A. Ligand includes hydrogens. 
TERs between proteins but no ENDMDL. Model letters used: 
A and B, which have consecutive atom numbers. All ligands 
at end, hard to tell which ligand with which model. Ligand 
atom numbers continue from protein. 
TER between, ligands at end, no ENDMDL or Model 2. Does 
use model letters. 
Protein then complexed ligand for each, has TER but no 
ENDMDL. Consecutive atom numbers. Does use model 
letters, protein/ligand numbers are the same in both models. 
Different model letters, ligands all at end but with unique 
molecule numbers. Which ligand with which protein unclear. 
Only TERs used, no ENDMDLs. 
Protein models letters A+B, with TERs, all ligands at end. 
Protein and ligand paired ,uses model letters, nothing between 
ligand end and next protein 
Has TER between protein and ligand only. 
Model letters and consecutive numbering and all ligands at 
end. 
Protein then ligand, TER but no ENDMDL all consecutive 
numbers. Does use model letters. ligand molecular number 
same in both models 
Model letters used with consecutive numbering and all 
ligands at end. 
TER but no ENDMDL, uses sequential letters, all ligands at 
end of file 
TERS, no ENDMDL, ligands at end 
See IV54 
5.5 Isolated binding site amino acids 
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Table 14. Results of amino acids forming the binding site, as isolated by TMSite using a sA filter. Blank spaces dictate that the particular amino acid was not 
present. Model refers to the protein model that the relevant ligand is bound to if there are multiple present in the PDB file. The 0 in PDB names is non­
numeric. No amino acid key column is provided as all occur somewhere within the data., actually good, split by binding site so more pages and heading ok 
POB 1EIO* 105V 1AHI 1FMC 1EE2 15Q9 1TW4 1HRK 1V55 1AQL 101V* 11HI 105K 1DDA 10T7 10T7 
Ligand GCH CHC CHO CHO CHD CHD CHD CHD CHD ITCH TCH IU5 IU5 IU5 IU5 IU6 
Model A B f- A ~ A A ~ A fA. A ~ f- A B A 
ALA 2 fA.LA ALA 2 ALA 3 ALA iA-LA ALA fA.LA ~LA ALA ALA 
~ 
ARG2 f-RG 2 ARG2.­
" 
ARG f>..RG ARG 
~ ASN 2 ASN f-SN ~SN ASN 2 ASN HIS 2 en ~SP f-SP f-SPQ) u f-SP 
c CYS2Q) CYS 2 
L.. 
L.. GLU GLU GLU::1 GLU GLU GLU 
u 
u PLN GLN GLN GLN GLN GLN0 GLN 3 
-0 GLY2 GLY3 GLY GLY2c 
~ HIS HIS2 HIS HIS HIS HIS HIS 2 HIS HIS 2 
<1> ILE2 ILE 3 ILE 2 ILE ILE2 ILE 2 ..... 
·00 ILE 4 ILE ILE2 ILE ILE 2 ILE4 
0> LEU LEU 2 LEU 2 LEU 3 LEU 3 LEU 2 LEU 3 LEU 3 LEU LEU 2 LEU 2 LEU LEU 3 LEU 3 LEU 2 LEU 2 c 
-0 LYS LYS LYS LYS2 
c: 
:0 MET5 MET3 MET4 MET MET MET4 MET4 MET5 MET5 MET4 
Q) PHE 3 PHE 3 PHE PHE PHE2 PHE.c PHE PHE4 PHE 2 PHE 3 PHE 3 
..... 
c: PRO PR02 PR03 PRO PRO PRO PRO PHE 3 
en SER SER SER2 SER 3 SER2-0 SER 3 SER SER 2 SER SER 
Tj THR THR2 THRco ITHR THR 
0 ITRP TRP 2 ITRP TRPc TRP ITRP 2 TRP TRP [TRP 
·E [rYR TYR2 IfYR TYR [rYR ifYR TYR IfYR 2 TYR4 [rYR 2 IfYR 2 rrYR TYR2 ifYR 2« jl/AL 2 jl/AL VAL jl/AL jl/AL VAL 3 jl/AL2 jl/AL2 
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Counts were made of how frequently amino acids in the binding zones of the 
protein test set occurred, TMSite only finds conserved amino acids (occurring in 
all the set or all of a subset containing a common ligand), it was also desirable to 
know which amino acids were commonly present in the general bile acid (family) 
binding site. 
Table 15. Derived counts of amino acids presence in the binding site from the results of table 13. 
IAmino acid Count (of total 14) 
LEU 14 
IrYR 13 
~LA 11 
ILE 11 
SER 10 
MET 9 
PHE 9 
HIS 8 
PRO 8 
TRP 8 
VAL 8 
i'\SN 7 
V\RG 6 
GLU P 
GLN ~ 
GLY ~ 
LYS ~ 
IrHR ~ 
~SP 3 
CYS 12 
The results confirmed that only LEU was conserved for all sites but those 
occurring in at least 10 of the bile acid binding zone set were considered 
significant (TYR, ALA, ILE and SER). 
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5.6 Swiss Prot Search for the IUS ligand binding site features 
Each section of numbers, following on horizontally in the table, represents a 
domain in the sequence (from those predicted in the data file), only the parts of 
the sequence at the edge of the membrane are searched for matches, the remainder 
are simplified as 'middle'. Six amino acids in were kept although only those in the 
first three from the membrane edge were regarded as significant. Non-matching 
amino acids are" omitted leaving just matches. The numbers indicate position of 
amino acids in the 1 D sequence. 
Table 16 Swiss Prot match results for bacterial protein' P32369 

9 Y TYR 46 79 L LEU 103 L LEU 

10 47 80 L LEU 104 

-M1DDLE- -MIDDLE- -MIDDLE- -MIDDLE­
-M1DDLE- -MIDDLE- -M1DD1E- -MIDDLE­
11 48 81 L LEU 105 

12 49 82 106 

13 50 83 I 1LE 107 

14 51 I 1LE 84 108 I 1LE 

32 69 L LEU 102 126 

33 L LEU 70 103 L LEU 127 

34 71 104 128 Y TYR 

35 72 105 129 

36 73 1 LEU 106 130 

37 74 107 131 

135 162 202 224 I 11E 

136 163 203 225 

137 164 20 4 226 

138 165 205 227 

139 L LEU 166 2 06 L 1EU 228 

140 Y TYR 167 207 229 

158 I 1LE 185 225 247 

159 186 I 1LE 226 248 

160 187 227 249 

161 188 228 250 

162 189 229 251 

163 190 230 252 
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; 

Table 16 ctd 

268 297 329 355 

272 L LEU 301 I 1LE 333 359 I 1LE 

-M1DDLE- -M1DDLE- -M1DDLE- -MIDDLE­
-M1DDLE- -M1DDLE- -MIDDLE­
400 L LEU 425 I 11E 463 I 1LE 

269 L LEU 298 330 356 

270 299 331 357 

271 L 300 332 358 

273 I 1LE 302 I 1LE 334 L LEU 360 

291 320 I 1LE 352 378 

292 321 I 1LE 353 379 

293 322 354 380 

294 Y TYR 323 355 381 

295 324 356 382 

296 325 357 383 L LEU 

377 I 1LE 402 440 

378 403 441 

379 404 I 1LE 442 

380 405 443 

381 406 444 I ILE 

382 407 445 

401 426 464 L LEU 

402 427 465 

403 428 Y TYR 466 

404 I 1LE 429 467 

405 430 468 L LEU 

5.7 Data monitoring results 
This routine reported, to the log, data statistics from the PDB to graph conversion 
process as the steps were performed solely in arrays and not visible to the user. A 
report example for the PDB lAQL main protein showed number of binary points 
created as occupied space (1 's) was 27085, and that 4732 full cubes were ignored 
and 30994 edge cubes were kept. 
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5.8 Visualisations 
5.8.1 2D Graph slices 
6 (I[ 
IS") 
<nt) 
Figure. 40. Subgraph of graph representing IU5 bile acid from lOT7 shown in a 2D slice. Slice at 
z coordinate 10, dumped by 1 D array address. Cube score shown per square with 1 D address in 
parentheses. Letters allow linking to next graph slice sheet on following page. 
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The raw data, used to construct these subgraph visualisations (Fig 40-1), is 
presented in the appendices. These were hand drawn and scanned, as use of MS 
Word became unstable handling so many individual elements (several hundred). 
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Figure. 41. Subgraph of graph representing IU5 bile acid from lOT7 shown in a 2D slice. Slice at 
z coordinate 11, dumped by ID array address. Cube score shown per square with ID address in 
parentheses. Letters allow linking to previous slice sheet. 
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5.8.2 Bi nary Data 
This section consists of visualisations of data extTapolated by TMSite and 
converted into a format compatible with PDB viewer. These were for visually 
validating that the binary 1 s matched to the shape of the so lid protein. 
Figure 42. Overhead view overlay of core protein original POB data (white) and extrapolated 
binary data (1 's) from TMSite as interconnected green points. 
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Figure 43. As with fig . 42 but rotated and with the protein in cartoon view. 
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5.8.3 Pockets 
5.8.3.1 Visualisation 
Figure 44. Thornton Group pockets' edges in 1ErO are shown in white mesh lines with the ligand 
GCl-I in red spacefill (Glaser, el at. (2006) . 
Figure 45. Pocket Finder pockets ' edges in 1ErO are shown in white mesh lines with the ligand 
GCH in red spacefilJ (Laurie and Jackson, 2005). 
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-
Figure 46 . TMSite pockets in I EIO. Detected gaps are shown by spanning lines in white with the 
ligand GCH in red spacefill. There are 3 intersects between the pocket-detected lines and ligand. 
5.8.3.2 Pocket Details 
Table 17. The percentages of pocket edges that were val idated - they were from the actual pocket 
used by the ligand . * Model A with JU6. **Model B with IUS. 
PDB Pocket re~ions Validated % Validated 
1EIO 19 3 16 
lAHI 23 2 9 
IFMC 17 3 18 
1EE2 15 4 27 
ISQ9 15 3 20 
1TW4 18 3 16 
IHRK 12 3 25 
lAQL 20 3 15 
101V 10 3 30 
lIHI 21 3 14 
10SK 17 3 18 
IDDA 33 6 18 
10T7 * 23 5 22 
10T7** 23 5 22 
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5.8.4 Ligand 
5.8.4.1 Visualisation 
Figures 47. tAHI original POB 
visualised with Rasmol (soacefilled) 
Figures 49. t AHI subgraph testing 
cube buildine in all soatial directions 
Figures 48. lAHT viewed as binary data 
(occupied space is shown as points (not 
visible) interconnected with white 
wireframe lines) 
Figures 50. lAHI subgraph charge 
test matching to colour scheme of 
ligand (CPK scheme) 
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5.8.4.2 Hydrogen Removal 
In the following ligands the hydrogens were manually removed before filtering or 
conversdion to graphs by deleting them from TMSite's ligand text window: 
• GCH (in lEIO) 
• TCH (in IOVl) 
5.8.4.3 Dimensions 
The ligand dimensions are calculated by TMSite in Graph Mode (originally for 
co-ordinate normalisation (removing negative co-ordinates) in the conversion of 
PDB to graph process. This is also be useful for more accurate and faster pocket 
identification as the minimum size of pocket is now known. This is not necessary 
information but had a use in exploring the pocket modifications. 
Table 18 Automatically calculated lio-and dimensions with extremes ,
'/:>' 
Ligand x (A) Y (A) Z(A) Min. (A) Max. (A) 
CHC 14 5 10 5 14 
CHD 14 6 7 6 14 
CHO 11 10 4 4 11 
GCH 13 6 9 6 13 
IU5 4 6 13 4 13 
IU6 14 6 5 5 14 
TCH 6 19 6 6 19 
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5.8.5 ClustalW alignments 
5.B.5.1 2001 work 
ClustalW results for amino acid conservation within sequences by alignment 
using software version 1.81 in 2001. Sequences used: were lABI, lAQL, IDDA, 
1EE2, and 1EIO (lFMC was not used as it was identical to 1ABI). 
Table 19. ClustalW results 
Exact matches (*) 1 (glycene) 
Strong (:) 12 
Weak (.) 8 
5.B.5.2 2005 work 
Updated results using ClustalW version 1.82 in 2005. Instead of recording which 
amino acids were reported as fully and partly conserved in sequence position, the 
actual scores that ClustalW generated were of interest to compare whole 
sequences. 
. rTable 20 U d d CIustaIW resu ts fi. Jp' ate I or sequence pair a Ignments 
Source (PDB) Compared to (pn B) Score 
lOSV 10SK 94 
" 10T7 (model b IUS) 99 
" 10T7 (model a IU6) 99 
lAHI 1FMC 100 
1EE2 IDDA 87 
10T7 (model b IUS) 10T7 (model a IU6) 100 
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1T able 21 ClustalW resu ts tIor sets WIt common ligands and scores. *(Reproducible error 
Number of Sequences I Ligand Instances Alignment score 
14 All bile acids 2321 
13 All (FMC removed) 2096 
3 CHD (x3) No score* 
2 CHO (x2) 1521 
2 TCH (x2) 13 
4 i IUS (x4) 869 
5 IUS (x4) and IU6 (xl) 3481 
5.8.6 Binding Site Fingerprints 
The following fingerprints were generated, by TMSite, and describe spatially 
conserved relationships in binding sites of specific ligands (not bile acids in 
general but particular bile acids). These represent characteristics (certain amino 
acids and distances between them) that can be used to search for further binding 
sites of these ligands. The numbers represent the order that they are matched in. 
5.8.6.1 Graphical examples offingerprint generation and testing 
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Table 22. Fingerprint testing visualisation . Consistent amino acid colours, ligand as red. 
r8-1oAl 
Fingerprint matches in 
unknown (to TMSite) 
Solution (ligand 
shown) 
Site only 
r1 3-15A 
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rS-7Al 
5.8. 6.2 Catalytic Triad Test 
The ASP-HIS-SER triad (Jambon et al. , 2002) was found with the one-angstrom 
default threshold set. Finally the fingerprint was searched for in 1 SBC ­
successfully. 
rS-9Al 
Figure 51. Triad Fingerprint. 
5.8.7 Graph Matching Scores Representing Fitting 
5.8. 7. J Best Fit Scores 
Table 23. Graph matching scores representing fitting (best score/ match shown) 
L igand Protein 
(PDB) 
Control Steps Charge score 
(contributes to 
overall score) 
Best 
overall 
score 
IUS lIHI (SA 
filtered) 
Positive 55 3 110 
IUS lIHI Positive 55 -3 35 
CHD lAHI 
(SA 
filtered) 
Positive 80 10 90 
CHD IY55 Positive 80 11 37 
CHD lSQ9 Positive 80 8 25 
CHD lOlY Negative 80 -7 22 
IUS lAHI Negative 55 2 20 
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5.8. 7.2 Visualised Sub-Graph Comparison 
Figure 52. The lower sub-graph represents the ligand (CHD) and the fragmented upper parts 
represent the matched corresponding protein sub-graph (1 V55) parts. The large connecting mainly 
vertical lines show corresponding links. The protein has been offset (y axis + 1 O,z axis +5) and 
charges are not shown as they confused the visual comparison by adding additional and diagonal 
bond lines. 
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5.8.8 TMSite Procedures 
Effect of Varying Fingerprint Searching Thresholds 
9 
8 
m7 
• I 
':::'6 ~ 
CIS 5
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I 
(1)4
en 
~ 3 
(1)
<2 • 
1 Correct matches 
0 
0 1 2 3 
Threshold (+1-) 
Figure 53. The effect of varying fingerprint searching thresholds. A line at one average match has 
been added to show the threshold above which non relevant (non binding site located) matches 
occur. 
TMSite: PDB Truncation Timings Depending on Iterations 
400 
-350 
O+----~---~--~----~--~---~--~--~ 
o 2OCOO 4OCOO 80000 1CXXXlO 12cxxx) 140000 16CXXXl 
Iterations 
Figure 54. PDB truncation timings. A trend line that would pass through the origin has been 
applied. The graph is included to give approximate timings. 
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TMSite: Cube Neighbour Addition Step Timings 
1200 ,----------------------------------------------------, 
Ci) 800 
o 
Q) 
~ 600 
Q) 
E j:: 400 - ~- - -- -.-- -~­-.. ­
200 - -- ~---~-· ------ ----·-------- ·-- -------- 1 
o +=------,----------~--------_r----------r_-------~ 
o 5000 10000 15000 20000 25000 
Cubes 
Figure 55. Cube neighbour addition step timings. A trend line that would pass through the origin 
has been applied. The graph is included to give approximate timings 
TMSite: Cube Walking Speed 
400.---------------------------------------------------~ 
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-
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Figure 56. Cube walking timings.A trendline that would pass through the origin has been applied. 
The graph is included to give approximate timings. 
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ChApter 6 - Discussion 
6.1 Binding site identification and docking software review 
More software was freely available for academic use than expected but the 
majority of these examples were not available for the Windows platform but 
instead for more powerful systems not typically available to academic researchers. 
Web based tools where calculations are performed on a fast third party host server 
are the ideal solution for binding site locating and are becoming more prevalent as 
they have done with homology modelling tools. This will be possible with 
docking as well in the future as GRID (the new enhanced intemet backbone) use 
becomes more prevalent. Binding site searching has evolved from Pocket's purely 
shaped based to more biochemically realistic searching. Docking software has 
significantly evolved since DOCK 1.0 in 1982, from rigid to flexible ligand -
protein docking and the latest programs combining force field determination 
methods and multiple scoring functions. 
HEX is a good example of a tool that with low computational requirements runs 
under MS Windows and is free. Out of all the docking programs GOLD is most 
I cited, praised, evaluated against and recommended by academics and its research 
I 
I peers, it also considers the greatest degree of flexibility (full ligand, partial 
I 
I
, 
protein). A wide mix of commercial and academic tools is available for a range of 
budgets from free to low (ideal for academics) to very high level (commercial 
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pharmaceuticals). Academics can, in the majority of cases, acquire available 
software for free or at a discolUlted rate. There is however always a demand for 
more freely available software in this general research area, biochemistry and 
structure and docking studies specifically. 
6.2 Data 
6.2.1 Obtaining PDBs based on their bound ligands 
The RSCB PDB library and its search tool was extremely flawed as it only found 
the requested ligand in the PDB file if it was the first ligand in the list and was by 
no means comprehensive at finding the relevant data. More relevant ligands were 
found with the 1MB Jena Image Library doubling the number of bile acid binding 
proteins in the data set used. This list was further extended using the up-to-date 
SUMO database of all ligands with each linking to Janet Thornton's server at EBI. 
A final check on the new PDB beta library revealed that these problems have been 
addressed (they were raised by this project) and that this single resource can now 
be used instead of needing the mentioned multiple websites. 
6.2.2 PDB compliance and finding the user's selected ligand 
The reasons for the absence of the ENDMDL tags in some PDBs were that they 
instead employed a change of model letter instead. Those that do use ENDMDL 
tend to call use model A for all atoms in all models although ENDMDL should 
still be used. There are also consecutive atom numbers across several models in 
ISQ9, lAHI and IDDA. ITW4, 10T7 and IDA have all the ligands at the end of 
the file instead of with the relvant atom model set. The formatting of a POB as 
previously described should include, in addition to the normal descriptor tags at 
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the beginning of each line of data, a tag to clearly denote the end of each model 
when multiple are present. 
Ideally there would only be one method used however as PDB files are 
constructed by many research groups there are several: 
• 	 With PDBs such as lAQL and lAHI the ATOMs data for the first model 
contains the model group letter A, is listed ending with a TER tag, follows 
by the HET ATM data also with the model group letter A, immediately 
followed by the next model list of ATOMs however now with the model 
group letter B. 
• 	 With PDB files such as lEE2 and IDDA the ATOMs data for the first 
model contains the model group letter A, is listed ending with a TER tag 
followed by the next model A TOM list with the model group letter B. The 
HET A TMs are listed at the end of all of the ATOMs so it is not easy to 
determine which model set each ligand is from. 
e 	 With PDB files such as lElO the A TOMs data for the first model contains 
the model group letter A, is listed ending with a TER tag followed by the 
HETA TM data followed by a ENDMDL tag. The subsequent models keep 
the model group name letter as A instead of switching to B, C etcetera. 
Rules were introduced to deal with all these possible eventualities, so that only 
required data was extracted from the original PDB file. Ideally just the ENDMDL 
tag would be used as well as switching model group letter from A to B to C 
etcetera. These problems are all handled by the extra rules used in TMSite and the 
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search for the correct ligand can continue until at least one correct ligand has been 
found. 
6.2.3 PDB Duplicates 
The identical nature of the pair ofPDBs lAHI and IFMC and also IV54 and IV55 
were confirmable by identical ClustalW sequence alignments results, the same 
number of protdn atoms in a single model and the same binding sites being 
isolated and visualised. One of each pair was selected for binding site 
comparisons. The orientations of the proteins and their ligands in x.y, and z space 
ofthe pairs were however shown to be different by the pocket searches results. 
6.2.4 Ligand Hydrogens 
The much larger filter step runtimes for lElO compared to the rest of that test set 
displayed in the testing of the improved duplicate removal method were found, on 
reporting the number of distance comparison iterations in the log file, to be 
because IElO's ligand was larger than in the others PDB files as it included 
hydrogen atoms in the ligand. Total iterations were 150480 (1980 protein atoms 
and by 76 ligand atoms). When the hydrogens were removed, the ligand atoms 
dropped to 33 and the total iterations dropped to 65340. This and other PDB files 
where the hydrogens were included in the ligand were nonnalised, the hydrogens 
removed manually from the ligand subwindow making them comparable with the 
rest of the test set PDBs. It did not affect the results of the filter as long as the 
rebuild fragmented amino acids option was enabled. Because of this variety 
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hydrogens were removed as reported in the results chapter. This was also the 
reason for reporting the ligand atoms in the log file, to make differences stand out. 
6.2.5 Protein Waters 
Waters were ignored, this is a common practice as the waters can move position 
on binding being displaced, hence in PDB data they are set as ligands to make 
them easy to hide or consider separately. 
6.3 Methods 
6.3.1 TMSite Main Mode Methods 
6.3.1.1 Multi Model PDBs 
Some PDB files especially of protein structures derived from NMR contain 
several models, the first model is considered by TMSite and this solution was 
found to be the method used by other programs including CastP and HEX. 
6.3.1.2 Rebuilding Amino Acids 
The rebuilding of fragmented amino acids cut off by the distance filter was 
included to make the isolated binding site more realistic. The only situation where 
it may be desirable to turn it off is when looking at ligand-protein interactions in 
greater detail for reducing clutter, no other software allows such a precise filter. 
6.3.1.3 Fingerprints 
The more examples of each ligand complexed, the stronger the fingerprint can be 
regarded, however some caution should be used when comparing same ligand 
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binders that they are comparable. For example in the CHD ligand set, IONS was 
initially included as it was found in a ligand search for CHD but when examined 
in detail it was rejected as it was capping a DNA duplex. Although it is still 
binding CHD it is not comparable with the other data because of different 
function. Fingerprints were theoretically conserved in three dimensions but were 
continually found to be spatially conserved in two' dimensions, this still provided 
valid matching if there were more than 3 points (two distances). This is strongly 
substantiated by the triad match example. 
6.3.2 Graph Mode Methods 
6.3.2.1 Origin shift to remove negative coordinates 
It was manually checked that the canvas/origin movmg applied to remove 
negative coordinates in PDB files, did not alter the data's inter molecular 
distances, by making the new coordinates into a PDB file (requiring some 
reformatting and positioning of data) and visualising it with Rasmol against the 
original was the same molecular shape. Several distances (captures from the 
distance filters mid processing steps) were also checked to be the same (the first 
1 0 comparisons). 
63.2.2 Enhanced pocket search 
Diagonal and volume searches can be added to the current methods to reduce 
differences in results based on PDB orientation. A simple method of determining 
if a pocket point was a cavity or a pocket would be by attempting to extend the 
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pocket in all directions (preferably including diagonally) until the canvas edge 
was reached. 
6.3.2.3 Data reduction 
The data size advantage, in only storing the edge cubes is more important in 
reducing the data into a smaller size for comparison rather than storage. The 
smaller the data, with no loss in accuracy with this method (Maple, 2001) the 
easier and quicker it is to handle. 
6.3.2.4 Fingerprint Matching 
The fingerprint searches revealed that the fingerprint from the eHD set was found 
in the PDBs from this set, this acted as a positive control. The IUS fingerprint was 
harder to find matches for as it was more detailed (4 features, 3 conserved 
distances) and was slower and did not always find an exact match. Reducing the 
fingerprint to 3 features improved the matching, suggesting that more than 3 
points on a fingerprint was a hindrance unless thresholds were increased, reducing 
accuracy and generating more false matches. The positive and negative controls 
went as expected both fingerprints were found but only the first 2 points of the 
four point IU 5 fingerprint were found. 
With a 2 point (1 conserved distance) fingerprint there will unsuprosingly be more 
than one match. Comparing to pocket highlighted regions will therefor be useful. 
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The additional test of increasing the threshold with a negative control did produce 
a mismatch. This is not typical however as the two fingerprints share some 
common features and it is not expected that increasing the search threshold by 1 
Angstrom (so it is 2 Angstroms) would normally cause false positives The search 
needs to be improved to take advantage of the extra fingerprint points by for 
example altering which amino acid of the fingerprint is matched to the protein 
first. The thresholds used to make the fingerprint should also be taken into 
account when matching. If a wider threshold was used to construct the fingerprint 
then a similar one may be needed to find it again. 
6.3.2.5 Importance ofcharge in determination ofdocking possibility 
A large charge similar to that of the ligand near the mouth of a pocket would repel 
the ligand so it would not or would be less likely to enter pocket, whether or not 
the pocket interior provided a possible binding site or not in terms of shape and its 
charges. The example below (fig.#) shows the positively charged tail of a bile acid 
being attracted by a few negatively charged amino acids around the pocket 
entrance and binding possible due to by a larger cluster of negatively charged 
amino acid atoms deeper inside. 
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Figure 57. IV55 (top and left) with ligand CHD (bottom right), viewed with Rasmol, coloured by 
main charges. 
Greater importance was given to the repulsion of the ligand by a pocket than 
overall attraction although strong charges would strengthen the docking score. 
The reason for this is that the score is raised by each ph sical fi t match and needs 
to be counterbalanced by contradictory data (if pres nt) to lower it ­
hydrophobicity would be another example. 
6.3.2.6 A dditional Fingerprint Method 
The fingerprint method was created in addition to the planned methods, TMSite 
was initially unique in its characterisation of the binding site and determination of 
conserved features and then conserved spatial relationships between them was 
added, allowing production of a fingerprint or template or motif, often these 
motifs are conserved even when the fold of the protein differs. Shortly after this 
Fingerprint method concept was published (Hannaford and Maple, 2003), 
Accelrys released a commercial software package called Ligand Binding Si te 
Analysis as part of the Insight II software suite which comprises several SOl 
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based tools and enables identification and characterisation of a protein's binding 
site, and uses the characteristics to form a template and use it to look for similar 
features in other proteins of known structure. However this project still has the 
advantages of more flexibility in fingerprint (template) creation. It is also 
designed to run on Windows and is therefore small in size and processor 
requirements. Most importantly it is not a commercial venture and so will be 
freely available to the scientific community. Lastly, no real details are available 
on Ligand Binding Site Analysis owing to its commercial nature making 
somewhat of black box method, its exact details remain undeclared which is 
regarded as a disadvantage. The decision to use of the alpha carbon as the centre 
of the amino acid for distance measuring was independently reached but also 
found to be an existing method (Rodriguez et ai, unpublished). 
6.3.2.7 Types o/Graph Matching 
Exact graph matching is the simplest where each corresponding point on one 
graph is searched for the mirror image (corresponding) in the other. This is not 
possible here as the graphs are without fail (unless the software is being used for a 
non ligand-protein match such as protein-protein) different sizes. A sub graph 
match, the complete ligand to part of the protein is also unlikely as the ligand will 
not be entirely surrounded by the protein or it would be unable to gain access, it 
would be a cavity. It may be mostly surrounded, especially if there are 
conformation changes (flexing) after docking on the part of the protein, it may 
become more enclosed on binding. This can be assessed by viewing a complex in 
Rasmol with the spacefill option and colouring the ligand a highly different colour 
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(red was applied here) from the protein (which was rendered white) and viewing 
how much of the ligand was visible through the protein body. 
6.3.2.8 Searching methods for matching 
A brute force search (whole ligand graph against whole protein graph) is 
undesirable even when it is implemented between optimised arrays holding the 
data as the number of iterations can average 6 million (with bile acids and their 
proteins). Instead it was preferable to find a relevant part of the edge using the 
fingerprint and pocket methods. 
6.3.2.9 Pocket and Fingerprint use 
U sing these features only sped up the method once matching criteria had been 
met. Protein graph match searching was halted after those suggested by these 
methods had been checked. The reasons for carrying on would be if there were 
possible multiple binding sites but these should be covered in the suggested 
pocketand or fingerprint list and, as mentioned, extremely slow brute force 
searching of all versus all was to be avoided on a desktop PC. 
6.4 Problems 
6.4.1 Delphi version 4 
An early bug that caused the TMSite executable to crash and could not be 
resolved was found to be a problem with Delphi itself, which was proven, by the 
problem disappearing on upgrading from Delphi 4 to 5. This involved a memory 
error exception when handling the larger PDB files of the sets. 
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6.4.2 Richedit and memo windows 
The majority of the text windows in the program are 'richedit' as these preserve 
fonnatting and data alignments and allow visual comparisons between lines of 
data. Memo windows were used for the new PDB and log windows as the data 
within them needs to be saved to a file and doing this from a richedit was 
disadvantageous· as it also copied text formatting infonnation into the file. The 
other advantage of the memo window is that data can be copied and pasted in and 
out of them during runtime. The richedit windows had to be used in plain text 
mode or when reading or saving data from them formatting data was also 
integrated. 
Richedit windows also had a problem populating with more than 800 lines of data 
on some computers the software was tested on, this problem has since stopped 
except when trying to paste large amounts of data manually into TMSite text 
windows, this may be a problem with Delphi's access to the Windows clipboard 
being out of date. 
6.4.3 Arrays 
The downside was of array use was the high number of array controls, requiring 
triple set of loops for 3D arrays, but this was still much faster than reading writing 
data to sub wind text windows all the time. When triple loops were used to reset 
arrays on the importing of new data (from files or TMSite main mode), this was 
economised by deleting all the arrays and sub-arrays using one loop set. There is, 
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in Delphi, a clear array feature but only arrays created locally within procedures 
(not at runtime) can be cleared using the clear command, not global ones. 
6.4.4 Rasmol viewing of ligands 
Filtered PDBs were visualised with Rasmol as it was the user-friendliest method 
(with a simple QUI and command line) however the software could not handle 
selection of ligand names that were mixed alpha-numeric (this is needed before 
adjusting display style or colour). Therefore selection of, for example, GCH was 
possible whilst IUS was not. This was worked around by using the command 
'select hetero' which selects all heterogens (ligands), and as the filtered PDB only 
contains one such molecule, this was a viable workaround method. 
6.4.5 Existing Problems Flagged By Visualisation 
6.5 Current Improvements 
Modifying the distance calculation and using the 'if match found then break loop' 
method were both simple but effective methods of improving performance. The 
simple use of 'break' on finding a match between a loop number and atom 
number instead of a full duplicate removal method was the most significant 
improvement in speed in TMSite main mode procedures. 
The 91 % speed up of the graph creation procedure when outputting resulting data 
into arrays as opposed to text windows was greater than expected and useful in 
reducing crashes caused by overloading windows with more than a few thousand 
lines of data. The 5 lines of data were outputted, from the array, to a text window 
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to allow not just format error checking but to reassure the user that data really had 
been produced and that it was unique from other data. A similar proportional 
speed up is predicted for other procedures if they were switched to data outputting 
into arrays but it is debatable whether this is necessary. This would not be is not 
appropriate to use this for showing the whole PDB, relevant filtered data and the 
log but would be most beneficial where TMSite contains several hidden text 
windows used in the filtering and formatting of data. 
6.6 Data resu.lts 
6.6.1 Searching For Conserved Sites In Swiss Prot Sequence Data 
The filtered PDBs (yielding the binding site) when compared amongst the other 
members of the group revealed some less that ideal weak conservation (only 1 
actually conserved which not useable, a minimum of two is needed) same (exact) 
ligand bit yielded much better results and there was some correlation in conserved 
distances (isoluecine and leucine in several fingerprints for the bile acid binders). 
It is unlikely (and not intended) that this feature will be able to be used to find 
which proteins of unknown function (by searching for conserved features in the 
sequence) have a specified binding site. This relies on domain prediction (as 
stated in Swiss Prot files). It is more likely to help suggest which sections of the 
sequence of known function (and have the site) are involved in contributing to the 
site, in binding and secondarily shape) 
L 
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When the conserved amino acids were searched for in the Swiss Prot file within 
three amino acids either side of the membrane (as the binding site is not going to 
be deeply embedded), too many matches were found to be immediately useful 
with ILE and LEU. For the other two amino acids HIS was not found at all but 
TYR occurred an ideally low number of times which may be useful, however 
where it did occur was mostly more than three amino acids deep so this work 
recommends that the zone used for this method be extended to at least 5 amino 
acids deep. Another project could build on these results using the fingerprints 
generated and the strong and weak ClustalW matches as described in more detail 
in the further work section. 
6.6.2 Common view Rasmol visualised isolated binding sites 
The Rasmol visualised binding sites filtered by TMSite, when compared with 
common ligand orientation allow an uncluttered simple comparison of common 
features of the protein, both in terms of the same amino acid in the same or highly 
local spatial positions or a similar amino acid carrying out the same role. Some 
bile acid binding proteins had a range of binding sites and this method with 
TMSite uses the first relevant ligand found. The visualisation techniques used 
(Rasmol with sticks view) and the ligand orientated to a consistent angle allows a 
good comparison of the total binding sites to look for common features. This 
allows other data to be verified visually such as conserved features to look for 
similar location of amino acidsThe others should be studied as further work as the 
degree of buriedness varies in the multiple sites and some amino acids may be 
acting to form the binding site of more than one pocket. 
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6.6.3 TMSite Conserved Binding Site Amino Acids Versus Clustalw (Sequence 
Homology) Results 
ClustalW could be used for searching for conserved features however this has the 
hindrance that it would determine conserved features for the entire protein not 
restricted to the binding site. It was useful to look for comparisons between 
conservation in sequence and the extracted binding site and fingerprint data. 
The conserved LEU was not conserved in terms of sequence position according to 
ClustalW when all sequences were compared (lFMC was omitted as it was the 
same as lAHI) so it is not likely to be conserved spatially. 
The all sequence comparison yielded one weak match, so sequences were then 
compared based on specific bile acids. The strength of these results is linked to 
the number of examples available. For ligands CHD (3 examples) and IUS (4), 
this was ideal and further strengthened by IU6. TCH, was weak (with 2) and the 
examples of CHO binding was no use as the two PDBs were identical. GCH and 
CHC were not used as they had one example of each ligand only, each. 
6.6.4 Pockets 
The pocket search averaged 20% pocket detection and always did include the 
actual binding site. The visual results comparing TMSite with Pocket Finder and 
the Thornton Group's SURFNET cleft modification (see introduction chapter 3) 
for lElO show that many areas flagged by TMSite also are flagged by TMSite but 
the pockets are smaller as the set ligand size was set at 3x3x3 Angstroms. As 
I 
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TMSite shows the full extent of the pocket gap with the wireframe lines this is 
still a useful visualisation. In all test cases the actual pocket that was the binding 
site was included in the list of co-ordinates that TMSite produced. PASS and 
VOIDOO were not available for comparison because of the non-Windows 
platform and non internet access - they are available on Linux which is a low cost 
platform. 
6.6.5 Fingerprints 
In the visualisation examples, the 2 distance 3 points fingerprint for the ligand IUS 
was used as follows in a search within 10SK. Finding a TYR, finding aILE 
within 8-10 Angstroms, then finding a LEU 13-15 Angstroms of the latter ILE. 
One match was found and validated. The two point fingerprint for CHD, when 
searched for in 1HRK (and ILE 8-10 Angstroms from a LEU) resulted in multiple 
matches and one was validated. The smaller fingerprint gives less precise but still 
accurate (and the correct site) results. 
The bigger PDB test set was abandoned as it yielded no useful results - a further 
trawl of the PDB is needed with extra criteria, deciding whether to include 
enzymes and a stricter limit on sequences similarity of members of sets (common 
ligand). The finding of the triad was a strong positive test result. Another triad is 
available for future testing - the SER-HIS-GLU that occurs in serine protease and 
serine peptidase (Fischer et al., 1994). 
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6.6.6 Graph Matching 
None of the positive control comparisons, including the filtered proteins were 
completely walked, they were all halted early even for the best score by the 
thresholds imposed. When the graph of the filtered binding site version of lIHI 
was compared against its ligand graph (starting at the first array address onwards 
in the protein graph instead of a fingerprint or pocket match as any start point is 
valid), a strong match path was found. Despite the low number of protein cubes 
(1095), the graph was not completely walked (shown by the low steps value 
which should be much greater than the number of cubes) as the 'no corresponding 
cube' limit was triggered, (currently set at 50) causing the reduced score. The 
charge mismatch score is low so the initial match may have been good. With the 
lIHI full protein the best walk was also stopped by a low score (the low 
corresponding cube limit, not a low negative charge score). 
A possible improvement would be to limit the overall the direction of travel in any 
distance in each axis from the initial start point) theoretically away from the 
pocket and if the limit is reached a reverse in the graph walk of one or more cubes 
is forced and as those exits have been used another route will be taken. The 
process will also take too long if the walk goes around the whole protein surface 
(out of the pocket) through every possible path. 
With IV55 filtered as a positive control there were much fewer cubes (as the 
visualised isolated binding site shows it only surrounds half of the cholate ligand 
head) which made walking easier shown by the number of steps walked and it was 
I 
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more successful with a low charge mismatch. The overall score was low because 
of the number of cubes available to walk, not because of other factors reducing the 
score. With the negative control for 101 V and cholate as no fingerprint match 
was found the walk was started from found pocket points but these walks did not 
get very far before hitting the maximum set 'no corresponding ligand cube' limit. 
As the number of steps was so low there were not many charge mismatches 
found. 
The graph comparison technique is still at an early stage of development where 
the initial concept has been implemented and shown to function, in that it had 
produced results that match known interactions. The method requires further 
evaluation, and refinement before it is used on unknown data. Much more known 
data needs to be run to prove the thresholds and scoring methods are satisfactory. 
6.7 Future refinements 
6.7.1 Graph matching 
More positive controls need to be run of proteins with their own ligands 
(including non bile acids sets where the ligand is a totally different shape) to 
smooth out problems that cause the majority of walks (including the highest 
scoring one) to be halted at an early stage (it would be expected that the walk 
steps should reach several times the number of graph points (cubes») because of a 
bad score limits - too low 'charge scores' or 'no corresponding ligand cube' 
scores. A balance needs to be found between walking more of the protein graph 
and preventing walks that stray of course too much from an initial good match 
1 156 

.....====------------------------------------------------­
(they leave the binding site) causing a low score from a sudden accumulation of 
bad scoring. 
6.7.2 Surfaces 
The Rasmol visualisation in figure 58 below, shows that with the spheres of 
influence the ligand and protein still have gaps in between their own and each 
others molecules and there is not an exact surface matching or fit. This explained 
the problems of looking for exact inverse matches between cubes, this requires 
full contacts and exact fit. The spheres of influence are not solid objects but 
representations of effects. The options were therefore either to change the level of 
accuracy making the surfaces more approximate by changing the resolution of the 
scanning grid. The grid itself is not altered but instead the contents are, by 
multiplying or dividing the coordinates and at the same time the spheres of 
influence by a factor. An increase would make the process more accurate whereas 
a decrease would decrease accuracy allowing the ignoring of these gaps. The other 
alternative is instead of looking for the inverse cubes of one surface in the other 
graph to look for common surface direction changes, defined by the cube scores 
which was the chosen method. 
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Figure 58 . IV55 and CHD (red) demonstrating (with spheres of influences) a simple surface 
The ligand produced better graphs as there was only 1 molecule, so the atoms 
were close together. The amino acids of the protein have some spacing and many 
gaps between primary sequence polypeptide chain packing. There can also be 
minor overlapping in atoms spheres of influence where there are bonds 0 the 
overall charges overcome some local repulsion. Larger spheres may be a 
necessary solution to reduce fragmentation. As long as the two methods for 
narrowing protein graph search are used then the walking should be on the right 
fragment sub- graph. 
As fig. 58 has shown the atomic radii spheres of influence do generate very clean 
surfaces, an alternative may be to use salvation radii such as Born solvation radii 
which are currently used by such force field methods as the reviewed (see 
appendix) CHARMM (Brooks et aI, 1983). This may create better binary scores, 
cubes, graphs and hence comparisons. One other alternative would be change the 
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reduce the resolution of the original data by multiplying data coordinates and 
spheres of influence by for example 2 which would change the Angstrom 
resolution ofTMSite from 1 to 2. 
6.7.3 Automatic hydrogen removal 
A simple procedure (ideally with a user on/off toggle) would be an automatic 
hydrogen removal procedure to remove the atoms from the ligand. These 
molecules can be and usually ignored as unimportant by software in this research 
area (Levitt and Banaszak, 1992). 
6.7.4 Improving the speed of procedures 
When the software was run on an up-to-date hardware PC or laptop, under 
Windows XP TMSite' s speed was acceptable. The following improvements, if 
implemented, would be beneficial for older PCs often found in academic 
environments at which this software is partly aimed. The entire program could be 
significantly sped up in tenns of run time by reducing data dumping to solely 
when the user needs to see the data (relevant data, new pdb, sample array) and 
replacing this 'if data fits criteria - copy it somewhere' rule, and replacing it with 
a number of 1D arrays acting as data lists with the address the same as the line 
number would be in the current method. Secondly, loading and saving data to and 
from files could be sped up using direct file streaming. 
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6.7.5 Ordering ofPDB data by atom number in the new filtered PDB 
-

The amount of time taken to numerically order the new PDB file data of the 
binding site atoms has been found to be technically unnecessary. Several PDBs 
were found where the atom numbers are not consecutive and the PDB can be 
loaded into the viewers and TMSite without errors. Therefore the ordering could 
be removed altogether. The only advantage of the feature is that it makes spotting 
errors and omissions in data and makes finding data and monitoring the size of the 
atom data lines easier but this is more of an issue during program development. 
6.7.6 Connection Data 
PDB files include the mentioned 'conect' (sic) data of which atoms are joined 
together, this is mainly for the benefit of PDB viewers. When TMSite creates the 
PDB file of the binding site it copies all the conect data over. Ideally only the 
relevant data would be copied over relating to relevant atoms in the binding site 
but this would save a negligible amount of space. 
6.7.8 Proximal Multiple Binding Site Consideration 
The 'big picture', when considering whole protein models may have also been a 
factor. In figure 59 a model example (lHRK) is visualised showing that there are 
I multiple binding sites on these example proteins. TMSite only looks at one such 
I ligand (the first). The binding site may be different from others that bind the same I 
I 
ligand in this example as several amino acids are being used to attract and bind ~ 
~_ ,,,I 
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the ligand on two sides of them. This is where looking at amino acid properties 
rather than just which of the 20 are present is importan t. 
Figure 59 . I HRK, one protein model (A) with all its ligands (CHD) complexed. 
Ideally the speed increase of applying a fingerprint or a pocket match and both 
would 've been tested to show the speed increase in finding a binding site and a 
matching it to a ligand with the graphs . However a brute force match was not 
possible on a typical PC in a reasonable timeframe (less than 24 hours). 
6.8 Further work 
6.8.1 Data quality 
PDB Data quality including error checking such as impossible or unusual bond 
angles in terms of geometry and data content syntax can be checked using 
resources such as the reviewed WhatIF tool (the web based version) and HIC-Up 
at http://xray.bmc.uu.seihicup. 
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6.8.2 Unseen data 
The PDBs 1 TVQ (Crystal structure of apo chicken liver bile acid binding protein) 
and IMVG (NMR solution structure of chicken liver bile acid binding protein) are 
available as future unknown data as their protein structures are known but the 
binding sites of the bile acids within them is not. 
6.8.3 Confirming Pockets Are Not Cavities And Are Accessible 
Ideally the dimensions and direction of the pocket entrance would be found thusly 
checking that the pockets are not buried cavities. If, once the pockets first features 
have been found (the pocket wall, a gap and the pocket wall) the searches in the 
other dimensions are extended up to a range of the whole canvas can search for 
the open exit. It would also be possible to check the width as the protein is exited 
and test for bottlenecks (the minimum dimension of the ligand) by checking 
volume more thoroughly. By extending a pocket match on all axes and seeing if 
they reach the boundary, cavities could be excluded. 
6.8.4 Fingerprint Statistical Testing 
A probability matrix can be used to represent a motif to calculate the minimum 
total number of binding sites required to be in the input data set in order to 
confirm that the discovered motifs are not artifacts. (Leung et aI, 2005). RSMD 
(root mean squared distribution) can also be applied as widely used (Nebel, 2006; 
Jones and Thornton 2004; Jambon et al., 2003). 
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6.8.5 Migrating TMSite to a Supercomputer 
If the TMSite algorithms were recoded on a supercomputer (in a language such as 
cobalt), fingerprints could be applied (matches searched for) in a very large 
number of genomes of known structures where if a binding sites were matched 
and validated it could allow phylogenic comparisons (for relationships that exist 
between all organisms) and validation would lead to possible knowledge of 
function. Also the graph matching technique could be applied to ligands for drug 
ninding knowledge and the more powerful platform would allow larger 
macromolecule and for example protein- protein docking. 
6.9 Summary 
6.9.1 Program features compared to original aims 

TMSite main mode: 

• 	 Load a PDB file a filter out relevant data, the 15t protein model atoms and 
a user choice of ligands (extra) that are checked with mUltiple formatting 
error handling (if the PDB breaks the standard formatting rules), (extra). 
• 	 Send the protein/ligand to 'TMBoundary mode' for conversion to graphs 
or the next step below. 
• 	 Isolate the binding site around the ligand (user choice from 5 to loA, 5 is 
the default. 
• 	 Work out conserved features of several binding sites that are from the 
same ligand or class of ligand. 
II> 	 Search for these features in a Swiss Prot file of protein of unknown 
structure but that binds a comparative ligand. 
i 
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• 	 Use the conserved features to search for conserve spatial relationships 
between the conserved binding site amino acids allowing fingerprint 
creation (extra). 
• 	 Search for these features in the Swiss Prot file (of a protein of unknown 
structure, known to bind the ligand) 
TMSite in TMBoundary mode: 
,. 	 Convert the PDB to a graph by: 
- Changing the coordinates to remove negative values 
- Converting 3D space to Is and Os based on presence atoms and there 
spheres of influence. 
- Converting 1 s and Os values into surface cubes. 
-Formatting it as a ID graph with minimal storage options. 
• 	 Search for pockets in the protein by searching the 1 s and Os from the 
above step for gaps (occupied region, followed by gap then another 
occupied region) 
• 	 Search for accurate Pockets using relevant ligand dimensions calculated in 
the above step for the ligand when the new canvas is created (extra). 
lIP 	 Search for matching protein graph to ligand graph. 
Search based on suggested start coordinates from Fingerprint or Pocket 
methods. Includes basic charges on graph cubes to reject physical matches 
with high repulsions. 
• 	 Score the geometric fit. 
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6.9.2 Final Conclusions 
The Boundary Cubes algorithm has successfully been applied to this area of 
bioinfonnatics allowing the efficient representation of proteins and ligand 
surfaces as graphs. 
The quick and fast pocket detection and fingerprint methods offer a degree of 
success in reducing the search area for graph matching to comparing the ligand 
graph with a protein sub-graph. Inexact comparison method has had some success 
in matching areas although the visualisation does not currently satisfactorily 
address validation ofmatching sub-graphs. 
TMSite can isolate the binding site from a complexed protein PDB· file, identify 
conserved features among the binding sites of individual ligand types, and also 
search for these features in sequence data, create a fingerprint of the binding site 
that can be sought in other proteins of known structure, identifying putative 
binding sites. The approach offers a novel and generic method for the 
identification of putative ligand binding sites for proteins for which there is no 
prior detailed structural characterisation of protein/ligand interactions. TMSite is 
unique in being able to convert PDB data into graphs, allowing comparison and 
fitting of protein to ligand with consideration of chemical charge. 
I This program is unique m its docking fit method using the boundary cube 
I 
I technique and resulting graphs, which do not require multiple ligand positioning 
• 
I 
I in different locations and orientations but graph (finding cubes values between the 
•
I 
..
I 
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graphs that total 255, the value of a whole cube, or with cube direction matches). 
There were not, at the start of this project, any other programs that enabled cut 
down protein binding visually easily (Rasmol, Swiss Viewer or Weblab Lite) and 
none that actually performed permanent PDB editing. This latter teclulique makes 
visualisation of the relevant parts of the protein around the ligand much simpler, 
without needing a lot of commands and does not need to be replicated once 
performed, the new truncated file is stored and used on demand. The focal point 
can be a ligand, part of a ligand or part of a protein. The surrounding area around 
it to keep can be any number of angstroms in radius although too great a value 
may not reduce the PDB file and would be slower. The filtered PDB can be 
viewed in viewers where hiding features are unavailable or distance filters cannot 
be carried out on multiple atoms or molecules. Manual entering of the centre 
point, in place of a PDB is carried out by not selecting 'NONE' from the drop 
down menu (aborting the ligand search) and then copying and pasting the relevant 
atom line or lines into the HETA TM window of TMSite, then running the filter as 
normal. A later stage literature check on available software revealed that the PDB 
viewer Pymol could, via a not very user friendly command line command show 
molecules around (in a set value range) one or more other molecules. This 
information was found via a third party tutorial (by EB1) and it is not a well 
known feature of this software. Lastly the software will also contribute to the TM 
software group, this has multiple projects such TMCompare (Togawa et at., 2001) 
which TMSite will complement. 
I 

I 
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Chapter 8 - Appendix 
8.1 Other pocket and binding site identification programs 
This section contains the portion of the review considered to be less relevant to 
the thesis but still important in building a complete picture of the area and also are 
referred to in the main text. 
Whilst POCKET was being improved on, other programs were being developed. 
VOIDOO (Kleywegt, 1994) by the Uppsala Software Factory 
(http://alpha2.bmc.uu.se/~gerard/manuals/voidoo.html) detects cavities in 
macromolecular structures such as proteins, using an algorithm that makes it 
possible to detect even certain hard to identify types of cavities that are connected 
~o outside environment. Three different types of cavity can be handled: van der 
Waals cavities (the complement of the molec~lar van der Waals surface), probe­
accessible cavities (the cavity volume that can be occupied by the centres of probe 
atoms) and molecular surface-like probe-occupied cavities (the volume that can be 
occupied by probe atoms, i.e. including their radii). It uses realistic van de Waals 
radii to generate a mask. To visualise tunnels and other cavities which cannot be 
identified Voidoo can be used in conjunction with another program MAMA (by 
the same research group) and allows an alternative way of emulating Delaney's 
algorithm (Delaney, 1992), see mentioned below. 
181 
----__~w~;___" _ "_ "'_. __ w ____ _ 
V oidoo allows the detection, graphical delineation and measuring of cavities 
(cavity volumes and molecular volumes). It can identify non-protein atoms 
(ligands, solvent molecules) inside cavities, identify protein atoms that line the 
surface of cavities and output display files for visualisation. It also allows random 
rotation of molecules for assessing the accuracy of cavity volumes (by repeated 
calculations using differently oriented copies of a molecule). Voidoo is free and 
available for a wide range of platforms from SGI and DEC ALPHA, to PC 
(LINUX) and Mac OSX. 
Delaney's algorithm is a method for solid-filling protein cavities, it uses a pattem­
recognition technique based on cellular logic operations to distinguish between 
convex and concave regions of a protein. In doing this it solid fills protein cavities 
and automatically defines a boundary between cavity and exterior free space. The 
operations used to fill the cavities also can be used to process the filler to filter out 
small-scale features. So far the main use of the method has been in visualising 
protein active sites for docking. The method can be used to find cavities of a given 
size range and could be used to find novel protein binding sites. 
A more powerful program that searches, based purely on geometric criteria is 
APROPOS (Automatic PROtein POcket Search program), (Peters et aI. 1996) by 
the Institute of Biochemistry, University of Berlin. It searches for pockets, using 
alpha shapes. This method captures the entire range of crude to fine shape 
representations of a point set. An edge between two points is considered 'alpha 
exposed' if: there exists a circle of radius alpha such that two points lie on the 
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surface of the circles and the circle contains no other points from the point set. To 
identify cavities, as alpha value is decreased (from infinity, where everything 
appears as a smooth surface) the program computes a hiercrachy of cavities by 
following edges as they appear (concavities get cut out from the convex hull) and 
then disappear, as the alpha value gets even smaller (the convex hull is a set of 
points defines the smallest convex polygon which contain all of them.) The 
average run time for a protein containing about 3000 non-hydrogen atoms is about 
three minutes. The research group's conclusions were that ligand-binding regions 
are concave (while protein-protein interfaces are generally rather flat). It is 
available for SUN and SGI platforms, free, on request. 
PASS (Putative Active Sites with Spheres), (Brady and Stouten, 2000) by DuPont 
Pharmaceuticals Company 
http://www.ccl.neticcalsoftwareIUNIXIpass/index.shtmlwasreleased.Itis a free 
computational tool that uses geometry to characterise regions of buried volume in 
proteins and to identify positions likely to represent binding sites based upon the 
size, shape, and burial extent of these volumes. It is powerful so is available for 
Linux, Sun and SGI platforms. Its utility as a predictive tool for binding site 
identification is tested by predicting known binding sites of proteins in the PDB 
using both complexed macromolecules and their corresponding apo-protein 
structures. The results indicate that PAS S can serve as a front-end to fast docking. 
Its main feature is that it can analyse a moderate-size protein (~30 kD) in under 
twenty seconds, which makes it suitable for interactive molecular modelling, 
protein database analysis, and aggressive virtual screening efforts. As a modelling 
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tool, PASS can rapidly identify favourable regions of the protein surface and also 
simplifies visualisation of residues modulating binding in these regions. Lastly it 
provides a means of directly visualising buried volume, which is often inferred 
indirectly from curvature in a surface representation. PASS produces an output in 
the form of a standard PDB file. 
8.1.1 Binding Site Location with Basic Docking 
Bridging the gap between binding site locating and basic docking is software such 
as Cavity Search (Ho and Marshall, 1990) by the Centre for Molecular Design, 
Washington University. It comprises is a set of algorithms for the isolation and 
display of cavity-like binding regions in protein structures. It graphically 
characterises the active site of the target protein and solid modelling techniques 
are employed to produce a detailed cast of the active site region, which can then 
be colour-coded to show both electrostatic and steric interactions between the 
protein cavity and a bound ligand. It also allows some basic studying of docking 
interactions. This software is described, however not generally available. 
There is also LigandFit (Venkatachalam et a!. 2003) created for Accelrys 
(http://www.accelrys.com/cerius2/c2410.html). The software is known as 
DSLigandfit within the Accelrys software suite (already mentioned as it also 
contains the Binding Site Analysis software) it is included in, which is produced 
for SOl and Linux, and it not available for free for academic use. 
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The binding site used can be manually selected out of those found by the program 
(active site locating via a cavity search algorithm), or one defined by being 
occupied by a ligand (in a PDB or other data file). There is also automatic docking 
of a flexible ligand into a protein active site with scoring capabilities (called 
LigandScore), allowing evaluation of compounds against a receptor site. It uses 
the energy of the ligand-receptor complex to automatically find the best binding 
modes of the ligand to the receptor. A grid method is used for the evaluation of 
non bonded interactions between the rigid protein and the movable atoms from the 
flexible ligand and these have proven to be very effective for fast and accurate 
approximations of protein-ligand interactions compared to full force field 
representations. Ligand flexibility and force fields are described later. 
8.1.2 Other Ligand-Protein Docking software 
For docking to be realistic, molecular dynamic simulation (MDS) has been carried 
out using force fields. Each modelled atom is given a set of properties (mass and 
charge). The force fields describe basic local atomic interactions (mainly Van de 
Waals and bond energy) and are based on empirical functions with analytical 
forms (Xu et aI, 2000). Several sets are available including CHARMM (Brooks et 
aI, 1983), GROMOS (Gunsteren et aI, 1987) and AMBER (Weiner et aI, 1984) 
AMBER is also implemented in various ways by several programs reviewed 
below. It generates solutions based mostly on sterics, but can also be configured 
to use force field (FF) interactions. AMBER is a force field function for 
simulation of nucleic acids and proteins. There are several reviews of the updated 
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versions (since 1984, the 2004 version is AMBER 8), (Pearlman et al. 1995, 
Ponder and Case, 2003). 
These methods allow consideration of factors such as free energy differences 
between mUltiple protein states. However MDS fails to adequately describe 
solvation (how solvent molecules surround and interact with solute molecules). 
This can be considered using the Poisson-Boltzman equation (using continuum 
electrostatics) which can be done with DelPhi (Honig and Nicholls, 1995) (a 
software tool, not the programming language, by the same research group 
(http://trantor. bioc.columbia.eduldelphilindex.html) as GRASP. 
8.1.3 Other Rigid Dockers 
Providing more choice, DockIt (1.5) by Metaphorics LLC 
(http://www.metaphorics.com/support/dockdoc/dockit.html) comes with three 
scoring functions: a molecular mechanics function (based roughly on AMBER's 
non-bonded terms), PMF (Potenetial Mean Forsce), (Abbott group) and Piecewise 
Linear Potential (PLP), (Agouron group). These can be used in combination in 
various, user-selectable, consensus schemes which seem to give better results than 
any single function The default settings represent a compromise between speed 
and complete sampling. DockIt also uses a distance geometry based approach to 
docking. DockIt only requires 2D connectivity information about the ligands, not 
3D structures, so it is quite easy to output cOlmection table type information 
(Daylight SMILES or MDL mol files) from a database or a combinatorial design 
computation through DockIt. It is not necessary to compute 3D co-ordinates of the 
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ligand in order to use it. It is also fast, the creators believe that it is faster than the 
competition, taking between 30 seconds and one minute to generate 100 docked 
conformations of a typical ligand. This commercial software can be purchased for 
Linux, SGI and SUN. 
QSDock (Goldman and Wipke, 2000a) by the Molecular Engineering Laboratory, 
Department of Chemistry, University of California, 
(http://www.chemistry.ucsc.edu) is a shape-based algorithm for the rapid docking 
of rigid ligands into their macromolecular receptors. It exploits molecular surface 
complementarity existing between a putative ligand and its receptor protein. 
Molecular shapes are represented by using a new shape descriptor that is based on 
local quadratic approximations to the molecular surface. The quadratic shape 
descriptor is capable of representing a plethora of molecular shapes and is not 
limited to describing convex or concave regions of molecular surface. 
A single pair of complementary descriptors is sufficient for computing the 
transformation matrix that positions a ligand into the receptor site. The puzzle 
assembly methodology stems from fitting jigsaw pieces together and searching for 
a piece (in this case of molecular surface) that fits the criteria. From the initial 
molecular surface dot eMS dot) description, it has proceeded to picking only 
critical points. Such points describe local knobs and holes, representing, 
respectively, local minima and maxima of the shape function. The values are 
c'a1culated by constructing spheres with a given radius, with their origin at each of 
the original molecular surface dots. The algorithm success has been proven by 
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successfully reproducing the crystallographic ally determined orientation for a test 
set of20 ligand-protein complexes. 
FTDOCK (2.0) (Fourier Transform Docking), (Gabb et al. ·1997) by Cancer 
Research Technology UK (http://www.bmm.icnet.ukldocking/ftdock.html) is a 
rigid-body predictive docking program which scores its solutions based on surface 
complementarity and favourable electrostatics using Fourier correlation theory. It 
is based on an algorithm by Katchalski-Katzir et at. 1992. 
It discretises the two molecules onto orthogonal grids and perfonns a global scan 
of translational and rotational space. In order to scan rotational space it is 
necessary to rediscretise one of the molecules (for speed the smaller) for each 
rotation. The scoring method is primarily a surface complementarity score 
between the two grids. To speed up the surface complementarity calculations, 
which are convolutions of two grids, Fourier Transforms are used. This means 
that the convolutions are replaced with multiplications in Fourier space, and 
despite having to perform the forward and reverse Fourier Transforms, this 
decreases the overall computation required. The surface complementarity was the 
only score used in the original method. Original included an electrostatic filter, 
and this can be used in the current version Third party reviews recommend it more 
for Protein-protein docking than ligand -protein 
MultiDock (1.0) (Jackson et al. 1998) is for multiple copy side-chain refinement 
of protein-protein interfaces. It refines the interface between two proteins at the 
188 
atomic level given an initial docked complex generated by a docking algorithm or 
manual docking procedure. The motivation for this work was to provide a rapid 
energy refinement protocol for the large number of putative docked complexes 
produced by rigid-body docking programs such as FTDock or DOCK. The 
program models the effects of side-chain conformational change and the rigid­
body movement of the interacting proteins during refinement. 
GLIDE by Schrodinger http://www.schrodinger.comlProducts/glide.html provides 
a complete solution for ligand-receptor docking, offering the full range of speed 
versus accuracy options, from the HTVS (High Throughput Virtual Screening) 
mode for efficiently enriching million compound libraries, to the standard 
precision mode for reliably docking tens to hundreds of thousands of ligands with 
high accuracy, to the extra precision mode where further elimination of false 
positives is accomplished by more extensive sampling and advanced scoring, 
resulting III even higher enrichment. It exhibits high docking accuracy and 
enrichment across a diverse range of receptor types. Glide reliably finds the 
correct binding modes for a large set of test cases. It is reported to outperform 
other (unnamed) docking programs in achieving lower RMS deviations from 
native co-crystallised structures. The scoring method rewards favourable 
lipophilic, hydrogen bonding and metal ligation contacts and penalises frozen 
rotatable bonds and steric clashes. It has been used with a lot of success in 
pharmaceutical and independently validated in a number of recent publications 
(listed on website). The software can be purchased for AIX, IRIX, Linux 
platforms only. 
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An alternative method, taking an interactive (human guided) approach to 
molecular docking is Hotdock by the University of Paderbom, Germany 
(http://www.cs.uni-paderborn.de/-lstllHotDockiindex.html).Itintends to mediate 
an improved understanding of the structural properties in the process of molecular 
docking by trying to show 'how molecules see each other' and not only displaying 
a static model. The aim is to implement a system that allows simulating and 
controlling a protein-ligand-docking process interactively. It works on the 
problem that real-life docking manoeuvres are often computer-aided but not 
computer-controlled. It allows loading of arbitrary molecular structures in PDB or 
MOL files and displays them in common views (spacefill or ball and stick). 
A global VIew on the scene is provided simultaneously with view from the 
ligands' centre. From there, the ligand can be steered around the protein 
interactively in a quite intuitive way. Address the problem molecules do not have 
a rigid surface and are spongy in the way that the relative van-der-Waals radii can 
be extended and shrunk freely. Only spheres of the atoms within small distance to 
the ligand are displayed, while the rest of the protein is still shown in simple stick 
view, thus providing a rough idea of the overall orientation and context. This 
contributes to focus interest on the binding site as well to the overall performance 
of the system and its interactivity. It has efficient collision detection, which 
exploits secondary structure information to cal.culate bounding spheres for the 
involved molecules and generates optical and acoustical feedback in case of a 
crash, colliding atoms are highlighted. It uses a strategy of shrinking the ligand, 
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moving it into the pocket in a rough orientation and then slowly inflating the 
atomic radii and works well to find a position which is very close to the one 
given by the data of the complex. 
Lastly, also originating from Germany is Protein Docking by Applied Computer 
Science, University of Bielefeld (http://www.techfak.uni­
bielefeld.de/~poschIDOCKING/docking.html)This tool is for the segmentation, 
estimation of docking sites, and computation of contact sites, originated from the 
BIOWEPRO project (1993) where techniques of pattern analysis were applied to 
the docking problem. Within a hierarchical system potential docking candidates 
and docking positions are computed followed by exact free energy of the 
complex. The main idea was to detect complementary geometrical and chemical 
surfaces of involved proteins and from these to estimate potential docking 
positions. These initial estimates are further refined employing a vector valued 
cross correlation of the sampled proteins. Finally an initial approach was 
developed for the selection of docking candidates. It runs on DEC alpha and part 
of the software is freely available. 
8.1.4 Other Flexible Dockers 
Another major program in the search for realistic flexibility is FlexX (1.8) 
(Kramer et al. 1999) by the German National Research Center for Information 
Technology, Institute for Algoritms and Scientific Computing for BioSolvit 
http://www.biosolveit.delFlexX and Tripos 
http://www.tripos.com/sci Tech/inS ilicoDisc/virtualScreening/flexx.html). FlexX 
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is part of the SybU software suite (but can be used as a standalone tool). It allows 
rapid, accurate flexible docking of ligands in receptors using fast incremental 
construction to actually build the ligands in the binding site. It incorporates 
protein-ligand interaction scores, fragmentation of the ligand along natural 
dividing points, ligand core placement in the active site, and reconstruction of the 
complete ligand from the fragments. It also includes conformational flexibility of 
the ligand of critical importance because the low energy conformation is rarely the 
viable one: It computes the conformations of a set of energetically favourable 
molecular complexes consisting of the ligand bound to the active site of the 
protein. The complexes are labelled with a score that (very roughly) approximates 
binding energy. Relaxation of the protein portion of a FlexX docking model is 
possible with FlexiDock (reviewed below). FlexX's scoring function uses a 
variant of the SCORE! scoring function (Hans-Joachim Boehm) for the de novo 
enzyme inhibitor design package LUDI (Tripos Ltd, mentioned in more detail 
later). 
For each atom in the ligand and receptor, a set of interaction surfaces is generated 
and stored. The interaction surfaces represent ideal locations for atoms of the 
other molecule to form some stabilising interaction. Interaction surfaces consist of 
spherical arcs, spherical sections, and spherical rectangles, depending on the type 
of interaction being modelled. The ligand is broken into fragments, separated by 
rotatable bonds, and a base fragment is chosen. The base fragment is placed by 
aligning a triangle formed by three of its atoms with interaction surfaces of 
receptor atoms, using a technique called pose clustering (Rarey et al. 1996). The 
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choice of base fragment is critical, because a fragment with insufficient 
interaction surfaces will provide too little guidance for its initial placement. For 
each sufficiently distinct placement of the base fragment, additional fragments are 
added in such a way as to maximise interactions and optimise the scoring 
function. Because FlexX generates candidate structures by matching of interaction 
surfaces, it dramatically decreases the size of the search space, thereby 
significantly improving the run time compared to a full search of the confonnation 
space. However the choice of the anchor fragment is problematic and has the 
potential to determine which solutions are reachable and the incremental 
construction algorithm propagates errors resulting from bad initial choices, which 
may lead to missing final conformations of lower energy FlexX has been 
incorporated into a number of corporate automated drug discovery applications. It 
is available via a Web-interface and the executable (free for academic use on 
registering) runs on PC LinuX x86, PC Windows, as well as SGI IRIX, Sun 
Solaris and HP-UX ltanium2. 
FlexE a companion program adds the ability to consider protein structural 
variability while docking with FlexX. This is needed where ligand binding 
induces protein conformational changes, when binding site side chain groups have 
pKas (log pH) close to those of ligand groups and when utilising modelled protein 
structures where experimental data has been extrapolated. 
QXP (Quick eXPlore), (McMartin and Bohacek, 1997) by Novartis 
Pharmaceuticals Corp. USA (webs#) uses a modified version of the AMBER 
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force field. Fast Monte Carlo (MC) searches are used to match proposed 
molecules to a template and for flexible docking to a binding site. Energy 
minimisation is used in QXP. Docking is carried out using the MCDOCK 
confonnational searching/energy minimisation procedure of QXP. The program 
can be used via a single command line interface or a graphics interface designed 
called LAZYMOUSE (designed for minimal effort), to carry out a complete 
modelling application on one or more structures. It has been praised for its ease of 
use and being a modeller for modellers by modellers who got fed up with other 
software that was not intuitive. The software is available on request (as part of 
FL096 package). 
Improving on previous MC methods is MCDOCK 1.0 (Liu and Wang, 1999) by 
The Drug Discovery Program, University Medical Centre, Washington, U.S.A. is 
a Dept. of Defence funded project to create an SGI program. It has a docking 
method which uses a non-conventional MC simulation technique, it first generates 
protein-ligand configurations based on an overlap function, followed by MC using 
a scoring function. The difference lies in the fact that no energy minimisation is 
done until after the energy-based MC (Brooijmans and Kuntz, 2003). It was 
developed to carry out the molecular docking operation automatically. Version 1.0 
allows for the full flexibility of ligands in the docking calculations. The scoring 
function used in MCDOCK is the sum of the interaction energy between the 
ligand and its receptor, and the conformational energy of the ligand. In terms of 
testing, 19 small ligands, the binding modes of which had been determined 
experimentally using X-ray diffraction, were docked into their receptor binding 
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sites. To produce statistically significant results, 20 MCDOCK runs were 
performed for each protein-ligand complex. It was found that a significant 
percentage of these MCDOCK runs converge to the experimentally observed 
binding mode. The root-mean-square (RMS) of all non-hydrogen atoms of the 
ligand between the predicted and experimental binding modes ranges from 0.25 to 
1.84 A for these 19 cases. The computational time for each run on an SOl 
Indig021R10000 'varies from less than 1 min to 15 min, depending upon the size 
and the flexibility of the ligands. MCDOCK may be used to predict the precise 
binding mode of ligands in lead optimisation and to discover novel lead 
compounds through structure-based database searching. Detailed atomic 
interactions, similar to those used in the CHARMM method, are used as the 
scoring function for the prediction of the binding mode. The flexibility of the 
ligand is fully taken into account by explicitly sampling all the rotatable bonds of 
the ligand in the docking calculations, and the ligand conformational energy is 
assessed by the atomic interactions of the ligand. A number of undisclosed 
I techniques have been integrated to optimise the docking efficiency. 
I 
Using a Tabu search methodology (similar to Me) to dock flexible ligand 
molecules into rigid receptor structures is PRO_LEADS (Baxter et al. 1998) by 
I Protherics (formerly Proteus Molecular Design Ltd.) http://www.protherics.comis I 
another SGI tool which implements.. It uses random moves to explore 
I conformational space and records the conformations already sampled. If a new 
I solution is not lower in energy, it is only kept if it is not similar to anything in the 
"Tabu" list. This procedure stimulates sampling of space that has not beenI 

I 
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sampled before. It also employs an empirical objective function (ChemScore 
function), which was derived from fitting experimental binding affinities 
associated with crystallographic complexes. 
The method was tested on 50 ligand-receptor complexes for which the 
experimental binding affinity and binding geometry were known. The lowest 
energy geometry· produced by the docking protocol were within 1.5 ARMS of the 
crystallographic binding mode for 78% of the complexes and the predicted 
affinities were in fair agreement with experiment. This was duplicated. The 
average time spent on docking was 17 minutes per ligand on an RIOOOO 8GI 
machine. The method was also tested in virtual screening experiments on serine 
proteases. 
r 
I 
Robust prediction of binding free energy resulted in an 85% success rate across a 
,P 
, diverse test set. Pre-calculated grids for energies/neighbour lists defines the extent 
I 
of the binding site which is automatically or graphically defined. Selection of 
I 
, ~ PRO_LEADS docking offers a choice of protocols, between the standard (across 
• all receptors specific constraints) or modified energy terms available if desired. 
t
• In the same methodology class is Autodock (3.0.5), (Morris et al. 1998) by the•
r 
I Scripps Research Institute and University of California I 
• (http://www.scripps.edu/mb/olson/doc/autodock/).Itis a suite of automated 
,• 
docking tools, designed to predict how ligands bind to a receptor of known 3D 
, 
I 
I structure. Its applications include structure-based drug design, virtual screening 
, 
• 
~ 
I• 
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combinatorial library design, and studies for automated docking and scoring of 
flexible ligands to receptors. AutoDock can use a default genetic algorithm (GA) 
or a Lamarckian GA (LGA), (Lin et al. 2002), which alternates a local search with 
selection and crossover. The LGA has been shown to be faster than the other 
techniques, and able to handle ligands with more degrees of freedom. Autodock 
uses a kinematic model (possible motion without reference to force or mass) for 
the ligand, based on rotations around single bonds. The ligand begins the search 
process against the protein from a random location and orientation outside the 
binding site and by exploring the values for translations, rotations and its internal 
degrees of freedom, it eventually reaches the bound conformation. Many 
parameters can be changed to tailor a run. Distinction between docked 
conformations is carried out with its own a "very successful" (Lin et al. 2002) 
empirical free energy function (freely available and with fewer terms than the 
CHARMm energy function and focuses on the aspects most related to docking. 
Because the score is an approximation of free energy, lower scores represent 
greater stability, and the lowest score should correspond to the docked 
conformation. To speed up score calculations, which are the running time 
bottleneck, a grid of energies for each atom type in the ligand is recalculated, and 
evaluations for specific points are carried out by trilinear interpolation from the 
surrounding grid points. 
Independent testing has been published, for example to investigate the binding of 
natural substrates during catalysis, AutoDock was used to predict the binding 
modes of various substrates or inhibitors with the closed and open forms of 
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AdoHcy hydrolase, and the results confirmed by comparison with CHARMm's 
outputs (Hu et at. 2001). Disadvantages are that only the ligand can have rotatable 
bonds, and limited to 32 of them and the a plausible docking structure must be 
known beforehand. It runs on Unix (PC), Mac OSX, SUN and SOl and is free for 
academics and open source to allow modification or building on the original. 
Using a relaxed complex scheme which makes use of AutoDock's flexible ligand 
docking, with the LGA, is EUDGC (Pang et al. 2001) by Mayo Clinic Cancer 
Centre, Mayo Foundation for Medical Education and Research, Minnesota USA 
(http://wvvw.mayo.edu). EUDGC uses conformational searches of the ligand to 
generate different ligand structures, each of which is subsequently placed in the 
receptor active site using a systematic search. For each receptor-ligand complex, 
an energy evaluation is performed (this uses AMBER 5). 
f 
I The EUDGC program team has implemented more implicit ways of sampling 
I 
protein flexibility. The relaxed complex scheme uses MD to generate different ~ 
I protein structures which are subsequently used far docking (Broaijmans, and ! Kuntz, 2003). All pre-generated ligand conformers are rigidly docked against all 
! 
I 
pre-generated receptor structures. EUDOC uses a force field function as well, 
without a grid. These force field-based scoring functions ignore most solvent 
~ effects as well as solute entropies, and the calculated scores are just energies or 
I 
{ enthalpies rather than free energies. (Brooijmans, and Kuntz, 2003). EUDOC has 
, been run against DOCK for comparison (2002, 
f http://www.msi.umn.edu/generallPrograms/uofmibm/abstracts/pal1g.html).Itis
I 
I 
I 
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free for academics and runs on SGI, HP, and Compaq Alpha,or LINUX- PC and 
Mac platforms. 
An additional GA using program is FLEXIDOCK by the Molecular Modelling 
Laboratory at the University of Wisconsin for Tripos Ltd. 
(http://www.tripos.com/sciTech/inSilicoDisc/virtuaIScreening/fdock.html).This 
commercial SGI package is now part of the Tripos SYBYL Molecular Modelling 
Environment, provided as part of the Biopolymer module. It uses SYBYL's 
interface and powerful set notation to define the receptor binding site and its 
characteristics, permitting rapid set-up of mUltiple runs with different ligands It 
performs flexible docking of ligands into receptor binding sites and provides the 
answers to whether a ligand fits or complements a receptor site, which of several 
ligands is likely to show the best receptor binding and how a ligand binds to the a 
specific receptor . I 
• 
I 
The fast GA-based docking provides a method of docking ligands into protein 
active site (and generating configurations). Rigid, partially flexible, or fully 
I 
flexible receptor side chains provide optimal control of ligand binding 
characteristics. It allows conformationally flexible ligands (user defines whic~ 
bonds are flexible) and uses Tunable energy evaluation function with special H-
bond treatment. It also uses the Tripos in-house force field. FlexiDock can be 
used to perform virtual High Throughput Screening by testing new ligands (from 
combinatorial libraries) for fit to a receptor before moving to the wet lab testing. 
Many parameters can be changed to tailor runs. Ability to accept Reported 
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(review by BIMCQRE, at Emory University) disadvantages are that runs may take 
between 1-3 .days to complete and also the user must know a plausible docking 
structure beforehand. 
Using the alternative FF, CHARM, is CDOCKERISDOCKER (Wu et al. 2003 
and 2004, respectively) by Lilly Research Labs, USA 
Chnp:llwww.lilly:com/research). The package comprises a CHARMm-based MD 
docking algorithm (like MCDOCK). CDOCKER is a grid-based MD docking 
algorithm that has demonstrated accuracy and efficiency in the reproduction of X-
ray ligand binding modes (cited in main paper). The CHARMm energy function 
(Brooks et al. 1983) is employed in CDOCKER and ZDOCK is used to study 
large macromolecules such as proteins. CHARMm uses a flexible and 
comprehensive empirical energy function that is a summation of many individual 
energy terms. The energy function is based on separable internal co-ordinate 
terms and pairwise nonbonded interaction terms. Although used in several 
docking programs it has been claimed, albeit from unpublished internal report (by 
Allison Heath in the CRA-W Final Report on flexible docking at Rice 
University), as not being a good energy function to use in docking: "The 
mInImUm was not the docked conformation, and the results from using 
CHARMM were nowhere close to the docked conformation". AutoDock energy 
scoring function was preferred. SDOCKER combines the CDOCKER force field 
and search strategy with a new similarity-based component to the docking 
function. Instead of scaling the energy function, the force field is supplemented by 
a 3D similarity tenn computed to a static, predefined template. The similarity 
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template is defined from the structure of one or more ligands from the aligned 
protein-ligand X-ray complexes. 
Basic flexibility is offered by IeM Dock (Internal Co-ordinate Mechanics) 2.8 
(Stigler et at. 1999) by Molsoft (http://www.molsoft.com/docking.html). another 
commercial package available for most platforms (SGI, DEC Alpha, SUN, 
Linux/Intel, Limix/ppc, Win NT). ICM Dock and the, also available, Chemistry 
module provides access to the chemical information and provides a unique set of 
tools for accurate individual ligand-protein docking, peptide-protein docking, and 
protein-protein docking, including interactive graphics tools. The reM-Dock 
module allows rapid and accurate docking simulations. Automatic identification 
of rotatable bonds, fast grid potentials, scripting for small scale flexible-ligand 
and protein-protein docking, procedures for flexible peptide-receptor docking. 
The rCM docking module also allows for the browsing of docking solutions, 
binding site analysis, visualisation of grid potentials, adjustment of grid potential 
areas, and configurable preferences for ligand size and score thresholds.The rCM 
OBMCM global optimisation method is used in combination with the grid 
description of the receptor potential. 
MDS is not sufficient in describing all of the quantum mechanical processes 
occurring (including electronically excited states and changes in bonds). There are 
modelling tools for quantum mechanics (QM) calculations (such as GAUSSIAN 
(Gaussian, Inc., 1998)). and some programs have the option to include them but 
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QM consideration is computationally intensive so ideally it should be applied to a 
small part of protein and MDS applied to the remainder (Xu et aI, 2000). 
Qsite (Murphy et al. 2000) by Schrodinger, LLC 
(http://www.schrodinger.comiProducts/gsite.html) IS a mixed mode QMIMM 
(Quantum Mechanics/ Molecular Mechanics) program for highly accurate energy 
calculations of protein-ligand interactions in the active site. The program is 
specifically designed for proteins and allows a number of different QMIMM 
boundaries for residues in the active site. QSite uses the power and speed of the 
Jaguar quantum chemistry package 
(http://www.schrodinger.com/Products/jaguar.html). to perform the quantum 
mechanical part of the calculations. According to the literature, traditional 
molecular mechanics calc 
ulations have improved, yet still have limited accuracy compared to the highest 
level quantum mechanic treatments, particularly in diverse and novel chemical 
environments, and are not able to describe transition states and chemical reactions 
involving bond breaking and formation accurately. Thus, there are great 
advantages of including ab initio methods into the molecular mechanics 
calculations to capture local effects in a system. In the quantum mechanical 
region, it can describe effects like electron transfer, charge transfer, and charge 
polarisation, all properties that a regular molecular mechanics force field is 
incapable of capturing. Conversely, highly accurate quantum mechanical 
calculations are still limited to a few hundred atoms even with the fastest 
computers. 
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The solution this program offers is to employ a mixed mode calculation where 
only the critical region is treated quantum mechanically. This treatment, however, 
requires not only good molecular mechanical and quantum mechanical treatments, 
but particular attention must also be paid to an accurate joining of the two regimes 
at the boundary region. With the inclusion of a quantum mechanical region, it is 
possible to treat transition metals contained in either the ligand and/or the protein, 
(crucial in treating systems like cytochrome P450, matrix metalloproteases, and 
Zinc finger proteins). The mixed method approach allows for the study of any 
ligand, without having to worry about parameterisation. In addition, since the 
, 
ligands are treated quantum mechanically, the user can also study novel scaffolds 
with confidence. The program allow lead optimisation, comparing the relative 
energies of two different structures docked into a receptor site at the highest level 
of accuracy available, and verifying the relative force field energies of two 
different binding modes of a drug. Qsite can be purchased for Linux and IRIX 
platforms. 
Released 2005, SLIDE (Screening for Ligands by Induced-fit Docking, 
Efficiently), (Zavodszky and Kuhn, 2005) by the Protein Structural Analysis and 
Design Laboratory, Michigan State University, USA 
http://www.bch.msu.eduilabs/kuhn/web/projects/slidefhome.html is a screening 
and docking tool designed to find ligands with good steric and chemical 
complementarity to the known three-dimensional structure of a protein's binding 
site. SLIDE would be more efficient in biased site point mode (making use of 
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protein cavity- derived pharmacophoric points to screen out compounds that do 
not have an appropriate chemical functional group likely to interact with the key 
points of the active site). Such biases can, however, be applied only to well­
defined protein cavities for which key amino acids have already been identified. It 
is therefore questionable whether SLIDE would be able to retrieve hits from a 
database for less defined active sites. It is available on UNIX with a reduced price 
for academics ($750 compared to $20,000). 
A minor tool that should be included is LIGIN (Sobolev et al. 1996) by the Centre 
for Molecular Genetics - University of Rome, Italy (http://swift.embl­
heidelberg.delligin) is a LINUX tool and fonus part of the downloaded version of 
the WHA TIF toolkit. It focuses on ligand protein complexes using steric 
complementarity and hydrogen bond interactions analysis methods. However it is 
limited in that it is designed for ligands of less 20 AAs and is mainly for ligand­
protein complexes, as opposed to protein-protein. 
8.1.5 Other relevant software 
The visualisation and molecular surface builder tool GRASP (Graphical 
Representation and Analysis of Structural Properties), (Nicholls et al. 1991) by 
Barry Honig's Group at Columbia University and the Howard Hughes Medical 
Institute (http://honiglab.cpmc.columbia.edu/grasp) is a solely commercial 
package for SGI costing $500. Academic and industry licenses are the same but 
for industry each computer must be licensed. GRASP is a graphics program that is 
widely used by the structural biology community to visualise macromolecules. Its 
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particular strengths compared to other such programs are its facility with surfaces 
and electrostatics. The program contains extremely rapid algorithms for: the 
construction of rendered molecular surfaces and for solving the Poisson­
Boltzmann equation, already mentioned. This latter, enables a description of the 
electrostatic field generated by charges within a molecule (typically assigned to 
atom centres) such that the difference in dielectric between water (dielectric value 
of 80) and the molecule (dielectric value of 20), and also the influence of mobile 
ions (salts), is taken into account. There is now considerable experimental 
evidence that such a description has physical validity. GRASP's surface can be 
molecular or accessible and can be colour coded by electrostatic potential derived 
from its internal Poisson-Boltzmann solver or external programs such as DelPhi 
(by the same research group as GRASP). 
This representation method has become a standard tool in assessing electrostatic 
character of large - typically protein - molecules. Surfaces can also be coloured 
by other properties, such as any of those of the underlying atoms (e.g. 
hydrophobicity) or by its own intrinsic properties, such as local curvature. The 
program also contains several other unique data representational forms in addition 
to standard ones such as "ball and stick" for atoms and bonds, and backbones, to 
indicate secondary structure. The user can construct ellipsoids to represent 
arbitrary collections of atoms, represent the dihedral plane as a box with 
electrostatic polarity or site-site interactions with variable width tubes. Grasp 
accepts atom data in PDB format, interpreting ATOM, HETATM and CONECT 
data. It also accepts certain modified formats as associated with DelPhi, which 
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allow additional fields of information, such as atom radii and charge. All 
interactions with the program are via a command line input, hot key or menu 
selection. 
8.1.6 Omissions 

HINT! (Kellog et al. 1991), DockVision (Hart & Read 1992), PUZZLE (Helmer­

Citterich and Tramontano, 1994), Validate (Head et al. 1996), ADAM (Mizutani 

et al. 1994), BiGGER , an example of the soft docking algorithm (Protein­

protein), (Palma et al. 2000), Midas and MidasPlus (Ferrin et al 1988), 

PRODOCK (Trosset and Scheraga, 1999) LIBDOCK (Diller & Merz 2001) and 

GEMDOCK (Yang & Chen 2004) were not reviewed for reasons oflow citation 

numbers and! or being out-of-date (no recent developments/ significant results! 

updates). 
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8.2 Data examples 
8.2.1 Graph formats 
Graph as originally generated 
No. x y z C.S. Exits 
34 14 5 3 145234560 
35 10 6 3 32 135000 
36 11 6 3 112 123560 
Figure 60. OriginallSraph. 
Graph with neighbours address identified to assist graph walking: 
No. x y z C.S. Exits IExits lead to these address I 
34 14 5 3 145234560 39 98 12 28 33 
35 1 0 6 3 32 135000 36 102 30 
3611 6 3112123560 37 41 103 31 35 
Figure 61. Pre-prepared ready graph. 
Minimal option for storage: 
x y z C.S. IExits lead to these addressJ 
14 5 3 145 39 98 12 28 33 
32 36 102 30 
112 37 41 103 31 35 
Figure 62. Minimal storage graph. 
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8.2.2 Raw data used to create sub graph 2D slices in results chapter 
Current line: 172 57 66 10 64 123000 
Links through face 1 to line no. 173 cube score 192 
Links through face 2 to line no. 176 cube score 96 
Links through face 3 to line no. 223 cube score 68 
Current line: 173 58 66 10 192 123456 
Links through face 1 to line no. 174 cube score 192 
Links through face 2 to line no. 177 cube score 240 
Links through face 3 to line no. 224 cube score 204 
Links through face 6 to line no. 172 cube score 64 
Current line: 174596610192 123456 
Links through face 1 to line no. 175 cube score 128 
Links through face 2 to line no. 178 cube score 240 
Links through face 3 to line no. 225 cube score 204 
Links through face 6 to line no. 173 cube score 192 
Current line: 175 60 66 10 128 236000 
Links through face 2 to line no. 179 cube score 144 
Links through face 3 to line no. 226 cube score 136 
Links through face 6 to line no. 174 cube score 192 
Current line: 176576710 96 123500 
Links through face 1 to line no. 177 cube score 240 
Links through face 2 to line no. 180 cube score 100 
Links through face 3 to line no. 227 cube score 102 
Links through face 5 to line no. 172 cube score 64 
Current line: 177 58 67 10240 125600 
Links through face 1 to line no. 178 cube score 240 
Links through face 2 to line no. 181 cube score 252 
Links through face 5 to line no. 173 cube score 192 
Links through face 6 to line no. 176 cube score 96 
Current line: 178596710240125600 
Links through face 1 to line no. 179 cube score 144 
Links through face 2 to line no. 182 cube score 252 
Links through face 5 to line no. 174 cube score 192 
Links through face 6 to line no. 177 cube score 240 
Current line: 1796067 10 144235600 
Links through face 2 to line no. 183 cube score 152 
Links through face 3 to line no. 228 cube score 153 
Links through face 5 to line no. 175 cube score 128 
Links through face 6 to line no. 178 cube score 240 
Current line: 180 57 68 10 100 123450 
Links through face 1 to line no. 181 cube score 252 
Links through face 2 to line no. 185 cube score 110 
Links through face 3 to line no. 229 cube score 102 
Links through face 5 to line no. 176 cube score 96 
Current line: 181586810252 145600 
Links through face 1 to line no. 182 cube score 252 
Links through face 5 to line no. 177 cube score 240 
Links through face 6 to line no. 180 cube score 100 
Current line: 182 59 68 10 252 145600 
Links through face 1 to line no. 183 cube score 152 
Links through face 5 to line no. 178 cube score 240 
Links through face 6 to line no. 181 cube score 252 
Current line: 183 60 68 10 152 234560 
Links through face 2 to line no. 186 cube score 153 
Links through face 3 to line no. 230 cube score 153 
Links through face 5 to line no. 179 cube score 144 
Links through face 6 to line no. 182 cube score 252 
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Current line: 184 56 69 10 4 124000 

Links through face 1 to line no. 185 cube score 110 

Links through face 2 to line no. 187 cube score 6 

Current line: 185576910110234560 

Links through face 2 to line no. 188 cube score III 

Links through face 3 to line no. 231 cube score 102 

Links through face 5 to line no. 180 cube score 100 

Links through face 6 to line no. 184 cube score 4 

Current line: 186 60 69 10 153 234500 

Links through face 2 to line no. 189 cube score 157 

Links through face 3 to line no. 232 cube score 153 

Links through face 5 to line no. 183 cube score 152 

Current line: 187 56 70 10 6 124500 

Links through face 1 to line no. 188 cube score III 

Links through face 2 to line no. 191 cube score 6 

Links through face 5 to line no. 184 cube score 4 

Current line: 188 5770 10 III 235600 

Links through face 2 to line no. 192 cube score III 

Links through face 3 to line no. 233 cube score 102 

Links through face 5 to line no. 185 cube score 110 

Links through face 6 to line no. 187 cube score 6 

Current line: 189 60 70 10 157 123450 

Links through face 1 to line no. 190 cube score 8 

Links through face 2 to line no. 193 cube score 159 

Links through face 3 to line no. 234 cube score 153 

Links through face 5 to line no. 186 cube score 153 

Current line: 190 61 70 10 8 246000 

Links through face 2 to line no. 194 cube score 9 

Links through face 6 to line no. 189 cube score 157 

Current line: 191 5671 10 6124500 

Links through face 1 to line no. 192 cube score III 

Links through face 2 to line no. 195 cube score 2 

Links through face 5 to line no. 187 cube score 6 

Current line: 192 57 71 10 III 235600 

Links through face 2 to line no. 196 cube score 35 

Links through face 3 to line no. 235 cube score 102 

Links through face 5 to line no. 188 cube score III 

Links through face 6 to line no. 191 cube score 6 

Current line: 193 60 71 lO 159 123500 

Links through face 1 to line no. 194 cube score 9 

Links through face 2 to line no. 199 cube score 31 

Links through face 3 to line no. 236 cube score 153 

Links through face 5 to line no. 189 cube score 157 

Current line: 19461 71 10 9245600 

, 
I 
 Links through face 2 to line no. 200 cube score 9 

Links through face 5 to line no. 190 cube score 8 

Links through face 6 to line no. 193 cube score 159 

I 

Current line: 223 57 66 11 68 123400 

I 

i Links through face 1 to line no. 224 cube score 204 

Links through face 2 to line no. 227 cube score 102 

Links through face 3 to line no. 263 cube score 68 

Links through face 4 to line no. 172 cube score 64 

Current line: 224 58 66 11 204 134600 
I 
 Links through face 1 to line no. 225 cube score 204 

Links through face 3 to line no. 264 cube score 204 
I 
 Links through face 4 to line no. 173 cube score 192 

Links through face 6 to line no. 223 cube score 68 

I 
i 
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Current line: 225 5966 11 204 134600 
Links through face 1 to line no. 226 cube score 136 
Links through face 3 to line no. 265 cube score 204 
Links through face 4 to line no. 174 cube score 192 
Links through face 6 to line no. 224 cube score 204 
Current line: 226 60 66 11 136234600 
Links through face 2 to line no. 228 cube score 153 
Links through face 3 to line no. 266 cube score 136 
Links through face 4 to line no. 175 cube score 128 
Links through face 6 to line no. 225 cube score 204 
Current line: 227 57 67 11 102 234500 
Links through face 2 to line no. 229 cube score 102 
Links through face 3 to line no. 267 cube score 102 
Links through face 4 to line no. 176 cube score 96 
Links through face 5 to line no. 223 cube score 68 
Current line: 228 60 67 11 153 234500 
Links through face 2 to line no. 230 cube score 153 
Links through face 3 to line no. 268 cube score 153 
Links through face 4 to line no. 179 cube score 144 
Links through face 5 to line no. 226 cube score 136 
Current line: 229 57 68 11 102 234500 
Links through face 2 to line no. 231 cube score 102 
Links through face 3 to line no. 269 cube score 102 
Links through face 4 to line no. 180 cube score 100 
Links through face 5 to line no. 227 cube score 102 
Current line: 230 60 68 11 153 234500 
Links through face 2 to line no. 232 cube score 153 
Links through face 3 to line no. 270 cube score 153 
Links through face 4 to line no. 183 cube score 152 
Links through face 5 to line no. 228 cube score 153 
Current line: 231 57 69 11 102 234500 
Links through face 2 to line no. 233 cube score 102 
Links through face 3 to line no. 271 cube score 102 
Links through face 4 to line no. 185 cube score 110 
Links through face 5 to line no. 229 cube score 102 
Current line: 232 60 69 11 153 234500 
Links through face 2 to line no. 234 cube score 153 
Links through face 3 to line no. 272 cube score 153 
Links through face 4 to line no. 186 cube score 153 
Links through face 5 to line no. 230 cube score 153 
Current line: 233 57 70 11 102 234500 
Links through face 2 to line no. 235 cube score 102 
Links through face 3 to line no. 273 cube score 102 
Links through face 4 to line no. 188 cube score 111 
Links through face 5 to line no. 231 cube score 102 
Current line: 234 60 70 11 153 234500 
Links through face 2 to line no. 236 cube score 153 
Links through face 3 to line no. 274 cube score 153 
Links through face 4 to line no. 189 cube score 157 
Links through face 5 to line no. 232 cube score 153 
Current line: 235 5771 11 102 234500 
Links through face 2 to line no. 237 cube score 34 
Links through face 3 to line no. 275 cube score 102 
Links through face 4 to line no. 192 cube score III 
Links through face 5 to line no. 233 cube score 102 
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8.3 Project ?ublications 
This appendix section contains the following publications from this project in 
their original published page format: 
CD Hannaford, G., J., H., Maple, C., R, Sarakinou, K.,S., Mullins, J., G., 
L. (2001) "Rapid homology modelling of membrane transport proteins 
and receptors." Biochem. Soc. Trans. 29 (5), A124, 58, (1 page). 
* 	 Hannaford, G., J., H., Maple, C., R, Mullins, J., G., 1. (2001) "Finding 
and Characterising Candidate Binding Sites." Proceedings of the 5th 
International Conference on Information Visualization (IV200 1), 
London, UK, pp 57-61, (5 pages). 
QI Hannaford, G., 1., H., Maple, C., R (2003) "Detem1ining Candidate 
Binding Site Locations Using Conserved Features". Proceedings of the 
7th International Conference on Information Visualization (IV2003), 
London, UK, pp 152-157, (6 pages). 
• 	 Hannaford, G., J., R., Maple, C., R., Mullins, J., G., 1. (2006) 
"Applying spatially conserved motifs of specific ligand binding sites to 
predict hitherto unknown protein function." Biochem. Soc. Trans ­
BioScience2006, A178, 0515, (1 page). 
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