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1. Introduction
Let  be the set of functions with a Laurent expansion of the form
f (z) = z +
∞∑
n=0
anz
−n, (an ∈ C)
which converges for all |z| > 1. The Faber polynomials Fn(t) associated to f ∈  are deﬁned by the
generating function
f ′(z)
f (z) − t =
∞∑
n=0
Fn(t)
zn+1
.

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For every integer n 0, the Fn(t) are monic polynomials of degree n in t. An equivalent deﬁnition of
Faber polynomials can be given by using the inverse function g := f−1. Then Fn(t) is the polynomial
part of the Laurent expansion of (g(t))n near z = ∞, i.e.,
(g(t))n = Fn(t) + O(z−1).
Furthermore, it follows from the results due to Schiffer [10] that the Faber polynomials Fn(t) associated
to f (z) have the generating function
log
f (z) − t
z
= −
∞∑
n=1
Fn(t)
z−n
n
. (1)
Differentiating both sides of (1) k times with respect to t, we obtain
(k − 1)!
(f (z) − t)k =
∞∑
n=k
dk
dtk
Fn(t)
z−n
n
. (2)
We deﬁne the normalized kth derivatives F
(k)
n of Faber polynomials by
F(k)n (t):=
1
(n)k
dk
dtk
Fn(t), k 1
where (n)k = n(n − 1) · · · (n − k + 1). For simplicity, we denote F∗n and F†n for k = 1, 2, respectively.
Thus, the local extreme points and inﬂection points of Fn are the zeros of F
∗
n and F
†
n, respectively.
Faber polynomials play an important role in the theory of univalent functions in complex analysis.
There is a rich literature concerned with the Faber polynomials. For example, see [3,4,7,8,10,14,15]. In
[10] Schiffer used polynomials F∗n (t) in connectionwith the coefﬁcient problemof univalent functions.
There have been studies involving ﬁnding explicit expressions for the coefﬁcients of Faber polynomials
[7,14] and the location of zeros of Faber polynomials or the derivatives of Faber polynomials [4,15].
Pritsker [8] also studied local asymptotics of the normalized derivatives of Faber polynomials at
the boundary of the associated domain under certain conditions. Gessel et. al. [3] connected Faber
polynomials with lattice path enumeration.
In this paper, we consider the Faber polynomial sequences (Fn(t))n 0 and (F
(k)
n (t))n k of the Faber
polynomials associated to f ∈ ,where F0 = 1. LetF andF(k) be sets of the correspondingpolynomial
sequences. Our main goal of this paper is to give algebraic structures for F and F(k), respectively. In
Section 2, it will turn out that F and F(k) are isomorphic to Riordan subgroups called the hitting time
subgroup and the Bell(k) subgroup, respectively. Finally, in Section 3 we derive a relationship between
the Faber polynomial sequence and Lucas and Sheffer polynomial sequences.
For a key example wewill need some facts about the generating functions for the Catalan numbers
and the central binomial coefﬁcients:
C(z)=C = 1 −
√
1 − 4z
2z
= ∑
n 0
1
n + 1
(
2n
n
)
zn = 1 + z + 2z2 + 5z3 + 14z4 + · · ·
=1 + zC2 = 1
1 − zC ,
B (z)=B = 1√
1 − 4z =
∑
n 0
(
2n
n
)
zn = 1 + 2z + 6z2 + 20z3 + 70z4 + · · ·
=1 + 2zBC = C
1 − zC2 .
For their derivatives we have
C′ = BC2 and B′ = 2B3.
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Further we can extract coefﬁcients using
[
zn
]
Cs = s
2n + s
(
2n + s
n
)
while
[
zn
]
BCs =
(
2n + s
n
)
. (3)
2. Riordan group and Faber group
We begin with a brief description of the Riordan group, denoted (R, ∗) which is the set of Riordan
matrices introduced by Shapiro et al. [12]. An inﬁnite lower triangular matrix is called the Riordan
matrix denoted (d(z), h(z)) whose kth column has generating function d(z)(h(z))k for k ∈ N0 and
d(0) /= 0, h(0) = 0, h′(0) /= 0 where d(z) and h(z) are elements of the ring C[[z]] of formal power
series.
For (d(z), h(z)), (G(z), F(z)) ∈ R, the Riordan multiplication ∗ is deﬁned by
(d(z), h(z)) ∗ (G(z), F(z)) = (d(z)G(h(z)), F(h(z))),
which is usual matrix multiplication. It is easy to see that the identity element of R is (1, z) and
(d(z), h(z))−1 =
(
1
d(h¯(z))
, h¯(z)
)
where h¯ is the compositional inverse of h. In particular, if generating
functions A(z) = ∑n 0 anzn and B(z) = ∑n 0 bnzn are such that
(d(z), h(z)) (a0, a1, a2, · · ·)T = (b0, b1, b2, · · ·)T
then B(z) = d(z)A(h(z)). This fundamental result is sometimes called the fundamental theorem for
Riordan matrices. Using this we often shift freely between column vectors, the corresponding se-
quences and generating functions. For a diagonal matrix D = diag(c0, c1, c2, . . .) with ci /= 0, we call
D−1(d(z), h(z))D a generalized Riordan matrix, also see [16].
In this paper we are primarily concerned with subgroupsH and B(k) (k 1) called the hitting time
subgroup and the Bell(k) subgroup of the Riordan group [11,6]. These are deﬁned as
H =
{(
zh′(z)
h(z)
, h(z)
)
|h(z) ∈ 
}
,
and
B(k) =
⎧⎨
⎩
⎛
⎝(h(z)
z
)k
, h(z)
⎞
⎠ |h(z) ∈ 
⎫⎬
⎭
respectively, where
 = {h(z) ∈ C[[z]] | h(0) = 0, h′(0) /= 0}.
If k = 1 then B(k) is the ordinary Bell subgroup denoted B.
Another subgroup that will show up is the Appell subgroup
A = {(d (z) , z) |zd(z) ∈ } ,
which is a normal subgroup of the Riordan group. And we have semidirect product decomposition:
R  A  B since (d (z) , h (z)) =
(
zd (z)
h (z)
, z
)(
h (z)
z
, h (z)
)
.
We ﬁrst consider a Faber polynomial sequence (Fn)n 0 with F0 = 1 associated to f (z) ∈ , and
let F(z):=1/f (z−1). It is easy to see that F(z) ∈ .
Theorem 2.1. Let (Fn)n 0 be the Faber polynomial sequence associated to f ∈ . Then the corresponding
coefﬁcient matrix is an element of the hitting time subgroup given by(
zF ′(z)
F(z)
, F(z)
)
.
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Proof. We will show that the coefﬁcient matrix [Fn,k]n,k 0 of the sequence (Fn)n 0 and the matrix(
zF ′(z)
F(z)
, F(z)
)
have the same kth column generating function for each k = 0, 1, . . . We begin the proof
by rewriting (1) as
logz(f (z−1) − t) = −
∞∑
n=1
Fn(t)
zn
n
. (4)
Let k = 0. Substituting t = 0 and f (z−1) = 1/F(z) into (4) and then differentiating both sideswith
respect to z, we obtain
F ′(z)
F(z)
− 1
z
=
∞∑
n=1
Fn(0)z
n−1.
Hence we have
zF ′(z)
F(z)
= 1 +
∞∑
n=1
Fn(0)z
n =
∞∑
n=0
Fn(0)z
n,
which covers the case k = 0.
Let k 1. Then Fn,k = [tk]Fn(t) = 1k! d
k
dtk
Fn(0). Differentiating both sides of (4) k times with respect
to t, induction on k shows that
(k − 1)!
(f (z−1) − t)k =
∞∑
n=k
dk
dtk
Fn(t)
zn
n
. (5)
Substituting t = 0 and f (z−1) = 1/F(z) into (5) and then differentiating both sides with respect to z,
we obtain
k!F ′(z) (F(z))k−1 =
∞∑
n=k
dk
dtk
Fn(0)z
n−1.
Hence we have
zF ′(z)
F(z)
(F(z))k =
∞∑
n=k
1
k!
dk
dtk
Fn(0)z
n =
∞∑
n=k
Fn,kz
n,
which completes the proof. 
Applying the fundamental theorem for Riordan matrices we can easily obtain the generating
function for a Faber polynomial sequence.
Corollary 2.2. The Faber polynomial sequence (Fn)n 0 associated to f ∈  has the generating function:
∑
n 0
Fn(t)z
n = zF
′(z)
F(z)(1 − tF(z)) . (6)
Let us consider the setF of all Faberpolynomial sequenceson. For (Fn)n 0, (Gn)n 0 ∈ F with the
correspondingcoefﬁcientmatricesF andG,wedeﬁneabinaryoperation#onF by (Fn)n 0#(Gn)n 0 =
(Hn)n 0 to be FG = H where H is the coefﬁcient matrix of (Hn)n 0.
Theorem 2.3. The set (F ,#) forms a group.
Proof. Let (Fn)n 0 and (Gn)n 0 be Faberpolynomial sequences associated to f and g in, respectively.
First, we will show that (Fn)n 0#(Gn)n 0 is the Faber polynomial sequence of g ◦ f ∈ . By Theorem
2.1, we have
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FG =
(
zF ′(z)
F(z)
, F(z)
)
∗
(
zG′(z)
G(z)
, G(z)
)
=
(
z(G(F(z)))′
G(F(z))
, G(F(z))
)
, (7)
which implies that
H :=
(
zH′(z)
H(z)
, H(z)
)
,
where H(z) = G(F(z)). Since
H(z) = G(F(z)) = 1/g(f (z−1)),
(Fn)n 0#(Gn)n 0 is the Faber polynomial sequence associated to g ◦ f . Associativity of # follows
immediately fromassociativity of Riordanmultiplication. It is obvious that the identity ofF is the Faber
polynomial sequence (tn)n 0 associated to z ∈ . Let (Gn)n 0 be the inverse of (Fn)n 0 associated to
f ∈ . SinceG(F(z)) = z, (Gn)n 0 is the Faber polynomial sequence associated to the inverse function
of w = f (z). 
We call F the Faber group. Since the coefﬁcient matrix of the Faber polynomial sequence on  is
an element of hitting time subgroup, we obtain the following theorem.
Theorem 2.4. The Faber group (F ,#) is isomorphic to the hitting time subgroup (H, ∗).
Proof. For a Faber polynomial sequence (Fn)n 0 associated to f ∈ , we deﬁne a map ϕ : F → H by
ϕ ((Fn)n 0) =
(
zF ′(z)
F(z)
, F(z)
)
.
Then it immediately follows from (7) thatϕ is a homomorphism. Since Ker ϕ = {(Fn)n 0 ∈ F|F(z) =
z} = {(tn)n 0},ϕ is one-to-one. For
(
zF ′(z)
F(z)
, F(z)
)
∈ H, set f (z):=1/F(z−1). Since f (z) ∈ , there
exists (Fn)n 0 ∈ F associated to f , which implies that ϕ is onto. Thus, ϕ is an isomorphism that maps
(F ,#) onto (H, ∗). 
Remark. For any h(z) ∈ , since 1
h(z−1) ∈  one can easily obtain the Faber polynomial sequence
associated to 1
h(z−1) from the Riordan matrix
(
zh′(z)
h(z)
, h(z)
)
.
Example 2.5. LetD(z):=zC = z + z2 + 2z3 + 5z4 + · · · ∈ . Since (zC)′ = C + zC′ = C + zBC2 =
C(1 + zBC) = C(B/C) = B, by the fundamental theorem we have(
B
C
, zC
)
1
1 − tz =
B
C
· 1
1 − tzC =
∑
m 0
BCm−1tmzm.
It follows from (3) that the Faber polynomials associated to 1
D(z−1) = z − 1 − z−1 − 2z−2 − 5z−3 −· · · ∈  are:
Cn(t) = [zn]
∑
m 0
BCm−1tmzm = ∑
m 0
[zn−m]BCm−1tm =
n∑
m=0
(
2n − m − 1
n − 1
)
tm.
The coefﬁcient matrix
(
B
C
, zC
)
of the Faber polynomial sequence (Cn(t))n 0 is a binomial number
triangle A100100 in [13]. In particular, Cn(0) = 12
(
2n
n
)
and Cn(1) =
(
2n
n
)
for n 1. More generally
the coefﬁcient [tk]Cn(t) is the number of vertices of outdegree k among all ordered trees with n edges.
It suggests that there are many Faber polynomials with a combinatorial interest. If we take D(z):=
zC(z2) = z + z3 + 2z5 + 5z7 + · · · ∈ , one can similarly obtain the Faber polynomials associated
to 1/D(z−1) = z − z−1 − z−3 − 2z−5 − 5z−7 − · · · as
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Bn(t) =

 n2∑
m=0
(
n⌊
n
2
⌋
− m
)
tn+2m−2
 n2.
For instance, B4(t) = t4 + 4t2 + 6. The coefﬁcient [tk]Bn(t) counts the number of Dyck paths from
(0, 0) to (n, k) where the paths can go below the x-axis.
Now let us consider thenormalizedmulti-derivatives of Faber polynomials. In [15], Ullmanhas been
considered the ﬁrst derivatives to prove some properties concerning the zeros of Faber polynomials.
Theorem 2.6. Let (F
(k)
n )n k be the normalized kth derivative sequence associated to f ∈ . Then the
corresponding coefﬁcient matrix is the generalized Riordan matrix given by
D
−1
k
⎛
⎝(F(z)
z
)k
, F(z)
⎞
⎠Dk.
whereDk = diag([1]k−1, [2]k−1, [3]k−1, . . .), and [n]k = n(n + 1) · · · (n + k − 1) for k 1, [n]0 := 1.
Proof. From (2) and the fundamental theorem for a Riordan matrix, we obtain
∞∑
n=k
(n)k
n
F(k)n (t)z
n−k= (k − 1)!
zk(f (z−1) − t)k = (k − 1)!
(
F(z)
z(1 − tF(z))
)k
(8)
=
⎛
⎝(F(z)
z
)k
, F(z)
⎞
⎠ (k − 1)!
(1 − tz)k . (9)
Since (n)k/n = [n − k + 1]k−1 and
(k − 1)
(1 − tz)k =
∑
n 0
(k − 1)![k]n
n! (tz)
n = ∑
n 0
[n + 1]k−1(tz)n,
by using the diagonal matrix Dk :=diag([1]k−1, [2]k−1, [3]k−1, . . .), it then follows from (9) that
Dk(F
(k)
k , F
(k)
k+1, . . .)T =
⎛
⎝(F(z)
z
)k
, F(z)
⎞
⎠Dk(1, t, t2, . . .)T .
This completes the proof. 
In particular, from (8) we obtain(
F(z)
z(1 − tF(z))
)k
= ∑
j 0
(
k + j − 1
j
)
F
(k)
k+j(t)zj, k 1. (10)
Let us again consider the set F(k) of all polynomial sequences (F(k)n )n k on . For (F(k)n )n k,
(G
(k)
n )n k ∈ F(k) with the corresponding coefﬁcient matrices F(k) and G(k), we deﬁne a binary opera-
tion # onF(k) by (F(k)n )n k#(G(k)n )n k = (H(k)n )n k to be F(k)G(k) = H(k) whereH(k) is the coefﬁcient
matrix of (H
(k)
n )n k . A similar argument to Theorem 2.3 and Theorem 2.4 shows that (F(k),#) forms
a group called the k-Faber group. We also have the following theorem.
Theorem 2.7. The k-Faber group (F(k),#) is isomorphic to the Bell(k) subgroup (B(k), ∗).
Proof. For a normalized kth derivative sequence (F
(k)
n )n k associated to f ∈ , we deﬁne a map
ϕ(k) : F(k) → B(k) by
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ϕ(k)((F(k)n )n k) =
⎛
⎝(F(z)
z
)k
, F(z)
⎞
⎠ .
One can easily show that ϕ(k) is an isomorphism that maps (F(k),#) onto (B(k), ∗). 
Corollary 2.8. The 1-Faber group which is the set of all normalized ﬁrst derivative sequences (F∗n )n 1 of
Faber polynomials on  is isomorphic to the Bell subgroup B.
The normalized ﬁrst derivatives of Faber polynomials are of great importance in the study of
orthogonal polynomials such as Chebyshev polynomials [8].
Example 2.9. Let us consider the Chebyshev polynomials of the second kind,
Un(t) =

n/2∑
k=0
(−1)k
(
n − k
k
)
(2t)n−2k.
Un(t) are the normalized ﬁrst derivatives of the Faber polynomial, F
∗
n+1(2t), associated to f (z) =
z + z−1 ∈ , also see [9]. In fact, since
F(z) = 1
f (z−1)
= z
1 + z2 = z − z
3 + z5 − z7 + · · · ∈ ,
applying the fundamental theorem for ( F(z)
z
, F(z)) one can obtain the generating function for the
Chebyshev polynomial sequence (Un)n 0:∑
n 0
Un(t)z
n = 1
1 + z2
[
1
1 − 2tz
]
z=z/(1+z2)
= 1
1 − 2tz + z2 .
Remark. We note that the intersection ofH and B is the Riordan subgroup consisting of
P =
{(
1
1 − rz ,
z
1 − rz
)
|r ∈ C
}
,
which is the set of all r-Pascal matrices. Hence Fn(t) = (r + t)n is the unique Faber polynomial such
that Fn(t) = F∗n+1(t) for each n = 0, 1, 2, . . .
3. A relationship to other polynomial sequences
In this section, we will show that the Faber polynomial sequences are closely related to the Lucas
polynomial sequences and the Sheffer polynomial sequences.
We begin with a factorization of the Riordan matrix which gives us the relationship between the
Faber polynomials and their normalized ﬁrst derivatives. Note that F0(t) = F∗1 (t) and F1(t) = F∗2 (t).
Theorem 3.1. Let Fn be the Faber polynomial associated to f (z) = z +∑∞n=0 anz−n. Then
Fn(t) = F∗n+1(t) −
n−1∑
j=1
jajF
∗
n−j(t). (11)
Proof. The Riordan multiplication shows(
zF ′(z)
F(z)
, F(z)
)
=
(
z2F ′(z)
F2(z)
, z
)
∗
(
F(z)
z
, F(z)
)
. (12)
Let f (z) = 1
F(z−1) . Since f
′(z) = F ′(z−1)
(zF(z−1))2 we have
z2F ′(z)
F2(z)
= f ′(z−1) = 1 − a1z2 − 2a2z3 − · · ·
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Multiplying by 1
1−tz on both sides of (12) yields
(F0(t), F1(t), . . .)
T = (f ′(z−1), z) (F∗1 (t), F∗2 (t), . . .)T ,
which implies (11). 
The Faber polynomials associated to f (z) = z +∑∞n=0 anz−n have a nonhomogeneous recursion
relation [2]:
Fn+1(t) = tFn(t) −
n∑
j=0
ajFn−j(t) − nan (n 0), F0(t) = 1. (13)
The recursion relations (11) and (13) concerning Faber polynomials F∗n , Fn allow us to extend the
Lucas polynomial sequences of both kinds into a high-order recursion relation of the type
Wn+1(t) = (t − a0)Wn(t) − a1Wn−1(t) − · · · − aWn−(t),  1.
When  = 1 and a0 = 0, if W0(t) = 0 and W1(t) = 1 then (Wn(t))n 0 is the Lucas polynomial
sequence of the ﬁrst kind. If insteadW0(t) = 2 andW1(t) = t then the polynomial sequence is of the
second kind. For more details about the Lucas polynomial sequences and their generalization, see [1].
Let us now consider the Faber polynomial sequences (Fn(t))n 0 and (F
∗
n )n 1 associated to f (z) =
z + a0 + a1z−1 + · · · + az− with just ﬁnite terms. Thus it follows from (6) and (10), respectively,
that
Fn(t) = [zn] 1 − a1z
2 − 2a2z3 − · · · − az+1
1 − (t − a0)z + a1z2 + · · · + az+1
and
F∗n (t) = [zn]
1
1 − (t − a0)z + a1z2 + · · · + az+1 .
Differentiating both sides of (13) with respect to t and then applying Theorem 3.1, we obtain the
( + 1)th-order homogeneous recursion relation for (F∗n )n 1:
F∗n+1(t) = (t − a0)F∗n (t) − a1F∗n−1(t) − · · · − aF∗n−(t) (n 1)
with initial conditions F∗0 = F∗−1 = · · · = F∗1− = 0 and F∗1 = 1. Whereas, with the different initial
conditions F0 =  + 1 and Fi for 1 i k, (Fn)n 0 satisﬁes
Fn+1(t) = (t − a0)Fn(t) − a1Fn−1(t) − · · · − aFn−(t) (n ).
Moreover, it follows from (11) that these two polynomials Fn(t) and F
∗
n (t) are connected by the relation
Fn(t) = F∗n+1(t) −
∑
j=1
jajF
∗
n−j(t).
In particular, the Faber polynomial sequences (F∗n (t))n 1 and (Fn(t))n 0 associated to f (z) =
z + a0 + a1z−1 are the generalized Lucas polynomial sequences of the ﬁrst kind and of the second
kind, respectively. Thus one may obtain explicit formulas for F∗n and Fn from [1] that
F∗n+1(t) =
(n−1)/2∑
j=0
(
n − j
j
)
(t − a0)n−2j(−a1)j ,
and
Fn+1(t) =
n/2∑
j=0
((
n − j
j − 1
)
+
(
n − j + 1
j
))
(t − a0)n−2j+1(−a1)j.
1178 G.-S. Cheon et al. / Linear Algebra and its Applications 433 (2010) 1170–1179
Theorem 3.2. Let F∗n and F
†
n be the normalized ﬁrst and second derivative of Faber polynomials associated
to f (z) = z +∑∞n=0 anz−n, respectively. Then
F∗n (t) = F†n+1(t) −
n−1∑
k=2
k − 1
n
(n − k)an−kF†k(t) (n 3). (14)
Proof. The method of proof is similar to that of Theorem 3.1. Let F(z) = 1
f (z−1) and let A1, A2 the
coefﬁcient matrices of (F∗n )n 1 and (F
†
n)n 2, respectively. Since(
f (z−1), z
)
∗
(
(F(z)/z)2 , F(z)
)
=
(
F ′(z), F(z)
)
= D (F(z)/z, F(z))D−1,
where D = diag(1, 2, 3, . . .), we have
A1=(F(z)/z, F(z)) =
(
D−1(f ′(z−1), z)D
) (
D−1((F(z)/z)2, F(z))D
)
=
(
D−1(f ′(z−1), z)D
)
A2.
Multiplying by 1
1−tz on both sides of above equation yields
(F∗1 (t), F∗2 (t), . . .)T = D−1(f ′(z−1), z)D(F†2(t), F†3(t), . . .)T ,
which implies (14). 
We end this section by describing the relationship between the Faber polynomial sequence and the
Sheffer polynomial sequence. The polynomial sequence (Sn) is called the Sheffer polynomial sequence
[5] for the Riordan matrix (a(z), b(z)) if there exist za(z), b(z) ∈  such that
a(z)etb(z) =
∞∑
n=0
Sn(t)
zn
n! .
By Theorem 2.1 we see that every Faber polynomial Fn associated to f ∈  corresponds to the
Sheffer polynomials for the hitting time matrix
(
zF ′(z)
F(z)
, F(z)
)
where F(z) = 1
f (z−1) , respectively. It is
easy to show that the coefﬁcientmatrix of the Sheffer polynomial sequence (Sn)n 0 is E
−1(a(z), b(z))E
where E = diag(1, 1/1!, 1/2!, . . .). Hence we have the following theorem.
Theorem 3.3. Let Fn beaFaberpolynomial associated to f ∈  andSn thecorrespondingShefferpolynomial.
Then
Sn(t) =
n∑
k=0
n!
k! ([t
k]Fn(t))tk, or Fn(t) =
n∑
k=0
k!
n! ([t
k]Sn(t))tk.
For example, let us consider the Faber polynomial Fn associated to f (z) = z − r, r ∈ Z. Since F(z) =
1
f (z−1) = z1−rz we obtain Fn(t) = (r + t)n. By Theorem 3.3, the corresponding Sheffer polynomial is
Sn(t) =
n∑
k=0
n!
k!
(
n + r
n − k
)
tk = n!L(r)n (−t)
where L
(r)
n (t) is the associated Laguerre polynomial deﬁned by
1
1 − rz exp
(
zt
rz − 1
)
=
∞∑
n=0
L(r)n (t)z
n.
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