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Iterations of dependent random maps and exogeneity in nonlinear
dynamics
Zinsou Max Debaly ∗ Lionel Truquet †
Abstract
We discuss the existence and uniqueness of stationary and ergodic nonlinear autoregressive
processes when exogenous regressors are incorporated into the dynamic. To this end, we consider
the convergence of the backward iterations of dependent random maps. In particular, we give a
new result when the classical condition of contraction on average is replaced with a contraction
in conditional expectation. Under some conditions, we also derive an explicit control of the
functional dependence of Wu (2005) which guarantees a wide range of statistical applications.
Our results are illustrated with CHARN models, GARCH processes, count time series, binary
choice models and categorical time series for which we provide many extensions of existing
results.
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1 Introduction
Among the various contributions devoted to time series analysis, theoretical results justifying sta-
tionary and ergodicity properties of some standard stochastic processes when exogenous covariates
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are incorporated in the dynamic are rather scarce. A notable exception concerns linear models, such
as VARMA processes, for which such properties are a consequence of the linearity. See for instance
Lu¨tkepohl (2005), a standard reference for multivariate time series models. Moreover, linear models
represent a very simple setup for discussing various exogeneity notions found in the literature. See
for instance Engle et al. (1983). For nonlinear dynamics, a few contributions consider the problem
of exogenous regressors. For general GARCH type processes, Francq and Thieu (2019) recently
studied stationary conditions when the noise and the covariate process form a stationary process.
Agosto et al. (2016) considered a Poisson autoregressive process with exogenous regressors (PARX
models), under a Markov chain assumption for the covariate process. de Jong and Woutersen
(2011) consider the case of dynamic binary choice models and provide results about stationarity
and mixing properties of a 0/1−valued time series which is autoregressive and defined conditionally
on some exogenous regressors. Fokianos and Truquet (2019) studied stationarity and ergodicity of
general categorical time series defined conditionally on a strictly exogenous covariate process.
In this paper, we give general results for getting stationarity, ergodicity and stochastic depen-
dence properties for general nonlinear dynamics defined in terms of iterations of random maps. For
simplicity, we explain our setup with the following example which represents the basis for studying
other processes. Let us consider the following dynamic
Xt = F (Xt−1, Zt−1, εt) , t ∈ Z, (1)
where (Zt)t∈Z is a covariate process and (εt)t∈Z a noise process. One can note that Xt = ft(Xt−1)
for the random function defined by ft(x) = F (x,Zt−1, εt). The sequence (ft)t∈Z is a sequence of
dependent random maps even if the ε′ts are i.i.d. because the Z
′
ts exhibit temporal dependence.
A key point for getting existence of a stationary solution in (1) is to control the behavior of the
backward iterations {ft ◦ ft−1 ◦ · · · ◦ ft−n(x) : n ≥ 1}. The convergence of such iterations of random
maps has been extensively studied in the independent case. In this case, the process (Xt)t∈Z is a
Markov chain. We defer the reader to Letac (1986) and Diaconis and Freedman (1999) for seminal
papers on iterated independent random maps and to Wu and Shao (2004) for additional results
useful in a time series context. The last contribution is particularly interesting for getting existence
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of some moments for the marginal Xt and also some dependence properties for the process (Xt)t∈Z
that are often needed for statistical applications. All these contributions use average contraction
conditions and the interested reader is deferred to the interesting survey of Stenflo (2012) for an
overview of the available results. There also exist some contributions studying the more general
case of iterated stationary random maps (ft)t∈Z. For instance, Borovkov (1998) gives many results
for studying what he calls stochastically recursive sequences, when the independence assumption
is removed. See also Iosifescu (2009) for a survey of some available results. The results obtained in
the dependent case are based on Lyapunov type exponents and the convergence of the backward
iterations is only studied almost surely. Let us remind the following result which can be found in
Elton (1990) (see also Iosifescu (2009), Theorem 6.2) and which generalizes a widely known result
given in Brandt (1986) or Bougerol and Picard (1992) for iterations of affine random maps.
We first introduce some notations. We assume that ft : E → E are random Lipschitz functions
where E denotes a locally compact Polish space endowed with a metric d. We define the Lipschitz
constant of a measurable function g : E → E by
c(g) := sup
x 6=y∈E
d (g(x), g(y))
d(x, y)
.
Moreover, for any integers s < t, we set f ts = ft ◦ · · · ◦ fs. For a positive real number x, we set
log+(x) = log(x) if x ≥ 1 and 0 otherwise.
Theorem 1. Assume that the process ((Zt, εt))t∈Z in (1) is stationary and ergodic. Assume further
that E
[
log+ c(f0)
]
<∞ and E [log+ d(x0, f0(x0))] <∞ for some point x0 ∈ E.
1. There exists a constant χ ∈ R ∪ {−∞} called Lyapunov exponent and such that
lim
n→∞
1
n
log c (fn1 ) = χ a.s.
Moreover
χ = lim
n→∞
1
n
E [log c (fn1 )] = inf
n≥1
1
n
E [log c (fn1 )] .
2. If the constant χ is negative, then the almost sure limit f t−∞ = limk→∞ f
t
t−k(x) exists for any
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x ∈ E and does not depend on x. Setting Xt = f t−∞, the process (Xt)t∈Z is stationary and
ergodic and satisfies the recursions (1). Moreover, (Xt)t∈Z is the unique stationary process
satisfying (1).
The affine random maps version of this result has been applied recently by Francq and Thieu
(2019) for studying stationarity of asymmetric power GARCH processes. For nonlinear random
maps, Theorem 1 is less known in the time series literature. In this paper, we will make use of
Theorem 1 for defining a general class of categorical time series with exogenous covariates. In
particular, we will see in Section 4.4 how Theorem 1 can be applied to binary time series and lead
to an improvement of a result of de Jong and Woutersen (2011).
However, the result presented above has several limitations.
1. First, it requires the random maps ft to be almost surely Lipschitz. Such property is not always
valid, for instance for the Poissonian autoregressions discussed in Section 4.3. When there are no
exogenous covariates, Davis and Liu (2016) studied integer-valued time series by using a different
contraction result, developed by Wu and Shao (2004).
2. Existence of some moments for the marginal distributions that are sometimes necessary for
statistical applications cannot be obtained directly from this result.
3. For autoregressions with several lags, it is not straightforward to get an explicit condition on
the parameters of the model to ensure that χ < 0.
To overcome these drawbacks, we will adapt the approach used by Wu and Shao (2004) for
independent random maps to the case of dependent random maps. Our main result, see Theorem
2 and its extension Theorem 4, is obtained by replacing the usual contraction on average condition
by a contraction in conditional expectation. The assumptions that we use are very simple to check
and the proof of our main result is straightforward but its merit is to provide an elegant way for
presenting a general approach which encompasses most of the previous attempts to include exoge-
nous regressors in nonlinear dynamics. For strictly exogenous regressors, i.e. the processes (Zt)t∈Z
and (εt)t∈Z are independent, we also provide an additional result, see Theorem 3, with weaker
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assumptions. In the context of Theorem 2 and Theorem 4, we will then discuss how to control the
functional dependence measure of (Xt)t∈Z introduced by Wu (2005), a dependence notion which is
an alternative to the standard strong mixing condition and which can be more easily checked for
iterations of contracting random maps. Let us mention that even in the independent case, mixing
properties of the process (Xt)t∈Z require restrictive assumptions on the noise distribution otherwise
such properties may fail. We defer the reader to the standard textbook of Doukhan (1994), section
2.4 for mixing properties of iterations of independent random functions and to Andrews (1984) for
a famous counterexample of a non strongly mixing sequence defined via iterations of random maps.
In the dependent case, as in (1), getting usual strong mixing properties seems to be harder because
the process (Xt)t∈Z does not have a Markov structure in general and the criteria for getting mixing
properties of Markov chains are useless.
This paper is mainly motivated by dynamics of type (1) with covariates that are not necessarily
strictly exogenous, assuming that at any time t, the noise εt is independent from the past informa-
tion σ ((Zs, εs) : s ≤ t− 1). The term predetermindness is sometimes used in the literature. This
independence assumption is substantially weaker than the independence between the two processes
(εt)t∈Z and (Zt)t∈Z. The latter independence condition implies strict exogeneity, a notion initially
defined by Sims (1972) and extended to general models by Chamberlain (1982). Strict exogeneity
is useful for deriving the conditional likelihood of the X ′ts conditionally on the Z
′
ts. However, strict
exogeneity is a rather strong assumption. Under additional regularity conditions on the model,
Chamberlain (1982) has shown that this assumption is equivalent to the non Granger-causality,
i.e. Zt is independent of (Xs)s≤t conditionally on (Zs)s≤t−1. It roughly means that the covariate
process (Zt)t∈Z evolves in a totally autonomous way. In contrast, our exogeneity condition allows
general covariates of the form Zt = H (ηt, ηt−1, . . .) with H a measurable function and a sequence
((ηt, εt))t∈Z of i.i.d. random vectors, εt being possibly correlated with ηt. The error εt can then
still have an influence on future values of the covariates. For linear models, the two technical inde-
pendence conditions discussed above between the noise and the covariate processes are often used
as a distinction between weak and strict exogeneity. See for instance Lu¨tkepohl (2005), Section
10.2. Let us mention that there exist additional concepts of exogeneity that are introduced and
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discussed in Engle et al. (1983) in particular a notion of weak exogeneity. However this notion
is related to the estimation of a specific parameter of the conditional distribution for the bivari-
ate process (Xt, Zt) and it is necessary to specify the joint dynamic of the process. Since we do
not want to consider specific dynamics for the covariate process, we will not use it in this paper.
Inclusion of exogenous regressors motivates our approach which is based on conditional average
contraction conditions. But our results can be also applied without referring to these concepts of
exogeneity, i.e. when ((Zt−1, εt))t∈Z is a general stationary and ergodic process in (1). However, in
the latter case, a closed form expression for the conditional distribution of Xt given Ft−1 cannot
be obtained directly from the recursions (1). Our contribution is then the first one presenting a
general framework for inclusion of covariates in nonlinear dynamics. We do not provide particular
statistical applications, any of them which require existence of ergodic paths or a control of the
functional dependence measure can be considered.
The rest of this paper is organized as follows. In Section 2, we give our main results for defining
stationary and ergodic solutions for recursions of type (1). In Section 3, we study weak dependence
properties of the process using the functional dependence measure of Wu (2005). Many examples
of nonlinear time series models satisfying our assumptions are given in Section 4 and we revisit
many nonlinear dynamics discussed recently in the literature but we also consider new ones. A
conclusion is given in Section 5. The proofs of our results are postponed to the last section of the
paper.
2 General results
In this section, we state several results for controlling the convergence of the backward iterations
in some Lp spaces. We recall that for a random variable X and a real number p ≥ 1, the quantity
‖X‖p = E1/p (|X|p) is called the Lp−norm of X. Now let (ft)t∈Z be a sequence of random maps
defined on a Polish space (E, d) and taking values in the same space. We assume for convenience
that ft = F (·, ζt) where (ζt)t∈Z is a stochastic process taking values in another Polish space E′
and F : E × E′ → E is a measurable map. In connection with our initial example (1), we have
ζt = (Zt−1, εt). In the latter case, we will assume throughout the paper that E
′ = E′1 × E′2 where
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E′1 is a Borel subset of R
e and E′2 is another Polish space.
For s < t, we set f ts = ft ◦ f t−1s with the convention f tt = ft and f t−1t (x) = x. Moreover, we
consider a filtration (Ft)t∈Z for which (ζt)t∈Z is adapted.
2.1 Conditional contraction on average
We first give a general and useful result for getting a convergence in some Lp spaces. For some real
numbers p ≥ 1, L > 0, κ ∈ (0, 1) and an integer m ≥ 1, we consider the two following assumptions.
A1 There exists x0 ∈ E such that supt∈Z E [dp (ft(x0), x0)] <∞.
A2 For every t ∈ Z, almost surely, the following inequalities hold for every (x, y) ∈ E2.
E [dp (ft(x), ft(y)) |Ft−1] ≤ Lpdp(x, y) and E
[
dp
(
f t+m−1t (x), f
t+m−1
t (y)
) |Ft−1] ≤ κpdp(x, y).
Theorem 2. Suppose that Assumptions A1-A2 hold.
1. For every (x, t) ∈ E × Z, there exists a E−valued random variable Xt(x) such that
sup
t∈Z
‖d (Xt(x), x0) ‖p <∞, sup
t∈Z
‖d (f tt−s(x),Xt(x)) ‖p = O (κs/m) .
Moreover the sequence
(
f tt−s(x)
)
s≥0
converges almost surely to Xt(x).
2. For x 6= y, we have P (Xt(x) 6= Xt(y)) = 0. We then set Xt = Xt(x).
3. The process ((Xt, ζt))t∈Z is stationary and also ergodic if the process (ζt)t∈Z is itself stationary
and ergodic.
4. If (Yt)t∈Z is a non-anticipative process (i.e. Yt ∈ Ft) such that Yt = ft (Yt−1) for t ∈ Z and
supj∈Z E [d
p (Yj, x0)] <∞, then Yt = Xt a.s.
Notes
7
1. The bounds given in Assumption A2 are required to hold for all (x, y) ∈ E2 at the same
time. Since a conditional expectation is only unique up to a set of measure 0, the bound
given in Assumption A2 has to be understood in term of regular conditional distribution, i.e.
there exists a regular version of the conditional distribution of (ζt, . . . , ζt+m−1) given Ft−1.
On Polish spaces, a regular version always exists. See Kallenberg (2006), Chapter 5.
2. When ζt = (Zt−1, εt) forms a stationary process and Ft = σ ((Zj , εj) : j ≤ t), Theorem 2
guarantees existence and uniqueness of a stationary process possessing a moment of order p
and solution of (1). However, stationarity of the covariate/error process is not required for
applying this result. In particular, when (ζt)t∈Z is non stationary, one can still define solutions
of (1) provided that A1-A2 are satisfied. In general, these solutions will be non stationary
and one cannot use the classical law of large numbers for statistical inference, which is one
drawback of this more general setup.
3. Setting p = 1 and d(x, y) = |x − y|o for x, y ∈ E = R and some o ∈ (0, 1), one can consider
stochastic recursions (1) with heavy-tailed covariate processes.
4. When the process (ζt)t∈Z is stationary and the recursions are initialized at time t = 0 with a
given state x ∈ E, the probability distribution of the forward iterations f t1(x) coincides with
the probability distribution of the backward iterations f0−t+1(x). Since limt→∞ f
0
−t+1(x) = X0
a.s., f t1(x) converges in distribution to X0. The same property holds true when the iterations
are initialized with a random variable X0 independent from (ζt)t≥1. The main interest of
the convergence of the backward iterations is to define the good random initialization X0 =
f0−∞(x) in order to get a stationary process (Xt)t≥0.
5. Assumption A2 is a conditional contraction property in Lp which is crucial for getting the
convergence of the backward iterations in Lp norms. Relaxing this assumption by introducing
a random coefficient κt−1 instead of κ can be problematic for getting a similar result. We
discuss this point below.
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2.2 Comments on Assumption A2
Let us consider the dynamic (1), set ft(x) = F (x,Zt−1, εt), with E = R, p = 1 and assume that
for every t, εt is independent from Ft−1 = σ ((Zj , εj) : j ≤ t− 1). Then Assumption A2 is satisfied
for m = 1 if and only if there exists κ ∈ (0, 1) such that
sup
z∈E′1
E |F (x, z, ε0)− F (y, z, ε0)| ≤ κ|x− y|.
At a first sight, the latter condition is quite strong and it is natural to wonder if the following
weaker assumption can be used, i.e. there exists a measurable function κ : G → (0,∞) such that
for every z ∈ G,
E |F (x, z, ε0)− F (y, z, ε0)| ≤ κ(z)|x − y|.
Of course, the challenging question concerns the convergence of the backward iterations when the
function κ may take values larger than 1. However, a problem occurs for applying the successive
contraction properties to the iterated random maps. Consider the iterations ft ◦ ft−1. We have for
(x, y) ∈ E2,
E |ft ◦ ft−1(x)− ft ◦ ft−1(y)| = E [E [|ft ◦ ft−1(x)− ft ◦ ft−1(y)| Ft−1]]
≤ E [κ(Zt−1) |ft−1(x)− ft−1(y)|] .
If the random variable κ(Zt−1) depends on past values of the error εt−j , j ≥ 1, it is stochastically
dependent of the random map ft−1 and also of Ft−2. It is then not possible to use the contraction
property of ft−1 unless the function κ can be bounded by a constant. To show that the successive
iterations lose the memory with respect to initialization, this constant has to be smaller than 1. Of
course, this does not prove that the convergence of the iterations in L1 is not possible.
To show that the convergence of the backward iterations in L1 is problematic, we now consider
a map ft linear in x, a case for which an explicit solution is available. We then assume that
ft(x) = κ(Zt−1)x+ εt,
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where the function κ is bounded but not necessarily by 1 and an integrable noise ε0. The dynamic
is then given by an AR process with a random lag coefficient and it is widely known that the unique
solution writes as
Xt =
∑
j≥1
j∏
i=1
κ (Zt−i) εt−j + εt, (2)
provided that E log κ (Z0) < 0. The series (2) converges almost surely. The L
1−convergence is
guaranteed from Theorem 2, as soon as κ := ‖κ(Z0)‖∞ < 1, where for a random variable X, ‖X‖∞
denotes its suppremum norm. If κ ≥ 1, convergence in L1 of the series 2 is much more difficult to
get because of the possible stochastic dependence between the coordinates of the process (Zt)t∈Z.
Let us first note that such a problem occurs in the non ergodic case, when Zt = Z0 a.s. In this
case, we have
E
(
j∏
i=1
κ (Zt−i) |εt−j |
)
= E (|ε0|) · E
(
κ(Z0)
j
)
and since E
(
κ(Z0)
j
) ≥ P (κ(Z0) ≥ 1), one cannot get convergence of the series (2) if P (κ(Z0) ≥ 1) >
0. In what follows, we also stress that a similar problem of convergence also occurs in the ergodic
case. To this end, set φ(p) = ‖κ(Z0)‖p for p ≥ 1. The function φ is non decreasing and φ(∞) =
‖κ(Z0)‖∞. Assumption A2 is satisfied as soon as ‖κ(Z0)‖∞ < 1. It is then tempting to study the
convergence of the solution only assuming that ‖κ(Z0)‖p < 1 but ‖κ(Z0)‖q ≥ 1 for some 1 ≤ p < q.
However for any value of the pair (p, q), there always exists an example of a process (κ(Zt))t∈Z
such that the series (2) is not converging in L1. To this end, assuming without loss of generality
that q is an integer, we define κ(z) = z and Zt−1 = at−1 · · · at−q where (at)t∈Z is a process of i.i.d.
nonnegative random variables, independent of (εt)t∈Z, and such that ‖a0‖p < 1 and ‖a0‖q ≥ 1.
Since for j ≥ q,
j∏
i=1
κ (Zt−i) =
q−1∏
i=1
ait−i ·
j+1∏
i=q
aqt−i
q−2∏
i=0
ai+1t−j−k+i,
we find
E
(
j∏
i=1
κ (Zt−i)
)
=
q−1∏
i=1
E
2
(
ai0
) · Ej−q+2 (aq0) .
Hence the previous expectation does not converge to 0 when j → ∞ and the series (2) cannot
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converge in L1. The analysis of this linear case enlightens that a tail condition on κ(Zt) is not suf-
ficient for getting this kind of convergence. In particular, the dependence structure of the process
(κ(Zt))t∈Z is also of major importance. This contrasts with AR processes with i.i.d. random coef-
ficients, since in this case the condition Eκ(Z0) < 1 is necessary and sufficient for the convergence
of the series (2) in L1. However, imposing an independence assumption on the covariate process is
not reasonable.
In the next section, we show that one can investigate a different mode of convergence for the
iterations in model (1) and which allow to relax AssumptionA2. However, it is necessary to impose
a strict exogeneity assumption on the covariate process.
2.3 An additional result for strictly exogenous regressors
In this subsection, we consider specifically equation (1) when the covariate process is independent
of the error process. In this case, conditionally on Z, the process is a time-inhomogeneous Markov
chain. The terminology Markov chain in random environments is often used in the literature.
See for instance Stenflo (2001). The following result will not be central in the rest of the paper
because substantial efforts could be needed to derive moment and weak dependence properties for
the corresponding solution and it could be also difficult to obtain explicit conditions for dealing
with higher-order autoregressive processes. This is why we only provide a result when the ft’s
satisfied a one-step contraction (i.e. m = 1 in A2). We assume that there exist a real number
p ≥ 1 and a state x0 ∈ E such that the three following conditions are fulfilled.
A0 The process Z := (Zt)t∈Z is stationary and ergodic, (εt)t∈Z is a process of i.i.d. random
variables taking values in E′2 and is independent of Z.
A1’ For every z ∈ E′1, we have E [dp (F (x0, z, ε1), x0)] <∞.
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A2’ There exists a measurable function κ : E′ → (0,∞) satisfying E (log+ κ(Z0)) <∞, E log κ(Z0) <
0 and such that for every (x, y) ∈ E2,
E [dp (F (x, z, ε0), F (y, z, ε0))] ≤ κp(z)dp(x, y).
Moreover,
E
[
log+
∫
dp (x0, F (x0, Z0, u)) dPǫ1(u)
]
<∞.
We remind the notation ft(x) = F (x,Zt−1, εt). Here, we set Ft = σ ((Zj , εj) : j ≤ t) and
E [X|Z] will denote the expectation of a random variable X conditionally on the covariate process
(Zt)t∈Z.
Theorem 3. Suppose that Assumptions A0,A1’-A2’ hold.
1. For every (x, t) ∈ E×Z, there exists a random variable Xt(x) such that E [dp (Xt(x), x0) |Z] <
∞ a.s. and lims→∞ E
[
dp
(
f tt−s(x),Xt(x)
) |Z] = 0 a.s. The sequence (f tt−s(x))s≥0 also con-
verges almost surely to Xt(x).
2. For x 6= y, we have P (Xt(x) 6= Xt(y)) = 0. We then set Xt = Xt(x).
3. The process ((Xt, Zt))t∈Z is stationary and ergodic.
4. If (Yt)t∈Z is a non-anticipative process (i.e. Yt ∈ Ft) such that ((Yt, Zt))t∈Z is stationary, for
every t ∈ Z, Yt = ft (Yt−1) and E [dp (Y0, x0) |Z0, Z−1, . . .] <∞ a.s., then Yt = Xt a.s.
Notes
1. The contraction inequality in Assumption A2’ can be restated as
E [dp (ft(x), ft(y)) |Z] ≤ κp(Zt−1)dp(x, y) a.s.
It is then another example of contraction in conditional average.
2. In our context, our result can be seen as an improvement of Theorem 1 given in Stenflo
(2001) for Markov chains in random environments. In particular, we do not assume a uniform
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contraction with respect to the environment which is given by the exogenous process Z in
our random maps ft.
2.4 Example
We compare the contraction conditions necessary to apply Theorem 1, Theorem 2 or Theorem 3
on a specific example. Let ((εt, Zt))t∈Z a stationary sequence of pair of random variables and for
t ∈ Z, set Ft = σ ((Zj , εj) : j ≤ t). Assume that E
(
ε21|F0
)
= 1 and E (ε1|F0) = 0. For i = 1, 2,
let ai : E
′
1 → R and bi : E′1 → R+ be some measurable maps such that E log+ ai(Z0) < ∞ and
E log+ bi(Z0) <∞. We consider the following AR-ARCH model with functional coefficients
Xt = a0(Zt−1) + a1(Zt−1)Xt−1 + εt
√
b0(Zt−1) + b1(Zt−1)X2t−1.
Here we set E = R and d(x, y) = |x − y| and p = 2. Setting σ(z, x) = √b0(z) + b1(z)x2, one can
note that |σ(z, x) − σ(z, y)| ≤√b1(z)|x− y|.
1. To apply Theorem 1, we compute the Lipschitz constant c(f1) of the random map f1. We
have
c(f1) = sup
v∈R
|f ′1(v)| = sup
v∈R
∣∣∣∣∣a1(Z0) + ε1b1(Z0)v√b0(Z0) + b1(Z0)v2
∣∣∣∣∣ .
Making the change of variable v = sign(ε1)sign (a1(Z0)) v, we have
c(f1) = sup
v∈R
[
|a1(Z0)|+ |ε1| b1(Z0)v√
b0(Z0) + b1(Z0)v2
∣∣∣∣∣ .
We then obtain c(f1) = |a1(Z0)|+
√
b1(Z0)|ε1| and Theorem 1 applies as soon as
E log c(f1) < 0. (3)
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2. To apply Theorem 2, note that
E
[
|ft(x)− ft(y)|2 |Ft−1
]
= a1(Zt−1)
2(x− y)2 + (σ (Zt−1, x)− σ (Zt−1, x))2
≤ (a1(Zt−1)2 + b1(Zt−1)) · |x− y|2.
One can then show that Theorem 2 applies as soon as
κ2 := sup
z
(
a1(z)
2 + b1(z)
)
< 1. (4)
3. If the two processes (εt)t∈Z and (Zt)t∈Z are independent and the ε
′
ts are i.i.d., Theorem 3
applies as soon as
E log
(
a1(Z0)
2 + b1(Z0)
)
< 0. (5)
Under the strict exogeneity assumption, we note that (5) is weaker than (4). However, (4) en-
sures the existence of a second order moment for the solution whereas (5) only guarantees that
E
(
X2t |Z
)
< ∞ a.s. On the other hand, (3), which only ensures existence of a stationary solution,
is not necessarily weaker than (4) or (5). For instance, if the noise process has a Rademacher
distribution, P(ε1 = 1) = P(ε1 = −1) = 1/2 and the functional coefficients are constant, (3) writes
|a1| +
√
b1 < 1 which is more restrictive than (4) or (5). But if a1 is identically equal to 0, (3)
writes as 12E log b1(Z0) + E log |ε0| < 0 which is weaker than (5), since from Jensen’s inequality, we
have
E log |ε0| ≤ logE|ε0| ≤ logE1/2
(
ε20
)
= 0.
2.5 A result for higher-order autoregressions
In this subsection, we extend Theorem 2 to higher-order autogressive processes. We only consider
stationary processes in this part. The main result, Theorem 4, is particularly interesting for multi-
variate autoregressions for which Lipschitz type properties can be obtained equation by equation.
See Section 4 for an application of Theorem 4 to various examples.
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For a given real number 0 < o ≤ 1, we define the distance ∆ on R, by ∆(u, v) = |u − v|o for
u, v ∈ R. Let E be a subset of Rk and ‖ · ‖ an arbitrary norm on Rk. Our aim is to study existence
of solutions for the following recursive equations:
Xt = F (Xt−1, . . . ,Xt−q, ζt) , t ∈ Z, (6)
where F : Eq × E′ → E is a measurable function. Note that one can always associate a random
map ft on E
q to the dynamic (6). To this end, for t ∈ Z and x1, . . . , xq ∈ E, we set
ft(x1, . . . , xq) = (F (x1, . . . , xq, ζt) , x1, . . . , xq−1) .
We first introduce additional notations. We denote by Mk the set of square matrices with real
coefficients and k rows and if A ∈ Mk, ρ(A) the spectral radius of the matrix A. Moreover, for
x, y ∈ Rk and p ≥ 1, the vector (∆p(x1, y1), . . . ,∆p(xk, yk))′ will be denoted by ∆pvec(x, y). Finally,
we introduce a partial order relation  on Rk and such that x  y means xi ≤ yi for i = 1, . . . , k.
The following assumptions will be needed.
B1 The process (ζt)t∈Z is stationary and ergodic adapted to a filtration (Ft)t∈Z.
B2 For any y ∈ Eq, E [‖F (y, ζ1) ‖op] <∞.
B3 There exist some matrices A1, . . . , Aq ∈ Mk with nonnegative elements, satisfying ρ (A1 + ·+Aq) <
1 and such that for y, y′ ∈ Eq,
E
[
∆pvec
(
F (y, ζt), F (y
′, ζt)
) |Ft−1]  q∑
i=1
Ai∆
p
vec(yi, y
′
i).
Though the following result is stated for an arbitrary pair o ∈ (0, 1), p ≥ 1, the two interesting
cases are o ∈ (0, 1), p = 1 and o = 1, p > 1.
Theorem 4. Suppose that Assumptions B1-B3 hold. There then exists a unique stationary and
non-anticipative process (Xt)t∈Z solution of (6) and such that E [‖Xt‖op] < ∞. Moreover, this
process is ergodic.
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Notes
1. If ζt = (Zt−1, εt) with εt independent of Ft−1 = σ ((Zj , εj) : j ≤ t) and k = o = 1, Assumption
B3 writes
sup
z
E
[∣∣F (y1, . . . , yq, z, ε1)− F (y′1, . . . , y′q, z, ε1)∣∣p] ≤
q∑
i=1
Ai|yi − y′i|p,
with ρ (
∑q
i=1Ai) =
∑q
i=1Ai < 1. This provides a quite simple criterion for application to
autoregressive processes.
2. In the spirit of Section 2.4, the previous criterion can be checked for models with varying
parameters, directly constructed from smooth parametric autoregressive processes. Consider
the model
Yt = F θ (Yt−1, . . . , Yt−q, εt) , t ∈ Z, θ ∈ Θ ⊂ Re.
If
E
[∣∣F θ(y1, . . . , yq, ε1)− F θ(y′1, . . . , y′q, ε1)∣∣p] ≤
q∑
i=1
Ai(θ)|yi − y′i|p,
the model
Yt = F θ(Zt−1) (Yt−1, . . . , Yt−q, εt)
satisfies B3 as soon as
∑q
i=1 ‖Ai‖∞ < 1. We then obtain a model with exogenous covariates
by replacing parameter θ with a varying parameter θ (Zt−1) where θ : R
e → Θ is a mesurable
map. See also the note after Proposition 3 for a discussion.
3 Functional dependence measure
The functional dependence measure has been introduced by Wu (2005) and is particularly inter-
esting for autoregressive processes which are not necessarily strong mixing or for which getting
strong mixing conditions requires additional regularity conditions on the noise distribution. The
single requirement is to get a Bernoulli shift representation of the stochastic process of interest, i.e.
Xt = H (ξt, ξt−1, . . .) where (ξt)t∈Z is a sequence of i.i.d. random variables taking values in a mea-
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surable space (G,G). The functional dependence measure is expressed in term of some coefficients
which evaluate for t ≥ 0 the Lp−distance between Xt and a copy X t, obtained by replacing ξ0 with
ξ′0, ξ
′
0 following the same distribution as ξ0 and being independent from the sequence (ξt)t∈Z. See
below for the definition of these coefficients. Most of the limit theorems and deviation inequalities
have been derived under such dependence measure. See for instance Wu (2007) and Wu and Wu
(2016). Such asymptotic results have been applied to various statistical problems. See for instance
Wu et al. (2010) for kernel estimation for time series, Xiao and Wu (2012) for covariance estima-
tion or Liu and Wu (2010b) for spectral density estimation. The notion of functional dependence is
then an attractive alternative to the usual strong mixing when the process is defined by stochastic
recursions. Our aim in this section is to show that under the assumptions of Theorem 2 or Theo-
rem 4, when the process (ζt)t∈Z or more specifically the covariate process (Zt)t∈Z satisfies this kind
of dependence, the functional dependence measure of the solution (Xt)t∈Z can be controlled. We
will then provide a new wide class of examples for which the aforementioned references provide an
important number of statistical applications. In this section, we assume that the state space E is
a subspace of Rk and the distance d is given by d(x, y) = |x − y|o where | · | is an arbitrary norm
on Rk and 0 < o ≤ 1.
3.1 Dependence coefficients for general iterated random functions
Assume that the process ζ has a Bernoulli shift representation, i.e. ζt = H (ξt, ξt−1, . . .) for some
measurable map H : GN → E′ and (ξt)t∈Z is a sequence of i.i.d., G−valued random variables. We
then have for every (x, t) ∈ E × Z,
ft(x) = F (x,H (ξt, ξt−1, . . .))
and the map ft has itself a Bernoulli shift representation. To define the functional measure coeffi-
cients, we then define a new sequence
(
ξt
)
t∈Z
such that ξ0 = ξ
′
0 and ξt = ξt for t 6= 0. Here ξ′0 is
copy of ξ0 which is assumed to be independent from (ξt)t∈Z. Moreover, for t > 0, let
f t(x) = F (x,H
(
ξt, ξt−1, . . .)
)
.
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we define for t ≥ 0 and p ≥ 1,
θp,t = E
1/p
[
d
(
f t−∞, f
t
−∞
)p]
.
Moreover, for h ∈ N, let Θp,h =
∑
t≥h θp,t. Two cases of interest are p = 1 and o = 1, p > 1.
Our aim is to get an upper bound for the functional dependence coefficients Θp,h. To this end,
we add other assumptions. Here we set for t ∈ Z, Ft = σ (ξt−j : j ≥ 0).
A3 There exists a measurable function S : E → R+ and r, s ≥ p such that r−1 + s−1 = p−1 and
E
[
S(f0−∞)
s
]
<∞ and for all x ∈ E and t ≥ 1,
E
1/p
[
dp
(
f t(x), ft(x)
)p |σ(ξ′0) ∨ Ft−1] ≤ S(x)Ht−1,
where Ht−1 is a random variable measurable with respect to σ(ξ
′
0)∨Ft−1 and such that E|Ht−1|r <
∞.
An immediate consequence of Assumption A4 is that for any random variable Vt−1, measurable
with respect to σ(ξ′0) ∨ Ft−1, we have E
[
dp
(
f t(Vt−1), ft(Vt−1)
)] ≤ E [S(Vt−1)pHpt−1] and from
Ho¨lder’s inequality, we get
‖d (f t(Vt−1), ft(Vt−1)) ‖p ≤ ‖S(Vt−1)‖s‖Ht−1‖r.
When ζt = (Zt−1, εt), with Zt taking values in a Borel subset E
′
1 of R
e and εt taking values in a
Polish space E′2, we will still denote by |·| an arbitrary norm on Re and we also set d(z, z′) = |z−z′|o
for z, z′ ∈ Re to avoid additional notations. We will use two specific assumptions.
A3’ There exists a measurable function S : E → R+ and r, s ≥ p such that r−1 + s−1 = p−1 and
E
[
S(f0−∞)
s
]
<∞, E|Z0|ro <∞ and for all x ∈ E and t ≥ 1,
E
1/p
[
dp
(
F (x, z, ε0) , F
(
x, z′, ε0
))] ≤ S(x)d(z, z′),
A4 Let (ηt)t∈Z be a sequence of random variables taking values in a measurable space (G1,G1)
and such that Zt = H
′ (ηt, ηt−1, . . .) for a measurable function H
′. Moreover, setting ξt = (εt, ηt),
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we assume that (ξt)t∈Z is a sequence of i.i.d. of random variables taking values in G = E
′
2 ×G1.
From A4, we have the specific representation
ζt = H (ξt, ξt−1, . . .) :=
(
H ′(ηt−1, ηt−2, . . .), εt
)
, t ∈ Z.
The map H takes values in E′ = E′1 × E′2. Note that our formulation allows the covariate process
to have a general form, including VARMA or GARCH process among others.
Proposition 1. 1. Suppose that Assumptions A1-A4 hold. For any h ≥ 2, there then exists
C1 > 0 not depending on h such that
Θp,h ≤ C1

κh/m + h−1∑
i=0
κi/mηr,h−i +
∑
i≥h
κi/mηr,1

 , (7)
with
ηr,j =
∑
t≥j
‖Ht−1‖r, j ≥ 1.
In particular, if ηr,1 <∞, there exists C > 0, not depending on h, such that
Θp,h ≤ C
[
κh/m +
h−1∑
i=0
κi/mηr,h−i
]
. (8)
2. Suppose that Assumptions A1-A2-A4 and A3’ hold. Then we get the bound (8) with ηr,j =
Θr,j−1(Z).
Notes
1. Let us comment Assumption A4. Under this assumption, the η′ts are i.i.d. as well as the
ε′ts and for any t ∈ Z, εt is independent from Ft−1 = σ (ξs : s ≤ t− 1}. Note that we allow
simultaneous dependence between εt and ηt. For instance, we can set ηt = K(εt, Ut) where K
is a measurable function and U is a sequence of i.i.d. random variables, independent from the
sequence ε. This assumption is then more flexible than the complete independence between
the two error processes ε and η, which implies strict exogeneity.
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2. It can happen that our assumptions are satisfied with some p, leading to an upper bound for
the functional dependence coefficients θp,t, while it is required a condition on θq,t or Θq,h for
q > p for applying some limit theorems or statistical results. This is still possible if one can
prove finiteness of higher-order moments for the solution, e.g. if E
[
|f0−∞|q
′o
]
< ∞ for some
q′ > q. Indeed, from Ho¨lder’s inequality, we have
θq,t ≤ θ
p(q′−q)
q(q′−p)
p,t θ
q′(q−p)
q(q′−p)
q′,t .
Moreover, θq′,t ≤ 2‖
∣∣f0−∞∣∣o ‖q′ .
3.2 Dependence coefficients for higher-order autoregressions with exogenous
covariates
Here, we go back to higher-order autoregressions considered in Section 2.5. We consider directly the
case ζt = (Zt−1, εt) with Assumption A4 being satisfied. Additionally to Assumptions B1-B2-B3
and A4, the following additional assumption, which is the analogue of A3’, will be needed.
B4 If r > 0 and s ∈ R+ ∪ {∞} are such that r−1 + s−1 = p−1, there exists a measurable function
S : Eq → R such that E [S(Xq, . . . ,X1)s] < ∞, E|Z0|or < ∞ and for all z, z′ ∈ E′1 and
x1, . . . , xq ∈ Eq,
E
1/p
[
dp
(
F (x1, . . . , xq, z, ε0), F (x1, . . . , xq, z
′, ε0)
)] ≤ S(x1, . . . , xq)d(z, z′).
The result is the following.
Proposition 2. Suppose that Assumptions B2−B4 and A4 hold. There then exists C > 0 and
ρ ∈ (0, 1), such that for all h ≥ 1, Θp,h(X) ≤ C
[
ρh +
∑h
i=1 ρ
iΘr,h−i(Z)
]
.
Note. From the upper bound given in Proposition 2, we note that the decay of Θp,h(X) is
polynomial (respectively geometric) in h if the decay of Θr,h is polynomial (respectively geometric)
in h.
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3.3 A central limit theorem
To illustrate the usefulness of out results, we give below a central limit theorem for partial sums
Sn =
n∑
i=1
f (Xt,Xt−1, . . . ,Xt−k) ,
where f is some real-valued measurable function and (Xt)t∈Z is a stochastic process solution of
Xt = F (Xt−1, . . . ,Xt−q, ζt) and the assumptions of either Proposition 1 or Proposition 2 are
satisfied. The following result, which is a straightforward corollary of the invariance principle given
in Wu (2005), is not the most general as possible. In particular, when a moment of order greater
than p is available for the stationary solution, different assumptions on the function f could be
used.
Theorem 5. Suppose that either Assumptions A1-A4 or Assumptions B2-B3-B4-A4 hold true
for some p > 2 and Θp,0(X) <∞. If there exists C > 0 and 0 ≤ ℓ ≤ p−22 such that for xi, x′i ∈ E,
0 ≤ i ≤ k,
∣∣f (x0, . . . , xk)− f (x′0, . . . , x′k)∣∣ ≤ C
[
1 +
k∑
i=0
(
|xi|oℓ + |x′i|oℓ
)]
·
k∑
i=0
d(xi, x
′
i).
Then we have the weak convergence
1√
n
(Sn − ESn)⇒ N
(
0, σ2
)
,
with σ2 =
∑
j∈ZCov (Yj, Y0), Yt = f (Xt, . . . ,Xt−k).
4 Examples
4.1 CHARN models
In this section, we consider conditional heteroscedastic autoregressive linear (CHARN) models
such as in Ha¨rdle and Tsybakov (1997) or Ha¨rdle et al. (1998) but that can encompass exogenous
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regressors. More precisely, we consider the dynamic
Yt = f1 (Yt−1, . . . , Yt−q, Zt−1) + εtf2 (Yt−1, . . . , Yt−q, Zt−1) , (9)
where q is a positive integer and f1, f2 : R
q × E′1 → R are measurable functions. In order to study
stationary solutions of the recursions (9), the following assumptions will be needed.
CH1 The process ((Zt, εt))t∈Z is stationary and ergodic.
CH2 For j = 1, 2, there exist measurable functions ai,j : R
d × R+, 1 ≤ i ≤ q such that
∣∣fj(y1, . . . , yq, z)− fj(y′1, . . . , y′q, z)∣∣ ≤
q∑
i=1
ai,j(z)
∣∣yi − y′i∣∣ .
CH3 There exist a real number p ≥ 1 such that ‖ε1‖p <∞ and r, s ≥ p such that r−1+s−1 = p−1, s
can be infinite, E|Z0|r <∞ and two functions L1, L2 defined on Rq and such that for j = 1, 2,
y1, . . . , yq ∈ R and z, z′ ∈ E′1,
∣∣fj(y1, . . . , yq, z)− fj(y1, . . . , yq, z′)∣∣ ≤ Lj(y1, . . . , yq)|z − z′|.
For t ∈ Z and i = 1, . . . , q, we set ci,t = ai,1 (Zt−1) + ai,2 (Zt−1) |εt|, We then define a sequence
of random matrices A = (At)t∈Z by
At =


c1,t c2,t · · · cq,t
0
Iq−1
...
0


Finally, we denote by χ(A) the Lyapunov exponent of the sequence A, i.e.
χ(A) = lim
n→∞
E [log ‖An · · ·A1‖]
n
,
22
where ‖ · ‖ is an arbitrary norm on the space of square matrices of size q × q.
Proposition 3. Suppose that Assumptions CH1-CH2 hold.
1. Suppose that χ(A) < 0. There then exists a unique stationary process (Yt)t∈Z solution of (9)
which is also ergodic.
2. Assume additionally that for every t ∈ Z, εt is independent from Ft−1. If there exist x ∈ Rq,
p ≥ 1 such that f1(x,Z0) + ε1f2(x,Z0) ∈ Lp and
q∑
i=1
sup
z
‖ai,1(z) + ai,2(z)|ε1|‖p < 1, (10)
there then exists a unique stationary and non-anticipative process solution of (9) which is also
ergodic and such that E|Y1|p <∞.
3. Assume furthermore that Assumptions (CH3) and (A4) hold true with ELsj(Yq, . . . , Y1) <∞
for j = 1, 2. There then exists C > 0 and ρ ∈ (0, 1), such that for all h ≥ 1, Θp,h(X) ≤
C
[
ρh +
∑h
i=1 ρ
iΘr,h−i(Z)
]
.
Notes
1. Our results can be useful for dealing with models with functional coefficients in the spirit of
the example given in Section 2.4. See also the notes after the statement of Theorem 4. For
j = 1, 2, let m
(j)
θ : R
q → R be some functions depending on some parameters θ ∈ Re and such
that ∣∣∣m(j)θ (y1, . . . , yq)−m(j)θ (y′1, . . . , y′q)∣∣∣ ≤
q∑
i=1
di,j(θ)
∣∣yi − y′i∣∣ ,
for some nonnegative real numbers di,j(θ), 1 ≤ i ≤ q. If θ is replaced by a function θ(·) :
R
d → Re and fj(y1, . . . , yq, z) = m(j)θ(z)(y1, . . . , yq) for j = 1, 2, one can then consider some
standard autoregressive processes and obtain a version with functional parameters depending
on exogenous covariates. For instance, threshold autoregressions or power-ARCH volatility,
m
(1)
θ (y1, . . . , yq) = θ0 +
q∑
i=1
(
θiy
+
i + θi+qy
−
i
)
, m
(2)
θ (y1, . . . , yq) =
(
θ0 +
q∑
i=1
θi|yi|δ
)1/δ
,
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where x+ and x− denotes respectively the positive part and the negative part of a real number
x and δ ≥ 1.
2. When εt is not necessarily independent from Ft−1, (10) can be replaced with the following
more abstract condition. There exists η ∈ (0, 1) such that
q∑
i=1
E
1/p [(ai,1(Z0) + ai,2(Z0)|ε1|)p |F0] ≤ 1− η a.s. (11)
For q = 1, let us compare (11) with the condition χ(A) < 0, which reduces to
E [log (a1,1(Z0) + a1,2(Z0)|ε1|)] < 0.
This latter condition is much weaker than (11). Indeed, (11) entails that
E [a1,1(Z0) + a1,2(Z0)|ε1|] ≤ ‖a1,1(Z0) + a1,2(Z0)|ε1|‖p < 1
and from Jensen’s inequality, logE [a1,1(Z0) + a1,2(Z0)|ε1|] ≤ χ(A).
For q ≥ 2, it is more difficult to obtain explicit conditions which guaranty that χ(A) < 0.
3. Using the results of Liu and Wu (2010a), a nonparametric kernel estimation of the functions f
and g is possible. Proposition 3 gives precise assumptions under which it is possible to control
the functional dependence measure of some CHARN models when the regressors include lag
values of the response as well as exogenous covariates. We then obtain additional examples
of time series models for which standard nonparametric estimators of the regression function
are still consistent.
4.2 GARCH processes
GARCH processes with exogenous regressors have been considered recently by Pedersen and Rahbek
(2018) or Francq and Thieu (2019). We consider here the asymmetric power GARCH studied by
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Francq and Thieu (2019). The model is defined as follows.
Yt = εth
1/δ
t , ht = π
′Zt−1 +
q∑
i=1
{
βiht−i + αi+(Y
+
t−i)
δ + αi−(Y
−
t−i)
δ
}
, (12)
where (εt)t∈Z and (Zt)t∈Z are two sequences of random variables taking values in R and R
d
+ respec-
tively, δ > 0, π ∈ Rd+ and the β′is, α′i+s and α′i−s are nonnegative real numbers. Optimal stationarity
properties of time series models defined by (12) have been obtained by Francq and Thieu (2019),
using a version of Theorem 1 for affine random maps. In contrast, we use our results to get exis-
tence of a moment of order δ for the unique stationary solution. The following assumptions will be
needed.
G1 The process ((Zt, εt))t∈Z is stationary and ergodic and E|Z0| <∞.
G2 There exist s−, s+ such that E
[
(ε+t )
δ|Ft−1
] ≤ s+ and E [(ε−t )δ |Ft−1] ≤ s− a.s. and γ :=∑p
i=1 (βi + s+αi+ + s−αi−) < 1.
Proposition 4. Suppose that Assumptions G1-G2 hold.
1. There then exists a unique stationary and non-anticipative solution (Yt)t∈Z solution of (12).
This solution is ergodic and satisfies E|Y0|δ <∞.
2. Additionally, assume that Assumption A4 holds true. Let Ht =
(
(Y +t )
δ, (Y +t )
δ, ht
)
. There
then exists C > 0 and ρ ∈ (0, 1), such that for all h ≥ 1, Θ1,h(H) ≤ C
[
ρh +
∑h
i=1 ρ
iΘ1,h−i(Z)
]
.
Moreover, if δ ≥ 1, we have the bound
θδ,t(Y ) ≤ θ1/δ1,t
(
Y +
)
+ θ
1/δ
1,t
(
Y −
)
, t ∈ N.
Note. Let us consider the example of a GARCH process. We then set δ = 2, αj+ = αj− = αj
and we assume that (εt)t∈Z is a martingale difference, adapted to the filtration (Ft)t∈Z with Ft =
σ ((εs, Zs) : s ≤ t). Set vt−1 = E
[
ε2t |Ft−1
]
. If there exists a positive real number v+ such that
vt−1 ≤ v+ a.s., the contraction condition in G2 reduces to v+
∑q
j=1 (αj + βj) < 1. For standard
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Garch processes with i.i.d. innovations εt, we recover a standard condition ensuring the existence
of a GARCH process with finite second moment.
4.3 Poisson autoregressions
We consider the PARX model introduced in Agosto et al. (2016). The idea is to model the condi-
tional distribution of Yt given Ft−1 by a Poisson distribution with a random intensity λt depending
on past values and a covariate process. More precisely, we assume that
Yt = N
(t)
λt
, λt = β0 +
q∑
j=1
βjλt−j +
q∑
j=1
αjYt−j + π
′Zt−1, (13)
where
(
N (t)
)
t∈Z
is a sequence of i.i.d. Poisson processes with intensity 1, β0, . . . , βq, α1, . . . , αq are
nonnegative real numbers and π is a vector of Rd with nonnegative coordinates.
PA1 We have γ :=
∑q
j=1 αj +
∑q
j=1 βj < 1.
PA2 The process
(
(Zt, N
(t))
)
t∈Z
is stationary, ergodic and adapted to a filtration (Ft)t∈Z such
that for all t ∈ Z, N (t) is independent from Ft−1. Moreover, E|Z1| <∞.
Proposition 5. 1. Suppose that Assumptions PA1-PA2 hold. There then exists a unique non-
anticipative, stationary and ergodic process (Yt)t∈Z solution of (13).
2. Additionally, if Assumption A4 is also satisfied with εt = N
(t), there then exists C > 0 and
ρ ∈ (0, 1), such that for all h ≥ 1, Θ1,h ((Yt, λt)t) ≤ C
[
ρh +
∑h
i=1 ρ
iΘ1,h−i(Z)
]
.
Note. Our result extends substantially that of Agosto et al. (2016). First, we prove ergodicity
properties in PARX models without assuming that the covariate process (Zt)t∈Z is a Markov chain
defined by a randommap contracting in average. Secondly, for the stochastic dependence properties,
we control the coefficient of functional dependence measure only assuming a general Bernoulli shift
representation for (Zt)t∈Z. For instance, (Zt)t∈Z can be defined by an infinite moving average
process and is not necessarily Markovian.
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4.4 Dynamic binary choice model
We consider the dynamic
Yt = 1g(Yt−1,...,Yt−q,ζt)>0, (14)
Where (ζt)t∈Z is a stationary process taking values in a measurable space E
′ and g : {0, 1}q ×
E′ → R is a measurable function. This kind of binary model is popular in econometrics for
studying dynamic of recessions. See de Jong and Woutersen (2011) who studied the case g linear
and Kauppi and Saikkonen (2008) for a study of US recessions.
Proposition 6. 1. Assume that (ζt)t∈Z is a stationary and ergodic process such that
P
(
min
y∈{0,1}q ,1≤t≤q
g(y, ζt) > 0
)
+ P
(
max
y∈{0,1}q ,1≤t≤q
g(y, ζt) ≤ 0
)
> 0. (15)
There then exists a unique stationary and ergodic solution (Yt)t∈Z for the recursions (14).
2. Assume that for some real numbers a1, . . . , aq and π ∈ Re, g(y, ζt) =
∑q
i=1 aiyi+π
′Zt−1+ εt,
with ζt = (Zt−1, εt) satisfying A4 and the c.d.f. Fε of εt being Lipschitz and taking values in
(0, 1). Moreover, setting υt = π
′Zt−1 + εt, we assume that there exists δ > 0 and a positive
integer K such that
P
(
φ− + min
1≤t≤q
υt > 0|F−K
)
+ P
(
φ+ + max
1≤t≤q
υt ≤ 0|F−K
)
≥ δ a.s., (16)
where
φ+ = max
{
q∑
i=1
aiyi : (y1, . . . , yn) ∈ {0, 1}n
}
, φ− = min
{
q∑
i=1
aiyi : (y1, . . . , yn) ∈ {0, 1}n
}
.
There then exists C > 0 and ρ ∈ (0, 1), such that for all h ≥ 1,
Θ1,h(Y ) ≤ C
[
ρh +
h∑
i=1
ρiΘ1,h−i(Z)
]
.
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Notes
1. Let us consider the case g linear as in the second point of Proposition 6. In this case,
de Jong and Woutersen (2011) derived existence of a unique stationary and ergodic solution
for when the condition (16) holds true. As shown in de Jong and Woutersen (2011), Condition
(16) holds in particular when the process (υt)t∈Z is m−dependent or for some infinite moving
averages. Condition (15) is much weaker since it holds as soon as
P
(
φ+ + max
1≤t≤q
υt ≤ 0
)
+ P
(
φ− + min
1≤t≤q
υt > 0
)
> 0. (17)
Condition (17) holds true as soon as the random vector (υ1, . . . , υq) has a full support. Another
sufficient condition for (17) is the following. If (υt)t∈Z is adapted to a filtration (Ft)t∈Z, we
assume that for any x ∈ R and t ∈ Z, P (υt ≤ x|Ft−1) > 0 a.s. or for any t ∈ Z and
x ∈ R, P (υt > x|Ft−1) > 0 a.s. Recall that υt = π′Zt−1 + εt. The latter condition is valid in
particular when εt has full support and is independent from Ft−1 = σ ((εs, Zs) : s ≤ t− 1).
2. As the proof of Proposition 6 will show, the condition (16) implies AssumptionA2. Condition
(15) is only used for applying Theorem 1. However, (15) does not entail mixing properties
while condition (16) yes. See de Jong and Woutersen (2011), Theorem 2. Our results (see
point 2. of Proposition 6) give a complement when the covariate process is not necessarily
strongly mixing and has a Bernoulli shift representation.
3. When ζt = (Zt−1, εt) ∈ Rd+1 in (14), one can allow interactions between lag values of the
response and the covariates. For example,
g(y, ζt) =
d∑
i=1
ciyi +
q∑
i=1
d∑
j=1
[ai,jyi + bi,j(1− yi)]Zj,t−i + εt.
When εt is independent of Ft−1 = σ ((εt−j , Zt−j) : j ≥ 1), one can show, using the same ar-
guments as in the previous point, that condition (15) is satisfied as soon as the distribution
of εt has a support equal to the whole real line. We will not give a control of the functional
dependence measure for this model because we were not able to check A2 when the covariate
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process (Zt)t∈Z is not bounded. However when the cdf of εt is known (e.g. for the logistic
or the probit model), it is widely known that ergodicity of the process is sufficient for show-
ing consistency and asymptotic normality of conditional pseudo likelihood estimators of the
parameters.
4.5 Categorical time series with covariates
We consider a finite set E = {1, 2, . . . , N}, an integer q ≥ 1, a process (Zt)t∈Z taking values in
Z ⊂ Rd and a family {Kz (·|·) : z ∈ Z} of probability kernels from Eq to E. Our aim is to construct
a process (Yt)t∈Z, taking values in E and such that
P
(
Yt = i|Y −t−1, Z−t−1
)
= KZt−1 (i|Yt−1, . . . , Yt−q) .
A particular example is given by the multinomial autoregression, i.e.
Kz(i, y1, . . . , yq) =
exp
(∑q
j=1 ai,jyj + γ
′
iz
)
∑N
k=1 exp
(∑q
j=1 ak,jyj + γ
′
kz
)
and is a classical model for categorical time series. See ?. In econometrics, Russell and Engle
(2005) studied the dynamic of price changes using this kind of model but with a more general
observation-driven form such as in GARCH models and that will not fall into our framework.
For applying our results, we now define some random maps. For t ∈ Z, let εt be a random
variable uniformly distributed over [0, 1]. For u ∈ [0, 1], z ∈ E′1, y ∈ Eq and u ∈ [0, 1], we set
K−z (u|y) = inf

i = 1, . . . , N :
i∑
j=1
Kz(j|y) ≥ u


and
ft(y1, . . . , yq) =
(
K−Zt−1 (εt|y1, . . . , yq) , y1, . . . , yq−1
)′
.
We introduce the following assumptions.
C1 The probability kernels Kz are lower bounded by a positive constant, i.e. for any z ∈ E′,
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η(z) := min(i,y)∈Eq+1 Kz (i|y) > 0.
C2 The process ((Zt, εt))t∈Z is stationary and ergodic. Moreover, for t ∈ Z, εt is independent from
Ft−1 = σ ((Zs, εs) : s ≤ t− 1).
C3 There exists a constant C > 0 such that for all y1, . . . , yq ∈ E,
N∑
i=1
|Kz(i|y1, . . . , yq)−Kz(i|y1, . . . , yq)| ≤ C|z − z|.
Proposition 7. Suppose that Assumptions C1-C2 hold.
1. There exists a unique stationary process satisfying the recursions
Yt = K
−
Zt−1
(εt|Yt−1, . . . , Yt−q) , t ∈ Z. (18)
Moreover, the process ((Yt, Zt))t∈Z is ergodic.
2. Additionally, assume that Assumption A4 and C3 hold true and that η− = infz∈E′1 η(z) >
0 in C1. There then exist C > 0 and ρ ∈ (0, 1), such that for all h ≥ 1, Θ1,h(Y ) ≤
C
[
ρh +
∑h
i=1 ρ
iΘ1,h−i(Z)
]
.
Note. A proof of the first point of Proposition 7 is based on Theorem 1 and provides a general
result for existence of stationary categorical time series with covariates. In particular, probit, logistic
and multinomial autoregressions can be considered without restriction for the covariate process
(Zt)t∈Z. However, the derivation of the dependence properties in the second point imposes a more
restrictive assumption on the transition kernel K because it is necessary to check Assumption A2.
Recently, Fokianos and Truquet (2019) studied categorical time series under the strict exogeneity
assumption for the covariate process. For the recursions (18), strict exogeneity holds true as soon
as the two processes (Zt)t∈Z and (εt)t∈Z are independent. Assumption C2 is weaker than strict
exogeneity in general.
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4.6 Categorical time series and coalescence of the paths
In this section, we give another interpretation of the convergence of the backward iterations for
categorical time series. This interpretation has a link with some perfect simulation schemes that are
widely known for Markov chains. See Propp and Wilson (1996). Since the state space is discrete,
the iterations should be automatically constant after some step. Figure 1 illustrates the convergence
when q = 1 and N = 3. In this case, ft(j) = K
−
Zt−1
(εt|j) for j = 1, 2, 3. Setting
T = inf
{
k ≥ 1 : εt−k ≤ min
i,j
KZt−k−1(i|j)
}
,
we know that from the ergodicity assumption C2 and the positivity assumption C1, T is finite
almost surely. In this case, ft−T (j) = 1 a.s., f
t
−∞ := limn→∞ f
t
t−n(j) = f
t
t−T (j) a.s. and the limit
does not depend on the state j. All the paths corresponding to f tt−n(j) for n ≥ T coalesce through
the state 1.
State 1
State 2
State 3
Time t− 3 t− 2 t− 1 t
Figure 1: Illustration of the convergence for N = 3 modalities and q = 1 lag
When q ≥ 2, our assumptions guarantee that it is possible to get q times successively the value
1 for the time series and this whatever the previous values. A coalescence property for the paths
will then also occur in this case.
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This interpretation is also relevant for getting an interpretation of the condition (15) for binary
choice models. When (15) is satisfied, it is possible to get, starting at any time t, either q times
the value 1 or q−times the value 0 and this whatever the previous values of the binary time series.
Running the backward iterations, we have coalescence of the paths at the first (random) time t−T
such that such an event occurs.
5 Conclusion
A general theoretical analysis of nonlinear autoregressive time series models with exogenous covari-
ates is missing in the time series literature and only a few references consider such a problem, mainly
for specific examples. The aim of this paper was to provide some results for a reasonable class a
time series models and for which the required assumptions can be checked for many examples. In
particular, we got two important results, Theorem 2 and Theorem 4, which justify existence and
uniqueness of stationary and ergodic solutions possessing some moments. The crucial assumption to
check, A2 or B3, involves a uniform conditional contraction condition. Assumption B3 is the main
assumption to check for autoregressive models with several lags. For some nonlinear models already
considered in the literature, such as GARCH or autoregressive Poisson processes, this contraction
condition is easily checked because the exogenous covariates have an additive contribution in the
expression of the latent process and plays the role of a random intercept which does not modify
the usual stability conditions. However, our results can also be applied to autoregressive processes
for which lags parameters depend on the covariates (see Section 2.4, the notes after Theorem 4,
Proposition 3 and Proposition 6 for some examples). In this case, a uniform control of the random
lag parameters is necessary to check our assumptions which shows the limit of our approach.
It could be possible to weaken our uniform contraction condition, as shown in Theorem 3, at
least under a strict exogeneity assumption. However, getting additional general results to ensure
existence of some unconditional moments, to control dependence coefficients and to consider higher-
order autoregressive processes would require a substantial effort. The proposed framework is also
interesting for deriving weak dependence properties of the solution, leading the possibility to apply
many existing statistical inference procedures, the central limit theorem of Section 5 is provided as
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an illustration. To this end, the functional dependence measure discussed in Section 3 is of primary
importance. Note that a general result for getting weak dependence properties of autregressive
processes with exogenous covariates is also new and it is another important contribution of this
paper. Finally, we also derived important results for categorical time series in Sections 4.4-4.5.
Apart from the weak dependence properties which can be derived from our general results, we also
obtained stationary conditions with weaker assumptions, applying Theorem 1. Note that whatever
the results used in the paper (Theorems 1, 2 or 3), the convergence of the backward iterations
of random maps appears to be a central point of view for considering many different types of
autoregressive systems with exogenous regressors.
6 Proofs of the results
6.1 Proof of Theorem 2
We use the convention f t−1t (x) = x for (x, t) ∈ E × Z. From Assumption A2, if (t, s, s′) ∈ Z3 are
such that s′ ≤ s ≤ t and x, y ∈ E,
E
[
dp
(
f ts(x), f
t
s′(y)
) |Ft−1] ≤ Lpdp (f t−1s (x), f t−1s′ (y)) ,
and then
‖d (f ts(x), f ts′(y)) ‖p ≤ L‖d (f t−1s (x), f t−1s′ (y)) ‖p. (19)
Applying (19) with y = x0, s = s
′ = t, we get supt∈Z ‖d (ft(x), ft(x0)) ‖p <∞. Next, using A1 and
the triangular inequality, we get
sup
t∈Z
‖d (ft(x), y) ‖p <∞ for every (x, y) ∈ E2. (20)
With the same kind of arguments, we get for s ≤ t−m,
‖d (f ts(x), f ts′(y)) ‖p ≤ κ‖d (f t−ms (x), f t−ms′ (y)) ‖p. (21)
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1. We denote by [z] the integer part of a real number z. To apply recursively the previous bounds,
we note that for any integer i, i+ 1 = r1m+ r2 with r1 = [(i+ 1)/m] and r2 = i+ 1− r1m.
We then get from (19) and (21),
∑
i≥0
‖d (f tt−i(x), f tt−i−1(x)) ‖p ≤ ∑
i≥0
κ[(i+1)/m]Li+1−m[(i+1)/m]‖d (x, ft−i−1(x)) ‖p
≤ (L+ 1)
mκ(1−m)/m
1− κ1/m supj∈Z
‖d (x, fj(x)) ‖p.
This latter bound entails that the series
∑
i≥0 d
(
f tt−i(x), f
t
t−i−1(x)
)
is almost surely finite. By
the Cauchy criterion, there exists a random variableXt(x) such that limi→∞ d
(
f tt−i(x),Xt(x)
)
=
0 a.s. Moreover, from the previous bound, (20) and the triangular inequality, we deduce that
∑
s,t∈Z,s≤t
‖d (y, f ts(x)) ‖p <∞ for every (x, y) ∈ E2. (22)
Next we note that the convergence also holds in Lp, since from Fatou’s lemma,
‖d (Xt(x), f tt−s(x)) ‖p ≤ lim inf
j→∞
‖d (f tt−j(x), f tt−s(x)) ‖p
≤
∑
i≥s
‖d (f tt−i(x), f tt−i−1(x)) ‖p
≤ κs/m (L+ 1)
mκ(1−m)/m
1− κ1/m supj∈Z
‖d (fj(x), x) ‖p → 0 as s→∞.
Finally, using (22) and the triangular inequality, we get the last assertion supt∈Z ‖d (Xt(x), x0) ‖p <
∞.
2. If x 6= y, we have from the almost sure convergence and Fatou’s lemma
‖d (Xt(x),Xt(y)) ‖p ≤ lim inf
s→∞
‖d (f tt−s(x), f tt−s(y)) ‖p
≤ lim inf
s→∞
κ[(s+1)/m]Ls+1−[(s+1)/m]md(x, y) = 0.
This shows the second point.
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3. For the third point, we observe that for any j ≥ 1, there exists a measurable function H(x)j :
E′j+1 → E such that f tt−j(x) = H(x)j (ζt, . . . , ζt−j). Since limj→∞H(x)j exists P(ζt−j)j≥0 a.s., it
is then possible to define a measurable function H : (E′)N → E such that Xt = H ((ζt−j)j≥0)
a.s. The process (Xt)t∈Z has a Bernoulli shift structure with dependent entries and is then
stationary and ergodic provided that the process (ζt)t∈Z satisfies the same properties.
4. The last property follows from the following bounds which hold for any j ≥ 1:
‖d(Xt, Yt)‖p = ‖d
(
f tt−mj+1(Xt−mj), f
t
t−mj+1(Yt−mj
) ‖p
≤ κj
[
sup
j∈Z
‖d(x0,Xj)‖p + sup
j∈Z
‖d(x0, Yj)‖p
]
. 
6.2 Proof of Theorem 3
1. From AssumptionA0’, f tt−s(x) is, conditionally on Z an iteration of s+1 independent random
maps. Using Assumption A2’, we get
∑
s≥0
E
1/p
[
dp
(
f tt−s(x), f
t
t−s−1(x)
) |Z] ≤∑
s≥0
s+1∏
i=1
κ(Zt−i)bt−s−2(x),
with
bpt (x) =
∫
dp (x, F (x,Zt, u)) dPε0(u).
From AssumptionA2’ and the triangular inequality, we have E log+ bt(x) <∞ for any x ∈ E.
We are going to show that
∑
s≥0
E
1/p
[
dp
(
f tt−s(x), f
t
t−s−1(x)
) |Z] <∞ a.s. (23)
This follows from the assumptions on the logarithmic moments. Indeed, ((κ(Zt), bt(x)))t∈Z is
a stationary processes and it is widely known that the stochastic recursions
Yt = κ(Zt−1)Yt−1 + bt−1(x)
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have a unique stationary solution given by
Yt = bt−1(x) +
∑
s≥0
s+1∏
i=1
κ(Zt−i)bt−s−2(x),
the latter series being convergent almost surely. See for instance Brandt (1986), Theorem 1.
This shows (23). Using Minkowski’s inequality and Fatou’s lemma for conditional expecta-
tions, see for instance Kallenberg (2006), Chapter 5, we then deduce that
E
1/p [S(x)p|Z] <∞ a.s. S(x) :=
∑
s≥0
d
(
f tt−s(x), f
t
t−s−1(x)
)
.
As a consequence, we have P (S(x) <∞|Z) = 1 a.s. and then P (S(x) <∞) = 1. From
the Cauchy criterion, we then conclude the existence of a random variable Xt(x) such that
lims→∞ f
t
t−s(x) = Xt(x) a.s. Note that from AssumptionA1’ and (23), we have E
[
dp
(
f tt−s(x), x0
) |Z] <
∞ a.s. for every positive integer s. The convergence lims→∞ E
[
dp
(
f tt−s(x),Xt(x)
) |Z] = 0
a.s. and E [dp (Xt(x), x0) |Z] < ∞ a.s. follow as in the proof of Theorem 2, using Fatou’s
lemma for conditional expectation.
2. For a positive integer s, we have from A2,
E
1/p
[
dp
(
f tt−s(x), f
t
t−s(y)
) |Z] ≤ s∏
i=1
κ(Zt−i)d(x, y)→ 0 a.s.
Letting s → ∞, we have E [dp(Xt(x),Xt(y))|Z] = 0 a.s. and then P (Xt(x) 6= Xt(y)|Z) = 0
a.s. Taking the expectation, we conclude that P (Xt(x) 6= Xt(y)) = 0.
3. From the almost sure convergence of the sequence
(
f tt−s(x)
)
s≥0
, stationarity and ergodicity
of the process ((Xt, Zt))t∈Z follows exactly as in the proof of point 3 of Theorem 2.
4. Let (Yt)t∈Z be a stochastic process satisfying the proposed conditions. If the process is non-
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anticipative, we have from A2’,
E [dp(Xt, Yt)|Z] = E
[
dp
(
f tt−s(Xt−s−1), f
t
t−s(Yt−s−1)
) |Z]
≤
s∏
i=0
κp(Zt−i−1) · E [dp (Xt−s−1, Yt−s−1) |Z] .
Note that, from A2’,
∏s
i=0 κ
p(Zt−i−1) = oP(1). Moreover
E
1/p [dp (Xt−s−1, Yt−s−1) |Z] ≤ E1/p [dp (Xt−s−1, x0) |Z] + E1/p [dp (x0, Yt−s−1) |Z] .
Note that
E
1/p [dp (x0, Yt−s−1) |Z] = E1/p [dp (x0, Yt−s−1) |Zt−s−1, Zt−s−2, . . .]
and if the process ((Zt, Yt))t∈Z is stationary, then the process (Vt)t∈Z defined by
Vt = E
1/p [dp (x0, Yt) |Zt, Zt−1, . . .]
is also stationary and takes finite values from our assumptions. Then Vt−s−1 = OP(1) where
s is the index of the sequence. The same property holds if Yt is replaced with Xt. As a
consequence
E [dp (Xt−s−1, Yt−s−1) |Z] = OP(1).
We then conclude that E [dp(Xt, Yt)|Z] = 0 a.s. Then P [Xt 6= Yt|Z] = 0 a.s. and by integra-
tion, we get the conclusion.
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6.3 Proof of Proposition 1
1. We use the decomposition
f
t
−∞ − f t−∞ =
t−1∑
i=0
[
f tt−i ◦ f t−i−1−∞ − f tt−i−1 ◦ f t−i−2−∞
]
+ f t ◦ f t−1−∞ − ft ◦ f t−1−∞.
From Assumption A2 and Assumption A4, we have, for i = 0, . . . , t− 2,
‖d
(
f tt−i ◦ f t−i−1−∞ , f tt−i−1 ◦ f t−i−2−∞
)
‖p ≤ κ
i+1
m
−1Lm‖d
(
f t−i−1 ◦ f t−i−2−∞ , ft−i−1 ◦ f t−i−2−∞
)
‖p
≤ κ i+1m −1Lm‖S(f t−i−2−∞ )Ht−i−2‖p
≤ κ i+1m −1Lm‖S(f0−∞)‖s‖Ht−i−2‖r.
If i = t− 1, we have ‖d
(
f tt−i ◦ f
t−i−1
−∞ , f
t
t−i−1 ◦ f
t−i−2
−∞
)
‖p ≤ 2‖d
(
0, f0−∞
) ‖pκt/m−1. Using the
triangular inequality, we get for t ≥ 2,
θp,t ≤ κ−1Lm‖S(f0−∞)‖s
t−2∑
i=0
κ(i+1)/m‖Ht−i−2‖r+‖S(f0−∞)‖s‖Ht−1‖r+2κt/m−1‖d
(
0, f0−∞
) ‖p.
The bound (7) is obtained by summation and entails the simpler bound (8).
2. From A4’, we have A4 with Ht−1 = d
(
Zt−1, Zt−1
)
with
Zt = H
′
(
ηt, . . . , η1, η
′
0, η−1, . . .
)
.
We then deduce the result from the previous point, noticing that ηr,j = Θr,j−1(Z).
6.4 Proof of Theorem 4
Define the following random map
ft(u1, . . . , uq) =
(
F (u1, . . . , uq, ζt)
′ , u′1, . . . , u
′
q−1
)′
.
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We set x = (u1, . . . , uq) ∈ Eq and for 1 ≤ t ≤ q, Ut(x) = uq−t+1. Next for t ≥ q + 1, we define
Ut(x) recursively by
Ut(x) = F (Ut−1(x), . . . , Ut−q(x), εt) .
We then have for t ≥ q + 1,
(Ut(x), . . . , Ut−q+1(x)) = f
t
q+1(x).
Using our assumptions, we have for t ≥ q + 1,
E
[
∆pvec
(
Ut(x), Ut(x
′)
) |Ft−1]  q∑
i=1
Ai∆
p
vec
(
Ut−i(x), Ut−i(x
′)
)
.
We introduce the matrix
B =

A1 · · · Aq−1 Aq
Ik(q−1) 0k(q−1),1

 .
The condition ρ(A1 + · · · + Aq) < 1 entails that ρ(B) < 1. Indeed, if v = (v′1, . . . , v′q)′ ∈ Rkq \ {0}
is such that Bv = λv for |λ| ≥ 1, we get the equality v1 =
[
λ−1A1 + · · ·+ λ−qAq
]
v1. Since the
coefficients of the A′is are nonnegative, we get
|v1|vec 
q∑
i=1
|λ|−iAi|v1|vec 
q∑
i=1
Ai|v1|vec,
where |v1|vec denotes the vector of the absolute values of the coordinates of v1. We then get
|v1|vec 
(∑q
j=1Aj
)k |v1|vec for any positive integer k. Letting k → ∞, we obtain v1 = 0. Since
vi = λvi+1 for i = 1, . . . , q − 1, we get v = 0 which is a contradiction. Then |λ| < 1 and ρ(B) < 1.
Next, we set
Vt(x) =
(
Ut(x)
′, . . . , Ut−q+1(x)
′
)
, t ≥ q + 1.
Note that Vt(x) = f
t
q+1(x). We then have
E
[
∆pvec
(
Vt(x), Vt(x
′)
) |Ft−1]  B∆pvec (Vt−1(x), Vt−1(x′))  · · ·  Bt−q∆p (x, x′) .
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Setting for v, v′ ∈ Rkq, d(v, v′) =
(∑kq
i=1∆
p(vi, v
′
i)
)1/p
, we get
E
[
d
p (
f tq+1(x), f
t
q+1(x
′)
) |Fq] ≤ ∣∣1′Bt−q∣∣∞ dp(x, x′),
where 1 denotes the vector of Rkq having all its components equal to 1, and | · |∞ the infinite norm
in Rkq. Since ρ(B) < 1, if t is large enough, we have
∣∣1′Bt−q∣∣
∞
< 1. We then conclude that A2 is
satisfied with d = d, m = inf{j ≥ 1 : ∣∣1′Bj∣∣
∞
< 1} and κp = |1′Bm|∞. Moreover, A1 is a direct
consequence of B2. The result then follows from Theorem 2.
6.5 Proof of Proposition 2
Defining
ft (x1, . . . , xq) = (F (x1, . . . , xq, Zt−1, εt) , x1, . . . , xq−1) ,
we set for t ≥ 0, Zt = H (ηt, . . . , η1, η′0, η−1, . . .). Using Assumptions A5-B5, we have, for t ≥ 1,
E
1/p
[
dp
(
ft(x1, . . . , xq), f t(x1, . . . , xq)
) |Ft−1 ∨ σ(ξ′0)] ≤ S(x1, . . . , xq)d (Zt−1, Zt−1) .
We then check Assumption A4, setting Ht−1 = d
(
Zt−1, Zt−1
)
. One can then apply Proposition
1 using for instance the ℓ1−distance on Eq defined by d(u, v) =
∑q
i=1 d(ui, vi) which is equivalent
to the distance d used in the proof of Theorem 4. Since E1/r
[
dr
(
Zt−1, Zt−1
)]
= θr,t−1(Z), the
proof of the proposition is now complete.
6.6 Proof of Theorem 5
The proof is a consequence of Theorem 3 in Wu (2005). It is simply necessary to prove that
Γ(Y ) =
∞∑
t=0
‖Yt − Y t‖2 <∞.
To this end, for t ≥ 0, let Xt the random variables obtained by replacing ξ0 by an independent copy
ξ′0 in its Bernoulli shift representation. We then have Y t = f
(
X t, . . . ,X t−k
)
for t ≥ k. From the
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assumption on the function f , stationarity and Ho¨lder’s inequality, we have, setting ℓ1 = 2p/(p−2),
θ2,t(Y ) ≤ C
(
1 + 2k‖|X0|oℓ‖ℓ1
)
·
k∑
i=0
θp,t−i(X).
The required condition easily follows by summation.
6.7 Proof of Proposition 3
1. Let d be the distance induced by the ℓ1−norm on Rq, i.e. d(x, y) =
∑q
i=1 |xi − yi|. We use
the notation |x− y| instead of d(x, y). For a square matrix A of size q× q, we denote by ‖A‖
the corresponding operator norm of A. We define the sequence of random maps as follows:
gt(x) = (f1(x1, . . . , xq, Zt−1) + εtf2(x1, . . . , xq, Zt−1), x1, . . . , xq−1)
′ .
We then have
|gt(x)− gt(y)|vec 
(
q∑
i=1
ci,t|xi − yi|, |x1 − y1|, . . . , |xq−1 − yq−1|
)′
= At · |x− y|vec.
Iterating the previous bound, we get for any positive integer t,
∣∣gt1(x)− gt1(y)∣∣vec  At · · ·A1 · |x− y|vec.
We then deduce that c(gt1) ≤ ‖At · · ·A1‖. The result is then a consequence of Theorem 1,
using the condition χ(A) < 0.
2. We check the assumptions of Theorem 4. First note that from Assumption CH1, the process
ζt = (Zt−1, εt) is ergodic. This entails B1. Next we set
F (x1, . . . , xq, ζt) = f1(x1, . . . , xq, Zt−1) + εtf2(x1, . . . , xq, Zt−1).
Our assumptions guaranty that F (x, ζ1) ∈ Lp and, using CH2, we deduce that F (x, ζ1) ∈ Lp
for any x ∈ Rq. This shows B2. Finally, we check B3. To this end, for i = 1, . . . , q, we set
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δi = supz ‖ai,1(z) + ai,2(z)|ε1|‖p.
Using Minkowski’s inequality for conditional expectations (see for instance Doob (2012),
Chapter XI, Section 3), we have
E
1/p [|F (x1, . . . , xq, ζt)− F (y1, . . . , yq, ζt)|p |Ft−1] ≤ E1/p
[(
q∑
i=1
ci,t|xi − yi|
)p
|Ft−1
]
≤
q∑
i=1
E
1/p
[
cpi,t|Ft−1
]
· |xi − yi|
≤
q∑
i=1
δi|xi − yi|.
Next using convexity, we get
E [|F (x1, . . . , xq, ζt)− F (y1, . . . , yq, ζt)|p |Ft−1] ≤
(
q∑
i=1
δi
)p−1 q∑
i=1
δi|xi − yi|.
B3 is then a consequence of CH3.
3. We apply Proposition 2. From the previous points, it is only required to check B4 which is
a consequence of Assumption CH3.
6.8 Proof of Proposition 4
For the first part, we apply Theorem 4. To this end, we set E = R3+, F = (F1, F2, F3), F2(y1, . . . , yq, ζt) =
(ε+t )
δy1,1, F3(y1, . . . , yq, ζt) = (ε
−
t )
δy1,1 and
F1 (y1, . . . , yq, ζt) = π
′Zt−1 +
q∑
j=1
βjy1,j +
(
α1+(ε
+
t )
δ + α1−(ε
−
t )
δ
)
y1,1 +
q∑
j=2
(αj+y2,j + αj−y3,j) .
We then deduce that Assumption B3 holds true with
A1 =


β1 + α1+s+ + α1−s− 0 0
s+ 0 0
s− 0 0

 , Aj =


βj αj+ αj−
0 0 0
0 0 0

 , j ≥ 2.
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It is straightforward to show that the matrix Γ :=
∑q
j=1Aj has eigenvalues 0 and
a±
√
a2+4(bd+ce)
2
with a =
∑q
j=1 βj + α1+s+ + α1−s−, b =
∑q
j=2 αj+, c =
∑q
j=2 αj−, d = s+ and e = s−. Condition
ρ(Γ) < 1 is equivalent to γ < 1 It is then clear that B1-B3 follow from G1-G2.
For the second part, it is easily seen that B4 is satisfied for a constant function S, p = 1 and
s = ∞. This gives the bound for Θ1,h(H). If δ ≥ 1, the last bound for θδ,t(Y ) can be obtained
from the inequalities
|x− y|δ ≤
∣∣∣xδ − yδ∣∣∣ , x, y ≥ 0.
6.9 Proof of Proposition 5
1. To show the first point, we check the assumptions of Theorem 4. We set ζt =
(
N (t), Zt−1
)
,
E = N×R+ and the state space E is endowed with the ℓ1−norm. We first note that (Yt)t∈Z is a
stationary solution of (13) if and only ifXt = (Yt, λt)
′ is solution ofXt = F (Xt−1, . . . ,Xt−q, ζt)
with
F (x1, . . . , xq, ζt) =
(
N
(t)
f(x1,...,xq,Zt−1)
, f(x1, . . . , xq, Zt−1)
)′
and f(x1, . . . , xq, Zt−1) = β0 +
∑q
j=1 βjsj +
∑q
j=1 αjyj + π
′Zt−1, xi = (yi, si), 1 ≤ i ≤ q. For
x ∈ (N ×R+)q,
E [|F (x, ζ1)|] = 2

β0 + q∑
j=1
βjsj +
q∑
j=1
αjyj + π
′
E(Z1)

 <∞
since E(|Z1|) <∞.
We then have, for (x, x′) ∈ ((N× R+)q)2 with x = (x1, . . . , xq), x′ = (x′1, . . . , x′q) ∀j =
1, . . . , q, xj = (yj, sj), xj = (y
′
j , s
′
j),
E
[∣∣F (x, ζt)− F (x′, ζt)∣∣vec |Ft−1] 
q∑
j=1

αj βj
αj βj

∣∣xj − x′j∣∣vec .
In the previous bounds, we have used the identity E
[
|N (t)ht−1 −N
(t)
gt−1 |
∣∣Ft−1] = |ht−1 − gt−1|
which is valid for two nonnegative random variables ht−1, gt−1 measurable with respect to
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Ft−1. The previous equality follows from the properties of the Poisson process. Letting
Γ =
q∑
j=1

αj βj
αj βj

 ,
The matrix Γ has two eigenvalues: 0 and γ. Assumption PA1 then guarantees that ρ(Γ) < 1.
Assumptions B1-B3 of Theorem 4 are satisfied. Hence, according to Theorem 4, there
exists a unique stationary and non-anticipative process (Xt)t∈Z solution of (13) and such
that E [|Xt|] <∞. This process is ergodic. This completes the proof of the first point.
2. For the second point, we use Proposition 2. To this end, it is only necessary to check B4 for
p = r = 1 and s =∞. This is straightforward since we have the equality
E
[
|F (x1, . . . , xq, z,N (t))− F (x1, . . . , xq, z,N (t))|
]
= 2|π′(z − z)|.
The proof of the second point is now complete.
6.10 Proof of Proposition 6
1. We apply Theorem 1. To this end, we define the random map from E = {0, 1}q to E by
ft(x) =
(
1g(x,ζt)>0, x1, . . . , xq−1
)′
.
We set
δt := max
y,y′∈{0,1}q
∣∣1g(y,ζt)>0 − 1g(y′,ζt)>0∣∣ ≤ 1maxy∈{0,1}q g(y,ζt)>0 − 1miny∈{0,1}q g(y,ζt)>0.
Setting (yt(x), . . . , yt−q+1(x))
′ = f t1(x) for t ≥ q, we have
yt(x) = 1 if and only if g (yt−1(x), . . . , yt−q(x), ζt) > 0.
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We have, setting ct = |yt(x)− yt(x′)|,
ct ≤ δt max
1≤j≤q
ct−j .
Using the fact that δt ≤ 1, a straightforward induction on i = 0, . . . , q − 1 shows that
ct+i ≤ δt+i max
1≤j≤q
ct−j .
Setting d(y, y′) = max1≤i≤q |yi − y′i|,
d
(
f t+q−11 (x), f
t+q−1
1 (x
′)
)
≤ max
0≤i≤q−1
δt+id
(
f t−11 (x), f
t−1
1 (x
′)
)
.
Setting t = 1, this shows in particular that
c (f q1 ) ≤ max1≤i≤q δi ≤ 1maxy,i g(y,ζi)>0 − 1miny,i g(y,ζi)>0. (24)
From our assumptions, the last upper bound can vanish with positive probability, and then
E [log c(f q1 )] = −∞ = χ. Theorem 1 leads to the result.
2. The result will follow from Proposition 1. To this end, we check Assumptions A1-A3. A1 is
automatic. We use the metric d on {0, 1}q which is bounded. We set ht = maxt−q+1≤i≤t δi.
Note that in the linear case, we have
ht ≤ 1φ++maxt−q+1≤i≤t υi>0 − 1φ−+mint−q+1≤i≤t υi>0.
To check A2, we use the bound (24) and the inequality hs ≤ 1 for all s ∈ Z to get
c
(
f tt−Jq+1
) ≤ J−1∏
j=0
ht−jq ≤ ht.
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Moreover using (16), we have
E (ht|Ft−Jq) ≤ 1− P
(
φ+ + max
t−q+1≤i≤t
υi ≤ 0|Ft−Jq
)
− P
(
φ− + min
t−q+1≤i≤t
υi > 0|Ft−Jq
)
≤ 1− δ,
provided that Jq ≥ q +K. This guarantees A2, with κ = 1− δ and m = Jq.
Finally, let us check A3. Setting Zt = H (ηt, . . . , η1, η
′
0, η−1, . . .). We have
E
[
d
(
ft(y), f t(y)
) ∣∣Ft−1 ∨ σ(ξ′0)] ≤
∣∣∣∣∣Fε
(
−
q∑
i=1
aiyi − π′Zt−1
)
− Fε
(
−
q∑
i=1
aiyi − π′Zt−1
)∣∣∣∣∣
≤ Lε · dmax
j=1
|πj | ·
d∑
j=1
∣∣Zj,t−1 − Zj,t−1∣∣ ,
where Lε denotes the Lipschitz constant of Fε.
6.11 Proof Proposition 7
1. For the first point, we will apply Theorem 1 for the discrete metric d(x, y) = 1x 6=y. Setting
for x ∈ Eq and t ∈ Z, f tt−q+1(x) = ft ◦ · · · ◦ ft−q+1(x), we have for x, y ∈ Eq,
{
f tt−q+1(x) = f
t
t−q+1(y)
} ⊃ {f tt−q+1(x) = f tt−q+1(y) = (1, . . . , 1)}
= {εj ∈ [0, η(Zj−1)] : j = t− q + 1, . . . t} .
We then obtain
d
(
f tt−q+1(x), f
t
t−q+1(y)
) ≤

1− t∏
j=t−q+1
1εj∈[0,η(Zj−1)]

 d(x, y).
Let us show that
p := P (εj ∈ [0, η(Zj−1)] : j = t− q + 1, . . . t) > 0. (25)
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Note that by stationarity, p does not depend on t. Assume that p = 0. From Assumption C2
and the properties of the conditional expectations, we have
p = E

η(Zt−1) t−1∏
j=t−q+1
1{εj≤η(Zj−1)}

 = 0.
Since η is positive, we get P (εj ∈ [0, η(Zj−1)] : j = t− q + 1, . . . t− 1) = 0. By finite in-
duction, we deduce that P (εt−q+1 ≤ η(Zt−q)) = 0. Since this latter probability equals to
E (η(Zt−q)) > 0, we obtain a contradiction. The property (25) is then valid and Theorem 1
applies, which leads to the conclusion.
2. For the second point, we will use Theorem 2 and Proposition 1. Since d is a bounded metric,
A1 is automatically satisfied. Next, observe that
P
(
f tt−q+1(x) = f
t
t−q+1(y)|Ft−q
) ≥ P (f tt−q+1(x) = f tt−q+1(y) = (1, . . . , 1)|Ft−q)
≥ P (εt, . . . , εt−q+1 ∈ [0, η−]Ft−q)
= P (εt, . . . , εt−q+1 ∈ [0, η−])
≥ ηq−.
This yields to the bound E
[
d
(
f tt−q+1(x), f
t
t−q+1(y)|Ft−q
)] ≤ 1− ηq−, which shows the second
part of A2. The first part is automatic.
It remains to check A3’. Note that for i, j ∈ E, we have (N − 1)−1|i − j| ≤ 1i 6=j ≤ |i − j|.
Using the ℓ1−metric on Eq which is equivalent to the discrete metric, we have
E
[|K−z (ε1|y1, . . . , yq)−K−z′ (ε1|y1, . . . , yq)|] ≤
∫ 1
0
∣∣K−z (u|y1, . . . , yq)−K−z′ (u|y1, . . . , yq)∣∣ du
≤
N∑
j=1
∣∣∣∣∣
j∑
i=1
Kz(i|y1, . . . , yq)−
j∑
i=1
Kz′(i|y1, . . . , yq)
∣∣∣∣∣
≤ NC ∣∣z − z′∣∣ .
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Assumption A3’ then follows with s = ∞ and r = p = 1. The bound for the functional
dependence coefficients is then a direct consequence of Proposition 1.
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