We initiate the study of coresets for clustering in graph metrics, i.e., the shortest-path metric of edge-weighted graphs. Such clustering problems (on graph metrics) are essential to data analysis and used for example in road networks and data visualization. Specifically, we consider (k, z)-Clustering, where given a metric space (V, d), the goal is to minimize, over all k-point center sets C, the objective x∈V d
Introduction
We initiate the study of coresets for clustering in graph metrics, i.e., the shortest-path metrics of graphs. As usual in these contexts, the focus is on edge-weighted graphs G = (V, E) with a restricted topology, in our case bounded treewidth. Previously, coresets were studied extensively but mostly under geometric restrictions, e.g., for Euclidean metrics.
Coresets for Clustering In the (k, z)-Clustering problem, the input is a metric space M = (V, d), and the goal is to find a set C ⊆ V of k points, called center set, that minimizes the objective function cost z (V, C) :
where throughout d z denotes distances raised to power z ≥ 1, and d(x, C) := min{d(x, c) : c ∈ C}. This formulation captures classical problems, including the famous k-Median as z = 1 and kMeans as z = 2. The (k, z)-Clustering problem is an essential tool in data analysis and is used in many application domains, such as genetics, information retrieval, and pattern recognition. However, finding an optimal clustering is a nontrivial task, and even in settings where polynomialtime algorithms are known, it is often challenging in practice because data sets are huge. To this end, a powerful data-reduction technique, called coresets, is of key importance. Roughly speaking, a coreset is a compact summary of the data points by weighted points, that approximates the clustering objective for every possible choice of the center set. Formally, an ε-coreset for (k, z)-Clustering is a subset D ⊆ V with weight w : D → R + , such that
This notion, sometimes called a strong coreset, was proposed in [HM04] , following a weaker notion of [AHPV04] . 1 Small-size coresets (where size is defined as |D|) often translate to faster algorithms, more efficient storage/communication of data, and streaming/distributed algorithms via the mergeand-reduce framework, see e.g. [HM04, BEL13, HJLW18, FGS + 13, FRS19, CPP19].
Coresets have been extensively studied in Euclidean spaces, and for sake of brevity, we only mention a few notable results. For (k, z)-Clustering in R d , Feldman and Langberg [FL11] construct an ε-coreset of size O( k ε 2z ·d), and this result was recently generalized to doubling metrics [HJLW18] . For the special cases of k-Means and k-Median in R d , coresets of size independent of d and polynomial in k ε were devised recently by [BFL16] and [SW18] , respectively. For more information, see the surveys [AHV05, Phi16, MS18] and references therein.
Clustering in Graph Metrics
While clustering in Euclidean spaces is very natural and well studied, clustering in graph metrics is also of great importance and has many applications. For instance, clustering is widely used for community detection in social networks [For10] , and is an important technique for the visualization of graph data [HMM00] . Moreover, (k, z)-Clustering on graph metrics is one of the central tasks in data mining of spatial (e.g., road) networks [SL97, YM04] , and it has been applied in various data analysis methods [CZQ + 08, RMJ07].
Furthermore, several approximation algorithms have been designed for clustering in graph metrics. In general graphs (which is equivalent to general metrics), it is NP-hard to approximate k-Median within 1 + 2 e factor, and the state-of-art is a 2.675-approximation [BPR + 17]. For planar graphs and more generally graphs excluding a fixed minor, a PTAS for (k, z)-Clustering was obtained in [CKM19] based on local search, and it has been improved to be FPT (i.e. the running time is of the form f (k, ε) · n O(1) ) recently [CPP19] Despite the importance, coresets for graph clustering were not studied before, and to the best of our knowledge, the only known construction applicable to graph metrics are coresets for general n-point metrics [FL11] , that have size O( k ε 2z · log n). In contrast, as mentioned above, coresets for Euclidean spaces usually have size independent of n = |V | and sometimes even independent of the dimension d. Generally speaking, results for Euclidean spaces often do not extend easily to graph metrics, because embedding into a Euclidean space even series-parallel graphs would require (multiplicative) distortion Ω( √ log n) [NR02] . To fill this gap, we study coresets for (k, z)-Clustering on the shortest-path metric of a weighted graph G. Specifically, we confirm that the O(log n) factor is really necessary for general graphs, and show that the coreset size could be independent of n for some restricted yet general enough graph family -bounded treewidth graphs. Indeed, treewidth is a very well-studied parameter that measures how close a graph is like a tree [RS86, Klo94] . Several important graph families have bounded treewidth: trees have treewidth at most 1, series-parallel graphs have treewidth at most 2, and k-outerplanar graphs, which are an important special case of planar graphs, have treewidth O(k). In practice, treewidth is a good complexity measure for many types of graph data. A recent experimental study showed that real data sets in various domains including road networks of the US states and social networks such as an ego-network of Facebook, have small treewidth [MSJ19] .
Our Results
Our main result is a near-linear time construction of a coreset whose size has a linear dependence on tw(G) and is completely independent of n (the size of the data set). This significantly improves the generic O( k ε 2z · log n) size bound for general metrics [FL11] when the graph has small treewidth. Furthermore, the linear dependence on tw(G) is in contrast to the exponential dependence found in many algorithmic results. Theorem 1.1 (Coresets for (k, z)-Clustering; see Theorem 3.1). For every n-point edge-weighted graph G = (V, E), 0 < ε < 1, z > 0 and integer k ≥ 1, there exists an ε-coreset for (k, z)-Clustering on the shortest-path metric of G, with sizeÕ(
2 Furthermore, the coreset may be computed in timeÕ tw(G) (nk) with high probability.
Our coreset construction employs the importance sampling framework proposed by Feldman and Langberg [FL11] . A key observation of the framework is that it suffices to give a uniform upper bound on the shattering dimension (see Definition 2.2), denoted sdim v (M ), of the metric d weighted by any point weight v : V → R + . Our main technical contribution is a shatteringdimension bound that is linear in the treewidth regardless of weight v, and this implies the size bound of our coreset. Theorem 1.2 (Shattering Dimension; see Theorem 3.2). For every edge-weighted graph G = (V, E) and every point weight function v : V → R + , the shortest-path metric M of G satisfies sdim v (M ) ≤ O(tw(G)).
The shattering dimension of many important spaces was studied, including for Euclidean spaces [FL11] and for doubling spaces [HJLW18] . For graphs, it was shown that the shattering dimension of an K r -minor free graph (which includes bounded-treewidth graphs) is O(r) [BT15] for the unit weight function (v ≡ 1). 3 Our result strengthens this bound for the bounded-treewidth case, and we believe our techniques for dealing with general point weight function v will be useful for more general graph families, such as minor-free graphs.
Lower Bounds We complement our coreset construction with an information-theoretic size lower bound of Ω( k ε · tw(G)). (For the sake of presentation, we present our lower bounds for z = 1.) This matches the linear dependence on tw(G) in our coreset construction, and excludes potential improvement to O(log tw(G)) which would be "consistent" with the O(log n) upper bound for general metrics. This is also quite different from the Euclidean case, where there exists a coreset for k-Median with size independent of the dimension [SW18] . Moreover, regarding k and ε, it is not hard to prove an Ω( 1 ε ) bound or an Ω(k) bound (by folklore) separately, but it is nontrivial to get Ω( k ε ) bound which is a multiplication of the two. We also note that, because of FeldmanLangberg framework, our lower bound for coresets implies a shattering dimension bound: there exists a graph G = (V, E) and point weight v : V → R + , such that sdim v (M ) = Ω(tw(G)). Theorem 1.3 (Lower Bound w.r.t. Treewidth; see Theorems 4.1 and 4.2). For every 0 < ε < 1 and integer k, t ≥ 1, there exists a graph G with tw(G) ≤ t, such that every ε-coreset for k-Median in G has size Ω(
Previously, only very few lower bounds were known for coresets. For k-Center in d-dimensional Euclidean spaces, it was known that size Ω(
Recent work [BJKW19] proved an Ω(log n) lower bound for simultaneous coresets in Euclidean spaces, where a simultaneous coreset is a single coreset that is simultaneously an ε-coreset for multiple objectives such as k-Median and k-Center. However, no lower bounds for (k, z)-Clustering were known. In fact, even the O(log n) factor for general metrics was not justified. Since our hard instance in Theorem 1.3 consists of O( k ε · 2 t ) vertices, it readily implies for the first time that the O(log n) factor is optimal for general metrics, which motivates considering restricted graph families. Note that we require the coreset to use data points only, which is a natural setting in graphs. However, a "continuous" setting, where the coreset could use interpolated points along an edge, also makes sense in many graph families, such as trees or weighted path graphs. We show that even if the coreset is given this extra power, the coreset size cannot be reduced significantly, even on weighted path graphs that have treewidth (and actually pathwidth) 1. This continuous setting for V ⊆ R is equivalent to the well-studied Euclidean setting in one dimension, in which coresets could use points in the ambient space. While this lower bound still has a gap of at least 1 √ ε from the known upper bounds [HK07] , it is in fact the first nontrivial lower bound for the Euclidean setting. Technically, allowing coresets to use points other than data points is challenging for proving lower bounds, and we believe our new techniques may lead to tight lower bounds in Euclidean spaces.
Applications
FPT-PTAS for k-Median As an application of our coreset, we give a simple, near-linear time, fixed parameter tractable PTAS (FPT-PTAS) for k-Median in bounded treewidth graphs, parameterized by k and the treewidth. This is a straightforward application of a coreset, on which we implement a naive brute-force algorithm: enumerate all the k-partitions of the coreset points, and find the optimal 1-Median center for each part. Corollary 1.6 (FPT-PTAS for k-Median). There exists an algorithm for k-Median that given an n-point edge-weighted graph G, 0 < ε < 1 and integer k ≥ 1, computes a (1 + ε)-approximate solution with constant probability, in time
Even though the dependence on k is exponential, the dependence on n is only linear. This offers an alternative trade-off compared with existing algorithms whose running time have tw(G) in the exponent of n: the only known exact algorithm was presented in [DNP18, DDNP16] (which also solves a more general problem called k-Minimum Storage Problem), whose running time
, and recently a PTAS with running time poly(k,
was given in [CKM19] (which also works for more general minor-free graphs). Our algorithm outperforms the existing algorithms when k is small.
Graph Clustering in a Distributed Setting As another application, we consider distributed construction of a coreset. Previously, the distributed setting was studied in [BEL13] for Euclidean spaces; in their problem there are m sites where each site s i holds a subset of points V i ⊆ R d , and their goal is to compute a coreset for ∪ m i=1 V i using minimal communication with a coordinator site. We consider a natural analogue in a graph G = (V, E), where each site s i holds a subset V i ⊆ V and its induced subgraph G i = G[V i ], but not the entire graph G. We further assume that every s i knows tw(G), and require locality of distances: distances computed inside G i equal those in G, i.e., no x, y ∈ V i have a shorter path visiting outside of V i . As a concrete example, consider clustering in a tree network, perhaps to find locations for storage or caching. Suppose every site holds a disjoint subtree and does not know the entire tree. However, the sites do know the network is a tree (tw(G) ≤ 1), which guarantees the locality of distances.
To overcome the limited knowledge of each site s i , we show (in Corollary 3.15) a slight modification to our coreset construction, which guarantees that the objective is preserved even if potential centers come from a bigger graph than G i , which in our setting will be the entire unknown graph G. This modification only requires the site to know G i and tw(G), and that the locality of distances is satisfied. Therefore, to construct a coreset in a distributed manner, every site s i could run this modified algorithm, and send the resulting ε-coreset D i to the coordinator, who will then output their union ∪ m i=1 D i . It is well-known that coresets are composable, and thus the output is a correct ε-coreset of ∪ i V i . And the total communication for say k-Median (z = 1) will beÕ(m · k 2 ε 2 · tw(G)) words.
Technical Contributions
Shattering Dimension As mentioned above, we use the Feldman-Langberg framework [FL11] to construct the coreset, which requires to bound the shattering dimension sdim v (M ) for the metric space M (V, d) with respect to any point-weight function v : V → R + . Roughly speaking, the shattering dimension measures the combinatorial complexity of the distance function, and it requires that for every subset of V , the number of ways this subset is intersected by v-weighted metric balls is bounded (see Definition 2.2). Here, a v-weighted metric ball with center x ∈ V and radius r ≥ 0 is defined as B v (x, r) := {y ∈ V : v(y) · d(x, y) ≤ r}. It is known that the shattering dimension of a K r -minor free graph under unit weight (v ≡ 1) is O(r) [BT15] , and this implies also an O(tw(G)) bound. However, their analysis for the unit-weight case crucially relies on the "continuity" of a metric ball, which unfortunately does not hold for general weights. This issue may be illustrated in a path graph: a unit-weight ball in a path is always a contiguous interval, but under a general weight v the ball could be an arbitrary subset of points. For instance, in a simple path on V = {0, 1, . . . , n}, for a center x = 0 and radius r = 1, every point y ≥ 1 can be made inside or outside of the ball B v (x, r) by setting v(y) = 1 y or v(y) = 2 y . We introduce novel techniques to bound the shattering dimension with respect to a general weight v : V → R + (Theorem 1.2). We start by showing a slightly modified balanced-separator theorem (Lemma 3.5), through which the problem of bounding the shattering dimension is reduced to bounding the complexity of bag-crossing shortest paths for every bag. A well-known fact is that every bag {s i , . . . , s m } ⊆ V in the tree decomposition is a vertex cut of size m = O(tw(G)), and this leads to an important observation: if x and y belong to different components after removing this bag, then every path connecting x with y crosses the bag, and hence
Now suppose we fix x ∈ V and let y vary over V ; then we can write d(x, ·) as a min-linear function (which means the minimum of m linear functions) f x : R m → R + , whose variables are
; notice that the terms d(x, s i ) are constant with respect to y.
This alternative view of distances enables us to bound the complexity of shortest-paths, because the functions {f x } x all have common variables {z i = d(s i , y)} i∈ [m] in real domain (instead of variables in V ), and more importantly, the domain of these functions has low dimension m = O(tw(G)). Furthermore, the min-linear description also handles weights because v(x) · f x is min-linear too. Finally, in a technical lemma (Lemma 3.6), we relate the complexity of a collection of min-linear functions of low dimension to the arrangement number of hyperplanes, which is a well-studied quantity in computational geometry.
Lower Bounds We develop new methods for proving size lower bounds for coresets. For the graph setting (Theorem 1.3), where coresets must use points from the data set, we construct an instance in which for every small coreset D, there must be two centers whose objectives (i.e., of the two centers) are the same when evaluated on the coreset D, but very different (namely, multiplicatively by more than 1+ε) when evaluated on the input data, and this yields a contradiction to the ε-coreset guarantee.
For the continuous setting of path graphs (Corollary 1.4), where coresets may use any point on the real line (which is equivalent to a one-dimensional Euclidean space), it is difficult to pick the above mentioned two centers, and we need a new idea, illustrated henceforth for the case k = 1. The key observation is that the objective function f (c) := cost 1 (V, c) is piece-wise linear with O(n) pieces with respect to c, and similarly for a coreset D the objective g(c) := cost 1 (D, c) is piece-wise linear with O(|D|) pieces. The ε-coreset guarantee is equivalent to g(c) ∈ (1 ± ε)f (c) for all c ∈ R, which requires the function g (of few pieces) to well approximate f (of many pieces). Our technical lemma (Lemma 4.6) shows a data set V ⊆ [−1, 1] such that f ensembles a quadratic function, which cannot be approximated well enough using any g with few pieces, and this yields a contradiction to the ε-coreset guarantee.
Related Work
Coresets for clustering in Euclidean spaces R d have been well studied. [HM04] constructed the first strong coreset for both k-Median and k-Means with an exponential size dependence on d. [Che09] improved the dimensionality dependence to be polynomial for both k-Median and k-Means. [FSS13] designed coresets for k-Means with size independent of d. [SW18] generalizeed this result to k-Median. Recently, coreset for generalized clustering objective receives attention from the research community, for example, [BJKW19] obtained simultaneous coreset for Ordered k-Median. For another special case z = ∞, which is the k-Center clustering, an ε-coreset of size O(k/ε d ) can be constructed in near-linear time [AP02, HP04] .
Many NP-hard graph optimization problems may be solved in polynomial time or even linear time in bounded treewidth graphs, including maximum independent set, hamiltonian path and chromatic number [BLW87, AP89, Bod97] . The main approach to solving these problems is dynamic programming. Generally, Courcelle's Theorem [CM92] states that any graph optimization problem that can be described by Monadic Second-Order Logic is solvable in linear time in bounded treewidth graphs.
Preliminaries
Definition 2.1 (Tree Decomposition and Treewidth). A tree decomposition of a graph G = (V, E) is a tree T with node set V, such that each node in V, called a bag, is a subset of V , and that the following holds.
2. ∀u ∈ V , the nodes of T that contain u form a connected component in T .
3. ∀(u, w) ∈ E, ∃S ∈ V, such that {u, w} ⊆ S.
The treewidth of a graph G, denoted as tw(G), is the smallest integer t, such that there exists a tree decomposition with maximum bag size t + 1.
A nice tree decomposition is a tree decomposition such that each bag has a degree at most 3. 4 It is well known that there exists a nice tree decomposition of G with maximum bag size O(tw(G)) [Klo94] .
Shattering Dimension As mentioned above, our coreset construction employs the FeldmanLangberg framework [FL11] . A key notion in the Feldman-Langberg framework is the shattering dimension of a metric space with respect to a point weight function. Definition 2.2 (Shattering Dimension). Given a point weight function v : V → R + , the shattering dimension of M = (V, d) with respect to v, denoted as sdim v (M ), is the smallest integer t, such that for any H ⊆ V with |H| ≥ 2, it holds that
where B v (x, r) := {y ∈ V : d(x, y) · v(y) ≤ r} is the v-weighted ball centered at x with radius r.
Here, |{H ∩ B v (x, r) : x ∈ V, r ≥ 0}| is the number of ways that H is intersected by all weighted balls. We remark that our notion shattering dimension is tightly related to the well-known VCdimension (see for example [KV94] ). In particular, let B v := {B v (x, r) : x ∈ V, r ≥ 0} be the collection of all v-weighted balls, then the VC-dimension of the set system (V, B v ) is within a logarithmic factor to the sdim v (M ). In [BT15] , it has been shown that the VC-dimension of a K r -minor free graph with unit weight v = 1 is upper bounded by O(r), which also implies an O(r) bound for the shattering dimension (with unit weight v = 1).
Coresets for (k, z)-Clustering in Graph Metrics
In this section, we present a near-linear time construction for ε-coreset for (k, z)-Clustering in a graph metric, whose size is linear in the treewidth. This is formally stated in the following theorem.
Theorem 3.1 (Coreset for (k, z)-Clustering). For every n-point edge-weighted graph G(V, E), 0 < ε, δ < 1, z > 0 and integer k ≥ 1, there exists an ε-coreset for (k, z)-Clustering on the shortest-path metric of G, with size
. Furthermore, the coreset may be computed in time
with probability at least 1 − δ. Here, α(n) is the inverse of Ackermann's function.
Our construction is based on the Feldman-Langberg framework [FL11] . However, this framework is for Euclidean spaces and does not readily apply to our setting. For instance, it assumes oracle access to the distance function d, which is a non-trivial assumption in a graph metric. We fill in this gap and provide a modified Feldman-Langberg framework in Section 3.1. Finally, the key technical step required by this framework is a uniform shattering dimension bound for graph metrics with arbitrary point weights, and this is our main technical contribution, stated as follows and proved in Section 3.2. 
Employing the Feldman-Langberg Framework
Feldman and Langberg [FL11] proposed a general framework for constructing coresets via sampling, and in follow-up work, this framework was further improved so that the size of the coreset is smaller [BFL16] . The (improved) framework is summarized as follows.
and z ∈ R + . Suppose there exists a randomized c-approximation algorithm (c ≥ 1) for the (k, z)-Clustering problem on G with success probability at least 1 − δ/2 and running time T n . Then there exists a randomized algorithm that in O(n + T n ) time constructs a weighted subset D of size
such that D is an ε-coreset for the (k, z)-Clustering problem with probability at least 1 − δ.
For completeness, we prove the above theorem in Section A. We can then prove the main theorem (Theorem 3.1) by combining Theorem 3.2 and Theorem 3.3, as follows.
Proof of Theorem 3.1. We first show that there exists a randomized 2 O(z) -approximation algorithm for the (k, z)-Clustering problem on G. The first step is to construct a tree decomposition of G, which can be done in tw(G) O(tw(G) 3 ) n time using Bodlaenders algorithm [Bod96] . Based on the tree decomposition, we apply the sequential algorithm in [CZ00, Theorem 4.2] that constructs a distance oracle in O(tw(G) 4 · n) time, which can answer each query d(x, y) for x, y ∈ V in O(tw(G) 4 · α(n)) time. With this distance oracle, we can apply the successive sampling algorithm [MP04, Theorem 1] and achieve a 2 O(z) -approximation solution for the (k, z)-Clustering problem, with success probability at least 1−δ/2 and running time O tw(G) 4 α(n)(nk + n log(n/δ) + k 2 log 2 n + log 2 (1/δ) log 2 n) .
Overall, the running time of constructing a 2 O(z) -approximation solution is
which completes the proof of running time in Theorem 3.1.
For the coreset size, we only need to plugin the fact that c = 2 O(z) and sdim max = O(tw(G)) (Theorem 3.2) to Theorem 3.3. It completes the proof. Proof. Fix a point weight v : V → R + . We bound the shattering dimension by verifying the definition (see Definition 2.2). Fix a subset of points H ⊆ V with |H| ≥ 2. By Definition 2.2, we need to show
Bounding the Shattering Dimension
We interpret this as a counting problem, in which we count the number of distinct subsets H ∩ B v (x, r) over two variables x and r. To make the counting easier, our first step is to "remove" the variable r, so that we could deal with the center x only.
Relating to Permutations For x ∈ V , let π x be the permutation of H such that points y ∈ H are ordered by d(x, y) · v(y) (in non-increasing order) and ties are broken consistently. Since H ∩ B v (x, r) corresponds to a prefix of π x , and every π x has at most |H| prefixes, we have
Hence it suffices to show
Next, we divide the graph (not necessarily a partition) into O(|H|) parts using the following structural lemma of bounded treewidth graphs, so that each part is "simply structured". We prove the following lemma in Section 3.3.
Lemma 3.5 (Structural Lemma). Given graph G(V, E), and H ⊆ V , there exists a collection S ⊆ 2 V of subsets of V , such that the following holds.
1. A∈S A = V .
|S| ≤ O(|H|).

For each A ∈ S, either |A| ≤ O(tw(G)), or i) |A ∩ H| ≤ O(tw(G)) and ii) there exists P ⊆ V with |P | ≤ O(tw(G)) such that there is no edge in E between A and V \ (A ∪ P ).
Let S be the collection of subsets asserted by Lemma 3.5. Since A∈S A = V , and that |S| ≤ O(|H|), it suffices to count the number of permutations for each part. Formally, it suffices to show that
Counting Permutations for Each A ∈ S The easy case is when |A| ≤ O(tw(G)):
Then we focus on proving Inequality (4) for the other case, where i) |A ∩ H| ≤ O(tw(G)) and ii) there exists P ⊆ V with |P | ≤ O(tw(G)) such that there is no edge between A and V \ (A ∪ P ), by item 3 of Lemma 3.5. Now fix such an A. Let H A := H ∩ A, and let Q :
tw(G)) and |P | ≤ O(tw(G)), we have |Q| ≤ O(tw(G)). So m = O(tw(G)).
Since there is no edge between A and V \ (A ∪ P ), for x ∈ A and y ∈ H, we know that We also rewrite π x under this new representation of distances. For a ∈ R m , define τ a as a permutation of H that is ordered by v(y) · f y (a), in the same rule as in π x (i.e. non-decreasing order and ties are broken consistently as in π x ). Then we have
Thus, it remains to analyze |{τ a : a ∈ R m }|. We bound this quantity via the following technical lemma, which describes the complexity of a collection of min-linear functions with bounded dimension. Its proof appears in Section 3.4. • f i : R l → R, and
For x ∈ R l , let σ x be the permutation of [s] such that i ∈ [s] is ordered by f i (x) (in non-increasing order), and ties are broken consistently. Then
Applying Lemma 3.6 with s = |H|, l = m and the collection of min-linear functions {v(y) · f y : y ∈ H}, we conclude that
This proves the theorem.
Proof of the Structural Lemma
Lemma 3.7 (Restatement of Lemma 3.5). Given graph G(V, E), and H ⊆ V , there exists a collection S ⊆ 2 V of subsets of V , such that the following holds.
|S| ≤ O(|H|).
3. For each A ∈ S, either |A| ≤ O(tw(G)), or i) |A ∩ H| ≤ O(tw(G)) and ii) there exists P ⊆ V with |P | ≤ O(tw(G)) such that there is no edge in E between A and V \ (A ∪ P ).
Proof. Let T be a nice tree decomposition of G(V, E). For a subtree T ⋆ of T , let V (T ⋆ ) be the union of points in all bags of T ⋆ . For a subset of bags B of T ,
• Define T \B as the set of subtrees of T resulted by removing all bags in B from T ;
• for T ⋆ ∈ T \B , define ∂ B (T ⋆ ) ⊆ B as the subset of bags in B via which T ⋆ connects to bags outside of T ⋆ ;
Given a nice tree decomposition T , we have the following theorem for constructing balanced separators, which will be useful for our graph partition.
Theorem 3.8 (Balanced Separator of A Tree Decomposition [RS86] ). Suppose T ⋆ is a subtree of T and w : V → {0, 1} is a point weight function. There exists a bag S in T ⋆ , such that any subtree
). The first step is to construct a subset of bags that satisfy the following nice structural properties.
Lemma 3.9. There exists a subset of bags B = B H of T , such that the following holds.
|B| = O(|H|).
For every S ∈ B, |S| = O(tw(G)).
For every
Proof. The proof strategy is to start with a set of bags B 1 such that items 1, 2 and 4 hold. Then for each T ⋆ ∈ T \B , we further "divide" it by a few more bags, and the newly added bags B 2 combined with B 1 would satisfy all items.
To construct B 1 , we apply Theorem 3.8 which constructs balanced separators. The first step of our argument is no different from constructing a balanced separator decomposition, expect that we need explicitly that each separator is a bag of T . We describe our balanced separator decomposition in Algorithm 1 which makes use of Theorem 3.8.
Define w : V → {0, 1} as w(u) = 1 if u ∈ H and w(u) = 0 otherwise. Call Algorithm 1 with (T , w), and denote the resulted bags as B 1 , i.e. B 1 := Balance-Decomp(T , w). 
; // recursively decompose the subtrees using the updated weight w ′ (where weights of S are removed)
Analyzing B 1 We show B 1 satisfies Items 1, 2 and 4.
• Item 2 is immediate, since B 1 is a set of bags.
• Since T is a nice tree decomposition, each recursive invocation of Algorithm 1 creates at most two new subtrees, and each subtree has its weight decreased by 1 3 (by Theorem 3.8). Moreover, the initial weight is |H|, and the recursive calls terminate when the weight is O(tw(G)) (see Line 2), we conclude |B 1 | = O(|H|), which is item 1.
• Because of the observation in the comment of Line 5, w(V (T ⋆ )) in Line 2 is exactly V \B 1 (T ⋆ )∩ H, which implies item 4.
We further modify B 1 so that item 3 is satisfied. The modification procedure is listed in Algorithm 2. Roughly speaking, we check each subtree T ⋆ ∈ T \B 1 , and if it violates item 3, we add more bags inside T ⋆ , i.e. B ⋆ in line 6, so that |∂ B 1 ∪B ⋆ (T ⋆ )| ≤ 2. This modification may be viewed as a refinement for the decomposition defined in Algorithm 1.
Call Algorithm 2 with (T , B 1 ), and let B 2 := Boundary-Reduction (T , B 1 ). We formally analyze B := B 1 ∪ B 2 as follows.
Analyzing B := B 1 ∪ B 2 Item 2 follows immediately since both B 1 and B 2 are sets of bags. Now consider an iteration of Algorithm 2 on T ⋆ ∈ T \B 1 . By the definition of B ⋆ , we know that T ⋆ \(B 1 ∪B ⋆ ) contains paths only (each having two boundary bags). Hence each subtree T ′ ∈ T ⋆ \(B 1 ∪B ⋆ ) satisfies |∂ B 1 ∪B ⋆ (T ′ )| ≤ 2. Since Algorithm 2 runs in a tree-by-tree basis, we conclude item 3.
Still consider one iteration of Algorithm 2. By using item 2 of the definition of the tree decomposition, we have that for every
Combining this with the fact that B 1 satisfies item 4 (as shown above), we conclude that B also satisfies item 4. Finally, by the fact that the number of nodes of degree at least 3 is at most the number of leaves, we conclude that
where the last inequality is by the degree constraint of the nice tree decomposition. Therefore, |B| ≤ |B 1 | + |B 2 | ≤ O(|H|), which concludes item 1. This finishes the proof of Lemma 3.9.
Suppose B is the set asserted by Lemma 3.9. Let S := B ∪ {V \B (T ⋆ ) : T ⋆ ∈ T \B }. It is immediate that A∈S A = V . By item 1 of Lemma 3.9 and the degree constraint of the nice tree decomposition T , |T \B | = O(|H|). Hence, |S| ≤ O(|H|).
By item 2 of Lemma 3.9, we know for every A ∈ B, |A| ≤ O(tw(G)). Now consider T ⋆ ∈ T \B , and let A := V \B (T ⋆ ) ∈ S. By item 4 of Lemma 3.9, |A ∩ H| ≤ O(tw(G)). Therefore, we only need to show there exists P ⊆ V such that |P | ≤ O(tw(G)) and there is no edge between A and V \ (A ∪ P ). We have the following fact for a tree decomposition. Fact 3.10 (A Bag is A Vextex Cut). Suppose T ⋆ is a subtree of the tree decomposition T , and S is a bag in T ⋆ . Then
• There is no edge between V \S (T ⋆ i ) and
Define P := S∈∂ B (T ⋆ ) S. By Fact 3.10 and item 3 of Lemma 3.9, we know that |P | ≤ O(tw(G)), and there is no edge between A and V \ (A ∪ P ). This finishes the proof of Lemma 3.5.
Complexity of Min-linear Functions
Lemma 3.11 (Restatement of Lemma 3.6). Suppose we have s functions f 1 , . . . , f s such that for every i ∈ [s],
• f i : R l → R, and
Proof. The proof strategy is to relate the number of permutations to the arrangement number of hyperplanes. The main tool that we use is the upper bound of the number of arrangements of hyperplanes. Specifically, as stated in [SU99, Theorem 2.2], p hyperplanes of dimension d can partition R d into O(p) d regions. At a high level, we start with "removing" the min in f i 's, by partitioning R l into linear regions in which f i (x)'s are simply linear functions. We bound the number of linear regions using the arrangement bound. Since f i (x)'s are linear functions in each linear region, we may interpret them as l-dimensional hyperplanes. Then, we bound the number of σ x 's that are formed by s hyperplanes of dimension l using the arrangement bound again. The lemma is thus concluded by combining the two parts. We implement the two steps as follows.
We call R ⊆ R l a linear region, if R is a maximal region satisfying that for all i ∈ [s], there exists j i ∈ [l] such that f i (x) = g ij i (x) holds for all x ∈ R. Observe that for each i ∈ [s] and j ∈ [l], the set of x ∈ R l such that f i (x) = g ij (x) may be represented by the intersection of at most l halfspaces of dimension l. (For example, when j = 1, the set is determined by g i1 (x) ≤ g i2 (x) and g i1 (x) ≤ g i3 (x) and . . . and g i1 (x) ≤ g il (x).) Hence, the boundaries of linear regions must be formed by those intersections. Therefore, the number of linear regions is upper bounded by O(sl) l using the arrangement number bound.
Suppose R ⊆ R l is a linear region. Then for any i ∈ [s], f i (x) (x ∈ R) may be interpreted as a l-dimensional hyperplane P i . Hence, any maximal subset S ⊆ R such that ∀x, y ∈ S, σ x = σ y , is a (convex) region whose boundaries are formed by the intersection of (any two of) the hyperplanes P i 's (noting that the intersection is of dimension at most l). We call such S's invariant regions. Apply the arrangement number bound again, we can upper bound the number of invariant regions in a linear region by O(s) O(l) .
Note that invariant regions subdivide linear regions and each invariant region introduces exactly one permutation σ x . Therefore, we can upper bound the distinct number of permutations by the total number of invariant regions, i.e., σ x :
. This concludes the lemma.
Extensions to Other Settings
In this subsection, we show several extensions of Theorem 3.1.
Coresets for Point-weighted Graphs We first consider a setting that the input graph G(V, E) is not only edge-weighted but also point-weighted, i.e., each node x ∈ V has weight v(x) and the weighted (k, z)-clustering objective with respect to a k-subset C ⊆ V is
An observation is that we can construct an ε-coreset for point-weighted graphs of the same size and the same running time as in Theorem 3.1. The reason is that the Feldman-Langberg framework directly works for the point-weighted setting since it already requires to upper bound the shattering dimension for inputs with arbitrary point weights. We summarize this in the following corollary.
Corollary 3.12 (Coresets for Point-Weighted Graphs). For every n-point edge-weighted graph G(V, E) together with a point weight function v : V → R + , 0 < ε, δ < 1, z > 0 and integer k ≥ 1, there exists an ε-coreset for (k, z)-Clustering on the shortest-path metric of G, with size
with probability at least 1 − δ.
Coresets Allowing Out-graph Centers In Euclidean spaces, centers are allowed to be selected from the ambient space instead of restricting to the input data set. Similarly, we would like to relax the constraint C ⊆ V in the graph setting. Given a graph G(V, E) and a subset V ′ ⊆ V , we denote G[V ′ ] as the induced subgraph of G by V ′ . We give a generalized coreset notion as follows. 
Note that Definition 3.14 is equivalent to the usual coreset if letting F = V , and hence is a generalized definition. If F = V , the objective is to construct a coreset that also preserves clustering objectives whose centers are selected from the entire V . We also need the following condition.
Definition 3.14 (Locality of Distances). Given an edge-weighted graph G(V, E) with |V | = n and a subset F ⊆ V , we say G satisfies locality of distances with respect to F if distances computed inside G[F ] equal those in G, i.e., no x, y ∈ F have a shorter path visiting outside of F .
With locality constraints, we can show the existence of an ε-coreset for (k, z)-Clustering. This stronger construction is more flexible and is very useful in distributed settings. The proof can be found in Section B.
Corollary 3.15 (Coreset Allowing Out-of-graph Centers). For every edge-weighted graph G = (V, E) with |V | = n and a subset F ⊆ V such that G satisfies locality of distances with respect to F , and parameters 0 < ε, δ < 1, z > 0 and integer k ≥ 1, there exists an ε-coreset for (k, z)-Clustering on the shortest-path metric of G[F ], with size
Furthermore, the coreset may be computed in time
Size Lower Bounds
In this section, we present two information-theoretic size lower bounds for coresets in graphs. Our first result (in Section 4.1) is an Ω( k ε · tw(G)) lower bound for clustering in graphs, which matches the linear dependence on tw(G) in our coreset construction. We then study (in Section 4.2) the "continuous" setting, where coresets can use interpolated points along an edge, and we show an Ω(
) lower bound for k-Median in path graphs under this setting.
Lower Bound for Coresets in Graph Metrics
Our lower bound is actually split into two theorems: one for the tree case (tw(G) = 1) and one for the other cases (tw(G) ≥ 2). Ideally, we would use a unified argument, but unfortunately the general argument for tw(G) ≥ 2 does not apply in the special case tw(G) = 1 because some quantity is not well defined, and we thus need to employ a somewhat different argument for the tree case.
Theorem 4.1 (Lower Bound for Star Graphs). For every 0 < ε < 1 and integer k ≥ 1, for any z ≥ 1, any ε-coreset for (k, z)-Clustering on an unweighted star graph of 100k ε nodes has size Ω( k ε ).
Proof. Denote the root node of the star graph G = (V, E) by r and leaf nodes by
We first claim that w(r) ≤ W/2. Suppose x ∈ V \ (D ∪ {r}) is a leaf node that is not in D. We consider two center sets: one is to select k centers on r and the other one is to select k centers on x. Observe that cost z (V, r) = n and cost z (V, x) = 2 z (n − 1) + 1. Hence
This inequality implies that w(r) ≤ W/2. Next, we construct two center sets C 1 and C 2 . Let C 1 ⊆ V \ (D ∪ {r}) be a collection of k distinct leaf nodes that are not in D. Let C 2 be the collection of k nodes in D \ {r} with largest weights. By construction, we have that
By symmetry, cost z (V, C 1 ) = cost z (V, C 2 ). Then by the definition of coreset, we have
However, by Inequality (5), we have
which is a contradiction. This completes the proof.
Then we prove for the general cases with treewidth at least 2. Note that our worst-case instance works for all powers z ≥ 1.
Theorem 4.2 (Lower Bound for Graphs with Treewidth ≥ 2). For every 0 < ε < 1 and integers t, k ≥ 1, there exists an unweighted graph G = (V, E) with tw(G) ≤ t + 1, such that for any z ≥ 1, any ε-coreset for (k, z)-Clustering in G has size Ω( 
Define a special connection point u 0 to which all points of L ∪ R connect to (the specific way of connection is defined in the next paragraph).
The edge set is defined as follows. All edges are of weights 1. Connect all points in L ∪ R to
, and make T − 1 copies of each point in L, which we call shadow vertices: for each l 
We would then pick two subsets P i , Q i ⊆ [t] for each i ∈ S, which correspond to two points in R i and encode two subsets of L i , as in the following claim. 
Js }, and let J = {J 1 , . . . , J s }. Find the minimum cardinality P i such that item 1 and 2 holds: this is equivalent to find the smallest P ′ , such that (D ∩ L i ) ∪ P ′ / ∈ J . Such P ′ may be found in a greedy way: try out all 0-subsets, 1-subsets, .
, such greedy procedure must end after trying out O(1)-subsets and hence
Let Q i denote the set with the maximum cardinality such that item 1 and 2 holds. By a similar argument, we can prove that |Q i | ≥ t − O(1).
Based on this claim, we define C 1 := {r 
