In this paper, we investigate the mean squared derivative cost functions that arise in various applications such as in motor control, biometrics and optimal transport theory. We provide qualitative properties, explicit analytical formulas and computational algorithms for the cost functions. We also perform numerical simulations to illustrate the analytical results. In addition, as a by-product of our analysis, we obtain an explicit formula for the inverse of a Wronskian matrix that is of independent interest in linear algebra and differential equations theory.
Introduction

The mean squared derivative cost function
This paper is concerned with the analysis of the mean squared derivative cost function defined as follows:
C n,h (x 0 , x 1 , . . . , x n−1 ; y 0 , y 1 , . . . , y n−1 ) := inf
where x = (x 0 , . . . , x n−1 ) ∈ R dn , y = (y 0 , . . . , y n−1 ) ∈ R dn , the infimum is taken over all curves ξ ∈ C n ([0, h], R d ) that satisfy the boundary conditions (ξ, ξ ′ , . . . , ξ (n−1) )(0) = (x 0 , x 1 , . . . , x n−1 ) and (ξ, ξ ′ , . . . , ξ (n−1) )(h) = (y 0 , y 1 , . . . , y n−1 ).
Throughout this paper, h is a constant representing the final time. This cost function plays a central role in various practical applications and theoretical research. For the motivation of this paper, we now review some important literature here.
Literature review and motivation of the present paper
Applications in engineering and applied sciences. In the literature, the minimization problem (1) for n = 2, 3, 4, 5, 6 is respectively called the principle of minimum acceleration, jerk, snap, crackle, and pop; see for instance [25] . The minimal jerk principle was initially used to model velocity profiles generated by elbow movements [20] and later extended to trajectory prediction for reaching movements between visual targets in the horizontal plane and to curved and obstacle-avoidance movements [16] . Since then the minimal jerk principle and other mean squared derivative cost functions (1) have been found to be useful in the modelling and design of various real-world systems. Examples of such applications include motor control [15] , biometrics and online-signatures [4, 5] and robotics [17] , just to name a few. We refer to the mentioned papers and references therein for more information. Since the cost function has applications in many different contexts, a thorough analysis and computational method for the general case, i.e. with arbitrary n and boundary values x and y, would be useful. For instance, it can be pre-computed and embedded in a larger algorithm. However, in the literature there exist neither analytic formulas nor computational methods for the general case.
Question 1. Can one establish an explicit formula and an algorithm to compute the cost function C n,h for the general case?
Usage in theoretical research. The mean squared derivative cost functions also appear in theoretical research such as in partial differential equations theory and optimal transport theory. When n = 1, the function
is the fundamental solution of the diffusion/heat equation ∂ t u = ∆u. When n = 2, the function
where β d is a normalising constant, is the fundamental solution of the following ultraparabolic equation
where subscripts in ∇ x and ∆ y indicate that these differential operators act only on those variables. This equation was first studied by Kolmogorov [24] and then was Hörmander's starting point to develop the hypo-elliptic theory [21] .
The diffusion/heat equation and the above ultra-parabolic equation are special cases of the following hypo-elliptic equation
Equations of this type have been studied from various points of view such as trends to equilibrium [14] , Gaussian-estimates for the fundamental solution [8] , connections to particle systems and coarse-graining [10, 12, 7] . A natural question arises Question 2. Is
the fundamental solution of (4)?
In the optimal transport theory, the cost function C n,h between two points x and y in the Euclidean space R dn can be used to define a Monge-Kantorovich optimal transport cost function between two probability measures µ(dx) and ν(dy) on R dn as follows
where Γ(µ, ν) denotes the set of all probability measures on R dn × R dn having µ and ν as first and second marginals. The Monge-Kantorovich cost function is the central object in optimal transport theory with many applications in other fields of mathematics and economics; see for instance [26, 27] for nice expositions on optimal transport theory and its applications. In particular, for n = 1, C 1,h (x 0 , y 0 ) = 1 h |y 0 − x 0 | 2 and W 1 is the well-known Wasserstein distance. Wasserstein gradient flows, i.e., gradient flows of energy functionals with respect to the Wasserstein metric, form an important class of dissipative evolution equations, see for instance [23, 2] . When n = 2, C 2,h (x 0 , x 1 ; y 0 , y 1 ) = [22, 11] . In addition, W 2 has also been used in constructing variational schemes for other evolution equations such as the system of isentropic Euler equations [18, 28] and the compressible Euler equations [6] .
Question 3. Is Equation (4) a (generalised) gradient flow of the Boltzmann entropy with respect to the Monge-Kantorovich transport cost W n ?
We provide further discussions on the motivation of the present paper in Section 2.2.
The aim of the present paper
The aim of this paper is to address Question 1. We develop analytic and computational aspects. We show some qualitative properties of C n,h in Theorem 1.1; we provide an explicit analytical formula for C n,h in Theorem 1.2; and we present a computational method for C n,h in Theorem 1.3 and in Algorithm 5.1. Questions 2 and 3 will be answered in a companion paper [13] where, using analytical formulas in Theorem 1.2 and Theorem 1.3 of the present paper, we will prove that the function Φ defined in (5) is the fundamental solution of Equation (4) and show that this equation is indeed a (generalised) gradient flow of the Boltzmann entropy with respect to the Monge-Kantorovich transport cost W n via a variational approximation scheme.
Main results of the present paper
We now describe our main results. The detailed statements will be given in the subsequent sections. Our first result concerns the qualitative behaviour of the cost function as function of h and n. The full description and proof of this theorem are given in Theorem 2.1 in Section 2. Moreover, we also provide an interpretation of the cost function based on the theory of large deviations.
Our second theorem is an explicit analytical formula for the cost function.
Theorem 1.2.
The cost function C n,h has an explicit formula given by
where the vector b n (h) and the two matrices B n (h) and A n (h) are given explicitly in (20) , (24) and (19) respectively.
The proof of this theorem is given in Section 3.
The last theorem provides explicit formulas for the LU decomposition of A n and for A We prove this theorem in Section 4 (cf. Theorem 4.1). As we show there, the matrix A n (h) is a Wronskian matrix, which plays an important role in linear algebra and differential equations; hence, this theorem is of independent interest.
Organisation of the paper
The rest of this paper is structured as follows. In Section 2, we study some qualitative properties of the cost function C n,h . In Section 3 we provide an explicit formula for C n,h . The LU-decomposition of the matrix A is presented in Section 4. In Section 5 we provide an algorithm to compute the cost function and compute the expressions obtained for small n explicitly.
Qualitative properties of the cost functions
In this section, we provide the full description and proof of Theorem 1.1 on qualitative properties of the cost function, which characterises its behaviour as functions of n and h.
Behaviour of C n,h as a function of n and h
Theorem 2.1 (Qualitative properties of the cost function).
(Scaling property of the cost functions). It holds that
where the infimum is taken over the curves
(Monotonicity of the cost function). It holds that
Note the difference between the right-hand sides of (1) and (8) . In the former, the dependence on h appears in the interval of the integral, while in the latter, the dependence is moved to the boundary conditions. The pre-factor is also rescaled accordingly.
Proof. We first prove the first part. The assertion is simply followed from the change of variables: t →t := . Defineξ(t) := ξ(t) = ξ(ht). Then for any 0 ≤ k ≤ n we havẽ
Substituting this into the integral, we obtain
and the boundary conditions become
The assertion (8) then follows from these computations. Next we prove the second statement (9) . The minimizing problem (1) is of the form
where
. . , p n ) is positive, continuous and convex; the existence and uniqueness of a minimizer follows from the direct method in the calculus of variations. Let
This finishes the proof of the theorem.
The next lemma shows that among all the cost functions, only C 1,h is a distance in the Euclidean space R dn .
. . , y n−1 ) is always non-negative and it equals 0 if and only if
Proof. This Lemma is a direct consequence of the definition of C n,h . Obviously C n,h ≥ 0 and it is equal to 0 if and only if the optimal curve satisfies
i.e., it is a polynomial of order n − 1. This together with the boundary conditions imply (10).
Remark 2.3. Lemma 2.2 shows that
C n,h : R dn × R dn → [0, ∞) is not a distance when n ≥ 2
. It is not symmetric and does not satisfy the condition
C n,h (x 0 , . . . , x n−1 ; y 0 , . . . , y n−1 ) = 0 iff (x 0 , . . . , x n−1 ) = (y 0 , . . . , y n−1 ).
Interpretation of the cost function based on large-deviation principles and further discussions
In this section, we provide an interpretation of the cost function based on a small-noise large-deviation principle for a special system of stochastic differential equations (SDEs) and further discussion. We consider a system of n coupled oscillators, each of them moving vertically and being connected to their nearest neighbours, the last oscillator being forced by a random noise. Mathematically, the system is given by the following system of SDEs
where W (t) is a d-dimensional Wiener process. The parameter ε represents the amplitude of the noise. This system can be formally written as
where the subscript indicates the dependence on ε. Suppose further that initial and terminal points are imposed as in (2). Now we consider the small-noise limit of (13) . By the Freidlin-Wentzell theory and the contraction principle (see e.g. [9, Theorem 5.6.3]), the process (ξ ε ) ε>0 satisfies a large-deviation principle with a rate functional I given by
Up to a multiplicative constant, this rate functional is exactly the cost function C n,h (x, y) defined in (1).
In [8] the authors considered a more general system where the right-hand sides are general functions of variables
Equation (12) is a special (linear/Gaussian) case of (15) with In addition, in the case n = 2 the cost function C 2,h (particularly its explicit formulation) has also been used to construct variational approximation schemes for the Kramer equation [22, 11] , the system of isentropic Euler equations [18, 28] and the compressible Euler equations [6] . Based on the representation obtained in Theorem 1.2 of the present paper, in a companion paper [13] we provide an elementary proof for [8, Proposition 3.1] and extend [22, 11] to the forward Kolmogorov equation associated to (12) of which the Kramers equation is a special case.
Analytical formula of the cost functions
In this section, we prove Theorem 1.2 on the explicit formula for the cost function. Throughout the rest of the paper, all indices are numbered starting with zero.
Proof. of Theorem 1.2. We first recall the definition of a Wronskian matrix that will be used at several places later on. The Wronskian matrix W (f 1 , . . . , f n ) associated to n functions f 1 , . . . , f n of a single real variable (say time) in the class C n is defined by
so that the (i, j) th -entry of this matrix is f (i) j , which is the i th -order derivative of f j . The optimal curve ξ in the definition of the cost function C n,h satisfies the EulerLagrange equation
Therefore, it is a polynomial of order 2n − 1
The coefficients {a i } 2n−1 i=0 will be determined from the boundary conditions. The k th -order derivative of ξ can be easily computed as
Writing these equations for k = 0, . . . , n − 1 in matrix form, we obtain
. . .
where the matrices V n and A n depend on t and are given by
Note that V n (t) and A n (t) can be written in compact forms using the notation of the Wronskians V n (t) = W (1, t, . . . , t n−1 ), and A n (t) = W (t n , . . . , t 2n−1 ).
In particular, when t = 0, V n (0) = diag(1, 1!, 2!, . . . , (n − 1)!) is the diagonal matrix, and A n (0) = 0. It follows that
Similarly, when t = h, we obtain
Therefore, we have the following equation to define a n , ..., a 2n−1 ,
where the vector b n on the right-hand side is given by
The i-component of b n (h) can be computed explicitly using the definition of V n (h) as follows
To proceed, we use the following lemma, whose proof is given below.
Lemma 3.1. The matrix A n (h) is invertible.
Therefore, we can compute the coefficients a n , . . . , a 2n−1 from the matrix A n (h) and the vector b n .
On the other hand, by integrating by parts successively, we obtain
where we have used the fact that ξ (2n) (t) = 0 to obtain the last equality. Next we will compute the last expression using the relation (18) . It follows from (18) that
where A (n) n (t) is the matrix obtained from A n (t) by taking n th -order derivative of each entry of A n (t). The (k, i)
Other elements of A (n) n (t) are equal to 0. Therefore, we have
Other elements of D n (t) are equal to 0. It follows that
where the matrix
for all i 1 , i 2 = 0, . . . , n. Therefore, substituting this back to (21), we obtain
The right-hand side of (22) can be transformed further using the following lemma, whose proof is presented below.
Lemma 3.2. It holds that
where the matrix B n (h) is defined as follows
for all i 1 , i 2 = 0, . . . , n − 1.
Substituting (23) into (22), we obtain
with b n (h), A n (h) and B n (h) defined in (20) , (19) and (24) respectively. This establishes the statement of Theorem 1.2.
For completion, we now prove Lemma 3.1 and Lemma 3.2.
Proof. of Lemma 3.1. We recall that A n (h) can be written in terms of the Wronskian
According to [3, Lemma 1], we have
which is non-zero. This completes the proof of the lemma.
Proof. of Lemma 3.2. The equality (23) is interesting on its own. Below we will prove it using purely combinatorial techniques. The k th element on the left hand side of (23) is
So that the k th element on the right hand side of (23) is
To establish (23), we need to show that
We will show this by transforming the left-hand side . First we write it as follows
Now we transform further (I) and (II). We have
The term (II) can be transformed as follows.
We now show that the second term of (28) vanishes by showing that
As a consequence, (II) = −ξ (n−k−1) (0)(−1) k . Therefore, the left-hand side of (26) is equal to
which is exactly its right-hand side. This finishes the proof of Lemma 3.2.
Remark 3.3. We recall that the cost function C n,h is given by
We can show that the matrix B n (h)A
−1
n (h) is positive definite. Indeed, let z ∈ R dn be arbitrary. Then by definition of C n,h and from (29), we have
Then the positive definiteness of B n (h)A 
Therefore we can write
is a symmetric positive matrix.
Remark 3.4 (Alternative computations).
We can compute the cost function C n,h more directly as follows.
i,j=n with entries
Clearly K n (h) is symmetric. Then C n,h can be written as
where a = (a n , . . . , a 2n−1 ) T and b n (h) and A n (h) are defined in (24) and (19) respectively. The advantage of the formula derived in the previous section is that it involves A −1 n only one time and the matrix B n is triangular.
Remark 3.5 (Alternative representation using the scaling property). Using the scaling property in Theorem 2.1, the cost function can be written as follows
By analogous computations to (20) , the i-component of this vector is
LU decomposition of A n and A
−1 n
The analytical formulas for the cost functions obtained in the previous section involve the inverse of the matrix A n , which is a matrix of order n. In this section, we provide an explicit formula for the LU decomposition of A n and for A −1
n . For simplicity of notation, we leave out the dependence on h of A n (and hence L, U). We recall that A = W (h n , . . . , h 2n−1 ) is the Wronskian matrix associated to the polynomials {h n , . . . , h 2n−1 }, therefore the analysis of this section is of independent interest since the Wronskian matrix plays an important role in linear algebra and differential equations.
The main result of this section is the following theorem, which is summarised as Theorem 1.3 in the introduction. 
and
2. The inverse of A n is given by the product of the following two matrices:
Proof. We first prove the first statement about the LU decomposition of the matrix A n We will show that U −1 can be computed as follows:
otherwise.
In fact, we have
In other words, U −1 can be defined as in Eq. (33). Now we establish the formula for L.
We now simplify the expression above. Consider the function f (x) = x n (1 − x) j−1 . On the one hand, we have
Therefore,
It follows that
and by multiplying both sides of this equality with h j−k , we get
On the other hand, according to Leibniz formula, we have
It then follows that
which is the desired formula. This completes the proof of the first statement of the theorem. Now we will prove the second statement of the theorem. We will show that L −1 has the form as defined in (34).
If k > i, then we have Therefore, 
Finally when k = i, we have This finishes the proof of the theorem.
Numerical investigations
In this section, we provide an algorithm to compute C n,h using results from the previous section and compute the expressions obtained for small n explicitly. Step 2: Compute b n (h)
Step 3: Compute L Below we show B n (h),
n (h) and C n,h for n = 1, 2, 3, 4 computed using Algorithm 5.1. For simplicity of notation, we leave out the dependence on h of the matrices.
For n = 1.
For n = 2 (x 0 , x 1 , x 2 , x 3 ; y 0 , y 1 , y 2 , y 3 We observe that these cost functions satisfy a property that , which is in accordance with Lemma 2.1.
