We propose time-domain boundary integral and coupled boundary integral and variational formulations for acoustic scattering by linearly elastic obstacles. Well posedness along with stability and error bounds with explicit time dependence are established. Full discretization is achieved coupling boundary and finite elements; Convolution Quadrature is used for time evolution in the pure BIE formulation and combined with time stepping in the coupled BEM/FEM scenario. Second order convergence in time is proven for BDF2-CQ and numerical experiments are provided for both BDF2 and Trapezoidal Rule CQ showing second order behavior for the latter as well.
Introduction
The study of the acoustic scattering by a linearly elastic obstacle and its corresponding elastic response has been a subject of interest in both the mathematical and engineering community for some years now. In the case of time-harmonic regime, the study of the existence and uniqueness of solutions dates back at least to 1986 [21] . The well-posedness of several purely boundary integral formulations was analized in [24, 25, 31] by assuming that the scatterer had at least a boundary of class C 2 . Later on, in the 2000's, combined boundary integral and variational formulations were proposed in [26, 12] and proven to be well posed also for smooth scatterers. In these works the elastic response is modeled variationally and the unbounded acoustic scattering is treated with either a boundary integral equation or by introducing an artificial boundary where an absorbing condition is imposed. Recently, the more general case of a Lipschitz scatterer was dealt with in [7] within the framework of a variational formulation with a fictitious boundary.
On the computational side, the coupling of Boundary Elements and hp-Finite Elements was studied in [8] where the Burton-Miller equation is used to model the acoustic wavefield; the authors provide a posteriori error bounds aiming for an adaptive implementation. The fictitious boundary approach with finite elements has been thoroughly investigated in [33, 19, 20] and a DG-like implementation was carried out recently in [6] .
The transient regime, on the other hand, has not enjoyed so much attention -at least in the mathematical community-as its frequency-domain cousin. In [16, 17] the problem is posed in a slab-like unbounded domain imposing first order absorbing boundary conditions, while in [27] well-posedness is established for the coupled boundary integral/variational formulation also in a slab-like region. Within the engineering community, the time-domain case has attracted attention at least since 1991. Numerous approaches have been attempted without much theoretical justification but with satisfactory results. To cite some examples, BE/FE coupling with Convolution Quadrature was employed in [13] , BE/BE coupling using Newmark time integration was the preferred treatment in [32] and FE/FE coupling with an absorbing boundary condition and Newmark time integration were used in [18] . A comprehensive list of related work can be found in [37] .
The present work strives to fill the gap in the mathematical analysis of the time-domain wave-structure problem. It deals both with the pure boundary integral formulation -which arises naturally when dealing with homogeneous acoustic and elastic domains-and the combined boundary integral/variational treatment where integral equations are used only for the acoustic dynamics, being better suited for general elastic scatterers. The former case leads to a numerical treatment where only Boundary Elements are used for space discretizations while the latter is naturally suited for a coupled Boundary Element/Finite Element implementation.
Despite the fact that each formulation requires a very different numerical discretization, the techniques and tools required to carry out the theoretical study are surprisingly similar. Following [29, 36, 3] the analysis is done in the Laplace-domain aiming for a Convolution Quadrature treatment similar to that done for the purely acoustic case in [4, 14, 15] . We deal simultaneously with the continuous and discrete cases by posing the problems in a general closed subspace of the appropriate function spaces. Well-posedness is proved in the Laplace-domain via an equivalent exotic transmission problem for which a variational formulation is found. The resulting stability bounds are written carefully in terms of the Laplace parameter s in order to apply results from [35] which give explicit time-domain estimates. Error bounds in the time-domain are obtained following a similar approach for the semidiscrete problem. Full discretization and convergence estimates are given for the case of BDF2-CQ.
Finally, numerical experiments are carried out using Boundary Elements coupled with BDF2 and Trapezoidal Rule Convolution Quadrature for the BIE formulation and BE/FE with Trapezoidal Rule Convolution Quadrature for the boundary element part paired with Trapezoidal Rule time stepping for the elastic field. The results support the order of convergence predicted in the theoretical part of the paper.
A word on real and complex Sobolev spaces. Basic knowledge of Sobolev spaces H 1 (Ω), its trace space H 1/2 (∂Ω) and its dual H −1/2 (∂Ω) is assumed throughout. In everything that follows, the Sobolev spaces H 1 (Ω) and H ±1/2 (∂Ω) will be used with the same notation for real-valued and complex-valued functions. If, for instance, we take a subspace V ⊂ H 1/2 (∂Ω), we will understand that it is a subspace of the real-valued space H 1/2 (∂Ω), and that its complexification will be used whenever complex values are considered. Scripted parentheses will be used for real L 2 inner products of scalar, vectoror matrix-valued functions:
where in the latter the colon denotes the Frobenius inner product of matrices. When the functions take complex values, we will still use the parenthesis with this precise meaning and will explicitly conjugate quantities whenever needed. When we change the font describing a Sobolev or Lebesgue space from italic to boldface we mean the product space of d copies of the space. For example,
Homogeneous isotropic solids: BIE formulation
The PDE system. Let Ω − ⊂ R d be a bounded, not necessarily connected region, lying on one side of its Lipschitz boundary Γ, and let Ω + := R d \ Ω − be its unbounded complement. The unit normal vector field on Γ, exterior to Ω − , will be denoted ν. Our problem can be explained as follows: an incident acoustic field v inc arrives at an obstacle at time t = 0 and interacts with a homogeneous isotropic elastic body occupying Ω − . The elastic properties of the material are represented by the two Lamé parameters that define the structure of the linear stress tensor:
where I is the d × d identity matrix and u : Ω − → R d is the displacement field. This will be the only occurrence of the Lamé parameters (until we get to the section on numerical experiments), and we will use the Greek letters λ, µ to represent other quantities. Related to the stress tensor we can define the Lamé operator ∆ * u := ∇ · σ(u) and the normal traction on the boundary by t(u) := σ(u)ν. Before we give a rigorous mathematical formulation of the problem, let us start by writing the system of PDE with transmission conditions that we want to solve:
Here ρ f and ρ Σ are the respective constant densities of the fluid and elastic media, the t subscript denotes partial differentiation with respect to time, and ∂ ν is the normal derivative operator on Γ. This system is complemented with homogeneous initial conditions for u and v (and their time derivatives), and a causality condition that can be expressed as: for all t > 0, v ≡ 0 except in a bounded region (that changes with t). A derivation of this model can be found in [28] . Traces on the boundary. In order to properly define our concept of solution to (2.1), we will need some additional notation. Given u ∈ H 1 (R d \ Γ), we consider its interior, exterior, averaged, and difference traces:
d×d we define the weak interior and exterior traction fields using Betti's formula
These are elements of the dual space H −1/2 (Γ). From now on the Γ-subscripted angled bracket will be used to denote the duality product of
We will also define the average and jump of the normal traction as { {t(u)} } :
. Two sided traces (and normal derivatives) for scalar functions (with Laplacian in L 2 ) are similarly defined. The following two operators related to the normal vector field
will be used to give rigorous meaning to some elements appearing in the transmission conditions.
Weak form. For the sake of completeness we will now give the weak form of the equations (2.1). Note that all the estimates that we will produce will be developed using the Laplace transformed equations, and it will be only those equations that we will need to deal with rigorously. We look for a pair (u, v) of causal distributions, with values in the space
In (2.2), the upper dots are used for distributional differentiation and the parentheses in the right-hand sides tell where the distributions are compared. Full details on how to understand wave equations in the sense of vector-valued distributions can be found in [35] . Also, we have used α 0 and β 0 to denote general causal distributions with values in H −1/2 (Γ) and H 1/2 (Γ) respectively. Existence and uniqueness of solution to (2.2) can be proved with some additional constraints: we have to assume that the data and the solution are Laplace transformable with Laplace transforms defined in a subset of the form Re s > σ 0 for some σ 0 .
Laplace-transformed system. Let us now consider a slightly different problem. Now λ 0 ∈ H −1/2 (Γ) and φ 0 ∈ H 1/2 (Γ) are data, and we look for (u,
This problem will be studied for all s ∈ C + := {s ∈ C : Re s > 0}. The relation between (2.3) and (2. 
has a unique solution, which we write in terms of two linear operators, known as the single (S) and double (D) layer potentials
Associated to the potentials, we can define four integral operators
Calderón calculus for the elastic problem. In parallel to the definitions for the acoustic case, we can define the layer potentials and operators for the resolvent NavierLamé equations (Laplace transforms of the linear elasticity equations) by solving a transmission problem. For given (ϕ, η) ∈ H 1/2 (Γ) × H −1/2 (Γ) and any s ∈ C + , we find
and write the solution in terms of the data
by introducing the elastic layer potentials. Finally, we can define four integral operators
The boundary integral system. The boundary integral system equivalent to (2.3) is derived by choosing φ Σ := γ − u and φ f := γ + v as unknowns, using the representation formulas for v and u and finally imposing the transmission conditions. The process is quite standard and we will only sketch the main steps. We introduce the matrices of operators
, it is easy to show that by well-known properties of the boundary integral operators on Lipschitz domains (see the general theory in [34] 
For the sake of notational simplicity, we will write L(s)(φ, φ), understanding that the vector (φ, φ) is first transformed into a column vector and them left-multiplied by L(s).
is a solution of (2.3).
Proof. If (u, v) satisfies (2.3a)-(2.3b), then we have the representation formulas 6) and the boundary integral identities
Substituting (2.8) in (2.7) and adding the two equations in (2.7a) and the two in (2.7b) gives the integral equations (2.4). Reciprocally, let (u, v) be defined by (2.5) where (φ Σ , φ f ) solve (2.4). Since (u, v) are defined with potentials, it follows that (2.3a) and (2.3b) are satisfied. Applying the limit formulas (2.7) in (2.5), we see that
by the first equation in (2.4). This proves the first transmission condition (2.3c). Similarly (2.3d) is proved using the second equation in (2.4).
3 Numerical discretization of the BIE system
Stability of Galerkin semidiscretizations in space
Galerkin semidiscretization in space. We next consider a Galerkin discretization of the integral equations (2.4). Note that when returning to the time-domain (by taking inverse Laplace transforms) this is simply a Galerkin semidiscretization in space of the system of delayed integral equations whose Laplace transform is (2.4). Following [29] , the study of solvability for (2.4) is done at the same time as the study of Galerkin stability. We then choose two closed subspaces
For Galerkin semidiscretization, these spaces are taken to be finite dimensional. In the case of nondiscretization (analysis of well-posedness of (2.4)) we just take
The angled bracket is the duality product of H −1/2 (Γ) with H 1/2 (Γ). We can also write (3.1) in the very condensed form
where X • denotes the polar set of X, that is, the set of elements of the dual space that vanish on X. Following the same techniques of [29] we first rewrite the Galerkin equations (3.1) as an exotic transmission problem. Note that in the new transmission problem, the elastic and the acoustic fields are defined on both sides of the boundary.
Proposition 3.1 (Transmission problem for Galerkin equations). Let
Reciprocally, given a solution of (3.4) the functions
which proves (3.4c) and (3.4d). Finally, using the jump properties of the potentials, it is easy to verify that
which proves (3.4f) (see (3.2) ). Reciprocally, if we are given a solution of (3.4) and we define (φ h Σ , φ h f ) with (3.5), then by the representation formulas and (3.4c)-(3.4d), it follows that we can write the fields (u h , v h ) as in (3.3). We can then use (3.6) again and prove that (3.4f) implies (3.1).
The next step consists of finding a variational formulation for (3.4). This will be done in the space
which incorporates the only homogeneous essential transmission conditions of (3.4).
Proposition 3.2 (Equivalent variational formulation). Problem (3.4) is equivalent to finding
where
Proof. The definition of the normal traction for u and the normal derivative for v, plus simple algebraic manipulations, show that
From here it is clear that a solution of (3.4) satisfies (3.7). Reciprocally, if we have a solution of (3.7), testing with smooth functions with compact support in R d \ Γ, we can easily recover equations (3.4a) and (3.4b). Therefore, by (3.8) it follows that
for all (w, w) ∈ H h . The transmission conditions (3.4c), (3.4d), and (3.4f) follow from the simple observation that the map
is surjective.
The third step in the analysis is the proof of well-posedness of the variational problem (3.7). Following [29] , we define the energy norm
We will also write σ := Re s > 0 (for all s ∈ C + ) and σ := min{σ, 1}. To shorten some of the forthcoming expressions, we will denote:
Note that the energy norm and the first of the above norms are related by
Finally, the expression independent of h will be used to mean independent of the choice of the spaces Y h and Y h .
Proof. A simple computation shows that 11) and that
which proves well-posedness of (3.7) by the Lax-Milgram lemma. The estimate (3.10) is a direct consequence of (3.11) and (3.12), using (3.9) to relate the norms.
The final step wraps up the analysis by collecting information from the previous results.
Corollary 3.4. Equations (3.1) are uniquely solvable for all s ∈ C + and any choice of the closed spaces Y h and Y h . Moreover, if (u h , v h ) are defined using (3.3) from the solution of (3.1), the following bounds hold with C > 0 independent of h:
Proof. Propositions 3.1 and 3.2 relate the discrete integral system (3.1) to the variational problem (3.7), which is shown to be uniquely solvable in Proposition 3.3. The estimate (3.13a) follows from (3.10) and (3.9). Finally, the bound (3.13b) follows from (3.13a) and (3.5).
We end this section by noting that Corollary 3.4 implies the unique solvability of the semidiscrete equations that are obtained by taking the inverse Laplace transform of (3.1). They can also be translated into a time-domain estimate that bounds norms of the solution in terms of bounds for the data.
The effect of Galerkin semidiscretization
In this section we analyze the effect of space semidiscretization, that is, we estimate the difference between the solution of (2.4) and (3.1). The analysis follows a very similar pattern to the one displayed in Section 3.1. We start by writing the error equations:
(3.14)
We will develop the analysis in terms of the variables e h := u h − u and e h := v h − v, from which the error of the boundary unknowns can be recovered:
The potential representation for (e h , e h ) is obtained by subtracting (2.5) from (3.
3)
The proofs of the following results are quite similar to those of Propositions 3.1, 3.2, and 3.3. We will only point out the main differences.
Proposition 3.5. The error potentials e h := u h − u and e h := v h − v satisfy:
Reciprocally, given a solution of (3.17), the quantities defined in (3.16) satisfy (3.14)
Proposition 3.6. Problem (3.17) is equivalent to the variational problem:
We note that, in comparison with (3.7), problem (3.18) has homogeneous right-hand side but incorporates a side restriction (3.18a). This compares with how the conditions (3.4c)-(3.4d) have become homogeneous in (3.17c)-(3.17d), while the homogeneous condition (3.4e) is now non-homogeneous (3.17e).
Proposition 3.7. Problem (3.18) is uniquely solvable for any (φ Σ , φ f ) ∈ H 1/2 (Γ) and s ∈ C + . Moreover, there exists C > 0 independent of h such that
Proof. Using the definition of the bilinear form B (see Proposition 3.2) and (3.9), we can easily bound
By the energy identity (3.11), the fact that (e h + w, e h + w) ∈ H h , and (3.
Therefore, using (3.9)
|||(e h , e h )||| |s| ≤ C |s| 
Proof. The result is a direct consequence of Propositions 3.5, 3.6, and 3.7.
Using the results obtained in the previous two subsections it is possible to establish error estimates in the time-domain. Data will be taken in the Sobolev spaces 
where D 1 and D 2 depend only on Γ and
In a similar fashion, a combined application of [11, Theorem 7 .1] and Corollary 3.8, provides the following estimate for the errors of semidiscretization in time. Note that we are allowed to insert the best approximation operators in the right-hand side of the bound of Corollary 3.10 because the error produced by trying to compute the exact solution and the difference of the exact solution with its best approximation is the same. 
) and for all t ≥ 0 we have the bound
where Π h and Π h are the best approximation operators in Y h and Y h , and D depends only on Γ.
A fully discrete method
Full discretization with BDF2-CQ. A fully discrete method can be obtained by using any of the many Convolution Quadrature schemes. The reader is referred to [30, 5, 22] for the algorithmic description of multistep and multistage CQ schemes. We next give an estimate for the BDF2-based CQ method, based on the stability bound in the Laplacedomain obtained in Proposition 3.3 and [35, Proposition 4.6.1] (a slight refinement of one of the main convergence theorems in [30] ).
Proposition 3.11. Let = 6 and (λ 0 , φ 0 ) be causal problem data such that
It is important to note that the high-order regularity = 6 is only required to achieve optimal convergence of order κ 2 . For problem data with regularity as low as = 3, reduced convergence of order κ 3/2 is achieved (see [35] ).
General linear elastic materials: BEM-FEM
Going back to the system of equations (2.3), an alternate approach aiming for a finite element solution of the elastic wavefield and a boundary element solution of the acoustic wavefield is to use a direct boundary integral representation of the acoustic wave while keeping the partial differential equation for the elastic displacement in variational form. This approach is particularly well suited for the case of variable elastic density and Lamé coefficients, and also for heterogeneous anisotropic materials. In the following we assume that the stress is given by a linear law σ = C(x) ε, where for each x ∈ Ω − , C(x) is a linear operator that transforms symmetric matrices into symmetric matrices and satisfies ε : C(x)ε ≥ C 0 ε : ε for some positive constant C 0 , for every symmetric matrix ε and for almost every x ∈ Ω − . We also assume that the components of the tensor C are L ∞ (Ω − ) functions and that the solid density ρ Σ ∈ L ∞ (Ω − ) is strictly positive. The Navier-Lamé operator is now given by ∆ * u = ∇ · (Cε(u)) and the traction operator t is redefined accordingly as well.
The derivation employs standard arguments of boundary integral equations and is presented with careful detail in [27] , with the resulting equivalent system being
For notational convenience, we introduce the interior elastodynamic bilinear form in the Laplace-domain a(u, w;
so that the variational formulation of (4.1a)-(4.1b) reads
We note that the operator Nγw = γw · ν appears in this weak formulation, while N t will not be used any longer in this section. Since the language of this section is less heavy on the side of operators, we will keep the explicit form of the combined operator Nγ as a trace operator dotted with the normal vector field.
Galerkin semidiscretization in space
Just as in Section 3.1, the solvability and stablity of (4.1) are studied simultaneously. In order to do so, we define the closed subspaces
The following result establishes the connection between the discrete counterpart of problem (4.1) and a non-standard transmission problem. Note that the 'Finite Element' form is a discretization of the interior Navier-Lamé equation, and therefore, the elastic operator has been discretized, as opposed to what happens with the 'Boundary Element' counterpart, where only transmission conditions are discretized.
Proposition 4.1 (Transmission problem for Galerkin equations). If
(u h , φ h , λ h ) ∈ V h × Y h × X h satisfies the Galerkin equations a(u h , w; s) + s ρ f (φ h + φ 0 ), γw · ν Γ = 0 ∀w ∈ V h , (4.2a) −sγu h · ν + W(s/c)φ h + − 1 2 I + K t (s/c) λ h − λ 0 ∈ Y • h , (4.2b) 1 2 I − K(s/c) φ h + V(s/c)λ h ∈ X • h ,(4.
2c)
and
Conversely, given a solution of (4.4), the triplet
Proof. Equations (4.4b), (4.4c), and (4.4d) are simple consequences of the definition of v h and the jump relations of the double and single layer potentials. Moreover, using the definition of v h and the well known identities
it is easy to verify that (4.4e) and (4.4f) are just restatements of (4.2b) and (4.2c).
To prove the converse, note that (4.4b) and the definition of (φ h , λ h ) in (4.5) imply the integral representation (4.3). Then (4.2b) is equivalent to (4.4e) and (4.2c) is equivalent to (4.4f).
Proposition 4.2 (Equivalent variational formulation). Let
Proof. Let (u h , v h ) be a solution pair for (4.4). Then, for all w ∈ V h ,
after applying (4.4b) and (4.4f). Therefore, testing (4.4e) with [[γw] ] for w ∈ V h , and substituting the above, it follows that
However, the pair of equations (4.4a) and (4.7) are equivalent to (4.6).
To prove the converse statement, note that we need to show that a solution of (4.7) satisfies (4.4b), (4.4d), and (4.4e). Equation (4.7) applied to a general compactly supported
is the distributional form of (4.4b). Therefore, (4.7) (after integration by parts) implies
which, after some simple algebra, is shown to be equivalent to
However, the operator
• h is surjective, and therefore (4.8) is equivalent to (4.4d) and (4.4e).
For the analysis of (4.6), we need to redefine the energy norm
due to the fact that the elastic field is not handled with a potential representation and, therefore, it does not extend to the other side of the interface. Note that |||·||| 1 is equivalent to the H 1 (Ω − ) × H 1 (R d \ Γ) norm and that, similarly to (3.9),
Proposition 4.3 (Well-posedness). Problem (4.6) is uniquely solvable for any
Proof. It is straightforward to verify that where the constant depends only on ρ f and Γ. Hence, by (4.9) and the Lax-Milgram lemma, we have unique solvability of (4.6) and the following bound in the energy norm:
The estimate (4.10) can be easily derived from (4.13) and (4.9) and the fact that 
it can be shown that (4.11) follows from (4.10).
Semidiscretization error
We now study the difference between the solutions to the exact problem and their finite dimensional approximations. It is important to stress that u h − u / ∈ V h , and therefore we will not be able to write a transmission problem for the error u h − u in the style of (4.4). Instead, we will work with the difference
where P h : H 1 (Ω − ) → V h is an elliptic projection that will be defined below. We first need to introduce the finite dimensional space of rigid motions
From now on we will assume that M ⊂ V h . The operator P h is given by the solution of the problem
Using Korn's inequality it is easy to show that P h is well defined and that the approximation error u − P h u 1,Ω − is equivalent to the H 1 (Ω − )-best approximation on V h . In order to shorten notation, we will write
a(e h , w;
For this system there is a corresponding non standard transmission problem 
then the pair then (e h , e h ) is a solution of the transmission problem
solve (4.16).
Proof. Starting with a solution of (4.16), we see that equation (4.17b) is a consequence of the definition of e h , while (4.17a) follows readily from (4.16a), noting that (
The equations (4.17c) and (4.17d) can also be verified from the last observation, since
). Finally, using
we see that (4.16b) and (4.16c) imply (4.17e) and (4.17f). The proof of the converse statement is very similar.
Proposition 4.5. The system (4.17) is equivalent to the variational problem of finding
where the bilinear form A is defined in the statement of Proposition 4.2 and
Proof. The proof is very similar to the one of Proposition 4.2. Details are omitted.
Proof. The existence and uniqueness of the solution to (4.18) is proven in a way analogous to that used in Proposition 4.3. We will next prove a bound in the energy norm
The estimate (4.19) follows from (4.21) and (4.9). In order to get to (4.20) we make use of (4.21), the fact that
, and (4.14). To prove (4.21) we proceed as follows. We first obtain an upper bound for the bilinear form 22) by the same argument that was used in Proposition 3.7. Also
The constants in (4.22) and (4.23) depend only on the geometry. Now,
Since (e h , e h +w φ ) ∈ V h ×V h we can use (4.12), (4.18b), (4.22) , and (4.23) (i.e., coercivity, the variational equation, and boundedness of the bilinear form and right-hand side) to estimate
This bound, together with
(see (4.9) and (4.24)) prove (4.21).
Estimates in the time-domain
Using the bounds for the error operators derived in the previous section, we can prove explicit time-domain estimates. 
where D 1 and D 2 depend only on Γ.
To abbreviate the following statements, we will use the following shorthand for approximation errors
are orthogonal projections and P h is the elliptic elastic projection onto V h defined in (4.15). 
) is causal and we have constants D 1 and D 2 depending only on Γ such that for t ≥ 0
Full discretization with BDF2-CQ The purely boundary integral formulation treated in the first part of this paper lent itself naturally to a full discretization using one of the many Convolution Quadrature schemes for the time evolution. For the current variational/boundary integral formulation it would seem that an independent treatment with traditional time-stepping for the Finite Element part and Convolution Quadrature for the discretized boundary integral equations would be the best way to proceed, and for our computational implementation we will proceed in this fashion. However, it turns out that the separate application of time stepping and CQ to different parts of the system is equivalent to the application of CQ globally, as long as the time stepping method used for the FEM part coincides with the one giving rise to the CQ family used for the implementation (see [29, Proposition 12] , [23] ). This observation will allow us to analyze the fully discrete method as if the whole discretization were done with CQ.
We present results for the coupled schemes based on BDF2. In the following section we will show numerical experiments for BDF2-CQ and Trapezoidal Rule-CQ. (We note that the analysis of Trapezoidal Rule CQ was done by Lehel Banjai in [2] , although it does not give explicit behaviour of bounds with respect to t.) We will use (u h κ , v h κ ) to denote the fully discrete approximation of (u, v) using a CQ method with constant time-step κ. In parallel to the corresponding result in Section 3 (Proposition 3.11), the next estimate follows from the Laplace-domain estimates in Proposition 4.6 and an application of [35, Proposition 4.6.1] .
Proposition 4.9. Let = 6 and (φ 0 , λ 0 ) be causal problem data such that
Then, for t ≥ 0, it holds that
It is important to note that the high-order regularity = 6 is only required to achieve optimal convergence of order κ 2 . For problem data with regularity as low as = 3, reduced convergence of order κ 3/2 is achieved (see [35, Chapter 4] ).
Numerical Experiments
In this section, we show some experiments for fully discrete methods applied to the BEM and BEM/FEM formulations we have analyzed. For general ideas of what CQ timediscretization means and how it is used, we refer to [5, 22, 9] . Algorithms for BEM/FEM applied to acoustic transmission problems are explained in [23] .
Boundary integral method
In order to test the convergence properties of the implementation the following synthetic problem was solved in R 2 . The interior elastic domain will be the unit disk Ω − = {x : x 2 1 + x 2 2 < 1}, and its exterior will be the acoustic domain. If we let H(t) be a smooth approximation to the Heaviside function, then the elastic causal pressure wave
, and the cylindrical acoustic wave
0 (ıs|x|) L{H(t) sin(2t)} solve equations (2.2a) and (2.2b) respectively. Here L is the Laplace transform. In order for them to satisfy the entire IBVP (2.2), equations (2.2c) and (2.2d) were used to define the boundary data α 0 := ∂ ν v inc and β 0 := v inc .
The boundary data was sampled accordingly and the Laplace transformed equivalent system (2.4) was discretized in space with deltaBEM (the reader is referred to [10, 9] for further details on the computational aspects of deltaBEM), which can be considered as a Galerkin P 1 method with reduced quadrature, while Convolution Quadrature was used for time stepping on increasingly finer space/time discretizations with N space points and M time steps. The approximated solutions were then sampled in 20 random points on the circle of radius r = .7 for the elastic wave and r = 2 for the acoustic wave and compared against the exact solutions. The maximum difference in the final time
is used as the error measure. Trapezoidal Rule CQ and BDF2-CQ were both implemented and compared. Tables 1 and 2 summarize the results, while convergence plots can be seen in Figure 2 . In the simulations, the values λ = 9, µ = 15, ρ Σ = 1.5, ρ f = 1 and c = √ 5 were used, the final time was T = 5.
e.c.r. 
Coupled boundary-field method
The previous coupling scheme was implemented using P 3 /P 2 Boundary Elements for the acoustic wave field and P 3 Finite Elements for the interior elastic wavefield. The convergence studies were carried out using the rectangle [1, 3] × [1, 2] as the elastic domain, which was triangulated using Matlab-produced unstructured meshes. Known solutions were imposed for the interior and exterior problems; a plane pressure wave on the interior
, and a cylindrical acoustic wave on the exterior Table 2 : Relative errors and estimated convergence rates in the time-domain for the Trapezoidal Rule Convolution Quadrature with the same space discretization as in Table  1 : N represents the number of space discretization points, M is the number of timesteps. The errors are measured at the final time T = 5. where x 0 = (1.5, 1.5) is the location of the source of the cilyndrical wave, H(t) is a smooth approximation to the Heaviside function, and λ = 2, µ = 3 and ρ = 5. These two functions satisfy equations (2.3a) and (2.3b). In order to force them to solve the problem in question, the boundary data was manufactured using (2.3c) and (2.3b) as the definitions for (λ 0 , φ 0 ). The relevant information was sampled from the known solution, combined according to (2.3c) and (2.3b) and the resulting pair (λ 0 , φ 0 ) was then fed to the discrete system as boundary data.
The experiment was run with fixed FEM and BEM grids with h = 0.025 (maximum element area 3. BEM/FEM scheme with simultaneous space/time refinement. Polynomial degrees k = 1 and k = 2 were used.
Conclusions
We have presented stable fully discrete formulations for wave-structure scattering in the time-domain. The formulations are well suited for pure Boundary Element implementation or Boundary/Finite element coupling in the case of a general elastic scatterer. For time discretization a BDF2 Convolution Quadrature scheme was used as a basis for the analysis, but, as the numerical experiments show, the Trapezoidal Rule schemes present good global convergence properties.
The analysis presented in this work generalizes easily to the case of several scatterers or those with non simply connected geometries. The study of scattering by obstacles with more complex physical properties such as piezoelectrics is the object of current research and could be of interest in applications such as active noise reduction. Figure 4 : Simultaneous space/time refinements. Left: P 1 elements were used for the finite element solution and P 1 /P 0 elements for the boundary element solution. Right: P 2 elements were used for the finite element solution and P 2 /P 1 elements for the boundary element solution. Table 4 : Relative errors and estimated convergence rates in the time-domain for the Trapezoidal Rule Convolution Quadrature with P 1 /P 0 boundary elements and P 1 finite elements. h = 0.52 × 2 −N is the maximum lenght of the triangulation and M is the number of timesteps. Final time T = 1.5.
M/N E
A purely time-domain analysis, using the theory of evolution equations [11, 36, 35] might shed sharper convergence estimates, with less regularity required for the solution and better control of bounds with respect to the time variable. However, the wavestructure interaction problem cannot be written as a second order evolution equation for an unbounded operator, because of the presence of time derivatives in the transmission conditions and other possible avenues have to be explored. Table 5 : Relative errors and estimated convergence rates in the time-domain for the Trapezoidal Rule Convolution Quadrature with P 2 /P 1 boundary elements and P 2 finite elements. h = 0.52 × 2 −N is the maximum lenght of the triangulation and M is the number of timesteps. Final time T = 1.5.

