Abstract. The Gestalt laws of perceptual organization were originally conceived as qualitative principles, intrinsic to the brain. In this paper, we develop quantitative models for these laws based upon the statistics of natural images. In particular, we study the laws of proximity, good continuation and similarity as they relate to the perceptual organization of contours. We measure the statistical power of each, and show how their approximate independence leads to a Bayesian factorial model for contour inference. We show how these local cues can be combined with global cues such as closure, simplicity and completeness, and with prior object knowledge, for the inference of global contours from natural images. Our model is generative, allowing contours to be synthesized for visualization and psychophysics.
Introduction
While many aspects of Gestalt perceptual theory have not survived the test of time, their original taxonomy of distinct principles or "laws" of perceptual organization continues to form the backbone for psychophysical and computational research on the subject [1] . This longevity suggests that their taxonomy is in some sense the natural one.
In this paper, we explore the link between these classical principles and the statistics of natural images. In particular, we study the laws of proximity, good continuation and similarity as they relate to the perceptual organization of contours, and ask whether their distinction as separate principles may reflect statistical independence in the natural world.
In order to measure the statistics of contour grouping cues in natural images, we use computer vision algorithms to detect and represent local contour tangents [2, 3] (Fig. 1(middle) ). To demonstrate the accuracy of this representation we have invented a method for inverting our edge representation to compute an estimate of the original image [4] (Fig. 1(right) ).
Using this representation, we have developed software tools that allow human participants to rapidly trace the sequences of tangents they perceive as contours in natural images [5] (Fig. 1(left) ). These are then used to estimate the relevant statistics [6] .
In the next section we briefly develop the probabilistic framework for the paper. We then report results of a study of local principles for contour grouping, discuss implications, and demonstrate how these can be combined with global constraints for the inference of complete contours from natural images. 
A Probabilistic Model for Tangent Grouping
We let T represent the set {t 1 , ...t N } of tangents in an image, and let S represent the set of possible sequences of these tangents. We assume there exists a correct organization of the image C ⊂ S. A visual system may use a number of observable properties D to decide on the correctness of a hypothesized contour:
We are interested in how properties d αiαj ∈ D defined on pairs of tangents {t αi , t αi+1 } may influence the probability that a contour c = {t α1 , ..., t αn } is correct. We model contours as Markov chains, i.e. we assume conditional and unconditional independence of these d ij , and of the priors {t αi , t αi+1 } ∈ C. Then
The grouping of tangents t i , t j may be determined by multiple cues d k ij ∈ d ij , where k indicates the type of grouping cue. These are assumed to be independent when conditioned upon {t i , t j } ∈ C or {t i , t j } ∈ C.
In this paper, we are concerned with three local cues ( Fig. 3(left) ): proximity, good continuation and similarity (in intensity). Fig. 2(left) shows a log-log plot of the contour likelihood distribution p(r ij |{t i , t j } ∈ C), where r ij is the separation between tangents. For gaps greater Power laws generally suggest scale-invariance, which has been observed psychophysically for the action of proximity in the perceptual organization of dot lattice stimuli [7] . Oyama [8] modelled the perceptual organization of these stimuli using a power law, estimating exponents of b = 2.88 and b = 2.89 in two separate experiments. The striking agreement with our estimate (b = 2.92) suggests that the human perceptual organization system may be quantitatively tuned to the statistics of natural images.
Statistical Results

Proximity
We believe the falloff in probability for small gaps is due to the error of ±1 pixel we observe in localization of tangent endpoints. Simulated data generated from the power law model and corrupted by this localization error appears very similar to the real data we observed ( Fig. 2(left) ).
The random likelihood distribution p(r ij |{t i , t j } ∈ C) for the proximity cue is modelled by assuming a uniform distribution of tangents over the image (Fig.  2(middle) ). Having models of the likelihood distributions for both contour and random conditions, we can compute the posterior probability p({t i , t j } ∈ C|r ij ) ( Fig. 2(right) ).
Good Continuation
Using a first-order model of contour continuation (Fig. 3(left) ), the grouping of two tangents generates two interpolation angles − → θ ij , ← − θ ji which are strongly anti-correlated in the contour condition ( Fig. 3(middle) ). Recoding the angles into sum (
cues leads to a more independent and natural encoding (Fig. 3(right) We employed a generalized Laplacian distribution [9] to model the likelihood distributions for the good continuation cue, (Fig. 4) . The fit improves if we incorporate a model of the error in tangent orientation, estimated to have a standard deviation of 9.9 deg. The random likelihood distribution for the good continuation cues is modelled by assuming an isotropic tangent distribution. 
Similarity
In this paper we restrict our attention to contours that do not reverse contrast polarity. One obvious way of encoding intensity similarity is to consider the difference l j1 − l i1 in the intensity of the light sides of the two tangents t i , t j as one cue, and the difference l j2 − l i2 in the intensity of the dark sides of the two tangents as a second cue. However, the positive correlation between these two variables in the random condition ( Fig. 5(left) ) suggests an alternate encoding that forms a brightness cue b ij =l j −l i = (l j1 + l j2 − l i1 − l i2 )/2, measuring the difference between the two tangents t i , t j in the mean luminance of the underlying edge, and a contrast cue c ij = ∆l j − ∆l i = |l j1 − l j2 | − |l i1 − l i2 |, measuring the difference in the amplitudes of the intensity steps at the two tangents ( Fig. 5(middle) ). For brevity we omit the likelihood distributions for the similarity cues: Fig. 5(right) shows the posterior distributions. 
Discussion
Cue Independence
We have attempted to encode the Gestalt cues to maximize their independence, permitting a factorial model for perceptual organization. As a preliminary assessment of this idea, we compute the Pearson correlation coefficients between the absolute values of the cues in the contour condition. We find that correlations are relatively small (less than 0.1) except for the brightness/contrast correlation (0.54). However, the relatively weak statistical power of the contrast cue (see below) suggests it could be ignored without substantial loss in performance.
Statistical Power
We measure the statistical power of each Gestalt cue by the mutual information I(G ij , d ij ) between the cue and the decision of whether to group two tangents, normalized by the prior entropy H(G ij ) in the grouping decision ( Fig. 6(left) ). The proximity cue is seen to be the most powerful, reducing the entropy in the grouping decision by 75%. The combined power of the good continuation cues appears to be roughly comparable to the power of the similarity cues. We can also see that the parallelism cue is substantially more powerful than the cocircularity cue, and the brightness cue is much more powerful than the contrast cue. 
On the General Shape of the Distributions
Contour likelihood distributions and posteriors for all cues were found to be kurtotic, with long tails. Thus extreme values for these cues occur as generic events. Fig. 6 (right) shows sample contours generated using our factorial statistical model. While these contours are generally continuous and smooth, sudden gaps and corners occur fairly frequently. Generated sample contours allow us to visually evaluate the statistical information captured in the model, and can be used in psychophysical experiments to assess the tuning of human vision to natural images statistics.
Global Constraints and Applications
Closure
In order to reliably infer global contours, the local cues we have been studying must be augmented with global cues and constraints. One global cue known to be very powerful psychophysically is closure [10] (Fig. 7) . Fig. 8 demonstrates how this global constraint can be powerfully combined with local cues to yield interesting results. In each example, the most probable contour passing through a tangent on the lower lip of the model is estimated. The inference on the left uses an iterative mutual satisfaction algorithm. The middle result is the most probable contour of a given length. The right result uses a shortest-path algorithm to compute the most probable closed contour passing through the tangent [3] . Only the closure constraint yields useful results.
Prior Models
While most work on perceptual organization is focused on bottom-up computation, the human visual system likely uses higher-level, task-specific knowledge when it is available. A good example is guided visual search: a mental model of the search target may accelerate grouping in a cluttered display. In order to incorporate these ideas into algorithms, we need a rigorous way to combine probabilistic knowledge of the search target with more general probabilistic knowledge about grouping. We have recently demonstrated such a system in a geomatics application [11] . Given an approximate polygonal model of a lake boundary, and high-resolution IKONOS satellite data ( Fig. 9(left) ), we address the problem of computing a more detailed model of the lake boundary.
We wish to solve this problem in the contour domain, and thus infer the sequence of tangents that bounds the object. We use a number of object cues, such as the intensity on the dark side of the tangents (lakes in IKONOS imagery generally appear dark). In addition, we used global constraints of closure, simplicity (no self-intersections) and completeness (the model must account for the entire boundary). Neither the completeness nor the simplicity constraint can be incorporated into a shortest-path computation; we employ a probabilistic search method for this application. Fig. 9 (middle) shows how the object knowledge has reduced the complexity of the problem. Fig. 9 (right) shows an example result. We find that our algorithm improves the accuracy of the prior models by an average of 41%, and performs at the level of a human mapping expert [11] .
Conclusion
We have related the classical Gestalt laws of proximity, good continuation and similarity to the statistics of the natural world, and have argued that the utility of the Gestalt taxonomy of perceptual organization laws is due in part to their approximate statistical independence. We have developed a generative, parametric model for perceptual organization based upon natural image statistics, and have shown how this model can be used in combination with powerful global constraints to yield useful results for specific applications.
