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Abstract
The search for planets orbiting stars other than the Sun has led to the discovery of over one
thousand new worlds. The majority of these planets have been very large, Jupiter sized plan-
ets located very close to their host star. Transit surveys such as Kepler and SuperWASP monitor
thousands of stars looking for periodic dips in light caused by a planet passing between our
view point on Earth and their host star, blocking a fraction of the emitted star light.
One of the primary limitations in detecting a small, Earth sized planet comes from stellar
activity induced signals within the data collected by exoplanet missions. These signals can,
however, be used to our advantage. In this thesis, asymmetries in transit light curves are
exploited to reveal properties of both the planet and the host stars themselves.
An asymmetry in the near-ultraviolet transit light curve of WASP-12b, one of the largest
and hottest planets found to date is thought to be caused by the stellar wind interacting with
the magnetic field surrounding the planet. In this thesis, a model for such an interaction is
developed and is shown to be consistent with the observations, providing the first potential
evidence for the presence of a magnetic field around an exoplanet. The model is then ex-
tended to predict the shape of near-ultraviolet light curves around HD 189733b, another hot
Jupiter that orbits a very bright star. By looking at the variability in these transit light curves
over time, the evolution and structure of the stellar wind is investigated.
By tracking the position of bumps in the transit light curve, it is shown here that the data
collected by missions such as Kepler has the potential to reveal stellar butterfly patterns. Such
patterns are intrinsically linked with the stellar dynamo which governs the properties of the
stellar magnetic field.
Finally, the support of large-scale magnetic loops on young stars is investigated. These
loops trap large amounts of hot, dense material and so a rapid destabilisation could lead to a
flaring event, which could have devastating consequences for a nearby exoplanet.
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Introduction
The discovery of the first extrasolar planet, 51 Pegasi b, nearly twenty years ago, has opened
up an entirely new discipline within astronomy. The hunt for extrasolar planets has lead to
the discovery of over one thousand new worlds, orbiting a variety of stellar types. Initially, the
majority of the discovered planets were very large, Jupiter sized planets, located very close
to their host stars. Advances in technology and data reduction techniques have lead to the
detection of smaller exoplanets. Missions such as NASA’s Kepler space-based telescope have
revealed Earth sized exoplanets orbiting within the habitable zone of their host star. One of
the major hurdles in classing a planet as habitable arises from stellar activity from the host
stars.
Very active stars are expected to have more powerful winds than the solar wind. These
winds will impact with the planetary atmosphere and will likely cause the planet to lose it’s
atmosphere, rendering it inhabitable. Stellar activity induced signals also mask the presence
of very small exoplanets. An understanding of stellar activity and how it is manifest within
the signals from planet hunting missions is therefore critical when hunting for Earth sized
1
Chapter 1. Introduction
Figure 1.1: Continuum Image (left) and Magnetogram (right) of the Solar Disc taken with
Nasa’s Solar Dynamics Observatory. These images were obtained in January 2014 when the
Sun was in Solar maximum. The active region in the centre of the disc, AR 1944 was one of
the largest Sun spot groups in the current cycle.
extrasolar planets.
This thesis will investigate a variety of asymmetries in exoplanet transit light curves caused
by stellar activity in an attempt to reveal information about exoplanets and the host stars
themselves.
1.1 Stellar Activity and Magnetic Fields
1.1.1 The Solar Cycle
The most extensively studied star is our own Sun. Observations of solar activity date back to
the 17th-century, when Monks used pin-hole cameras to observe features on the Solar sur-
face. Technology has since advanced, and satellites such as NASA’s Solar Dynamics Observat-
ory (SDO) constantly monitor the Sun, providing a wealth of multi-wavelength photometry.
Figure 1.1 shows a continuum image of the Sun taken with SDO (left image) and also the cor-
responding magnetogram (right image). The continuum image clearly shows dark spots on
the Solar surface. The magnetogram shows that the spots correspond to magnetically active
regions on the Solar disc.
Long term monitoring of Sun spots have revealed that the spots are not randomly located
over the Solar disc. Rather, the distribution appears to be cyclic with a period of eleven years.
Figure 1.2 shows the fraction of the Solar disc covered in spots (as a function of latitude)
2
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Figure 1.2: Solar butterfly pattern adapted from Hathaway (2010). The image shows the
fractional coverage of the Solar disc by Sun spots as a function of time. The pattern is clearly
cyclic, repeating over an eleven year period.
against time (Hathaway, 2010). The distribution of Sun spots clearly shows that the spots are
restricted to two latitude bands on the surface of the Sun, one in each hemisphere.
At the start of each cycle, the spots appear at approximately ±35◦. As the cycle progresses,
the latitude of emergence moves towards the equator, culminating at a latitude of ±5◦. The
number of Sun spots on the surface of the Sun is not constant throughout the cycle, rather,
the maximum number of spots appears when the latitude of emergence is around ±15◦. This
is known as Solar maximum and occurs midway through the cycle. Solar minimum occurs
towards the end of the cycle and the start of the next cycle, at which point there may not be
any spots on the surface of the Sun. Then, after eleven years, the pattern repeats. The shape
of the Sun spot distribution has been called the “butterfly pattern”.
1.1.2 The Solar Magnetic Field
It was not until Hale (1908) took a spectrum of a Sun spot and compared it to a spectrum of
the quiescent Sun that it was realised that Sun spots are magnetically active. The observations
of Hale (1908) showed Zeeman splitting in the spectrum of a Sun spot that revealed the
presence of a magnetic field of approximately 3kG in strength from the spot. Section 1.1.5
explains Zeeman splitting in more detail.
After his discovery that Sun spots were magnetically active, Hale then set about trying to
determine if the Sun had a global magnetic field. He reported a preliminary finding in 1913
which was later confirmed in 1918 (Hale, 1913; Hale et al., 1918). Although he confirmed
the presence of a global magnetic field on the Sun, the origin of the field was still a mystery
to him. Hale found the strength of the field to be just a few Gauss, much weaker than the
corresponding Sun spot field strength. In 1924, Hale released his law on the polarity of sun-
spots; he found the polarity of leading and trailing spots (with respect to the direction of
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Figure 1.3: The two processes involved in the αΩ dynamo. The top panel shows how
differential rotation causes the magnetic field lines to wind around the equator of the star.
This process both stretches and strengthens the field lines. The bottom panel shows how
magnetic buoyancy causes field lines to rise up through the convection zone. Turbulence then
twists the field lines. This Figure is adapted with permission from William Ball, Imperial
College.
rotation of the Sun) in a spot group to be of opposite polarity and that the corresponding
spots in spot groups located in the other hemisphere of the Sun to also be of opposite sign
(Hale, 1924). This can clearly be seen in the Solar magnetogram (right image in Figure 1.1).
He also found that the polarity switched between Solar cycles. This lead to Hale believing
that the magnetic field in the Sun was poloidal in geometry and originating deep within the
Sun. Larmor (1919) put forward his theory that the magnetic field was induced by plasma
motions within the Sun. He reasoned that because the Sun rotates differentially, the poloidal
field will be sheared and will therefore produce field of opposite polarity in each hemisphere
of the Sun. This process later became known as the Ω effect.
This was by no means the end of the discussion on how the Solar magnetic field was
generated. Cowling (1933) showed that the theory put forward by Larmor (1919) was in-
correct and that it would not be possible for an axisymmetric magnetic field to sustain itself
against Ohmic dissipation. Fortunately, Parker (1955) provided a solution to the problem by
proposing that cyclonic twisting of the rising fluid elements could occur due to the Coriolis
force. This twisting would result in the break in axisymmetry required to maintain a global
magnetic field. This became known as the α effect. Together with Larmor’s theorem, the αΩ
dynamo became the favourite model for the generation of a global magnetic field on the Sun.
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Contributions from Babcock (1961) and Leighton (1964) result in the current model for
the αΩ dynamo. Figure 1.3 shows a schematic of the process involved in the αΩ dynamo. The
current understanding of how the Sun’s magnetic field is generated requires the Sun to have
a radiative core that is surrounded by a convective envelope. At the base of the convective
envelope, in a thin interface layer known as the tachocline, dynamo processes produce the
magnetic field. Extreme shearing of the field over the tachocline results in the field being
amplified (Spiegel & Zahn, 1992).
1.1.3 Stellar Magnetic Fields
Unlike the Solar case, we are unable to resolve the discs of other stars to directly infer the
presence of star spots and other tracers of magnetic activity; however, because stars rotate,
their spectral signatures become broadened. This allows information about the geometry of
features on the stellar surface to be recovered. This is known as Doppler Imaging. The spatial
resolution of Doppler Imaging is determined by the rotation rate of the star and the timing
between, and number of observations taken. The technique is particularly powerful for rapidly
rotating, cool stars where the contrast between star spots and the quiescent photosphere is
likely to be very large.
The first detection of a magnetic field on a star other than the Sun came from Babcock
(1947). Babcock found Zeeman splitting in the spectrum of the star 78 Vir, which is inclined
some 26◦ to our line-of-sight. From these observations, Babcock was able to determine that
the star had a polar magnetic field strength of approximately 1.5kG.
A new approach for detecting magnetic fields on stars was first put forward by Semel
(1989). Zeeman-Doppler Imaging (ZDI) was Semel’s solution to recovering the detailed struc-
ture of the magnetic field on stars. ZDI is a tomographic imaging technique that allows the net
large-scale magnetic field orientation and intensity to be reconstructed through a combination
of Zeeman splitting and the Doppler effect.
1.1.4 The Zeeman Effect
Before Zeeman Doppler Imaging can be explained, the Zeeman effect must be understood. In
the presence of a magnetic field, a spectral line will split when an electron becomes excited
and jumps from one energy state to another. The spin (S) and orbital angular momentum (L)
of the electron determines the variation in energy between the levels. Every energy level with
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Figure 1.4: Simplified view of Zeeman splitting, adapted with permission from Reiners
(2012). The left image shows how energy levels are split in the presence of a magnetic field.
The right image shows the varous polarisation states of the pi, σblue, and σred components.
associated total angular momentum quantum number (J = L+S) is able to split into (2J+1)
states with magnetic quantum number M . The change between consecutive energy states is
directly proportional to gB, where B is the strength of the magnetic field, and g is the Landé
factor. The Landé factor, which measures how sensitive the transitions are to the magnetic
field, is a function of the spin and orbital angular momentum numbers and is given by:
gi =
3
2
+
Si(Si + 1)− Li(Li + 1)
2Ji(Ji + 1)
. (1.1)
A transition between two energy levels must obey the rule that ∆Mi = −1,0, 1. This
rule results in there being three distinct types of transition, pi component transitions obey
∆Mi = 0, and the σred and σblue components obey ∆Mi =−1 and ∆Mi =+1 respectively.
The left image of Figure 1.4 shows how the presence of a magnetic field changes the trans-
itional energy levels of an atom and the corresponding Zeeman line splitting in the spectra.
Since each of the three components, pi, σred, and σblue are all characterised by different mag-
netic moments they all exhibit different polarisation signatures. The right image of Figure 1.4
shows the polarisation signatures of the components in the presence of a magnetic field that
has been applied in the z-direction. The Figure shows that if viewed along the z-direction (i.e.
with the magnetic field parallel to the line-of-sight), the pi component is not visible. The σred,
and σblue components are viewed as circularly polarised but with opposite direction. If the
magnetic field is not parallel to the line-of-sight then in different planes all three components
6
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are linearly polarised and visible. Zeeman splitting is therefore subject to orientation effects.
A convenient coordinate system for characterising the polarisation of the magnetic field
are the Stokes parameters. The four components, Stokes I, Q, U, and V are defined as follows:
I = l + ↔,
Q = l − ↔,
U = ↖↘ − ↙↗,
V =  −  .
From these definitions, Stokes I measures the intensity of unpolarised light, but not the
direction. Stokes Q and U measure the direction of linearly polarised light. Finally, Stokes
V measures circular polarisation. The Stokes profiles are used throughout a variety of fields
within observational astronomy because the polarisation of light can be measured with relat-
ively straightforward instruments. Ideally for magnetic imaging, all four Stokes parameters
would be measured; however, this is difficult to achieve observationally and so typically Stokes
V is used as it has a larger signal-to-noise than Stokes Q and U.
1.1.5 Zeeman Doppler Imaging
Since the stellar disc is unresolved, reconstructing the magnetic topology is challenging due
to flux cancellations in both linearly and circularly polarised light. As a star rotates, the angle
between the vector components of the magnetic field and our line-of-sight changes. This
therefore alters the Stokes components, enabling the magnetic field on the surface of the star
to be reconstructed as a function of stellar phase. By using circularly polarised (Stokes V)
spectral profiles coupled with a maximum entropy algorithm, Brown et al. (1991) were able
to show that it is possible to reconstruct the magnetic configurations on Ap stars.
In cool stars, single spectra exhibit extremely small polarisation signatures that are typ-
ically hidden within the noise of the spectra. Donati et al. (1997) developed a multi line
extraction technique known as Least Squared Decomposition (LSD) that combines the polar-
isation signature of many lines to increase the signal-to-noise ratio of the individual spectra
by creating a mean profile, known as the LSD profile. The algorithm generates a mean profile
using a number of spectral lines with strengths appropriate to the type of star being observed.
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Figure 1.5: Reconstructed Zeeman Doppler Images of AB Doradus from December 1996,
1997, 1998, and 1999. The maps clearly show magnetic activity at all latitudes on the stellar
surface (note the star is inclined to the observer and so the southern hemisphere of the star
is not reconstructed). Images reproduced with permission from Donati & Collier Cameron
(1997); Donati et al. (1999, 2003).
Whilst the method improves the signal-to-noise it does have some disadvantages. Princip-
ally, the lines used to generate the mean profile are assumed to have similar profiles which
means that any temperature dependence that could be present in the relative strengths of the
signatures is lost.
A spectrum is then simulated assuming no magnetic field, B = 0. This spectrum is then
cross-correlated with the LSD spectrum and the χ2r statistic is computed. The assumed mag-
netic field is then altered and a new simulated spectrum is produced and an updated value for
the χ2r statistic calculated. This process is iterated until the minimum value of χ
2
r is obtained.
The latest version of the ZDI code was developed by Donati et al. (2006). In this version of
the code a spherical harmonic decomposition is invoked to reconstruct the magnetic topology
on the stellar surface (see Appendix B). This has the distinct advantage of being able to place
constraints on the allowed field geometry. The degree of complexity in the spherical harmonic
reconstruction is set by limiting the allowed order of the fit, lmax. Morin et al. (2010) provide
a method for determining the largest value of l,
lmax =max

2piv sin i
FWHM
, lmin

, (1.2)
where FWHM is the full-width half-maximum of the Stokes I profile. The first term in Equation
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(1.2) represents the high v sin i limit where the line-broadening is due to the stellar rotation
and the line profile can be seen as a one dimensional map of the photospheric magnetic field.
lmin is the assumed minimal resolution for a very low v sin i and is typically taken to be 4 to
8. In this case the Doppler shift is small and the information on the magnetic field topology is
recovered from the temporal evolution of the polarised Stokes signatures (Morin et al., 2010).
Whilst ZDI is currently the most powerful technique for recovering the topology of stellar
magnetic fields, it has some biases and limitations that are worthy of note. The technique
firstly assumes the magnetic field to be static over the timescale of observation, i.e. all the
acquired spectra are of the same magnetic field topology and strength. For rapidly rotating
stars this is a valid approximation; however, it may be an issue for slowly rotating stars.
Another limitation arises from the fact that two nearby regions of oppositely polarised light
will cancel each other. The resolution of the recovered magnetic map is primarily limited by
the rotation of the star. The rotational velocity of the star in our line-of-sight is given by v sin i,
the higher the value of v sin i, the higher the resolution of the reconstructed magnetic map
will be (Morin et al., 2008). Finally, the inclination of the star is important because if the star
is edge on to our line-of-sight then the technique is unable to determine if a magnetic feature
should be in the northern or southern hemisphere of the star.
Figure 1.5 shows Zeeman Doppler maps of the rapid rotator AB Doradus. The star has a
rotational period of 0.5 days. Unlike Solar magnetograms, the magnetic maps of AB Doradus
show the presence of very strong magnetic features at all latitudes of the star (the star is
inclined to the observer meaning the southern hemisphere is unobservable) rather than being
restricted to two active latitudes on the star.
1.1.6 Indicators of Stellar Activity
X-ray emission from the Sun was first detected by Blake et al. (1963). Since then, it has been
shown that X-ray bright regions on the Solar disc originate from regions of closed magnetic
field and X-ray dark regions correspond to regions of open magnetic field.
Figure 1.6 shows X-ray images one image every year of the Sun taken over one Solar cycle
(1991-2001). The images clearly show that the Sun is much more X-ray bright during Solar
maximum (5 × 1027 erg s−1), than at Solar minimum (3 × 1026 erg s−1). X-ray emission
on stars other than Sun was first found by Catura et al. (1975) who observed Capella and
9
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Figure 1.6: X-ray Images of the Solar disc from YOKOH taken over one Solar cycle (1991-
2001). The images clearly show that during Solar maximum, the X-ray flux is larger than
when the Sun is in minimum.
detected an X-ray luminosity of 1031 erg s−1. Missions such as XMM-Newton, Chandra, and
the ROSAT All-Sky Survey have lead to X-ray observations being detected on many more stars
spanning the HR diagram. A clear correlation between stellar rotation rates and the level of
X-ray emission was found by Vaiana & Rosner (1978) where they found higher X-ray emission
values from rapidly rotating stars when compared to stars with slower rotation rates.
Another tracer for activity on stars comes from Ca II H and K emission. On the Sun, mag-
netically active regions such as Sun spots emit Ca II H and K more intensely than magnetically
inactive regions (Baliunas et al., 1995). The global emission of Ca II has been shown to dir-
ectly correlate with the stellar magnetic field strength and coverage (Schrijver et al., 1989).
The Mount Wilson Survey (Wilson, 1968, 1978) has monitored Ca II H and K emission on
approximately one hundred main-sequence stars for many decades. The survey found that
young stars have higher activity levels than older stars (such as the Sun). The survey also
found that younger stars tend to be more rapidly-rotating. Stars with similar ages to the Sun
were found to have lower activity levels and slower rotation rates (Baliunas et al., 1995).
1.1.7 Stellar Cycles
On the Sun, the Ca H and K variations are known to correlate with the magnetic cycle. From
the 40 year Ca H and K monitoring project at Mount Wilson Baliunas et al. (1995) have re-
10
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Figure 1.7: Zeeman Doppler Images showing the radial magnetic field of the planet hosting
star τ Bootis obtained on June 2006, June 2007, June 2008, May 2009, January 2010, and
January 2011. The star is shown in a polar projection down to a latitude of −30◦, with the
Equator shown as a solid line. The tick marks represent the stellar phase where observations
were taken. The maps clearly show the polarity of the pole reversing over time indicating
the presence of a magnetic cycle. ZDI maps reproduced with permission from Catala et al.
(2007); Donati et al. (2008); Fares et al. (2010).
ported that 60 per cent of the stars monitored showed cyclic variability, 25 per cent showed
aperiodic variations, whilst only 15 per cent showed no variability (Hall, 2008). Whilst these
observations provide indirect observations of magnetic cycles, directly recovering stellar mag-
netic cycles (e.g. through observing the polar magnetic field change sign from cycle-to-cycle)
is much more challenging. Because ZDI enables the topology of the magnetic field on stars
to be reconstructed it provides a possible method for investigating stellar cycles. The first
star for which ZDI has revealed a stellar cycle is the planet hosting star τ Bootis. This star
has been extensively monitored, with multiple ZDI maps being obtained between 2006 and
2011 (Catala et al., 2007; Donati et al., 2008; Fares et al., 2010, 2013). Figure 1.7 shows
a sample of these ZDI maps. The maps clearly show the polarity of the pole switching over
time, indicating the presence of a magnetic cycle. From the observations, Fares et al. (2010)
have estimated that the cycle length is approximately P = 800 days. Interestingly, this is
much shorter than the length of the Solar cycle. There are a number of potential reasons for
this star having such a short magnetic cycle. The primary reason is believed to be due to the
star having a hot Jupiter located just 0.049 au from the star (Butler et al., 2006; Leigh et al.,
11
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2003). Along with τ Bootis, Morgenthaler et al. (2011) acquired ZDI maps of 19 Solar-type
stars with masses ranging from 0.6 − 1.4 M with rotation periods spanning 3.4 − 43 days
obtaining ZDI maps between 2007 and 2011. They found that a number of these stars also
exhibit magnetic cycles. The F star HD 78366, which is slightly larger than the Sun, and has
a rotation period of approximately twice that of the Sun showed a three year magnetic cycle
(Morgenthaler et al., 2011).
1.2 Exoplanets
The idea that planets could be found orbiting around stars other than the Sun is certainly not
new. Struve (1952) correctly predicted that the presence of a Jupiter sized planet orbiting
incredibly close to its parent star would cause a measurable shift in the stellar radial velocity.
He also correctly predicted that should a planet orbit between us and its parent star, an eclipse
would occur. By monitoring variations in star light over time one could indirectly detect the
presence of a planet.
It was not until 1992 however, that the first extrasolar planet was discovered. Wolszczan &
Frail (1992) reported the detection of a planet orbiting around the pulsar PSR1257+12. The
first exoplanet discovered orbiting around a main sequence star was later found by Mayor &
Queloz (1995). By observing the stellar radial velocity they were able to infer the presence of
51 Pegasi b. At the time, they reported the planet having a mass of 0.5− 2MJ, orbiting at a
distance of 0.05 au from its host star (Mayor & Queloz, 1995). Since the initial discovery, the
minimum mass of 51 Peg b has been refined to Mp sin i = 0.45MJ (Marcy et al., 1997).
Since the discovery of 51 Pegasi b, the number of detected exoplanets has rapidly in-
creased. There are now over one thousand known systems1. These systems have been dis-
covered through a variety of different techniques. Figure 1.8 shows the currently known
exoplanets. The Figure shows the distribution of orbital separation against planetary mass.
The symbols are colour coded by detection method. Initially, the majority of exoplanets found
by ground based transit and radial velocity surveys were typically Jupiter sized planets located
fractions of an au to their host star. Due to their increased signal-to-noise, space based mis-
sions such as Kepler are capable of finding smaller exoplanets located further away from their
host star. The plot does not show the Kepler candidates which contain a number of Earth sized
1http://www.exoplanet.eu
12
1.2. Exoplanets
0.1 1 10 100
10
1
0.1
0.01
10
-3
Separation (astronomical units)
Pl
an
et
 M
as
s 
(J
u
p
it
er
 M
as
s)
exoplanets.org | 5/14/2014
Figure 1.8: The currently known exoplanets (May 2014). Plot obtained from
http://www.exoplanets.org. The red points correspond to planets found using the transit
method. The blue points correspond to planets found through radial velocity observations.
Microlensing discoveries are shown in green. Finally, directly imaged exoplanets are shown
in orange. This Figure does not include the Kepler candidates published in Batalha et al.
(2013) which include a number of Earth sized planets orbiting at distances beyond one au
from their host star.
planets orbiting at distances of approximately one au Batalha et al. (2013). What follows
is a brief description of the current techniques and missions for detecting and characterising
exoplanets.
1.2.1 Radial Velocity
The presence of an exoplanet orbiting around a star moves the centre of mass of the system
from the centre of the star. This means that the star now orbits around the common centre of
mass of the system. As it does so, star light will be periodically blue and red shifted as the star
moves towards, and away from the observer respectively. This process, known as the Doppler
shift therefore provides an indirect method for inferring the presence of an exoplanet.
Figure 1.9 shows the radial velocity curve of the hot Jupiter HD 189733b (adapted from
13
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Figure 1.9: Radial Velocity Curve of HD 189733. Reproduced with permission from Bouchy
et al. (2005). The data has been phase-folded over the reported orbital period (2.2 days).
The inset graph around zero phase clearly shows the Rossiter-McLaughlin effect that allows
the spin-orbit alignment of the planet to be derived (see Section 1.2.3).
Bouchy et al. (2005)). The data is phase-folded over the orbital period of the planet (2.2
days). The best-fit Keplerian solution is displayed as a dashed line. The amplitude of the
variation in the stellar radial velocity, K?, provides an estimate for the minimum mass of the
exoplanet through the relation:
K? =
2piaMp sin i
(Mp +M?)P
p
1− e2
, (1.3)
where a is the semi-major axis of the planets orbit, MP is the mass of the planet, i is the
orbital inclination angle, and e is the eccentricity. By assuming the stellar mass, M?, from the
spectral type of the star a value for the minimum planetary mass, Mp sin i can be derived. The
radial velocity method has been the most successful method for finding exoplanets to-date.
This is because a radial velocity signal can be detected for a wider range of orientations of the
planetary orbit relative to the observer than the other methods.
Detecting exoplanets through radial velocity variations from the host star suffers from the
effects of stellar activity. Since star spots are dark features, they suppress local regions of light
on the stellar surface. As the star rotates, they induce radial velocity signatures in the stellar
spectrum. Removing these effects is crucial in the search for exoplanets using radial velocity.
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Figure 1.10: Transit of Venus, June 2012. Data from NASA’s SDO.
There have been many attempts at modeling the effects of star spots in radial velocity signals
to try and remove them in order to reveal the presence of small exoplanets (see for example,
Boisse et al. (2012)).
1.2.2 Transit Method
The transit method for detecting exoplanets requires monitoring the light received from stars
and searching for periodic dips caused by the planet transiting over the stellar disc, blocking a
fraction of the emitted star light. In our own Solar system, Venus and Mercury are occasionally
known to transit between our viewpoint on Earth and the Sun. Such an event occurred on
June 5th 2012 when Venus transited over the Solar disc. Figure 1.10 shows a continuum
image sequence of the event with data from NASA’s SDO spacecraft. Shown below the image
sequence is the light curve from SDO. The light curve clearly dips when Venus begins transiting
and hence blocking Sun light.
The proportion of star light that a planet will block as it transits over the stellar disc is
determined by the ratio of the area of the disc of the planet to the area of the stellar disc, i.e.
∆F =
Rp
R?
2
, (1.4)
where∆F is the drop in star light, Rp, and R? are the radius of the planet and star respectively.
For Jupiter and our Sun, ∆F ∼ 0.01. For an Earth sized planet, the dip in star light is even
smaller, ∆F ∼ 0.001. This makes the task of detecting Earth sized exoplanets using ground
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based telescopes extremely challenging.
The transit method has some some advantages but also some disadvantages when com-
pared to the radial velocity method. The main advantage is that the method only involves
observing star light. This means that transit surveys can cover large numbers of stars at once.
However, for a planet to be detected via a transit observation requires the orbit of the planet
to be aligned such that the planet passes between our viewpoint on Earth and the host star.
Horne (2003) calculated that the probability that a planet will transit decreases with orbital
separation of the planet from it’s host star. This can be shown by considering that for a planet
to be seen to transit, the disc of the planet must pass across the disc of the star, as seen from
our perspective on Earth.
The impact parameter,
b = a cos i, (1.5)
defines the distance between the centre of the stellar disc and planet, where i is the inclina-
tion of the orbital plane of the planet relative to the observer. For the planet to transit, the
inclination must be such that a cos i ≤ R?+RP . The direction of the normal to the orbital axis
of the planet onto the sky is cos i and is uniformly distributed between 0− 1. From this, the
probability that a randomly inclined orbit satisfies a cos i ≤ R?+ RP is given by
Pt =
∫ (R?+RP )/a
0
dcos i∫ 1
0
d cos i
=
R?+ RP
a
≈ R?
a
. (1.6)
where Pt is the probability of transit.
Another issue with the transit method is that it is heavily biased towards finding exoplanets
located close to their host star. Because the orbital period is related to the orbital separation
through Kepler’s third law (P2 ∝ a3), a planet that is located closer to its host star will pass
between our viewpoint on Earth and its host star more often than a planet that is located
further away.
Ground based surveys such as SuperWASP2 (Pollacco et al., 2006) are finding Jupiter sized
planets located within 0.1 au of their host star. The SuperWASP consortium has currently
detected over one hundred hot Jupiters. WASP-North in La Palma and WASP-South located in
2http://www.superwasp.org
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South Africa are both comprised of two arrays of camera lenses attached to sensitive CCDs.
They scan the night sky observing thousands of stars for transit events. Any suspected transit
events are then followed up on larger telescopes.
Space based missions such as Kepler3 and CoRoT4 are finding smaller exoplanets due to the
enhanced signal-to-noise in the data they collect. Kepler was scheduled to run for a minimum
of 3.5 years, collecting continuous photometric data on over 150,000 stars in a single patch
of sky. Due to mechanical failure, the satellite was only able to collect data for four years,
but has still produced a number of confirmed planets and thousands of planetary candidates
(Batalha et al., 2013). For these candidates to be confirmed, radial velocity follow up must
be carried out. A new mission concept, K2 will allow the Kepler satellite carry on observing
specific regions of the sky for 83 days before having to rotate the spacecraft.
There are a number of pitfalls associated with the transit method. So-called “false-positives”
are signatures in the stellar light curve caused by objects that are not planets creating a transit-
like event. Small stars such as brown dwarfs are similar in size to Jupiter and so would create
a transit signature in the light curve. However, such an object is much heavier than a Jupiter
sized planet and therefore radial velocity measurements would reveal the object as a brown
dwarf rather than a planet. For an object to be confirmed as a planet radial velocity ob-
servations must be obtained to confirm the mass of the object. For transiting systems, the
inclination of the star, i ≈ 90◦, and so sin i ≈ 1 in Equation (1.3) meaning the mass of the
object can be estimated to much greater accuracy than for non-transiting systems.
The depth of the transit provides the ratio of the planetary radius to stellar radius (Equa-
tion (1.4)). If the host star was a giant star, such as an O star then a stellar companion would
also provide a dip in flux of approximately 0.01. It is therefore important to look at the prop-
erties of the host star as well and not solely the dip in flux caused by the transiting object
alone.
The shape of the transit profile can also provide clues as to the type of object that caused
it. Grazing binaries are other stars that do not entirely transit over the star of interest. Rather,
they occult the limb of the stellar disc. Typically, these objects result in a V-shaped transit
signature rather than the typical, flat bottomed U-shape of a planet transit.
3http://kepler.nasa.gov
4http://sci.esa.int/corot
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Figure 1.11: Illustration of the Rossiter-McLaughlin effect. Depending on the spin-orbit
alignment between the stellar rotation axis and the orbital plane of the planet, the planet
will occult different amounts of blue- and red-shifted light resulting in a different profile
being recorded in the radial velocity curve. Adapted with permission from Gaudi & Winn
(2007).
Systematics also hinder detecting exoplanets in stellar light curves. There are two types
of noise present in the light curve. The first is purely Gaussian (white noise). The second
is correlated noise, known as red noise (Pont et al., 2006). Red noise can be caused by
astrophysical effects such as granulation on the surface of the star but also by systematics in
the observations. For ground based surveys such as SuperWASP, sources of red noise can come
from atmospheric effects such as transparency variations in the atmosphere or moon light. For
both ground and space based missions, instrumental systematics, including hot pixels on the
CCD and telescope instabilities can all result in red noise in the light curve.
1.2.3 Spin-Orbit Alignment of Transiting Exoplanets
Figure 1.9 shows another interesting feature about exoplanets that can be derived from radial
velocity curves of systems where the planet also transits. The zoomed in graph clearly shows
a bump in the radial velocity around zero phase. Figure 1.11 illustrates this effect. Here, the
star is rotating such that the left side of the star is blue-shifted (rotating towards the observer),
and the right side is red-shifted (rotating away from the observer). As the planet transits over
the stellar disc, it will block a fraction of the blue- or red-shifted light creating a bump in
the radial velocity curve. This is known as the Rossiter-McLaughlin effect (Rossiter, 1924;
McLaughlin, 1924). The shape of the bump is directly related to the sky-projected spin-orbit
alignment angle, ϕ, between the orbital plane of the planet and the stellar rotation axis.
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Figure 1.12: Mircolensing light curve of OGLE-2005-BLG-390 reproduced with permission
from Beaulieu et al. (2006).
Figure 1.11 shows how the spin-orbit alignment angle determines the resultant bump
profile in the radial velocity curve for the same impact parameter, b = −0.5. In all cases, the
transit light curve would look identical. In the first scenario, ϕ = 0◦, meaning the planet’s
orbital plane is aligned with the stellar rotation axis. In this case, the planet will spend equal
amounts of time blocking blue-shifted and red-shifted light and so a peak and subsequent
dip of the same magnitude appears in the radial velocity profile. In the second example,
ϕ = 30◦ meaning that the planet spends less time blocking blue-shifted light and more time
blocking red-shifted light. This results in a shorter peak and a longer dip in the radial velocity
curve. Finally, in scenario 3, ϕ = 60◦ and the planet spends no time transiting over the
blue-shifted part of the star. In this instance, only a dip is registered in the radial velocity
profile. Therefore, combining radial velocity and transit observations allows us to determine
the spin-orbit alignment of exoplanets.
1.2.4 Gravitational Microlensing
Gravitational Microlensing involves a star passing directly between our viewpoint on Earth
and a background star. When such an event occurs, the brightness of the background star
increases (Gould & Loeb, 1992). Such events typically last for several weeks or months,
over which time the brightness of the background star increases, peaks and then decreases
smooothly. Gould & Loeb (1992) describe how such an event can be parameterised by the
width, maximum magnification, and timing of the event. A microlensing event is shown in
Figure 1.12. This microlensing event is taken from Beaulieu et al. (2006) and shows what
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happens when the foreground star also hosts an exoplanet. The presence of a planet changes
the gravitational field of the lens star, causing the magnification curve to deviate from the
predicted model light curve. The timescale over which the planet alters the light curve is
around a few days, much shorter than the whole microlensing event.
The event shown in Figure 1.12 shows one clear advantage of gravitational microlensing.
The derived planetary mass of OGLE-2005-BLG-390Lb is 5.5 M⊕ with an orbital separation
from its host star of a = 2.6 au. Gravitational microlensing is therefore able to find much
smaller exoplanets that are located further from their host star when compared to the radial
velocity and transit methods. The major downside to gravitational microlensing is that it
requires the chance alignment of a foreground and background star, as such follow up obser-
vations are not possible.
1.2.5 Direct Imaging
Directly imaging an exoplanet is incredibly difficult due to the brightness contrast between
the host star and the planet. As with the radial velocity and transit methods for detecting
exoplanets, direct imaging suffers from the bias that it is best suited to detecting very large,
Jupiter sized planets orbiting nearby stars. One distinct difference between the direct imaging
and the radial velocity and transit methods however, is that direct imaging works better for
finding far-out planets where the planet can be separated in the image from the host star
(Chauvin et al., 2004).
Figure 1.13 shows photometry of HR 8799 (Marois et al., 2010). The image clearly reveals
the presence of four companion objects orbiting the star. Direct imaging allows the radius of
the planet to be derived from the luminosity and temperature; however, the mass can only be
derived from models.
1.2.6 Planetary and Exoplanetary Magnetic Fields
In our own Solar system, we know that Earth and the gas giant planets have magnetic fields.
These fields protect the atmosphere of the planet from the Solar wind. The magnetosphere of
the planet is a cavity in the Solar wind that forms due to the interaction of the Solar wind with
the magnetic field (or ionised upper atmosphere) of the planet. For the gas giants and Earth,
the interaction is primarily between the dipolar magnetic field of the planet and the Solar wind
(Southwood & Kivelson, 2001). The other terrestrial planets in the Solar system such as Mars
20
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Figure 1.13: Detection of four exoplanets orbiting HR 8799 through direct imaging. Image
reproduced with permission from Marois et al. (2010).
and Venus do not have a magnetic field; rather, the magnetosphere is caused by the Solar
wind interacting with the upper atmosphere of the planet. The size of the magnetospheric
cavity is principally determined by pressure balance between the planet’s magnetic field and
the pressure from the Solar wind.
Figure 1.14 shows an illustration of the Solar wind interacting with Earth’s magneto-
sphere. At the boundary between the Solar wind and Earth’s magnetosphere a bow shock
forms. Typical Solar wind conditions result in this distance being approximately 10R⊕. For
Jupiter, the Solar wind pressure is lower because the planet is located further from the Sun.
The strength of the magnetic field is also considerably stronger than Earth’s magnetic field
due to the different rotation rate and internal structure of the planet. This results in the mag-
netosphere of Jupiter being much larger than Earth’s. Typically, the bow shock forms at a
distance of approximately 50RJ from the surface of the planet.
All the magnetically active planets exhibit radio emission. The radio emission from Earth
appears in two rings, one surrounding the north pole, and one surrounding the south pole.
These rings are linked with the electron beams that cause the aurora. The emission has been
dubbed ‘Auroral Kilometric Radiation’ (Kurth et al., 1975). Figure 1.15 shows the Southern
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Figure 1.14: Schematic showing the interaction between the Solar wind and Earth’s mag-
netosphere. Image from SOHO, NASA.
Auroral Oval overlaid onto an image of the Earth.
Recently, this emission has been viewed from space by the Cluster mission (Mutel et al.,
2008). It has been proposed that searching for radio emission could provide a method for
detecting magnetic fields on exoplanets (Zarka, 2007). However, there have as yet been many
unsuccessful attempts to detect radio emission from exoplanets (see for example, Bastian et al.
(2000); Jardine & Cameron (2008); Smith et al. (2009)). There are a number of reasons that
these attempts may have been unsuccessful, instrumental effects including a lack of sensitivity
or geometric effects such as the beam of emission not being orientated so that we can observe
it from Earth will all factor in our ability to detect radio emission from exoplanets.
1.3 Exoplanets and Stellar Activity
Both the radial velocity and transit method for detecting exoplanets involve monitoring vari-
ations in light from stars. As such, stellar activity is a major hurdle when hunting for exoplan-
ets using these methods. Dark star spots, and bright regions of plage on the stellar surface
change the background light level from the star. Stellar activity therefore acts as a potentially
significant source of red noise, the effect of which on active stars can be comparable to the
signal from an exoplanet (Pont et al., 2006).
Whilst stellar activity poses problems for detecting exoplanets, the signatures of stellar
22
1.3. Exoplanets and Stellar Activity
Figure 1.15: Southern auroral oval captured by NASA’s IMAGE satellite.
activity can reveal information about the host star itself. The four years of nearly continu-
ous observations on approximately 150,000 stars provided by Kepler makes it an ideal stellar
activity mission. Extended, continuous observations of stars will allow us to recover not only
the rotation rate of the star, but potentially, differential rotation profiles as well. McQuillan
et al. (2013) have carried out an auto-correlation analysis on the light curves of nearly 2000
main sequence planet-hosting candidates in the Kepler catalogue and found rotation periods
for just over 700 of these stars. Interestingly, they find a lack of close-in planets orbiting
around very rapidly rotating stars. A similar analysis has also been carried out by Walkowicz
& Basri (2013) who also find a number of stars with rotation rates equal to their planet’s
rotation period which provides tentative evidence for tidal interactions between these planets
and their stars.
Sanchis-Ojeda et al. (2011) have used the presence of star spots on the surface of the star
to derive the spin-orbit misalignment of close-in exoplanets. Figure 1.16 shows consecutive
light curves of the Neptune sized exoplanet HAT-P-11b. Star spots are dark regions on the
stellar disc, as such when a planet transits over a spot, the fractional loss in light becomes
less and so a positive “bump” appears in the light curve. Sanchis-Ojeda et al. (2011) have
used the fact that the rotation period of the star is slower than the orbital period of the planet
to investigate the spin-orbit alignment of the system. If the planet’s orbital axis is aligned
with the stellar rotation axis then a spot that appears at an early phase of one transit light
curve should appear at a later phase in the next transit. Figure 1.16 shows that this is not the
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Figure 1.16: Consecutive transits of HAT-P-11b reproduced with permission from Sanchis-
Ojeda & Winn (2011). The transit light curves show clear “bumps” when the planet transits
over a star spot on the stellar surface. If the spin axis of the planet was aligned with the
rotation axis of the planet then a second bump would appear in the next transit (shown in
red).
case for the HAT-P-11 system, suggesting that the system is not perfectly aligned. They are
able to derive a value for ϕ, the spin-orbit alignment angle of either ϕ = 106◦ or ϕ = 97◦.
Rossiter-Mclaughlin measurements of the HAT-P-11 system suggest that ϕ = 103◦ which is in
good-agreement with their analysis (Winn et al., 2010).
1.4 Concluding Remarks
The main focus of this thesis will be on the interactions between exoplanets and their host star.
Asymmetries in exoplanet transit light curves such as those mentioned in these introductory
pages will be investigated further.
In Chapter 2 a model for simulating the optical light curves of planet hosting stars is
developed. The subsequent chapters will use this model to investigate various asymmetries in
transit light curves and what they can tell us about the planet’s atmosphere and the host star.
In Chapter 3 near ultraviolet observations of the hot Jupiter WASP-12b obtained by Fossati
et al. (2010) are studied. These observations reveal how the transit begins before but ends
simultaneously with the corresponding optical transit event. This apparent asymmetry sug-
gests an asymmetric distribution of material around the exosphere of the planet. Vidotto
et al. (2010) proposed that this asymmetry is caused by the stellar wind impacting with the
magnetosphere of the planet resulting in the formation of a magnetospheric bow shock. The
model developed in Chapter 2 is adapted to include such a bow shock around the planet in
an attempt to reproduce the observations of Fossati et al. (2010).
Chapter 4 uses ZDI maps of the bright, planet-hosting star HD 189733b, obtained by Fares
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et al. (2010) coupled with the three dimensional stellar wind model to predict the stellar
wind conditions experienced by the planet as it orbits around the star. The bow shock model
developed in Chapter 3 is improved with the addition of a more realistic shock model and
near ultraviolet transit light curves for HD 189733b are predicted. The possibility of detecting
exoplanetary magnetic fields through asymmetries in near-UV light curves is the investigated.
In Chapter 5 transit light curves of a planet crossing over star spots are exploited to invest-
igate whether the Kepler mission, with 3.5 years of observations could reveal stellar butterfly
patterns. A model for simulating stellar activity is developed and coupled with the transit
model produced in Chapter 2 to produce synthetic light curves of a planet in a mis-aligned
orbit over an active star. The phase at which the bumps occur in the light curve can then be
mapped into latitude on the stellar disc. By plotting the latitude of these bumps with time
stellar butterfly patterns can be produced. Various spot emergence patterns and activity levels
are investigated to determine the necessary stellar properties to reveal butterfly patterns.
Chapter 6 investigates the equilibrium of large prominence structures on pre-main se-
quence stars. Such prominences trap a large amount of mass many stellar radii above the
surface of the star. The stability and formation of such structures may therefore have devast-
ating consequences for a close-in exoplanet.
Finally, Chapter 7 summarises the findings of this work and explores how the methods
developed here can help influence future exoplanet and stellar activity missions.
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Simulating Exoplanet Transit Light Curves
The primary aim of this thesis is to investigate what can be learned from observed asym-
metries in exoplanet transit light curves. In this chapter the model that will be applied and
extended in the subsequent chapters is developed. A simple model for a planet transiting over
a limb-darkened stellar disc is created and the generation of the corresponding light curve is
presented. This model is then expanded to include the presence of star spots on the surface of
the star and also asymmetric distributions of material surrounding the exosphere of the planet
in the subsequent chapters of this thesis.
2.1 Stellar Light Curves
Shown in Figure 2.1 is a typical light curve of a star from the Kepler survey. The light curve
is of the known planet hosting star, Kepler-17, which hosts a large-hot Jupiter a few fractions
of an au from the star (Désert et al., 2011). The light curve clearly exhibits variability which
is due to activity on the surface of the star and the presence of a transiting exoplanet, Kepler-
17b.
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Figure 2.1: Stellar light curve of the Kepler-17 system. The light curve shows how star spots
on the surface of the star result in a sinusoidal shape in the flux. The sharp dips that occur
once every 1.5 days are the transit signature of Kepler-17b (Désert et al., 2011).
The most striking feature in this light curve is the periodic dip in light that occurs every
1.5 days. This dip is caused by the planet, Kepler-17b transiting over the stellar disc. The time
between dips is the orbital period of the planet. Kepler’s third law relates the orbital period to
semi-major axis, a, using the relation,
a3
P2
=
G(M?+MP)
4pi2
, (2.1)
where, M? and MP are the masses of the star and planet respectively. The mass of the planet
is negligible in comparison to the mass of the star and so M?+MP ≈ M?. The mass of the star,
M? can be estimated from the spectral type of the star. From the orbital period and semi-major
axis, the orbital velocity of the planet can be calculated,
v=
2pia
P
. (2.2)
The other feature of the light curve is the sinusoidal behaviour that occurs over a longer
time range. This variability is due to star spots on the surface of the star. Since star spots are
darker than their surroundings, they block star light and so a dip in flux is recorded in the
light curve as a spot rotates into view on the stellar disc. As the spot then rotates off the visible
part of the stellar disc, the flux level then rises. Because the spots are on the surface of the
star, they are subjected to foreshortening effects and hence their signature in the stellar light
curve becomes sinusoidal. A good estimate for the rotation period of the star can be obtained
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Figure 2.2: Detrended light curve of Kepler-17 after applying the PyKe routines (Still &
Barclay, 2012) to the stellar flux. The sinusoidal star spot features have been removed but
the transit signature is retained.
by carrying out a Fourier, periodogram, or and auto-correlation analysis on the stellar light
curve (see for example McQuillan et al. (2013); Walkowicz & Basri (2013)).
When searching for transiting exoplanets, the signatures of star spots and other stellar
activity must be removed from the light curve. This is typically done by applying a fit to the
data which can then be subtracted to flatten the light curve. Figure 2.2 shows the results of
applying the PyKe routines (see Still & Barclay (2012) for more information) to the light curve
in Figure 2.1. These routines fit a polynomial of the form
F(t) =
N∑
i=0
ai t
i , (2.3)
where N is the order of the polynomial function. Rather than fitting to the entire light curve
(which would require a very large value of N), the code fits to windows (typically three days)
of data and steps along in one day intervals. The final fit is then the average of the individual
piece-wise fits. This method ensures that short term features, such as transit events remain
unaffected.
Figure 2.2 shows how the stellar flux is normalised but the transit signatures remain un-
touched. The time scale for the removal of stellar activity must be long enough to ensure the
transit signatures do not also get removed. The timing between the transit events and the
time of first transit allows us to fold the data and improve the signal-to-noise of the transit
event.
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Figure 2.3: Bottom: Phase folded transit light curve of Kepler-17b from Désert et al.
(2011). Above: Cartoon illustrating the four transit timing events, adapted from Brown
et al. (2001). T1 corresponds to the start of the transit event. T2 is the end of the transit
ingress. T3 is the beginning of transit egress. Finally, T4 is the end of the transit.
2.1.1 A Transit Event
The light curve shown in Figure 2.3 shows the results of phase folding the stellar light curve
(Figure 2.2) over the orbital period of the planet. The shape of the transit event provides
insight into a number of fundamental characteristics of both the planet and the star. The
change in flux caused by the planet occulting the stellar disc is directly related to the relative
size of the planet and star. The dip in flux is expressed as
∆ f =

RP
R?
2
. (2.4)
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Figure 2.4: Schematic showing how the transit duration is dependent on the impact para-
meter. The distance l is determined by the impact parameter (left image). This right image
shows how the length l can be used to then derive the duration of the transit. Images repro-
duced with permission from Haswell (2010).
The dip in flux can therefore be used to estimate the ratio of the radius of the planet and
star. Figure 2.3 also shows the four timing events of a transit crossing. The first is when the
planet first begins occulting the stellar disc. At this point, the planet begins blocking star light
marking the start of the transit event. The second point is when the planet is entirely over
the stellar disc. This corresponds to the end of the transit ingress. The transit ingress time is
therefore given by Tingress = T2 − T1. The third point is the start of the egress of the transit.
At this point, the planet begins to leave the stellar disc. At the fourth point the planet has left
the stellar disc and the transit event has finished. Similar to the ingress time, the egress time
is given by Tegress = T4− T3. Finally, the total transit time is given by Ttransit = T4− T1.
2.1.2 Duration of a Transit Event
As shown above, the duration of an exoplanet transit event is dependent on the impact para-
meter, b = a cos i, where a is the semi-major axis. The left image in Figure 2.4 shows how the
impact parameter modifies the transit duration.
The length l represents half the transit, and can be defined through Pythagoras’s theorem
as
l =
p
(R?+ RP)2− b2. (2.5)
The right image in Figure 2.4 shows how the duration of the transit can then be deduced.
If the orbit is circular, then the total orbital distance is given by 2pia. Therefore the transit
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Figure 2.5: Schematic showing the depth through the star that photons must travel to
escape. For photons travelling radially, the path length is the minimum possible. For photons
travelling towards the observer that are travelling at an angle θ , the path length is increased.
This has the immediate consequence that stars are brighter at disc centre, and become darker
towards the limb of the star. This figure is adapted with permission from Haswell (2010).
distance is given by the distance along the arc AB, i.e. αa (assuming α is measured in radians).
Considering the triangle OAB, where the straight-line distance AB is 2l, implies sin(α/2) =
l/a. The transit duration is then given by
Ttransit = P
α
2pi
=
P
pi
sin−1(l/a) = P
pi
sin−1
p(R?+ RP)2− b2
a
 . (2.6)
2.1.3 Limb Darkening
The transit light curve shown in Figure 2.3 exhibits another property of stars that must be
accounted for when attempting to reproduce transit light curves. The bottom of the transit,
after ingress, and before egress is not flat; rather, it is curved. Naively, one would expect
that once the planet is entirely transiting over the stellar disc then the amount of light being
occulted would remain constant. The fact that the bottom of the transit is curved suggests that
this is not the case. This is due to limb-darkening. The light we observe will have travelled
different distances through the star before escaping at the stellar surface. The probability of
a photon escaping the stellar surface is known as the optical depth. For a photon emitted at a
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depth X within the star, the optical depth, τν is given by,
τν =
∫ ∞
X
ρ(s)κνds, (2.7)
where, ν is the frequency of the light, ρ is the density, κ is the opacity, and s is the path
through the star to the observer.
All photons arriving at the observer are travelling as plane-parallel rays. This has the
consequence that photons arriving from the limb of the star have to travel further through the
atmosphere than those travelling radially out from the star. This can be clearly seen in the left
image of Figure 2.5 where two photons have been emitted from a depth, h below the surface
of the star.
The photon that travels radially out from the star, has a much shorter journey through the
star to reach the stellar surface. The photon emitted near the limb of the star is travelling at
an angle θ from the radial direction. The right image of Figure 2.5 shows how the path length
is dependent on the angle, θ . It clearly shows that the path length increases as a function of
θ . Therefore, stars appear brightest at the centre (θ = 0◦) and are dimmer towards the limbs
(θ → 90◦).
2.2 Simulating Transit Events
Section 2.1 showed the effects of stellar activity and transit events have on the observed light
curve of a star. In this section a model for simulating such events is developed. Equation (2.4)
shows how the radius ratio between the planet and star determines the dip in flux caused
by the planet transiting over the stellar disc. This ratio is used to calculate the length scale
which shall be used throughout the simulation. A value for Rp, in terms of pixels is chosen to
allow conversion between physical lengths and computational lengths. This value can either
be made smaller to increase the speed of simulation with the consequence of decreasing the
accuracy of the resultant light curve or made larger to increase accuracy. From this choice, a
value of R? is then calculated by re-arranging Equation (2.4).
2.2.1 Stellar Disc
The stellar disc is created by first generating a two dimensional array where each element is
the radial distance from the centre of the array outwards. The array is then normalised by
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Figure 2.6: Simulated transit light curve of a hot Jupiter (RP = 0.1R?), on an aligned
orbit (ϕ = 0), with an impact parameter (b =−0.2). The corresponding image sequence is
shown above the light curve. The bottom of the transit is not flat; rather, the star has been
limb-darkened resulting in the transit bottom being curved.
dividing by R? and any values greater than 1 are set to 0 to set the boundary of the stellar
disc.
As discussed in Section 2.1.3, limb-darkening changes both the ingress and egress shape
of the transit, but also the shape of the transit bottom. Here the quadratic limb-darkening
law of Mandel & Agol (2002) for transit light curves is used. The intensity at a given radius,
µ= cosθ =
p
1− r2, where 0≤ r ≤ 1 is the normalised radius is given by
I(µ)
I(0)
= 1−
4∑
n=1
an

1−µn/2 . (2.8)
The coefficients, an determine the strength of the limb-darkening and are related to the phys-
ical properties of the star. These include: The stellar effective temperature; the surface gravity;
stellar metallicity; and also the observing band. They are traditionally found through lookup
tables, such as the tables of Sing (2010) for the CoRoT and Kepler transit surveys. Once the
star has been limb-darkened, the entire array is divided by the total value to normalise the
total unocculted flux.
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2.2.2 The Planet and Transit Light Curve
As the planet transits over the stellar disc it will block star light causing a dip in the light
curve. To simulate a planet, a separate array is generated that contains flux altering values
that can be multiplied onto the stellar disc to create the light curve. In this array, a value of
0 will result in the stellar flux being entirely blocked, whereas a value of 1 does not alter the
background star light. The array is generated with default values of unity so that the star light
is unchanged.
To simulate the planet, a circular array is created where values
p
x2+ y2 < RP = 0 and
values of
p
x2+ y2 > RP = 1. This means that the planet will be entirely dark as it transits
over the stellar disc. The path the planet will take over the stellar disc is determined by the
impact parameter, b (see Section 2.1). The transit path is also dependent on the obliquity ϕ
which determines whether the orbital plane of the planet and the rotation axis of the star are
aligned (ϕ = 0) or misaligned (ϕ 6= 0). Accounting for these parameters, an array of (x , y)
coordinates is created that determines the position of the planet at each time step of the
transit. For each set of (x , y) values the amount of flux occulted by the planet over its current
location on the stellar disc is calculated and the light curve is created. Figure 2.6 shows
images of a transit of a hot Jupiter in an aligned orbit with an impact parameter, b = −0.2.
The resultant light curve is shown below the image sequence.
2.2.3 Testing the Effects of Limb-Darkening
The limb-darkening law is given by Equation (2.8). By changing the limb-darkening coeffi-
cients the consequences of limb-darkening on the resultant transit light curve can be explored.
Figure 2 of Mandel & Agol (2002) show analytic light curves for transits of a planet with vari-
ous limb-darkening coefficients. Shown in Figure 2.7 is their plot reproduced using the code
developed here. In every case, RP = 0.1R? and the impact parameter, b = 0. The solid line
corresponds to no limb-darkening, i.e. an = 0, {n = 1,2, 3,4}. In this case, as expected the
bottom of the transit occurs at a flux value of 0.99. The remaining for light curves are for
an = 1, {n = 1,2, 3,4} and all other coefficients am = 0, m 6= n. In these cases, the depth of
the transit increases and also the ingress and egress times increase, resulting in the base of
the transit becoming curved rather than flat. The reason for the increase in the ingress and
egress time becomes clear when the corresponding stellar disc images are considered. The
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Figure 2.7: Images and corresponding light curves of a hot Jupiter (RP = 0.1R?) on
an aligned orbit (ϕ = 0) with an impact parameter (b = 0). For each case the limb-
darkening has been changed. The limb-darkening coefficients are shown above the image
as {a1, a2, a3, a4} The first image is for a star with no limb-darkening (solid-line), i.e.
an = 0, {n = 1, 2,3, 4}. The remaining light curves are for an = 1, {n = 1, 2,3, 4} and
all other coefficients am = 0, m 6= n. This plot has been reproduced from Mandel & Agol
(2002) but using the code presented in this chapter rather than their analytic expressions.
top panel of Figure 2.5 clearly shows the edge of the stellar disc becomes less clearly defined
as the strength of the limb-darkening is increased.
2.2.4 The Impact Parameter
As already discussed in Section 2.1.2, the impact parameter changes the trajectory of the
transit path over the stellar disc. This has the consequence of altering the transit timing
(Equation (2.6)) and also depth of the transit. Figure 2.8 shows multiple light curves for
impact parameters, b = 0,0.25, 0.5,0.75, 1. The light curves show how the impact parameter
changes the resultant light curve. As expected, changing the impact parameter alters the
shape of the light curve. Firstly, the depth of the transit decreases as the impact parameter
increases. This is to be expected because the star is brightest at disc centre and so if the
planet does not transit over the centre of the disc it will occult less star light. As the impact
parameter increases, the transit duration decreases. Again, this is intuitive because the planet
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Figure 2.8: Mid transit images and corresponding light curves for a hot Jupiter with various
impact parameters. The impact parameters used here are b = 0, 0.25,0.5, 0.75,1 respect-
ively. The light curves are offset for clarity.
will transit over the whole diameter of the stellar disc if it is transiting over the centre of the
disc making the transit duration as long as possible; whereas, the transit chord intersects less
of the stellar disc when b 6= 0 (see Figure 2.4). For larger impact parameters, the shape of the
transit becomes move V shaped rather than the U shape of a planetary transit. This means
that transits of planets with large impact parameters may become confused with transiting
grazing binary stars.
2.3 Chapter Summary
This chapter has explained the process of simulating exoplanet transits. A tool for simulating
the photometry produced by transit missions such as Kepler and SuperWASP has been de-
veloped. In the coming chapters this tool will be adapted to investigate various asymmetries
in exoplanet transit observations.
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3
Detecting Exoplanetary Magnetic Fields: The
Shocking Transit of WASP-12b
3.1 Introduction
This chapter is a summary of the work presented in Llama et al. (2011) where a model to
simulate the transit light curve of planets with a magnetospheric bow shock was developed.
This work was prompted by HST observations obtained by Fossati et al. (2010). They observed
transits of the hot Jupiter WASP-12b in the near-ultraviolet using HST and found a discrepancy
between the near-UV light curve and the corresponding optical light curve. They found the
near-UV transit event began before the corresponding optical event. They also found the
transit depth to be much deeper in the near-UV. Curiously, the egress of the near-UV transit
coincided with the optical egress. This results in the near-UV transit light curve appearing
asymmetrical when compared to the optical event. Vidotto et al. (2010) postulated that such
an early ingress could be caused by the presence of a magnetospheric bow shock that forms at
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Figure 3.1: SuperWASP light curve for the hot Jupiter WASP-12b, adapted from (Hebb
et al., 2009). This light curve is comprised of multiple observations of WASP-12b phase
folded using a period, P = 1.091417 days and an epoch, T0 = 2454023.2991. The solid-red
line is the best fit transit model to the light curve.
the boundary layer between the magnetosphere of the planet and the stellar wind. In Llama
et al. (2011) this idea was investigated by carrying out simulations of a planet with a bow
shock to generate synthetic near-UV light curves in an attempt to fit to the data obtained by
Fossati et al. (2010).
3.1.1 The Hot Jupiter WASP-12b
The hot Jupiter, WASP-12b, was first reported by Hebb et al. (2009). The planet was dis-
covered by the SuperWASP transit survey (Pollacco et al., 2006). An extensive follow-up
campaign of both photometry and radial velocity confirmed the candidate as a hot Jupiter,
orbiting a late F-type star (Hebb et al., 2009).
The phase-folded transit light curve from the SuperWASP archive is shown in Figure 3.1.
This light curve shows all the currently available optical data for WASP-12 phase-folded over
the reported orbital period of the planet. The dip in light, caused by the planet passing in
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Parameter Value
Orbital period P (days) 1.091423
Semi-major axis a (au) 0.0229
Transit duration tdur (days) 0.122
Planet / Star area ratio (Rp/R?)2 0.0138
Impact parameter b (R?) 0.36
Planetary radius Rp (RJ ) 1.79
Planetary mass Mp (MJ ) 1.41
Planetary density ρp (ρJ ) 0.25
Stellar radius R?(R) 1.47
Stellar mass M?(M) 1.35
Table 3.1: Fundamental parameters for the WASP-12 system taken from Hebb et al. (2009).
front of the star is deeper than a typical hot Jupiter, suggesting the planet is likely to be
heavily inflated. The transit and radial velocity data were analysed by Hebb et al. (2009) to
derive the properties of both the planet and the host star. The fundamental parameters of
the WASP-12 system are shown in Table 3.1. The best fit transit light curve from Hebb et al.
(2009) is shown as the red line in Figure 3.1.
At the time of detection, WASP-12b was one of the largest exoplanets discovered. The
planet has a derived radius of Rp = 1.79 RJ with a mass Mp = 1.41 MJ . This means the
planet is almost twice as large as Jupiter but has a density of approximately one quarter
that of Jupiter. Along with being one of the largest planets discovered, WASP-12b also orbits
extremely close to its host star. The planet has an orbital period Porb = 1.09 days and a
semi-major axis of a = 0.0229 au.
3.1.2 Star-Planet Interactions
It is thought that close-in exoplanets are likely to be subjected to extreme tidal effects from
their host star (Albrecht et al., 2012). Observations of hot Jupiter’s such as HD 189733b
and HD 209458b at various ultraviolet resonance lines have revealed that the depth of the
transit is typically much larger than the corresponding depth in the optical transit (Vidal-
Madjar et al., 2003; Lecavelier Des Etangs et al., 2010). This increase in transit depth implies
the presence of additional material in the exosphere of the planet. The derived planetary
parameters for HD 189733b and HD 209458b suggest that material in the exosphere of these
hot Jupiters is likely to be larger than their Roche lobes, suggesting these planets may be losing
their atmospheres (Vidal-Madjar et al., 2008). It has been postulated that close in planets are
subjected to intense irradiation from their host star that strips the planet of its outermost
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atmosphere (Vidal-Madjar et al., 2008). Observations of stars hosting large, close-in planets
show enhanced activity that is potentially linked with the orbital phase of the planet (Shkolnik
et al., 2005). Such enhanced activity could be caused by the tidal forces exerted on the star
by the presence of the planet or possibly through the stellar magnetic field interacting with
the magnetosphere of the planet (Cuntz et al., 2000; McIvor et al., 2006a)
3.1.3 HST Observations of WASP-12b
Fossati et al. (2010) undertook an observing campaign of the WASP-12 system with HST. Using
five orbits of HST, Fossati et al. (2010) acquired data on consecutive transits of WASP-12b.
Figure (3.2) shows the same optical model as Figure 3.1 with a summary of the HST near-UV
observations. The red points correspond to their near-UV C observations (2770−2811) which
covers the Mg II resonance. Observations were also obtained in the near-UV A (2539− 2580)
and (2655− 2696) where the early-ingress is more pronounced.
On the first orbit they acquired data for 2334 seconds whilst the remaining four observa-
tions lasted for 3000 seconds. The timings of their integrations with respect to the phase of
the planet are shown as error-bars in the x-direction. The five orbits cover the entire transit
duration of WASP-12b.
There are a number of notable differences between the optical light curve and the near-UV
data. The first difference is that the near-UV light curve is deeper than the optical model. The
second difference concerns the timing of the transit event. In the near-UV, the light curve de-
viates from unity earlier than the optical model predicts. This implies that the near-UV transit
event begins before it does in the optical. The third data point is located approximately at mid-
transit. It is deeper than the optical mid-transit level suggesting the presence of additional
material blocking star light. This is consistent with the presence of an inflated atmosphere of
the planet when observed in the near-UV (Vidal-Madjar et al., 2003; Lecavelier Des Etangs
et al., 2010). Unlike the other in-transit data points, the fourth data point coincides with the
optical light curve suggesting the egress of the near-UV transit event occurs simultaneously
with the optical transit. This places constraints on the distribution of the additional absorbing
material in the exosphere of the planet that could produce such a light curve. It is clear from
Figure 3.2 that the near-UV light curve exhibits an asymmetry when compared to the optical
model. If the additional material were to be symmetrically distributed around the exosphere
of the planet, then the near-UV transit would exhibit not only an early ingress, but also a later
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Figure 3.2: The near-UV observations of WASP-12b taken by The Hubble Space Telescope
(points). The horizontal error bars indicate the integration time for each observation. The
vertical error bars represent the flux error. The solid-line is the optical model of WASP-12b.
Figure reproduced with permission from Fossati et al. (2010).
egress than the corresponding optical light curve.
3.1.4 Possible Explanations
There have been a number of explanations in the literature to attempt to account for the
presence of additional material in the exosphere of WASP-12b. One possible explanation is
due to the fact that WASP-12b is such an inflated planet. With such a large radius, it is likely
that the planet is overflowing its Roche lobe. The Roche lobe defines the distance from the
surface of an object in which any material is gravitationally bound. If WASP-12b is indeed
overflowing its Roche lobe then there will be an accretion stream between the planet and the
host star. If such an accretion stream were to be optically thick then this would result in the
detection of an asymmetry in the light curve (Ibgui et al., 2010; Lai et al., 2010; Li et al.,
2010).
Another explanation was put forward by Vidotto et al. (2010). They suggest that the
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additional material is actually shocked material from the stellar wind colliding with the mag-
netosphere of the planet. Such a bow shock is formed around every planet in our Solar
system. For planets without a magnetic field, the shock forms at the surface of the planet.
However, the presence of a magnetic field around a planet causes the distance at which the
shock forms from the surface of the planet to increase. For Earth, the distance to the bow
shock is some tens of Earth radii. Figure 1.14 shows an illustration of the interaction between
the Earth’s magnetosphere and the Solar wind. At the point where the Solar wind collides
with the magnetosphere of the planet, the charged particles from the Solar wind shock and
are deflected around the magnetosphere. If the density of shocked material is large then it
will block additional star light and result in a deeper transit light curve.
Vidotto et al. (2010) investigate the requirements for a shock to form and how the shock
geometry varies as the planet orbits around the star. What follows is a summary of their
findings and the development of the shock model presented in Llama et al. (2011) that is
required for simulating near-UV light curves of a transiting exoplanet.
3.2 The Shock Model
This Section describes the shock model as developed by Vidotto et al. (2010). If the relative
velocity of the planetary and stellar coronal material is supersonic then a bow shock could
form (see Figure 3.3). The interaction between planetary material and stellar material com-
presses the local plasma to produce a region of higher density plasma behind the shock. If the
optical depth of the shocked material is high enough then additional star light will be blocked
and a larger dip in the transit light curve will be produced.
A schematic of the shock model is shown in Figure 3.3. The angle between the shock
normal and the orbital direction of the planet is given by ϕ0. From Figure 3.3, ϕ0 can be
calculated using,
ϕ0 = arctan

u wind, r
|uplanet− uwind,ϕ|

, (3.1)
where, uwind(r,θ ,ϕ) is the velocity of the stellar wind and uplanet is the orbital velocity of the
planet. The relative velocity between the planet and the stellar material can then be expressed
as
∆u=
uplanet− uwind,ϕ=


GM?
Rorb
1/2
− 2piRorb
P?
 . (3.2)
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Figure 3.3: Schematic of the shock geometry as viewed along the stellar rotation axis (not
drawn to scale). The shock normal makes an angle ϕ0 to the direction of motion of the
planet. The distance from the planet to the shock, rM , is determined primarily by the strength
of the planetary magnetic field. XM denotes the maximum distance between the planet and
the projected lateral extent of the shock. This distance depends on the chosen values for
rM ,ϕ0 and ∆ϕ. ∆rM is the region of compressed stellar material behind the shock.
The orientation of the shock front is therefore dependent on the local stellar wind condi-
tions around the planet. There are two limiting situations. Firstly, a “dayside-shock" (ϕ0 →
90◦), forms when the radial wind velocity is very much greater than the relative azimuthal
velocity of the planet. This is the case for the planets in our Solar system, and for exoplanets
located far-out from their host star where the stellar wind has had time to accelerate. The
second limiting scenario occurs when the orbital velocity of the planet is much larger than the
stellar wind speed. In this case, (ϕ0 → 0◦) and the shock forms directly ahead of the planet.
This is known as an “ahead-shock” and occurs for very close-in planets. For most hot Jupiter
systems, the stellar wind conditions will be such that at an intermediate value of ϕ0 occurs.
The distance from the planet to the shocked material, rM , is known as the stand-off dis-
tance between the planet and shock. Here, rM is considered to be the size of the planetary
magnetosphere. In reality, the maximal extent of the magnetosphere will be slightly larger
than rM ; however, this difference is much smaller than the value of rM itself and so is a
reasonable approximation. The stand-off distance can therefore be calculated by equating
pressure balance between the stellar wind and the planetary magnetosphere. The total pres-
sure from the stellar wind is the sum of the ram, magnetic, and thermal pressures. The shock
will form at the point where these forces balance with the magnetic and thermal pressures
from the planetary magnetosphere. Accounting for these terms, the pressure balance Equation
can be expressed as:
ρwind∆u
2
wind+
B2wind(rorb)
8pi
+ pwind =
B2planet(rM )
8pi
+ pplanet. (3.3)
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Here, Bplanet(rM ) is the magnetic field strength of the planet at the maximal extent of
the magnetosphere. ρwind, pwind, and Bwind(rorb) are the density, pressure, and magnetic
field strength of the stellar wind respectively at the orbital radius of the planet. The planet’s
magnetic field is also assumed to be dipolar in geometry, which implies that in the equatorial
plane,
Bplanet(rM ) =
Bplanet
2
Rplanet
rM
3
. (3.4)
To derive an analytic expression for the stand-off distance, rM , the thermal pressures
of the planet, pplanet, and the kinetic term from the stellar wind are neglected. Vidotto et al.
(2010) reason that this is a valid approximation by taking an upper-boundary of the planetary
magnetic field of WASP-12b to be 24 G and calculating the planetary magnetic pressure as,
B2planet(rM )
8pi
≈ 8× 10−3 dyn cm−2. (3.5)
The first term in Equation (3.3) represents the kinetic energy and is dependent on the rotation
period of the star which is unknown for WASP-12. Assuming a Solar rotation period of P? = 26
days, the kinetic energy can be estimated,
ρwind∆u
2
wind ≈ 4× 10−4 dyn cm−2. (3.6)
It is worthy of note that given the functional form of ∆u2 (see Equation (3.2)) if the rotation
rate of the star were to increase, then the kinetic energy will still be negligible. If the rotation
rate of the star were increased to 10 days then ρwind∆u2wind ≈ 3× 10−3 dyn cm−2. To estim-
ate the thermal pressures from the planet, Murray-Clay et al. (2009) estimate the planetary
density for hot Jupiters to be ρplanet ≈ 107 cm−3 and a temperature of Tplanet ≈ 103.5 K which
gives a density
pplanet ≈ 4× 10−6 dyn cm−2. (3.7)
From Equations (3.5),(3.6), (3.6), and (3.7) it is clear that the magnetic pressures will
dominate over the other terms. Upon substitution of Equation (3.4) into Equation (3.3) an
analytical expression for rM is found,
rM
Rplanet
=

(Bplanet/2)2
8pi(ρwind∆u2wind+ pwind) + B
2
wind
1/6
. (3.8)
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Figure 3.4: Figuring showing how the projected lateral extent of the shocked material, XM
is calculated. In the first case (left panel), ϕ0 ≤ ∆ϕ. In the second case (right panel),
ϕ0 >∆ϕ.
The stand-off distance therefore increases as the magnetic field strength of the planet in-
creases, and decreases as the pressure of the stellar wind increases. The shocked material is
taken to be a simple spherical distribution. The shock has a thickness ∆rM , and an angular
extent 2∆ϕ. The projected lateral extent of the shock is therefore dependent on rM , ϕ0 and
∆ϕ. As shown in Figure 3.4, the maximum distance between the planet and the projected
lateral extent of the shock, XM , can take the following forms
XM =
 rM if ϕ0 ≤∆ϕrM cos(ϕ0−∆ϕ) if ϕ0 >∆ϕ. (3.9)
Once the stand-off distance and orientation of the shock have been determined, the dens-
ity of shocked material must be estimated. Here, the models for the stellar corona and wind
of Vidotto et al. (2010, 2011b) are used to obtain a value for the plasma density of the stellar
wind around the planet. These models assume a typical Solar base density of n0 ∼ 108cm−3
(Withbroe, 1988) and either an isothermal hydrostatic corona or an isothermal thermally
driven wind. The shock “jump conditions” are conditions that must be conserved on either
side of the shocked material and enable the density of shocked material to be estimated.
Firstly, mass must be conserved, which implies
ρ1v1 = ρ2v2, (3.10)
where, ρ1, and v1 are the density and velocity of the pre-shocked material and ρ2, and v2
is the shocked density and velocity. Secondly, the shock does not accelerate in its frame
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of rest, and so momentum conservation implies that the difference between upstream and
downstream ram pressures must be balanced by the gas pressure downstream, i.e.
ρ1v
2
1 = p2+ρ2v
2
2. (3.11)
Here, the upstream ram pressure has been neglected, i.e., the shock is taken to be a “strong
shock”. Finally, energy must be conserved across the shock. The rate at which work is done is
v2p2, and so,
v1

1
2
ρ1v
2
1

− v2

1
2
ρ2v
2
2+
3
2
p2

= v2p2. (3.12)
Equation (3.12) can be simplified by firstly eliminating p2 using Equation (3.11) and then
substituting Equation (3.10) to arrive at the quadratic equation:
v31
ρ22
ρ21
− 5v31
ρ2
ρ1
+ 4v31 = 0, (3.13)
which can be re-arranged further to give:
ρ2
ρ1
− 4

ρ2
ρ1
− 1

= 0. (3.14)
Equation (3.14) has two solutions, ρ2 = ρ1, i.e., v1 = v2, in which case there is no shock. The
other solution gives ρ2 = 4ρ1, which implies the shocked density is four times the upstream
density.
Lamers & Cassinelli (1999) show that for an isothermal corona of temperature T , the
density of stellar material, nobs, at a planet of orbital radius Rorb is given by,
nobs
n0
= exp

GM?/R?
kB T/m

R?
Rorb
− 1

+
2pi2R2?/P
2
?
kB T/m

R2orb
R2?
− 1

. (3.15)
Since the near-UV observations of Fossati et al. (2010) are sensitive to the transition of Mg,
the density of shocked material can be expressed by calculating the density of fully ionised
Mg II using the relation,
nMg II = 4× nobs× nMgnH , (3.16)
where, nMg/nH is the ratio of Mg number density to H number density, which is derived from
spectroscopic measurements of the stellar photosphere by Hebb et al. (2009).
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3.3 Simulating Near-UV Transit Light Curves
This Section describes the work carried out in Llama et al. (2011) in which simulations of
the shock model described in Section 3.2 was presented. To create light curves of a planet
with a magnetospheric bow shock, the transit model developed in Chapter 2 must be adapted
to incorporate asymmetries surrounding the planet. The model currently generates the light
curve of a planet transiting over a limb-darkened star, with limb-darkening law,
I(µ)
I(0)
= 1−
4∑
n=1
an(1−µn/2). (3.17)
Here, µ = cosθ =
p
1− r2, where 0 ≤ r ≤ 1 is the radial distance into the stellar disk norm-
alised to the stellar radius and I(0) is the emergent intensity at the centre of the star (Mandel
& Agol, 2002). The coefficients an are chosen from Claret (2004) to match the u-band limb-
darkening of the host star. The shocked material is assumed to absorb or scatter radiation out
of the line-of-sight with no scattering into the line-of-sight. This assumption is valid for the
optical depths required to produce the early-ingress transit light curves. For simplicity, the
bow shock is taken to be of uniform density; however, the model is highly generalised and
could incorporate any density structure: analytic, tabulated, or from dynamical simulations.
Figure 3.5 shows a three-dimensional model of an “ahead-shock” (left) and a “dayside-shock”
(right). In both of cases, the stand-off distance between the planet and the shock is rM = 5 RP .
The model clearly shows how the geometry of the shock will change the resultant transit light
curve. For the “ahead-shock” (ϕ0 = 0◦) case, the front of the shock is darker than in the
“dayside-shock” (ϕ0 = 90◦) case. This is because the path-length through the shocked ma-
terial is greater for the “ahead-shock” case. As a result, the slope of the ingress of the transit
light curve will be steeper for smaller values of ϕ0. This will have consequences when the
timing difference between the near-UV and optical transit light curves is used to determine
the strength of the magnetic field, and the projected stand-off distance, XM of the shocked
material.
Figure 3.6 shows two example transits of a hot Jupiter with a magnetospheric bow shock.
In both cases, rM = 5RP , the optical light curve (i.e. no bow shock) is shown as a dashed
line and the near-UV transit (planet and bow shock) is shown as the solid line. The left model
shows the near-UV light curve of an “ahead-shock” (ϕ0 = 0◦). This light curve exhibits an early
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Figure 3.5: Figure showing three-dimensional models of a planet (black sphere) and mag-
netospheric bow shock. The left panel shows an “ahead-shock” (ϕ0 → 0◦). The right panel
shows a “dayside-shock” (ϕ0→ 90◦). In both cases, the distance from the planet to the shock
is rM = 5 RP , and the extent of the shock is ∆rM = 0.5RP and ∆ϕ = 45◦.
ingress but no late egress. The images above the light curve show that the reason for this is
because the shocked material begins occulting star light before the planet begins transiting.
However, because the shock is transiting entirely ahead of the planet, the end of the transit
coincides with the optical transit. In this case, the near-UV light curve is asymmetrical with
respect to the optical light curve. The second model shows the near-UV transit of a “dayside-
shock” (ϕ0 = 90◦). In this case, the shocked material begins transiting over the stellar disc
before the planet and so an early-ingress is recorded in the light curve. However, because the
shock also extends behind the planet, a late egress is also present in the near-UV light curve.
In this case the near-UV transit is also symmetrical about mid-phase and the transit event is
longer than the corresponding event when viewed in the optical. In both cases, the depth of
the near-UV transit is deeper than the optical transit due to the additional absorbing material
from the bow shock.
3.4 Application To The WASP-12 System
The parameters adopted throughout this chapter are taken directly from Hebb et al. (2009).
For WASP-12, nMg/nH = 6.76× 10−5 (Hebb et al., 2009). Since the maximal extent of the
magnetosphere, rM , is directly related to the magnetic field strength of the planet (Equation
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Figure 3.6: Transit images and resultant light curves for the “ahead-shock” (left) and
“dayside-shock” (right) from Figure 3.5. In both cases, the optical transit (i.e. no bow
shock) is shown as the dashed line. For the “ahead-shock” the near-UV transit exhibits an
early-ingress but no late-egress when compared to the optical light curve. For the “dayside-
shock” the near-UV light curve exhibits both an early-ingress and also a late-egress. As such,
the transit of a “dayside-shock” does not exhibit an asymmetry when compared to the optical
light curve.
(3.8)), a value for Bplanet must be adopted. There are currently no measurements for the
strength of exoplanetary magnetic fields, so the value for Jupiter, BP = 14G, is used. It is
worthy of note that although the value used for Bplanet will change the stand-off distance
between the planet and the shock, the analytic form of Equation (3.8) means variations in
Bplanet will not significantly alter the value of rM . The density of Mg II in the stellar wind and
other system parameters fully determine bow shock geometries and orientations that fit the
HST observations of Fossati et al. (2010).
3.4.1 Analysis of the HST Observations
The HST observations (shown in Figure 3.2) enable constraints to be placed on the allowed
shock geometries. The first data point at phase = 0.86 lies on the continuum of the light
curve meaning the transit event is yet to begin. From this, a maximal extent for the planetary
magnetosphere can be estimated. If the value of rM is too large, the egress of the transit
event will begin too early and will not fit the first data point. In order to fit this data point,
rM < 14RP .
Phase = 0.92 is before the optical ingress; however, the near-UV data point sits below
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the continuum suggesting the transit event has already begun. At this point, the bow shock
must have started transiting over the stellar disc and begun blocking star light. This phase
value therefore provides a minimal value for the extent of the planetary magnetosphere. If
the chosen value of rM were too small, the stand-off distance between the planet and the bow
shock would not be large enough and the ingress time of the near-UV event would happen too
late to fit this data point. The minimal value for the shock distance required to fit this data
point is rM > 4.2 Rp (Lai et al., 2010).
For a given density, the depth of the transit light curve is determined by the area of shocked
material as projected onto the plane of the sky. The data point at phase = 0.98 therefore
provides constraint on the size of the shock, ∆rM and ∆ϕ. If the area is too large then the
light curve will be too deep and if it is too small then the light curve will be too shallow.
If there is shocked material still transiting after the planet has moved off the stellar disc
then a late egress would be seen in the transit light curve. The data point at phase = 1.05
coincides with the optical transit suggesting this is not the case. This therefore requires ϕ0 +
∆ϕ < 90◦ to ensure the end of the near-UV transit coincides with the end of the optical
transit.
3.5 Results
The simulated light curves produced in this Chapter has shown that it is possible to reproduce
the HST observations of Fossati et al. (2010). Light curves that pass through the HST observa-
tions can be achieved for many different plasma temperatures. These temperatures determine
the sound speed and the wind speed of the stellar wind. They therefore fix the values of ϕ0
and also the density of the shocked material (Vidotto et al., 2010).
For certain plasma temperatures, no fit can be found that passes through all the data
points simultaneously with reasonable shock parameters. For T = 1× 106 K, the calculated
density is too low and the resultant near-UV light curve is too shallow. Similarly, for T =
3.93× 106 K the density is too high and the light curve is too deep. Two temperatures are
chosen to illustrate the range of shock orientations and geometries that fit the data. The two
temperatures chosen are, T = 2 × 106 K and T = 2.5 × 106 K. Since the geometry of the
magnetic field is unconstrained, for each of these temperatures a solution is shown where the
planet is embedded in the corona and hence the shock is an “ahead shock" with ϕ0 = 0◦ and
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Model T ϕ0 nMgii ∆rM ∆ϕ τmax
(MK) (◦) (cm−3)∗ (Rp) (◦) (Rp)
1A 2 0 312 0.08 80 0.49
1B 2 34 192 0.32 40 0.44
2A 2.5 0 745 0.05 80 0.92
2B 2.5 42 385 0.15 40 0.37
∗ assuming a Solar corona base density n0 ∼ 108cm−3
Table 3.2: Parameters used in our simulations. In all cases, XM = 5.5 Rp. The columns
are respectively: Model number; Temperature of stellar plasma; Angle of the shock normal;
Calculated value for the number density of Mg II; Required thickness of shocked material
from our simulations to reproduce the early ingress; Angular extent of the shock; Calculated
maximum optical depth for each model.
also one where it is immersed in the stellar wind meaning ϕ0 is dependent on the plasma
temperature. As illustrative examples, ∆ϕ = 80◦ is chosen for models 1A and 2A and ∆ϕ =
40◦ for models 1B and 2B because these values will ensure the end of the near-UV transit will
coincide with the end of the optical light curve whilst still providing a large projected shock
area. For all cases, ∆rM is then varied to find a solution that passes through the observations.
Table 3.2 shows the parameters adopted for the illustrative cases where a fit to all the data
points has been found. Figure 3.7 shows the simulated light curves and mid-transit images
from the model. From the simulations it is clear that a range of different shock geometries
and orientations are able to provide a fit to the data suggesting there is some degeneracy in
the solutions.
Firstly the models show that XM is a degenerate quantity. The value of XM is determined
by the values of rM ,ϕ0 and ∆ϕ and therefore different combinations of these values can
produce the same lateral projected shock extent projected on the plane of the sky. Throughout
this investigation, XM = 5.5Rp has been adopted because this distance allows the light curve
to pass through the the HST data.
As the temperature of the stellar plasma increases, the stellar wind and static coronal
models predict a larger density at the orbital radius of the planet. Therefore the projected
area of the shock must decrease to ensure the transit is not too deep and can still fit the data.
This area is determined by the angular extent ∆ϕ and the radial extent ∆rM . For the cases
where ∆ϕ = 80◦ (models 1A and 2A), a smaller value of ∆rM is required to fit the data
compared to the cases where ∆ϕ = 40◦ (models 1B and 2B). This is a consequence of the
line-of-sight distance through the shock increasing as ϕ0 decreases, allowing more star light
to be absorbed at the shock front.
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Figure 3.7: Light curves and mid-transit images for our simulations. The top panel shows
the modelled transits (optical - blue; near-UV - black) with the HST observations in red.
The black lines represent the results of our simulations. The bottom panel is the mid transit
image for each of our models 1A-2B (from left to right respectively).
In the optical transit the light curve is symmetrical about the mid-transit point (phase =
1.00); however, the addition of a bow shock breaks this symmetry in the near-UV light curve.
This can be seen in the simulated light curves as they are no longer centred around phase =
1.00 but offset by an amount proportional to XM . If better time sampled observations could be
taken, this offset could be used to provide further insight into the stand-off distance between
the shock and the planet.
3.6 Discussion
The model developed in this chapter has been shown that is possible to reproduce the HST
observations of Fossati et al. (2010) by assuming the presence of a magnetospheric bow shock
around the planetary magnetosphere of WASP-12b. Using models for the stellar corona and
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wind (with a Solar base density) the density of Mg II in the shocked material has been calcu-
lated and synthetic near-UV light curves have been produced.
Lai et al. (2010) calculated the column density of Mg II around WASP-12b to be ¦ 1.4×
1013cm−2. For this calculation they assume an optical depth τ = 1 in the absorption line of
Mg II, a velocity v ≈ 100kms−1 and a characteristic length scale S = 3Rp. From this, Vidotto
et al. (2010) found the required number density of Mg II to be nMgii ¦ 400cm−3 to reproduce
the observed early ingress. Using these assumed values, the extinction cross-section of Mg II
can be calculated:
σMgII =
τ
nMgIIS
= 6.5× 10−14cm2. (3.18)
The maximum optical depth τmax can be then be calculated using Equation (3.18) by
setting S to be the maximum path length in the line-of-sight through the shocked material
along with the corresponding number density of Mg, nMg ii (from Table 3.2) for each of the
models presented. The results of this calculation are shown in the final column of Table 3.2.
Llama et al. (2011) showed that it is possible to reproduce the near-UV observations with
both lower and higher Mg II densities than those required by Lai et al. (2010), and that the
resultant shocked material is not necessarily required to be optically thick.
3.7 Summary
The Chapter has explored the potential of transit asymmetries to allow exoplanetary magnetic
fields to be detected. It is worthy of note that the results presented here are a feasibility study
into what data such as those obtained by Fossati et al. (2010) is capable of revealing. If
similar bow shock structures could be observed around other exoplanetary systems, transit
observations could be useful to probe the presence of exoplanetary magnetic fields. The
method is not capable of providing a unique solution to the geometry of the magnetic field
of WASP-12b, but the timing of the early ingress provides an approximation for the field
strength of the planet and the extent of the magnetosphere. Vidotto et al. (2011a) proposed
a list of candidates that could provide signatures of an early-ingress, based on the list of
available transiting systems in September 2010. Should near-UV observations be obtained for
these candidates then this model could be applied to those data sets to constrain the allowed
geometries and orientations for bow shocks around transiting exoplanets.
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The Varying Transits of HD 189733b
4.1 Introduction
This Chapter is based on the work presented in Llama et al. (2013) where simulated near-
ultraviolet light curves of the hot Jupiter HD 189733b were investigated. In Chapter 3 a
model capable of simulating near-UV light curves of a planet and magnetospheric bow shock
was developed in an attempt to explain the findings of Fossati et al. (2010). The simulated
light curves showed that the presence of a magnetospheric bow shock is highly dependent on
the local conditions of the stellar wind around the planet. In this Chapter, magnetic maps of
the bright star HD 189733 are combined with a more realistic stellar wind model to investigate
how near-UV transits of HD 189733b would vary as the planet orbits around the star.
4.1.1 The HD 189733 System
One of the most extensively studied hot Jupiter hosting stars is HD 189733. A bright K2V
star with a mass and radius slightly smaller than that of the Sun it is an ideal target for
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investigating star-planet interactions and also for learning about the atmosphere of the planet.
It was discovered to be hosting a hot Jupiter at an orbital distance of 8.8 R? through transit
observations by Bouchy et al. (2005). A list of parameters for the star, HD 189733, and the
hot Jupiter, HD 189733b, are shown in Table 4.1.
Fares et al. (2010) observed HD 189733 in June 2007 and again in July 2008, collecting
spectra of the star that enabled them to recover the magnetic topology of the star. These
spectra allowed them to look for enhanced activity due to star-planet interactions. They
concluded there was no clear evidence of such interaction in the system during their epochs
of observation.
Transits of HD 189733b have also been taken in wavelengths other than optical, looking
for any direct evidence of an inflated atmosphere such as that of WASP-12b. Ben-Jaffel &
Ballester (2013) reported a potential early ingress and increased absorption in the C II lines of
HD 189733b. They carried out simulations of the planetary environment with a Parker model
of the stellar wind and found that the stand-off distance between the front of the shock and
the planet to be approximately 16.7 RP (Ben-Jaffel & Ballester, 2013; Parker, 1958). Bourrier
et al. (2013) have also observed HD 189733b in Lyman−α using HST/STIS in April 2010
and September 2011. In September 2011, they found an additional 14.4 per cent absorption
and hints of an early ingress which they accredit to atmospheric absorption; however, in
April 2010 there was no presence of additional absorbing material or an early ingress. The
presence of an early ingress and extra absorption in some but not all transit light curves of HD
189733b suggests that the presence of additional material in the exosphere of the planet may
be transient and may therefore depend on the local conditions of the stellar wind surrounding
the planet.
Vidotto et al. (2011b) discuss the potential variability in near-UV light curves due to the ec-
centricity of the planetary orbit, the presence of stellar magnetic cycles, and non-axisymmetric
distributions of the stellar magnetic field. They reason that because the planet would interact
with winds of varying conditions, the shock characteristic will vary throughout the orbit. As
a consequence, the light curve will also vary as the absorption profile of the shocked material
changes.
In this Chapter the effects of the stellar wind on the conditions surrounding the transiting
planet HD 189733b are explored. By incorporating the reconstructed magnetic maps of Fares
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Table 4.1: Fundamental parameters for the HD 189733 system (taken from Torres et al.
(2008)) and wind simulation assumptions.
Parameter Value
Stellar mass M? (M) 0.78
Stellar radius R? (R) 0.76
Stellar rotation period Prot (d) 11.94
Stellar metallicity [M/H] (dex) −0.03
Planetary orbital distance rorb (R?) 8.8
Planetary orbital period Torb (days) 2.2
Optical transit duration Tdur (hours) 1.827
Impact parameter b (R?) 0.68
Planet radius Rp (RJ ) 1.138
Coronal base temperature T0 (K) 2× 106
Coronal base density n0 (cm−3) 1× 109
Polytropic index γ 1.1
Wind particle mean mass µ (mp) 0.5
et al. (2010), acquired at two separate epochs, both the spatial and temporal variations of the
stellar wind can be investigated. Since no simultaneous magnetic maps and near-UV transit
observations of HD 189733 have been taken, no attempt to reproduce any particular set of
existing observations is made. Rather, the method outlined in Llama et al. (2011) (see Chapter
3) is extended to simulate near-UV transit observations that could have been observed by HST
during June 2007 and July 2008.
If the presence of a bow shock is linked with the conditions of the stellar wind then the
near-UV transit shape would be expected to vary with the magnetic evolution of the star. This
coupling of magnetic maps and stellar wind simulations therefore enables predictions of how
the near-UV transits of HD 189733b would appear if the transit observations had been taken
simultaneously with the spectropolarimetric observations.
4.2 Methods
To investigate the shape and variability of near-UV transit light curves of the transiting planet
HD 189733b the stellar wind and the resultant bow shock around the planet must be mod-
elled. The transit model developed in Chapter 2 is extended to include the presence of a bow
shock around the planet. The method is similar to that developed in Chapter 3. The shock
geometry used in Chapter 3 was a spherical shell and the stellar wind model was a simple
model of an isothermal, symmetric thermally driven wind (Parker, 1958). In this chapter that
model is improved by incorporating a full three-dimensional MHD stellar wind model along
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Figure 4.1: Surface magnetic maps of HD 189733 reconstructed using Zeeman-Doppler
Imaging from Fares et al. (2010). The left image is the magnetic map from June 2007 and
the right image is from July 2008. In both cases, the maps show the distribution of radial
magnetic field over the surface of the star. The radial field intensity is colour coded with blue
being negative and red corresponding to positive field. In both cases the field strength varies
from approximately −40G to +25G.
with a more realistic shock model.
4.2.1 Stellar Surface Magnetic Maps
Fares et al. (2010) observed HD 189733 using the spectropolarimeters ESPaDOnS and NAR-
VAL at the Canada-France-Hawaii Telescope at Pic du Midi. They reconstructed the surface
magnetic field using Zeeman-Doppler Imaging (ZDI) (for a full description of ZDI see Section
1.1.5). ZDI is a tomographic imaging technique that enables the large-scale magnetic field
intensity and orientation to be reconstructed on the stellar surface using a series of circu-
lar polarised spectra of the star. The latest version of the ZDI code describes the magnetic
field by its radial poloidal, non-radial poloidal and also toroidal components, all of which are
expressed in terms of spherical harmonic expansions (Donati et al., 2006).
The reconstructed magnetic maps of HD 189733 taken by Fares et al. (2010) are shown
in Figure 4.1. The left panel shows the reconstructed magnetic map for June 2007 and the
right panel shows the map from July 2008. For June 2007, they find an average magnetic
field strength of 22 G, whilst in July 2008 they find a slightly larger average field strength of
36 G (Fares et al., 2010).
4.2.2 Stellar Wind Model
This Section presents the MHD model BATS-R-US which was used to calculate the stellar
wind of HD 189733 using the magnetic maps shown in Figure 4.1. BATS-R-US is proprietary
software, as such all the computation presented in this Chapter was carried out by Aline
Vidotto1.
1University of St Andrews
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The magnetic surface maps are used as one of the boundary conditions in BATS-R-US, a
three-dimensional magnetohydrodynamic (MHD) numerical code developed by Powell et al.
(1999) to extrapolate the stellar wind. BATS-R-US solves the ideal MHD equations,
∂ ρ
∂ t
+∇ · (ρu) = 0, (4.1)
∂ (ρu)
∂ t
+∇ ·

ρuu+

p+
B2
8pi

I− BB
4pi

= ρg, (4.2)
∂ B
∂ t
+∇ · (uB−Bu) = 0, (4.3)
∂ ε
∂ t
+∇ ·

u

ε+ p+
B2
8pi

− (u ·B)B
4pi

= ρg · u, (4.4)
for the wind mass density ρwind, gas pressure pwind, the velocity of the plasma uwind =
(ur , uθ , uϕ) and the magnetic field intensity Bwind = (Br , Bθ , Bφ). The gravitational accel-
eration g is caused by the star of radius R? and mass M?. BATS-R-US assumes the gas to be
ideal with p = nkB T where T is the temperature and n is the particle density of the stellar
wind, i.e. nwind = ρwind/(µmp) where µmp is the mean mass of the particle and γ is the
polytropic index (implying p ∝ ργ). Finally, the total energy density is expressed as
ε=
ρu2
2
+
p
γ− 1 +
B2
8pi
. (4.5)
As a starting point for the simulation, the wind is assumed to be a thermally driven Parker
wind (Parker, 1958). At the stellar surface (r = R?) the coronal base temperature is assumed
to be T0 = 2× 106 K, and the base wind number density is taken to be n0 = 109cm−3. This
density value is chosen to reproduce the observed X-ray luminosity of HD 189733 which is in
turn determined by the emissivity of the plasma (see Equation (4.6)). The stellar parameters,
Prot, M?, and R? are given in Table 4.1. These parameters provide the necessary information
to solve the initial solution for the density, pressure and wind velocity.
The final condition imposed on the initial set-up is that the magnetic field is assumed to be
potential everywhere (∇× Bwind = 0). The initial solution to Bwind is found by imposing the
observed ZDI maps at the surface of the star (see Section 1.1.5) and by assuming the field to
be entirely radial beyond a certain height above the star (known as the source surface, which
is calculated by the MHD model to be at 4 R?). This approach is known as the potential field
source surface method (Altschuler & Newkirk, 1969).
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From the initial state of the simulation, the radial magnetic field distribution, Bwind, r,
along with the coronal base density and thermal pressure are kept the same at the stellar
surface throughout the simulation. A zero radial gradient is then imposed to the remaining
components of Bwind and uwind = 0 in the frame co-rotating with the star. The outer bound-
aries at the edges of the grid have outflow conditions, i.e. a zero gradient is set to all the
primary variables. The star is assumed to rotate as a solid body.
The grid is Cartesian and extends in x , y , and z from −20 to 20 R?, with the star placed at
the centre of the grid. BATS-R-US uses block adaptive mesh refinement (AMR), which allows
for variation in numerical resolution within the computational domain. The finest resolved
cells are located close to the star (for r ® 2 R?), where the linear size of the cubic cell is
0.01 R?. The coarsest cell is about one order of magnitude larger (linear size of 0.3 R?) and is
located at the outer edges of the grid. The total number of cells in the simulations is around
80 million.
As the simulations evolve in time, both the stellar wind and magnetic field lines are al-
lowed to interact with each other. The resultant solution, obtained self-consistently, is taken
when the system settles into a steady state in the reference frame co-rotating with the star.
This solution is able to diverge from the imposed initial potential solution and currents are
allowed to form in the system. Also, the initially spherically symmetric hydrodynamical quant-
ities (ρwind, pwind, uwind) are able to evolve into asymmetric distributions. The output from the
wind simulation is a full three-dimensional grid that allows the local conditions experienced
by the transiting planet HD 189733b to be determined2.
From the grid of densities the X-ray emission from the stellar corona can be computed.
Assuming that the X-ray emission of the ionised coronal wind is caused by free-free radiation,
the emissivity εffν of an optically-thin, fully-ionised hydrogen plasma (Rybicki & Lightman,
1986) is calculated using
εffν
erg(s cm3Hz)−1 = 1.7× 10
−38 n2
T1/2
e−hν/kB T gff , (4.6)
where ν is the frequency of emission, h the Planck’s constant, and gff ≈ 1 is the Gaunt factor
(Karzas & Latter, 1962). The X-ray luminosity, Lx , is calculated by integrating ε
ff
ν over X-ray
frequencies and over the coronal volume. In practice Lx is computed in a cubed volume of
2BATS-R-US is proprietary software, as such the stellar wind simulations were carried out by Aline Vidotto.
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A) B)
Figure 4.2: Figure showing the shock model. A) shows the star-planet system and the
orientation of the shock (adapted from Vidotto et al. (2010)). B) shows a zoomed-in region
around the planet and shock. rM is the distance to the nose of the shock. The angle ϕ0 is
the angle made between the azimuthal direction of the planet and the vector nˆ, the normal
of the shock nose. The planet is assumed to be spherical and completely dark.
8R? × 8R? × 8R? with the star located in the centre. The results do not change significantly if
a larger volume is taken, as the bulk of the X-ray emission comes from small distances from
the star.
4.2.3 Shock Model
The remaining Sections in this Chapter describe the model developed in Llama et al. (2013)
which uses the simulations shown in Section 4.2.2 as input.
The formation of a bow shock is a direct consequence of the interaction between the
exoplanet’s magnetic field and a supermagnetosonic stellar wind. The distance from the planet
at which the shock will form is directly related to the strength of the planetary magnetic field
and also the strength of the stellar wind. The strength of the stellar wind will vary with
location of the planet and also with the evolution of the stellar magnetic field.
At a given distance, rM from the planet, pressure balance implies the total pressure from
the stellar wind surrounding the planet balances the total pressure from the planetary material
(Vidotto et al., 2013). Here rM is taken as the size of the planet’s magnetosphere (see Figure
4.2). In reality, the distance to the bow shock is slightly larger than rM . For Earth, the
location of the bow shock is a few tenths of rM further away from the planet. This force
balance equation can be expressed as:
ρwind∆u
2
wind+
B2wind(rorb)
8pi
+ pwind =
B2planet(rM )
8pi
+ pplanet. (4.7)
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The values ρwind, Bwind, uwind and pwind are the local values of the stellar wind density,
magnetic field strength and pressure at the location of the planet provided from the wind
simulations (see Section 4.2.2) for all longitudes and latitudes. rorb is the orbital radius of the
planet from the host star. Bplanet(rM ) is the planetary magnetic field strength at the maximal
extent of the planetary magnetosphere. As shown in Section 3.2 an analytical expression for
the value of rM can be calculated by neglecting the thermal pressures of the planet, pplanet
and by assuming the planet’s magnetic field is dipolar in geometry, which implies that at the
equatorial plane:
Bplanet
 
rM

=
Bplanet
2
Rplanet
rM
3
, (4.8)
where Bplanet is the planet’s magnetic field strength at the pole. As with WASP-12b, there
are currently no measurements for the magnetic field strength of HD 189733b. A value of
Bplanet = 14 G is therefore chosen, similar to that of Jupiter. Substituting this expression
for Bplanet into Equation (4.7) the maximal extent of the planetary magnetosphere can be
estimated as:
rM
Rplanet
=

(Bplanet/2)2
8pi(ρwind∆u2wind+ pwind) + B
2
wind
1/6
. (4.9)
The distance rM is depicted in Figure 4.2. The angle the shock normal makes with the azi-
muthal direction of the planetary motion is defined as ϕ0. This angle is determined by the
geometry of the stellar wind impacting on the planet. The equation for calculating the angle
is given as
ϕ0 = arctan

u wind, r
|uplanet− uwind,ϕ|

, (4.10)
where u wind, r and uwind,ϕ are the radial and azimuthal components of the stellar wind re-
spectively (Vidotto et al., 2010). The orbital motion of the planet is taken to be Keplerian
with
uplanet =

GM?
rorb
1/2
.
If uwind, r is much larger than |uplanet − uwind,ϕ| then the wind particles will impact the
planetary magnetosphere between the planet and the star and a so-called “dayside shock"
(ϕ0 = 90◦) will form. Should the planet be orbiting much closer to the host star then the flux
of particles arriving at the planet will be ahead of the orbital motion of the planet resulting in
an “ahead-shock" forming (ϕ0 = 0◦). Shown in Figure 3.3 is the intermediate case where the
particles arriving at the planet form a bow shock with 0◦ ≤ ϕ0 ≤ 90◦.
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The distance to the nose of the shock, rM , and the angle the shock makes with the orbital
motion of the planet, ϕ0 define the shape of the resultant bow shock. The shock shape is
prescribed by the model of Wilkin (1996), where in two-dimensional polar coordinates (r˜, ϕ˜),
centred on the planet, the distance from the planet to the shock can be expressed as:
r˜(rm, ϕ0, ϕ˜) =
rM
sin(ϕ˜−ϕ0)
r
3

1− ϕ˜−ϕ0
tan(ϕ˜−ϕ0)

. (4.11)
Figure 4.2 shows a typical shock shape. The shocked material is assumed to be adiabatic
and so the density on the planet side of the shock is four times denser than the ambient wind
density (see Section 3.2). The ambient stellar wind density, ρwind, is taken as an output from
the wind simulation. The mass density is then converted into a number density by assuming
n = ρwind/µmp. Following Fossati et al. (2010), it is assumed that the observations are being
taken in the near-UV C band. The dominant absorbing species in the shocked material is
therefore the Mg II doublet at 2795.5 Å and 2802.7 Å. The number density of Mg II present
is calculated by using the stellar metallicity, [M/H] (shown in Table 4.1) and Equation 2 of
(Vidotto et al., 2010):
nM g
nH
= 10(εM g−εH )10M/H , (4.12)
where, εM g = 7.53 and εH = 12.00 are the solar abundances of Mg and H respectively. The
absorption profile is computed by integrating the density of shocked material along the line-
of-sight. The optical depth of the absorption profile is given by
τ=
∫
4nM gIIσM gIIdS, (4.13)
where nM g II is the number of density of Mg II and σM gII is the extinction cross-section of Mg
II and dS is the path along the line-of-sight through the shocked material. The flux change, F ,
caused by the shocked material occulting the stellar disc is then calculated as:
F = F0e
−τ, (4.14)
where F0 is the unocculted flux from region of the stellar disc being occulted by the shock.
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Figure 4.3: A typical transit sequence of a planet and bow shock and resultant light curve
for HD 189733 (top row). The bottom graph shows the corresponding near-UV light curve
(solid-line) with an optical transit (i.e. no bow shock detected) shown as a dashed line. The
first image shows the limb-darkened stellar disc before either the planet or the bow shock
begin occulting the stellar disc. Because HD 189733b is a hot Jupiter, the shock begins
transiting over the stellar disc before the planet. In this scenario, the shock blocks star light
before the planet and so the near-UV transit event begins before the optical transit. At mid-
transit both the planet and bow shock are blocking star light, therefore the near-UV light
curve has a deeper dip in flux than the optical light curve. Because the shock is transiting
ahead of the planet, it leaves the stellar disc before the planet resulting in the near-UV
transit ending simultaneously with the optical light curve. The final image shows the end of
the transit, once both the planet and shock have left the stellar disc.
4.2.4 The Transit Model
For the HD 189733 system, Rp/R? = 0.15463 (Torres et al., 2008). This ratio determines
the dip in flux caused by the planet as it transits over the stellar disc and therefore sets the
radius of the stellar disc in the light curve simulation (see Chapter 2 for a full description of
the transit model). The simulated limb-darkened disc of HD 189733 is shown in the top left
image of Figure 4.3.
The trajectory the planet takes over the stellar disc is determined by the impact parameter,
b, which is a measure of the projected latitude of the stellar disc over which the planet appears
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Figure 4.4: Results from the simulations. The left column shows the results from June 2007
and the right column is for July 2008. The first row shows the total pressure (Equation
(4.15)) extracted from the wind simulations as a function of latitude and longitude at the
orbital radius of HD 189733b. The middle row shows the density of the stellar wind at the
orbital radius of the planet. Note that the planet orbits in the equatorial plane (lat = 0◦).
The bottom row shows simulated near-UV light curves of the planet and predicted bow shock
(solid) and an optical light curve for reference (dashed). In both cases the deepest, shallowest
and an intermediate light curve are shown to highlight the expected variability. The black
circles and arrows show the mid-transit latitude and longitude of the planet for each of the
light curves
to transit. For this investigation the impact parameter given by Torres et al. (2008) is used,
namely, b = 0.680± 0.005. For HD 189733, the impact parameter is very well constrained;
however, varying the impact parameter will significantly change the resultant near-UV light
curve because the fraction of shocked material that will occult additional star depends on the
impact. The dashed line in Figure 4.3 shows a simulated optical transit light curve of HD
189733b.
At every point in the planet’s orbit around the star the local values of the stellar wind
are extracted from the simulations. These values, coupled with Equations (4.10) and (4.11)
prescribe the shape and orientation of the bow shock. Equations (4.13) and (4.14) are then
used to calculate the optical depth of the absorption profile and resultant change in flux. The
solid line in Figure 4.3 shows an example transit of a planet and bow shock across the stellar
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Figure 4.5: Figure showing the view along the stellar rotation axis of the X-ray emission of
the stellar corona for June 2007 (left) and July 2008 (right). Overplotted is the equatorial
stellar wind velocity (in km s−1) at the orbital radius of the planet. The blue circles denote
an inward component to the magnetic field and the green diamonds denote an outward
component.
disc.
4.3 Results
4.3.1 Stellar Wind
The top and middle rows of Figure 4.4 are the results of the wind simulations for HD 189733
in June 2007 (left column) and July 2008 (right column). The images show the total pressure
of the stellar wind (top row) and the wind density (middle row) at the orbital radius of the
planet. The total pressure is the sum of the ram pressure, magnetic pressure and thermal
pressure, i.e.,
Ptot = ρwind∆u
2+
B2wind
8pi
+ pwind. (4.15)
Both the wind pressure and density are highly structured and vary with longitude and latitude.
There is also very little similarity between the distribution of density and total pressure from
June 2007 and July 2008 indicating the wind has evolved with the magnetic evolution of the
star. The mass loss rate recovered from these simulations is M˙= 4.5× 10−13M/yr.
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4.3.2 X-ray Emission
In these models, X-ray emission is modulated during the rotation of the star. This is a con-
sequence of both the inhomogeneous distribution of surface magnetic fields and the inclin-
ation of the axis of rotation of the star towards the observer. For June 2007, the rotational
modulation of the X-ray emission can be as high as 18 percent, while for July 2008, the mod-
ulation is not larger than 9 percent. This variability might have an impact on the detection of
X-ray transits (Poppenhaeger et al., 2013).
4.3.3 Planetary Magnetosphere Variability
The variability in the stellar wind has a direct consequence on both the size of planetary
magnetosphere and the orientation of the bow shock. This can easily be seen from Equations
(4.9) and (4.10) which both depend on the properties of the stellar wind. Figure 4.6 shows
how rM , the extent of the magnetosphere of the planet and the orientation of the bow shock,
ϕ0, vary as the planet orbits around the star. Again, the left column is the results from June
2007 and the right column shows the results from July 2008. In both years, the size of the
magnetosphere varies by ∼ 15 per cent as the planet orbits around the star. The value of ϕ0
is found to vary by ∼ 20 per cent with a single orbit of the planet around the star.
Figure 4.5 shows views along the stellar rotation axis of the X-ray emission of the stellar
corona. A polar plot of equatorial wind velocity at the orbital radius of the planet is over
plotted. The blue values denote an inward radial component and green denote an outward
component of the radial magnetic field, Br . Regions of fast wind correspond to X-ray dark
regions in the corona. Slow wind regions tend to lie over the largest helmet streamers in
the coronal field. Therefore the structure that the stellar magnetic field imposes on the X-ray
corona is correlated with the structure of the stellar wind.
4.3.4 Light Curve Characteristics
A typical sequence of images showing a transit of a bow shock and planet over the stellar disc
is shown in the top panel of Figure 4.3 and the corresponding light curve is shown below with
an optical transit (i.e. no bow shock detected) shown as a dashed line.
Because HD 189733b is a close-in hot Jupiter, ϕ0 is found to vary between 60
◦ ≤ ϕ0 ≤ 85◦,
which means that part of the bow shock transits ahead of the planet. This can clearly be seen
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Figure 4.6: Figure showing how the magnetosphere of the planet changes as the planet
orbits around the star. The top row shows the variation in the size of the magnetosphere of
the planet for June 2007 (left column) and July 2008 (right column). In both cases, the
size of the magnetosphere, rM grows and shrinks by approximately 15 per cent as the planet
orbits through various stellar wind conditions. The bottom row shows the variations in ϕ0,
the angle the shock normal makes with the azimuthal direction of the planetary motion. The
orientation of the shock changes by up to 20◦ as the planet orbits around the star.
in the second image of the top panel of Figure 4.3 where the projected shock begins transiting
over the stellar disc before the planet. As a consequence, the dip in light in the near-UV light
curve occurs earlier than the dip in the optical transit. At mid-transit, both the shock and
planet are occulting the stellar disc and so the depth of the near-UV light curve is deeper
than that of the optical light curve. At the end of the transit, however, the shock leaves the
stellar disc before the planet. This results in the transit event finishing simultaneously with
the optical transit, creating an asymmetry in the near-UV light curve.
It is worthy of note that the presence of an intermediate bow shock (ϕ0 6= 90◦) already
breaks the symmetry of the near-UV light curve. If the shock were to be a purely “dayside"
shock (ϕ0 = 90◦) then the light curve would be symmetric but could still be much deeper
than its optical counterpart.
4.3.5 Light Curve Variations
The changes in the shape and orientation of the bow shock coupled with the changes in wind
density result in variations in observed transit light curves. The density of shocked material
is directly related to the stellar wind density and so the detection of an early ingress and
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Figure 4.7: Figure illustrating the expected variability with consecutive transits of HD
189733b. The left panel is for June 2007 and the right panel is for July 2008. Each
time the planet transits the star will have rotated ∼ 70◦ and so the local wind conditions
will be different to the previous transit. As a consequence the resultant near-UV light curve is
also expected to be different. In each panel the expected light curves for three rotations of the
star are shown (each rotation separated by an offset in flux). The near-UV light curves are
plotted as solid lines and the optical as a dashed line. For June 2007 only one of the transits
during each rotation is significantly deeper and earlier when compared to the optical transit
and so may be missed by observations. For July 2008 the majority of the near-UV transits
are both deeper and begin earlier than the optical light curve.
increased absorption requires the density of the wind to be high enough to cause a recordable
dip in the near-UV light curve.
For every location in the three dimensional grid that the planet will orbit through a sim-
ulated near-UV light curve for the planet and bow shock is generated using the local values
of wind density and pressure. The bottom row of Figure 4.4 shows a selection of the sim-
ulated transit light curves for June 2007 and July 2008 (left and right panels respectively).
In both cases, the deepest, shallowest and an intermediate simulated transit are shown. The
corresponding optical transit is shown as a dashed line.
In the majority of cases, the near-UV light curves show more absorption than the optical
transit. This is due to the presence of the bow shock in addition to the planet causing addi-
tional absorption of star light. In all the near-UV light curves, the ingress occurs before the
corresponding optical ingress. This is again because part of the shock begins transiting over
the stellar disc before the planet.
The deepest transits occur when the density of the stellar wind is highest. In these cases,
the early ingress is clearly visible in the light curve. However, when the density of the stellar
wind is lower, the shock is not dense enough to block enough additional star light to cause
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Table 4.2: Table showing two predicted observables from our simulations: The transit depth
variations (∆F), and the timing variations (measured in minutes) between optical and
near-UV transit ingresses (∆t = top − tuv).
June 2007 July 2008
∆
F
Min 0.977 0.975
Max 0.965 0.967
Avg 0.975 0.971
∆
t
m
in
s Min 0.00 3.65
Max 29.23 25.58
Avg 4.85 14.62
a significant deviation from the optical light curve. In this case, the presence of a bow shock
may go undetected. These results therefore indicate that the density of the shocked material
and therefore the stellar wind play an important role in the detection of an early ingress and
increased absorption.
To quantify the variability in the near-UV light curves the range of values in two observ-
ables that could be measured through transit photometry are calculated. Firstly, the variability
in the depth of the transit, ∆F which is the value of normalised flux at mid-transit is com-
puted. Table 4.2 shows the variations in ∆F for both June 2007 and July 2008. The timing
differences between the beginning of the optical transit and near-UV transit (measured in
minutes), ∆t = top− tUV can also be investigated. Table 4.2 shows the variations in ∆t in the
simulated light curves, which are extremely varied. In some cases the presence of the early
ingress completely disappears, whereas at other times it can also be as much as 30 minutes.
It is worthy of note that the size of the planet’s magnetosphere increases with the strength
of the magnetic field, Bplanet (Equation (4.9)). Here, the planet has been assumed to have
a magnetic field strength similar to Jupiter (i.e. Bplanet = 14G). If the value of Bplanet were
to change, then the timing difference ∆t would also change. For larger values of Bplanet, the
timing difference would increase; however, for smaller values, the timing difference would
decrease making detecting an early ingress more difficult.
4.4 Discussion
In this Chapter it has been shown that near-UV light curves of hot Jupiters are expected to
vary with the properties of the stellar wind. The presence of a magnetospheric bow shock
causes not only the depth of the transit to change but also the timing of the transit ingress
may be variable.
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Throughout this work it has been assumed that the shocked material is due to the presence
of a magnetospheric bow shock. Heavily irradiated planets such as hot Jupiter’s are likely to
exhibit significant mass loss. If the relative velocity of such outflows impacting with the stellar
wind were to be supersonic, then they may also provide a mechanism for producing additional
near-UV absorption. This would likely require a planetary mass loss rate much larger than that
estimated by Poppenhaeger et al. (2013).
The star HD 189733 has a rotational period of 11.94 days and the planet has an orbital
period of 2.2 days (Torres et al., 2008). Therefore every time the planet transits over the
stellar disc, the star will have rotated approximately 70◦. From the two observed epochs
of HD 189733 the likelihood of a transit observation being similar in consecutive near-UV
transits is clearly dependent on the structure of the stellar wind. Figure 4.4 suggests that the
structure of the stellar wind varies over approximately 20◦ − 30◦ in longitude. From this it
would be expected that consecutive near-UV transit light curves would be different. Figure
4.7 shows consecutive simulated light curves of HD 189733b for three rotations of the star for
each of the simulations, i.e. June 2007 (left column) and July 2008 (right column). The light
curve from each rotation of the star has been separated by a flux value of 0.002 for clarity.
For each case it is clear that the consecutive recovered light curves vary in both transit depth
and also starting time. For June 2007, the likelihood of recovering a very deep, early transit is
quite low; this is simply because of the relatively low degree of structure in the stellar wind.
In July 2008 however, the consecutive light curves appear to have similar depths and starting
time.
It is worthy of note that in Fossati et al. (2010) the error bars on their observations are of
the order 1% of the normalised flux (see Figure 3.2). Therefore, it may not be possible to dif-
ferentiate between the optical and near-UV light curves in all cases shown in Figure 4.7. From
this finding, one may conclude that the presence of a bow shock is time dependent; however,
it may be the case that it is simply undetected. Indeed Lecavelier Des Etangs et al. (2012)
observed HD 189733b in Lyman−α at two different epochs and found no significant deviation
from the optical transit in one epoch, whilst in the second they find a transit absorption depth
of 14.4± 3.6%.
In all cases, the planetary magnetosphere is not changing significantly in size, rather the
dominant factors in recovering an early ingress and additional absorption appears to be the
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density of the stellar wind and also the orientation of the shock normal ϕ0. As ϕ0 → 0◦ (an
“ahead-shock") the path-length through the shock increases and so the early ingress becomes
more detectable.
The size and orientation of the exoplanet’s magnetosphere is of significant importance
when considering the atmosphere of the exoplanet. The magnetosphere shields the planet
from the stellar wind and so should the magnetosphere be growing and shrinking significantly
with time then this may expose regions of the planetary atmosphere to the stellar wind. The
wind may then erode the atmosphere from the planet. Whilst this is not of great consequence
for hot Jupiters, this may have severe consequences for smaller exoplanets that may sustain
life (Vidotto et al., 2013).
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Recovering Stellar Spot Cycles with Kepler
The work presented in this Chapter is primarily based on Llama et al. (2012) where synthetic
transit light curves of a planet transiting over an active star are produced using the model
developed in Chapter 2. Here, the model is extended to include star spots on the surface of
the stellar disc. Because star spots are dark regions on the stellar disc, the fractional loss in
light as a planet transits over a spot is less and so a positive bump is registered in the transit
profile. If the spin-orbit alignment between the stellar rotation axis and the orbital plane of
the planet is known, e.g. through Rossiter-McLaughlin measurements (see for example Winn
et al. (2010); Miller et al. (2010)), then the phase at which the bump occurs in the transit
light curve can be mapped directly into latitude on the stellar disc. By investigating phase-
time variations in the appearances of bumps in transit light curves the possibility of recovering
stellar butterfly patterns will be explored. This Chapter investigates whether the data acquired
through the Kepler mission, with approximately four years of nearly continuous observations
on 150,000 stars has the potential to detect a butterfly pattern for stars of varying activity
levels and cycle profiles.
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5.1 Introduction
5.1.1 Solar And Stellar Activity Cycles
The distribution of spots on the Sun is well known, with observations dating back to the 17th
century. Figure 1.2 shows the fractional area of the Solar surface covered in spots over many
decades (Hathaway, 2010). The distribution is clearly cyclic, repeating over an eleven year
period. The shape of the distribution of Sun spots with time is called the “butterfly pattern”.
At the start of each cycle, spots appear to emerge in two distinct latitude bands, one in the
northern hemisphere and one in the southern hemisphere, at approximately ±35◦ on the
Solar disc. Over the eleven year period, the active latitude appears to migrate toward the
equator. After the eleven year period, the pattern then repeats. This process is believed to be
intrinsically linked with the Solar dynamo (See Chapter 1 for more detail).
It was initially assumed that the distribution and evolution of spots would be similar on all
stars; however, stars such as AB Doradus, a very bright, rapid-rotator, have been observed over
many years with no such pattern being detected (Donati & Collier Cameron, 1997). Figure
1.5 shows Zeeman Doppler Images of AB Doradus from December 1996, 1997, 1998, and
1999. In all cases, the maps reveal the presence of strong magnetic field at all latitudes on
the star (due to the inclination of the star, the magnetic geometry of the southern hemisphere
is unobservable). The presence of magnetic features at all latitudes appears to differ from the
distribution of magnetic flux on the Sun, where the flux is concentrated in two latitude bands.
Indeed, the presence of so-called “polar caps” (persistent, strong regions of magnetic flux near
the pole of the star) appears to be a common feature on rapidly rotating stars (Mackay et al.,
2004; Jeffers et al., 2007). For more information on stellar cycles see Section 1.1.7.
5.1.2 Transits Over Star Spots
The transit method of detecting exoplanets has now advanced well beyond the initial detection
of hot Jupiters, with observations revealing more information about both the planet and the
host star. Asymmetries in exoplanetary transit light curves are proving to be a useful tool in
understanding both the planetary atmosphere and the interaction between the planet and its
host star.
When an exoplanet is transiting over a dark region on the stellar disc, such as a star spot,
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ϕ
Figure 5.1: Schematic of the model (not drawn to scale). The planet transits the star on
an inclined orbit. The angle ϕ defines the obliquity of the planet. When the planet transits
over a dark region of the stellar disc such as a star spot, a bump appears in the transit light
curve.
the amount of light blocked by the planet becomes lower, producing a positive “bump" in the
light curve (Rabus et al., 2009). Figure 5.1 shows an illustrated transit light curve when a
planet transits over a star spot.
There have been reports of planets transiting across star spots in many different systems
(see for example Rabus et al. (2009); Pont et al. (2007); Lanza et al. (2009); Sanchis-Ojeda
et al. (2011)). Silva-Valio (2008) have shown that detecting star spots through transit obser-
vations allows us to determine the longitude of the spot and therefore multiple transit events
can help determine the stellar rotation rate. Sanchis-Ojeda et al. (2011) have also used such
transits to investigate the alignment between the stellar rotation axis and the planet’s orbital
axis by looking for recurring star spot bumps in the transit light curves (see Figure 1.16).
Whilst most of the work so far has concentrated on individual spots, missions such as Kepler
provide a unique opportunity to build up a picture of spot evolution and cycles on planet
hosting stars by providing precise, continuous observations of many transiting systems.
What follows is the development of a model that is capable of simulating activity cycles on
stars. By coupling this model with the simulations developed in Chapter 2, the hypothesis that
missions such as Kepler can reveal stellar butterfly patterns is tested for a variety of synthetic
butterfly patterns.
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5.2 The Model
In order to study how transit light curves may help recover star spot evolution on planet host-
ing stars, the emergence of flux through the stellar surface must first be specified. Star spots
are surface signatures of intense regions of magnetic field. Therefore, by modifying existing
simulations that reproduce the distribution of magnetic flux on the surface of stars, a model
for the evolution of star spots can be created. van Ballegooijen et al. (1998) simulated the
evolution of magnetic flux on the surface of the Sun. The model uses a specified distribu-
tion of magnetic bipoles that emerge onto the surface of the Sun and are subsequently acted
on by surface transport processes. Mackay et al. (2004) adapted this model to simulate the
evolution of magnetic flux on rapidly rotating stars, such as AB Doradus. Here, that model
is adapted to produce brightness maps of the stars to generate photometric light curves, such
as those observed by Kepler. Sections 5.2.2 - 5.2.4 describe simulating butterfly patterns and
the surface evolution codes as published in van Ballegooijen et al. (1998) and Mackay et al.
(2004). Section 5.2.5 then presents the model developed in Llama et al. (2012) to simulate
light curves of active stars and how transits over star spots can be used to recover stellar
butterfly patterns.
5.2.1 Simulating The Solar Butterfly Pattern
Before the evolution of magnetic flux can be calculated, the distribution of emerging flux
must be specified. There are a number of parameters that determine the shape of the flux
emergence pattern. The emergence pattern of magnetic bipoles is analogous to the butterfly
pattern for spot locations. The parameters used to simulate the butterfly pattern are shown
in Table 5.1. The cycle length, Tcycle determines the time between the start and the end of
the cycle. For the Sun, this value is eleven years. The cycle overlap time, Toverlap sets the
overlap time between the current and next cycle. If Toverlap = 0 then the start of the next cycle
coincides with the end of the previous cycle. The Solar cycle has an overlap of approximately
Toverlap ≈ 1 year. The initial spot emergence latitude, φ1 sets the latitude of spot emergence
at the beginning of each cycle. The final spot emergence, φ2 determines the latitude of spot
emergence at the end of the cycle. For the Sun, Sun spots typically emerge at φ1 = ±35◦ at
the beginning of the cycle. During the cycle, the active latitudes migrate toward the equator,
ending at φ2 = ±5◦ by the end of the cycle. The spread in spot latitude, ∆φ determines the
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Parameter Symbol
Cycle length Tcycle (years)
Cycle overlap Toverlap (years)
Initial spot emergence latitude φ1 (deg)
Final spot emergence latitude φ2 (deg)
Spread in spot latitude ∆φ (deg)
Number of spots Nspots (NSun)
Table 5.1: Parameters used to simulate the shape of the butterfly pattern
deviation from the expected value in latitude at which spots may emerge. Finally, the number
of spots, Nspots determines the activity rate of the cycle. For convenience, this is given in terms
of number of Sun spots per unit time.
From the parameters in Table 5.1 the shape of the butterfly pattern can be modelled. At
a given time, t, the cycle phase is given by ξ = t Mod Tcycle. where ξ ∈ [0,1]. The spot
emergence latitude as a function of phase is then given by:
φ = φ1− (φ1−φ2)ξ. (5.1)
For each time step, the corresponding phase of the cycle is determined. From these values,
a random Gaussian number with mean φ and standard deviation ∆φ is chosen to provide the
emerging latitude of the spot.
The first butterfly pattern used is that of a Solar type star. This pattern, shown in Figure
5.2, was originally created by van Ballegooijen et al. (1998) to simulate the Solar magnetic
cycle. The simulated cycle shows the same time-latitude relation as the observed Solar cycle
(Figure 1.2).
5.2.2 Simulating Stellar Butterfly Patterns
Very little is known about the distribution and evolution of spots on other stars. Since it is
not possible to directly image the surface of other stars, indirect techniques must be used
to recover the distribution of star spots. Zeeman-Doppler Imaging of rapidly rotating stars
reveals that these stars show star spots at all latitudes on the stellar disc (for a full description
of ZDI see Section 1.1.5). Indeed, observations of the rapid-rotator AB-Doradus over many
years appear to show no pattern to the distribution of star spots. Rather, the observations
show magnetic activity at multiple latitudes at all epochs.
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Figure 5.2: Solar butterfly pattern from van Ballegooijen et al. (1998). This pattern has
been designed to recreate the observed distribution of Sun spots (Figure 1.2).
McIvor et al. (2006b) produced synthetic butterfly patterns for the rapid rotator AB-
Doradus. AB-Doradus is a Solar-like rapid rotator (Prot = 0.51 days), with a stronger magnetic
field than that of the Sun (Donati & Collier Cameron, 1997). Unlike the Sun, which exhibits
clear belts of activity whose latitude varies throughout the magnetic cycle, AB Doradus shows
spots at all latitudes at each observing epoch (Jeffers et al., 2007). The flux emergence pat-
terns used by McIvor et al. (2006b) in conjunction with a model for the transport of this flux
across the stellar surface reproduce this observed behaviour. For ease of comparison with the
Sun, McIvor et al. (2006b) assume an eleven year cycle in their simulated butterfly diagrams,
which will also be adopted here.
The first stellar butterfly pattern is shown in Figure 5.3. This pattern is an enhanced Solar
butterfly pattern. There are a number of noteable differences between this pattern and the
Solar butterfly pattern (Figure 5.2). Firstly, the activity level of the star is enhanced. For this
model, Nspots = 10NSun. This value was chosen by McIvor et al. (2006b) to match the observed
activity level of AB-Doradus from the Zeeman-Doppler Imaging maps (Figure 1.5). Secondly,
the maximum latitude of emergence, φ1 is increased to ±70◦. McIvor et al. (2006b) found
this was necessary to reproduce the observed polar caps on rapid rotators like AB-Doradus.
In keeping with the Solar case, this pattern retains two distinct active latitudes, one in the
northern hemisphere, and one in the southern hemisphere.
The second stellar pattern is shown in Figure 5.4. This pattern is the same as the enhanced
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Figure 5.3: Enhanced butterfly pattern from McIvor et al. (2006b). This pattern is sim-
ilar to the Solar butterfly pattern but the maximum latitude of spot emergence has been
increased. The rate of spot emergence is also increased to ten times the Solar rate.
butterfly, but with the wings of the butterfly overlapped. To produce this pattern, the same
inputs are used as for Figure 5.3 but this time Toverlap = 10 years. From Figure 5.4 it is clear
that a butterfly pattern still exists; however, detecting this pattern would be observationally
challenging. By overlapping the wings of the butterfly, spots emerge at all latitudes for a
large fraction of the cycle. This has the consequence of removing the two distinct latitudes of
emergence that are present in Figures 5.2 and 5.3.
The final stellar butterfly pattern is shown in Figure 5.5. This pattern exhibits no latit-
udinal cyclic behaviour; rather, spots are allowed to emerge randomly between φ1 and φ2
throughout the cycle. There is still a cycle length, Tcycle which is clear by the changes in
the number of spots emerging with time. As with the overlapping pattern, this pattern also
removes active latitudes in favour of a purely random distribution of spots over the stellar
surface. The difference between this pattern and the overlapped butterfly (Figure 5.4) is
that although this pattern removes active latitudes it has a completely random distribution of
spots, rather than a distinct cyclic shape.
5.2.3 Surface Evolution
The butterfly patterns shown in Section 5.2.2 determine the location of spots on the surface
of the star with time. Each spot is comprised of a region of strong positive magnetic flux
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Figure 5.4: Overlapped butterfly pattern from McIvor et al. (2006b). In this pattern the
wings of the butterfly pattern have been overlapped. This retains the butterfly pattern to the
cycle but removes the two distinct bands of spot emergence that are present in the Solar and
enhanced patterns.
and a nearby region of strong negative magnetic flux, known as a magnetic bipole. Once the
magnetic flux has emerged onto the surface of the star it will be transported across the stellar
surface by differential rotation, meridional flow and diffusion. It is the coupling of the flux
emergence with these transport processes that results in a cyclic behaviour of the surface flux.
For the Sun, these processes have a negligible effect on the location of Sun spots; however,
for more active stars these processes will likely move star spots from their initial emergence
location. This means that the observed spatial distribution of star spots will differ from the
underlying butterfly pattern. It is therefore crucial that these effects are accounted for when
investigating the possibility of recovering butterfly patterns on stars.
Figure 5.6 shows the effect of each of the surface processes on a magnetic bipole. The
first process, differential rotation, is a shearing process. Stars do not rotate as solid bodies;
rather, the rotation is a function of latitude. As a result, any surface feature will be sheared by
differential rotation. For stars, the differential rotation is modelled as a function of latitude
on the stellar disc using the rotation profile,
Ω(θ) = Ωeq− dΩ cos2 θ deg d−1, (5.2)
where, Ωeq is the angular velocity of the star at the equator and dΩ is the angular velocity
82
5.2. The Model
Time (years)
0 5 10 15 20 25 30
-90
-45
0
45
90
La
tit
ud
e 
(d
eg
)
Figure 5.5: Random butterfly pattern from McIvor et al. (2006b). This pattern exhibits no
butterfly shape; rather, the spots are allowed to emerge at random latitudes throughout the
cycle.
difference between the equator and pole of the star. Equation (5.2) is a simplified version of
the Solar differential rotation profile, which is given by Snodgrass (1983),
Ω(θ) = 13.38− 2.30cos2 θ − 1.62cos4 θ deg d−1. (5.3)
The last term of Equation (5.3) is typically not used in stellar studies because the observa-
tions are unable to constrain differential rotation to this order. The second surface process
incorporated in the model is the meridional flow. This is a flow that moves material from the
equator of the star toward the pole. The model uses the observed Solar profile, where the
meridional flow speed, u (expressed in m s−1) at a given co-latitude Θ (where Θ= pi/2− θ),
is given by,
u(Θ) =
 −u0 sin(piΘ/Θ0), |Θ|<Θ00, otherwise. (5.4)
In Equation (5.4), the flow stops above a certain co-latitude, Θ0 and has an equatorial flow
speed u0. For the Sun, these values are measured as u0 = 11 m s−1 and Θ0 = 75◦ (Snodgrass
& Dailey, 1996; Hathaway, 1996). It is worthy of note that the maximum latitude of emer-
gence is imposed due to foreshortening limits on observations made of meridional flow. If
this limit were removed then the meridional flow would continue to drive magnetic flux (and
83
Chapter 5. Recovering Stellar Spot Cycles with Kepler
Meridional 
Flow
Differential 
Rotation
Surface 
Diffusion
Figure 5.6: Illustration showing the surface processes that govern the evolution of magnetic
flux on the surface of the star. Differential rotation is a shearing process that acts in an
east-west direction. Meridional flow moves flux towards the pole of the star. Finally, surface
diffusion causes the intensity of the magnetic flux to decrease.
hence star spots) towards the poles. The focus of this investigation is on recovering the signal
from a planet transiting over star spots and therefore the majority of is therefore also subject
to foreshortening effects (assuming the star is being viewed almost edge-on to the observer)
which means the value of Θ0 will not change the results presented here. Because the meri-
dional flow speed is small, it is hard to observe on other stars. McIvor et al. (2006b) found
that even with the increased latitude of emergence in their butterfly patterns, they required
a meridional flow speed of u0 = 100m s−1 to move magnetic flux to the poles and reproduce
the observed “polar-caps” seen on rapidly rotating stars.
The final surface transport process modelled is surface diffusion. This process accounts for
the super-granular diffusion on the stellar surface. The coefficient, D (measured in km2s−1),
determines the timescale on which flux moves from the centre of granular cells to the bound-
aries where it can interact and cancel with flux of opposite polarity. Throughout this work,
the Solar value of D = 450 km2s−1 is used (Leighton, 1964).
To quantify the importance of each surface process it is useful to consider the timescales
over which they act. When a bipole initially emerges onto the stellar surface, the magnetic
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field lines between the positive and negative region are orientated in an east-west direction.
Differential rotation causes the field to become stretched, rotating the field lines into a north-
south orientation. The timescale for this rotation is given by
τΩ =
2pi
Ω(pi/2)−Ω(0) = 0.25 years. (5.5)
For meridional flow, it is useful to consider the time it takes to move a bipole that emerges
at the equator to the pole,
τmf =
R?
u0
=
 2 years on the Sun0.2 years on a rapid-rotator, (5.6)
where R? = R. Finally, the timescale over which diffusion spreads a bipole over the surface
of the star (again assuming R? = R) is given by,
τD =
R2?
D
= 34 years. (5.7)
5.2.4 Surface Flux Transport Code
What follows is a summary of the surface flux transport code originally developed by van
Ballegooijen et al. (1998) to determine the evolution of magnetic flux on the surface of the
Sun, accounting for the surface processes listed above. The code was later adapted by Mackay
et al. (2004) to model the surface flux transport of magnetic features on other stars. The
regions of intense magnetic field produced by these simulations act as tracers for the location
of star spots on the surface of the star. Here, the code is used to predict the locations of star
spots on the surface of the star. The output from this code is then taken as input into the
model developed in Chapter 2 to produce photometric light curves of active stars, such as
those observed by Kepler. This process is explained in Section 5.2.5.
The simulated butterfly diagrams (Figures 5.2, 5.3, 5.4, and 5.5) are taken as input to
the code to specify the locations of magnetic bipoles to emerge onto the stellar surface. The
evolution of the magnetic field is determined by the induction equation,
∂ B
∂ t
=∇× (v×B− E), (5.8)
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where, B = (Br , Bθ , Bφ) is the magnetic field of the star, v is the velocity associated with
the surface processes mentioned above, and E is the electric field associated with magnetic
diffusion. The code evolves the radial magnetic field Br(R?,θ ,φ, t) at the stellar surface by
solving the partial differential equation:
∂ Br
∂ t
=
1
sinθ
∂
∂ θ

sinθ

−u(θ)Br + D∂ Br∂ θ

+
D
sin2 θ
∂ 2Br
∂ φ2
−Ω(θ)∂ Br
∂ φ
. (5.9)
For a full derivation of Equation (5.9) see Appendix A. The magnetic field is assumed to
be potential (∇× B = 0) and divergence-free (∇ · B = 0) and so the radial component of the
magnetic field at the stellar surface (r = R?) can be written in terms of spherical harmonics:
Br(θ , φ, t) =
N∑
l=1
l∑
m=0
bml (θ , φ, t), (5.10)
where bml (θ , φ, t) represents each of the spherical harmonic components with harmonic de-
gree l, and azimuthal node number m (Mackay et al., 2004). For a general description of
expressing the solution to Laplace’s Equation in terms of spherical harmonics see Appendix
B. Mackay et al. (2004) choose N = 63, which is a high enough degree to account for the
large-scale magnetic field on the surface of the star, r = R?, with spatial scales > 30Mm and
has been shown to accurately reproduce the solar activity cycle (see for example, Wang &
Sheeley (1991)). This value shall also be adopted here.
At each time step in the simulation, a magnetic map of the stellar surface is produced. The
magnetic maps specify the intensity of the radial magnetic field. The left column of Figure 5.7
shows example magnetic maps for a Solar cycle. The maps show how magnetic flux appears
at relatively high latitudes at the start of the cycle. As the cycle progresses, the bipoles begin
to emerge at lower latitudes following the butterfly pattern. The magnetic maps also show
how flux begins to accumulate at the poles of the star towards the end of the cycle. This
accumulation of flux eventually results in the magnetic field of the star flipping, and the next
cycle commencing. The emerging bipoles also obey “Hale’s law”, whereby the sign of the flux
of the leading star spot is the same throughout the cycle (with mirror symmetry between the
hemispheres on the star), but that this symmetry is then reversed in the next cycle.
The left column of Figure 5.8 shows example magnetic maps from the enhanced butterfly
pattern (Figure 5.3). The magnetic maps shown in Figure 5.8 all show strong magnetic activity
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Figure 5.7: Simulated magnetic maps (left) and corresponding brightness maps (right) for
a Solar type star. The maps show how the emergence of spots on the stellar disc follows the
input butterfly pattern. The Sun is not considered an active star and as such the fraction of
the stellar disc covered in spots at anyone time is low.
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(and therefore exhibit star spots) at the pole throughout the cycle. This is a consequence of
the increased meridional flow speed. This flow drives the emerging bipoles poleward much
quicker than diffusion leading to a consistently high level of magnetic activity at the poles of
the star.
5.2.5 Simulating Light Curves of Active Stars
Once the magnetic maps have been produced, they are then used to simulate the photometry
of active stars. The magnetic maps are used to specify the location of star spots on the surface
of the star. Regions of strong magnetic field are taken as the locations of spots on the stellar
surface. At each time step, the magnetic map is normalised to the maximum magnetic field
strength of all the maps, and regions of strong magnetic field, |B|> 0.9 |B|max, are classified as
the umbra of the star spots, and regions where |B|> 0.5 |B|max are classified as the penumbra
of the spot. For these simulations, the umbra of the spot is assumed to be completely dark,
i.e. has a flux value of zero and the umbra has a flux value of 0.5. The maps are then
foreshortened to account for projection effects on the stellar surface. The right column of
Figures 5.7 and 5.8 show the corresponding brightness maps for the example magnetic maps.
The model developed in Chapter 2 is then used to produce transit light curves. The only
alteration to the model that must be made is that at each time step the spot maps are imposed
onto the limb-darkened stellar disc. For this investigation, the star is given a radius R? = R
and the planet is assumed to be a hot Jupiter of radius Rp = RJ , so that a 1% dip in flux will
be recorded as the planet transits across the stellar disc. The impact parameter, b = 0 so that
the planet transits across the centre of the stellar disc. The angle between the stellar rotation
axis and the orbital plane of the planet (as shown in Figure 5.1) is taken to be, ϕ = 30◦.
Under this setup, the planet transits over a large range of latitudes on the stellar disc and also
spends an equal amount of time in each hemisphere. If the planet were to spend more time
transiting over one hemisphere of the stellar disc, an observational bias may be present in the
recovered distribution of spots. The orbital period of the planet is taken to be Porb = 3 days.
Finally, the rotation period of the star is taken to be Prot = 27 days for the solar type star, and
Prot = 0.5 days for the rapid rotator. In all cases the star is edge on to the observer. Figure
5.9 shows a simulated transit of a planet on an inclined orbit. In this setup the planet transits
over the star spot and a positive bump appears in the light curve.
Any instances where the planet occults a spot, or part of a spot, will result in the fractional
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Figure 5.8: Simulated magnetic maps (left) and corresponding brightness maps (right) for
an active star. Unlike the magnetic maps for the Solar star (Figure 5.7), these maps show
strong magnetic activity (and hence star spots) at all latitudes on the stellar disc at all times.
The star is more active than in the Solar case and so the fraction of the stellar disc covered
in spots is much higher.
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Figure 5.9: Simulated transit of a hot Jupiter (Rp/R? = 0.1) whose spin-orbit alignment
angle ϕ = 30◦. On the surface of the star is a spot, which is much darker than its surround-
ings. As such, when the planet transits over the spot, the fractional loss in light becomes less
and a bump is registered in the light curve.
loss of light being less, causing a positive bump to be registered in the light curve. Should
the planet occult multiple spots in the same transit, then multiple bumps will be recorded
in the light curve. The phase of any bumps can then be converted back into latitude on the
star. The presence of noise in the data limits the sizes of spots that can be recovered. The
light curves generated here do not incorporate a noise profile; rather, guided by the results
of Sanchis-Ojeda & Winn (2011) only spots where the deviation in normalised flux is larger
than 0.001 per cent are recovered. This value is above the typical noise of Kepler light curves.
The phase of the bump provides the position of the planet (x , y) on the projected stellar disc.
This location can then converted into latitude on the star using using the equation:
λ= sin−1
 y sin
p
x2+ y2

p
x2+ y2
 . (5.11)
By plotting spot latitudes as a function of time, the rate and direction of drift in the spot belts
can then be determined.
5.3 Results
The recovered spots for a Solar butterfly pattern are shown in Figure 5.10. The input butterfly
pattern is shown in the background. The blue diamonds show the recovered latitude on the
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Type u0 D Prot Input drift Recovered drift
(ms−1) (km2 s−1) (days) (deg yr−1) (deg yr−1)
Solar 11 450 27 -2.2 -2.0
butterfly
Rapid rotator 100 450 0.5 -4.8 -4.5
butterfly
Rapid rotator 100 450 0.5 -3.3 -2.5
overlapped
Rapid rotator 100 450 0.5 0 0
no butterfly
Table 5.2: Parameters used for each of the models. For each model R? = R, Rp = RJ ,
and ϕ = 30◦ (see Figure 5.1). The first column gives the type of input butterfly pattern
used; Column two is the meridional flow speed at the equator; Column three is the diffusion
constant; Column four is the drift rate of the input latitudes of flux emergence; Column five
is the drift rate of the predicted spot latitudes.
stellar disc of the star spots. The results indeed show a time-latitude relation similar to the
input flux emergence pattern. The recovered spots are at higher latitudes at the beginning of
the cycle than at its end, with the pattern repeating after eleven years.
The recovered spots for the rapid rotator are just as revealing. Figure 5.11 shows the
results for the enhanced butterfly pattern (without an overlap). The recovered spots again
show a cycle repeating over an eleven year scale, matching the input. The spots appear at high
latitudes at the beginning of the cycle and lower latitude spots appear towards the end of the
cycle. Although the input pattern is reproduced, high-latitude spots are detected throughout
the cycle. This is different to the input pattern, which shows the spots emerging closer to the
equator as the cycle advances. This is to be expected due to the increased rotation rate of
the star and also the increased meridional flow (compared to the solar values) that drives the
magnetic field poleward (McIvor et al., 2006b). Even in the phase of the cycle where spots
emerge at low latitude, they are rapidly pushed to higher latitudes because of the increased
meridional flow, which results in high-latitude spots being more readily recovered throughout
the cycle. Again, this finding emphasises the need to model the surface processes on active
stars.
Figure 5.12 show the recovered spot latitudes when the overlapped butterfly diagram is
used as input to the simulation. These results again show that it is possible to recover a time-
latitude dependence, even when the cycle is overlapped. It does also suggest that it may be
difficult to distinguish it from the non-overlapping butterfly pattern (Figure 5.11).
Finally, Figure 5.13 shows the recovered spot latitudes for a cycle with no time-latitude
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Figure 5.10: Results for the Solar cycle. The blue diamonds show spots that have been
recovered through bumps in the transit light curve. The input butterfly pattern is shown in
the background for reference. The recovered spots clearly exhibit a similar butterfly pattern
that repeats every eleven years.
dependence. Although the input diagram has no time-latitude dependence, the results suggest
a latitude dependence, with more spots appearing at higher latitudes. This differs from the
input butterfly pattern, where spots were evenly distributed between φ1 and φ2. This latitude
dependence is likely due to the increased meridional flow pushing the spots poleward. One
interesting result is that the recovered spots do not appear above 60◦ even though (McIvor
et al., 2006b) report magnetic activity at latitudes up to the pole.
For this method to recover spots at very high latitudes, the planet must be on an highly
inclined orbit (i.e. the value of ϕ in Figure 5.1 must be small). Foreshortening of the spots on
the stellar disc causes high latitude spots to appear smaller than similar spots at lower latitude.
This method is therefore less sensitive to detecting spots at high latitude and preferentially
finds spots at lower latitudes than spots near the pole.
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Figure 5.11: Same as Figure 5.10 but this time for the enhanced butterfly pattern. Because
the activity level of the star is higher, more spots have been recovered through bumps in
the transit. Interestingly, spots are found at high latitudes at all times, even though the
input pattern has a clear butterfly shape. This is a consequence of the surface processes, in
particular meridional flow, that drives the spots to the pole.
5.4 Discussion
In this chapter the possibility of recovering spot cycles on stars hosting a transiting planet has
been explored. With the three and a half years of Kepler data that has been collected, it is now
possible to investigate star spot cycles on stars other than the Sun (Berdyugina, 2005).
By modelling the emergence and transport of flux on the surface of a star throughout its
magnetic cycle, the distribution of star spots as a function of time can be predicted. From
this forward-modelling the work presented in this chapter has demonstrated that transit light
curves can be used to recover the drift rates of spot latitudes on active stars. This rate of
drift of spot latitudes is a critical prediction of dynamo theories, but it has in the past been
particularly difficult to observe directly. While other methods such as Doppler imaging can
provide a snapshot of the spot distribution, only continuous viewing capability such as that
of Kepler can provide a sufficiently long time series to measure drift rates. The recovered
drift rates of the active latitudes reveal the nature of the dynamo: whether it is a Solar-like
behaviour where the active latitudes drift towards the equator over the cycle; or anti-solar
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Figure 5.12: Results for the overlapped butterfly pattern. Again, spots are recovered at all
latitudes due to the increased meridional flow speed.
where they drift towards the poles.
Kepler has collected nearly continuous observations of over 150,000 stars for approxim-
ately four years. To investigate whether it is possible to detect a drift in the recovered spot
positions over this time, random four year windows can be placed over each of the result sets.
This will enable the results to be compared directly with the input butterfly patterns. It is
worthy of note that the for the input flux emergence patterns, the drift rate can be calculated
directly. However, since the recovered spots have been subjected to the surface evolution
processes described in Section 5.2.3, the drift rate is recovered by measuring the slope of the
lower envelope of each butterfly wing. This is achieved by taking 0.1-year time bins, and then
calculating the lower 90th percentile of each bin. To this data, a simple linear fit, η(t) = A+Bt
is calculated, where A is the initial latitude and B is the drift rate. The recovered value of the
drift rates are shown in the final two columns of Table 5.2. In all four models the values
compare favourably; however, the recovered drift rate is lower than the input rate. This is
likely due to the meridional flow moving flux poleward.
Figure 5.14 shows the recovered drift rates for spots located in the Northern hemisphere of
the star. This analysis has been carried out on the Solar butterfly, the enhanced butterfly, and
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Figure 5.13: Results for the random spot pattern. The input pattern had no latitude de-
pendence; however, the results suggest that there are more spots located at higher latitudes
than near the equator. This is again due to the meridional flow driving the spots to the pole.
the overlapped butterfly (Figures 5.10, 5.11, and 5.12 respectively). The random butterfly
pattern (Figure 5.13) is excluded from this analysis because it was designed to not exhibit any
time-latitude dependence.
For the Solar cycle, the histogram suggests that a four year window of observation is not
long enough to reveal a time-latitude dependence in the data. The Solar case is hampered by
the relatively low activity rate of the star, and hence, the likelihood of a spot being discovered
through transit methods is significantly lower than for a more active star. To determine a
time-latitude dependence for a solar type star a longer set of observations would likely be
required. The data could then be phase-folded over many trial periods in an attempt to reveal
a cycle.
For more active stellar cycles (enhanced and overlapped butterfly patterns), the four year
window produces a stronger Gaussian shaped distribution suggesting it is possible to recover
a time-latitude dependence in the data. However, even if the general trend of spot locations
and evolution can be recovered, it may be difficult to distinguish between an enhanced spot
cycle and an enhanced, but overlapped, spot cycle. The method of using transiting planets to
determine changes in spot latitudes is particularly powerful, but requires not only that a planet
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Figure 5.14: Histograms comparing the input drift rate (red-line) with the values that can
be recovered from taking 10,000 four year “snapshots" of the data which simulates the range
of the Kepler mission. Table 5.2 summarises the parameters used in each model.
is transiting, but also on an inclined orbit. Low latitude spots are preferentially recovered by
this method, and shorter magnetic cycles will be easier to study within the Kepler lifetime.
This chapter has shown that the data collected using Kepler has the potential to determine
the drift rates of spot belts on active stars. It is not possible to simulate light curves for all types
of stellar butterfly pattern and activity rate but this Chapter has shown that it may at least be
possible, given the approximately one thousand days of continuous Kepler data that butterfly
patterns of some stars may be revealed through transits over star spots. Transit observations
can therefore provide new insight into stellar activity and cycles, and hence are an additional,
critical test for stellar dynamo theories.
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6
Magnetic Equilibrium of Hot, Large-scale
Magnetic Loops on T Tauri Stars
6.1 Introduction
In this Chapter the model developed by Jardine & van Ballegooijen (2005) for prominence
support on cool stars is applied to hot loops on T Tauri stars (TTS). Their model allows for
prominence supporting loops to find a stable equilibrium state above co-rotation by embed-
ding the loops in the stellar wind. On TTS it has been assumed that loops extending above the
co-rotation radius would have to be anchored to both the star and the disc to be stable and so
flaring loops above co-rotation have been taken as evidence for the interaction between the
stellar magnetic field and the disc. The notion that loops that are embedded in the stellar wind
can in fact reach an equilibrium many stellar radii above the surface without the presence of
a disc will be investigated.
T Tauri stars (TTS) are young, low mass pre-main sequence stars that can be classified
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Figure 6.1: The magnetic field structure of a CTTS. Image adapted from Goodson et al.
(1997).
into two types. Classical T Tauri stars (CTTS) are G-M type stars with a mass ranging between
0.1-2M surrounded by a disc from which material accretes onto the star. CTTS have a very
strong magnetic field strength of the order of kG, which is split into a number of distinct
regions (Goodson et al., 1997).
Figure 6.1 shows our current understanding of the magnetic field structure on CTTS.
Very near the stellar surface the magnetic field is comprised primarily of closed field lines
which make up the hot and dense corona. Above the corona the magnetic field is comprised
of both closed loops interacting with the disc and open wind bearing loops. The magnetic
field strengths are strong enough to disrupt the inner disc by field lines threading with the
surrounding disc (Koenigl, 1991). This causes material to break away from the disc and to
accrete onto the stellar surface (Donati et al., 2007). Along with the material being accreted
onto the stellar surface, angular momentum is also carried from the disc onto the star which
should cause the star to spin up in the absence of a braking torque. The majority of pre-
main-sequence stars such as CTTS are rotating with velocities approximately one-fifth of their
break-up speed suggesting there must be a braking torque acting on the star (Rebull et al.,
2006). The open field lines will allow for material and hence angular momentum to escape
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from the star in the stellar wind; however, the time-scales required to cause the required
drop in angular momentum are far too long (Sills et al., 2000). Since the disc will be rotating
slower than the star the magnetic field lines threading to the disc will provide a braking torque
preventing the star from spinning up (Koenigl, 1991; Collier Cameron & Campbell, 1993).
The other class of TTS are known as Weak line T Tauri stars (WTTS). WTTS are no longer
undergoing accretion as the disc has all but disappeared. WTTS have a stronger X-ray lumin-
osity than CTTS. This is believed to be due to the accretion column in CTTS with absorbs
some of the X-ray emission (Gregory et al., 2007).
X-ray flares similar to those seen on the Sun have been observed on many TTS but these
flares appear to be far larger in both physical size and many orders of magnitude more en-
ergetic than those observed on the Sun and also occur far more frequently (Feigelson et al.,
2007). A flaring event is detected by measuring a rapid increase in plasma temperature fol-
lowed closely by a rise in X-ray luminosity. For low mass stars (0.1 M ≤ M? ≤ 2 M) the
increase in X-ray emission can be as large as 104 times the quiescent level (Getman et al.,
2005). The flaring event is relatively short lived with an exponential decrease in both plasma
temperature and X-ray luminosity back to the quiescent levels (Favata et al., 2005). Photo-
spheric Zeeman measurements coupled with star spot mapping suggest that the large increase
in X-ray emission is an indicator of the strength of the magnetic field (Getman et al., 2005).
Pre-main sequence stars such as TTS have higher X-ray emission than those stars already
on the main sequence indicating that they are most magnetically active during the pre-main
sequence phase.
Until recently our understanding of the magnetic structure of young stars has been lim-
ited by the lack of observational data available, with all the data indicating that the relation
between the X-ray emission and the age, mass and rotation rate of young stars is believed
to be different to that of main sequence solar type stars (Flaccomio et al., 2003). It is be-
lieved that magnetic activity, particularly the levels involved with TTS can have far reaching
consequences for both planet and further star formation (Getman et al., 2005). X-ray emis-
sion is also an effective way of locating young low-mass stars even with the presence of more
luminous young stars. For these reasons it is vital that further X-ray surveys are carried out.
The Chandra Orion Ultradeep Project (COUP) was a survey carried out in January 2003
lasting for 13 days providing nearly 9.7 days of exposure (Favata et al., 2005). The survey
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focused on the Orion Nebular Cluster which is the closest concentration of X-ray luminous
pre-main sequence stars to Earth with approximately 2000 objects, 80% of which are less
than 1 Myr in age (Hillenbrand, 1997). The uninterrupted observations provide a unique
chance to study how the various magnetic processes on young stars differ from process on
main sequence stars. During the observations, 1616 X-ray sources were recorded (Getman
et al., 2005).
Reale et al. (1997) have derived a method for estimating the length of the closed loop
trapping the emitting material released during a Solar flare. Using the X-ray light curve they
have determined a relation between decay time of the X-ray luminosity curve and the gradient
of the trajectory in the density-temperature diagram, from this they are able to derive an
estimate for the loop length. Reale et al. (1997) find that the loop half-length (in cm) can be
expressed as
L =
τLC
p
T
αF(ζ)
, (6.1)
where, τLC is the light curve decay time, T is the maximum temperature of the flare, α= 3.7×
10−4 cm−1. F(ζ) = τLC/τth is the ratio of the light curve decay time and the thermodynamic
decay time, τth (which is in turn a function of ζ, the slope in the n − T diagram). They
note however, that the accuracy of their method is highly dependent on the sensitivity of the
measurement instrument and spectral resolution.
Application of this model to the COUP data has shown that post-flare loops on T Tauri can
extend many stellar radii above the surface (Favata et al., 2005). This is a surprising result as
these heights are far above the co-rotation radius which is defined as
Rco =

GM?
ω2
1/3
(6.2)
where M? is the mass of the star and ω is the angular velocity. The co-rotation radius is the
point at which the gravitational force is exactly zero, i.e., the gravitational force perfectly
balances with the rotational force. A derivation of the co-rotation radius will be given in Sec-
tion 6.2. The fact that these loops exist beyond co-rotation means that they could potentially
interact with the disc. Indeed, loops extending above the co-rotation radius are likely to be
highly unstable if both footpoints are located on the star itself as the centrifugal forces would
cause the loop to break open and eject the plasma (Favata et al., 2005).
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Mestel & Spruit (1987) provide an analysis on the maximum height above the stellar sur-
face a closed loop with both footpoints attached to the stellar surface could extend based upon
a scaled-up solar model. They assume that the magnetic field strength is proportional to the
rotation rate and assume a dipole magnetic field orientation. They find that for the conditions
found on typical CTTS with a rotation period of 6− 8 days the maximal loop achievable loop
height is between 3−4 R? which is below the co-rotation radius of approximately 5 R? (Favata
et al., 2005). The COUP survey has observed flares occurring above co-rotation which implies
that these loops cannot be part of a closed field configuration but rather a different support
mechanism must be acting on these loops.
The rate at which these structures occur is unsurprising as it is now well established that
there is a direct correlation between rotation rate and magnetic activity (Walter, 1982). Vilhu
(1984) demonstrated that X-ray emission rises steeply as rotation rate increases, implying that
the magnetic field strength also increases. He also showed that this is only true up to a certain
rotation rate beyond which a saturation is observed.
James et al. (1999) carried out an analysis comparing rotation rate to X-ray luminosity.
They focused primarily on both single and binary M-dwarf systems with rotational periods of
approximately 5.5 days finding that these systems all saturate at Lx/Lbol ≈ 10−3 (where Lbol
is the total luminosity). Vilhu (1984) stated that this saturation was caused by saturation of
the dynamo field.
Using data from the XMM-Newton survey, Jeffries et al. (2010) compared the X-ray emis-
sion from 97 low-mass stars with the observed Rossby number, which is defined as NR = P/τc
where P is the stellar rotation period and τc is the convective turn-over time. For G-K stars
similar to TTS their results are shown in Figure 6.2. The Figure shows that for low Rossby
numbers the X-ray emission increases until a Rossby number of approximately log NR ≈ −1
beyond which saturation occurs and for Rossby numbers lower than log NR ≈ −1.8 the emis-
sion starts to decrease. This decrease in X-ray emission has been dubbed “super-saturation”
(Randich, 1998).
There have been many attempts to try and explain the cause of this super-saturation but
there has been no definitive conclusion to date. James et al. (1999) provide a summary of the
possible reasons why saturation may occur. One such theory is that at such high rotation-rates
the saturation may be due to a Lorentz back-reaction which would act to limit the efficiency
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Figure 6.2: Plot showing the relation between X-ray luminosity and Rossby number for G-K
type stars. Plot taken from Jeffries et al. (2010).
of the dynamo action and hence limit the increase in X-ray emission. Jardine & Unruh (1999)
reason that rapid rotation rates lead to an increase in centrifugal forces resulting in increased
base pressure and density values for the coronal magnetic loops. This increase in base pressure
and density adds extra stress to the field and could result in the tearing open of closed field
lines which would previously have contributed to the total X-ray emission.
The exact causes of saturation and super-saturation are still topics for further discussion,
however a second mystery comes from our lack of understanding about where the increased
emission from rapid rotators actually comes from. Some X-ray observations have revealed
very little rotational modulation in the emission spectra which would imply that the corona
of rapid rotators is in fact very extended (Giampapa et al., 1996; Jeffries, 1998; Siarkowski
et al., 12; Singh et al., 1996). Yet there have also been contradictory observations showing
that the emission is actually from highly compact coronal regions located at high latitudes on
the star where the emission spectra would be unaffected by rotational modulation (Jardine &
van Ballegooijen, 2005). The problem with this theory is that in order to generate the required
levels of X-ray emission, a considerably dense corona is needed (ne > 10
12 cm−3) (Jeffries,
1998).
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However a recent Chandra survey has revealed coronae of sufficient density (see for ex-
ample Young et al. (2001) or Mewe et al. (2001)). This would suggest that the support
mechanism of large scale structures on rapid rotators is different to that of structures on
the Sun where the structures are embedded in the closed solar coronal field (Jardine & Col-
lier Cameron, 1991). One fundamental problem arises with this conclusion. On almost all
rapid rotators Hα observations have revealed slingshot prominences trapped in co-rotation
with the star at distances far above the compact X-ray corona (see for example Eibe (1998);
Jardine & van Ballegooijen (2005) and references therein). Solar prominences are regions
of cool dense plasma confined within the corona. They are observed as absorption features
that move through the Hα line (Collier Cameron et al., 2002). Extensive observations have
shown that the typical temperature of solar prominences is around T ∼ 103−104 K, some 103
K cooler than that of the surrounding corona. Solar prominences are also around 102 times
denser than their surroundings (Labrosse et al., 2010).
Collier Cameron et al. (1990) studied the emission spectra of the rapid rotator AB Doradus
which has a mass similar to that of the Sun and a rotation period of approximately 0.5 days
(Pakull, 1981). The rotation axis of AB Doradus is inclined towards our line-of-sight some
60◦ making it an ideal star to observe. Collier Cameron et al. (2002) found prominences at
a temperature between T ∼ 8000− 9000 K, a projected area around A ∼ 3× 1021 cm2, with
a total mass of M ∼ 2− 6× 1017 g i.e., three orders of magnitude larger than a typical solar
quiescent prominence. At any given time observations suggest there are usually approximately
6 to 8 observable prominences visible and that they are confined within a distance of between
2 to 8 R? (Collier Cameron et al., 2002). Given the great distances above the stellar surface
at which these prominences have been observed, they have been given the title “slingshot
prominences” and understanding how they can be trapped in co-rotation is crucial to our
understanding of the internal magnetic field composition of rapidly rotating stars.
Jardine & van Ballegooijen (2005) propose that rather than being embedded in the corona,
these prominences are actually held in place in magnetic loops embedded in the stellar wind.
Their model allows for both a very dense, compact coronal field but also allows for the mag-
netic confinement of large scale structures many stellar radii above the stellar surface. They
tested the model on stellar parameters that matched the young rapid rotator AB Doradus and
were able to produce prominence supporting loops at heights of Rloop ≈ 5R?.
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Both Jardine & Collier Cameron (1991) and Jardine & van Ballegooijen (2005) investigate
the necessary conditions and parameters required for cool magnetic loops to reach equilibrium
above the co-rotation radius. On TTS it is not equilibrium that could be of most interest
but rather the loss of equilibrium. Given the size and frequency of these structures, a rapid
destabilisation such as a coronal mass ejection (CME) could have far reaching consequences.
These structures are very dense, large objects and therefore hold a great deal of mass and
so a destabilisation would result in a net loss in angular momentum which may affect the
spin-down rate of the star (Unruh & Jardine, 1997). CMEs play a major role in governing
space weather and can interact with planetary magnetospheres having drastic effects on the
environment of the planet (Fichtner et al., 2008).
6.2 The Model
What follows is a description of the model developed by Jardine & Collier Cameron (1991)
and Jardine & van Ballegooijen (2005) to model the equilibrium of cool loops on rapidly
rotating stars. In Section 6.3 the model will be applied to the hot, flaring loops found on T
Tauri Stars.
To begin the investigation force balance across the loop must be specified. The loops will
be acted upon by the gravitational pull from the star and also by the interaction between the
charged ions in the plasma and the magnetic field. By considering these forces, the equation
governing force balance across the loop can be written as
ρ
dv
dt
=−∇P + j×B+ρg (6.3)
where P is the pressure, B is the magnetic field, j = 1
µ
(∇× B) is the current density, making
j×B the Lorentz force, and ρg is the gravitational force. The coronal plasma is assumed to be
a continuous medium where the magnetic permeability, µ is constant. d/dt is the total time
derivative:
d
dt
=
∂
∂ t
+ v · ∇ .
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Figure 6.3: The left panel shows the magnetic field configuration in the equatorial plane of
the star. The right panel shows a schematic of the Cartesian loop setup. y is the distance
above the stellar surface where y = 0 is defined as the stellar surface. sˆ is the unit vector
along the loop and nˆ is the unit vector normal to the loop. Both images adapted with
permission from Jardine & van Ballegooijen (2005)
The Lorentz force can be re-written as:
j×B= 1
µ
(∇×B)×B= 1
µ
(B · ∇)B︸ ︷︷ ︸
(1)
−∇

B2
2µ

︸ ︷︷ ︸
(2)
. (6.4)
It is the Lorentz force that provides a link between the equation for conventional fluid dynam-
ics and the electromagnetic equations. The first term in Equation (6.4) represents a magnetic
tension force. The second term represents a magnetic pressure force and occurs everywhere
where the magnetic field strength varies with position (Davidson, 2001). The equation for
force balance can therefore be expressed as
ρ
dv
dt
=−∇

P +
B2
2µ

+
1
µ
(B · ∇)B+ρg. (6.5)
Along with the assumption that the magnetic field is a potential field, a few standard
simplifications are also imposed. The loops are not twisted, they do not interact with the
surrounding field, and they are isothermal and slender (Browning & Priest, 1986). The loops
are located in the equatorial plane of the star. The magnetic field orientation in the equatorial
plane is shown in the left panel of Figure 6.3. The right panel of Figure 6.3 shows a schematic
of the system. The y direction acts in the radial direction and is defined such that y = 0 is
the stellar surface. The two vectors, sˆ and nˆ are the unit vectors parallel to and normal to the
105
Chapter 6. Magnetic Equilibrium of Hot, Large-scale Magnetic Loops on T Tauri Stars
t = t0 t = t1 t = t2 t = t3
Figure 6.4: Time evolution of wind bearing loops. The system starts off with closed loops
up to a given height making up the closed corona with a current sheet located at a height
ys/R? above the stellar surface. Above this height the field lines are open and material is
able to flow away from the star. At t = t1 the oppositely directed wind bearing loops begin
to move closer together and reconnection occurs creating a closed loop at t = t2. The closed
loop begins radiating causing the internal pressure to drop. This drop in pressure forces the
loop out to a new equilibrium height as shown at t = t3. Image adapted with permission
from Jardine & van Ballegooijen (2005).
loop respectively.
Figure 6.4 shows the formation of a loop embedded in the stellar wind. At t = t0 a cur-
rent sheet is located above the helmet streamer. Should reconnection occur, a new closed
loop would form as shown at t = t2. The density of the new loop will increase as the stellar
wind continues to flow until pressure balance is restored and the loop will be in hydrostatic
equilibrium; resulting in the loop being denser at the summit. This leads to increased radi-
ative losses which cools the loop. Finally, pressure balance will bring the loop into a new
equilibrium above the closed coronal field as shown at t = t3.
The gravitational force in the equatorial plane can be written in the form g(x , y) = (0, g)
where:
g =− GM?
(y + R?)2
+ω2(y + R?) . (6.6)
Here, ω is the stellar angular velocity. Since the first term of this expression is always
going to be negative and the second term is going to be positive, there will be a height at
which for given stellar parameters the gravitational force will be zero. This is known as the
co-rotation radius and is given by the following analytical expression
yκ
R?
=

GM?
R3?ω
2
1/3
− 1 . (6.7)
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Equation (6.7) clearly shows that as the stellar rotation rate increases the co-rotation
radius moves closer to the surface of the star. There is no overall component of the Lorentz
force along the direction of the field and so Equation (6.5) can be solved to gain an expression
for the external pressure:
pe = p0eexp

1
c2s
¨−(v2− v20 )
2
+
∫
gdy
«
, (6.8)
where c2s is the local sound speed of the plasma and v0 is the initial wind speed.
Conservation laws can be invoked to eliminate v2 from this equation. Consider a flux tube
of area A through which there is a flow v. This requires that in a time t the total mass flowing
through A will be ρAvt and therefore the mass per unit time will be
Mass per unit time= ρvA= const. (6.9)
Along with mass conservation, magnetic flux conservation requires that
Magnetic flux per unit time= BA= const. (6.10)
Combining Equations (6.9) and (6.10):
v
v0
=
p0
p
· B
B0
(6.11)
which upon substitution into Equation (6.8) gives
pe
p0
= exp

−M
2
c0
2
¨
p0e
pe
· Be
B0e
2
− 1
«
+
∫
g
c2s
dy

. (6.12)
M2c0 is the Mach number of the flow and is the ratio of the flow speed to the sound speed,
i.e. M2co = v
2/c2s . It is worth noting that if M
2
c0 = 0 the hydrostatic form for the pressure
from Jardine & Collier Cameron (1991) is recovered. Since the inside of the loops will be in
hydrostatic equilibrium an expression for the internal pressure can be given as:
pi
p0i
= exp

Te
Ti
∫
g
c2s
dy

. (6.13)
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The top panel of Figure 6.5 shows a plot of the internal pressure against height for varying
temperature ratios. The plot shows that for all temperature ratios the pressure initially drops
with height and then begins to rise beyond the co-rotation radius yκ. There is a height above
the stellar surface at which the pressure once again equals the base pressure. This height is
independent of the temperature ratio between the internal loop temperature and the external
field temperature. This height is given by the following expression
ym
R?
=
1
2
−3+È1+ 8 yκ
R?
+ 1
3 . (6.14)
The second panel shows the pressure difference between the inside of the loop and the
external pressure. The hotter the loop, the greater the pressure difference. Beyond ym/R? the
pressure difference changes sign and stable loop solutions are no longer possible. The final
panel is the buoyancy which is initially positive but quickly drops off to zero and eventually
becomes negative. It is at this point that the possibility of achieving a stable solution is lost.
The addition of a wind term has the effect of increasing the height at which the buoyancy
becomes negative and hence increases the maximum height at which a stable solution can be
achieved.
Since the loops are slender, pressure must be continuous across the loop. Using Equation
(6.5) this requires,
Pi +
B2i
2µ
= Pe +
B2e
2µ
(6.15)
which can be re-arranged to give an expression for the internal magnetic field
B2i = B
2
e + 2µ (pe − pi) . (6.16)
Jardine & van Ballegooijen (2005) note some important constraints on the values B2i can
take. Equation 6.16 shows that B2i is determined by the external magnetic field and the
pressure difference across the loop. Near the top of the loop (y = H) the normal vector to the
loop points towards the stellar surface (i.e. nˆ=−y). The magnetic tension force acts towards
the stellar surface which means that the gradient of the magnetic pressure must act outwards,
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Figure 6.5: Pressure (top), pressure difference (middle), and buoyancy (bottom) as a func-
tion of height above the stellar surface. The external temperature is 2 MK and the temper-
ature ratios (Te/Ti)plotted are 1.50 (red), 1.00 (green), 0.75 (purple), 0.50 (blue). The
co-rotation radius is located at 5.2 R?. The height at which the pressure once again equals
the base pressure (Equation 6.14) is 20.2 R?.
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i.e.
∂ B2i
∂ y
< 0. Substituting Equation (6.16) a restriction can be imposed on the external field,
1
2µ
∂ B2e
∂ y
< (ρi −ρe)g . (6.17)
Therefore, at the top of the loop, magnetic tension is counterbalanced by the pressure
gradient between the internal and external field, and the buoyancy. The external field strength
will decrease with height implying that the left side of this equation will always be negative.
The sign of the right side will depend on the height above the stellar surface being considered.
Below the co-rotation radius g < 0 which would require ρi − ρe > 0, whilst above the co-
rotation radius, g > 0 which means ρi − ρe < 0. This means that below co-rotation the
material within the loop must be denser than the surrounding plasma and vice-versa above
co-rotation.
The form of external magnetic field adopted is one in which the loops are not embedded
in the corona; rather, the loops are embedded in the stellar wind (Jardine & van Ballegooijen,
2005). The field is given the following form
Bex + iBe y = B0
p
e2ikz + e−2k ys (6.18)
where z = x + i y . ys is the height of the source surface that defines the extent of the closed
coronal field. Setting z = 0 gives an expression for B0, i.e., B20 = 1+ e
−2k ys . The left panel of
Figure 6.6 shows a graphical representation of the external field.
The right panel of Figure 6.6 shows a plot of internal magnetic field strength against height
above the stellar surface. It clearly shows that the magnetic field strength decreases rapidly
with height above the stellar surface.
Finally, gradients parallel and normal to the field are given by
sˆ · ∇= 1 
1+ (x ′)21/2

x ′ ∂
∂ x
+
∂
∂ y

, (6.19)
nˆ · ∇= 1 
1+ (x ′)21/2

∂
∂ x
− x ′ ∂
∂ y

. (6.20)
By assuming the base pressure inside and outside the loop are equal, then the pressure
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Figure 6.6: Left: The external magnetic field configuration, as described by Equation
(6.18). The arcade is closed up to the source-surface, chosen here to be 3 R?. The blue
vertical lines show the width of the arcade, |x | = pi/k. Here, k = 3 so that the loops cover
60◦ in longitude around the equator of the star. Right: Plot of internal magnetic field
strength as a function of height above the stellar surface scaled to the base value.
will only vary with height. This means that force balance perpendicular to B can be expressed
by taking nˆ · (6.5), leading to the differential equation

∂
∂ x
− x ′ ∂
∂ y

B2i
2
=
x ′′
1+ (x ′)2 B
2
i . (6.21)
The boundary conditions imposed on this equation are, firstly, that the top of the loop is given
a specific height, H, i.e. x(H) = 0 and secondly, that the bottom of the loop is perpendicular
to the stellar surface, i.e. x ′(0) = 0. By solving Equation (6.21)) subject to these boundary
conditions an expression x(y) can be obtained that completely describes the path of the loop.
6.3 Applying The Model
The model described in Section 6.2 was originally developed by Jardine & van Ballegooijen
(2005) to model cool loops on rapidly rotating stars. Here, the model is now applied to
hot loops on T Tauri Stars. To apply the model, stellar parameters must be chosen. The
parameters adopted are chosen from the observations conducted by Hillenbrand (1997). The
mass and radius of the star are chosen to be M? = 0.55 M and R? = 1.66 R respectively. The
rotation period is chosen using data from Getman et al. (2005) to be 5.3 days. The external
temperature is set to be Te = 2.75× 106 K. Using Equation (6.7) the co-rotation radius of the
star is yκ = 5.1 R?.
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Figure 6.7: Loop heights as a function of footpoint separation. In all cases, the external
temperature is 2 MK and the plasma β = 0.05. The internal loop temperatures are 30 MK
(blue), 40 MK (purple), 60 MK (orange), and 200 MK (red). The source surface, which
shows the maximum extent of the closed corona is 4 R? (dashed). The co-rotation radius is
5.2 R? (grey). The width of the loop arcade has been set to x = pi/k where k = 3 making
solutions where the footpoint separation larger than 1.05 R? non-physical (shown as the
grey region).
Figure 6.7 shows footpoint separations for a source surface located below the co-rotation
radius at ys = 4 R?. The Figure shows the distance between the footpoints of the loop (on
the surface of the star) and the corresponding maximum height the loop can reach. For a
given footpoint separation the loop height is double valued. The loops can therefore either
be embedded in the closed corona with a low formation height or be embedded in the stellar
wind with a much higher formation height. The loops that are embedded in the stellar wind
will be very tall and narrow and therefore likely to be highly unstable. The plot also shows
that as the loop temperature increases, the maximum achievable height decreases. Above
a certain temperature the loops will no longer able to achieve equilibrium above the closed
corona.
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6.4 Summary
The COUP survey has revealed the presence of large scale X-ray flare events occurring many
stellar radii above the stellar surface and more crucially, above the co-rotation radius. The
largest flares produced peak temperatures greater than 100 MK, requiring a magnetic field
strength greater than a few hundred Gauss to confine the plasma in the loop (Favata et al.,
2005). These large scale flaring events do not occur at such great distances above the stellar
surface on main sequence stars where the magnetic field strength is lower. Similar analyses on
main sequence stars typically reveal loop lengths with a length scale much less than a stellar
radius, meaning these events occur in highly compact regions (Favata et al., 2005).
In order for flares to occur at such great heights, the supporting magnetic loops must have
been able to reach a temporary equilibrium state above co-rotation. It is surprising that these
structures can exist beyond the co-rotation radius as centrifugal forces should cause a loss
of equilibrium long before the loops can fill with plasma. The presence of loops extending
above the co-rotation radius immediately requires the presence of a strong magnetic field to
counteract the centrifugal forces. The analysis carried out by Mestel & Spruit (1987) showed
that closed loops on TTS could not extend higher than Rflare/Rco ≈ 0.7 based on a dipole
magnetic field with the magnetic field strength proportional to the rotation rate of the star.
Favata et al. (2005) provide a summary of possible explanations for these observed loop
lengths. One possible conclusion is that the loops are anchored to the star and the disc.
Shu et al. (1997) show that if the loops connect to the disc beyond the co-rotation radius
then differential rotation will cause the loops to twist and stretch resulting in the loop length
increasing and also add stress to the loop which could add to the driving force of the flare.
Lynden-Bell & Boily (1994) postulate that as the magnetic field is forced through the disc it
will become increasingly more sheared and loops will open, emitting material in the form of
flares.
Figure 6.8 shows the size of 69 flaring structures from 56 COUP stars scaled to the co-
rotation radius. This plot is surprising as it clearly shows that, with the exception of one
COUP event (COUP 1608) all flaring events on systems where a disc is present occur below
co-rotation. More surprisingly, in disc-free systems, flaring events were observed at distances
of up to Rflare/Rco ≥ 2 (Getman et al., 2008). This plot provides evidence for the theory that a
disc will truncate the magnetosphere of pre-main sequence stars such as TTS. However, they
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Figure 6.8: Plot showing the size of flaring structures scaled to the co-rotation radius for
COUP objects. The flares are labeled by their COUP source number. The black circles rep-
resent typical flaring events (32 events), the red circles are step flares (14 events), brown
triangles are incomplete flares (11 events) and the magnenta triangles represent unclassified
flares (5 events). The vertical bars are the maximum range of the loop size. Plot reproduced
from Getman et al. (2008)
also reason that because the stars without an inner disc are rotating faster than those with
an inner disc the co-rotation radius may be up to twice as close for disc-free systems and
that if the loops sizes are considered without normalisation to the co-rotation radius then the
difference shown in Figure 6.8 is not so pronounced.
X-ray emissions from cool stars such as AB Doradus have revealed the presence of a com-
pact, dense closed coronal field. However, observations in Hα have revealed the presence
of prominences trapped in co-rotation with the star. Since these prominences are above co-
rotation a magnetic force is required to confine the material. Previous prominence support
models would have required the prominences to be embedded in a large, extended coronal
field which is at odds with the X-ray observations suggesting a dense coronal field.
The model suggested by Jardine & van Ballegooijen (2005) resolves this conflict by sug-
gesting that the loops confining these prominences are actually embedded in the stellar wind
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rather than the coronal field. They have shown that for a star such as AB Doradus cool loops
can reach an equilibrium state above co-rotation. In this chapter we have applied their model
to the hot loops found on TTS with the aim of providing further explanation for the presence
of loops above co-rotation on TTS which do not have a disc (left side of Figure (6.8). By
taking a toy TTS we have found that it is indeed possible for hot loops to extend above the
closed coronal field by embedding the loops in the stellar wind. These loops can extend above
co-rotation without the requirement that one footpoint is anchored to the disc, provided there
is a stellar wind present.
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7
Conclusions and Outlook
In this thesis the effects of stellar activity on extrasolar planets have been explored. Asym-
metries in exoplanet transit light curves have been exploited to uncover properties of both the
planet and the host star. In this Chapter the main findings of this work are presented along
with future work that could build on this thesis.
7.1 Asymmetries in Near-ultraviolet Transit Light Curves
Chapters 3 and 4 explore the potential of asymmetries in near-UV transit observations as a
means of detecting exoplanetary magnetic fields. Fossati et al. (2010) observed the hot Jupiter
WASP-12b in the near-UV using HST and found that the ingress of the transit event began be-
fore the corresponding optical ingress. They also found that the depth of the near-UV light
curve was deeper than in the optical. Interestingly, the egress of the near-UV transit happened
simultaneously with the optical egress. This leads to the conclusion that there must be addi-
tional material in the exosphere of the planet that occults additional star light when viewed in
the near-UV. The apparent asymmetry caused by the near-UV transit ingress not overlapping
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with the optical ingress suggests that this material is not uniformly distributed around the
exosphere of the planet; rather, it must be located ahead of the planet so that an early ingress,
but simultaneous egress, occurs in the near-UV light curve. Vidotto et al. (2010) postulated
that this additional material is due to the presence of a bow shock that forms where the stellar
wind collides with the magnetosphere of the planet. They reason that if the shocked material
is of high enough density then it will occult additional star light. In our own solar system,
bow shocks occur around every planet; however, for the magnetised planets, the distance from
the planet to the bow shock is directly proportional to the strength of the planet’s magnetic
field. This has consequences for detecting magnetic fields around exoplanets because the tim-
ing difference between near-UV and optical light curves may provide an indirect method for
inferring the presence of a magnetic field.
In Chapter 3 (based on Llama et al. (2011)) a model of a planet and magnetospheric bow
shock was developed in an effort to reproduce the near-UV light curve observed by Fossati
et al. (2010). The simulated near-UV light curves were able to fit the near-UV light curve
suggesting that the early ingress could indeed have been caused by a magnetospheric bow
shock. This is the first potential evidence for the detection of an exoplanet having a magnetic
field. Previous searches have involved searching for radio emission but have to-date been un-
successful. A variety of shock orientations and geometries were able to fit the data suggesting
there is a degree of degeneracy in the solution. This places constraints on the information
that can be derived from such asymmetries.
In Chapter 4 the shock model developed in Llama et al. (2011) was extended to include
a more realistic shock geometry (Llama et al., 2013). The model was then used to predict
theoretical light curves for the hot Jupiter HD 189733b. The characteristics of the bow shock
are principally determined by the local stellar wind conditions experienced by the planet
(Vidotto et al., 2011b). This has the immediate consequence that the presence of a detectable
bow shock may be transient. Indeed, observations of HD 189733b in Lyman-α have revealed
variability with some light curves exhibiting additional absorption and timing variations whilst
other observations have revealed very little variation from the optical light curve (Lecavelier
Des Etangs et al., 2010; Bourrier et al., 2013; Lecavelier Des Etangs et al., 2012). HD 189733
is a very bright K dwarf and so has been extensively studied using Zeeman Doppler Imaging to
recover the magnetic topology of the star (Fares et al., 2010). By incorporating these magnetic
maps into a three dimensional stellar wind model the local wind conditions experienced by HD
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189733b were predicted. Following the method of Fossati et al. (2010) near-UV light curves of
HD 189733b were then simulated using the local values of the stellar wind as the planet orbits
around the star. These light curves showed significant variability between transits with some
light curves having detectable levels of additional absorption and timing variations of up to 30
minutes whilst other light curves showed very little variation from the optical light curve. This
Chapter therefore offers an explanation to the variability found in the transit light curves of
HD 189733b. The work also found that the detection of exoplanetary magnetic fields through
timing variations may require multiple observations to be successful. By studying variations in
the shape of near-UV light curves over many years may also provides a method to investigate
the evolution of the stellar wind.
7.2 Recovering Stellar Butterfly Patterns
Chapter 5 investigated whether missions such as Kepler and future transit missions such as
TESS could reveal stellar butterfly patterns of planet hosting stars. When a planet transits
over a dark region of the stellar disc, such as a star spot, the fractional loss in light becomes
less and so a bump appears in the transit light curve. By simulating activity cycles on stars it
was found that given the four years of Kepler data it would be unlikely that a Solar butterfly
pattern could be recovered. However, for more active stars, where the planet is more likely to
transit over star spots it may be possible to detect migration rates in the spot belts. This will be
of great importance to our understanding of how stellar dynamos generate magnetic fields on
stars other than the Sun. The cycle length assumed in Llama et al. (2012) was eleven years,
similar to that of the Sun; however, if the cycle were to be shorter (such as the potential cycle
for τ Bootis (Fares et al., 2009)) then the data from Kepler may indeed span a long enough
time range for a stellar butterfly pattern to be observed. The work also found that although
surface effects such as meridional flow, differential rotation, and surface diffusion do not play
a significant role in altering the distribution of spots on Solar type stars, for more active stars
they can change the distribution significantly. It is therefore important to ensure that these
processes are accounted for when attempting to recover stellar butterfly patterns.
7.3 Stellar Activity Effects on Exoplanets
The detection of large prominences located multiple stellar radii above T Tauri stars could
have severe consequences on exoplanets. These structures hold vast amounts of mass and will
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therefore play a crucial role in determining the angular momentum evolution of the star and
the circumstellar disc and therefore will influence planet formation. A rapid destabilisation
of such a large prominence would result in a large Coronal Mass Ejection which may have
severe consequences for an exoplanet orbiting the star. In Chapter 6 a model for explaining
the location and stability of such prominences was investigated (Aarnio et al., 2012).
7.4 Outlook
The model developed in Chapter 5 is ideally suited to investigate many other manifestations
of stellar activity in light curves of active stars. In Llama et al. (2012) the model was used
to simulate transit light curves; however, this could be extended further to simulate stellar
light curves. Because stars rotate differentially, being able to recover multiple rotation periods
from the signatures of star spots at different latitudes on the stellar disc will enable differential
rotation profiles to be recovered for a range of stars. There have been many attempts in the
literature to recover stellar rotation and differential rotation rates of stars by carrying out
auto-correlation and periodogram analyses on stellar light curves (McQuillan et al., 2013;
Walkowicz & Basri, 2013). Since the stellar activity model developed in this thesis includes
differential rotation it is ideally suited to simulate light curves of active stars with various
differential rotation profiles to refine these methods and place constraints on the information
that can be recovered through these analyses. This will provide insight into the stellar dynamo
that is the driving force behind stellar magnetism and the stellar wind. Understanding the
stellar dynamo is therefore critical to determining the ages of stars, and the impact of the
stellar wind on exoplanet atmospheres.
Radial velocity surveys such as HARPS-North, ESPaDoNS on CHFT, and HIRES on Keck
are attempting to detect Earth sized exoplanets; however, star spots induce time-varying
asymmetries of comparable magnitudes into the stellar absorption line profiles as the star
rotates. Recently, Aigrain et al. (2011) have shown that it is possible to estimate the radial
velocity variations caused by stellar activity from photometric light curves. Therefore, the
model developed here could be adapted to forward model such stellar activity related cross-
correlation function asymmetries for a better understanding of how stellar activity changes
the true centre-of-mass velocity of the spectral lines in radial velocity data. This will then aid
the removal of stellar activity signals in radial velocity data aiding the detection of signatures
from Earth sized exoplanets.
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Exoplanetary atmospheres are currently detected by fitting a model to find the depth
of the transit light curve at various wavelengths. These methods currently make first-order
corrections for star spots on the surface of the host star which will alter the recovered transit
depth (Sing et al., 2011). When considering planets orbiting around low-mass stars, where
the stellar activity level is much higher than for Solar type stars, a more complex correction
technique is likely required. The model could be extended to determine methods for more
reliably correcting for the effects of stellar activity on very active stars in transit spectroscopy
measurements.
121
Chapter 7. Conclusions and Outlook
122
A
Derivation of Equation 5.9
To derive Equation 5.9 consider the magnetic field B(r,θ ,φ, t) = (Br , Bθ , Bφ). The evolution
of the magnetic field, B is determined by the induction equation
∂ B
∂ t
=∇× (v×B− E), (A.1)
where v = (vr , vθ , vφ) = (0, u˜(θ)r, rΩ(θ) sinθ) describes the velocity caused by differen-
tial rotation, Ω(θ), and meridional flow, u˜(θ) = u(θ)/R.
The electric field associated with magnetic diffusion is simplified by assuming that the
radial transport of horizontal field is artificially suppressed (van Ballegooijen et al., 1998).
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Appendix A. Derivation of Equation 5.9
From this the energy, E= (Er , Eθ , Eφ) can be expressed as,
Er =
D˜r
sinθ

∂
∂ θ
(sinθBφ)− ∂ Bθ∂ φ

(A.2)
Eθ =
D˜r
sinθ
∂ Br
∂ φ
, (A.3)
Eφ =−D˜r ∂ Br∂ θ . (A.4)
Here, D˜ = D/R2 is the diffusion coefficient.
The term inside the induction Equation can be expressed as A = v× B− E = (Ar , Aθ , Aφ)
where,
Ar = Bφ u˜r − Bθ rΩ sinθ − D˜rsinθ

∂
∂ θ
(sinθBφ)− ∂ Bθ∂ φ

(A.5)
Aθ = Br rΩ sinθ − D˜rsinθ
∂ Br
∂ φ
(A.6)
Aφ =−Br u˜r + D˜r ∂ Br∂ θ . (A.7)
The radial component of the curl in spherical coordinates can be expressed as
[∇×A]r = 1r sinθ

∂
∂ θ
(Aφ sinθ)− ∂ Aθ∂ φ

(A.8)
=
1
sinθ

∂
∂ θ

sinθ

−u˜Br + D˜∂ Br∂ θ

−Ω∂ Br
∂ φ
+
D˜
sin2 θ
∂ 2Br
∂ φ2
. (A.9)
(A.10)
Finally, from Equation A.1,
∂ Br
∂ t
=
1
sinθ

∂
∂ θ

sinθ

−u˜Br + D˜∂ Br∂ θ

−Ω∂ Br
∂ φ
+
D˜
sin2 θ
∂ 2Br
∂ φ2
. (A.11)
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B
Spherical Harmonics
The magnetic field can be expressed in terms of a flux function Ψ such that B = −∇Ψ. This
assumption automatically satisfies ∇ × B = 0 so that the field is potential. Coupled with
the fact that the magnetic field must be divergence free, i.e., ∇ · B = 0 requires ∇2Ψ = 0
which is Laplace’s Equation. What follows is the solution to this equation in terms of spherical
harmonics.
B.1 Separation of Variables in the Laplacian
The Laplacian in spherical coordinates is given by
∇2 = 1
r2
∂
∂ r

r2
∂
∂ r

+
1
r2 sinθ
∂
∂ θ

sinθ
∂
∂ θ

+
1
r2 sin2 θ
∂ 2
∂ φ2
. (B.1)
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This equation can be split into two parts ∇2 =∇2r +∇2ang where,
∇2r =
1
r2
∂
∂ r

r2
∂
∂ r

(B.2)
∇2ang =
1
r2 sinθ
∂
∂ θ

sinθ
∂
∂ θ

+
1
r2 sin2 θ
∂ 2
∂ φ2
. (B.3)
Here, ∇2r is only dependent on r and r2∇2ang is independent of r. To solve ∇2Ψ = 0 the
functional form of Ψ(r, θ , φ) is chosen such that it can be written as a product of separate
functions, each of which is dependent on a single variable only, i.e.
Ψ(r, θ , φ) = R(r)Θ(θ)Φ(φ). (B.4)
The next step involves assuming a functional form for R(r) as follows,
R(r) =
U(r)
r
∂
∂ r
U(r)
r
=
U ′
r
− U
r2
r2
∂
∂ r
U(r)
r
= U ′r − U
∂
∂ r

r2
∂
∂ r
U(r)
r

= U ′′r
⇒∇2r R(r) =
U ′′
r
, (B.5)
where, ′ denotes the derivative with respect to r. Substitution of Equation (B.5) into∇2Ψ= 0
yields,
ΘΦ
U ′′
r
+
U
r
Φ
r2 sinθ
∂
∂ θ
(sinθΘ′) + U
r
Θ
r2 sin2 θ
Φ′′ = 0 (B.6)
By then multiplying Equation (B.6) by
r3 sinθ
UΘΦ
gives
r2 sin2 θ
U ′′
U
+
sinθ
Θ
∂
∂ θ
(sinθΘ′) + Φ
′′
Φ
= 0. (B.7)
The first term in Equation (B.7) is only dependent on r, the second term on θ , and the
final term only depends on φ. This enables each term to be dealt with separately.
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B.2 The φ Component
Since the summation of the φ dependent and independent terms in Equation B.7 must be
zero, the φ must equal a constant, i.e.
Φ′′
Φ
=−m2
⇒ Φ(φ) = eimφ . (B.8)
To ensure that Φ(φ) is single valued, i.e., Φ(φ) = Φ(φ + 2pi), m must be integer valued.
B.3 The r Component
Dividing Equation (B.7) by sinθ and substituting Equation (B.8) gives
r2
U ′′
U
+
1
Θ sinθ
∂
∂ θ
(sinθΘ′)− m
2
sin2 θ
= 0. (B.9)
Again, the first term in this equation is only dependent on r and so must be equal to a
constant, taken to be l(l + 1). Therefore,
r2
U ′′
U
= l(l + 1), (B.10)
which has the solution
U(r) = Ar l+1+ Br−l . (B.11)
This then means that
R(r) =
U(r)
r
= Ar l + Br−(l+1). (B.12)
B.4 The θ Component
Finally, substitution of Equation (B.10) into Equation (B.9) gives
1
Θ sinθ
∂
∂ θ
(sinθΘ′)− m
2
sin2 θ
=−l(l + 1). (B.13)
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To solve this Equation, the substituion µ = cosθ can be made. From the chain-rule this
implies,
d
dθ
=
dµ
dθ
d
dµ
=− sinθ d
dµ
. (B.14)
Equation (B.13) becomes
∂
∂ µ

(1−µ2) ∂
∂ µ

− m
2
1−µ2

Θ(µ) =−l(l + 1)Θ(µ). (B.15)
The solution to this Equation is of the form
Θ(µ) =
∞∑
i=1
aiµ
i . (B.16)
If m = 0, then the coefficients in Equation (B.16) are given by the Legendre polynomials.
The general form of the Legendre polynoimals is given by Rodrigues’ formula:
Pl(µ) =
1
2l l!
∂ l
∂ µl
(µ2− 1)l . (B.17)
The first few Legendre polynomials are:
P0 = 1
P1 = cosθ
P2 =
1
2

3 cos2 θ − 1
P3 =
1
2

5 cos3 θ − 3cosθ .
In the case m 6= 0, for the series to terminate, m ≤ l. The functional form of the series is
then given by the associated Legendre polynomials,
Pml (µ) = (−1)m(1−µ2)m/2
∂ m
∂ µm
Pl(µ). (B.18)
The spherical harmonics are a combination of both the Legendre polynomials and the
associated Legendre polynomials with the addition of a normalisation factor. They are given
as
Ylm(θ , φ) = normalisation ·Θ(θ) ·Φ(φ), (B.19)
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where the normalisation is chosen such that integration over the solid angle dΩ = sinθdθdφ
is unity, i.e., ∫ φ=2pi
φ=0
∫ θ=pi
θ=0
Y ∗lm(θ ,φ)Yl ′m′ sinθdθdφ = δl l ′δmm′ . (B.20)
Combining Equations (B.12), and (B.19) into Equation (B.4) gives the final solution to the
Laplacian ∇2Ψ= 0,
Ψ(r, θ , φ) =
∞∑
l=0
l∑
m=−l

Almr
l + Blmr
−(l+1) Pml (cosθ)eimφ . (B.21)
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